Researchers have proposed the Core Based Trees (CBT) 
Introduction
Multicasting is a communications service that allows an application to efficiently transmit copies of a data packet to a set of receivers that are members of a multicast group. The group is identified by a location-independent multicast group address. Senders use this address in the destination field of the packet; multicast routers forward the packet to group members using routing table entries for this address. The entries form a tree, which may be a source-based tree or a centerbased tree depending on the multicast routing protocol.
Multicast group members may be spread across separate physical networks, they may join and leave a group during the life of the group, and they may be members of multiple groups. (How members learn of the multicast group is not part of the routing protocol's function; one method is for a multicast application to advertise groups using a well-known multicast address.)
Since 1992, multicast routing has been performed by a multicast-capable, virtual network running "on top" of the internet called the Multicast Backbone (MBone) [Eri94] . The MBone uses the Distance Vector Multicast Routing Protocol (DVMRP) [Wai88] or the Multicast Extensions for Open Shortest Path First Protocol (MOSPF) [Moy94] to route multicast traffic. Common uses of multicasting include audio-and video-conferencing, Distributed Interactive Simulation (DIS) activities such as tank battle simulations, and exchanging experimental data and weather maps [Eri94] . A comparison of the important features of these applications can be found in [Bil96] .
DVMRP and MOSPF depend on features of underlying point-to-point (unicast) routing protocols. Efforts to remove this dependency and to develop point-to-multipoint (multicast) routing protocols that operate in a hierarchical manner with subnet multicast routing protocols led to the development of the Core Based Tree (CBT) protocol [Bal94] and the Sparse Mode of the Protocol Independent Multicasting (PIM) protocol [Dee95] . PIM and CBT are defined by Internet Drafts and are still evolving.
In this paper, we describe the operation of CBT, the Dense Mode of PIM, and the Sparse Mode of PIM. We discuss the OPNET network models that we built to compare the performances of these protocols when a large number of groups and multiple senders are active simultaneously. We discuss the simulation results and related analysis.
Wei and Estrin [Wei94] considered end-to-end delay, network resource usage, and traffic concentration for source-based trees and center-based trees by analyzing random graphs. This paper measures these metrics plus overhead traffic, scalability, and join time for network models running the PIM and CBT protocols. In our network models, key features of the protocols are implemented, many groups are active simultaneously, and group membership is dynamic.
Multicast Routing Protocols

Source-Based Trees and Shared Trees
Data packets addressed to a multicast group may be routed on a tree that is specific to the particular sender and group or a tree that is shared by all of the senders to the group. The first approach uses a source-based tree (SBT) that is a shortest-path tree rooted at a sender. The branches of the tree are the shortest paths from the sender to each of the group members. A separate tree must be constructed for each sender to each active multicast group. A protocol that implements SBTs is the Dense Mode of PIM (PIM Dense) [Dee95] . The shared tree approach uses a single center-based tree or core-based tree to route traffic from all senders to the group. The tree is a shortest-path tree rooted at one or more predefined nodes in the network called Core nodes. A protocol based on center-based trees is CBT [Bal94] .
The Sparse Mode of PIM (PIM Sparse) [Dee95] first builds a center-based shared tree for each multicast group. After a group member receives traffic over the shared tree, it may ask (though it is not required to ask) the sender to send future traffic for that group along the shortest path. This request triggers the multicast routers to construct a branch of the source-based tree for the group from the sender to the receiver. We have modeled two special cases of PIM Sparse. The first delivers all traffic over the shared tree, which we will call the shared tree case of PIM Sparse (PIM-ShT).
In the second case, all group members ask to receive traffic only over source-based trees. We refer to this case (which is implemented in routers on the market) as the source-base tree case of PIM Sparse (PIM-SBT).
There is currently some debate over which type of tree provides the best performance [Wei94] .
Algorithms that use CBTs construct a single tree for each group, regardless of the number of senders. Because the packets are not guaranteed to travel the shortest path, one expects the end-to-end delivery delay to be larger for CBT algorithms than for SBT ones. However, SBT algorithms scale poorly for large numbers of senders because the router resources required to maintain knowledge of the tree structure is considerable.
Internet Group Management Protocol (IGMP)
Multicast routers connected to Local Area Networks (LANs) learn which multicast groups the hosts on the LANs wish to join using the Internet Group Management Protocol (IGMP) [Dee89] .
Hosts notify the router of their group memberships and of their decisions to join or leave particular multicast groups. Routers use this information to construct multicast trees.
Core-Based Trees (CBT) Multicast Routing Protocol
CBT sets up and maintains a single shared tree for every multicast group that is active in the network. When a multicast router is notified via IGMP that a local host would like to join the group, the router sends a join message for that group toward the Core node via the shortest path. A tree rooted at the Core is constructed as the acknowledgments to the join messages are processed. The resulting tree is an bidirectional, acyclic graph that reaches every group member. See Forwarding packets to the group members using CBT is straightforward. When a node on the tree receives a packet addressed to the group, it forwards copies of the packet on all branches of the group's tree except for the branch on which the packet arrived. Packet delivery is illustrated in Figure 2 .
PIM Dense Multicast Routing Protocol
The PIM Dense protocol [Dee95] floods the network with data packets to set up a source-based tree for every sender to every group. Initially, these trees reach every potential receiver in the network. After receiving multicast data for group G, each router that has no members of a group G on its LANs sends prune messages towards the senders to remove unwanted branches from trees for group G. This broadcast-type behavior recurs periodically after the pruned interfaces have timed out. A tree created by PIM Dense is shown in Figure 3 . 
Core
PIM Sparse Multicast Routing Protocol
When a new multicast group is introduced to a network that uses the PIM Sparse Protocol, a node in the network called the Rendezvous Point (RP) is assigned to the group. The RP will become the center node of a directed, shared tree for the group. (The RP performs a function similar to that of the Core node in CBT.)
Each multicast router that learns via IGMP that a local host has joined group G sends a join message along the shortest path to the RP for that group. The join message triggers each router on its path to the RP to set up or update a routing entry for the shared tree for group G. The shared tree that is built by these actions is a directed tree rooted at the RP that can be used to deliver packets to each member of the group.
Each new sender to a group registers with the RP. In response, the RP initiates construction of a directed source-based tree from the sender to the RP. At each router on this tree, the port leading to the RP, as well as the ports leading to branches of the shared tree that do not lead to the source, The shared tree directed away from the RP overlaid with a source-based tree from each source provides the same functionality as the simple bidirectional tree of CBT. We refer to packet delivery using these trees as the shared tree case of PIM Sparse or PIM-ShT.
Source-Based Tree Case of PIM Sparse (PIM-SBT)
Even if we use PIM Sparse to deliver all multicast traffic over SBTs, the trees discussed in the Section 2.5 must be constructed. Subsequently, more complicated trees are set up.
Each receiver learns of senders to a group when it receives data packets on the trees described in Section 2.5. The receiver may send join messages toward specific senders to become part of the shortest-path, source-based trees rooted at those senders. The receiver must also alert routers on the shared tree that no packets from these sources should be forwarded. The switch from shared tree delivery to source-based tree delivery introduces a high degree of complexity to PIM-SBT. See 
Simulation Environment
OPNET Network Models
We modeled CBT, PIM Dense, the Shared Tree Case of PIM Sparse, and the Source-Based
Tree Case of PIM Sparse using the OPNET network simulation tool. OPNET was selected because it allows construction of detailed protocol models. In addition, because OPNET has optimized its memory use, large networks that route many packets concurrently can be simulated efficiently. We used or modified standard OPNET process models including IP and Ethernet. We also developed new OPNET process models for the IGMP and the multicast routing protocols. Details of our models can be found in [Bil95] .
We constructed three network topologies using the OPNET network simulation tool to study the multicast protocols: In all three networks, each site consists of a WAN router connected to a site router, which in turn connects to two LAN routers. Each LAN router is connected to two host nodes via Ethernet, as shown in Figure 8 . Each network has seventy-six hosts that generate multicast data traffic.
Figure 7. Mesh Network Topology
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The Mesh Network topology is highly connected and provides numerous possible tree patterns.
In contrast, the AAI Network topology has two large loops that are the basis of the trees for every multicast group. This contrast tests the multicast protocols under vastly different topological conditions.
The network topologies do not change during the simulations and no packets are lost.
Simulation Parameters
Using OPNET, we were able to model delays due to the IP packet service rate; packet queueing at routers and hosts; propagation delays on all links; and transmission delays based on link data rate and packet size. We also modeled the size of the data packets (1824 bytes plus all appropriate header information for the application we are interested in modeling) and the size of the overhead packets defined by the protocol specifications. Because we are primarily interested in modeling the routing of packets, we chose not to model PIM and CBT processing beyond that of IP; the effect
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Figure 8. Site Topology
Ethernets of operating system overhead on delay in routers and hosts; the effect of finite size packet buffers in routers; or the effect of nonzero link error rates.
In our simulations, each group was assigned a single RP or Core node selected from a set of four centrally located nodes. Each of these nodes supported approximately one-quarter of the multicast groups. The RP for a given group in a PIM Sparse simulation was placed at the same location as the Core node for that group in the CBT simulation. (Multiple Cores are supported by the CBT protocol specification. PIM supports only a single RP.)
We performed twelve simulations for each combination of network and protocol. Each of the parameters in Table 1 was varied independently in the simulations. We distributed membership among 390 active multicast groups using a uniform distribution defined by the "Groups per Host" and "Group Distribution Type" parameters explained in Table 1 . A given host in simulations that have common a network and common parameters but different routing protocols will join the same multicast groups at the start of the simulations.
Each group member was both a sender and a receiver for the group. Group members joined and left groups throughout each simulation. 
Parameter Description of Parameter and Simulation Values Used
Groups per Host The maximum number of multicast groups to which each host can belong: 10, 20, or 30.
Group Distribution Type
The set of groups that hosts can join. Our model allows a host to join (a) groups with membership spread across the entire network or (b) groups with membership spread across the entire network AND groups with membership restricted to one quadrant of the network.
Join/Leave Dynamics
The maximum time between consecutive changes (join or leave) in group membership at a host: 5 or 10 seconds. The times between changes (joins or leaves) were uniformly distributed between zero and this parameter.
Traffic Generation Rate
Rate of packet transmission for each group at each host. Hosts sent packets to each group at intervals determined by a Poisson distribution with mean one packet per second per group.
Experimental Results
This section examines simulation results for the CBT, PIM Dense, and two special cases of the PIM Sparse protocol on the AAI Network, the Mesh Network, and the Stressed Network. The metrics used to compare the protocols are discussed in Table 2 .
Each statistic reported in the Section 4. is the average of the twelve simulations performed for the given network and protocol. One simulation was performed for each combination of simulation parameters.
End-to-End Delay
End-to-end delay is the period of time required for a data packet to be routed through the net- 
Metric Description
End-to-End Delay Time elapsed between the generation of a packet at a source and the reception of that packet by a group member.
Network Resource Usage
Total number of hops that copies of a packet travel to reach all group members. Computed by dividing the total number of hops measured in a simulation (including overhead packets) by the number of packets received.
Overhead Traffic Percentage
The percentage of the total number of bits transmitted that are overhead bits.
Traffic Concentration
A measure of the distribution of the total network traffic on all links.
Defined to be the ratio of the maximum throughput carried by any link to the mean throughput of all links.
Implementation Issues
(1) Size of the routing table and (2) the number of required timers. These issues impact memory requirements, speed, and operating system performance.
Join Time
The time elapsed between when a host requests to join a group and when that host receives its first message from another member of that group.
Page 14 work from the application where it was created to a destination application. The average end-toend delay measurements for each protocol and each network is shown in Figure 9 . These values are normalized by the average end-to-end delay for the CBT protocol under the same test conditions for illustration purposes.
PIM-ShT and CBT use shared trees to deliver data to multicast group members. These protocols route packets for groups with the same members and the same Core and RP nodes on identical paths. End-to-end delays for these protocols are similar.
PIM-SBT and PIM Dense deliver packets 13% to 31% faster than CBT, depending on the topology simulated. These protocols use source-based trees to deliver packets along the shortest path from the source to the receivers. The largest improvements of source-based trees protocols over shared tree protocols were observed for the highly connected Mesh Networks. 
Network Resources Usage
A simple method to route a packet to all interested receivers is to unicast a copy of the packet to each receiver. However, unicasting is likely to route several copies of the same packet over network links. Multicast protocols send only a single copy of a packet over any link in the network and require fewer hops to deliver the packet than unicasting in most cases. Our simulation results were used to study which protocol delivers a copy of a packet to all group members in the fewest number of hops. We refer to the number of hops as the Network Resource Usage metric.
Source-based tree protocols deliver packets along the shortest paths from the source to each receiver. Because packets travel direct paths to their destinations, the fewest number of hops are recorded for a single receiver. If multiple receivers are present in the network, packets still travel directly to each receiver. Copies of the packet are not made until the paths diverge.
Shared tree protocols are expected to route packets on a common tree for greater distances.
Thus, even though the packets may not travel on the shortest paths to the receivers, copies of the packets may travel fewer overall hops than source-based tree protocols to reach all of the destinations.
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The histogram shown in Figure 10 illustrates that CBT, PIM-ShT, and PIM-SBT require a similar number of hops to deliver copies of a packet to all multicast group members. The measured values displayed in Figure 10 are normalized by the measured value for CBT under the same test conditions. Table 10 shows that the network resource usage is much larger for PIM Dense than for the other protocols in all of the networks. This difference is due to periodic flooding, which almost doubled the number of data packets counted in some of our simulations. Examination of individual simulation results shows that the network resource usage of PIM Dense approaches that of CBT as the network becomes more densely populated with multicast group members. This result was expected because PIM Dense was designed for a dense membership environment. 
Overhead Traffic Percentage
Overhead messages are used to exchange IGMP information and to set up, maintain, and tear down routing trees. We measured the number of each type of packet created during each simulation --including overhead packets --and the number of hops that the packets traveled. From these values, we computed the percentage of bits transmitted during a simulation that were contained in overhead messages. These percentages are shown in Figure 11 for each protocol and each network. Due to prunes that follow flooding, the percentage of overhead bits for PIM Dense is more than double the percentage for PIM-SBT. In some simulations, the percentage of overhead messages was measured to be almost 5%. If data packets that are flooded but do not reach a multicast group member are considered overhead, the performance of PIM Dense with respect to this metric becomes much worse. In one simulation where each group had few members spread throughout the network, 43% of all network traffic (measured in bits) was overhead or unwanted flooded data.
There are more paths to flood data in the highly connected Mesh Networks; thus, the overhead percentage was greater for these networks.
The number of overhead messages required to maintain the routing trees for an active group depends on the number of members joining and leaving the group, not on the amount of traffic sent to that group. Thus, the overhead percentages reported would be smaller for higher levels of traffic.
Because the absolute percentages are related to the level of traffic in the network, the numbers discussed here should only be used for comparison.
Traffic Concentration
The ratio of the largest average throughput measured on a network link to the average throughput measured for all links, which we call the Traffic Concentration metric, can be used to examine the distribution of traffic on the links in the network. The shared tree protocols CBT and PIM-ShT are expected to concentrate traffic onto the subset of the network links that compose the shared trees. The source-based tree protocols PIM Dense and PIM-SBT are expected to distribute the traffic more evenly among all links because they use a different tree for each sender and each group. The results shown in Figure 12 for the AAI Network should not be considered representative because the link between the AAI/MAGIC Network and the ATD Network is a bottleneck link for each protocol. Every group that has a Core, RP, or member on the ATDnet and one on the AAI/ MAGIC Network must include this link in its tree.
Only four nodes are used as Core and RP nodes in our simulations. A copy of each multicast data packet in CBT and PIM-ShT always passes through these of nodes, causing a concentration of traffic on the links leading to them. SBT protocols build trees rooted at each sender for every group so that traffic is not constrained to pass through a small number of nodes. This result gives insight into a way that the locations of the Cores and RPs could be chosen if traffic concentration is a potential problem: allow each node to serve as Core and RP nodes for only a few multicast groups. The difference in traffic concentration metric between the shared tree and source-based tree protocols should be reduced.
Implementation Issues
The OPNET model of the AAI Network was built to study the performance of a physical network that will be used for large-scale, military simulation exercises. (The physical network will have more complicated site topologies with hundreds of hosts.) These exercises are expected to be large; the STOW-97 (Synthetic Theatre of War) simulation may have 20,000 groups with several hundred members of each group. Many of these members will send to the group. The intricacy of the protocol, operating system overhead, and routing table size become especially important issues when the number of senders and groups grow to this size because router speed and memory requirements are impacted.
This section analyzes the size of the routing tables needed for each protocol as a function of the number of groups and senders per group. Each routing table entry initiates at least one timer. The effect on the operating system of these timers is also considered.
Routing Table Size
Both PIM and CBT require that each multicast router maintain a table of multicast routing information. We examine the size of the tables using the notation in Table 3 . CBT sets up only one tree for each group. The average number of entries that a router maintains is the likelihood that the router will be on a shared tree times the total number N of shared trees.
(1)
The PIM Dense protocol sets up and maintains a source-based tree for every sender and every group. Due to the flooding of the data packets, entries are set up throughout the network. Thus, routing table entries for a group are maintained in portions of the network where no hosts are members of that group and no branches of the tree are needed. These entries are removed after a period of disuse, but re-flooding replaces them.
The average number of entries in each PIM Dense router is approximated by the following expression.
(2)
A lower bound for this expression is given below. r Total number of routers in the network.
Average percentage of the routers that are on a shared tree. Also, the average percentage of the routers that are on a source-based tree for a group and a sender.
Average percentage of the routers that are on the source-based tree for a group and sender but not on the shared tree for that group.
d Average number of hops from a host to a RP.
p Average number of interfaces at a router.
Fraction of groups moving to SBT in PIM Sparse.
Length of timer that initiates PIM-Dense flooding.
Length of timer that initiates the removal of inactive PIM Dense entries < . 
For comparison, we compute a lower bound on the ratio of the average number of routing tables entries needed to implement PIM Dense to the number needed for CBT. We find the routing tables in routers running PIM Dense are at least n times larger than those running CBT, on average. (4) In our simulations, the ratio was even larger. When , routing table entries existed at most routers for each active sender of every group plus some out-of-date senders whose entries
had not yet timed out.
PIM-ShT routes packets along shared trees as CBT does (contributing the first term of Equation 5
). PIM-ShT also sets up a source-based tree between each source S and the RP. The average number of entries that a router maintains for source-based trees is the average number of hops d from a host to the RP divided by the number of routers r in the network.
A lower bound for this expression can be provided if every member is a sender. Every router that is on the shared tree must lie on the shortest path between a group member and the RP according to the rules for tree construction. Therefore, every router on the shared tree must be on the source-based tree that connects a sender (the group member) to the RP and must have an sourcebased tree entry.
(6)
The PIM routing tables will always be at least twice the size of the CBT routing tables and
sometimes much larger for the same environment. These bounds are conservative for network topologies where the average number of senders to a group is greater than the number of network interfaces at the RP. Also, an entry is required for each source in the group at the RP.
PIM-SBT sets up and maintains many trees for each multicast group G in the network including
• one source-based tree for every sender S, called the (S,G) tree, and
• one shared tree, called the (*,G) tree.
Additional routing table entries called (S,G,RP) entries stop traffic that is delivered on sourcebased trees from being forwarded on shared trees. See reference [Dee95] for a more detailed description of these routing table entries.
A router that is part of a shared tree for group G has a (*,G) entry. If the router is on a sourcebased tree for a sender S, it also has an (S,G) for sender S and group G. If the router is not on the source-based tree for sender S, it has an (S,G,RP) entry. Thus, each router on the shared tree for group G has another entry --either an (S,G) or an (S,G,RP) entry --for each sender to group G.
If only some of the groups use source-based trees, the average number of routing table entries is given by the following expression.
If all PIM traffic is delivered along the shortest path ( ), the ratio of the number of routing table entries for PIM-SBT to the number for CBT is given by Equation 10. The parameter is defined to be .
On average, implementing PIM-SBT in a network will require each router to maintain at least n+1 times as many routing table entries as implementing CBT in the network.
Timer Requirements
According to our interpretation of the PIM protocol specification, several timers are required for PIM. Both PIM Dense and PIM Sparse have two types of timers that are kept at each router.
• One timer is maintained for each routing table entry at the router. This timer is updated each time each entry is used. If the entry is not used for 3 minutes, the entry is deleted. The length of these timers has been reduced to 30 seconds in our simulations.
• For each routing table entry, one timer is kept for each output interface. In PIM Dense, when one of these timers expires for a pruned interface, the interface for which it was set is added to the entry's output interface list. In PIM Sparse, these timers are updated when routing information is exchanged by neighboring routers.
The average number of timers at a router is . Complexity added by requiring that many PIM routing entries be maintained is compounded by requiring timers for each entry.
Implications of Complexity on Speed
As we discussed Section 4.5, the STOW-97 exercises may have 20,000 multicast groups, each with several hundred members. As our analysis of the previous section shows, the number of routing table entries and the number of timers required to support an exercise of this size are extremely ----------------------------------- ------------------------------------------------------- 
To illustrate how the average size of the routing tables scales with the number of groups and members, consider an example where all multicast data is delivered on SBTs ( ). (PIM Sparse routers currently being built support only the source-based tree mode.) Let , , and . These numbers are consistent with our observations of AAI Network model. Let = 1/3. Table 4 shows the growth of the routing table size with the growth in number of groups, N, and the number of members per group, n.
If PIM-SBT or PIM Dense is used for the large number of senders and groups expected in STOW-97, each router will be forced to maintain a routing table whose average size may be several million entries. Routers near bottleneck and RP locations are likely to lie on many shared trees and require many more routing table entries. PIM-ShT and CBT, which deliver traffic using shared trees, require fewer routing table entries on average. For comparison, internet routers maintained routing tables for 30,000 routes at last check.
The maximum number of routes that can be supported in a network is a function of memory;
thus, the amount of memory needed to store routing information cannot be overlooked when plan- Each routing table entry set up by PIM initiates at least one timer. Because the operating system overhead impacts the performance of a router, the effect of several million timers on the operating system must be addressed. An approach used by router manufacturers to minimize the impact of the timers is to aggregate the timers in the routing daemons into a single timer. One effect of this aggregation on performance can be seen in the measured join time.
Join Time
We define join time to be the time between when a host asks to join a given multicast group and the time it receives a packet addressed to that group. The mean join times measured for CBT, PIM-ShT, and PIM-SBT under in our simulations were each 230 ms. This value was highly dependent on the traffic levels. On average, 4.5 packets are created and sent for each group each second; thus, most of the measured join time is spent waiting for a packet to be created and sent to the group. If the traffic level in the network was higher, the join times would be smaller. We defined join time in this way to be consistent with measurements being taken on real networks and to be consistent among protocols.
PIM Dense join times are much higher than those of the other protocols for every network. The mean join time for PIM Dense was 1.2 seconds with individual measurements as high as 40 seconds. We have traced the long join times to the behavior of our implementation of the timers that initiate flooding of data packets.
We cannot model the number of timers required by the PIM specification in OPNET in reasonable periods of time. We chose to consolidate the timers in each router. This deviation from the specification is not unreasonable; as we noted earlier, some router manufacturers consolidate timers in the routing daemons to minimize the impact of the timers on the operating system. However, consolidating timers did introduce long join time delays (several times the length of the timers) in both PIM Sparse and PIM Dense in initial simulations. We deactivated the timers in PIM Sparse in our final simulations, leaving outdated routing table entries in the routers.
Suggestions for PIM Sparse
In this section, we note some features of PIM Sparse that could be altered to make the protocol more attractive for the DIS community and possibly the wider multicast community. We are not attempting to define a new protocol with all of the details required by a real protocol. We are just offering some suggestions and thoughts as to how PIM might be improved.
The issues we address arise from the complex features instituted to achieve the laudable objective of being able to offer either a source-based packet delivery mode or a shared-tree mode.
When using PIM-SBT, the receiver initially receives data packets from the source S for group G over the shared tree. Then, based upon some unspecified criteria, each receiver may send a request to the sender S to join the source-based tree. After receiving data on the source-based tree from S, the receiver sends a prune message up the shared tree to terminate data delivery of packets from S along the shared tree. This prune request causes complicated routing table entries to be set up to stop delivery of only the data from S along the shared tree.
We recommend that the decision as to whether the source-based tree mode or shared tree mode be used be made by the group initiator rather than individually by receivers, as currently defined in the specification [Dee95] . We do not see great advantages in allowing the receivers to control this choice, and it leads to considerable complexity. In almost all cases, the application and the nature of the group being initiated indicate which type of tree might be optimal. Videoconference application with a single sender would use a source-based tree; large applications such as distributed simulation would use shared trees.
The approach we recommend is described briefly below.
1)The group initiator registers the group at the RP established for that group and specifies whether the traffic should be delivered using shared trees or source-based trees.
2)For shared tree groups, requests to join a group are handled in a straightforward manner much like CBT or PIM-ShT. A shared tree that is a bidirectional graph (unlike the directed graph used currently) is constructed. Senders can use this tree immediately; there is no need to require them to register at the RP or to have source-based routes established from S to the RP. Thus, there is no need to have source-based routing table entries for groups using the shared tree mode.
3)Operation of source-based tree groups could follow these steps.
• A receiver that joins a group that uses source-based trees sends a join message to the RP to become part of a unidirectional tree for the group rooted at the RP. (This tree is used only for overhead messages.) The RP sends the current list of senders for group G back to the receiver.
• New sources register with the RP. The RP multicasts the arrival of the new source to all members of group G along the tree rooted at the RP. The RP may periodically transmit a list of senders to the group to insure that the receiver knows about all current senders.
• The receiver requests to join the source-based trees of all senders on the list of senders. Note that the receiver communicates its intention to join group G and learns of a source S over the shared tree. Traffic is received from S only over the source-based tree. Since data is not forwarded on the tree based at the RP, no (S, G, RP) entries are needed.
These modifications to the PIM protocol would keep the advantageous properties of the current PIM specification. One disadvantage is the join time when using source-based trees would be longer because the receiver would not receive data from a sender until it joined the sender's sourcebased tree.
The advantages of implementing these suggested changes to PIM are that the intricacy of the protocol is greatly reduced, the routing table sizes are always reduced (greatly reduced in some cases) and the number of timers required is reduced. For PIM-ShT, the table sizes and the number of timers are reduced at least by a factor of 2. The reduction is probably a great deal larger for applications with a large number of senders per group such as STOW-97. In PIM-SBT, no (S,G,RP)
entries are needed along the shared trees since no traffic will be routed on these trees. This again leads to a savings in routing table size and number of timers.
Conclusions
This paper compares the performance of the PIM and CBT protocols with respect to the metrics outlined in Section 4. These results are summarized in Table 5 . PIM-SBT and PIM Dense have slightly lower end-to-end delays than CBT and PIM-ShT, but the absolute delays are all very small.
Network resource usage is similar for all of the protocols except PIM Dense, which periodically floods data on the network. Traffic concentration is observed in CBT and PIM-ShT, but does not degrade performance significantly. The size of the routing table and the impact of the timers on the operating system overhead may become a major factor. Operation of PIM-SBT or PIM Dense for a large number of members and groups requires each router to maintain large routing tables. For example, the average number of routing table entries at a single router in the STOW-97 exercises is expected to be several million entries. Routers near bottleneck locations are likely to lie on many shared trees and require many more routing table entries. Significant delay may be added each time one of these large tables is accessed.
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