We consider stochastic differential equations for which pathwise uniqueness holds. By using Skorokhod's selection theorem we establish various strong stability results under perturbation of the initial conditions, coefficients and driving processes. Applications to the convergence of successive approximations and to stochastic control of diffusion processes are also given. Finally, we show that in the sense of Baire, almost all stochastic differential equations with continuous and bounded coefficients have unique strong solutions.
INTRODUCTION
We consider the following stochastic differential equation:
{ d X t = 03C3 (t, Xt) dBt + b (t,Xt) dt X 0 = x (1) where ~ : : R+ x R~ 2014~ R~ 0 R''and ~ : : R+ x R~ 2014~ R~ are measurable functions, B is a given r-dimensional Brownian motion defined on a probability space (~~ P) with a filtration 7t satisfying the usual conditions. Throughout this paper we assume that equation (1) [19] , or the uniform ellipticity of the diffusion coefficient [15] . . According to Yamada- Watanabe's theorem [22] 6, we give an application to optimal control of diffusions. Namely we prove that under pathwise uniqueness, the trajectories associated to relaxed controls are approximated in L2-sense by trajectories associated to ordinary controls. This result extends a theorem of S. Meleard [17] 
It follows from [13] , page 53 that the solutions of (1) 
By taking ~C small enough and using theorem 2.4 we get the desired result. .
PATHWISE UNIQUENESS AND SUCCES-SI~TE APPROXIMATIONS
Let y and b as in theorem 2.4 and consider the stochastic differential equation (1) . 
Then by using the previous result, we get As a generalization of the condition which S. Kawabata [14] has already considered, we'll assume the following:
Condition A 1) There exist measurable functions ~ and /? such that:
where m is in L1loc. Let us introduce a different class of moduli of continuity g (t, x) which are not necessarily written in the form l (t) ,m (x), covering the classes considered in [21] , [8] . Let d X n t = 0 3 C 3 ( t , X n t ) d M n t + b ( t , X n t ) d A n t (7) Xno = x. (V ar means the total variation) . In an analogous manner we define the ~-algebra (.~t; t E ~0,1~) for the limiting process Z'. Then (03A9',.F',F'nt, P') (resp. (03A9',F'mF't, P')) are stochastic bases By using hypothesis (H2) and (H 3), it is easy to see that M' = M and A' = A, P' a.s .
Hence by pathwise uniqueness, X' and X are indistinguishable. This contradicts our assumption. Therefore X'~ converges to the unique solution X. where u is a predictable process with values in a compact Polish space E. The cost to be minimized over the class U of E-valued predictable processes is defined by:
. . An optimal control u. is a process belonging to U, such that: J (u* ) = min tJ (u) : u e U}. .
Usualy an optimal control in the class U does not exist, unless some convexity assumptions are imposed ([5] ). . Thus, we transform the initial problem by embedding the class U into the class 7Z of relaxed controls which has good compactness properties. 2) The set U of ordinary controls is embedded into the set R of relaxed controls by the application (t : : U -~R, u
where 03B4a is the Dirac measure at a.
For a full treatment of relaxed controls see [5] . . Lemma 6.20 
The cost associated to (q, xq) is given by:
Because of the compactness of the space V, it is proved in . [5] that an optimal control exists in the class R of relaxed controls (even when the control enters in the diffusion coefficient r). Moreover under uniqueness in law, it is established that the family of laws of (da) is dense in the set of laws of (dt.q (t, da) on R x C (R+ and: inf ~J(u) : u E U~ = inf ~J(q) : q E R~. We give now our approximation result, extending a theorem proved in [17] (10) and (11) ii) There exists a subsequence which converges to y' P' a.8 on the space V2 x C3, where y' = (q', v', X', Y', B').
We assume without loss of generality that ii) holds for the whole sequence (~yr") . By uniform integrability we have:
where E' is the expectation with respect to P'. By letting n going to infinity and using Skorokhod's limit theorem ~19) page 32, we see that the processes X' and Y' satisfy equations (12) and (13) We know by 1) that q" -~ q in V, P a.s, then the sequence (q", q) converges to (q, q) in V2. Moreover law(q", q) =1aw(q'n, v'~) and (q'", v'n) --~ (q', v'), pr a. 8 It follows according to the Skorokhod limit theorem [19] e(x, Q, b) stands for equation (1) Note that the metric pi is compatible with the topology of uniform convergence on compact subsets of R+ x Rd.
Let C2 be the set of continuous bounded functions u
x Rd ---~ Rd ® R'' with the corresponding metric p2.
It is clear that the space 9t = Ci C2 endowed with the product metric is a complete metric space.
Let L be the subset of 9t consisting of functions h(t, x) which are Lipschitz in both their arguments. [2] has shown that ~t -~ is not empty.
