Efficient resource retrieval is a crucial issue, particularly when semantic resource descriptions are considered which enable the exploitation of reasoning services during the retrieval process. In this context, resources are commonly retrieved by checking if each available resource description satisfies the given query. This approach becomes inefficient with the increase of available resources. We propose a method for improving the retrieval process by constructing a tree index through a new conceptual clustering method for resources expressed as class definitions or as instances of classes in ontology languages. The available resource descriptions are located at the leaf nodes of the index, while inner nodes represent intensional descriptions (generalizations) of their child nodes. The retrieval is performed by following the tree branches whose nodes satisfy the query. Query answering time may be improved as the number of retrieval steps may be O(log n) in the best case.
Introduction
The goal of Semantic Web [7] (SW) is to make Web resources machine readable and interoperable besides of human readable. This is obtained by semantically enriching resources We focus on resources whose MSCs can be described as ALE concept and refer to an ALC ontology acting as KB of reference (see Sect. 2 for details about these logics).
Though the intuition of this idea is very straightforward, its realization has proved very difficult for several reasons:
• First, the need for description logics tree indices has not been recognized by the community, because subsumption reasoning allows for computing a subsumption hierarchy of known concepts. However, for large numbers of resources, it is necessary to invent concepts such that an efficient tree can be build. Stollberg at al. [45] have illustrated this effect by manual invention of concepts for the purpose of efficient Web service discovery. In this paper we show an automatic construction of inner nodes of a DLs tree index by exploiting a new conceptual clustering method.
• Second, building DLs tree indices on the ground of a clustering algorithm requires the availability of suitable semantic similarity (or distance) measures. Only over the last years similarity measures for DLs knowledge bases have been discussed and, as showed in [15] , most of them are semantically unsound (they are not able to exploit the semantics of the knowledge base of reference or they are not able to assess the same similarity value when two semantically equivalent but syntactically different concepts are compared with respect to a third one d ) or they are not suitable for measuring the similarity of disjoint but highly similar concepts (e.g. Man and Woman). Both criteria, semantic soundness and similarities between disjoint concepts, are needed for the successful construction of a tree index.
• Third, once a new node is constructed by clustering sub-nodes, it is necessary to give this node a generalizing description logics specification w.r.t. its sub-nodes. Disjunction is too weak to fulfill this task. We have exploited the so called good common subsumer, proposed by Baader et al. [4] , that let us generalize from several more specific concepts in a meaningful way.
The main contribution of this work consists of a new conceptual clustering algorithm, the DL-Link, that is applicable to DL resource descriptions. The algorithm is based on a similarity measure for DL descriptions [15] based on the notion of Good Common Subsumer [4] . The output of the algorithm is a tree (the DL-Tree) where resource descriptions are in the leaf nodes while inner nodes are intensional cluster descriptions (generalizations) of their child nodes. The DL-Tree is used for improving the efficiency of the resource retrieval process, since the match test (performed for finding suitable resources) is executed only along the branches whose nodes satisfy the match condition. Because of the way the DL-tree is built, it heuristically achieves a good covering of the retrieval space while maintaining soundness and completeness of the retrieval method.
In the remainder of the paper, we explain and evaluate our proposal for the DL-tree index in detail. In Sect. 2 the basics of DLs are summarized and two logics, ALC and ALE d For instance, given the semantically equivalent but syntactically different concepts Father and Parent and Male, the similarity of each of them with respect to a third concept e.g. Uncle should be the same. are analyzed. In Sect. 3 the conceptual clustering algorithm, the DL-Link algorithm, is presented, while in Sect. 4, the GCS-based similarity exploited during the clustering process is recalled. The retrieval procedure is discussed in Sect. 5. In Sect. 6, the experimental evaluation of the proposed method is reported. Related works are examined in Sect. 7 while conclusions and further developments of the method are discussed in Sect. 8.
Basics
Description Logics [6] are the theoretical foundation of the OWL language. They comprise a family of languages of different expressive power. Two of these are ALC and ALE logics whose basics are summarized in the following. In DLs, descriptions are inductively defined starting with a set N C of primitive concept names and a set N R of primitive roles. The semantics of the descriptions is defined by an interpretation I = (∆ I , · I ), where ∆ I is a non-empty set representing the domain of the interpretation, and · I is the interpretation function that maps each A ∈ N C to a set A I ⊆ ∆ I and each R ∈ N R to R I ⊆ ∆ I × ∆ I . The top concept is interpreted as the whole domain ∆ I , while the bottom concept ⊥ corresponds to ∅. In the sequel, the canonical interpretation [6] will be considered. It has the set of individuals in the KB as domain and the identity function as interpretation function.
Complex descriptions can be built in ALC using primitive concepts and roles and the following constructors:
(1) full negation, denoted as ¬C (given any description C), it amounts to ∆ I \ C I ; (2) concepts conjunction, denoted as C 1 C 2 , yields an extension C I 1 ∩ C I 2 ; (3) concept disjunction, denoted as C 1 C 2 , yields the union C I 1 ∪ C I 2 ; (4) existential restriction, denoted as ∃R.C, is interpreted as the set {x ∈ ∆ I | ∃y ∈ ∆ I ((x, y) ∈ R I ∧ y ∈ C I )}; (5) value restriction ∀R.C, has extension {x ∈ ∆ I | ∀y ∈ ∆ I ((x, y) ∈ R I → y ∈ C I )}.
ALE is a sub-language of ALC. Concept disjunction is not allowed in ALE since only the atomic negation can be used (defined concepts cannot be negated).
DLs are endowed with a set of available standard and non-standard inference operators. The main DL inference is concept subsumption. It is formally defined as follows: A knowledge base K = T , A contains a TBox T and an ABox A. T is the set of definitions C ≡ D, meaning C I = D I , where C is the concept name and D is its description. A contains assertions on the world state, e.g. C(a) and R(a, b), meaning that a I ∈ C I and (a I , b I ) ∈ R I . General inclusion axioms D C are also allowed in the TBoxes as partial concept definitions. The last axiom (EnglishCity GallesCity UKCity) is an example of a general inclusion axiom having the expressive power of ALC logic (since disjunction is used). Note also that the concept GroundVehicle is an ALC concept description but not an ALE description because of the disjunction, while all the other remaining concept definitions are both ALC and ALE concepts since neither disjunction nor concept negation are used. It is easy to see that the following relationships hold:
GroundTransportation Transportation, BusRide Transportation, Flight Transportation.
The following are examples of simple assertions:
Another main inference procedure, besides of concept subsumption, is Concept Satisfiability. It is formally defined as follows:
Definition 2. [Concept Satisfiability] A concept C is satisfiable with respect to a TBox T if there exists an interpretation (namely a model) I of T such that C I is nonempty. In this case we say also that I is a model of C.
Another important inference procedure is instance checking, that is deciding whether an individual is instance of a concept or not [6] while instance retrieval (also known as concept retrieval) is the DL inference service that, given a concept description, returns all the individuals that are instances of it. Conversely, the Most Specific Concept (MSC) is the most specific description of which an individual is instance of. For some DL languages, the MSC may only be approximated [6] . Possible approximations have been proposed in [33, 25] . The main idea is to compute the MSC up to a certain depth k. The maximum value for k corresponds to the depth of the ABox [33] .
The Least Common Subsumer (LCS) is the inference procedure that returns the most specific concept (w.r.t. the subsumption relationship) that subsumes a given set of concepts.
Depending on the DL, the LCS may not exist. When it does, it is unique up to equivalence. In ALC and ALE, the LCS always exists [3, 6] . In ALC, the LCS is given by the disjunction of the considered concepts. In ALE (where disjunction is disallowed), the LCS is syntactically computed [3] , by taking the common concept names in the descriptions (also in the scope of universal and existential restrictions w.r.t. the same role). The LCS computed in this way often results to be very general (equivalent to ). Hence, the notion of LCS computed w.r.t. the TBox e [4] has been introduced [4] .
(1)
The case L 2 = ALC and L 1 = ALE has been studied [4] and it has been proved that the ALE LCS w.r.t. an acyclic ALC TBox always exists, while it cannot exist in case of cyclic or general TBoxes. A brute force algorithm for computing such an LCS has been formalized. However, it resulted to be hardly usable in practice, due to its complexity. Hence, an algorithm for computing an approximation of the ALE LCS w.r.t. an ALC TBox has been introduced. The generated approximation is called Good Common Subsumer (GCS) and it can exist also when a general TBox is considered [5] . It is computed by determining the smallest conjunction of (negated) concept names subsuming the conjunction of the top level concept names of each considered concept; the same is computed for the concepts that are range of existential and universal restrictions w.r.t. the same role f . The GCS is more specific than the LCS computed by ignoring the TBox, though it need not be the LCS w.r.t. the TBox [4] . To make clear the differences among the ALC LCS, the ALE LCS computed without considering the TBox and the GCS, the following example is considered.
Example 2. (LCS and GCS)
Let us consider the ALC TBox given in the previous example and the following ALE concept descriptions:
UKFlight ≡ Flight ∃to.UKCity EngBusRide ≡ BusRide ∃to.EnglishCity. The ALE LCS for these concepts is: LCS(UKFlight, EngBusRide) = LCS(Flight ∃to.UKCity, BusRide ∃to.EnglishCity) = since they do not share any concept names (also in the scope of the existential restrictions).
Instead, the GCS (which considers the TBox) is given by: GCS(UKFlight, EngBusRide) = GCS(Flight ∃to.UKCity, BusRide ∃to.EnglishCity) = = Transportation ∃to.UKCity This is because the smallest conjunction of (negated) concept names that subsumes both Flight and BusRide is given by the concept Transportation, while the contribution of the existential restrictions is to.UKCity as the axiom EnglishCity UKCity holds for the concepts in the scopes.
While the ALC LCS for these concepts g is simply given by: LCS(UKFlight, EngBusRide) = UKFlight EngBusRide This is because disjunction is allowed in ALC logic.
e The TBox can be described in a more expressive DL than ALE. f A plugin for computing the GCS is available for Protege ontology editor [47] . g Note that being ALC more expressive than ALE then an ALE concept description is also an ALC concept description.
Clustering Description Logic Resource Descriptions
Resource retrieval is usually performed by matching a given query with the description of each available resource. Such an approach becomes inefficient for larger numbers of available resources. To overcome this issue, we propose a method, grounded on the exploitation of a tree index, for improving the efficiency of the retrieval process. Specifically, a tree structure is built in a way that the actual resource descriptions are in the leaves of the tree, while inner nodes are intensional descriptions of the child nodes. In this section we illustrate the algorithm, grounded on conceptual clustering [44] methods, for generating such a tree for DL representation.
Clustering methods organize collections of objects into meaningful groups (clusters) [26] by the use of a similarity criterion so that the intra-cluster similarity is high and inter-cluster similarity is low. Conceptual Clustering methods focus on techniques for supplying intensional descriptions of the clusters. Several clustering methods have been proposed [26] , mainly applicable to feature vector representation. Among the others, hierarchical (agglomerative or divisional) methods have been defined. Agglomerative hierarchical methods start the clustering process by considering every resource in a distinct cluster. Successively, clusters are merged together on the ground of a similarity function, until a stopping criterion is satisfied. The obtained clustering structure is called dendrogram h . It is a tree whose nodes represent the clusters (generally disjoint) at different similarity level.
The DL-LINK Algorithm
In order to cluster DL resource descriptions (rather than simple feature vectors) we adapt the hierarchical agglomerative clustering approach as follows:
• resources are assumed to be described as DL concept descriptions; if a resource is described as individual, the (approximated) MSC (see Sect. 2) is computed to lift the resource description to the concept level; for this reason, in the following we will generally talk about clustering DL concept descriptions; • the GCS-based similarity measure (see Sect. 4) is used for computing concept similarities rather than the usual euclidean measure. The GCS-based measure is able to capture the expressiveness of the DL representation; • a conceptual clustering step is introduced. Differently from the standard setting where the cluster centers are considered as representative cluster elements, we generate intensional cluster descriptions by computing the GCS (see Sect. 2) of the merged clusters.
We name our algorithm DL-LINK. It clusters ALE(T ) descriptions referring to an ALC TBox. Even if these DLs are less expressive than OWL, they are considered a good tradeoff between expressiveness and computational complexity. The algorithm is sketched in Fig. 1 . DL-LINK starts by considering each description in a single cluster (available clusters). The similarity between all couples of clusters is computed and the one having the highh A dendrogram is a nested grouping of objects and similarity levels at which grouping changes; it is mainly a tree and it could be broken at different levels to yield different clustering of the data.
DL-LINK(S)
input S = {R 1 , . . . , Rn} the set of available concept descriptions; output DL-Tree: dendrogram of the clustering process Let C = {C 1 , . . . , Cn} be the set of initial clusters with C i = {R i } for i ∈ {1, . . . , n} DL-Tree = {C 1 , . . . , Cn}; n := |C|; while n = 1 do
Create Cm = GCS(C h , C k ) the intensional description of the new cluster; Set Cm as parent node of C h and C k in DL-Tree; Insert Cm in C and remove C h and C k from C; n := |C|; return DL-Tree; est similarity value is selected. Given such a couple of concept descriptions, their GCS is first computed and then set as their parent node. Hence, the GCS is inserted in the list of the available clusters while the concepts that it generalizes are removed. Note that the GCS represents a cluster made by a single element. This means that, at each level of the clustering process, the clusters are always made by a single concept. These steps are iteratively repeated until a unique cluster (describing all resources) is obtained. The resulting dendrogram is named DL-Tree and an example is shown in Fig. 2. 
Discussion
To avoid overgeneralization of the child node, the GCS has been chosen rather than the LCS. Indeed, as discussed in sect. 2, the GCS is more specific than the LCS computed by ignoring the TBox and it is a good approximation of the LCS computed with respect to the TBox which resulted to be computationally expensive and as such not usable in practice.
As regards the complexity of building the DL-Tree, the dominant operation is the computation of the similarity values. It is performed n 2 times, n being the number of the available resources. This operation requires determining the GCS of two concept descriptions (see Sect. 4), which is an NP-complete. Even though the worst case computational effort required by DL-LINK is considerable, this does not represent a real problem since the construction of a DL-Tree is performed only once (or rarely), in a batch process, preliminarily to a likely long series of retrieval tasks.
DL-Tree is a binary tree since, at each step, two clusters are merged. The clustering process could be speeded up by possibily merging more than two clusters at each step. An important result, in this direction, has been presented in [16] , where it has been proved that, if the similarity measure adopted for performing the clustering process satisfies the cluster aggregate inequality property (namely s A,B+C ≤ max(s A,C , s A,B )) then more than two clusters can be merged at the same level.
It is important to note that, building the DL-Tree, it may happen that some sibling nodes as well as some parent and child nodes have the same intensional description. To remove this redundancy, a post-processing step is performed. It consists in merging sibling nodes and/or parent and child nodes represented by equivalent concepts, and adjusting the related children. The result of this flattening process is an n-ary DL-Tree as depicted in Fig. 3 .
If a new resource is made available after the construction of the DL-Tree, such a new description has to be included in it. To cope with this issue, the DL-LINK algorithm needs not to be executed again. The DL-Tree can be updated by computing the similarity value of the new resource description with each leaf node of the DL-Tree and then adding the new concept as a sibling node of the leaf having the highest similarity value. Consequently, the description of the parent nodes (namely the GCS) are recursively recomputed until the root is reached. This means that only a branch is involved in the updating process rather than the whole DL-Tree (see Fig. 4 ). An example of DL-Tree update is showed in Fig. 4 .
The GCS-based Similarity Measure
The choice of the similarity measure is a crucial point in the clustering process since it can affect the quality of the clusters obtained. In this section we present the similarity measure that we adopt for clustering resource descriptions. As resources are assumed to be described as DL concepts, a similarity measure that is able to exploit the expressiveness of the language has to be used. In the last few years, several measures for assessing the similarity between DL concept descriptions have been proposed. Two main approaches have been adopted:
(1) the structural approach: concepts are in an is-a taxonomy, and the similarity is computed by counting the (weighted) edges in the paths from the considered concepts to their most specific ancestor [41, 31, 10, 27, 34] . Concepts that are connected by a few links are similar; concepts that are connected by many links are less similar. (2) the concept extension based (similarity is computed by counting the common instances of the concept extensions [13] ) and the Information Content based approaches (similarity is computed by measuring the variation of the Information Content between the considered concepts [14, 42, 9] ).
Both approaches suffer from some limitations. The former can be hardly applicable to real ontologies since most of them are elaborated Directed Acyclic Graphs (DAGs) rather than simple taxonomies. The latter can be hardly used in contexts (such as resource descriptions) where concepts do not necessarily overlap but are still semantically similar. For clustering DL resource descriptions, we adopt the GCS-based similarity measure [15] which has been proved to be able to cope with the aforementioned issues. The measure is formally defined as follows:
Definition 6. (GCS-based similarity) Let T be an ALC TBox and let C, D be two ALE(T )-concept descriptions. The semantic similarity measure s : ALE(T ) × ALE(T ) → [0, 1] for assessing the similarity between C and D is defined as: In the following we prove that the function s is a similarity measure [8] .
Proposition 1. The function s is a similarity measure for the set of ALE(T )-concept descriptions.
Proof. The three properties of the formal definition have to be proved. 
The GCS-based similarity measure is grounded on the concept extensions restricted to the individuals occurring in the KB. Instead of counting the instances of the overlapping concepts [13] , the similarity is determined by the variation of the number of instances in the extensions of the considered concepts w.r.t. the number of instances in the extension of their common super-concept. The common super-concept is given by the GCS (see Sect. 2) of the considered concepts C and D. Since the GCS is used for the measure definition, only ALC and ALE logics have been considered. However, if a different way for determining the common super-concept is adopted, more expressive DL languages could be taken into account. The GCS has been chosen because it is neither too specific as the ALC LCS (that simply amounts to the disjunction of the considered concepts), nor too general as the ALE LCS computed by ignoring the TBox of reference (see last example in Sect. 2).
In the measure definition, the minimum concept extension is considered to avoid the incorrect case of determining a high similarity value when one of the two concepts is very similar to the super-concept while the other is very different. The rationale of the measure is that if two concepts are semantically similar their GCS is close to them in the subsumption hierarchy, namely the GCS and the input concepts share many instances (Fig. 5) concepts are very different, their GCS will be high up in the hierarchy and it will have many instances that do not belong to the extensions of the input concepts (as depicted in Fig. 6 ). Opposite to other semantic similarity measures, this rationale does not require the overlap of the compared concepts [42, 9, 13, 14] , and does not take into account the structural path distance between concepts [41, 31, 10, 34] . The measure combines the extensional size of concept expressions (to reflect their model semantics) and the intensional generalization (the GCS) of the considered concepts so that the KB of reference is also exploited.
Exploiting DL-Tree for performing Resource Retrieval
Resource retrieval is the task of locating available resources that satisfy a given query/request. Usually, this is done by matching the query to all available resource descriptions in order to find relevant ones. We will refer to this approach as the linear matching approach, since the computational complexity is linear in the number of available resource descriptions. This may be satisfactory for a small number of available resources but it could become inefficient when the number of resources strongly increases.
The DL-Tree resulting from the clustering process (see Sect. 3) may be effectively exploited as an index for outperforming the resource retrieval task. Similarly to the logarithmic search methods, the rationale of the retrieval procedure is to cut off the search space of available resource descriptions to reduce the number of comparisons (matches) that are required for finding the resources. In the following we illustrate the retrieval procedure grounded on the exploitation of the DL-Tree as an index.
The Retrieval Procedure
The idea underlying the retrieval procedure is that the actual resource descriptions could be found by following the paths in the DL-Tree that satisfy the matching condition while the other paths could be discarded. The proposed procedure is presented in Fig. 7 . Recall that both query and resource descriptions are DL concept descriptions and that, in the DL-Tree, the leaf nodes contain the actual resource descriptions while inner nodes (root included) represent intensional descriptions (generalizations) of the child nodes (see Sect. 3).
Given a query Q, the retrievalProcedure checks immediately if the matchTest is satisfied by the root concept of the DL-Tree. Since the root of DL-Tree contains the intensional description accounting for all the available resources, if the match test is not satisfied, this means that there are no available resources that can satisfy Q and the procedure stops i . Conversely, if the matchTest is satisfied, retrieval must search through each child node. When a child node does not satisfy the matchTest, the rest of the sub-tree that is rooted in that node is discarded. Otherwise, all the child nodes in the branch are recursively explored until a leaf node is reached or until a match failure determines the end of the search in that sub-tree. The final list of concepts representing the retrieved resource descriptions is given by the leaf nodes that satisfy the match test or, if no leaf nodes are found, by the deeper i Note that this early stopping behavior differs from the linear matching approach that would require n tests. retrievalProcedure(Q, C) input Q: query; C: DL-Tree root output retrievedConcepts: set of retrieved concepts satisfying the query Q inner nodes that satisfy the query. As it will be experimentally shown (Sect. 6), resource retrieval performed by exploiting the DL-Tree allows to decrease the number of match test w.r.t. the linear approach, since the usage of the DL-Tree reduces the size of the search space to be explored to only branches whose nodes satisfy the match test w.r.t. to the query.
A good clustering of n available resource descriptions may reduce the number of matches needed for finding the right resources from O(n) (as for the linear matching approach) to O(log n) depending on the specificity of the query, consequently shortening the response time for a request. On the contrary, very general queries could make the usage of the DL-Tree less competitive since the generality of a query does not allow many cutoffs of the search space and consequently large parts of the tree have to be explored. An example of the retrieval process performed by retrievalProcedure is reported in Fig. 8 .
Depending on the adopted match test (see Sect. 5.2), once the final set of concepts representing the retrieved resource descriptions is returned, their instances, which eventually are the actual resources, are collected (by means of the concept retrieval inference procedure (Sect. 2)) in order to assess which of them are also instances of the specified query j . In order to do this, for each individual in the extension of the retrieved resource descriptions, the instance check (see Sect. 2) w.r.t. to the query Q is performed. As it will be shown in the experimental evaluation (Sect. 6), resource retrieval with the DL-Tree index allows to decrease the number of instance checks, since the descriptions found could be very specific.
Matching Resource Descriptions
One of the keys aspect in performing resource retrieval is the adopted match test. Since DLbased concept descriptions are considered, the matching phase can be defined as a boolean function matchTest(Q, C, KB) which specifies how to apply DL inferences to perform matching, where KB is the ontology acting as a knowledge base of reference, Q is the query and C is the description to match w.r.t. Q. The adoption of DL inferences allows to make hidden knowledge explicit. Moreover, the computational complexity can be saved by the use of DL inferences alternative to concept retrieval (see discussion in Sect. 1)
One of the most largely used matching function is the Entailment of Concept Subsumption [32, 39, 37] . A matching is considered to be satisfied if the query Q subsumes the resource description C or vice versa (see Sect. 2 for subsumption). It is important to note that while checking if C subsumes Q ensures to find resources that fully satisfy the query, checking if Q subsumes C does not ensure that Q is fully satisfied, namely resources that only partially satisfy Q could be found, because C is more specific than Q k . This match test is quite strong, since it requires a resource descriptions to be more specific than the formulated query or vice versa for every possible interpretation l . Another matching function that is largely used is Satisfiability of Concept Conjunction [46, 19, 40] . A matching is considered to be satisfied if the concept Q C is satisfiable w.r.t. KB (see Sect. 2 for the definition of concept satisfiability), namely if there exists at least one interpretation in which a common instance of C and Q can be found m . This match test is quite weak as, without explicit constraints in the KB (i.e. concept disjunction), it is always possible to find a common instance of the compared concept descriptions.
An alternative matching function has been proposed in [20] , it is called Entailment k If the test Q C is adopted, after retrieving the resource descriptions satisfying Q, the instances of C that are really instances of Q have to be determined (see end of Sect. 5.1) since C is more general than Q. On the contrary, if the test C Q is considered, further checks are not necessary since C is more specific that Q. l See [6] for more details. m The adoption of Satisfiability of Concept Conjunction requires, after retrieving the resource descriptions satisfying the query, to further check what instances of C are really instances of Q (see discussion at the end of Sect. 5.1) since there could be some individuals belonging to C but not belonging to Q. of Concept Non-Disjointness. A matching is considered to be satisfied if there exists a common instance of Q and C w.r.t. KB for every possible interpretation n , namely:
where |= stands for the standard semantic deduction [11] . This match test is stronger than Satisfiability of Concept Conjunction because it checks for a common instance of Q and C for every possible interpretation rather than a single one. However, it is not as strong as Entailment of Concept Subsumption because it does not require the sets of instances of the acceptable resource descriptions to be fully contained in the extension of Q. To the best of our knowledge no evaluations of the effectiveness of such a matching function have been presented in literature.
Discussion
The retrievalProcedure using DL-Tree as an index has the following properties:
soundness All results returned by the procedure must satisfy the matchTest and have to be instances of the query concept, hence there are no returned individuals that are not instance of the query concept. completeness By construction, the inner nodes of DL-Tree are generalizations of the child nodes which contain all distinct available resource descriptions. If a target resource description satisfies the query the tree traversal returns the deepest node in the path to that description (then the final instance check inference can return the target resource). All but Q ⊆ C match test guarantee that if a leaf node satisfy the match condition than also their parent nodes satisfy the match condition. Hence there cannot be leaf nodes satisfying the query that are not returned by the retrievalProcedure.
Performing the retrievalProcedure, it may happen, at some level, that more than one node satisfies the matchTest. All paths rooted in such nodes should be explored. For further improving the efficiency of the resource retrieval process, its completeness could be weakened by the use of an heuristic which suggests the path to follow i.e. the path rooted in the node that is most similar to the query o . Using this heuristic, not all target resources will be returned, however those returned will be likely the most proper resources w.r.t. the query.
The retrievalProcedure could be also used for improving the DL concept retrieval inference service for a new query concepts defined on the fly, starting from an existing knowledge base.
Experimental Evaluation
In this section, the experimental evaluation of the proposed method is presented.
n The adoption of Entailment of Concept Non-Disjointness requires, after retrieving the resource descriptions satisfying the query, to further check what instances of C are really instances of Q (see discussion at the end of Sect. 5.1) since there could be some individuals belonging to C but not belonging to Q. o This heuristic has not been considered the experiments in Sect. 6. 
Data Sets and Methodology
Several real ontologies, freely available on the Web, have been exploited for the evaluation of our method: (a) SWSD p , is a collection of DL-based service descriptions, referring to a knowledge base, generated by following the framework proposed in [20] ; (b) WINE, an ontology q describing the wine and food domain; (c) UNIVERSITY, an ontology, built from the Lehigh University Benchmark r , describing the academic domain; (d) FINANCIAL, an ontology s that was employed as a testbed for Pellet, describing the financial domain; (e) NTN, an ontology t describing the domain of the Bible; (f) BIOPAX, an ontology u describing the biological data domain. Details on such ontologies are reported in Tab. 1.
For all ontologies but SWSD, resources have been assumed to be all distinct individuals in the ontologies. Semantic resource descriptions have been generated by computing the MSC of each individual in each ontology v . The case was different for SWSD where semantic service descriptions w were already available in the data set. For each dataset, a number of resource retrieval tasks have been performed by considering two different kinds of queries:
• random queries, namely complex concept descriptions (with non-empty extension) generated by composing, via conjunction and/or disjunction, from 2 to 8 concept names randomly chosen from the corresponding ontology • the descriptions of the available resources.
As a match test, both Entailment of Concept Subsumption and Satisfiability of Concept Conjunction (see Sect. 5.2) have been used.
For each kind of query and for each kind of match test, resource retrieval has been performed by considering three alternative approaches:
• the traditional linear search, consisting in matching the query with each available re- source description • the resourceRetrieval procedure exploiting DL-Tree as an index (see Sect. 5). For doing this, for each ontology, the collection of distinct MSCs have been clustered, by the use of the DL-LINK algorithm, and the corresponding DL-Tree is obtained.
• the resourceRetrieval procedure exploiting the subsumption concept hierarchy of each ontology as an index
Please note that in this last case, the complexity of the resource retrieval process, in terms of number of match test, will be O(log m) in the best case, where m is the number of concept names in the ontology. The performances have been evaluated with the following metrics:
• average number of matches for finding the resource descriptions satisfying the query • average execution time for finding the resource descriptions • average number of instance checks to be performed for assessing the individuals (instances of the retrieved resource descriptions) that are instances of the query concept; • average execution time for performing the instance checks
Discussion on the experiments
In the following all experiments are discussed in detail.
Experiment I
For the first set of experiments, SWSD, WINE, FINANCIAL and UNIVERSITY data sets have been considered. The experiments have been performed on a PowerBook laptop, with a 1.67GHz G4 CPU and 1.5GB RAM. For all but SWSD, resource descriptions have been built by computing, for each individual, the MSC at the maximum depth (see Sect. 2). As queries the resource descriptions themselves have been considered. As a match test the Entailment of Concept Subsumption has been adopted. In order to apply the resourceRetrieval procedure, the DL-Tree and the subsumption concept hierarchy have been built for each ontology. Their characteristics are summarized in the following.
As regards WINE ontology, the corresponding DL-Tree has been obtained by clustering 93 distinct MSCs in 5 hours. The tree had a maximum depth equal to 5 (even if most of the leaf nodes were at level 3 and 4) and an average branching factor equal to 5. The WINE subsumption concept hierarchy had a maximum depth equal to 7 (even if most of the leaf nodes were at level 5) and an average branching factor equal to 5. The retrieval has been performed by the use of 93 queries, corresponding to the MSCs.
As regards UNIVERSITY ontology, 21 distinct MSCs have been achieved. They have been clustered in 2, 5 hours and a DL-Tree with a maximum depth equal to 4 (even if most of the leaves were at level 3) and an average branching factor equal to 5 has been obtained. The UNIVERSITY subsumption concept hierarchy had a maximum depth equal to 5 (even if most of the leaf nodes are at level 2 and 3) and an average branching factor equal to 5. The retrieval has been performed by the use of 21 queries, corresponding to the MSCs. As regards FINANCIAL ontology, 116 distinct MSCs have been collected. They have been clustered in 9 hours and a DL-Tree with a maximum depth equal to 5 (even if most of the leaf nodes were at level 3 and 4) and an average branching factor equal to 8 has been achieved. The FINANCIAL subsumption concept hierarchy had a maximum depth equal to 4 (even if most of the leaf nodes are at level 2) and an average branching factor equal to 4. The retrieval has been performed by the use of 116 queries corresponding to the MSCs.
As regards SWSD, all 100 service descriptions have been clustered in 3 hours. The resulting DL-Tree had a maximum depth of 7 (even if most of the leaf nodes were at level 4) and an average branching factor equal to 5. The SWSD subsumption concept hierarchy had a maximum depth of 4 (even if most of the leaf nodes are at level 3) and an average branching factor equal to 7. The retrieval has been performed by the use of 100 queries, corresponding to the actual descriptions.
Results of the average match tests and execution time for finding all resource descriptions satisfying the queries are showed in Tab. 2. Looking at the table it is straightforward to note that retrieval performed by exploiting the DL-Tree decreases the number of comparisons more than 50% (except for UNIVERSITY where the number of distinct resources is small) w.r.t. the linear approach. This consequently implies a reduction of the average execution time. However, the usage of the DL-Tree requires a slightly higher number of comparisons w.r.t. the exploitation of the concept hierarchy.
Nevertheless, since for finding the actual resources, the instance check of each individual in the extension of the retrieved descriptions w.r.t. the query concept has to be performed, the average number of the instance checks and the corresponding execution time have also to be taken into account. Looking at Tab. 3, it can be noted that the DL-Tree based approach decreases the average number of instance checks of about 21% for UNIVERSITY, 20% for FINANCIAL and 14% for WINE. This is because, using the DL-Tree, more specific concepts w.r.t. those in the concept hierarchy can be found. As a consequence, the total execution time required by the DL-Tree based approach for these three ontologies is lesser than that required by the concept hierarchy based approach.
The considerations are different for SWSD where, on average, the same number of instance checks are required by the DL-Tree based and the concept hierarchy based approach Table 3 . Average number of match tests (AM) and execution time (AMET) and average number of instance checks (AIC) and execution time (AICET) and their totals (resp. TM, TEC) for finding all instances satisfying the queries with the procedures based on the DL-Tree and on the C. Hierarchy criteria. while a fewer match comparisons are necessary for the concept hierarchy based approach. The main reason is that, in this case, queries correspond to concept descriptions that are the leaf nodes of the concept hierarchy which implies that the same number of instance checks are performed by both approaches while the subsumption test are fewer for the case of the concept hierarchy because it has a simpler structure w.r.t. DL-Tree. In cases like this, building the DL-Tree by merging more than two concepts at each step could be of help.
Experiment II
For the second set of experiments, the same setting of Sect. 6.2.1 has been adopted except that random queries have been considered. Specifically, for each ontology, 50 random queries have been generated. Results on the average match tests and execution time for retrieving the available resource descriptions are shown in Tab. 4. The experiments have been performed on a BookPro laptop, a 3.06 GHz Intel Core 2 Duo CPU, 4GB RAM. From the table it is possible to see that, in most of the cases, the retrieval performed using DL-Tree strongly decreases the number of comparisons w.r.t. the linear approach, with a consequent reduction of the average execution time (see Tab. 4). The improvement is less competitive for the UNIVERSITY data set where the number of distinct resource descriptions is rather small and they are also very similar one to each other.
The two most competitive approach, namely the one based on DL-Tree and the one based on concept hierarchy, have been considered and the additional instance checks to be performed for finding the actual resources have been analyzed. Looking at Tab. 5, it can be Table 5 . Average number of match tests (AM) and execution time (AMET) and average number of instance checks (AIC) and execution time (AICET) and their totals (resp. TM, TEC) for finding all instances satisfying the random queries with the procedures based on the DL-Tree and on the C. Hierarchy criteria. noted that the DL-Tree based approach is less competitive than the concept hierarchy based approach. This is because the MSCs at the maximum depth have been computed. They results in highly complex and extremely detailed descriptions x . As a consequence, the GCSs, that are computed in building the DL-Tree, remain quite complex as well. When, during the DL-Tree construction, the highest levels are reached, the GCSs (representing different branches) are so specific that their generalization results in a quite general concept description (i.e. concept). When the DL-Tree is explored for the retrieval phase, specific nodes
x Resource descriptions so much detailed are quite far from the reality. descriptions, failing the match test (concept subsuption in this case), are encountered high up in the tree and their parent nodes (very general concept descriptions) are returned. Since the nodes are quite general, their concept extensions will include most of the individuals in the ontology thus increasing the number of instance checks to be performed. This phenomenon does not happen in the previous experiment because of the different nature of the queries. Indeed, being the queries the actual resource descriptions, the match test does not fail high up in the DL-Tree but it is repeated a number of time until the actual resource description is found. In order to cope with this problem, less detailed resource descriptions have to be considered.
Experiment III
In order to assess the influence that the specificity of the resource descriptions has on the effectiveness and the efficiency of our proposed method, further experiments have been performed. As resource descriptions, the MSCs at level 1 have been computed (see Sect. 2 for more details) and consequently new DL-Trees have been built since different resource descriptions are available. The adoption of less detailed resource descriptions positively impact also on the performance of building the DL-Tree (see details below). Indeed being the MSCs less detailed with respect to those adopted in Sect. 6.2.1, 6.2.2, the computation of the GCS will be consequently more easy (see Sect. 2 for details on how to compute the GCS). As queries for performing resource retrieval, the same random queries of Sect. 6.2.2 have been used y . As a match test, again, the Entailment of Concept Subsumption has been adopted. For this set of experiments BIOPAX and NTN ontologies have been also considered. The characteristics of the computed DL-Trees are summarized in the following.
As regards WINE ontology, 57 distinct MSCs have been collected. These have been clustered (in 3 hours) obtaining a DL-Tree with a maximum depth equal to 4 (even if most of the leaf nodes were at level 2 and 3) and an average branching factor equal to 4.
As regards UNIVERSITY ontology, 20 distinct MSCs have been achieved. They have been clustered (in 1, 5 hour) obtaining a DL-Tree with a maximum depth equal to 4 (even if most of the leaf nodes were at level 2) and an average branching factor equal to 2.
As regards FINANCIAL ontology, 213 distinct MSCs have been collected. They have been clustered (in 7, 5 hours) and a DL-Tree with a maximum depth of 5 (even if most of the leaves were at level 2 and 3) and an average branching factor equal to 8 has been achieved.
As regards BIOPAX ontology, 33 distinct MSCs have been achieved. They have been clustered (in 2 hours) obtaining a DL-Tree with a maximum depth equal to 5 (even if most of the leaf nodes were at level 3 and 4) and an average branching factor equal to 2. The BIOPAX concept subsumption hierarchy had a maximum depth equal to 6 (even if most of the leaf nodes are at level 2 and 3) and an average branching factor equal to 3.
As regards NTN ontology, 217 distinct MSCs have been achieved. They have been y The results of the experiments when the same resource descriptions are used as queries are coherent with those presented in Sec. 6.2.1. We omit the discussion for this case for the sake of space. clustered (in 8 hours) obtaining a DL-Tree having a maximum depth equal to 6 (even if most of the leaf nodes were at level 3) and an average branching factor equal to 3. The NTN concept subsumption hierarchy had a maximum depth of 6 (even if most of the leaf nodes are at level 3 and 5) and an average branching factor equal to 3. The experiments have been performed on a PowerBook laptop, with a 3.06 GHz Intel Core 2 Duo CPU and 4GB RAM. Results of the average match tests and execution time for finding all resource descriptions satisfying the queries are collected in Tab. 6. Looking at the table it can be noted that, as for the previous experiments, independently from the adopted index, the resourceRetrieval procedure strongly outperforms the linear search approach. The improvement is more evident when the number of distinct available resource descriptions increases (see the case for SWSD, NTN, FINANCIAL ontologies). However, differently from the previous set of experiments, where the MSCs at maximum depth have been considered (see Tab. 4), in this case, an increase of the average match tests when the DL-Tree is adopted can be noted. This is because the usage of MSCs at level 1 allows less specific generalizations which prevent the case of failure of the match test at the very beginning of the DL-Tree.
When DL-Tree and the concept hierarchy are adopted, the average number of instance checks and execution time for finding the actual resources have been also studied. Results are reported in Tab. 7. Looking at the table, it is possible to note that, for the case of DLTree, the average number of instance checks is decreased w.r.t. the previous set of experiments (see Tab. 5) for all data sets. This means that more specific descriptions are returned by the resourceRetrieval procedure with respect to the previous set of experiments.
However, looking at the total amount of comparisons and execution time, even if the results for DL-Tree are quite comparable with those obtained by the use of the concept hierarchy, the latter approach still results more competitive. This result is coherent with the discussion in Sect. 5.1: the generality of the random queries does not allow to sufficiently Table 7 . Average number of match tests (AM) and execution time (AMET) and average number of instance checks (AIC) and execution time (AICET) and their totals (resp. TM, TEC) for finding all instances satisfying the queries with the procedures based on the DL-Tree and on the C. Hierarchy criteria. cutoff the search space. However, since the main reason for which concept hierarchy is more effective than DL-Tree in this case, is that the concepts at higher level of the hierarchy are general but they represent a precise aspect of the domain, a different generalization procedure in building the DL-Tree could be investigated for coping with the case of general queries. Instead, the experiments illustrated in Sect. 6.2.1 show that, when detailed queries are adopted, resource retrieval by the use of DL-Tree outperforms the usage of the concept hierarchy.
Experiment IV
The last set of experiments consisted in performing a number of resource retrieval tasks by the use of Satisfiability of Concept Conjunction match test. As for Sect. 6.2.3, for all but SWSD data set, resource descriptions are given by the MSCs, computed at level 1, of all individuals in the ontologies. The adopted DL-Trees are the same described in Sect. 6.2.3. Looking at the table, the first aspect to note is that, differently from the previous experiments (where the Entailment of Concept Subsumption match test has been adopted), in this case, for all but FINANCIAL and BIOPAX ontologies, the resourceRetrieval procedure, exploiting both the DL-Tree and the subsumption concept hierarchy, does not outperform the Linear Search both in terms of average match tests and execution time. The main cause is the adopted match test. Indeed, as discussed in Sect. 5.2, the Satisfiability of Concept Conjunction test is satisfied if there exists at least one interpretation where a common instance for the query and the description is allowed. Unless concepts are defined to be disjoint, it is always possible to find such an interpretation. This means that all nodes (both inner and leaf) in the tree z satisfy the match test and so the overall tree is explored without any cutoff of the search space. This is also confirmed by the fact that, given the adopted approach for performing resource retrieval, quite often it happens that the average number of match tests is the same, independently from the kind of queries that is used. To remedy to this problem, disjointness axioms should be specified in the ontologies, but unfortunately such axioms are often missing in domain ontologies.
Another aspect to be noted from Tab. 8 is that the average number of additional instance checks for finding the actual resources is quite often the same for the linear approach and for the retrieval exploiting the DL-Tree while it is not always the case for the concept hierarchy (see UNIVERSITY, NTN, BIOPAX). This would suggest that concept hierarchy is more suitable than DL-Tree in this case. However this is not correct because the adoption of the concepts hierarchy does not guarantee the completeness of the resourceRetrieval procedure. The reason is that there can be some individuals in the concept hierarchy that are only instances of an inner concept and not of its specializations. Since the Satisfiability of Concept Conjunction test is satisfied almost always, the specialized concepts will be returned by the retrieval procedure and so some individuals that are instances of the query concepts cannot be retrieved. We measured the amount of individuals lost when the concept hierarchy and the DL-Tree are used for retrieving the actual resources. Results are showed in Tab. 9. As it is possible to see, the adoption of the DL-Tree guarantees the completeness of the resourceRetrieval procedure while this does not happen when the concept hierarchy is used. The reason is that resource descriptions are in the leaf nodes of the DL-Tree while this does not always happen for the concept hierarchy.
z Here we generally talk about a tree because the case is the same if the DL-Tree or the subsumption concept hierarchy is considered Looking at the total execution time (see Tab. 8) we can say that, performing resource retrieval by the use of the DL-Tree gives comparable results with the case of the linear search approach. However, more in general, we can conclude that this kind of match test is not helpful in practice because, given a query Q, any kind of resource could be returned due to the inherent incompleteness of the ontologies.
Related Work
Various related works can be considered, depending on different point of views, namely: resource retrieval and service discovery, optimization techniques for TBox reasoning and ABox retrieval.
Service discovery focuses on locating service descriptions that can satisfy a request. Generally, it is performed by matching a request against all available services, implying linear performance. Most of the works concerning service discovery focus on improving the effectiveness of the service matchmaking [32, 28, 29, 30, 2] , only few works focus on improving the efficiency of the service discovery. In [45] , a caching mechanism for outperforming the service discovery is proposed. This method is based on the exploitation of a graph obtained in two steps: 1) given a set of predefined template goals, a tree is built on the ground of the subsumption relationship; 2) available service descriptions satisfying the most general template goals are linked together. The main limitation of this approach is given by its dependence from the availability of template goals that are used to instantiate the actual request. Conversely, our approach does not require predefined template queries and it can be applied to heterogeneous services. In [43] , an efficient discovery method, grounded on the adoption of an R-Tree index, is proposed. Differently from our work where resources are assumed to be described by DL languages, here services are firstly assumed to be described by OWL-S and then they are transformed into an interval representation which allows to perform range queries for searching services satisfying a certain request. If a new service is available, the R-Tree needs to be entirely recomputed, differently from our approach where only a branch of the DL-Tree needs to be updated. In [12] , resource retrieval is improved by using a tree structure that is built exploiting the notion of interval constraints that are adopted for obtaining an upper bound and a lower bound descriptions of the available resources. Hence, they are linked by the use of logical inferences. This approach requires the creation of two descriptions for every available resource plus the creation of inner nodes for building the tree structure. In [38] , efficient resource retrieval is performed by abstracting from a more expressive to a less expressive language, e.g. from OWL to DL-lite. This approach is semantically sound but, differently from our method, it looses completeness.
Other efforts have been addressed for the optimization of reasoning and query answering. In [23] , a set of optimization techniques for improving tableaux decision procedures for DLs are presented. They could be adopted for performing the matching task during the resource retrieval process. In [36] , an algorithm for optimizing the query answering of SHIQ knowledge bases extended with DL-safe rules is proposed, by exploiting the reduction to disjunctive programs. Möller et. al. [35] propose optimization techniques for improving the scalability of the instance retrieval task. This is orthogonal to our work as our method could be used also for performing instance retrieval by firstly clustering the MSCs of the considered KB and then querying for the concept of interest by checking for nodes of the DL-Tree that are subsumed by the query concept.
Conclusion and Future Work
We have presented a sound and complete method for improving the efficiency of the resource retrieval task. The method is based on the exploitation of a tree-index (the DL-Tree) that is built by applying a new conceptual clustering algorithm (DL-LINK) to available resource descriptions modeled by DL languages. For clustering resource descriptions, a semantic similarity measure has been exploited, while intensional cluster descriptions are generated by the use of the GCS of ALE(T ) concept descriptions referring to an ALC ontology, acting as KB of reference.
An experimental evaluation of the proposed method has been presented and the two most largely adopted match tests have been employed: the Entailment of Concept Subsumption and the Satisfiability of Concept Conjunction. We have experimentally showed that, for the case of Entailment of Concept Subsumption match test, the method is especially effective when specific resources are searched, while when generic queries are considered, the subsumption concept hierarchy of the ontology could be used for outperforming the linear search approach. We have also experimentally showed that the Satisfiability of Concept Conjunction match test is not useful in practice since, given a query concept, any kind of resource could be returned due to the lack of disjointness axioms in in the ontologies.
An interesting further development of the presented method would be its evaluation by employing the Entailment of Concept Non-Disjointness match test [20] that, for the best of our knowledge has never been implemented and experimentally evaluated. Further improvements could be obtained along a number of directions: 1) merging more than two descriptions at each step during the construction of the DL-Tree to speed-up the clustering process; 2) building the DL-Tree using a top-down divisional clustering approach that ensures the disjointness of the nodes in the tree at the same level; 3) implementing an incremental clustering algorithm to cope with the availability of new resources; 4) assigning intensional cluster descriptions by exploiting supervised learning methods [18] .
