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Abstract
Certain gauge transformations may act non-trivially on physical states in quantum electro-
dynamics (QED). This observation has sparked the yet unresolved question of how to char-
acterize allowed boundary conditions for gauge theories. Faddeev and Jackiw proposed to
impose Gauss’ law on the action to find the Hamiltonian reduced theory of QED. The reduc-
tion eliminates the scalar gauge mode, renders the theory manifestly gauge invariant and the
symplectic form non-singular. In this work we show that while the predictions of the reduced
theory coincide with those of conventional QED for scattering events, it is experimentally
distinguishable. Quantum interference of charges traveling along time-like Wilson loops that
encircle (but remain clear of) electric fields is sensitive to a relative phase shift due to an
interaction with the scalar potential. This is the archetypal electric Aharonov-Bohm effect
and does not exist in the reduced theory. Despite its prediction over six decades ago, and in
contrast to its well known magnetic counterpart, this electric Aharonov-Bohm phenomenon
has never been observed. We present a conclusive experimental test using superconducting
quantum interferometry. The Hamiltonian reduction renders a theta term non-topological.
We comment on consequences for semi-classical gravity, where it may alleviate a problem
with the measure.
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1
1 Introduction
The Maxwell action of electrodynamics,
SM[A] =
∫
M
−1
2
F ∧ ∗F + A ∧ J , (1.1)
with potential A, field strengths F ≡ dA and conserved charge current J is not in
general invariant under all gauge transformations A → A + dλ at the boundary ∂M.
The dynamical equations, d ∗ F = J , are singular and contain pure gauge modes that
necessitate an auxiliary gauge fixing condition. The gauge redundancy implies that the
action principle is sufficient — but not necessary — to arrive at Maxwell’s equations.
Recently, much effort has focused on determining what (sometimes intricate) boundary
conditions to impose on the potentials to render the variational problem well posed
and the action finite [1–16]. Some progress has been made for specific configurations
with antipodal matching of potentials and fields decaying sufficiently fast, and when
the boundary is at null or spatial infinity. The issue remains controversial.
In this paper we are interested in gauge invariant conditions at arbitrary bound-
aries, including non-vanishing field strengths F that are not usually considered. As
suggested first by Schwinger [17, 18], and made more explicit by Faddeev and Jackiw1
[24, 25], we can impose Gauss’ law at the level of the action to find the gauge invari-
ant, Hamiltonian reduced action principle that implies both Maxwell equations without
gauge fixing,
d ∗ F = J , dF = 0 . (1.2)
Although the reduced theory contains no electric gauge potential, it is consistent with
observations. In the present work we will demonstrate that this theory is experimen-
tally distinguishable from conventional quantum electrodynamics in a feasible quantum
interference experiment probing time-like holonomy.
Fully gauge invariant boundary conditions are clearly impossible with the conven-
tional Maxwell action (1.1), as its only degrees of freedom are contained in the potential
A that transforms non-trivially under a shift by a total derivative. Instead, our starting
point is the theory of a one-form A and an independent two-form F that are coupled
to an electric current three-form J . This is the first-order action of electrodynamics,
S[A,F ] =
∫
M
1
2
F ∧ ∗F + A ∧ (J − d ∗ F ) . (1.3)
The variational problem is well posed for Dirichlet boundary conditions on the two-
form F . In contrast to the Maxwell action SM[A], the first-order action S[A,F ] in (1.3)
1This basic idea seems to have emerged independently in several distinct lines of work, for example
in [19–22]. See also [23] for an application to gravity.
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is invariant under all transformations A → A + dλ when the equations of motion are
satisfied. Unfortunately, the symplectic form of (1.3) is singular and not yet canon-
ical. Faddeev and Jackiw proposed a procedure to eliminate the spurious degrees of
freedom by solving Gauss’ law in (1.3) and performing a Darboux transformation to re-
diagonalize the remaining symplectic form. The Gauss law constraint reads∇ ·E = j0.
Imposing such constraints can change the equations of motion in a quantum theory of
charged matter. For example, in Coulomb gauge a total derivative ∇ · (A0E) in the
action would not contribute to the Euler-Lagrange equations, but imposing the con-
straint and thus replacing the total derivative term with A0j
0 −E2 would modify the
Euler-Lagrange equation for matter when the boundary fields are non-zero. Decom-
posing the two-form F into general electric (E) and magnetic (B = ∇ × AT) fields
and imposing Gauss’ law we arrive at the action2
Sred[AT,ET] =
∫
M
d4x AT · E˙T −
[
E2(j0) +B2(AT)
2
−AT · j
]
. (1.4)
The scalar potential has entirely disappeared from the action and we refer to this
theory as reduced electrodynamics. Bold symbols denote spatial three-vectors, and
AT and ET denote the divergence-free transverse components of the vector potential
and the electric field. The curl-free longitudinal mode of the electric field is defined
via Gauss’ law and is an explicit function of the charge density j0 and the boundary
conditions. The action now contains no gauge degrees of freedom and is fully invariant
under A → A + dλ. No gauge fixing is necessary and the gauge invariant transverse
components (AT,ET) form conjugate phase space coordinates. In contrast to the
conventional action (1.1), the reduced action (1.4) gives non-singular dynamics that
precisely agree with Maxwell’s equations.
Although the equations of motion have changed, the reduction merely removed the
gauge modes, so it is not obvious that reduced electrodynamics (1.4) is physically dis-
tinguishable from conventional electrodynamics (1.1). In this work we will demonstrate
that the two theories are physically discernible in an experiment probing the time-like
holonomy of quantum electrodynamics. It is well known that space-like and time-like
Wilson loops are respectively sensitive to the transverse (magnetic) and scalar (elec-
tric) potential in regions where the fields vanish, as in the Aharonov-Bohm experiments
[26–28]. While their better known, and experimentally verified [29, 30], magnetic effect
is sensitive only to the gauge invariant transverse potential AT, their electric effect is
sensitive to the gauge covariant scalar potential. This electric memory [31–34] effect de-
scribes the relative phase shift of particles traversing a Wilson loop that winds around,
2This action first appeared in [24, 25] for vanishing boundary fields.
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Figure 1. Illustration of the time-like Wilson loop (red) that is sensitive to the relative
phase of a coherent particle beam traversing a field-free trajectory (blue arrows) around a
capacitor containing time-dependent electric fields. This is the archetypal (type I) electric
Aharonov-Bohm experiment.
but never enters a non-vanishing time dependent electric field, as illustrated in Fig-
ure 1. The reduced theory contains no scalar gauge potential, and correspondingly we
will find that it would be inconsistent with the electric Aharonov-Bohm phenomenon.
Perhaps surprisingly, this archetypal electric Aharonov-Bohm effect has never been
observed.3 In [39] we propose a conclusive experiment using quantum interference of
superconducting order parameters.
This paper is organized as follows. We begin in §2 with a review of the first-order
action for electrodynamics. In §3 we discuss the Hamiltonian dynamics of constrained
systems, following the phase space reduction advocated by Faddeev and Jackiw. The
phase space of the action (1.3) is not manifest, so we carefully decompose the fields in
order to exhibit the symplectic structure and to discriminate between gauge and phys-
ical degrees of freedom. We show that on-shell the first order action (1.3) coincides
with the action for reduced electrodynamics (1.4) [24, 25]. In order to allow a com-
parison with the standard model, we couple the reduced action to a Dirac fermion in
§4. For vanishing boundary field strengths we will recover the conventional Lagrangian
of spinor quantum electrodynamics. To study an experimental test of the reduced
theory, in §4 we discuss a charged non-relativistic scalar that describes Cooper pair
condensates within superconductors. We derive a modified Ginzburg-Landau equation
in §5 that predicts a magnetic, but no electric Aharonov-Bohm effect. The Josephson
3Some experimental studies tested and failed to verify the electric AB effect [35], while others made
positive observations [36–38] in configurations referred to as “type II” where — in contrast to the in
the archetypal “type I” AB experiments — the charges traverse the non-vanishing electric field due
to the bias voltage. We will demonstrate in detail below that these observations are indeed consistent
with the reduced theory.
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effects remain operational. In contrast to QED, the path integral measure is trivial
in the canonical reduced theory. This observation allows to immediately approximate
the semi-classical path integral by the exponent of the reduced on-shell action, as we
discuss in §6 at the example of electron pair production. We briefly comment on conse-
quences for the semi-classical path integral in gravity, where the Hamiltonian reduction
alleviates a problem with the measure. We conclude in §7.
2 The first-order action for electrodynamics
To prepare our discussion of the Hamiltonian reduction in the next section, let us review
some properties of the first-order action (1.3) for conventional electrodynamics.
2.1 Boundary conditions and symplectic form
The first-order action S[A,F ] in (1.3) is a functional of a two-form F and an indepen-
dent one-form A, given some closed current three-form J . The variation of the action
is
δS[A,F ] =
∫
M
∗δF ∧ (F − dA) + δA(J − d ∗ F )−
∫
∂M
A ∧ ∗δF . (2.1)
The Euler-Lagrange equations follow from the variational principle δS = 0 under gauge
invariant boundary conditions on the field strengths F . Specifically, the boundary term
in the variation of the action vanishes when the electric field perpendicular4, and the
magnetic field parallel to the boundary ∂M are fixed. These boundary conditions
fix the external electric fields and the electric charge contained within M. For these
gauge invariant boundary conditions, the variational principle yields the inhomogeneous
Maxwell equations and the Bianchi identity
J = d ∗ F , dA = F . (2.2)
The equations (2.2) are sufficient but not necessary to arrive at the homogeneous
Maxwell equation dF = d2A = 0, as they contain a zero mode in the form of the
gauge transformation A → A + dλ. We will see in the next section that imposing
Gauss’ law on the first-order action eliminates this zero mode from the phase space.
The symplectic two-form on phase space is given by
Ω =
∫
Σ
δA ∧ ∗δF , (2.3)
where Σ is a purely spatial three-dimensional slice of M. On the surface dA = F ,
the symplectic form coincides with that of the Maxwell theory (1.1), and contains zero
4This includes the electric fields on the Cauchy surface.
5
modes associated with gauge transformations. Since the symplectic form is singular, it
is not possible to solve the dynamical equations (2.2). Conventionally, the dynamical
equations are supplemented with an auxiliary gauge fixing condition that allows to
solve the boundary value problem.
2.2 Expanding the first order action
In order to move towards a Hamiltonian formulation for electrodynamics, we now ex-
pand the two-form F and the one-form A in terms of three-vectors. In particular, we
define the components
F µν =

0 −E1 −E2 −E3
E1 0 −B3 B2
E2 B3 0 −B1
E3 −B2 B1 0

µν
, Aµ =
(
A0
A
)µ
, (2.4)
where bold symbols denote upper-index three-vectors, for example (A)i ≡ Ai = −Ai.
In terms of these components we have the first-order action
S =
∫
M
d4x − Aµ(jµ + ∂νFµν) + 1
4
FµνF
µν
=
∫
M
d4x − A0(j0 −∇ ·E) +A · (j −∇×B + E˙) + 1
2
(B2 −E2) . (2.5)
The kinetic term of this theory is A · E˙, i.e. the three-potential A and the electric
field E form conjugate pairs of phase space coordinates. These coordinates include
a longitudinal, pure gradient gauge mode of A that will disappear when we impose
Gauss’ law j0 =∇ ·E on the action.
2.3 Comparison to the Maxwell action
We can compare to the conventional Maxwell action by restricting the first-order action
onto the surface F = dA, where we find the relative boundary term
S[A,F ]
∣∣
F=dA
= SM[A] +
∫
M
d(A ∧ ∗dA) . (2.6)
The boundary term renders the on-shell action gauge invariant and ensures that the
variational problem is well posed for gauge invariant boundary conditions on F , see also
[40–43]. In general the boundary term is non-vanishing for classical configurations, but
it vanishes when the boundary fields are zero (or decay sufficiently fast).
We can intuitively understand the appearance of the non-trivial boundary term by
recalling that the Maxwell action has a well posed variational problem for boundary
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conditions that fix the perpendicular magnetic and parallel electric fields, i.e. for fixed
magnetic charges. Correspondingly, it is easy to check that the Maxwell action on-shell
coincides with the magnetically dual first-order action. We are primarily interested in
describing electric charges, so the Maxwell action does not obviously apply. This has
important and well-known consequences for semi-classical physics that we discuss in
§6.
3 Hamiltonian reduction
In this section we review the method of Hamiltonian reduction that Faddeev and Jackiw
suggest to determine the physical phase space of constrained systems. We closely follow
[25]. The basic idea is to impose all true constraints (such as Gauss’ law) and perform
Darboux transformations on the configuration space to eliminate the remaining spuri-
ous degrees of freedom from the action. For electromagnetism this results in an action
that yields the non-singular Maxwell equations of motion (1.2). In contrast, Dirac’s
conventional approach introduces gauge fixing conditions to evaluate the (otherwise
singular) dynamical equations (2.2), including solutions for Lagrange multipliers.
We will explicitly apply Hamiltonian reduction to the example of electromagnetism
with classical sources to see how the longitudinal gauge mode is eliminated. Although
the dynamical equations manifestly differ between the two methods to construct a
phase space, it is not obvious that this change has observational consequences. We
defer a discussion of observable differences to §5, where we will see that the elimination
of the scalar potential affects the electric Aharonov-Bohm effect as this phenomenon is
sensitive to the existence of a scalar potential.
3.1 Dirac approach to constrained systems
Dirac’s prescription for the construction of a phase space can be summarized as follows:
consider a Lagrangian L(qi, q˙i) describing N degrees of freedom qi, labeled by i =
1 . . . N , perform a Legendre transform that yields the Hamiltonian in terms of momenta
pi, H(pi, qi) = piq˙
i − L, postulate canonical brackets between the pairs (pi, qi), and
study the dynamics generated by the Hamiltonian equations. This prescription is
straightforward when the dynamics are non-singular and it is possible to solve for the
velocities in terms of the canonical coordinates.
To make the prescription more explicit we introduce the 2N phase space coordinates
ζI , labeled by I = 1, . . . , 2N containing the momenta pi and generalized coordinates
qi, labeled by i = 1, . . . N , to write the Lagrangian as
L =
1
2
ζIωIJ ζ˙
J −H(ζ) . (3.1)
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We dropped a total time derivative that does not affect the dynamics and the matrix ω
is anti-symmetric. The first term in the Lagrangian one-form Ldt defines the canonical
one-form potential, a ≡ 1
2
ζIωIJδζ
J , with an associated symplectic two-form f = δa =
1
2
δζIωIJδζ
J . The variational principle 0 = δ
∫
dtL yields the dynamical equations
ωIJ ζ˙
J =
∂H
∂ζI
. (3.2)
Whenever the symplectic form is non-singular the inverse ωIJ exists, so we can solve
for the velocities
ζ˙J = ωIJ
∂H
∂ζI
, (3.3)
and define the brackets {ζJ , ζI} = ωIJ . For the simple unconstrained theory above,
this gives the standard relations {qi, pj} = δij.
The presence of spurious variables in the action, such as Lagrange multipliers, can
render the symplectic two-form singular. In this case there are not sufficient dynamical
equations to solve the momenta for all N velocities. In Dirac’s language this means
that there exist first-class constraints whose brackets with all other constraints van-
ish. In order to proceed, the conventional approach then instructs to supplement the
theory with gauge fixing conditions that allow a solution for all coordinates via the
supplemented dynamical equations. The new system is non-singular and can provide a
solution that includes the (previously) spurious variables, such as Lagrange multipliers.
Faddeev and Jackiw propose an alternative method that yields identical commuta-
tion relations as Dirac’s procedure, but rather than supplementing arbitrary dynamical
equations for the spurious degrees of freedom, the unphysical5 variables are eliminated,
as we now review.
3.2 Faddeev-Jackiw approach to constrained systems
Consider a general first-order Lagrangian of the form
L = aI(ζ)ζ˙
I −H(ζ) , (3.4)
where the one-form potential a = aI(ζ)δζ
I depends arbitrarily on the K variables ζI .
The Euler-Lagrange equations
fIJ(ζ)ζ˙J =
∂
∂ζJ
H(ζ) , (3.5)
5To be precise, we call a degree of freedom “unphysical” whenever its dynamics are not provided by
the variational principle. For example, Lagrange multipliers are unphysical in this sense. Whether or
not these degrees of freedom exist in nature is an open question that can be answered by experiments,
see §5.
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contain only the non-singular components of the symplectic two-form f = δa =
1
2
fIJ(ζ)δζ
IδζJ , and therefore may not allow for a solution of all variables ζI . We begin
by performing a coordinate transformation ζ → ζ˜, that projects onto the 2N = K−N ′
dimensional non-singular subspace of f , and denote by z the remaining N ′ zero modes
of fIJ . Dropping the tilde for compactness gives a Lagrangian of the form
L = aI(ζ)ζ˙
I −H(ζ, z) , (3.6)
where the new two-form f = δa is now non-singular. The existence of a non-singular
symplectic two-form f allows us to apply Darboux’s theorem which guarantees the
existence of a coordinate transformation Q(ζ), such that the one-form potential reads
a =
1
2
QkωklδQ
l , ω =
(
0 1
−1 0
)
, (3.7)
where 1 is the N ×N unit matrix and Qk are the canonical coordinates. The variables
z that do not appear in the symplectic form are non-dynamical, but may be physical.
These N ′ variables zl are not part of the physical phase space and subject to the N ′
constraint equations
∂H(ζ, z)
∂zl
= 0 , l = 1, . . . , N ′ . (3.8)
For variables appearing non-linearly in H, these constraints can yield solutions zl(ζ)
that we substitute into the Lagrangian without affecting the symplectic form. For
variables appearing linearly in H, however, there exist no solutions. These are the
unphysical variables of the system that generate the only true constraints of the form
ξ(ζ) = 0. Imposing the associated constraints on the Lagrangian eliminates the un-
physical variables and potentially changes the symplectic form and equations of motion,
as it establishes relations between the dynamical variables ζ. These new relations can
reduce the number dynamical of degrees of freedom below 2N . This last step is crucial,
since a change of the symplectic form can affect the dynamics of a system. The pre-
scription is iterated until one arrives at an unconstrained Lagrangian containing only
physical degrees of freedom. Out of the K original degrees of freedom this procedure
gives solutions for all non-dynamical, but physical variables and eliminates all unphys-
ical variables from the theory. This is in stark contrast to Dirac’s procedure, where the
supplemental constraints give solutions for all variables, including the unphysical ones.
The functional integral for the reduced quantum theory is given by
Z =
∫
ΠiDζ i
√
|fkl|ei
∫
dtL(ζ) , (3.9)
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which contains the trivial measure when the integration is performed over the coordi-
nates for which the symplectic form is canonical, as in (3.7).
The Hamiltonian reduction changes the dynamical equations relative to Dirac’s
prescription. In the following sections we discuss the consequences for quantum elec-
trodynamics. We will show that perhaps surprisingly, the observable consequences are
consistent with current experiments and will be tested in the near future.
3.3 Application to classical electrodynamics
To illustrate the consequences of the Hamiltonian reduction we now consider its appli-
cation to the classical theory (1.3) describing electrodynamics with charges and fixed
boundary field strengths. Since the symplectic form contains an integral over the con-
stant time slices Σ, we begin with the action (2.5), where we expanded the one- and
two-forms into temporal and spatial components,
S[B,E, Aµ] =
∫
M
d4x −A0(j0−∇ ·E) +A · (j−∇×B+ E˙) + 1
2
(B2 −E2) . (3.10)
This action initially contains 10 variables: a Lagrange multiplier A0, as well as two
transverse and one longitudinal mode for each of the spatial three-vectors A, E and
B. For now we are interested in the classical theory, so the conserved current four-
vector jµ describes a prescribed electric source and we defer the discussion of dynamical
matter to §4 and §5. Both the scalar potential A0 and the magnetic field B appear
in terms without time derivatives and therefore are not themselves dynamical. To be
concrete we take the spacetime region M as the product of a time interval I with a
compact subset Σ of three-dimensional Euclidean space, M = I × Σ. On the spatial
manifold we can then perform a Hodge decomposition of the spatial vector components
into longitudinal and transverse modes,
A ≡ AT +∇As , E ≡ ET +∇Es , (3.11)
where ∇ ·AT = ∇ ·ET = 0, and As and Es denote scalar potentials. Integration by
parts6 and noting that the boundary conditions satisfy the equations of motion yields
the Lagrangian
L[B,E, Aµ] =
∫
Σ
d3x
1
2
(AT · E˙T − A˙T ·ET)−H(AT, As, A0,ET, Es,B) , (3.12)
where we extracted a canonical kinetic term. The Hamiltonian reads
H =
∫
Σ
d3x
E2 −B2 + 2∇×AT ·B
2
+A0(j
0−∇·E)+As(∇·j+∇·E˙)−AT·j , (3.13)
6We drop the total derivative term
∫
Σ
d3x(EsAT +AT ×B) that does not affect the dynamics.
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but it still contains time-derivatives. Following the Hamiltonian reduction, we can solve
(3.8) for the magnetic field in terms of the dynamical variable AT,
B(AT) =∇×AT . (3.14)
Solving for the magnetic field does not change kinetic terms or the symplectic form. On
the other hand, A0 appears linearly in the Lagrangian and is absent from the dynamical
equations. This unphysical variable has to be eliminated. The variation with respect
to A0 yields Gauss’ law which has the solution
Es(j
0) = − 1
4pi
∫
Σ
d3x′
j0
|x− x′| +
1
4pi
∫
∂Σ
dS′ · E|x− x′| , (3.15)
where the second term is determined by the boundary conditions that fix the electric
field perpendicular to the boundary. Substituting (3.15) and the continuity equation7
∂µj
µ =∇ · j +∇ · E˙ = 0 in the Hamiltonian, we see that the longitudinal gauge mode
As disappears, and we finally arrive at the Hamiltonian of the reduced theory
Hred(ET,AT) =
∫
Σ
d3x
E2(j0) + (∇×AT)2
2
−AT · j . (3.16)
The symplectic form is now canonical, with the 4 dynamical variables consisting of the
transverse modes of both the electric field and the vector potential. While the magnetic
field B and the longitudinal mode of the electric field E are non-dynamical, these fields
are physical since their evolution is provided by the equations of motion. In contrast,
the scalar modes As and A0 are neither dynamical nor physical. We immediately
recognize the canonical Hamiltonian (3.16) as the total energy of the system within
the compact spatial region Σ. This is famously not the case for the Hamiltonian of the
conventional Maxwell action (1.1), which in general does not agree with the energy.8
To summarize, out of the original 10 degrees of freedom, we arrive at a four di-
mensional dynamical phase space (containing the two propagating photon polarizations
and their momenta), four physical but non-dynamical variables (the longitudinal elec-
tric field and the magnetic field), and two non-dynamical and unphysical variables (the
longitudinal vector potential and A0). There are less physical variables than in the
conventional Maxwell theory, where solutions for A0 and ∇As exist. It is perhaps en-
tertaining to note that reduced QED is a rare theory of physics beyond the standard
model in which we do not add towards, but instead reduce the number of fields.
7This step is not required in the quantum theory, where the longitudinal gauge mode can be
absorbed by a Darboux transformation of the matter fields.
8It is easy to verify that the Hamiltonian (3.16) differs from the Hamiltonian of the conventional
theory by a boundary contribution that is in general non-vanishing.
11
The only remaining dynamical degrees of freedom are the gauge invariant transverse
modes AT and ET with reduced Lagrangian
Lred[ET,AT] =
∫
Σ
d3x
1
2
ζ>ωζ˙ −Hred(ET,AT) , (3.17)
where ζ> = (A>T,E
>
T), and the symplectic matrix ω is canonical, as in (3.7). The vari-
ational principle 0 = δ
∫
dt Lred yields all Maxwell equations (but not all components
of the Bianchi identity).
The idea that only the transverse, gauge invariant potentials are physical has ex-
isted long before Faddeev and Jackiw. For example, Schwinger emphasized that the
Coulomb (or “radiation”) gauge is superior to manifestly covariant gauges, and that
the scalar gauge modes can be eliminated from the equations of motion by solving
Gauss’ law [17]. In [18] Schwinger proposed the gauge invariant canonical one-form of
the reduced system (3.17), but they did not discuss the observable effects.
4 Spinor electrodynamics
In this section we will discuss an electrically charged Dirac spinor ψ in reduced quantum
electrodynamics and show that the predictions for scattering experiments agree with
those of QED.
4.1 Lorentz invariance
Let us briefly recall the deep connection between Lorentz and gauge invariance for
charged matter [44]. Weinberg demonstrated that it is not possible to construct a
Lorentz four-vector Aµ from creation and annihilation operators for massless spin 1
particles [45]. Instead, the four-potential Aµ transforms under Lorentz transformations
Λ as a four-vector only up to a total derivative,
Aµ → Λ νµ Aν + ∂µλ . (4.1)
To retain Lorentz invariance of the interactions, we then require that the action for
couplings to matter Smatter be invariant under (4.1),
0 = δSmatter =
∫
M
d4x
δSmatter
δAµ
∂µλ . (4.2)
For theories of matter ψ that are invariant under a global transformation, ψ → e−iαψ,
the matter action transforms under local9 transformations α = α(xµ) as
δSmatter =
~
q
∫
M
d4xjµ∂µα(x
µ) . (4.3)
9By “local” in this work we mean to include transformations that do not vanish at boundaries.
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The simultaneous infinitesimal transformations δψ = iαq/~ψ and δAµ = ∂µλ then give
the combined variation
δSmatter =
∫
M
d4x
δSmatter
δAµ
∂µλ+
~
q
jµ∂µα(x
µ) . (4.4)
There are now two ways to satisfy or restore the requirement (4.2) for Lorentz invari-
ance: (A) either the variation of the matter action with respect to a gauge transfor-
mation vanishes and matter transforms under a global symmetry α(x) = α, or (B) the
potential couples to the conserved current via Aµj
µ and matter transforms under the
joint local transformation α(x) = λ(x),
(A) :
∫
M
d4x
δSmatter
δAµ
∂µλ = 0 , α(x) = α , (B) :
δSmatter
δAµ
= −jµ , α(x) = q
~
λ(x) .
(4.5)
Either choice will result in Lorentz invariant interactions.10 The former option re-
tains the global symmetry of ψ, while the latter option promotes the global to a local
symmetry and introduces Planck’s constant in the transformation law of a spacetime
symmetry. In QED option (B) is realized in order to maintain Lorentz invariance. We
can already anticipate that since reduced electrodynamics is manifestly gauge invariant,
it realizes option (A), which also ensures Lorentz invariant interactions.
4.2 Hamiltonian reduction of spinor electrodynamics
The Dirac spinor ψ contains no constrained degrees of freedom, so we do not have to
repeat the entire Hamiltonian reduction to find the action. Instead, we can add the
Dirac Lagrangian L 1
2
=
∫
Σ
d3xψ¯(iγµ∂µ − m)ψ to the reduced Lagrangian for electro-
dynamics (3.17). Substituting the conserved current jµ = eψ¯γµψ we then immediately
find the reduced action
L 1
2
=
∫
Σ
d3x AT · E˙T + iψ†ψ˙ −Hred(ET,AT, iψ†, ψ) , (4.6)
where
Hred =
∫
Σ
d3x
E2(ψ†ψ) + (∇×AT)2
2
− ψ¯ (γ · [i∇+ eAT]−m)ψ . (4.7)
We perform the full reduction of spinor quantum electrodynamics in Appendix A to
explicitly confirm the shortcut we used to arrive at (4.6).
We can further manipulate the Hamiltonian (4.7) for the special case of scattering of
charged particles. For scattering events of massive, localized particles in asymptotically
10This does not preclude spontaneous breaking of Lorentz invariance.
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flat space we can choose the spatial boundary such that the particles stay far within
the spatial region Σ and we can pick an integration constant in (3.15) such that the
electric potential vanishes as Es ∼ O(1/|x|). Integration by parts gives
Hred =
∫
Σ
d3x
E2T + (∇×AT)2
2
−Esj
0
2
−J ·AT−ψ¯ (iγ ·∇−m)ψ+
∫
∂Σ
dS ·(Es∇Es) .
(4.8)
Employing Dirac brackets with the definition ∇ ·AT ≡ 0, we find the standard com-
mutation relations for the transverse modes,[
ET,i(x), A
j
T(y)
]
= iδjiδ
3(x− y) + i ∂
2
∂xj∂xi
(
1
4pi|x− y|
)
,
[ET,i(x), ET,j(y)] =
[
AiT(x), A
j
T(y)
]
= 0 . (4.9)
For localized charged particles in asymptotically flat space the integrand in the bound-
ary term in the Hamiltonian vanishes as ∝ O(1/|x|3), so the boundary integral van-
ishes. Under these conditions, we recognize that the the reduced Hamiltonian (4.8)
coincides with the conventional Hamiltonian for QED in Coulomb gauge [44], and so
the predictions will agree when the boundary fields vanish.
4.3 Gauge invariance
We already anticipated in §4.1 that reduced quantum electrodynamics will retain the
original invariance under the global U(1) symmetry of the Dirac spinor, ψ → eiαψ,
as well as the gauge invariance of classical electrodynamics, A → A + dλ. While the
theory is not invariant under arbitrary time dependent local U(1) transformations at
the boundary, examination of the theory (4.6) reveals invariance under all spatial local
U(1) transformations, i.e.
{ψ, AT} → {eieλ(x)ψ, AT +∇λ(x)} . (4.10)
We can therefore define a gauge invariant derivative that is covariant under a re-
definition of the field-decomposition, D ≡ ∇ − ieAT. In reduced quantum electro-
dynamics there is no need to promote the global symmetry of matter to a local sym-
metry. This means that — in contrast to QED — Planck’s constant does not appear
in a spacetime symmetry transformation.
5 Testing reduced quantum electrodynamics with Wilson loops
We have seen in the previous section that reduced quantum electrodynamics reproduces
the conventional theory when the boundary electric fields vanish. We now discuss the
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case of non-vanishing boundary fields, that will allow to experimentally distinguish
between the conventional and the Hamiltonian reduced theories of quantum electrody-
namics. In the reduced theory we eliminated the scalar mode of the gauge potential
from the dynamical equations, so we are interested in testing the significance of this
electric potential in regions of vanishing field strengths.
Aharonov and Bohm proposed two experiments that were designed to directly ver-
ify the physical significance of the magnetic and electric potentials in the quantum
theory, as we will review in §5.1. While the magnetic effect that is mediated by the
transverse mode of the vector potential has been observed, the corresponding elec-
tric effect that is sensitive to the longitudinal mode of the vector potential has never
been verified.11 The original experimental proposal involved the interference of elec-
tron beams, that turns out to be challenging to realize. Instead, we will employ the
simpler setup of two superconductors that interact via a Josephson junction. To study
this system, we begin in §5.2 with a discussion of a non-relativistic charged scalar in
reduced quantum electrodynamics and identify a gauge invariant voltage. In §5.3 we
identify the charged scalar with the Cooper pair condensate of a superconductor, review
basic superconductor physics and derive some relevant results from the reduced theory,
including the London equation and Josephson relations for superconductor junctions.
Finally, in §5.4, we discuss a new superconductor interference experiment [39] that is
sensitive to the physical significance of the scalar gauge potential.
5.1 The Aharonov-Bohm experiments
Aharonov and Bohm (AB) suggested two quantum interference experiments aimed at
verifying the physical significance of the longitudinal and transverse modes of the gauge
potential [26–28]. We illustrate both experimental setups in Figure 2.
In conventional quantum electrodynamics, the phase of matter couples to the po-
tential Aµ through the gauge invariant Wilson loop ∆Θ =
∮
qAµdx
µ/~, where xµ
parametrizes a closed spacetime circuit. This coupling immediately implies that the
gauge potential has physical significance even in regions of vanishing electric or magnetic
fields. We can decompose the potentials into a gauge independent transverse magnetic
componentAT, and gauge covariant scalar electric components A0 and∇·A, that each
mediate a distinct effect. The gauge invariant transverse mode of the vector potential
11In this paper we exclusively refer to the field independent Aharonov-Bohm effect, sometimes
referred to as “type I” [46]. In contrast, a field dependent electric AB effect has been observed [37, 38].
This phenomenon, where the charges traverse non-vanishing electric fields, is sometimes referred to
as “type II”, and does not suffice to verify the independent physical significance of the potential. We
will see below that reduced QED predicts a type II, but no type I electric AB effect.
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Figure 2. Schematic illustration of both the electric (left) and magnetic (right) Aharonov-
Bohm (AB) experiments. The observable relative phase of two particles depends on a closed
time-like Wilson loop, and a closed space-like Wilson loop, respectively.
induces a phase shift for space-like Wilson loops that encircle magnetic flux,
∆ΘMagnetic =
e
~
∮
AT · dx = e~Φ , (5.1)
where Φ =
∫
Σ
dS ·B denotes the magnetic flux through the surface Σ enclosed by the
Wilson loop. The gauge covariant scalar and longitudinal components induce a phase
shift for time-like Wilson loops over time dependent potentials. In Coulomb gauge we
have
∆ΘElectric = − e~
∮
A0dt . (5.2)
These unambiguous predictions have been made decades ago.
The phase shifts (5.1) and (5.2) depend only on the gauge potential along the
particle trajectory, and can be non-zero even when the particles never traverse any
non-vanishing field strengths. Aharonov and Bohm therefore suggest to guide phase
coherent beams of charged particles along two paths with different and non-trivial
potentials, but vanishing fields. In order to verify the transverse mode of the potential,
they propose to split an electron beam into two parts with each passing by a long
solenoid on opposite sides. The interference pattern of the two beams will depend on the
relative phase difference ∆ΘMagnetic, which is proportional to the magnetic flux enclosed
by the two beams. This magnetic Aharonov-Bohm effect has been experimentally
observed soon after its prediction [29, 30]. The obvious electric counterpart of this
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experiment again employs two coherent electron beams, but now they are going on
opposite sides of a capacitor (and through Faraday cages). The bias voltage is zero
until the electron wave-packet is well within the Faraday cages. The potential difference
between the cages then ramps up for some finite time, but approaches zero again before
the wave-packets exit the Faraday cages. Observing a relative phase shift ∆ΘElectric in
the resulting interference pattern would allow to verify the physical significance of the
electric potential via (5.2), because the electrons never traversed non-vanishing electric
fields. This electric Aharonov-Bohm effect has never been observed.
The coupling between the electric potential and the matter phase arises because
of the interaction term in the action that couples the current to the vector potential,
SM ⊃ −
∫
d4xAµj
µ. The addition of the boundary term ∂µ(AµF
µν) eliminates this
coupling when Gauss’ law is satisfied, which now contains only the transverse mode
S ⊃ ∫ d4xAT · j, as in (4.6). It is therefore intuitive that reduced quantum electro-
dynamic will yield only a magnetic, but no electric Aharonov-Bohm effect. We will
confirm this intuitive expectation by explicitly solving the equations of motion in §5.4.
The observation of the electric Aharonov-Bohm effect would thus rule out reduced elec-
trodynamics, while a null-observation would be inconsistent with conventional QED.
5.2 Non-relativistic charged scalar
Rather than using electron beams, we propose in [39] to use the superconducting order
parameter in a test of the electric Aharonov-Bohm effect. The low-energy description
of the superconducting order parameter is provided by the effective theory of a massive,
complex non-relativistic scalar field φ. Let us begin with the Lagrangian density of an
uncharged field,
L0 = iφ∗φ˙− 1
2m
∇φ∗ ·∇φ− U(|φ|) , (5.3)
where U(|φ|) = α|φ|2 +β|φ|4/2 is a potential and m is the scalar field mass. Promoting
the derivatives to be covariant under the spatial local U(1) symmetry (4.10) of reduced
quantum electrodynamics, ∇→D ≡∇− iqAT, we find the conserved current
jµ =
(
q|φ|2, iq
2m
(φ∇φ∗ − φ∗∇φ)− q
2|φ|2
m
AT
)µ
. (5.4)
Combing this theory of a scalar with the action for reduced electrodynamics in (3.17),
we find the Lagrangian for a charged non-relativistic scalar field
L0 =
∫
Σ
d3x AT · E˙T + iφ∗φ˙−
[
1
2m
|(∇− iqAT)φ|2 + U(|φ|) + E
2(|φ|2) +B2(AT)
2
]
.
(5.5)
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Of course, we could also have added the boundary term d(A ∧ ∗F ) to the Lagrangian
density of conventional scalar electrodynamics and performed the Hamiltonian reduc-
tion as we did above for spinor electrodynamics in Appendix A, but this would merely
constitute extra paperwork yielding the same result.
The variation of the action with respect to the electric field and vector potential
gives the usual Maxwell equations, while the variation with respect to the scalar gives
a dynamical equation for charged matter∫
Σ
d3x iφ˙ = Hφφ , (5.6)
where we defined an effective Hamiltonian for φ
Hφ ≡
∫
Σ
d3x
1
2m
(i∇+ qAT)2 + q δ
δj0
(
U(|φ|) + B
2 +E2(j0)
2
)
. (5.7)
Crucially, in this Hamiltonian the charges couple to electromagnetism through the field
strength E(j0) and transverse potential AT, only, they do not couple to any scalar
potential. As expected for a charged scalar in an external electric field, it is not possible
to derive local equations of motion, since the electric field identically satisfies Gauss’
law.
The equations of motion (5.6) are not the conventional equations of motion for a
charged non-relativistic scalar. The difference stems from the fact that we imposed
Gauss’ law on the Lagrangian, before evaluating the equations of motion for the re-
maining physical degrees of freedom.12 The electric field contributes to the equations
of motion for the phase of φ via the coupling
qV (x)φ ≡ qφ δ
δj0
(
E2(j0)
2
)
, (5.8)
where, following Weinberg13, we defined the gauge invariant voltage V (x) as the change
in the energy density per change in charge density. In reduced electrodynamics matter
couples to the voltage, not an electric potential. We can decompose the complex scalar
field as φ ≡ √neiθ to see that the coupling (5.8) has no imaginary part and therefore
contributes only to the equations of motion for the phase θ of the complex scalar field.
The dynamical equations of motion for all other physical fields coincide with those
12However, for vanishing boundary electric fields we can integrate by parts and recover the con-
ventional dynamical equations. Only for non-vanishing boundary fields do the physical dynamics
differ.
13See section 21.6 of [44].
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of conventional scalar quantum electrodynamics in Coulomb gauge.14 In the following
subsections we will see that the modified dynamical equation for the phase is responsible
for eliminating the electric Aharonov-Bohm effect.
5.3 Superconductors
Let us briefly discuss the effective low-energy description of superconductivity in re-
duced electrodynamics. We will loosely follow Weinberg’s discussion of the conventional
theory [44]. We have seen in §4 that the action for quantum electrodynamics is invari-
ant under a local spacetime U(1) transformation that vanishes at the boundary, as well
as an arbitrary local, but purely spatial U(1) transformation,
{ψ, AT} → {e−ieλ(x)ψ, AT +∇λ(x)} . (5.9)
This invariance guarantees that the Lagrangian takes the form (5.5),
L0 =
∫
Σ
d3x AT · E˙T + iφ∗φ˙−H0 [ET,∇×AT, |φ|, (∇− iqAT)φ] . (5.10)
We decompose φ =
√
neiθ into a phase θ and a density n = j0/q, with q = −2e the
Cooper pair charge, such that after integrating out the density we have a theory for
the phase
L0 =
∫
Σ
d3x AT · E˙T − nθ˙ −H0 [ET,∇×AT, n,∇θ + qAT] . (5.11)
Assuming that the system is in its stable ground state, this Lagrangian implies that
the energy has a local minimum at qAT = −∇θ. AT is divergence free, so the phase
is coherent within the superconductor, θ(t,x) = θ(t), and magnetic fields are expelled
from deep within a superconductor, B = ∇ × AT = 0. With the current (5.4) we
arrive at what coincides with the conventional London equation in Coulomb gauge,
j = −nq
2
m
AT ≡ −AT
λ2L
, (5.12)
where we defined the London penetration depth λ2L ≡ m/nq2. From the Lagrangian
we see that the negative number density −n is the canonically conjugate momentum
to the phase θ. The dynamical equation for the phase is
θ˙ = −q δH0
δj0
= −qV
~
, (5.13)
14While only some of the equations of motion differ, the resulting dynamics of all variables are
affected because the equations are coupled.
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where we temporarily reinstated ~ and that we recognize as the second Josephson
relation, but with a gauge invariant voltage V instead of the electric potential A0,
just as in Weinberg’s discussion. The relation (5.13) shows that for time independent
fields superconductors carry current at vanishing voltage difference, and thus have no
resistance.
While the phase is coherent within a superconductor, there can be a phase difference
between two nearby, but disconnected superconductors. In the absence of electric and
magnetic fields the equation for φ in the ground state can be written as
− ζ2∇2φ = φ , (5.14)
where we defined the material dependent coherence length ζ. Consider now two su-
perconductors of identical Cooper pair density n, but time dependent phase difference
∆θ(t), separated by a distance δ at a junction of surface area S. Solving (5.14), and
evaluating (5.4) to find the total current between the superconductors I = j · S we
have
I(t) = Ic sin[∆θ(t)] , Ic =
~qn|S|
mζ sinh(δ/ζ)
. (5.15)
This is the first Josephson relation and describes a phase dependent DC current at
zero voltage difference. It allows to deduce the relative phase (modulo 2pi) of two
superconductors separated no more than the coherence length ζ by measuring the
Josephson current.
5.4 Testing the electric Aharonov-Bohm effect via Josephson currents
We have now reviewed all the necessary ingredients to understand a feasible physi-
cal setup [39] that can conclusively test for the existence of the archetypal electric
Aharonov-Bohm effect. The experimental setups are shown in Figure 3. Two super-
conducting nodes are separated by a distance a and connected via thin superconducting
wires that terminate at an insulating junction far away from the superconductors. The
relative order parameter phase ∆θ = θ2− θ1 between two superconducting nodes is ob-
servable (mod 2pi) via the DC Josephson current I in (5.15) at zero voltage difference,
∆θ = arcsin
[
I
Ic
]
, (5.16)
where the critical current Ic depends on the details of junction. In one setup a voltage
difference between the superconductors is induced by placing planar capacitor plates
separated by a distance d > a on either side of the two superconductors (see right panel
of Figure 3). This applies an electric field at the superconductors, shifts the relative
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Figure 3. Top: Schematic illustration of superconductor interference experiment to detect
the original (type I, left) and the field dependent (type II, right) electric Aharonov-Bohm
effects. Bottom: Background electric field E(x) (blue) and variation of the electric field
E(x) + δE (dashed red) with respect to the superconductor charge densities j0, given fixed
voltages between the capacitor plates.
energy of the Cooper pair condensates and allows to verify the already experimentally
observed type II electric AB effect. In another setup the voltage difference is induced
by placing the capacitor plates separated by d < a in between the two superconductors
and using further shielding to ensure a constant voltage at the superconductor (see left
panel of Figure 3). In this setup the local electric fields vanish, and only the electric
potential could interact with the superconductors, which allows to test for the first
time the yet unobserved type I electric AB effect. In order to observe the phenomenon,
the relative phase is initially recorded and subsequently a bias voltage V = d × E0 is
applied to the capacitor plates for some small time T . Comparing the relative phase via
the DC Josephson effect before and after the application of the bias voltage yields the
relation between the phase velocity and the electric potential of the superconductors,
in both the type I and II experiments.
The prediction of conventional quantum electrodynamics for this experiment is
unambiguous and standard [32, 39]. The relative phase velocity is given by the con-
ventional second Josephson relation, yielding a non-vanishing relative phase shift of
∆θ = −qT
~
∫ a/2
−a/2
E(x) dx , (5.17)
for either experimental setup, where we used that the Coulomb potential difference
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between the superconductors is the integral of the electric field. There is no difference
in the predictions between the type I and type II AB effects.
While the prediction of reduced quantum electrodynamics for the type II experi-
ment is identical to that of the conventional theory, we will now show that it predicts
the absence of the type I electric AB phenomenon. This is intuitive, since the reduced
theory does not contain an electric potential that could mediate a local interaction with
the Cooper pairs.
Recall the dynamical equations governing the relative phase of the order-parameters
φ1,2 of two superconducting nodes with non-trivial electric fields between them. In
one spatial dimension, there are no transverse radiation modes ET or AT, and the
dynamical equation for a homogeneous, charged scalar field (5.6) becomes∫
Σ
dx iφ˙ =
∫
Σ
dx qV (x)φ , (5.18)
where we again have the gauge invariant voltage
V (x) ≡ 1
2
δ
δj0
E2(x) . (5.19)
The non-local equation (5.18) allows to solve for the response of the phase velocity to
all variations of the charge density j0 consistent with the boundary conditions. Within
each superconducting node the Cooper pair charge densities j01,2 = qn1,2 are constant,
and vanish outside of the nodes. The voltage depends on the variation of the squared
electric field E2(x) with respect to the density of the scalar fields n1,2. The electric
field is defined through Gauss’ law,
∂xE = j
0 , (5.20)
so it depends only on the charge density and the value of the electric field at one point.
The only distinguished points in our experimental setup are the capacitor plates, across
which we can apply a fixed bias voltage ∆V , so in (5.20) we will fix the electric field
acting on the capacitor plates to be E0 = ∆V/d, as illustrated in Figure 3.
Instead of considering the most general solution, we are interested only in the
variations δj0 of the charge density that generate the equations of motion for the
relative phase. Increasing the Cooper pair density homogeneously by δn at one node,
and simultaneously decreasing it by the same amount at the other node gives the
dynamical equation for the relative phase ∆θ,
−√nVnode∆θ˙ =
∫
Σ
dx
δ
δ(n2 − n1)
E2
2
, (5.21)
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Type I experiment Type II experiment
Location Electric Field Location Electric Field
x < −a
2
qVnodeδn x < −d2 0
−a
2
< x < −d
2
0 −d
2
< x < −a
2
E0
−d
2
< x < d
2
E0 −a2 < x < a2 E0 − qVnodeδn
d
2
< x < a
2
0 a
2
< x < d
2
E0
a
2
< x qVnodeδn d2 < x 0
Table 1. Variation of the electric field with the Cooper pair charge density mode that
generates the dynamics of the phase velocity in the type I and type II setups, see Figure 3.
where n is the on-shell Cooper pair density that corresponds to a charge that is pre-
cisely canceled by the background charge density to give net neutral superconducting
nodes. Using (5.20) and recalling that the experiment fixes the voltage (or electric
field) acting on the capacitor plates, we find the variation of the field strength under
the relevant variation of the densities in Table 1. Note that in the type I experiment
the electric field varies with the charge density only in regions of vanishing background
field, while in the type II experiment the electric field varies only in regions of non-
vanishing background field. Since the electric field appears quadratically in the relative
superconductor voltage, the relevant voltage vanishes in the type I experiment, while it
coincides with the conventional electric potential difference in the type II experiment.
Explicitly evaluating the relative phase velocity (5.21) we find the total phase shift
∆θ =
{
0 for Type I experiment
−qaE0T/~ for Type II experiment
. (5.22)
Under these boundary conditions, reduced quantum electrodynamics predicts the ab-
sence of the type I electric AB effect, while the type II effect is unaffected. These
predictions are apparently consistent with observations [35–38].
Let us emphasize that the boundary conditions in the reduced theory crucially differ
from those of conventional quantum electrodynamics: we do not fix the potential at
“infinity”, or any other undistinguished point. To fix the potential at infinity, we would
require some ideal conductor to ensure vanishing field variations there. Instead, we fix
the gauge invariant electric field across capacitor plates, as these boundary conditions
may be easy to implement in a (finite) lab, for example by connecting a battery to the
capacitor. We do not claim that these boundary conditions are realized in nature, but
merely that they are internally consistent and will be tested (and possibly ruled out) by
observing the type I electric AB effect. Conversely, if this effect remains observationally
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elusive, this would provide useful information for a refined understanding of allowed
boundary conditions in gauge theories.
6 Semi-classical resonances
In constrained theories the on-shell action can be sensitive to total derivative (i.e.
boundary) terms. For example, a term∇ ·E in the Lagrangian density appears to be a
total derivative, but it evaluates to j0 for classical solutions and clearly contributes to
the action integral. Whenever the classical action of a constrained theory is relevant, it
is therefore imperative to ensure that the action includes the correct boundary terms.
The on-shell action for reduced QED differs from the action of QED. We now discuss
how this affects the semi-classical approximation of the propagator at the simple exam-
ple of electron pair production in external electric fields. This discussion has immediate
relevance for semi-classical gravity.
The massive Schwinger model describes a massive Dirac particle of charge e in 1+1
dimensions [47–49]. For background fields exceeding e/2, the electric field becomes
metastable and Schwinger pair creation allows for a (partial) discharge of the field
strength. Tunneling and the decay of metastable states is a famously delicate subject
in quantum field theories, and presents unresolved issues associated to the measure
in quantum gravity. While the semi-classical WKB technique that assigns tunneling
probabilities between an initial I and final state F of
P ∝ e 2i~
∫ F
I dS [1 +O(~)] , (6.1)
has been applied with great success to unconstrained theories, for gauge theories it is
important to recognize the associated subtleties in order to arrive at the correct result.
It is well known that the exponent of the semi-classical electron pair creation rate is
not simply given by twice the Euclidean Maxwell action of the instanton solution, but
that the non-vanishing boundary term d(A∧∗F ) has to be included in the Lagrangian
density [40, 50].15 With this boundary term the on-shell action coincides with that of
reduced electrodynamics. It is often argued that the inclusion of this boundary term
is required for the consistency of the variational principle. This argument is at least
15A similar problem has been encountered for the nucleation process of charged black holes [41–43].
Classical electrodynamics contains an electric-magnetic duality, so the nucleation rate of magnetic and
electrically charged black holes is expected to be identical. However, the Maxwell action breaks this
symmetry as it contains the term (E2 − B2)/2, and one may fear runaway black hole production.
Hawking and Ross argued that for the scenario of electric black hole production, again, the boundary
term d(A ∧ ∗F ) should be included in the Maxwell action, while no such term is required for the
magnetic process.
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Figure 4. Example of a classically confining potential V for a non-relativistic particle of
energy E. The turning points are located at positions q = a, b, and some (complex) solutions
to the classical equations of motion are indicated.
partially unsatisfying, since the Maxwell action (when supplemented with gauge fixing)
already yields a consistent variational principle for fixed potentials at the boundary.
However, we have seen in §3.2 that the path integral measure becomes trivial when the
canonical symplectic form of the theory contains the gauge invariant and unconstrained
degrees of freedom. So rather than demanding just any consistent variational principle,
we will see at the example of the Schwinger model that if the variational problem is well
posed for boundary conditions for gauge invariant phase space variables, then the semi-
classical propagator is well approximated by the exponential of the action. Otherwise
the non-trivial integration measure has to be accounted for.
The observations in this section explicitly illustrate that the Euclidean action does
not always trivially relate to the semi-classical path integral. For quantum electro-
dynamics the Euclidean action alone is useful for semi-classical physics only when
the variational principle is well posed for gauge invariant phase space variables. In
the theory of Einstein gravity, the equivalent to the Maxwell action is the Gibbons-
Hawking-York action. The fact that the exponential of the Maxwell action fails to
describe semi-classical processes in quantum electrodynamics might inform whether its
equivalent, the GHY action, could be valid to describe quantum gravity.
6.1 Resonances in semi-classical quantum mechanics
In this section we sketch the derivation of the tunneling probability (6.1) for uncon-
strained quantum mechanical systems from the semi-classical path integral.16 We
closely follow the discussion in [52].
16The author thanks Kate Eckerle, Ruben Monten and Frederik Denef for many useful discussions
associated with the unpublished notes on a related subject [51].
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The canonical phase space for an unconstrained mechanical system is parametrized
by a variable q(t) with conjugate momentum p(t). The symplectic form is canonical,
Ω = δp ∧ δq, and the Lagrangian is given by
L = pq˙ −H(p, q) . (6.2)
To be explicit, let us assume the Hamiltonian of a non-relativistic particle of mass m
that is moving under the influence of a potential U(q),
H =
p2
2m
+ U(q) . (6.3)
The potential is illustrated in Figure 4 and has a metastable minimum at q < a and is
unbound at large q > b, where a and b denote classical turning points. We are interested
in the rate at which particles of energy E tunnel out of the metastable minimum. This
problem is the quantum mechanical analog of vacuum decay (or flux discharge) in
quantum field theory. Clearly, the rate at which particles escape though the potential
barrier of height Vmax depends on the initial state: particles of energy E > Vmax will
escape unimpeded, while particles of energy E < Vmax will have to undergo quantum
tunneling. In order to avoid an initial vacuum state where the WKB approximation
breaks down we will consider a scattering process in which an unbound in-going particle
at qI = q(t = 0) > b with energy E < Vmax scatters off the potential barrier and returns
to qF = q(t = T ) > b. The initial state, as well as possible trajectories between the
initial and final states are illustrated in Figure 4. The late-time correlation function
UT (qI , qF ; 0, T ) ≡ 〈qF , T |qI , 0〉 , (6.4)
will be dominated by the decay of the metastable state that is populated in the scat-
tering process. Our task is therefore to evaluate the correlation function (6.4) at late
times.
Given that the Hamiltonian H generates time translations, we have the path inte-
gral for the causal propagator
UT (qI , qF ; 0, T ) = 〈qF |θ(T )e− i~HT |qI〉 = θ(T )
∫ qF
qI
DqDp exp
[
i
~
∫ T
0
pq˙ −H(p, q) dt
]
,
(6.5)
where the path integral is performed over all paths connecting initial and final states.
Since the momentum appears quadratically in the Hamiltonian we can evaluate the
integral over p, and find in the limit ~→ 0 the semi-classical propagator
UT (qI , qF ; 0, T ) ∝ exp
[
−i
(∫ qF
qI
dq p−HclT
)]
, (6.6)
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where the exponent contains the action evaluated on the classical trajectory, δS = 0,
and Hcl is the Hamiltonian on that trajectory. In order to find the resonances corre-
sponding to metastable states, we are interested in the fixed energy Fourier transform
of the propagator,
U(qI , qF ;ω + i) ≡
∫
dT UT (q, 0; q, T )e
i(ω+i)T = 〈qF | i
ω + i−H |qI〉 , (6.7)
and we introduced the small positive parameter  to ensure convergence of the integral.
Performing the integral over time yields the frequency space propagator
〈qF | i
ω + i−H |qI〉 = C ×
∑
I=
{
Hcl=~ω+i
(qF ,qI)
}µI exp
[
i
~
∫ qf
qi
dq p
]
, (6.8)
where the path integral is performed over classical paths of fixed Hamiltonian Hcl,
labeled by I. C denotes an irrelevant prefactor and µI are contributions from turning
points where the semi-classical approximation fails. Figure 4 illustrates some of the
paths contained in the infinite series (6.8). Performing the sum over all semi-classical
paths yields a series of poles in the propagator corresponding to all (metastable) bound
states. Expanding around a pole at energy Hcl gives the frequency domain Breit-Wigner
distribution
|U(qI , qF ;ω + i)|2 ∝ 1
(ω −Hcl)2 + Γ2/4 , (6.9)
which corresponds to the time domain Fourier transform ∝ e−Γt indicating a decay
process with decay rate
Γ = A exp
[
2i
~
∫ b
a
dq p
∣∣
H=Hcl+i
]
. (6.10)
The integral is performed over the outgoing (Re[q˙] > 0) classical path of least absolute
action between the turning points with slightly positive imaginary Hamiltonian.
The classical momentum for our mechanical model above is given by
pcl = η
√
2m[Hcl − U(q)] , (6.11)
where
√
. . . denotes the positive branch of the square root and η = ±1. Using Hamil-
ton’s equations we find the requirement for an outgoing solution at the classical turning
point
Re[q˙]
∣∣
q=a,b
= Re
[
∂pcl
∂Hcl
]−1 ∣∣∣∣
q=a,b
∝ ηRe
[√
i
]
∝ ηRe[1 + i] > 0 , (6.12)
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such that continuity of the momentum with the outgoing solution in the classically
allowed region selects the positive imaginary momentum solution within the forbid-
den region, η = +1, and hence the familiar result without any sign ambiguity in the
exponent
Γ = A exp
[
−2
~
∫ b
a
dq
√
2m(V −Hcl)
]
. (6.13)
Although we suppressed many details, we did cover some crucial aspects of the
semi-classical derivation of decay rates that are not usually considered: we found that
the semi-classical decay rate contains the path integral over the least action path
parametrized by unconstrained degrees of freedom between initial and final configu-
rations at fixed and slightly positive imaginary classical Hamiltonian. It is important
that the Hamiltonian coincides with the energy of the system. This last requirement
fails for the Maxwell action evaluated in the Schwinger model, which invalidates its
naive use in the semi-classical propagator.
6.2 Semi-classical Schwinger pair creation in reduced QED
Having reviewed the derivation of the decay rate from the semi-classical path integral,
we now turn to evaluate the rate of electron pair production in an electric field by
finding the action that allows us to evaluate the path integral (6.10).
Consider a pair of particles with charge±e in a constant electric field E0. Explicitly,
we consider a 1+1 dimensional setup on the spacetime manifold M with coordinates
M = { (t, x) : tI ≤ t ≤ tF , − xmax ≤ x ≤ xmax } . (6.14)
The density of a particle of charge e at x¯(t) is given by
j0 = eδ[x− x¯(t)] . (6.15)
Gauss’ law in one spatial dimension, E ′ = j0, implies that the electric field is constant
and changes by ±e at the particle locations. In order to study pair-creation we choose
boundary conditions that fix the electric field E0 at any point |x| > x¯, i.e.
E(t, 0) = E0 − e , E(t, xmax) = E0 . (6.16)
These boundary conditions correspond to particles that evolve within a capacitor of
fixed voltage. During pair production the particles travel along a classically forbidden
trajectory from being coincident, ±x¯(tI) = ±0, to a classical turning point at ±x¯(tF) =
±x¯0 from where the particles begin to evolve classically. We illustrate the nucleation
process in Figure 5.
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¯Figure 5. Schematic illustration Schwinger pair production. Top: Electric field as a function
of position. Bottom: momentum squared as a function of position. The particles are shown
by blue dots at the location of the turning point.
Let us now evaluate the action for this process. Combining the Lagrangian for a
relativistic point particle of mass m with the Lagrangian (3.17) of reduced electrody-
namics we have the action for one particle
S =
∫ [
p ˙¯x−
√
m2 + p2 −
∫ xmax
0
E(x¯)2
2
dx
]
dt . (6.17)
Note that there are no transverse modes in one spatial dimension. In the reduced
system the scalar mode of the electric field is defined via the solution of Gauss’ law
with the given boundary conditions,
E(x¯) ≡ E0 − eθ(|x¯| − |x|) . (6.18)
We can evaluate the spatial integral appearing in the action to find
S =
∫
dt p ˙¯x− (√m2 + p2 − e(E0 − e/2)x¯︸ ︷︷ ︸
H
)
. (6.19)
We dropped a constant and irrelevant term +E20xmax/2 and recognize the Hamiltonian
H for a single particle. Solving H = 0 we find the classical momentum pcl and a turning
point x¯0,
p|cl = ±m
√
x¯2/x¯20 − 1 , x¯0 =
m
e(E0 − e/2) . (6.20)
We find the exponent appearing in the electron pair production rate from (6.10) by
integrating pcl over the outgoing, classically forbidden trajectory. Including a factor of
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two for the two particles being nucleated this gives the Schwinger pair production rate
Γ ∝ exp
(
2× 2× i
∫ x¯0
0
dx pcl
)
= exp
[
− m
2pi
e(E0 − e/2)
]
. (6.21)
This is indeed the correct result [53, 54].
6.3 Comparison to the Maxwell instanton action
In the previous subsection we have seen that the exponential of the reduced quantum
electrodynamics action immediately relates to the physical Schwinger pair production
rate. On the surface dA = F this action differs from the Maxwell action by a term
that contains only total derivatives,
S − SM =
∫
M
d(A ∧ ∗dA) =
∫
M
d2x∂µ(AνF
µν) . (6.22)
We now evaluate this term explicitly,
S − SM =
∫ tF
tI
dt
∫ xmax
0
dx (∂x(AtE)− ∂t(AxE)) (6.23)
=
∫ tF
tI
dt [AtE]
xmax
0 −
∫ xmax
0
dx [AxE]
tF
tI
. (6.24)
This boundary action does not only depend on fixed boundary data, as it contains both
Aµ and derivatives of Aµ. We can evaluate the boundary term in the Coulomb gauge
Ax = 0 to define the electric potential
At(t, x) = −
∫ x
0
dx′ E(t, x′) . (6.25)
The boundary terms are sensitive to only the boundary electric potential, but this
potential is non-local and depends on the electric field configuration within the bulk of
M. The boundary action is therefore sensitive to the electric field within M, not just
the boundary data. Explicitly we find
S − SM|Ax=0 =
∫ tF
tI
dt
[(
−
∫ x
0
dx′ E(t, x′)
)
E(t, x)
]xmax
0
(6.26)
=
∫ tF
tI
[
2× e(E0 − e/2)x¯− E20xmax
]
dt , (6.27)
where again the constant last term can be dropped but the first term is non-trivial.
Using the Maxwell action alone in a semi-classical approximation to a path integral
would therefore lead to a gauge dependent and incorrect result.
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6.4 Application to semi-classical quantum gravity
The Maxwell action for electrodynamics is similar to the Gibbons-Hawking-York (GHY)
action for gravity [55, 56]. While in Maxwell’s action the potentials are fixed at the
boundary, in the GHY action the boundary metric is fixed. Both approaches fix some
of the gauge degrees of freedom, and the symplectic forms of both theories are not
gauge invariant. We saw above that the exponential of the Maxwell action does not
immediately relate to semi-classical propagators. It is therefore not intuitive that the
GHY action does any better for gravity.
In contrast, the theory of reduced quantum electrodynamics has gauge invariant
phase space coordinates and a canonical symplectic form, which renders the path inte-
gral measure trivial, and thus allows us to easily evaluate the correct semi-classical path
integral. It is well known that the semi-classical path integral for quantum gravity using
the GHY action yields many puzzles, including an ambiguous path integral measure.
This observation suggests that that a reduced theory of gravity with gauge invariant
phase space, canonical symplectic form and trivial path integral measure might yield a
better behaved theory of semi-classical quantum gravity. The reduced gravitational ac-
tion was constructed in [57] for a simple example of Jackiw-Teitelboim gravity [58, 59]
that describes spherically symmetric four-dimensional systems [60]. Just as in Maxwell
theory, the use of gauge invariant variables changes the instanton action relevant for
the decay of metastable (de Sitter) states with non-vanishing asymptotic fields [61] .
7 Conclusions
Faddeev and Jackiw proposed a reduced theory of quantum electrodynamics that elim-
inates the scalar potential, is manifestly gauge invariant and consistent with observa-
tions [24, 25]. The widely known magnetic Aharonov-Bohm (AB) effect, that serves to
verify the significance of the transverse vector potential, was predicted and observed
six decades ago [26–30]. AB also predicted a less known electric phenomenon that
would verify the physical significance of the scalar potential, but this effect has never
been observed. The existence of this electric effect is a key assumption in recent the-
oretical investigations of the allowed boundary conditions in gauge theories [1–16]. In
the present work we showed that the unobserved electric AB effect is absent in the
reduced theory of quantum electrodynamics. A conclusive experimental test is feasible
via a simple superconductor interference experiment [39]. A reduced theory of gravity
would have an impact on the predictions of semi-classical gravity [61], and might alle-
viate a problem with the measure. It will be interesting to understand the impact of
Hamiltonian reduction on the status of the strong CP problem.
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A Hamiltonian reduction for spinor electrodynamics
To illustrate the power of the Hamiltonian reduction, we now perform the procedure
explicitly to re-derive (4.6).
Just as above, we perform a Hodge decomposition on the compact manifold Σ of
the spatial components A and E,
A ≡ AT +∇As , E ≡ ET +∇Es . (A.1)
Substituting this into (3.10), dropping irrelevant boundary terms that do not affect
the symplectic form and evaluating the non-linear constraint for the magnetic field,
0 = δH/δB, we arrive at the the Lagrangian
L 1
2
=
∫
Σ
d3x
1
2
ζ>ωζ˙ −H(ζ, As, Es, A0) , (A.2)
where
ζ =

A
iψ†
E
ψ
 , ω =
(
0 1
−1 0
)
, (A.3)
and the Hamiltonian is now given by
H =
∫
Σ
d3x
E2 +B2(AT)
2
− ψ¯ (γ · [i∇+ eAT + e∇As]−m)ψ + A0(ψ†ψ −∇ ·E) .
(A.4)
Just as before, A0 appears linearly in the Hamiltonian. The variation of this Lagrange
multiplier therefore imposes Gauss’ law, the only true constraint of the theory. Using
(3.15) to solve for Es(j
0) thus removes the longitudinal mode of the electric field,
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E(ψ†ψ) ≡ ET +∇Es(ψ†ψ). However, note that the longitudinal mode of A appears
in the symplectic form, so we have a non-canonical kinetic term in the Lagrangian,
L 1
2
=
∫
Σ
d3x AT · E˙T + A˙s∇ ·E(ψ†ψ) + iψ†ψ˙ (A.5)
− E
2(ψ†ψ) +B2(AT)
2
+ ψ¯ (γ · [i∇+ eAT + e∇As]−m)ψ ,
where we integrated by parts the kinetic term, and added irrelevant time derivatives.
Using the solution for the longitudinal mode of the electric field, ∇ ·E(ψ†ψ) = eψ†ψ,
and performing the Darboux transformation ψ → eieAsψ then results in a canonical
kinetic term and the longitudinal mode As entirely disappears from the theory, yield-
ing just the action (4.6) that we already argued for earlier. This derivation was first
performed by Faddeev and Jackiw for vanishing boundary fields [24, 25].
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