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UNEXPECTED BIASES IN PRIME FACTORIZATIONS AND
LIOUVILLE FUNCTIONS FOR ARITHMETIC PROGRESSIONS
SNEHAL M. SHEKATKAR AND TIAN AN WONG
Abstract. We introduce a refinement of the classical Liouville function to
primes in arithmetic progressions. Using this, we discover new biases in the
appearances of primes in a given arithmetic progression in prime factorizations
of integers. For example, we observe that the primes of the form 4k+1 tend to
appear an even number of times in the prime factorization of a given integer,
more so than for primes of the form 4k+3. We also consider variants of Po´lya’s
conjecture, supported by extensive numerical evidence, and its relation to other
well-known conjectures.
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1. Introduction
1.1. The Liouville function. The classical Liouville function is the completely
multiplicative function defined by λ(p) = −1 for any prime p. It can be expressed
as
(1.1) λ(n) = (−1)Ω(n)
where Ω(n) is the total number of prime factors of n. One sees that it is −1 if n has
an odd number of prime factors, and 1 otherwise. By its relation to the Riemann
zeta function
(1.2)
∞∑
n=1
λ(n)
ns
=
ζ(2s)
ζ(s)
,
the Riemann hypothesis is known to be equivalent to the statement that
(1.3)
∑
n≤x
λ(n) = O(x1/2+)
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for any  > 0; whereas the prime number theorem is equivalent to the estimate
o(x). Indeed, the behaviour of the Liouville function, being a close relative of the
more well-known Mo¨bius function, is strongly connected to prime number theory.
Also, we note that by the generalized Riemann hypothesis, one also expects (1.3)
to hold for partial sums of λ(n) restricted to arithmetic progressions.
In this paper, we introduce natural refinements of the Liouville function, which
detect how primes in given arithmetic progressions appear in prime factorizations.
Interestingly, we find that that these functions behave in somewhat unexpected
ways, which is in turn related to certain subtleties of the original Liouville function.
We now describe this briefly.
Define Ω(n; q, a) to be the total number of prime factors of n congruent to a mod
q, and
(1.4) λ(n; q, a) = (−1)Ω(n;q,a)
to be the completely multiplicative function that is −1 if n has an odd number
of prime factors congruent to a mod q, and 1 otherwise. They are related to the
classical functions by
(1.5) λ(n) =
q−1∏
a=0
λ(n; q, a), Ω(n) =
q−1∑
a=0
Ω(n; q, a).
Using this we study the asymptotic behaviour instead of
(1.6) L(x; q, a) =
∑
n≤x
λ(n; q, a),
hence the distribution of the values of λ(n; q, a). Also, we will be interested in r-fold
products of λ(n; q, a),
(1.7) λ(n; q, a1, . . . , ar) =
r∏
i=1
λ(n; q, ai)
where the ai are residue classes mod q, with 1 ≤ r ≤ q, and define Ω(n; q, a1, . . . , ar)
and L(x; q, a1, . . . , ar) analogously.
1.2. Prime factorizations. Given a prime number p, we will call the parity of
p in an integer n to be even or odd, according to the exponent of p in the prime
factorization of n. This includes the case where p is prime to n, in which case its
exponent is zero and therefore having even parity.
Landau showed that the number of n ≤ x containing an even (resp. odd) number
of prime factors both tend to
(1.8)
1
2
x+O(xec
√
log x)
with x tending to infinity, and c some positive constant. Soon after, Po´lya asked
whether the sum
(1.9)
∑
n≤x
λ(n) ≤ 0
for all x > 2; this was shown to be false by Haselgrove [H] using the zeroes of ζ(s),
and that in fact the sum must change sign infinitely often. Indeed, the first sign
change was later computed to be around 9× 108. A similar was problem posed by
Tura´n on the positivity of partial sums of λ(n)/n, which was also shown to be false,
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Figure 1. L(x; 2, 2) and L(x; 2, 1).
with the first sign change taking place around 7×1013. (See [MRT] for a discussion
of these problems.)
On the other hand, by the equidistribution of primes in arithmetic progressions,
one might guess that the number of n ≤ x containing an even (resp. odd) number
of prime factors p ≡ a mod q, for a fixed arithmetic progression would be evenly
distributed over residue classes coprime to q. By our analysis of λ(n; q, a), we find
that this seems not to be the case. We view this as a different kind of ’unexpected
bias’, in contrast to [LOS], who uncovered biases in consecutive primes, and show
its connection to the Hardy-Littlewood k-tuples conjecture.
For example, if we consider the parity of 2 and the parity of the odd primes
separately, we find the behaviour of the partial sums as in Figure 1 above. Indeed,
we prove that the sum L(x; 2, 1) is o(x), and O(x1/2+) on the Riemann hypothesis;
whereas L(x; 2, 2) ≥ 0 and tends to 13x unconditionally. Numerically, we find that
L(x; 2, 1) ≤ 0 at least up to x ≤ 109. Interestingly, in spite of the expected square-
root cancellation of L(x; 2, 1), the graph suggests that λ(x; 2, 1) favors −1 more
than 1. That is, separating the primes dividing the modulus appears to ‘tame’ the
randomness of λ(n).
More generally, we have the following theorem.
Theorem 1.1. Given any q ≥ 2, let a1, . . . , aϕ(q) be the residue classes mod q such
(ai, q) = 1, and b1, . . . , bq−ϕ(q) the remaining residues classes. Then
(1.10)
∑
n≤x
λ(n; q, a1, . . . , aϕ(q)) = o(x),
for x ≥ 1. Assuming the Riemann hypothesis, it is in fact O(x1/2+) for all  > 0.
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Figure 2. L(x; 4, 3) and L(x; 4, 1).
On the other hand,
(1.11)
∑
n≤x
λ(n; q, b1, . . . , bk) =
 k∏
i=1
∏
p|bi
p− 1
p+ 1
x+ o(x)
for any 1 ≤ k ≤ q − ϕ(q).
In fact, it is straightforward to show that the estimate O(x1/2+) is equivalent to
the Riemann hypothesis, as in the classical Liouville function.
Having separated the odd primes, the natural thing to do next is to consider
primes mod 4. Surprisingly, we observe the behaviour as in Figure 2 above. In
this case, the arithmetic function λ(n; 4, 3) resembles the non-principal Dirichlet
character mod 4, and its partial sums are shown to be positive. On the other hand,
the behaviour of λ(n; 4, 1) turns out to be related to the classical λ(n) restricted
to arithmetic progressions mod 4. Numerically, we checked that the L(x; 4, 1) ≥ 0
up to x ≤ 1011, but for arbitrary x were only able to prove the weak estimate in
Lemma 3.11.
For general moduli, taking r = ϕ(q)/2, for certain choices of a1, . . . , ar coprime to
q, the function λ(n; q, a1, . . . , ar) resembles a Dirichlet character, and in this sense
is ‘character-like,’ in the sense of [BCC]. In this case, we can predict the behaviour
of the function and its ‘complement’, that is, when we are in the analogous setting
to λ(n; 4, 1) and λ(n; 4, 3).
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Figure 3. Combinations of L(x; 5, ∗, ∗).
Theorem 1.2. Let a1, . . . , aq−r and b1, . . . , br be as above. Then
(1.12)
∑
n≤x
λ(n; q, a1, . . . , aq−r) = O(x1/2+)
is equivalent to the Riemann hypothesis for L(s, χq); unconditionally, it is o(x). On
the other hand,
(1.13)
∑
n≤x
λ(n; q, b1, . . . , br) = O(log x).
if there is only one non-principal real Dirichlet character mod q, if there is more
than one then we have only o(x1−δ) for some δ > 0.
Moreover, we show that when r 6= ϕ(q)/2, and (ai, q) = 1, the behaviour of
λ(n; q, a1, . . . , ar) is determined. Otherwise, the behaviour of λ(n; q, a1, . . . , ar)
seems more difficult to describe precisely, and in this case it is interesting to ask
the same question as Po´lya did for λ(n). For example, with modulus 5 we observe
as in Figure 3, that except for the character-like function and its complement, the
partial sums tend to fluctuate with a positive bias, except for λ(n; 5, 1, 2), which
already changes sign for small x. The remaining three remain positive up to x ≤ 107,
which leads us to ask whether they eventually change sign. (See Problem 5.1.)
Theorem 1.3. Let a1, . . . , ar be residue classes mod q, coprime to q. Then for
r 6= ϕ(q)/2,
(1.14)
∑
n≤x
λ(n; q, a1, . . . , ar) = b0x(log x)
2r/ϕ(q)−2 +O(x(log x)2r/ϕ(q)−3)
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where b0 is an explicit constant such that b0 > 0 if 2r < ϕ(q) and b0 < 0 if
2r > ϕ(q).
If r = ϕ(q)/2 and λ(n; q, a1, . . . , ar) is not character like, we have again
(1.15)
∑
n≤x
λ(n; q, a1, . . . , aϕ(q)) = o(x),
for x ≥ 1. Assuming the Riemann hypothesis, it is in fact O(x1/2+) for all  > 0.
The most intriguing aspect of our new family of Liouville-type functions, in light
of the conjectures of Po´lya, Tura´n, and even Mertens, is distinguishing when the
partial sums of λ(n; q, a1, . . . , ar) have any sign changes at all, or if a sign change
occurs, then there must be infinitely many sign changes must follow. Our theorems
only answer this question partially, and we speculate on this in Problem 5.1.
We also prove some results on distribution of total number of primes in arithmetic
progression, though the analogues Ω(n; q, a) and ω(n; q, a) are more well-behaved,
though we still observe some slight discrepancy in the implied constants in the
growth of the partial sums, with respect to the residue class. For example, we show
that
(1.16)
∑
n≤x
ω(n; q, a) =
1
ϕ(q)
x log log x+O
( 1
φ(q)
x
log x
)
(see Proposition 4.1), and that ω(n; q, a) is distributed normally, as an application
of the Erdo˝s-Kac theorem.
Note that we have not considered the ‘mixed’ case, where λ(n; a1, . . . , ar) con-
tains both residue classes that are and are not coprime to q. Numerical experiments
seem to suggest that they do affect the behaviour in small but observable ways, in
particular, we observe that the adding several residue classes may cause a sum to
fluctuate more. See Section 5 for a discussion and an example.
Remark 1.4. We mention the recent work of [BCC], in which the authors consider
any subset A of prime numbers, and define ΩA(n) to be the number of prime factors
of n contained in n, counted with multiplicity. They then define a Liouville function
for A to be
(1.17) λA(n) = (−1)ΩA(n),
taking value −1 at primes in A and 1 at primes not in A, and show, for example,
that λA(n) is not eventually periodic in n. Our functions can be viewed as particular
cases of λA(n) where A is a set of primes in a given arithmetic progression.
1.3. This paper. This paper is organized as follows. In Section 2 we develop basic
properties of the Liouville function for arithmetic progressions. In Section 3, we
study the parity of the number of primes in arithmetic progressions appearing in a
given prime factorization, while in Section 4 we study the distribution of the total
number of such primes.
In Section 5, we discuss numerical experiments and the observed behaviour of
these Liouville functions. Based on these, we pose several problems in Problem
5.1 in comparison to the original problem of Po´lya. We note that the techniques
used in this paper are mainly complex analytic, and the estimates obtained are not
necessarily optimal.
Notation. Throughout the paper we fix the following conventions:  will denote
a positive real number and c an absolute constant, which will vary depending on
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the context. We also denote by [x] the floor function, or the greatest integer less
than x.
Acknowledgments. The second author would like to thank Neha Prabhu for
helpful discussions.
2. First estimates
2.1. Basic properties. We develop some basic properties of the Liouville func-
tion for arithmetic progressions, analogous to the classical results. Using this we
prove a basic estimate for the distribution of λ(n; q, a). Most of the statements in
this section will be proven for λ(n; q, a), and we leave to the reader the analogous
statements for products λ(n; q, a1, . . . , ar).
We begin with a broad description.
Lemma 2.1. λ(n; q, a) is aperiodic and unbounded.
Proof. The first statement follows as a special case of [BCC]. The second follows,
for example, from the Erdo˝s discrepancy problem,1 but we will also prove this more
directly below. 
Recall that the classical Liouville function satisfies the identity
(2.1)
∑
d|n
λ(d) =
{
1 if n is a perfect square,
0 otherwise.
The following proposition gives the analogue of this identity.
Lemma 2.2. Let n = n1n2 where n1 is not divisible by any p ≡ a mod q. Then
we have
(2.2) S(n; q, a) :=
∑
d|n
λ(d; q, a) =
{
τ(n1) if n2 is a perfect square,
0 otherwise.
where τ(n) is the divisor function.
Proof. We will proceed by induction on k, writing n2 = p
r1
1 . . . p
rk
k . First suppose
k = 0, then by definition λ(n1; q, a) = 1, and therefore S(n1; q, a) = τ(n1). On the
other hand, if k = 1 and r1 is odd, then n = n1p
r1
1 and
(2.3) S(n; q, a) =
∑
d|a
r1∑
i=0
λ(n1p
i
1; q, a) =
∑
d|a
λ(n1)
r1∑
i=0
(−1)i,
and the inner sum vanishes since r1 is odd.
Now suppose that (2.2) holds for k− 1, and define A such that n = Aprkk . Then
(2.4) S(n; q, a) =
∑
d|A
rk∑
i=0
λ(Apik; q, a),
which, by multiplicativity, is
(2.5)
(∑
d|A
λ(A; q, a)
)( rk∑
i=0
λ(pik; q, a)
)
= S(A; q, a)
rk∑
i=0
(−1)i,
1It may seem like big hammer to invoke, but it is worth noting that amongst our λ(n; q, a)
are ‘character-like’ multiplicative functions considered in [BCC], whose O(log x) growth constitute
near misses to the problem.
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since λ(pik; q, a) = (−1)i. Now we see that if n2 is a perfect square, the sum is equal
to 1 and S(A; q, a) = τ(A) by hypothesis; whereas if n2 is not a perfect square,
either rk is odd and the sum vanishes, or rk is even and rk′ is odd for some k
′ < k,
in which case S(A; q, a) = 0 by hypothesis. 
From this we have a crude first estimate:
Corollary 2.3. L(x; q, a) = O(x log x) for any a, q, and x > 1.
Proof. This follows from the Mo¨bius inversion formula
(2.6) λ(n; q, a) =
∑
d|n
µ
(n
d
)
S(d; q, a),
and by applying the trivial bounds on µ(n) and S(n; q, a). 
We will now do slightly better, at the expense of less elementary methods. We
say a subset A of primes is said to have sifting density κ, if
(2.7)
∑
p∈A:p≤x
log p
p
= κ log x+O(1).
where 0 ≤ κ ≤ 1. In particular, we will take A to be the set of primes congruent to
certain a mod q. For example, we have κ = 0 if (a, q) > 1, and for (a, q) = 1 with
q odd, we have 0 < κ ≤ 12 with equality only when ϕ(q) = 2.
Proposition 2.4. We have for κ < 12 , and (a, q) = 1,
(2.8)
∑
n≤x
λ(n; q, a) = (1 + o(1))
Cκx
(log x)2κ
where Cκ > 0 is an explicit constant depending on a, q and κ, and for κ ≥ 12 ,
(2.9)
∑
n≤x
λ(n; q, a) = o(x).
Proof. This follows from [BCC, Theorem 5], as an application of the Liouville
function for A, choosing A to be a set of primes in arithmetic progression. 
Remark 2.5. More generally, if we take A to consist of several residue classes ai
mod q, then κ will also vary accordingly according to the number of residue classes
prime to q that are taken. In this case, we may replace the sum over λ(n; q, a) by
λ(n; q, a1, . . . , ar) to obtain similar estimates.
We also record the following estimates for the classical Liouville function as a
benchmark.
Lemma 2.6. We have
(2.10)
∑
n≤x
λ(n) = O(xe−c1
√
log x).
and
(2.11)
∑
n≤x
n∈P
λ(n) = −c2x(log x)−r/φ(q)−1 +O(x(log x)r/φ(q)−2)
where P is a set of r residue classes coprime to q > 2 and c1, c2 > 0.
UNEXPECTED BIASES AND LIOUVILLE FUNCTIONS 9
Proof. The first is well known. The second follows by the relation of λ(n) to the
Mo¨bius function
(2.12)
∑
n≤x
λ(n) =
∑
n≤√x
∑
m≤x/m2
µ(m)
and the fact that
(2.13)
∑
n≤x
n∈P
µ(n) = −c2 x
(log x)r/φ(q)+1
+O(x(log x)r/φ(q)−2).
from [C, Theorem 2]. 
In particular, we observe that when λ(n) is restricted to arithmetic progressions
(containing infinitely many primes), its partial sums tend to be negative. One can
also show that its limiting distribution is negative using its relation to Lambert
series.
2.2. Complete multiplicativity. We now use some general facts about com-
pletely multiplicative functions to show what one might expect to hold in our case.
Here we have not strived to provide the best bounds, but rather those simplest to
state to illustrate the general picture.
The first shows the values of λ(n) restricted to residue classes is equidistributed.
Proposition 2.7. Let f be a completely multiplicative function, A,Q ≥ 1, x > Q
and (a, q) = 1. Then
(2.14)
∑
n≤x
n≡a(q)
f(n)− 1
φ(q)
∑
n≤x
(n,q)=1
f(n) = O(
x
q
√
logA
)
for all q > Q, except possibly for multiples of one of at most two exceptional moduli.
Proof. See [AGS]. 
One may also consider a variant of the Chowla conjecture for the Liouville func-
tion: Fix a, q relatively prime. Given distinct integers h1, . . . , hk, fix a sequence of
signs j = ±1 for 1 ≤ j ≤ k. Then one would like to know whether
(2.15)
∑
n≤x
k∏
i=1
λ(n+ hi; q, a) = o(x).
for all k. In particular, the number of n ≤ x such that λ(n + j; q, a) = j for
all1 ≤ j ≤ k is
(2.16)
(
1
2k
+ o(1)
)
x.
Roughly, this tells us that λ(n; q, a) takes the value 1 or −1 randomly.
Using known results, we have the following evidence towards the conjecture.
Proposition 2.8. For every h ≥ 1 there exists δ(h) > 0 such that
(2.17)
1
x
∣∣∣∣∣∣
∑
n≤x
λ(n; q, a)λ(n+ 1; q, a)
∣∣∣∣∣∣ ≤ 1− δ(h)
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for all x large enough. Similarly,
(2.18)
1
x
∣∣∣∣∣∣
∑
n≤x
λ(n; q, a)λ(n+ 1; q, a)λ(n+ 2; q, a)
∣∣∣∣∣∣ ≤ 1− δ(h)
Proof. This follows as a special case of [MR]. 
Remark 2.9. We also note that as an application of [MR, Corollary 5] on sign
changes of certain multiplicative functions, there exists a constant C such that
every interval [x, x+C
√
x] contains a number with an even number of prime factors
in a fixed arithmetic progression a mod q, and another one with an odd number of
such prime factors.
3. Parity
We now turn to the average behaviour of our λ(n; q, a). A refinement of Po´lya’s
problem leads us to ask: consider the prime factorization of a composite number n.
Do the primes in arithmetic progressions tend to appear an even or odd number of
times? As described in the introduction, we show that one encounters surprising
biases, namely, that the answer depends strongly on the arithmetic progression
chosen.
3.1. Dirichlet series. Since λ(n; q, a) is completely multiplicative, we can form
the Dirichlet series generating function
(3.1) D(s; q, a) :=
∞∑
n=1
λ(n; q, a)
ns
= ζ(s)
∏
p≡a(q)
1− p−s
1 + p−s
using the Euler product in the case (a, q) = 1, and by the trivial bound converges
absolutely for Re(s) > 1. Taking the product over all such a, we obtain
(3.2)
∏
(a,q)=1
D(s; q, a) = ζ(2s)ζ(s)ϕ(q)−2
∏
p|q
1 + p−s
1− p−s .
and we see that in the region Re(s), the expression has a pole of order ϕ(q)− 2 at
s = 1 and a simple pole at s = 12 . Moreover, if we include residue classes a such
that (a, q) > 1, in which this case D(s; q, a) is equal to ζ(s) up a finite number of
factors, we have
(3.3)
q−1∏
a=0
D(s; q, a) = ζ(2s)ζ(s)q−2,
generalizing the classical formula.
Similarly, for products λ(n; q, a1, . . . , ar) with (ai, q) = 1 for each i, we have
(3.4) D(s; q, a1, . . . , ar) = ζ(s)
r∏
i=1
∏
p≡ai(q)
1− p−s
1 + p−s
and
(3.5) D(s; q, a1, . . . , ar)D(s; q, a
′
1, . . . , a
′
ϕ(q)−r) = ζ(2s)
∏
p|q
1 + p−s
1− p−s .
where a′1, . . . , a
′
ϕ(q)−r are the remaining residue classes coprime to q.
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Remark 3.1. We note in passing that by the non-negativity of the convolution
1 ∗ λ(n; q, a1, . . . , ar), together with Dirichlet’s hyperbola method, it is a pleasant
exercise to show that any such Dirichlet series D(s; q, a1, . . . , ar) is nonvanishing at
s = 1, without appealing to the nonvanishing of ζ(s).
It is known that for (a, q) = 1, the partial product
(3.6) Fa(s) =
∏
p≡a(q)
1
1− p−s
converges absolutely for Re(s) > 1, and has analytic continuation to Re(s) ≥
1− C/ log t for |t| < T, and T ≥ 10 [K, p.212]. It can be expressed as
(3.7)
∏
p≡a(q)
1
1− p−s = ζ(s)
1/ϕ(q)eGa(s),
where Ga(s) is given by
(3.8)
1
ϕ(q)
∑
χ 6=χ0
χ(a¯)
(
logL(s, χ) +
∑
p
∑
m>1
χ(p)− χm(p)
mpms
)
+
1
ϕ(q)
∑
p|q
log(1− p−s),
where aa¯ ≡ 1 mod q, and χ runs over Dirichlet characters mod q.
Even though λ(n; q, a) is not eventually periodic, we are still relate it at times
to Dirichlet characters by the following identity.
Proposition 3.2. Let q > 2. Given any χq is a non-principal real Dirichlet char-
acter mod q, there is a combination of residue classes, say a1, . . . , ar such that
(3.9) D(s; q, a1, . . . , ar) =
∏
p|q
1
1− p−sL(s, χq).
Proof. Given χq, it is clear that we can choose a combination of of residue classes
a1, . . . , ar, coprime to q such that
(3.10) λ(n; q, a1, . . . , ar) = χq(n)
for any n in (Z/qZ)×. Then it is clear that we may express the Dirichlet series as
D(s; q, a1, . . . , ar) =
∏
p
(1− λ(p; q, a1, . . . , ar)p−s)−1(3.11)
=
∏
p|q
(1− p−s)−1
∏
p 6| q
(1− χq,a(p)p−s)−1,(3.12)
and the result follows. 
Finally, note that by the general theory of Dirichlet series we can relate it to the
summatory function by
(3.13) D(s; q, a) = s
∫ ∞
1
L(x; q, a)x−s−1dx
for Re(s) large enough. We will use this expression implicitly throughout.
Remark 3.3. From the Mo¨bius inversion formula it follows then that
(3.14)
∞∑
n=1
S(n; q, a)
ns
= D(s; q, a)ζ(s) = ζ(s)2
∏
p≡a(q)
1− p−s
1 + p−s
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where the second equality follows from (3.1), but we will not use this relation in
this paper.
3.2. The odd primes and 2. The first natural refinement is to ask what is the
parity of (i) the odd primes and (ii) the prime 2 in prime factorizations. Indeed,
we have:
Proposition 3.4.
(3.15)
∑
n≤x
λ(n; 2, 1) = O(x1/2+),
for x ≥ 1, assuming the Riemann hypothesis, for all  > 0. Otherwise, we have
o(x). 2 On the other hand,
(3.16)
∑
n≤x
λ(n; 2, 2) =
1
3
x+ o(x)
and is nonnegative for all x ≥ 1.
Proof. We first treat the simpler case L(n; 2, 2). The Dirichlet series
(3.17) D(s; 2, 2) =
1− 2−s
1 + 2−s
ζ(s)
has meromorphic continuation to Re(s) ≥ 1 with only a simple pole at s = 1 with
residue 13 , and is holomorphic for Re(s) > 1, hence we have
(3.18)
∑
n≤x
λ(n; 2, 2) =
1
3
x+ o(x)
by the Ikehara-Wiener theorem.
Now, notice that λ(n; 2, 2) is always 1,−1, 1 when n is of the form 4k + 1, 4k +
2, 4k+ 3 respectively. Only if it is of the form 4k it can take 1 or −1, in which case
it is determined by the value λ(k; 2, 2). Thus the first few summands of L(x; 2, 2)
are
(3.19) 1− 1 + 1 + λ(4; 2, 2) + 1− 1 + 1 + λ(8; 2, 2) + . . .
and continuing thus, we conclude that for L(x; 2, 2) ≥ 0 for all x ≥ 1.
Next, we treat the case L(x; 2, 1). Notice that
(3.20) D(s; 2, 1) =
1 + 2−s
1− 2−s
ζ(2s)
ζ(s)
where we recall from (1.2) that ζ(2s)/ζ(s) is the Dirichlet series for the classical
Liouville function. Since ζ(s) has a simple pole at s = 1 and is nonvanishing on
Re(s) = 1, it follows that D(s; 2, 1) has analytic continuation to Re(s) ≥ 1, and
D(1; 2, 1) = 0. Thus we have
(3.21)
∑
n≤x
λ(n; 2, 1) = o(x)
unconditionally. As with the classical Liouville function, assuming the Riemann
hypothesis, we see that D(s; 2, 1) continues analytically to Re(s) > 12 , and has a
simple pole at s = 12 , thus we find that L(x; 2, 1) = O(x
1
2+). 
2As in Figure 1, from numerical evidence we expect it to be in fact always negative for x > 2.
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By a similar argument, we observe the following behaviour for general arithmetic
progressions:
Theorem 3.5. Given any q ≥ 2, let a1, . . . , aϕ(q) be the residue classes mod q such
(ai, q) = 1, and b1, . . . , bq−ϕ(q) remaining the residues classes. Then
(3.22)
∑
n≤x
λ(n; q, a1, . . . , aϕ(q)) = O(x
1/2+),
for x ≥ 1, assuming the Riemann hypothesis, for all  > 0. Otherwise, we have
o(x).
On the other hand,
(3.23)
∑
n≤x
λ(n; q, b1, . . . , bk) =
 k∏
i=1
∏
p|bi
p− 1
p+ 1
x+ o(x)
for any 1 ≤ k ≤ q − ϕ(q).
Proof. Simply observe that the Dirichlet series in this setting can be expressed as
(3.24) D(s; q, a1, . . . , aϕ(q)) =
ζ(2s)
ζ(s)
∏
p|q
1 + p−s
1− p−s ,
and
(3.25) D(s; q, b1, . . . , bk) = ζ(s)
k∏
i=1
∏
p|bi
1− p−s
1 + p−s
,
and argue as in Proposition 3.4. 
Remark 3.6. Qualitatively, we note that since (p − 1)/(p + 1) < 1 for any p, the
growth rate becomes slower and slower as more p’s enter into the product. Numer-
ically, we also observe that (3.22) appears to be non-positive for x > 1. See Section
5 for further discussion.
The following corollary is proved in the same manner for the classical Liouville
function, after the method of Landau.
Corollary 3.7. With assumptions as in Theorem 3.5,
(3.26)
∑
n≤x
λ(n; q, a1, . . . , aϕ(q)) = o(x),
is equivalent to the prime number theorem.
By a similar reasoning, we shall see that one can also recover Dirichlet’s theorem
on primes in arithmetic progressions, but only in cases where there are no complex
(i.e., non-real) Dirichlet characters mod q.
3.3. A Chebyshev-type bias. We show a result using the properties developed
above, which can be interpreted as: the number of prime factors of the form 4k+ 1
and 4k + 3 both tend to appear an even number of times, but the former having a
much stronger bias. We first require the following formula.
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Lemma 3.8. Define the characteristic function
(3.27) c(x, k) =
{
1 2k ≤ x < 3k mod 4k
0 otherwise
for any x > 0. Then
(3.28)
∑
n≤x
λ(n; 4, 3) =
∞∑
k=1
c(x, 2k),
the with finitely many terms on the right-hand side being nonzero.
Proof. To prove the formula, we repeatedly apply the elementary fact that if n ≡ 1
mod 4 (resp. 3 mod 4), then the prime factors of n of the form 3 mod 4 appear an
even (resp. odd) number of times.
First, observe that λ(n; 3, 4) is 1 or −1 if n is 1 or 3 mod 4, thus the sum
(3.29)
∑
n≤x
n≡1(2)
λ(n; 4, 3)
is equal to c(n, 2). Then we move on to the even numbers, which, written as
2m, 2(m+ 1) and using λ(2; 4, 3) = 1, gives again the pattern 1 and −1 depending
on whether m is 1 or 3 mod 4. The even numbers of the form 4 and 6 mod 8
contribute the term c(n, 22).
Repeating this process we obtain the terms c(n, 2k) for all k, but certainly for k
large enough this procedure will cover all n ≤ x, so only finitely many terms will
be nonzero. 
Proposition 3.9. Let χ4 be the non-principal Dirichlet character mod 4. Then
(3.30)
∑
n≤x
λ(n; 4, 1) = O(x1/2+)
assuming the Riemann hypothesis for L(s, χ4), otherwise we have o(x) uncondition-
ally. On the other hand,
(3.31)
∑
n≤x
λ(n; 4, 3) = o(x)
for any  > 0 and is nonnegative for x ≥ 1.
Proof. We first prove the latter statement. The Dirichlet series of λ(n; 4, 3) can be
written as
(3.32) D(s; 4, 3) =
1
1− 2−sL(s, χ4),
thus we see that D(s; 4, 3) has analytic continuation to the half-plane Re(s) > 0.
Moreover, χ4 being an even Dirichlet character one knows that L(s, χ4) vanishes
at s = 0, whereas the denominator 1− 2−s has a pole at s = 0.
From the explicit formula in Lemma 3.8 we also see immediately that L(x; 4, 3) is
nonnegative, and given any C > 0 we can find x large enough so that L(x; 4, 3) > C.
Hence D(s; 4, 3) has a simple pole at s = 0, and finally we conclude that
(3.33)
∑
n≤x
λ(n; 4, 3) = o(x)
for any  > 0.
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On the other hand, from (3.2) we have
(3.34) D(s; 4, 1)D(s; 4, 3) = ζ(2s)
1 + 2−s
1− 2−s ,
which by (3.32) is
(3.35) D(s; 4, 1) =
ζ(2s)
L(s, χ4)
(1 + 2−s)
Comparing both sides, we observe that D(s; 4, 1) is analytic in the region Re(s) ≥ 1,
giving o(x) unconditionally by analytic continuation of L(s, χ4). Moreover, assum-
ing the Riemann hypothesis for L(s, χ4), we see that D(s; 4, 1) in fact converges
absolutely in Re(s) > 12 , with only a simple pole at s =
1
2 , so that
(3.36)
∑
n≤x
λ(n; 4, 1) = o(x).
since L( 12 , χ4) > 0. 
Remark 3.10. Indeed, we can numerically observe that the growth of L(x; 4, 1) is
extremely slow: for x ≤ 107 the maximum value attained is 14, while for x ≤ 109
the maximum value is 29. Also, numerical experiments support the expectation
that
(3.37)
∑
n≤x
λ(n; 4, 1) ∼ 2.557x1/2
using the approximation L(s, χ) = 0.6677 . . . at s = 12 . Unfortunately, we have
only the poor unconditional estimate below.
Lemma 3.11. Let χ′12, χ
′′
12 be the Dirichlet characters mod 12 such that χ(5) 6=
χ(11). Then
(3.38)
∑
n≤x
λ(n; 4, 1) = Cx1/2 − 1
2
∑
a≤x
(χ′12 − χ′′12)(a)
∑
x/(a+2)<b≤x/a
λ4(b) +O(1)
where
(3.39) C =
(
1 +
1√
3
) log2 x∑
k=0
1
2k/2+1
= 2.6927 . . .
Proof. We make the following reduction: since λ(2n; 4, 1) = λ(n; 4, 1), we have a
decomposition
(3.40)
∑
n≤x
λ(n; 4, 1) =
∑
k
∑
n≤x/2k
(n,2)=1
λ(n; 4, 1)
where the outer sums are taken over integers 0 ≤ k ≤ log2 x. Thus it will suffice to
estimate the inner sum. To ease notation, we will denote by λ4(n) = λ(n; 4, 1).
We begin with the observation that for n odd,
(3.41) χ4 ∗ λ4 = χ4 ∗ χ4λ = 1n2
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where λ(n) is the classical Liouville function, and χ4 is the Dirichlet character with
sign patter 1,−1 on residue classes 1 and 3 mod 4. Summing over up to x,
(3.42)
∑
n≤x
(χ4 ∗ λ4)(n) =
∑
n≤√x
n≡1(2)
1 =
1
2
[
√
x] +O(1)
where the O(1) is only due the ratio
(3.43)
#{n odd ≤ √x}
#{n ≤ √x} ∼
1
2
± 1√
x
.
We may also absorb the error [
√
x] =
√
x + O(1), but we maintain the expression
for exactness. Expanding the convolution and using the cancellation in χ4(n), we
write the left hand side of (3.42) as∑
a≤x
χ4(a)
∑
b≤x/a
λ4(b)(3.44)
=
∑
a≤x
a≡1(4)
∑
x/(a+2)<b≤x/a
λ4(b)(3.45)
=
∑
n≤x
λ4(n)−
∑
a≤x
a≡3(4)
∑
x/(a+2)<b≤x/a
λ4(b)(3.46)
with a, b both odd. This is the first step.
Second, replace x with x/3 in (3.46), so that
(3.47)
∑
a≤x/3
a≡1(4)
∑
x/3(a+2)<b≤x/3a
λ4(b) =
1
2
[√x
3
]
+O(1).
Adding this to the previous sum (3.46), we see that this completes the sum further,
except for the intervals [a, a+2] which are counted twice and [a+6, a+8] not at all,
where a ≡ 5 mod 12. In fact, this is perfectly described by the Dirichlet character
mod 12 = 3× 4, that takes the values 1, 1,−1,−1 on residue classes 1, 5, 7, and 11
mod 12, which we denote χ′12. That is,
(3.48)
∑
n≤x
λ4(n) +
∑
a≤x
a≡5(12)
∑
x/(a+2)<b≤x/a
λ4(b)−
∑
a≤x
a≡11(12)
∑
x/(a+2)<b≤x/a
λ4(b)
simplifies to
(3.49)
∑
n≤x
(χ′12 ∗ λ4)(n) =
∑
a≤x
χ′12(a)
∑
b≤x/a
λ4(b) =
1
2
[
√
x] +
1
2
[√x
3
]
+O(1),
the sum taken still over odd integers. Note that χ4 restricted to (Z/12Z)
× is equal
to χ′12 have the same sign pattern. Apply Fourier inversion to the last two terms
in (3.48) to get
(3.50)
1
4
∑
χ
(χ¯(5)− χ¯(11))
∑
a≤x
χ(a)
∑
x/(a+2)<b≤x/a
λ4(b)
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There four Dirichlet characters mod 12, all real characters. There are two characters
for which χ¯(5) 6= χ¯(11), one of which is χ′12 and the other we denote χ′′12. Thus we
have
(3.51)
1
2
∑
a≤x
(χ′12 − χ′′12)(a)
∑
x/(a+2)<b≤x/a
λ4(b)
Then rearranging and summing over k proves the claim. 
Remark 3.12. By analyzing (3.51) further, we see that may further add correction
terms
(3.52)
1
2
(
[
√
x] +
[√x
3
]
−
[√x
5
]
+
[√x
7
])
+O(1)
leading to a better approximation C ′ = 2.574 . . . but a more complicated error term.
Unfortunately, this still does not give good enough control over the remainder, nor
is there a clear pattern for continuing with the correction terms.
The proposition above holds more generally for any q ≥ 2, by the same method
of proof, using the following observation: Let r = ϕ(q)/2. Then there is exactly
one combination of residue classes, say b1, . . . , br such that
(3.53) D(s; q, b1, . . . , br) =
∏
p|q
1
1− p−sL(s, χq)
where χq is a non-principal real Dirichlet character mod q; whereas
(3.54) D(s; q, a1, . . . , aq−r) =
ζ(2s)
L(s, χq)
∏
p|q
(1− p−s),
where a1, . . . , aq−r are the remaining residue classes. We first observe that it con-
verges absolutely at s = 1, which implies that λ(n; q, a1, . . . , aq−r) can have at most
finitely many sign changes.
The following theorem is now immediate.
Theorem 3.13. Let a1, . . . , aq−r and b1, . . . , br be as above. Then
(3.55)
∑
n≤x
λ(n; q, a1, . . . , aq−r) = O(x1/2+)
is equivalent to the Riemann hypothesis for L(s, χq), otherwise it is o(x) uncondi-
tionally. On the other hand,
(3.56)
∑
n≤x
λ(n; q, b1, . . . , br) = O(log x).
if there is only one non-principal real Dirichlet character mod q, otherwise we have
only o(x).
Proof. The estimate (3.55) follows the same argument as before, and the fact that
L( 12 , χq) > 0 for any for non-principal real Dirichlet character. For (3.56), we use
the relation between χq and the Kronecker symbol, which follows by a modest
extension of [BCC, Corollary 6] to composite q. 
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Remark 3.14. We have not strived for the optimal unconditional bounds, that is,
not assuming the Riemann hypothesis. The relevant estimates can certainly be
improved, for example, using the zero-free regions for the associated Dirichlet L-
functions and ζ(s).
Remark 3.15. In the case where λ(n; q, a1, . . . , aq−r) is the complement to a character-
like function, we observe that when n is prime to some p|q, we have for (n, q) = 1,
(3.57) λ(n; q, a1, . . . , aq−r) = λ(n)χq(n),
where λ(n) is the classical Liouville function. Then by (3.40) we can decompose
(3.58)
∑
n≤x
λ(n; q, a1, . . . , aq−r) =
[logp x]∑
k=0
(k + 1)
r∑
i=1
χq(ai)
∑
x/pk+1<n≤x/pk
n≡ai(q)
λ(n),
so that we are led to studying the partial sums of λ(n) in arithmetic progressions.
Using Fourier inversion and the convolution identity χ ∗ χλ = 1 ∗ λ = 1, we can
write the inner sum as
(3.59)
∑
y<n≤z
n≡ai(q)
λ(n) =
1
φ(q)
∑
χ 6=χ0
χ¯(ai)
1
2pii
∫ b+iT
b−iT
ζ(2s)
L(s, χ)
xs
s
ds+O(log z).
for y < n ≤ z. Then by a variation of [HS, Y], one can, assuming the GRH prove
that
(3.60) λ(n; q, a1, . . . , aq−r) = O(x1/2 exp((log x)1/2(log log x)c))
for some explicit constant c > 0.
3.4. General arithmetic progressions. Now we turn to general arithmetic pro-
gressions. We now restrict to residue classes a coprime to q, which is the most
interesting case. We will also assume moreover that ϕ(q) > 2.
Proposition 3.16. Let a1, . . . , ar be residue classes mod q, coprime to q, with
r 6= ϕ(q)/2. Then
(3.61)
∑
n≤x
λ(n; q, a1, . . . , ar) = b0x(log x)
2r/ϕ(q)−2 +O(x(log x)2r/ϕ(q)−3)
where b0 is an explicit constant such that b0 > 0 if 2r < ϕ(q) and b0 < 0 if
2r > ϕ(q).
Proof. The proof is a slight modification of [K, Theorem 1]. We will give the
main steps of the argument, leaving the details to the reader. To ease notation, let
D(s) = D(s; q, a1, . . . , ar). Let also b1, . . . , bt be the remaining t = ϕ(q)−r coprime
residue classes. We can express it as
D(s) =
ζ(2s)
ζ(s)
t∏
i=1
∏
p≡bi(q)
1− p−2s
(1− p−s)2(3.62)
=
ζ(2s)
ζ(s)
t∏
i=1
Fbi(s)
2
Fbi(2s)
(3.63)
= ζ(s)2r/ϕ(q)−1ζ(2s)1−r/ϕ(q)
t∏
i=1
exp(2Gbi(s)−Gbi(2s))(3.64)
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by (3.7). Applying Perron’s formula, we have
(3.65)
∑
n≤x
λ(n; q, a1, . . . , ar) =
1
2pii
∫ b+iT
b−iT
D(s)
xs
s
ds+O(
x
T
)
for b > 1 and x, T ≥ 2.
We may analytically continue D(s) to the left of the line Re(s) = 1, say to
σ ≥ 1− C/ log T , so that the integral may be estimated by
(3.66)
1
2pii
∫ b+iT
b−iT
D(s)
xs
s
ds =
1
2pii
∫
γ
D(s)
xs
s
ds+O(
x
T
)
where γ is a closed loop around s = 1, with radius taken to be less than 1−C/ log T .
In fact, we will choose T such that log T = C(log x)1/2.
Now if we define the function H(s) by the equation
(3.67)
D(s)
s
= (s− 1)1−2r/ϕ(q)H(s)
we can write
(3.68)
1
2pii
∫
γ
D(s)
xs
s
ds = xI(x)
where
(3.69) I(x) =
1
2pii
∫
γ′
H(s+ 1)xss1−2r/ϕ(q)ds
and γ′ is the contour obtained by translating γ by s 7→ s + 1. Taking γ to have
radius 1/N , the integral can be written as (c.f. [K, p.212])
(3.70) I(x) =
∑
0≤j≤N
Bj
(log x)r/ϕ(q)−j−2
Γ(2r/ϕ(q)− j − 1) +O
(
(log x)2r/ϕ(q)−N−2
)
where Bj are the coefficients of the Taylor series expansion of H(s) at s = 1. In
particular, B0 = H(1) > 0. Set
(3.71) bj = Bj
(log x)r/ϕ(q)−j−2
Γ(2r/ϕ(q)− j − 1) ,
and notice that Γ(2r/ϕ(q)−1) is positive or negative depending on whether 2r/ϕ(q)
is lesser or greater than 1, and is singular at 2r = ϕ(q).
Finally, putting this together we have
(3.72)
∑
n≤x
λ(n; q, a1, . . . , ar) = b0x(log x)
2r/ϕ(q)−2 +O(x(log x)r/ϕ(q)−3)
as desired. 
Remark 3.17. The above proposition is illustrated in the case q = 5 as in Figure 4.
Indeed, from the graphs one would be led to ask if not only should the functions
be asymptotically positive (resp. negative), but in fact positive (resp. negative) for
all x ≥ 1.
We now consider the most interesting case.
20 SNEHAL M. SHEKATKAR AND TIAN AN WONG
0 20000 40000 60000 80000 100000
0
10000
20000
30000
L(
x;
5,
1)
0 20000 40000 60000 80000 100000
1200
1000
800
600
400
200
0
L(
x;
5,
1,
2,
3)
Figure 4. L(x; 5, 1) and L(x; 5, 1, 2, 3).
Proposition 3.18. Let a1, . . . , ar be residue classes mod q, coprime to q, with
r = ϕ(q)/2. Then for any λ(n; q, a1, . . . , ar) that is neither character-like or the
complement thereof, the sum
(3.73)
∑
n≤x
λ(n; q, a1, . . . , ar) = O(x
1/2+)
assuming the Generalized Riemann hypothesis.
Proof. The proof follows from a simple application of Ingham’s analysis of λ(n).
Recall the Dirichlet series expression from (3.64), we have
(3.74)
∑
n≤x
λ(n; q, a1, . . . , ar) = ζ(2s)
1/2
r∏
i=1
exp(2Gai(s)−Gai(2s))
where we have used r = ϕ(q)/2. 
4. Distribution
In this section we provide a brief discussion on the distribution of the primes in
arithmetic progressions in the number of prime factors.
4.1. The number of prime factors. Recall the functions ω(n) counting the num-
ber of distinct prime factors of n, and Ω(n) counting the total number of prime
factors of n. We may express them as
(4.1) ω(n) =
∑
p|n
1, Ω(n) =
∞∑
j=1
∑
p:pj |n
1.
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As in (1.5) we may define the analogous functions ω(n; q, a) and Ω(n; q, a) counting
only primes congruent to a mod q, so that
(4.2) ω(n) =
q−1∑
a=0
ω(n; q, a), Ω(n) =
q−1∑
a=0
Ω(n; q, a).
Proposition 4.1. We have
(4.3)
∑
n≤x
ω(n; q, a) =
1
ϕ(q)
x log log x+O
( 1
φ(q)
x
log x
)
Proof. Write
(4.4)
∑
n≤x
ω(n; q, a) =
∑
n≤x
∑
p|n
p≡a(q)
1 =
∑
p≤x
p≡a(q)
∑
m≤x/p
1
which is
(4.5)
∑
p≤x
p≡a(q)
x
p
+O
( ∑
p≤x
p≡a(q)
1
)
and by Dirichlet’s theorem for primes in arithmetic progressions,
(4.6)
∑
p≤x
p≡a(q)
x
p
+O
( 1
φ(q)
x
log x
)
.
Now, using Mertens’ theorem for primes in arithmetic progressions for (a, q) = 1
we have
(4.7)
∑
p≤x
p≡a(q)
1
p
=
1
φ(q)
log log x+ g(q, a) + o(1)
where g(q, a) is an absolute constant. Applying this yields the proposition. 
Remark 4.2. We note that while the main term in Prop 4.1 is independent of a,
the error term does appear to depend on the choice of residue class a (see Figure 5
below), but we do not study this here.
We may also consider moments, such as
(4.8)
∑
n≤x
(ω(n; q, a)− 1
φ(q)
log log x)2 =
x
φ(q)
log log x+O(x)
by expanding the square and applying simple estimates.
Moreover, since ω(n; q, a) is completely additive, we may apply the Erdo˝s-Kac
theorem [EK], which applies to strongly additive functions—additive functions f
such that f(mn) = f(m) + f(n) for all natural numbers m,n, and |f(p)| ≤ 1 for
all primes p—to immediately obtain the following statement.
Theorem 4.3 (Erdo˝s-Kac). Fix a modulus q and constants A,B ∈ R. Then
(4.9)
lim
x→∞
1
x
#
{
n ≤ x : A ≤
ω(n; q, a)− 1ϕ(q) log log x√
1
ϕ(q) log log x
≤ B
}
=
1√
2pi
∫ B
A
e−t
2/2dt.
Hence ω(n; q, a) is also normally distributed.
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Figure 5. Distribution of ω(n; q, a).
5. Numerical tests
In this section, we discuss numerical observations regarding the behaviour of the
summatory Liouville functions for arithmetic progressions, and also λ(n; q, a1, . . . , ar)
for mixed residue classes. We summarize our observations in Problem 5.1.
5.1. Numerical methods. All computations in this paper were done on For-
tran95 and Python3. The largest computation that we could carry out was that of
L(x; 4, 1), which we verified to be positive for all 1 < x ≤ 1011. Most of the other
calculations were carried out up to 108 or 109. Because of the limited amount of
computer memory, we used an algorithm that calculates the parities in batches of
size 108. Also, to avoid the problem of factorizing large integers, we used multi-
plication to build up the parities of numbers up to x. This results in a significant
increase in the speed without any type of parallel computation. The codes for
the computations of various combinations were primarily written in Python, which
allows to easily construct all the required combinations.
From the figures in the Introduction, and further numerical experiments, we pose
the following problems (rather than conjectures, in light of Po´lya and Tura´n):
Problem 5.1. (1) Let a1, . . . , aϕ(q) be the residue classes coprime to q, as in (3.22).
Then is
(5.1)
∑
n≤x
λ(n; q, a1, . . . , aϕ(q)) ≤ 0
for all x large enough?
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Figure 6. Mixing residue classes.
(2) Let λ(n; q, a1, . . . , ar) be complementary to a Dirichlet character mod q, as
in (3.55). Then is
(5.2)
∑
n≤x
λ(n; q, a1, . . . , ar) ≥ 0
for all x large enough?
(3) What is the effect of mixing residue classes? (See 5.1.1.)
Also, one can ask in each case when the sign changes are eventually constant, if
there are in fact no sign changes at all to the sums.
5.1.1. Mixing residue classes. As exemplified in the Figure 6 above, we notice that
the addition of residue classes 2 and 3, which divide 6, affect the fluctuations in the
sum in a nontrivial manner. In fact, while we know that L(x; 6, 1) is asymptotically
positive, it appears that L(x; 6, 1, 2, 3) should change sign infinitely often.
5.2. Speculations on sieve parity. We close with a vague speculation regarding
sieve parity, following the heuristic of Tao [T, 3.10.2] regarding the parity problem,
in terms of the Liouville function. Let A be a set we would like to sieve for. Then
to get a lower bound on |A| in say, [x, 2x] we set up the divisor sum lower bound
(5.3) 1A(n) ≥
∑
d|n
cd
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where the divisors are concentrated in some sieve level d ≤ R. Summing over n ≤ x
we get the form
(5.4) |A| ≥
∑
d|n
cd
x
d
+ . . .
If instead we multiply by the nonnegative weight 1 + λ(n; q, a) and sum, we obtain
(5.5) 2|A\Aa,q| ≥
∑
n≤x
∑
d|n
cd(1 + λ(n; q, a)) =
∑
d|n
cd
x
d
+ L(x; q, a) + . . .
where Aa,q denotes the set of x ∈ A such that x ≡ a mod q. This suggests that
one may be able to produce nontrivial lower bounds on the complement |A\Aa,q|
by sieve theory, when ϕ(q) > 2.
In this light, we mention the result of [RW] who prove, under certain conditions,
the existence of a product of three primes below x1/3, each congruent to a mod q
where q ≤ x1/16. In particular, they observe that their use of a sieve is not blocked
by sieve parity. More importantly, in a future work we hope to relate λ(n; q, a) to
the Rosser-Iwaniec sieve, in which the sieve S(A, z) is bounded by sets defined by
the sign of λ(n).
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