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for constructing triple-error-correcting codes, the minimum dis-
tance of a binary cyclic code C1,3,13 with three zeros α, α3, and
α13 of length 2m − 1 and the weight divisibility of its dual code
are studied, where m 5 is odd and α is a primitive element of
the ﬁnite ﬁeld F2m . The code C1,3,13 is proven to have the same
weight distribution as the binary triple-error-correcting primitive
BCH code C1,3,5 of the same length.
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1. Introduction
In coding theory, binary triple-error-correcting primitive BCH codes of length n = 2m −1 are one of
the most studied objects [6,15]. Let α be a primitive element of the ﬁnite ﬁeld F2m with 2m elements,
and for a subset I of Z2m−1, let CI denote the length-n cyclic code with zeros αi (i ∈ I). The primitive
BCH code C1,3,5 has minimum distance 7, and its weight distribution was discussed in [19,1–3]. For
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Known exponent pairs {d1,d2} for odd m such that C1,d1,d2 and C1,3,5 have
the same weight distributions.
{d1,d2} Condition
{2r + 1,22r + 1} m odd, gcd(m, r) = 1 [20]
{2r + 1,23r + 1} m odd, gcd(m, r) = 1 [20]
{2 m−12 + 1,2 m−12 −1 + 1} m odd [23]
{2 m+12 + 1, (2 m+12 + 1)2} m odd [10]
Table 2
Known values of APN power exponents for odd m.
Type d Condition
Gold 2r + 1 gcd(r,m) = 1 [14]
Kasami–Welch 22r − 2r + 1 gcd(r,m) = 1 [20]
Welch 2
m−1
2 + 3 m odd [25]
Niho 22r + 2r − 1 4r ≡ −1 (mod m), m odd [25]
Inverse 2m−1 − 1 m odd [4,26]
Dobbertin 24r + 23r + 22r + 2r − 1 m = 5r, m odd [13]
some other integers d1 and d2 (they are naturally assumed to be different in the sense of cyclotomic
equivalence modulo 2m − 1 and be different to 1), the code C1,d1,d2 can also have the same weight
distribution as the binary triple-error-correcting primitive BCH code C1,3,5. For example, Table 1 lists
all known such exponent pairs {d1,d2} for odd m, where there exists only one class of exponents
with binary weight greater than 2, namely (2
m+1
2 + 1)2 in the construction of [10].
Recently, Hollmann and Xiang [16] proposed a suﬃcient condition for constructing binary triple-
error-correcting codes of length n = 2m−1 for odd m. More precisely, for odd m, if a binary cyclic code
C of length n = 2m − 1 and dimension n− 3m has minimum distance at least 7, and if the weights of
all codewords of its dual code C⊥ are divisible by 2m−12 , then C has the same weight distribution as
the code C1,3,5. For two exponents d1 and d2 such that both xd1 and xd2 are almost perfect nonlinear
(APN) power functions from F2m to itself, each of the codes C1,d1 and C1,d2 has minimum distance
exactly 5 by Theorem 5 of [9] (see also Lemma 1 in Section 2). Notice that C1,d1,d2 is a subcode
of both C1,d1 and C1,d2 , then C1,d1,d2 has minimum distance at least 5. This motivates us to look
for suitable APN power exponents d1 and d2 such that C1,d1,d2 has the same weight distribution as
C1,3,5.
Following this idea, we experimentally test all known values of APN power exponents (listed in
Table 2) for odd integers m = 5, 7, 9 and 11, to try to ﬁnd pairs (d1,d2) such that C1,d1,d2 and C1,3,5
have the same weight distributions. By the MacWilliams identity for binary linear codes [23], this is
equivalent to say that their dual codes C⊥1,d1,d2 and C⊥1,3,5 have the same weight distributions. The
weight distribution of C⊥1,3,5 is given in [19,23]. The dual code C⊥1,d1,d2 is simply given by
C⊥1,d1,d2 =
{
c(,γ , δ) = (Trm1 (x+ γ xd1 + δxd2))x∈F∗2m ∣∣ ,γ , δ ∈ F2m} (1)
and its weight distribution is better to compute than that of the target code C1,d1,d2 .
All APN exponent pairs (d1,d2) such that C⊥1,d1,d2 and C⊥1,3,5 have the same weight distributions
in our experiment are listed in Table 3. For odd m and gcd(r,m) = 1, the code C2r+1,23r+1,25r+1 also
has the same weight distribution as C1,3,5 [20]. This construction and those in Table 1 can explain
all pairs {d1,d2} without the mark  in Table 3. Notice that we say a pair (d1,d2) has actually been
explained if Cd,2i1d1d,2i2d2d is proven to have the same weight distribution as C1,3,5 for three integers
i1, i2, d with 0  i1, i2 m − 1, gcd(d,2m − 1) = 1 since C1,d1,d2 and Cd,2i1d1d,2i2d2d have the same
weight distributions, where the subscripts are taken modulo 2m − 1.
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Exponent pairs (d1,d2) such that C1,d1,d2 and C1,3,5 have the same weight distributions for m = 5, 7, 9 and 11.
Exponent pair (d1,d2) m = 5 m = 7 m = 9 m = 11
(Gold, Gold) (3,5) (3,5) (3,5) (3,5), (3,9)
(3,9) (3,17) (3,17), (3,33)
(5,9) (5,17) (5,9), (5,17)
(5,33), (9,17)
(9,33), (17,33)
(Gold, Kasami–Welch) (3,13) (3,13) (3,13) (3,13)
(9,13)
(Gold, Welch) (5,7) (3,11)
(5,11)
(Gold, Niho) (3,5)
(Kasami–Welch, Welch) (13,7)
(Kasami–Welch, Niho) (13,39)
Indeed, we ﬁnd a new pair marked by  which cannot be explained by known results, where
we regard (5,11) and (3,13) as a same pair since C1,5,11 has the same weight distribution as
C13,2×5×13,23×11×13, i.e., C1,3,13. The new pair consists of the Gold exponent d1 = 3 and Kasami–Welch
exponent d2 = 13, and d2 is another example of exponents with binary weight 3.
This paper will prove that for any odd integer m  5, the code C1,3,13 has the same weight dis-
tribution as C1,3,5. To this end, we use a method developed by Hollmann and Xiang in [16,17] which
analyzes the divisibility of the weights of the codewords in C⊥1,3,13 by an add-with-carry algorithm
and a technical graph-theoretic deduction. In Ref. [16], Hollmann and Xiang also applied this method
to study the code C1,d1,d2 proposed in [10], where d1 = 2
m+1
2 + 1 and d2 = (2m+12 + 1)2. Recently,
Leander and Langevin in [21] applied the method of Hollmann and Xiang to study the code C1,13/3
and the weight divisibility of the codewords in this code.
The remainder of this paper is organized as follows. Section 2 gives some preliminaries and the
results of this paper. Section 3 establishes a lower bound on the minimum distance of the code C1,3,13.
Section 4 discusses the weight divisibility of C⊥1,3,13. Section 5 concludes the study.
2. Preliminaries and the results
Let F∗2m = F2m \ {0}. The trace function Trm1 from F2m to F2 is deﬁned by [22, p. 54]
Trm1 (x) =
m−1∑
i=0
x2
i
, x ∈ F2m .
A binary cyclic code C of length n is a principal ideal in the ring F2[x]/(xn − 1). If g(x) is a
generator polynomial of C , then a power β of a primitive n-th root of unity is a zero of the code C if
and only if g(β) = 0. A codeword c in C has the form as c0 + c1x+ · · ·+ cn−1xn−1, which corresponds
to a binary vector (c0, c1, . . . , cn−1). The Hamming weight of the codeword c is the number of nonzero
ci for 0 i  n − 1, denoted by wt(c).
Deﬁnition 1. A function f from F2m to itself is said to be almost perfect nonlinear (APN) if for each
e ∈ F∗2m , the function  f ,e(x) = f (x+ e) + f (x) is two-to-one from F2m to itself.
APN functions were introduced in [26] by Nyberg to deﬁne them as the mappings with highest
resistance to differential cryptanalysis. For more details we refer the reader to [4,7,8,11–14,18,20,26]
and the references therein.
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n = 2m − 1 with parity check matrix
H f =
(
1 α α2 · · · α2m−2
f (1) f (α) f (α2) · · · f (α2m−2)
)
where α is a primitive element of F2m , and each entry is viewed as a binary column vector basing on
a basis expression of elements of F2m over F2.
The APN properties of f can be characterized by the minimum distance of C f [9].
Lemma 1. (See [9].) The code C f has minimum distance 5 if and only if f is APN.
Since the 1960s, the family of triple-error-correcting binary primitive BCH codes of length n =
2m − 1 has been thoroughly studied. The following lemma given by Hollmann and Xiang presented a
suﬃcient condition for constructing families of triple-error-correcting codes.
Lemma 2. (See [16].) Let m be odd and C be a binary cyclic code of length n = 2m − 1, dimension n− 3m and
minimum distance at least 7. If all weights of the codewords in C⊥ are divisible by 2m−12 , then C has the same
weight distribution as C1,3,5 .
With Lemma 2, for odd m, we can construct binary triple-error-correcting codes of length n =
2m − 1 and dimension n − 3m by analyzing their minimum distances and weight divisibility of their
dual codes. The following Proposition 1 will be proven in the next section, and the following Lemma 3
shows that the product of the nonzeros of a binary cyclic code can be used to analyze the weight
divisibility.
Proposition 1. For odd m 5, the code C1,3,13 has minimum distance at least 7.
Lemma 3 (McEliece’s Theorem). (See [24].) Let C be a binary cyclic code, and let l be the smallest positive
integer such that l nonzeros of C (with repetitions allowed) have product 1. Then the weight of every codeword
in C is divisible by 2l−1 , and there is at least one codeword whose weight is not divisible by 2l .
The following deﬁnition can be used to obtain information on the largest power of 2 dividing the
weights of all codewords of a binary cyclic code as below [16,17].
Deﬁnition 2. For a positive integer m and a non-negative integer a with the binary expression a =∑m−1
i=0 ai2i , ai ∈ {0,1}, the (binary) weight w(a) of a is deﬁned as the integer w(a) =
∑m−1
i=0 ai . For
d1,d2, . . . ,dh ∈ Z2m−1, deﬁne
M(m;d1,d2, . . . ,dh) = max
(
w(s) −
h∑
l=1
w
(
a(l)
))
where the maximum is taken over all integers s,a(1), . . . ,a(h) satisfying
0 s,a(1), . . . ,a(h)  2m − 1, s ≡
h∑
l=1
dla
(l) (mod 2m − 1)
and
a(l) ≡ 0 (mod 2m − 1) for some l.
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. . . ,dh) [16,17], and it will be recalled in Section 4.1.
Lemma 4. (See [16,17].) All the weights of the codewords in C⊥1,d1,d2 are divisible by 2m−M(m;d1,d2)−1 , and
there is at least one codeword whose weight is not divisible by 2m−M(m;d1,d2) .
The following proposition will be proven in Section 4.
Proposition 2. M(m;3,13) = (m − 1)/2.
By Propositions 1 and 2 and Lemmas 2 and 4, we obtain the following theorem as the main result
in this paper.
Theorem 1. For any odd integer m 5, the code C1,3,13 has the same weight distribution as the binary triple-
error-correcting primitive BCH code C1,3,5 .
3. Minimum distance of C1,3,13
In the paper [27], Schaub showed that the minimum distance of a linear cyclic code is equal to
the rank of a matrix constructed by using Discrete Fourier Transform. This together with BCH or HT
bound established a lower bound on the minimum distance of the code proposed in [10]. In the proof
of Proposition 1, we apply this method and the results for the minimum distances of the cyclic codes
C1,3,5 and C1,3,9 [20] to obtain a lower bound on minimum distance of C1,3,13.
Proof of Proposition 1. Let c = (c0, c1, . . . , cn−1) be an arbitrary codeword in C1,3,13, where n = 2m−1.
Let α be a primitive element of F2m , and the Discrete Fourier Transform of c is the sequence {Aλ}
with
Aλ =
n−1∑
i=0
ciα
iλ, 0 λ < n.
From the above formula, we have that n is a period of the sequence {Aλ}. If A5 = 0, then c is a
codeword of the code C1,3,5 which has minimum distance 7 [20]. This shows wt(c)  7. If A9 = 0,
then c is a codeword of the code C1,3,9 which also has minimum distance 7 [20]. Consequently,
wt(c) 7. Thus we can assume that A5A9 = 0 in the following analysis.
By [27], the Hamming weight of c equals to the linear complexity (also called linear span) of the
sequence {Aλ}. It is suﬃcient to prove that the rank of M is at least 7, where
M =
⎛⎜⎜⎝
A0 A1 · · · An−1
A1 A2 · · · A0
...
...
...
An−1 A0 · · · An−2
⎞⎟⎟⎠ . (2)
To this end, we will argue separately according to the parity of wt(c).
(1) Suppose that wt(c) is odd, i.e., A0 = 1.
In this case, we will ﬁnd two submatrices M1 and M2 of M such that either M1 or M2 has full
rank, where
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⎛⎜⎜⎜⎜⎜⎝
A0 A1 A2 A4 A6 A8
A1 A2 A3 A5 A7 A9
A2 A3 A4 A6 A8 A10
A3 A4 A5 A7 A9 A11
A5 A6 A7 A9 A11 A13
A6 A7 A8 A10 A12 A14
⎞⎟⎟⎟⎟⎟⎠
and
M2 =
⎛⎜⎜⎜⎜⎜⎝
A0 A1 A3 A4 A7 A8
A1 A2 A4 A5 A8 A9
A2 A3 A5 A6 A9 A10
A3 A4 A6 A7 A10 A11
A4 A5 A7 A8 A11 A12
A5 A6 A8 A9 A12 A13
⎞⎟⎟⎟⎟⎟⎠ .
Notice that Aλ = 0 if λ ∈ C1 ∪ C3 ∪ C13, where Ci denotes the cyclotomic coset modulo 2m − 1
containing the integer i. Consequently, we have
A1 = A2 = A3 = A4 = A6 = A8 = A12 = A13 = 0.
From the expression of Aλ , we have A10 = A25, A14 = A27 and A18 = A29.
It can be directly veriﬁed that
det(M1) = A25A7
(
A37 + A25A11
)
and det(M2) = A25
(
A25A
2
9 + A5A9A27 + A25A7A11
)
.
If A7 = 0, then det(M2) = A45A29 = 0 by our assumption that A5A9 = 0, i.e., rank(M2) = 6. If A7 = 0
and A11 = 0, then det(M1) = 0 by A5A7 = 0, i.e., M1 has rank 6. If A7 = 0, A11 = 0 and det(M1) = 0,
then A37 = A25A11. Thus,
det(M2) = A25
(
A25A
2
9 + A5A9A27 + A47
)
, (3)
which is either A35A9A
2
7 = 0 if A5A9 = A27 or A25(A5A9 + A27)−1[(A5A9)3 + (A27)3] = 0 since
gcd(3,n) = 1 if A5A9 = A27. Therefore, either M1 or M2 has full rank, and then rank(M)  6. As a
consequence, wt(c) 7.
(2) Suppose that wt(c) is even, i.e., A0 = 0.
If A7 = 0, consider the following submatrix
M3 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
A0 A1 A2 A4 A5 A6 A8
A1 A2 A3 A5 A6 A7 A9
A2 A3 A4 A6 A7 A8 A10
A4 A5 A6 A8 A9 A10 A12
A5 A6 A7 A9 A10 A11 A13
A7 A8 A9 A11 A12 A13 A15
A8 A9 A10 A12 A13 A14 A16
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
By a direct calculation, we have det(M3) = A75A29 = 0. Thus rank(M3)  7 which implies that
wt(c) 7.
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M4 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
A0 A1 A2 A4 A6 A7 A8
A1 A2 A3 A5 A7 A8 A9
A2 A3 A4 A6 A8 A9 A10
A4 A5 A6 A8 A10 A11 A12
A5 A6 A7 A9 A11 A12 A13
A8 A9 A10 A12 A14 A15 A16
A12 A13 A14 A16 A18 A19 A20
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
By a direct calculation, we have det(M4) = A55A7(A25A29 + A5A9A27 + A47). With a similar analysis as
for (3), we have det(M4) = 0 and then rank(M) 7. Thus, wt(c) 7. 
4. Divisibility of weights in C⊥1,3,13
In this section, for an odd integer m = 2k + 1 with k 2, we will prove M(m;3,13) = k.
4.1. Modular add-with-carry algorithms in Z2m−1
Let a(l) and s have the binary expressions
a(l) =
m−1∑
i=0
a(l)i 2
i for 1 l j and s =
m−1∑
i=0
si2
i, (4)
respectively. Furthermore, let μ1,μ2, . . . ,μ j be nonzero integers, and deﬁne μ+ = ∑μl>0 μl and
μ− =∑μl<0 μl so that ∑ jl=1 μl = μ+ +μ− , μ+  0, μ−  0, and suppose that s ≡ μ1a(1) +μ2a(2) +
· · · + μ ja( j) (mod 2m − 1).
Lemma 5. (See [16,17].) There exists a unique integer sequence c−1, c0, . . . , cm−1 with c−1 = cm−1 such that
2ci + si =
j∑
l=1
μla
(l)
i + ci−1, 0 i m − 1 (5)
holds. Moreover, with notation w(c) =∑m−1i=0 ci , we have that
w(c) =
j∑
l=1
μlw
(
a(l)
)− w(s).
The numbers ci satisfy μ− − 1 ci μ+ , and further
μ−  ci < μ+
for all i if a(l) ≡ 0 (mod 2m − 1) holds for some l.
The integers si and ci are called the digits and carries for the computation of s modulo 2m − 1 in
terms of a(1), . . . ,a( j),μ1, . . . ,μ j .
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Let s, a and b be integers with 0 s, a, b  2m −1, s ≡ 3a+13b (mod 2m −1), and assume that at
least one of a and b is nonzero modulo 2m − 1. Let s =∑m−1i=0 si2i , a =∑m−1i=0 ai2i , and b =∑m−1i=0 bi2i
be the binary expressions of s, a and b, respectively.
We ﬁrst prove M(m;3,13) k, namely w(s) − w(a) − w(b) k in the sequel.
Notice that 2a, 8b, 4b (mod 2m − 1) have the binary expressions ∑m−1i=0 ai−12i , ∑m−1i=0 bi−32i ,∑m−1
i=0 bi−22i , respectively, and s ≡ 3a + 13b ≡ 2a + a + 8b + 4b + b (mod 2m − 1). Taking μl = 1
for l ∈ {1,2,3,4,5} and a(1) = 2a, a(2) = a, a(3) = 8b, a(4) = 4b, a(5) = b and applying Lemma 5, there
are carries ci ∈ {0,1,2,3,4} such that
2ci + si = ai−1 + ai + bi−3 + bi−2 + bi + ci−1, 0 i m − 1, (6)
where the subscripts are taken modulo m. With w(c) =∑m−1i=0 ci , by the m equalities in (6) we have
w(c) + w(s) = 2w(a) + 3w(b). (7)
Let
νi = ai−1 + ai + bi−3 + bi−2 + bi−1 + bi − ci−1 − ci, 0 i m − 1 (8)
and w(ν) =∑m−1i=0 νi . Then by (8) and (7), we have
w(ν) = 2w(a) + 4w(b) − 2w(c) = 2(w(s) − w(a) − w(b)). (9)
To prove w(s) − w(a) − w(b)  k, by (9) it is suﬃcient to prove w(ν) m. To this end, we will
deﬁne a certain weighted directed graph D and recall some related deﬁnitions in [5] as below.
A directed graph D is an ordered pair (V (D), A(D)) consisting of a set V (D) of vertices and a set
A(D), disjoint from V (D), of arcs, together with an incidence function ψD that associates with each arc
ϑ of D an ordered pair of (not necessarily distinct) vertices ψD(ϑ) = (T (ϑ), H(ϑ)) of D. The vertex
T (ϑ) is the tail of ϑ , and the vertex H(ϑ) its head. For each arc ϑ in a directed graph D, we can
associate a real number w(ϑ) with ϑ , and w(ϑ) is called its weight. In this case, D is called to be
a weighted directed graph. In a directed graph D, a directed walk is an alternating sequence of vertices
and arcs
W := P0ϑ0P1 · · · Pl−1ϑl−1Pl
such that for each i with 1  i  l, Pi−1 and Pi are the tail and head of ϑi−1, respectively. In this
case, we refer to W as a directed (P0, Pl)-walk. For two vertices Pi and P j in the walk W where
0  i < j  l, the (Pi, P j)-segment of W is the subsequence of W starting with Pi and ending with
P j , and it is denoted PiW P j . The directed walk W in D is closed if its initial and terminal vertices
P0, Pl are identical.
With these preparations, we can deﬁne a weighted directed graph D. The vertices of D consist
of all vectors P = (x, y, z,u), where x, y, z ∈ {0,1} and u ∈ {0,1,2,3,4}. Let P1 = (x1, y1, z1,u1) and
P2 = (x2, y2, z2,u2) be two vertices of D, and deﬁne an arc ϑ with T (ϑ) = P1 and H(ϑ) = P2 if
x1 + y1 + z1 + x2 + z2 − 2u1 + u2 = 0, or 1. (10)
The weight of the arc ϑ is deﬁned as
w(ϑ) = x1 + y1 + z1 + x2 + y2 + z2 − u1 − u2.
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The weight distribution of all arcs in the weighted directed graph D.
Weight −6 −5 −4 −3 −2 −1 0 1 2 3 4
The number of arcs 1 16 36 43 43 42 43 43 36 16 1
Thus for i ∈ {0,1, . . . ,m − 1},
Vi = (ai,bi,bi−2, ci) (11)
are m vertices of D, where ai , bi , and ci are those integers in (6). Furthermore, there are m
arcs ϑi with w(ϑi) = νi deﬁned by (8) with the tail Vi = (ai,bi,bi−2, ci) and head Vi−1 =
(ai−1,bi−1,bi−3, ci−1) for all 0 i m − 1 since ai + bi + bi−2 + ai−1 + bi−3 − 2ci + ci−1 = si ∈ {0,1}
by (6), where the subscripts are taken modulo m. With the above preparation, we deﬁne a set
P0 =
{
W = P0ϑ0P1ϑ1 · · · Pm−1ϑm−1Pm
∣∣ Pi = Vm−i−1, a,b ∈ Z2m−1}. (12)
Observing the set P0, we ﬁnd some properties as (i) any walk W ∈ P0 is closed; (ii) Vi(3) = Vi−2(2) =
bi−2 with 0 i m − 1, where the subscripts are taken modulo m.
With the help of a computer, we have that there are totally 320 arcs in D, and their weight
distribution is given in Table 4. Furthermore, any vertex in the set
Γ = {(1,1,0,0), (1,0,1,0), (0,1,1,0), (1,1,1,0)} (13)
cannot be the tail of any arc in D. Some arcs ϑ with head H(ϑ) /∈ Γ will be used in this section and
they are listed in Appendix A.
Notice that for the case νi < 2 for all i ∈ {0,1, . . . ,m − 1}, it can be easily veriﬁed that w(ν)m.
Consequently, the proof for w(ν)m can be proceeded in two steps as below.
Step 1. To prove that for any νi  2, there exists a positive integer ti m such that νi + νi−1 + · · · +
νi−ti+1  ti .
Step 2. Based on Step 1, we will prove w(ν) =∑m−1i=0 νi m.
The two steps are summarized as the following Propositions 3 and 4.
Proposition 3. For any νi  2, there exists a positive integer ti m such that νi + νi−1 + · · · + νi−ti+1  ti ,
where the subscripts are taken modulo m.
By the weighted directed graph D deﬁned as above, the number νi + νi−1 + · · · + νi−ti+1 can be
regarded as the sum of the weights of some arcs in D (more precisely, these arcs are in P0). To ﬁnish
the proof of Proposition 3, we only need to consider the walk set P0. Indeed, to prove Proposition 3,
we consider a related set P , which is deﬁned as
P = {W = P0ϑ0P1 · · · Pi−1ϑi−1Piϑi · · · Pq−1ϑq−1Pq ∣∣W ∈ D satisﬁes
the properties (I), (II) and (III), and q is dependent on W
}
(14)
where the properties (I), (II) and (III) are as below respectively:
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(II) for 0 i  q − 2, any three consecutive vertices Pi , Pi+1, and Pi+2 in W satisfy Pi(3) = Pi+2(2),
where Pi(l) denotes the l-th component of Pi for l ∈ {1,2,3,4}; in addition, if the walk W is
closed, then Pq−1(3) = P1(2);
(III) any arc ϑi in W satisﬁes that w(ϑi)  (i + 2) − Ti for 0  i  q − 1, where T0 = 0 and Ti =∑i−1
l=0 w(ϑl) for i  1.
Remark 1. If a vertex P ∈ Γ occurs in some walk W , then W is not closed and it must not be
in P0. Therefore, we will consider the walks satisfying the property (I). If Piϑi P i+1ϑi+1Pi+2 occurs in
some walk W with Pi(3) = Pi+2(2), then W must not be in P0, either. Thus, the property (II) should
be considered too. For any sequence ν0, ν1, . . . , νm−1 determined by a,b ∈ Z2m−1 in Proposition 3,
there exists one walk W ∈ P0 with w(ϑi) = νm−i−1. If a sequence ν0, ν1, . . . , νm−1 does not satisfy
Proposition 3, then there exists νm−i−1  2 such that νm−i−1 + · · · + νm−i−t  t + 1 for any positive
integer t . Then we have w(ϑi) + · · · + w(ϑi+t−1)  t + 1, i.e., w(ϑi+t)  t + 2 −∑i+t−1l=i w(ϑl). Thus,
we only need to consider the walks in P0 satisfying the property (III) and these walks are all in the
walk set P . Consequently, considering the set P is enough.
If Proposition 3 is not true, then there is an integer i0 with 0 i0 m − 1 such that νi0  2 and
νi0 + νi0−1 + · · · + νi0−t+1  t + 1 for any positive integer t with 2 t m. Let
W0 = P0ϑ0P1ϑ1 · · · Pi−1ϑi−1Piϑi · · · Pm−2ϑm−2Pm−1ϑm−1Pm (15)
be the walk such that Pi = Vi0−i in (11) for 0  i  m − 1, and ϑi be the arc with T (ϑi) = Pi
and H(ϑi) = Pi+1 for i ∈ {0,1, . . . ,m − 1}, where the subscripts are taken modulo m. Then, we have
w(ϑ0) 2 and for any positive integer t with 2 t m such that w(ϑ0) + w(ϑ1) + · · · + w(ϑt−1)
t + 1. Thus by (11) and the analysis therein, W0 ∈ P and it is closed. As a consequence, it will lead
to a contradiction if any walk W ∈ P is not closed. In fact, we can prove that any walk W ∈ P is not
closed in the sequel. This will give the proof of Proposition 3.
The following notations are used throughout this section:
• Pi (η,ω)−−−−→ denotes any walk Piϑi P i+1 with T (ϑi) = Pi , H(ϑi) = Pi+1, Pi+1(2) = η and w(ϑi)ω;
• Pi (−,ω)−−−−→ denotes any walk Piϑi P i+1 with T (ϑi) = Pi , H(ϑi) = Pi+1, Pi+1(2) ∈ {0,1} and
w(ϑi)ω;
• Pi (η,ω)−−−−→ O denotes that there does not exist any arc ϑ such that T (ϑ) = Pi , H(ϑ) ∈ D,
(H(ϑ))(2) = η and w(ϑ)ω.
With the above notations, we can conveniently describe the walks in P .
Example 1. Let q be a positive integer and ω = ( j + 2) − T j = 1 for some positive integer j with
0 j < q, and let
W : P0 → P1 → ·· · → P j−1 → P j = (0,0,0,0) (0,ω)−−−→ P j+1 → ·· · → Pq
be a walk in the set P , and ϑi be the arc with the tail Pi and head Pi+1 for each i ∈ {0,1, . . . ,q− 1}.
By Appendix A, we can ﬁnd all possibilities for the segment P j+1W Pq , which is completely deter-
mined by the walk (0,0,0,0)
(0,1)−−−→.
If we ﬁnd all possibilities for the segment P j+1W Pq , then we also know all possibilities for the
segment P j+1W Pq′ for any integer j+1 q′  q. Therefore, without loss of generality, we can assume
that the integer q is large enough.
Since P j+1(2) = 0 and w(ϑ j)  1, by Appendix A, we have P j+1 ∈ {(1,0,0,0), (0,0,1,0)}. If
P j+1 = (1,0,0,0), by properties (II) and (III) of the walks in P , we have P j+2(2) = P j(3) = 0 and
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can uniquely determine P j+2 = (0,0,0,0). Furthermore, with w(ϑ j+1) = 1 and P j+1 = (1,0,0,0), we
have
w(ϑ j+2) ( j + 4) − T j+2 = ( j + 4) − w(ϑ j+1) − T j+1 = ( j + 3) − T j+1 = 1 (16)
and P j+3(2) = 0. Therefore, for P j+1 = (1,0,0,0), P j+1W P j+3 can be expressed as
(1,0,0,0)
(0,1)−−−→ (0,0,0,0) (0,1)−−−→ . (17)
Similarly, for P j+1 = (0,0,1,0), P j+1W P j+5 is given by
(0,0,1,0)
(0,1)−−−→ (0,0,0,0) (1,1)−−−→ (0,1,0,0) (0,1)−−−→ (0,0,0,0) (0,1)−−−→ . (18)
Combining (17) and (18), we have an expression consisting of two segments with initial vertex P j
(0,0,0,0)
(0,1)−−−→
{
(1,0,0,0)
(0,1)−−−→ (0,0,0,0) (0,1)−−−→
(0,0,1,0)
(0,1)−−−→ (0,0,0,0) (1,1)−−−→ (0,1,0,0) (0,1)−−−→ (0,0,0,0) (0,1)−−−→ . (19)
In the ﬁrst segment of (19), P j+3 = (1,0,0,0) or (0,0,1,0) since the walk (0,0,0,0) (0,1)−−−→ has
only two possible forms, which have occurred as P jW P j+1 in the ﬁrst and second segments of (19),
respectively. By a similar analysis, we have P j+5 = (1,0,0,0) or (0,0,1,0) in the second segment
of (19). Therefore, again by (19), we have that P j+3W P j+5 has the form as (17) or P j+3W P j+7 has
the form as (18) in the ﬁrst segment of (19). Similarly, we have that P j+5W P j+7 has the form as (17)
or P j+5W P j+9 has the form as (18) in the second segment of (19). Repeating the above process, all
possibilities of P j+1W Pq can be obtained. Further, all vertices Pl ( j  l q) have occurred in the two
segments of (19), and they are (0,0,0,0), (1,0,0,0), (0,1,0,0), and (0,0,1,0).
Remark 2. In Example 1, (0,0,0,0)
(0,1)−−−→ completely determines all possibilities for the segment
P j+1W Pq of W . The expression (19) consists of two basic segments of W , by which all possibilities
of the segment P j+1W Pq can be conveniently found. In the proofs of Lemmas 6 and 7, for some given
P j
(η,ω)−−−−→ of a walk W in P , we will frequently need to determine all possibilities for the segment
P j+1W Pq of W . Similarly as in Example 1, we will use some expression consisting of basic segments
of W to determine all possibilities of P j+1W Pq . We call the expression as (19) a set of basic segments
(SBS) of P j
(η,ω)−−−−→.
The following two lemmas will be used to prove Proposition 3.
Lemma 6. Let q be a positive integer and ω = ( j + 2)− T j for some positive integer j with 0 j < q. For any
walk
W : P0 → P1 → ·· · → P j−1 → P j = (0,0,0,0) (−,ω)−−−→ P j+1 → ·· · → Pq
in the set P deﬁned by (14), we have
(i) if ω = 0 or 1, all vertices Pl ( j + 1 l q) occurring in the walk W are contained in the set
S1 =
{
(0,0,0,0), (0,0,1,0), (0,1,0,0), (1,0,0,0), (0,1,0,1)
}; (20)
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S2 = S1 ∪
{
(0,0,0,1), (0,0,1,1), (1,0,0,1)
}; (21)
(iii) if ω = −2, all vertices Pl ( j + 1 l q) occurring in the walk W are contained in the set
S3 = S2 ∪
{
(1,0,1,1), (0,1,1,1), (1,1,0,1)
}
. (22)
The proof of Lemma 6 is presented in Appendix B.
Lemma 7. For the walk
W : P0 → P1 → ·· · → Pq−1 → Pq
in the set P , if the initial vertex P0 ∈ {(1,0,0,0), (0,1,0,0), (0,0,1,0), (1,0,1,1), (1,1,0,1), (0,1,1,1)},
then W cannot be closed.
Proof. Let ϑ j denote the arc with the tail P j and head P j+1 for each j ∈ {0,1, . . . ,q − 1}. Since
W ∈ P , by property (III) of the walks in P , we have w(ϑ0) 2. If W is closed, then we must have
Pq = P0 and Pq−1(3) = P1(2). The lemma is proven according to six cases of the vertex P0 as follows.
If P0 = (1,0,0,0) and w(ϑ0)  2, then P1 = (0,1,0,0) by Appendix A. Consequently, P2(2) = 0
and by property (III) of the walks in P , w(ϑ1)  1. By a similar analysis as in Example 1,
(0,1,0,0)
(0,1)−−−→ has an SBS as
(0,1,0,0)
(0,1)−−−→ (0,0,0,0) (0,1)−−−→
{
(1,0,0,0)
(0,1)−−−→ (0,0,0,0) (0,1)−−−→
(0,0,1,0)
(0,1)−−−→ (0,0,0,0) (1,1)−−−→ (0,1,0,0) (0,1)−−−→ . (23)
From (23), we can know that all vertices and arcs in P1W Pq have occurred in (23). If Pq = P0 =
(1,0,0,0), then by (23), Pq−1 = (0,0,0,0) and then Pq−1(3) = 0 = P1(2). Therefore the walk W
cannot be closed if P0 = (1,0,0,0).
The case P0 = (0,1,0,0) can be similarly proven as the case P0 = (1,0,0,0).
If P0 = (0,0,1,0), then P0W P4 has the form as
(0,0,1,0)
(−,2)−−−→ (0,1,0,0) (1,1)−−−→ (0,1,0,0) (0,0)−−−→ (0,0,0,0) (0,0)−−−→ . (24)
If W is closed, then Pq = (0,0,1,0) and Pq−1(3) = 1. By (24), we have q  5. By Lemma 6(i), the
vertices P j for 4  j  q in W are contained in S1. Consequently, Pq−1 ∈ S1. Notice that (0,0,1,0)
is the unique vertex with the third component 1 in the set S1. As a consequence, Pq−1 = (0,0,1,0)
and the arc ϑq−1 is (0,0,1,0) → (0,0,1,0), which does not exist by Appendix A. This leads to a
contradiction and then W cannot be closed.
If P0 = (1,0,1,1), then (1,0,1,1) (−,2)−−−−→ has an SBS as
(1,0,1,1)
(−,2)−−−→
⎧⎪⎨⎪⎩
(1,0,0,0)
(1,1)−−−→ (0,1,0,0) (0,0)−−−→ (0,0,0,0) (0,0)−−−→
(0,1,0,0)
(1,1)−−−→ (0,1,0,0) (0,0)−−−→ (0,0,0,0) (0,0)−−−→
(0,0,1,0)
(1,1)−−−→ (0,1,0,0) (1,0)−−−→ (0,1,0,0) (0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→ .
(25)
The vertices P j for 4  j  q of the ﬁrst and second segments of (25) are contained in S1 and the
vertices P j for 5  j  q of the third segment in (25) are contained in S2 by Lemma 6(i) and (ii).
Notice that (1,0,1,1) /∈ S1 and (1,0,1,1) /∈ S2. Consequently, the walk W cannot be closed.
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All arcs ϑ with w(ϑ) 2, T (ϑ) /∈ S3 and H(ϑ) /∈ Γ .
T (ϑ) H(ϑ) w(ϑ) T (ϑ) H(ϑ) w(ϑ)
(1,1,0,2) (1,1,1,1) 2 (1,0,1,2) (1,1,1,1) 2
(0,1,1,2) (1,1,1,1) 2 (1,1,1,3) (1,1,1,1) 2
(1,1,1,1) (0,0,0,0) 2 (1,1,1,1) (0,1,0,0) 3
(1,1,1,2) (1,1,0,1) 2 (1,1,1,2) (0,1,1,1) 2
(1,1,1,2) (1,0,0,0) 2 (1,1,1,2) (0,0,1,0) 2
Table 6
All arcs ϑ with w(ϑ) 2, T (ϑ) ∈ S3 and H(ϑ) /∈ Γ .
T (ϑ) H(ϑ) w(ϑ) T (ϑ) H(ϑ) w(ϑ)
(1,0,0,0) (0,1,0,0) 2 (0,1,0,0) (0,1,0,0) 2
(0,0,1,0) (0,1,0,0) 2 (1,0,1,1) (1,0,0,0) 2
(1,0,1,1) (0,1,0,0) 2 (1,0,1,1) (0,0,1,0) 2
(1,1,0,1) (1,0,0,0) 2 (1,1,0,1) (0,1,0,0) 2
(1,1,0,1) (0,0,1,0) 2 (0,1,1,1) (1,0,0,0) 2
(0,1,1,1) (0,1,0,0) 2 (0,1,1,1) (0,0,1,0) 2
The cases P0 = (1,1,0,1) and (0,1,1,1) can be similarly proven as the case P0 = (1,0,1,1).
The proof is ﬁnished. 
By Lemmas 6 and 7, we will ﬁnish the proof of Proposition 3 as below.
Proof of Proposition 3. If the result is not true, the walk W0 deﬁned in (15) belongs to the set P
and w(ϑ0) 2. We will prove that W0 cannot be closed according to ϑ0.
Notice that there are no arcs ϑ with tail T (ϑ) ∈ Γ , where Γ is deﬁned by (13). Consequently,
W0 cannot be closed if the head H(ϑ0) ∈ Γ . Therefore, we only need to consider the arcs ϑ0 with
w(ϑ0) 2 and H(ϑ0) /∈ Γ , i.e., the arcs listed in Tables 5 and 6, where S3 is deﬁned by (22).
To prove that W0 ∈ P is not closed for any arc ϑ0 in Table 5, we ﬁrstly present an SBS of the
arc ϑ0, then we have P j = P0 for j  1 by Lemma 6. Since the arc ϑ0 in Table 5 can be similarly
proven, here we only present the proof of the arc (1,1,1,2) → (0,1,1,1), for simplicity.
By a similar analysis as Example 1, (0,1,1,1)
(1,1)−−−→ has an SBS as
(0,1,1,1)
(1,1)−−−→
⎧⎪⎨⎪⎩
(0,1,0,0)
(1,0)−−−→ (0,1,0,0) (0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→
(0,1,0,1)
(1,1)−−−→
{
(1,1,0,1)
(0,1)−−−→
(0,1,1,1)
(0,1)−−−→ .
The walks (0,1,1,1)
(0,1)−−−→ and (1,1,0,1) (0,1)−−−→ have been analyzed in (B.7) and (B.8) in Appendix B,
respectively. Thus by Lemma 6, the vertices P j for j  1 are contained in S3. So W0 cannot be closed
since (1,1,1,2) /∈ S3.
Suppose that ϑ0 satisﬁes T (ϑ0) ∈ S3 and H(ϑ0) /∈ Γ , i.e., those arcs in Table 6. By Lemma 7, we
still have that the walk W0 cannot be closed for any ϑ0 given by Table 6. However, by (11) and
the analysis therein, we have that W0 is closed. This contradiction shows that the assumption at the
beginning of the proof does not hold, and then the proof is ﬁnished. 
Remark 3. (1) In the proof of Proposition 3, we do not distinguish whether the vertices of the walk
W0 are in the set {V0, V1, . . . , Vm−1} or not. That is to say, we have proven that each walk in P
cannot be closed.
(2) In the papers [16,17], the authors deﬁned an equivalence relation (i.e., two vertices are called
equivalent if there exists a closed walk in directed graph D containing both these vertices), and de-
termined the equivalence classes (called strongly connected components) by computer. However, in this
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method to deﬁne a similar equivalence relation which can be eﬃciently checked by computer.
Proposition 4. For the integer sequence ν0, ν1, . . . , νm−1 of period m, if for any νi  2, there exists a positive
integer ti m such that
νi + νi−1 + · · · + νi−ti+1  ti, (26)
then
∑m−1
i=0 νi m.
Proof. Without loss of generality, we can assume that the integer ti is the smallest integer such that
(26) holds.
Let I = {i | νi  2} and |I| = p. Thus, all elements of I can be listed as i1, i2, . . . , ip , where i1 <
i2 < · · · < ip . Let N j = {i j, i j − 1, . . . , i j − ti j + 1} be a subset of Zm . Then (26) can be written as∑
i∈N j νi  ti j = |N j|. Let N =
⋃p
j=1 N j , and then νi  1 if i ∈ Zm \ N .
If p = 1, νi1 + νi1−1 + · · · + νi1−t1+1  ti1 . In this case, the proof follows the fact that other ν j
satisﬁes ν j  1.
If p  2, we claim that for two integers j and j′ with 1  j < j′  p, the sets N j and N j′ are
disjoint or one containing another one. Without loss of generality, we take j = 1 and j′ = 2.
If the above claim is not true, then we have i1 − ti1 + 1 < i2 − ti2 + 1  i1 < i2 and consider the
following sequence
νi1−ti1+1, . . . , νi2−ti2+1, νi2−ti2+2, . . . , νi1 , . . . , νi2 .
Notice that ti1 and ti2 are the smallest positive integers satisfying (26). Consequently, we have
νi2−ti2+1 + νi2−ti2+2 + · · · + νi1 > i1 − i2 + ti2 and νi1+1 + νi1+2 + · · · + νi2 > i2 − i1.
This implies
νi2−t2+1 + νi2−t2+2 + · · · + νi1 + νi1+1 + νi1+2 + · · · + νi2 > ti2 ,
which contradicts with (26) and then the claim is true. Thus there exists a subset J of the set
{1,2, . . . , p} such that N =⋃ j∈ J N j and N j ∩ N j′ = ∅ for any two different elements j and j′ of J .
Thus |N| =∑ j∈ J |N j | =∑ j∈ J ti j and we have that ∑i∈N νi =∑ j∈ J ∑i∈N j νi ∑ j∈ J ti j = |N|. There-
fore, we have
m−1∑
i=0
νi =
∑
i∈Zm\N
νi +
∑
i∈N
νi 
∑
i∈Zm\N
1+ |N| =m,
and this ﬁnishes the proof. 
Propositions 3 and 4 tell us that M(m;3,13)  k. Furthermore, we can also prove that the equal
sign holds.
Lemma 8. (See [17, Theorem 14].) If m/(m, r) is odd, then we have that
M
(
m;2r + 1)= (m − (m, r))/2.
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M(m;3,13) = max(w(s) − w(a) − w(b)) k
where the maximum is over all integers s, a, b such that
0 s,a,b  2m − 1, s ≡ 3a + 13b (mod 2m − 1), a or b ≡ 0 (mod 2m − 1).
On the other hand, we have M(m;3,13)  M(m;3) by the deﬁnition of M(m;3,13). Applying
Lemma 8, we have
k = (m − (m, r))/2= M(m;3) M(m;3,13) k.
Therefore, we have M(m;3,13) = k and the proof is ﬁnished. 
Remark 4. (1) For the power function f (x) = x 133 over F2m , the Fourier coeﬃcients f̂ 13
3
(γ ) =∑
x∈F2m (−1)Tr
m
1 (x
13
3 +γ x) (γ ∈ F2m ) were considered and val( 133 ) was determined in Ref. [21], where
val( 133 ) is the largest integer d such that 2
d divides all the Fourier coeﬃcients f̂ 13
3
(γ ). Notice that
gcd(3,2m − 1) = 1 and then ∑x∈F2m (−1)Trm1 (x 133 +γ x) =∑x∈F2m (−1)Trm1 (x13+γ x3) . With the notations as
in equality (1), let d1 = 3 and d2 = 13, and then we have
f̂ 13
3
(γ ) = 2m − 2wt(c(0, γ ,1)) (27)
where c(0, γ ,1) is a codeword in C⊥1,3,13. By Theorem 1 and the weights of codewords in C⊥1,3,5,
f̂ 13
3
(γ ) has at most ﬁve possible values as in the set {0,±2m+12 ,±2m+32 } and then val( 133 )  m+12 .
Assume that τ is the largest integer such that 2τ | wt(c(0, γ ,1)) for all γ ∈ F2m . Then we have
val( 133 ) = τ + 1 according to the equality (27). We also have τ  M(m;3,13), since the set consisting
of the codewords wt(c(0, γ ,1)) with γ ∈ F2m is a subset of the code C⊥1,3,13. Thus, we can obtain the
same conclusion that val( 133 ) M(m;3,13) + 1 = m+12 by Proposition 2.
(2) Ref. [21] utilized the Gauss sums and Stickelberger’s congruences to obtain the inequality
val(13/3) min
1a2m−2
{
wt(−a) + wt(13a/3)}= min
1a2m−2
{
wt(−3a) +wt(13a)},
and then applied the add-with-carry algorithm to 3 and 13, respectively. By constructing a weighted
graph of 96 vertices and then simplifying this graph to a weighted graph of 44 vertices, Leander and
Langevin [21] enumerated all elementary cycles in the simpliﬁed graph and found that the costs (i.e.,
weights) of elementary cycles of length 2L or 2L + 1 are greater or equal to −L (computer checking).
This shows val( 133 ) 
m+1
2 . In our paper, the method introduced in Section 2 (also see Ref. [16])
is used to determine the value of M(m;3,13). We construct a weighted graph of 40 vertices and
analyze the maximum value of M(m;3,13) according to Steps 1 and 2 (the arcs and their weights
in the graph deﬁned in our paper are also found by a computer, but our proofs are ﬁnished by
hand).
(3) For m = 2k + 1, to determine the largest power of 2 dividing all weights of the cyclic code
C⊥
1,2k+1+1,2k+2+3, Hollmann and Xiang applied the add-with-carry algorithm to prove M(m;2k+1 −
1,2k+1 + 1) m−12 [16] since C⊥ k+1 k+2 and C⊥ k+1 k+1 have the same weight distribution.1,2 +1,2 +3 1,2 −1,2 +1
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2ci + si = ai−k−1 − ai + bi−k−1 + bi + ci−1 (28)
for all i ∈ Zm in the Appendix of [16]. Since m = 2k + 1, the following useful equalities
2ci−k−1 + si−k−1 = ai−1 − ai−k−1 + bi−1 + bi−k−1 + ci−k−2 (29)
can be derived from (28) by replacing i by i − k − 1, where the subscripts are taken modulo m.
With these equalities, the authors constructed a directed graph and analyzed the ﬁve arcs of
weight 2 in its component G0 to prove M(m;2k+1 − 1,2k+1 + 1)  m−12 (see the Appendix of [16]
for details). However, we do not ﬁnd any useful relationship between the subscripts in (6) and k.
Therefore, we do not obtain the equalities as (29), and a special set P as in (14) is deﬁned to
prove M(m;3,13)  m−12 . This makes the divisibility analysis in this paper more complex than
that of the cyclic code C⊥
1,2k+1+1,2k+2+3 in [16] although the pair (3, 13) is ﬁxed and independent
on m.
5. Conclusions
For odd m  5, a new triple-error-correcting cyclic code of length 2m − 1 has been found. It is
deﬁned by zeros α, α3 and α13, and the exponents 3 and 13 come from the Gold and Kasami–Welch
APN power functions, respectively. To generalize the construction of the code C1,3,13, one can consider
the class of cyclic codes C with the dual codes C⊥ having the form
C⊥ = {c(,γ , δ) = (Trm1 (x+ γ f (x) + δg(x)))x∈F∗
2m
∣∣ ,γ , δ ∈ F2m}
where f (x) and g(x) are different APN functions from F2m to itself. If the polynomial Trm1 (x +
γ f (x) + δg(x)) in variable x has algebraic degree greater than 2, some tools other than the theory of
quadratic forms are possibly needed.
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Appendix A. Some arcs ϑ inD
Appendix A gives all arcs ϑ with the head H(ϑ) /∈ Γ and tail T (ϑ) in the set
S3 ∪
{
(1,1,0,2), (1,0,1,2), (0,1,1,2), (1,1,1,1)
}
,
where the set S3 is deﬁned as (22).
1. T (ϑ) = (0,0,0,0).
H(ϑ) (0,0,0,0) (0,0,0,1) (1,0,0,0) (0,1,0,0) (0,1,0,1) (0,0,1,0)
w(ϑ) 0 −1 1 1 0 1
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H(ϑ) (0,0,0,2) (0,0,0,3) (1,0,0,1) (1,0,0,2) (0,1,0,2)
w(ϑ) −3 −4 −1 −2 −2
H(ϑ) (0,1,0,3) (1,1,0,1) (1,1,0,2) (0,0,1,1) (0,0,1,2)
w(ϑ) −3 0 −1 −1 −2
H(ϑ) (1,0,1,1) (0,1,1,1) (0,1,1,2) (1,1,1,1)
w(ϑ) 0 0 −1 1
3. T (ϑ) = (1,0,0,0).
H(ϑ) (0,0,0,0) (0,1,0,0)
w(ϑ) 1 2
4. T (ϑ) = (1,0,0,1).
H(ϑ) (0,0,0,1) (0,0,0,2) (1,0,0,0) (1,0,0,1) (0,1,0,1)
w(ϑ) −1 −2 1 0 0
H(ϑ) (0,1,0,2) (1,1,0,1) (0,0,1,0) (0,0,1,1) (0,1,1,1)
w(ϑ) −1 1 1 0 1
5. T (ϑ) = (0,1,0,0).
H(ϑ) (0,0,0,0) (0,1,0,0)
w(ϑ) 1 2
6. T (ϑ) = (0,1,0,1).
H(ϑ) (0,0,0,1) (0,0,0,2) (1,0,0,0) (1,0,0,1) (0,1,0,1)
w(ϑ) −1 −2 1 0 0
H(ϑ) (0,1,0,2) (1,1,0,1) (0,0,1,0) (0,0,1,1) (0,1,1,1)
w(ϑ) −1 1 1 0 1
7. T (ϑ) = (1,1,0,1).
H(ϑ) (0,0,0,0) (0,0,0,1) (1,0,0,0) (0,1,0,0) (0,1,0,1) (0,0,1,0)
w(ϑ) 1 0 2 2 1 2
8. T (ϑ) = (1,1,0,2).
H(ϑ) (0,0,0,2) (0,0,0,3) (1,0,0,1) (1,0,0,2) (0,1,0,2)
w(ϑ) −2 −3 0 −1 −1
H(ϑ) (0,1,0,3) (1,1,0,1) (1,1,0,2) (0,0,1,1) (0,0,1,2)
w(ϑ) −2 1 0 0 −1
H(ϑ) (1,0,1,1) (0,1,1,1) (0,1,1,2) (1,1,1,1)
w(ϑ) 1 1 0 2
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H(ϑ) (0,0,0,0) (0,1,0,0)
w(ϑ) 1 2
10. T (ϑ) = (0,0,1,1).
H(ϑ) (0,0,0,1) (0,0,0,2) (1,0,0,0) (1,0,0,1) (0,1,0,1)
w(ϑ) −1 −2 1 0 0
H(ϑ) (0,1,0,2) (1,1,0,1) (0,0,1,0) (0,0,1,1) (0,1,1,1)
w(ϑ) −1 1 1 0 1
11. T (ϑ) = (1,0,1,1).
H(ϑ) (0,0,0,0) (0,0,0,1) (1,0,0,0) (0,1,0,0) (0,1,0,1) (0,0,1,0)
w(ϑ) 1 0 2 2 1 2
12. T (ϑ) = (1,0,1,2).
H(ϑ) (0,0,0,2) (0,0,0,3) (1,0,0,1) (1,0,0,2) (0,1,0,2)
w(ϑ) −2 −3 0 −1 −1
H(ϑ) (0,1,0,3) (1,1,0,1) (1,1,0,2) (0,0,1,1) (0,0,1,2)
w(ϑ) −2 1 0 0 −1
H(ϑ) (1,0,1,1) (0,1,1,1) (0,1,1,2) (1,1,1,1)
w(ϑ) 1 1 0 2
13. T (ϑ) = (0,1,1,1).
H(ϑ) (0,0,0,0) (0,0,0,1) (1,0,0,0) (0,1,0,0) (0,1,0,1) (0,0,1,0)
w(ϑ) 1 0 2 2 1 2
14. T (ϑ) = (0,1,1,2).
H(ϑ) (0,0,0,2) (0,0,0,3) (1,0,0,1) (1,0,0,2) (0,1,0,2)
w(ϑ) −2 −3 0 −1 −1
H(ϑ) (0,1,0,3) (1,1,0,1) (1,1,0,2) (0,0,1,1) (0,0,1,2)
w(ϑ) −2 1 0 0 −1
H(ϑ) (1,0,1,1) (0,1,1,1) (0,1,1,2) (1,1,1,1)
w(ϑ) 1 1 0 2
15. T (ϑ) = (1,1,1,1).
H(ϑ) (0,0,0,0) (0,1,0,0)
w(ϑ) 2 3
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Proof. The proofs of Lemma 6(i) and (ii) are contained in the proof of Lemma 6(iii), so we only focus
on the proof for (iii). Furthermore, from the SBS (B.6), we will see that the case P j+1(2) = 1 and
ω = −2 is contained in the case P j+1(2) = 0 and ω = −2, thus we always assume that P j+1(2) = 0
and ω = −2 in the sequel. For the same reason as in Example 1, without loss of generality, we can
also assume that the integer q is large enough.
Let ϑi denote the arc with the tail Pi and head Pi+1 for 0 i  q − 1.
Since P j+1(2) = 0 and ω = −2, by P j = (0,0,0,0) and Appendix A, we have P j+1 ∈ {(0,0,0,0),
(0,0,0,1), (0,0,1,0), (1,0,0,0)}. If P j+1 = (0,0,0,0), then w(ϑ j) = 0. By a similar analysis as in
(16), we have w(ϑ j+1)−1. Consequently, P jW P j+2 has the form as
(0,0,0,0)
(0,−2)−−−−→ (0,0,0,0) (0,−1)−−−−→ (Φ1). (B.1)
For P j+1 ∈ {(0,0,0,1), (0,0,1,0), (1,0,0,0)}, a similar analysis shows that P jW P j+2 has other three
possible forms as below.
(0,0,0,0)
(0,−2)−−−−→
⎧⎪⎨⎪⎩
(0,0,0,1)
(0,0)−−−→ (Φ2)
(0,0,1,0)
(0,−2)−−−−→ (Φ3)
(1,0,0,0)
(0,−2)−−−−→ (Φ4).
In the case (Φ1), P j+2(2) = 0 and then by Appendix A, we have
P j+2 ∈
{
(0,0,0,0), (0,0,0,1), (0,0,1,0), (1,0,0,0)
}
.
Notice that the weights of the arcs with the tail P j+1 and heads (0,0,0,0), (0,0,0,1), (0,0,1,0),
(1,0,0,0) are 0, −1, 1, 1, respectively. Consequently, there are four possible forms for P jW P j+3 as
(0,0,0,0)
(0,−2)−−−−→ (0,0,0,0) (0,−1)−−−−→
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(0,0,0,0)
(0,0)−−−→ (Φ1.1)
(0,0,0,1)
(0,1)−−−→ (Φ1.2)
(0,0,1,0)
(0,−1)−−−−→ (Φ1.3)
(1,0,0,0)
(0,−1)−−−−→ (Φ1.4).
For the case (Φ1.1), by a similar analysis as Example 1, the walk (0,0,0,0)
(0,0)−−−→ has an SBS as
(0,0,0,0)
(0,0)−−−→
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(0,0,0,0)
(0,1)−−−→
⎧⎪⎨⎪⎩
(0,0,1,0)
(0,1)−−−→ (0,0,0,0) (1,1)−−−→ (0,1,0,0)
(0,1)−−−→ (0,0,0,0) (0,1)−−−→
(1,0,0,0)
(0,1)−−−→ (0,0,0,0) (0,1)−−−→
(0,0,1,0)
(0,0)−−−→ (0,0,0,0) (1,0)−−−→
⎧⎪⎨⎪⎩ (0,1,0,1)
(0,1)−−−→
{
(0,0,1,0)
(0,1)−−−→
(1,0,0,0)
(0,1)−−−→
(0,1,0,0)
(0,0)−−−→ (0,0,0,0) (0,0)−−−→
(1,0,0,0)
(0,0)−−−→ (0,0,0,0) (0,0)−−−→,
(B.2)
in which all vertices and arcs in P j+2W Pq have occurred for the case P j+2 = (0,0,0,0). Thus, all
vertices Pl ( j + 1  l  q) occurring in the walk W are contained in the set S1 deﬁned by (20).
Furthermore, by (B.2), all walks with the form (0,0,0,0)
(η,ω)−−−−→ for η ∈ {0,1} and ω ∈ {0,1} have
occurred in (B.2). This ﬁnishes the proof of Lemma 6(i).
For the case (Φ1.2), by Appendix A, we have (0,0,0,1)
(0,1)−−−→ O , i.e., q = j + 2 and P j+2 = Pq .
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(0,0,1,0)
(0,−1)−−−−→ (0,0,0,0) (1,−1)−−−−→
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(0,1,0,0)
(0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→ (Φ1.3.1)
(0,1,0,1)
(0,0)−−−→
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(0,0,1,0)
(0,0)−−−→ (Φ1.3.2)
(0,0,1,1)
(0,1)−−−→ (Φ1.3.3)
(1,0,0,0)
(0,0)−−−→ (Φ1.3.4)
(1,0,0,1)
(0,1)−−−→ (Φ1.3.5).
(B.3)
The walks (0,0,1,0)
(0,0)−−−→ in (Φ1.3.2) and (1,0,0,0) (0,0)−−−→ in (Φ1.3.4) have occurred in (B.2). We
need to further analyze the cases (Φ1.3.3) and (Φ1.3.5). By Appendix A, (0,0,1,1)
(0,1)−−−→ has an SBS
as
(0,0,1,1)
(0,1)−−−→
{
(0,0,1,0)
(1,1)−−−→ (0,1,0,0) (1,0)−−−→ (0,1,0,0) (0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→
(1,0,0,0)
(1,1)−−−→ (0,1,0,0) (0,0)−−−→ (0,0,0,0) (0,0)−−−→ (B.4)
for the case (Φ1.3.3) and (1,0,0,1)
(0,1)−−−→ has an SBS as
(1,0,0,1)
(0,1)−−−→
{
(0,0,1,0)
(0,1)−−−→ (0,0,0,0) (1,1)−−−→
(1,0,0,0)
(0,1)−−−→ (0,0,0,0) (0,1)−−−→ (B.5)
for the case (Φ1.3.5).
For the case (Φ1.4), P j+2W P j+4 is given by
(1,0,0,0)
(0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→ .
Notice that the walk (0,0,0,0)
(0,−1)−−−−→ in (Φ1.3.1), (Φ1.3.3) and (Φ1.4) has occurred as
P j+1W P j+2 in (B.1). Therefore, by the above analysis for (Φ1.1)–(Φ1.4) and Lemma 6(i), in the case
that P jW P j+2 has the form as (B.1), all vertices Pl ( j + 1 l  q) occurring in the walk W are con-
tained in the set S2 deﬁned by (21). Furthermore, the walks (0,0,0,0)
(η,−1)−−−−→ for η ∈ {0,1} have
occurred in (B.3). This ﬁnishes the proof of Lemma 6(ii).
For the case (Φ2), (0,0,0,1)
(0,0)−−−→ (1,0,1,1) has an SBS as
(0,0,0,1)
(0,0)−−−→ (1,0,1,1)
(0,1)−−−→
⎧⎪⎨⎪⎩
(0,0,0,0)
(1,1)−−−→
(0,0,1,0)
(1,0)−−−→ (0,1,0,0) (1,−1)−−−−→ (0,1,0,0) (0,−2)−−−−→ (0,0,0,0) (0,−2)−−−−→
(1,0,0,0)
(1,0)−−−→ (0,1,0,0) (0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→ .
For the case (Φ3), P j+1W P j+5 has six possible forms as
(0,0,1,0)
(0,−2)−−−−→ (0,0,0,0)
(1,−2)−−−−→
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(0,1,0,0)
(0,−2)−−−−→ (0,0,0,0) (0,−2)−−−−→ (Φ3.1)
(0,1,0,1)
(0,−1)−−−−→
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(0,0,0,1)
(0,1)−−−→ (Φ3.2)
(0,0,1,0)
(0,−1)−−−−→ (Φ3.3)
(0,0,1,1)
(0,0)−−−→ (Φ3.4)
(1,0,0,0)
(0,−1)−−−−→ (Φ3.5)
(0,0)
(B.6)(1,0,0,1) −−−→ (Φ3.6).
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(0,1)−−−→ in (Φ3.2) has occurred as P j+2W P j+3 in (Φ1.2). For the case (Φ3.3),
since the segment P j+4W P j+5 has the form (0,0,1,0)
(0,−1)−−−−→, the segment P j+4W P j+6 has the
form (0,0,1,0)
(0,−1)−−−−→ (0,0,0,0) (1,−1)−−−−→. By Lemma 6(ii), for the cases (Φ3.2) and (Φ3.3), all ver-
tices in W are contained in the set S2.
For the case (Φ3.4), (0,0,1,1)
(0,0)−−−→ has an SBS as
(0,0,1,1)
(0,0)−−−→
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(0,0,1,0)
(1,0)−−−→ (0,1,0,0) (1,−1)−−−−→ (0,1,0,0)
(0,−2)−−−−→ (0,0,0,0) (0,−2)−−−−→ (Φ3.4.1)
(0,0,1,1)
(1,1)−−−→
{
(1,1,0,1)
(1,1)−−−→ (Φ3.4.2)
(0,1,1,1)
(1,1)−−−→ (Φ3.4.3)
(1,0,0,0)
(1,0)−−−→(0,1,0,0) (0,−1)−−−−→(0,0,0,0) (0,−1)−−−−→ (Φ3.4.4)
(1,0,0,1)
(1,1)−−−→
{
(0,1,1,1)
(0,1)−−−→ (Φ3.4.5)
(1,1,0,1)
(0,1)−−−→ (Φ3.4.6).
For the case (Φ3.4.2), (0,0,1,1)
(1,1)−−−→ has an SBS as
(1,1,0,1)
(1,1)−−−→
{
(0,1,0,0)
(0,0)−−−→ (0,0,0,0) (0,0)−−−→
(0,1,0,1)
(0,1)−−−→
and the walk (0,1,0,1)
(0,1)−−−→ has occurred in (B.2). For the case (Φ3.4.3), P j+6W P j+9 has three
possible forms as
(0,1,1,1)
(1,1)−−−→
⎧⎪⎨⎪⎩
(0,1,0,0)
(1,0)−−−→ (0,1,0,0) (0,−1)−−−−→ (Φ3.4.3.1)
(0,1,0,1)
(1,1)−−−→
{
(0,1,1,1)
(0,1)−−−→ (Φ3.4.3.2)
(1,1,0,1)
(0,1)−−−→ (Φ3.4.3.3).
Since the walk (0,1,0,0)
(0,−1)−−−−→ in the case (Φ3.4.3.1) has occurred in the case (Φ1.3.1) as (B.3),
we need to further analyze the cases (Φ3.4.3.2) and (Φ3.4.3.3). (0,1,1,1)
(0,1)−−−→ has an SBS as
(0,1,1,1)
(0,1)−−−→
⎧⎪⎨⎪⎩
(0,0,0,0)
(1,1)−−−→
(0,0,1,0)
(1,0)−−−→ (0,1,0,0) (1,−1)−−−−→ (0,1,0,0) (0,−2)−−−−→ (0,0,0,0) (0,−2)−−−−→
(1,0,0,0)
(1,0)−−−→ (0,1,0,0) (0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→
(B.7)
for (Φ3.4.3.2), and (1,1,0,1)
(0,1)−−−→ has an SBS as
(1,1,0,1)
(0,1)−−−→
⎧⎪⎨⎪⎩
(0,0,0,0)
(0,1)−−−→
(0,0,1,0)
(0,0)−−−→ (0,0,0,0) (1,0)−−−→
(1,0,0,0)
(0,0)−−−→ (0,0,0,0) (0,0)−−−→
(B.8)
for (Φ3.4.3.3).
Notice that the walk (0,0,0,0)
(0,−1)−−−−→ in (Φ3.4.4) has occurred in (Φ1) and the walks
(0,1,1,1)
(0,1)−−−→ in (Φ3.4.5) and (1,1,0,1) (0,1)−−−→ in (Φ3.4.6) have been analyzed in (B.7) and (B.8),
respectively.
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(1,0,0,0)
(0,−1)−−−−→ (0,0,0,0) (0,−1)−−−−→
and for the case (Φ3.6), (1,0,0,1)
(0,0)−−−→ has an SBS as
(1,0,0,1)
(0,0)−−−→
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(0,0,1,0)
(0,0)−−−→ (0,0,0,0) (1,0)−−−→
(0,0,1,1)
(0,1)−−−→
(1,0,0,0)
(0,0)−−−→ (0,0,0,0) (0,0)−−−→
(1,0,0,1)
(0,1)−−−→ .
Notice that the walks (0,0,1,1)
(0,1)−−−→ and (1,0,0,1) (0,1)−−−→ have been analyzed in (B.4) and (B.5),
respectively.
For the case (Φ4), the segment P j+1W P j+3 has the form (1,0,0,0)
(0,−2)−−−−→ (0,0,0,0) (0,−2)−−−−→.
Notice that the walk (0,0,0,0)
(0,−2)−−−−→ in the cases (Φ2), (Φ3.1), (Φ3.4.1), (Φ3.4.3.2), (Φ3.4.5),
and (Φ4) has occurred as P jW P j+1. Therefore, combining the above analysis for the cases (Φ2)–(Φ4)
and by Lemma 6(i), (ii), all vertices Pl ( j + 1 l  q) occurring in the walk W are contained in the
set S3. The proof for the case η = 1 and ω = −2 is contained in the analysis of the case (Φ3) in (B.6).
This ﬁnishes the proof of Lemma 6(iii). 
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