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Peng Sun
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Central University of Finance and Economics
Beijing 100081, China
Abstract. We show that systems with the structure introduced by Climen-
haga and Thompson have dense intermediate pressures and dense intermediate
entropies of ergodic measures. The result applies to the Man˜e´ diffeomorphisms.
1. Introduction
Let (X, d) be a compact metric space and f : X → X be a continuous map.
Then (X, f) is conventionally called a topological dynamical system or just a system.
Denote by M(X, f) the space of probability invariant measures of (X, f) and by
Me(X, f) the subset of the ergodic ones. It is believed that in most cases, positive
topological entropy of (X, f) implies a rich structure of M(X, f). A conjecture of
Katok on intermediate entropies suggests us to study the set
H (X, f) := {hµ(f) : µ ∈Me(X, f)}
of metric entropies of ergodic measures. Katok Showed that H (X, f) ⊃ [0, h(f)]
for C1+α surface diffeomorphisms (cf. [13]) and conjectured that this holds for
smooth systems in any dimension. In the last decade, a number of partial results
have been obtained. See [20, 21, 27, 22, 19, 12, 14, 16, 4, 29, 24, 17, 25].
In the recent works, we find specification-like properties powerful tools to con-
struct invariant sets and ergodic measures. It is shown in [25] that systems sat-
isfying approximate product property and asymptotic entropy expansiveness must
have ergodic measures of arbitrary intermediate entropies and arbitrary interme-
diate pressures. In fact, in this case, for every continuous potential φ, every α in
the interval (inf{Pµ(φ) : µ ∈M(X, f)}, P (φ)), where Pµ(φ) and P (φ) denote the
pressure of µ and the topological pressure of (X, f) with respect to φ, the set
Mαe (φ) := {µ ∈Me(X, f) : Pµ(φ) = α}
is a dense Gδ subset in the compact metric subspace
M(φ, α) := {µ ∈ M(X, f) :
∫
φdµ ≤ α ≤ Pµ(φ)}.
2010 Mathematics Subject Classification. Primary: 37A35, 37C50, 37D35. Secondary: 37B40,
37C40, 37D25, 37D30.
Key words and phrases. ergodic measure, intermediate entropy, pressure, specification, gluing
orbit, Climenhaga-Thompson structure, Man˜e diffeomorphism.
1
2 PENG SUN
This result indicates that the invariant measures of such systems have delicate
structures and we may expect stronger results than Katok’s conjecture for a broad
class of systems.
Recently, Climenhaga and Thompson developed a methodology to study unique-
ness of equilibrium states for certain partially hyperbolic systems [5, 6, 7, 8, 9]. The
core of their theory is a decomposition of orbit segments into pieces satisfying glu-
ing orbit properties and pieces of low pressures. In this article, we illustrate that
such a decomposition can also produce ergodic measures of intermediate entropies
and intermediate pressures.
Theorem 1.1. Let (X, f) be an asymptotically entropy expansive system and φ :
X → R be a continuous potential. Denote
P(φ) := {Pµ(φ) : µ ∈Me(X, f)}
and
P ∗(φ) := lim inf
n→∞
sup
{
1
n
n−1∑
k=0
φ
(
fk(x)
)
: x ∈ X
}
.
Suppose that (X, f, φ) has the Climenhaga-Thompson structure. Then P(φ) is
dense in the interval [P ∗(φ), P (φ)]. In particular, H (X, f) is dense in [0, h(f)].
The Climenhaga-Thompson structure (see Definition 2.18) requires an estimate
P⊥exp(φ) < P (φ) on the obstruction to expansivity. We suspect that this estimate
may not imply asymptotic entropy expansiveness. If the assumption of asymptotic
entropy expansiveness is released, we have
P(φ) ⊃
[
max
{
P ∗(φ), P⊥exp(φ)
}
, P (φ)
]
.
See Corollary 4.2.
As an application of Theorem 1.1, we consider the Man˜e´ family UA,ρ,r, which is
a class of DA (derived from Anosov) maps introduced by Man˜e´ [18]. They are C0
perturbations of a hyperbolic toral automorphism A : T3 → T3, robustly transitive,
and partially hyperbolic with 1-dimensional centers. As described in [9], for each
g ∈ UA,ρ,λ we assume that:
(1) q is a fixed point of A and its neighborhood B(q, ρ) is the support of the
perturbation.
(2) λ ∈ [0, 1] such that if an orbit spends a proportion at least λ of its time
outside B(q, ρ), then it contracts the vectors in the center direction.
Let φ be an α-Ho¨lder potential on T3 and
‖φ‖α := sup
{
|φ(x) − φ(y)|
d(x, y)α
: x, y ∈ X, x 6= y
}
be its Ho¨lder semi-norm. It is shown in [9] that there is a function L(ρ, λ) such that
L(ρ, λ) → ∞ as ρ, λ → 0 and (T3, g, φ) has the Climenhaga-Thompson structure
as long as ‖φ‖α ≤ L(ρ, λ). As g is entropy expansive, Theorem 1.1 leads to the
following corollary.
Corollary 1.2. Let (T3, g) be the a system in the Man˜e´ family UA,ρ,λ and φ be an
α-Ho¨lder potential satisfying ‖φ‖α ≤ L(ρ, λ). Then
P(φ) ⊃ [P ∗(φ), P (φ)] .
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In particular, there are ρ0, λ0 > 0 such that for every g ∈ UA,ρ0,λ0 , we have
H (T3, g) = [0, h(f)].
We believe that the space of invariant measures of a Man˜e´ diffeomorphism has
a similar structure as the one described in [25], hence P(φ) and H (T3, g) include
some non-degenerate intervals. However, it seems that the denseness result we have
obtained might be optimal under the current framework. We are looking for new
approaches.
Notions and results in this article naturally extends to the continuous-time case.
2. Preliminaries
Suppose that we are given a system (X, f) and a continuous potential function
φ : X → R. In what follows we often omit f in the notations. Denote by Z+
the set of all positive integers and by N the set of all nonnegative integers, i.e.
N = Z+ ∪ {0}. For n ∈ Z+, denote
Zn := {0, 1, · · · , n− 1}
and let Σn := Z
Z
+
n be the space of all sequences in Zn.
2.1. Entropy and Pressure.
Definition 2.1. Let K be a subset of X . For n ∈ Z+ and ε > 0, a subset E ⊂ K
is called an (n, ε)-separated set in K if for any distinct points x, y in E, we have
dn(x, y) := max
{
d(fk(x), fk(y)) : k ∈ Zn
}
> ε.
Denote by S (K,n, ε) the maximal cardinality of (n, ε)-separated subsets of K. Let
h(K, f, ε) := lim sup
n→∞
lnS (K,n, ε)
n
.
Then the topological entropy of f on K is defined as
h(K, f) := lim
ε→0
h(K, f, ε) = sup{h(K, f, ε) : ε > 0}.
In particular, h(f) := h(X, f) is called the topological entropy of the system (X, f).
For x ∈ X , ε > 0 and n ∈ Z+, denote
Φ(x, n, ε) := sup
{
n−1∑
k=0
φ
(
fk (y)
)
: y ∈ Bn(x, ε)
}
,
where
Bn(x, ε) := {y ∈ X : dn(x, y) < ε}.
In particular, we write
Φ(x, n) = Φ(x, n, 0) :=
n−1∑
k=0
φ
(
fk (x)
)
.
For Y ⊂ X , we consider the partition function
Θ(Y, φ, n, δ, ε) := sup
{∑
x∈E
eΦ(x,n,ε) : E is an (n, δ)-separated subset of Y
}
.
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Given C ∈ X × N, denote C(n) := {x ∈ X : (x, n) ∈ D}. We write
Θ(C, φ, n, δ, ε) := Θ(C(n), φ, n, δ, ε) and Θ(D, φ, n, δ) := Θ(D, φ, n, δ, 0).
Denote
P (D, φ, δ, ε) := lim sup
n→∞
1
n
lnΘ(D, φ, n, δ, ε) and P (D, φ, δ) := P (D, φ, δ, 0).
The pressure of φ on D is defined as
P (D, φ) := lim
δ→0
P (D, φ, δ).
In particular, for Y ⊂ X , we denote
P (Y, φ, δ, ε) := P (Y × N, φ, δ, ε)
and P (Y, φ, δ), P (Y, φ) analogously. For D = X×N we obtain the usual topological
pressure for the system (X, f), which shall be simply denoted by P (φ, δ, ε), P (φ, δ)
and P (φ).
Remark 2.2. It holds that
|P (C, φ, δ, ε)− P (C, φ, δ)| ≤ Var(φ, ε),
where
Var(φ, ε) := sup {|φ(x) − φ(y)| : d(x, y) ≤ ε, x, y ∈ X} .
By continuity of φ and compactness of X , we have Var(φ, ε) < ∞ for any ε > 0
and
lim
ε→0
Var(φ, ε) = 0.
Therefore it holds that
lim
ε→0
P (C, φ, δ, ε) = P (C, φ, δ).
Definition 2.3. For C ⊂ X × Z+ and ε > 0, we say that the potential φ satisfies
BP(ε) on C if
V (C, φ, ε) := sup {|Φ(x, n) − Φ(y, n)| : (x, n) ∈ C, y ∈ Bn(x, ε)} <∞.
We say that φ satisfies the Bowen property on C if φ satisfies BP(ε0) on C for
some ε0 > 0.
Remark 2.4. If φ satisfies BP(ε0) on C then
P (C, φ, δ, ε0) = P (C, φ, δ).
Proposition 2.5 (Variational Principle). It holds that
P (φ) = sup{Pµ(φ) : µ ∈Me(X, f)},
where Pµ(φ) := hµ(f) +
∫
φdµ is the pressure of µ and hµ(f) is the metric entropy
of µ.
Readers are referred to [28] for more details on entropies and pressures.
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2.2. Expansiveness.
Definition 2.6. For ε > 0 and x ∈ X , denote
Γε(x) := {y ∈ X : d(f
n(x), fn(y)) < ε for every n ∈ N}.
Let
h∗(f, ε) := sup{h(Γε(x), f) : x ∈ X}.
(1) We say that (X, f) is expansive if there is ε0 > 0 such that Γε0(x) = {x}
for every x ∈ X .
(2) We say that (X, f) is entropy expansive if there is ε0 > 0 such that
h∗(f, ε0) = 0.
(3) We say that (X, f) is asymptotically entropy expansive if
lim
ε→0
h∗(f, ε) = 0.
Lemma 2.7 ([8, Lemma 2.2]). For any D ⊂ X × N and ε > 0, we have
P (D, φ) ≤ P (D, φ, ε) + h∗(f, ε) + Var(φ, ε).
Lemma 2.8. Suppose that (X, f) is asymptotically entropy expansive, then the map
µ→ Pµ(φ) is upper semi-continuous. In particular, there is an ergodic measure µm,
called an equilibrium state for φ, such that Pµm(φ) = P (φ).
Definition 2.9. For ε > 0, denote
NE(ε) := {x ∈ X : Γε(x) 6= {x}}.
We say that µ ∈ Me(X, f) is almost expansive if there is ε0 > 0 such that
µ(NE(ε0)) = 0.
Definition 2.10. For ε > 0, denote
P⊥exp(φ, ε) := sup{Pµ(φ) : µ(NE(ε)) > 0, µ ∈Me(X, f)}
=sup{Pµ(φ) : µ(NE(ε)) = 1, µ ∈Me(X, f)}.
The pressure of obstructions to expansivity is defined as
P⊥exp(φ) := lim
ε→0
P⊥exp(φ, ε) = inf{P
⊥
exp(φ, ε) : ε > 0}.
Lemma 2.11 ([7, Proposition 3.7]). If P⊥exp(φ, ε) < P (φ), then P (φ, γ) = P (φ) for
γ ∈ (0, ε2 ).
Remark 2.12. Let Y be a compact invariant subset ofX . As a corollary of Lemma
2.11, if P⊥exp(φ, ε) < P (Y, φ), then we have P (Y, φ, γ) = P (Y, φ) for γ ∈ (0,
ε
2 ). Just
consider the restriction of f to Y .
2.3. The Climenhaga-Thompson structure.
Definition 2.13. Let C = {(xk,mk)}
∞
k=1 be a sequence in X × Z
+ and R =
{rk}k∈Z+ be a sequence in N. For ε > 0 and z ∈ X , we say that (C,R) is ε-traced
by z if for each k ∈ Z+,
d(f tk+j(z), f j(xk)) ≤ ε for each j = 0, 1, · · · ,mk − 1,
where
t1 = t1(C,R) := 0 and tk = tk(C,R) :=
k−1∑
i=1
(mi + ri) for k ≥ 2.
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Definition 2.14. For C ⊂ X × Z+, we say that (C, f) satisfies GO(δ,N, τ) if for
every sequence {(xk,mk)}∞k=1 in C satisfying mk ≥ N for all k, there are a sequence
R ∈ Στ and z ∈ X such that (C,R) is δ-traced by z.
We say that (C, f) satisfies GO(δ) if there are N0 ∈ N and τ > 0 such that (C, f)
satisfies GO(δ,N0, τ0). We say that (C, f) satisfies the gluing orbit property if it
satisfies GO(δ) for every δ > 0.
Remark 2.15. The gluing orbit property is called tail (W)-specification in [7]
by Climenhaga and Thompson. We follow the name suggested by Bomfim and
Varandas [3] which may avoid ambiguity with the regular specification property.
Readers are also referred to [1, 2, 10, 11, 15, 23, 25, 26] for more discussions on gluing
orbit property and other specification-like properties, as well as various examples.
Definition 2.16. LetD,P ,G,S ⊂ X×N. We say that (P ,G,S) is a CT-decomposition
for D if it is associated with three functions p, g, s : D → N such that for every
(x, n) ∈ D, we have
(x, p(x, n)) ∈ P , (fp(x,n)(x), g(x, n)) ∈ G, (fp(x,n)+g(x,n)(x), s(x, n)) ∈ S,
and
p(x, n) + g(x, n) + s(x, n) = n.
Lemma 2.17 ([7, Lemma 2.10]). Let (P ,G,S) be a CT-decomposition for D such
that G satisfies the gluing orbit property. For M ∈ N, denote
GM := {(x, n) ∈ D : p(x, n) ≤M and s(x, n) ≤M}.
Then GM also satisfies the gluing orbit property.
Definition 2.18. We say the (X, f, φ) has the Climenhaga-Thompson structure if
there is D ∈ X×N and a CT-decomposition (P ,G,S) for D such that the following
hold:
(1) (G, f) satisfies the gluing orbit property;
(2) P (Dc ∪ P ∪ S, φ) < P (φ);
(3) φ has the Bowen property on G;
(4) P⊥exp(φ) < P (φ).
Definition 2.19. Let δ, γ, ε > 0. We say the (X, f, φ) satisfies CT(δ, γ, ε) if
16δ < 8γ < ε
and there is D ∈ X × N and a CT-decomposition (P ,G,S) for D such that the
following hold:
(1) (GM , f) satisfies GO(δ) for every M ∈ N;
(2) P (Dc, φ, 2γ, 2γ) < P (φ);
(3) P (P ∪ S, φ, γ, 3γ) < P (φ);
(4) φ satisfies BP(3γ) on G;
(5) P⊥exp(φ, ε) < P (φ).
Remark 2.20. By Remark 2.4 and Lemma 2.17, if (X, f, φ) has the Climenhaga-
Thompson structure, then there is ε0 > 0 such that (X, f, φ) satisfies CT(δ, γ, ε)
whenever
16δ < 8γ < ε < ε0.
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Lemma 2.21 ([7, Proposition 6.9]). Suppose that (X, f, φ) satisfies CT(δ, γ, ε).
Then there are M , N1 and C0 > 0 such that for n ≥ N1, we have
Θ(GM , 2γ, n) ≥ C0e
nP (φ).
3. Invariant Sets with Pressure Estimates
In this section we prove the following proposition, which is the core ingredient
of the proof of the main results.
Proposition 3.1. Suppose that (X, f, φ) satisfies CT(δ, γ, ε). Then for every α ∈
(P ∗(φ), P (φ)) and every η0 > 0, there is a compact invariant set Λ such that
|P (Λ, φ, 2δ)− α| < η0.
Proof. See Lemma 3.5 and Lemma 3.8. 
3.1. Construction. We may assume that
P ∗(φ) < α− η0 < α+ η0 < P (φ).
Let
η := min{
η0
5
,
α
5
} > 0.
Denote
φ− := min{φ(x) : x ∈ X},
φ+ := max{φ(x) : x ∈ X},
and
Var(φ) := φ+ − φ−.
We may assume that
φ+ ≥ φ− ≥ 0.
Otherwise, we can replace φ by φ− φ− then all conditions and results are parallel,
as P (φ + c) = P (φ + c) for any constant c ∈ R. Let M,N1, C0 be as in Lemma
2.21. Suppose that GM satisfies GO(δ,N0, τ).
As P ∗(φ) < α− η, we are able to find and fix N ∈ N such that
sup{Φ(x,N) : x ∈ X} < N(α− η) (1)
and N is large enough such that the following holds:
N > max{N0, N1}, (2)
C0e
Nη > 1, e2Nη > 2, (3)
N >
ατ
η
> τ, (4)
Nη > V (G, φ, δ) + 2MVar(φ), (5)
Nη > max{τφ+, ln τ + lnS (X, τ, δ)} ≥ τφ−. (6)
Note that (4) guarantees that
N(α− η) > (N + τ)(α − 2η) (7)
By Lemma 2.21 and (2), we have
Θ(GM , 2γ,N) ≥ C0e
NP (φ).
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There is an (N, 2γ)-separated set E∗ ∈ G
(N)
M such that∑
x∈E∗
eΦ(x,N) > C0e
N(α+η0) > eN(α+η).
By (1) and (3), we can find a subset E of E∗ such that
eN(α−η) <
∑
x∈E
eΦ(x,N) < eN(α+η). (8)
Let C = {xk(C )}∞k=1 be a sequence in E. Denote C˜ := {(xk(C ), N)}
∞
k=1. Then
C˜ is a sequence in GM . As GM satisfies GO(δ,N0, τ0) and (2) holds, there are
a sequence R ∈ Στ and y ∈ X such that (C˜ ,R) is δ-traced by y. For R =
{rk(R)}∞k=1 ∈ Στ , we denote
t1(R) := 0 and tk(R) :=
k−1∑
i=1
(N + ri(R)) for k ≥ 2.
Denote
Y (C ,R) := {y ∈ X : (C˜ ,R) is δ-traced by y}.
It is possible that Y (C ,R) = ∅. But for each C ∈ EZ
+
there is R ∈ Στ0 such that
Y (C ,R) 6= ∅. Let
Y :=
⋃
C∈EZ
+
,R∈Στ
Y (C ,R).
Lemma 3.2. Y is compact.
Proof. Let {zi}∞i=1 be a sequence in Y such that zi → z in X . We need to show
that z ∈ Y .
Assume that zi ∈ Y (Ci,Ri) for each i. Note that both EZ
+
and Στ are compact
metric symbolic spaces. We can find a subsequence {nj}∞j=1, C ∈ E
Z
+
and R ∈ Στ
such that
Cnj → C and Rnj →R.
For each k ∈ Z+, there is Mk such that for every nj > Mk, we have
xk(Cnj ) = xk(C ) and rk(Rnj ) = rk(R).
This implies that
d
(
f tk(R)+l (z) , f l (xk (C ))
)
= lim
nj→∞
d
(
f
tk(Rnj )+l
(
znj
)
, f l
(
xk
(
Cnj
)))
≤ ε
for each l = 0, · · · , N − 1. Hence z ∈ Y (C ,R) ⊂ Y . 
Denote by σ1 the shift map on E
Z
+
and by σ2 the shift map on Στ . For every
C ∈ EZ
+
and R ∈ Στ , we have
f t2(R)(Y (C ,R)) ⊂ Y (σ1(C ), σ2(R)). (9)
Lemma 3.3. Let
Λ :=
N+τ−1⋃
k=0
fk(Y ).
Then Λ is a compact f -invariant subset.
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Proof. We have that Λ is compact since Y is compact.
For every z ∈ Λ, there is y ∈ Y and l ∈ {0, · · · , N + τ − 1} such that f l(y) = z.
If l < N + τ − 1, then
f(z) = f τ+1(y) ∈ f τ+1(Y ) ⊂ Λ.
Assume that l = N + τ − 1 and y ∈ Y (C ,R). By (9), we have f t2(R)(y) ∈ Y
and N ≤ t2(R) ≤ N + τ . Hence
f(z) = f l+1(y) = fN+τ−t2(R)(f t2(R)(y)) ∈ fN+τ−t2(R)(Y ) ⊂ Λ.
This implies that f(Λ) ⊂ Λ. 
3.2. Lower Estimate of Pressure.
Lemma 3.4. Suppose that y ∈ Y (C ,R) and y′ ∈ Y (C ′,R′) such that
tn(R) = tn(R
′) and xn(C ) 6= xn(C
′).
Then y, y′ are (n(N + τ), γ)-separated.
Proof. The tracing property implies that
dN (f
tn(R)(y), xn(C )) ≤ δ and dN (f
tn(R
′)(y′), xn(C
′)) ≤ δ.
As xn(C ), xn(C
′) ∈ E ⊂ E∗ and xn(C ) 6= xn(C ′), they are (N, 2γ)-separated.
Hence we have
dN (f
tn(R)(y), f tn(R
′)(y′)) > 2γ − 2δ > γ.
As tn(R) = tn(R′) and tn(R) +N ≤ (n− 1)(N + τ) +N < n(N + τ), this implies
that y, y′ are (n(N + τ), γ)-separated. 
Lemma 3.5. P (Y, φ, γ) ≥ α− η0.
Proof. For each finite sequence (y1, · · · , yn) ∈ En, denote
C1y1···yn := {C ∈ E
Z
+
: xk(C ) = yk for each j = 1, · · · , n}. (10)
For each finite sequence (w1, · · · , wn) ∈ (Zτ )n, denote
C2w1···wn := {R ∈ Στ : rk(R) = wk for each j = 1, · · · , n}. (11)
Denote
Y (C1y1···yn , C
2
w1···wn−1
) :=
⋃
C∈C1y1···yn
,R∈C2w1···wn−1
Y (C ,R)
and
E(w1, · · · , wn−1) :=
{
(y1, · · · , yn) ∈ E
n : Y (C1y1···yn , C
2
w1···wn−1
) 6= ∅
}
.
For each n ∈ Z+, there are τn−1 elements in Zn−1τ . By (8) and the pigeonhole
principle, there must be an element (v1, · · · , vn−1) ∈ (Zτ )n−1 such that
∑
(y1,··· ,yn)∈E(v1,··· ,vn−1)
(
n∏
k=1
eΦ(yk,N)) ≥
∑
(y1,··· ,yn)∈En
(
∏n
k=1 e
Φ(yk,N))
τn−1
=
(∑
x∈E e
Φ(x,N)
)n
τn−1
≥
enN(α−η)
τn−1
. (12)
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For each (y1, · · · , yn) ∈ E(v1, · · · , vn−1), we can find a point
z = z(y1, · · · , yn) ∈ Y (C
1
y1···yn
, C2v1···vn−1).
As φ satisfies BP(3γ) on G and yk ∈ GM , by (5), we have for each k = 1, · · · , n,∣∣Φ (f tk(z), N)− Φ (yk, N)∣∣
≤
∣∣Φ(f tk(z), p(yk, N))− Φ(yk, p(yk, N))∣∣
+
∣∣∣Φ(f tk+p(yk,N)(z), g(yk, N))− Φ(fp(yk,N)(yk), g(yk, N))∣∣∣
+
∣∣∣Φ(f tk+g(yk,N)(z), s(yk, N))− Φ(fg(yk,N)(yk), s(yk, N))∣∣∣
≤V (G, φ, δ) + 2MVar(φ)
≤Nη, (13)
where tk :=
∑k−1
i=1 (N + vi) and p, g, s are functions associated with the CT-
decomposition (P ,G,S) as in Definition 2.16. Hence, we have
Φ (z, n (N + τ))
=
n∑
k=1
Φ
(
f tk(z), N
)
+
n−1∑
k=1
Φ
(
f tk+N (z) , vk
)
+Φ
(
f tn+N (z) ,
(
nτ −
n−1∑
k=1
vk
))
≥
n∑
k=1
(Φ (yk, N)−Nη) + nτφ
−
≥
n∑
k=1
Φ (yk, N) + n
(
τφ− −Nη
)
(14)
Lemma 3.4 implies that
E′ := {z(y1, · · · , yn) : (y1, · · · , yn) ∈ E(v1, · · · , vn−1)}
is an (n(N + τ), γ)-separated set in Y . By (14) and (12), we have
Θ(Y, φ, n(N + τ), γ)
≥
∑
z∈E′
eΦ(z,n(N+τ))
≥
∑
(y1,··· ,yn)∈E(v1,··· ,vn−1)
e
∑n
k=1
Φ(yk,N)+n(τφ−−Nη)
≥
enN(α−η)
τn−1
en(τφ
−
−Nη)
By (5), (6) and (7), we have
P (Y, φ, γ) ≥ lim sup
n→∞
lnΘ(Y, φ, n(N + τ), γ)
n(N + τ)
≥
1
N + τ
(
N(α− η) + τφ− −Nη − ln τ
)
≥(α− 2η)− η − η
>α− η0.

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3.3. Upper Estimate of Pressure.
Lemma 3.6. For every n ∈ Z+, every C1y1···yn as in (10) and every C
2
w1···wn−1
as
in (11) , there are at most S (X, τ, δ)n−1 points in Y (C1y1···yn , C
2
w1···wn−1
) that are
(nN, 2δ)-separated.
Proof. Let S be a fixed (τ, δ)-separated subset of X with the maximal cardinality.
Then |S| = S (X, τ, δ) and
X ⊂
⋃
x∈S
Bτ (x, δ). (15)
Denote
tk :=
k−1∑
i=1
(N + wi).
We define a set
Ω :=
tn+N−1∏
i=0
Ωi
such that
Ωi :=
{
{f i−tk(yk)}, if 0 ≤ i− tk < N for some k;
f i−tk−N(S), if tk +N ≤ i < tk+1 for some k.
Note that in the latter case we have
i− tk −N ∈ Zτ
as
tk+1 = tk +N + wk ≤ tk +N + τ.
Let Q be an (tn+N, 2δ)-separated set in Y (C
1
y1···yn
, C2w1···wn−1). Then for every
y ∈ Q, for each k = 1, · · · , n − 1, by (15), there is zk ∈ S such that f tk(y) ∈
Bτ (zk, δ). Denote
pi(y) = (pi(y)1, · · · , pi(y)tn+1(ξ)−1) such that pi(y)i ∈ Ωi for each i
and for each k = 1, · · · , n− 1 and l ∈ Zwk define
pi(y)tk+N+l := f
l(zk).
Then pi : Q→ Ω defines a function such that
d(f i(y), pi(y)i) ≤ δ for each i = 0, 1 · · · , tn +N − 1.
As Q is (tn +N, 2δ)-separated, pi is an injection. Hence, we have
|Q| ≤ |Ω| ≤ |S|n−1 = S (X, τ, δ)n−1.
The result follows as tn +N ≥ nN . 
Lemma 3.7. Let n > 10. Denote
θn := ⌊
(n− 4)N
N + τ
⌋ (16)
Then for each r ∈ ZN+τ and each l ∈ ZN , we have
Θ
(
f r
(
Y (C1y1···yn , C
2
w1···wn−1
)
)
, φ, (n− 3)N + l, 2δ
)
≤S (X, τ, δ)n−1e
∑θn
k=3
Φ(yk,N)+2nNη+5Nφ
+
.
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Proof. Note that ifQ is an ((n−3)N+l, 2δ)-separated set in f r(Y (C1y1···yn , C
2
w1···wn−1
)),
then f−r(Q) contains an ((n−3)N+l+r, 2δ)-separated set in Y (C1y1···yn , C
2
w1···wn−1
).
By Lemma 3.6, as
(n− 3)N + l + r ≤ (n− 3)N +N + (N + τ) ≤ nN,
we have
S
(
f r
(
Y (C1y1···yn , C
2
w1···wn−1
)
)
, (n− 3)N + l, 2δ
)
≤ S (X, τ, δ)n−1. (17)
Suppose that z ∈ f r
(
Y (C1y1···yn , C
2
w1···wn−1
)
)
. There is y ∈ Y (C1y1···yn , C
2
w1···wn−1
)
such that f r(y) = z. By (16), we have
tθn +N ≤ θn(N + τ) +N ≤ (n− 3)N + l
and
n− θn < n−
(
(n− 4)N
N + τ
− 1
)
< 5 +
(n− 4)τ
N + τ
< 5 +
nτ
N
.
Then by (13) and (6), we have
Φ (z, (n− 3)N + l)
≤
θn∑
k=3
Φ
(
f tk(y), N
)
+ ((n− 3)N + l− (θn − 2)N)φ
+
≤
θn∑
k=3
(Φ (yk, N) +Nη) + ((n− 3)N +N − (θn − 2)N)φ
+
≤
θn∑
k=3
Φ (yk, N) + (θn − 2)Nη + (n− θn)Nφ
+
≤
θn∑
k=3
Φ (yk, N) + nNη + (5Nφ
+ + nτφ+)
≤
θn∑
k=3
Φ (yk, N) + 2nNη + 5Nφ
+. (18)
The lemma follows from (17) and (18). 
Lemma 3.8. P (Λ, φ, 2δ) ≤ α+ η0.
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Proof. By Lemma 3.7 and (8), for n > 10, we have
Θ(Λ, φ, (n− 3)N + l, 2δ)
≤
N+τ−1∑
r=0
Θ(f r(Y ), φ, (n− 3)N + l, 2δ)
=
N+τ−1∑
r=0

 ∑
En×Z
n−1
τ
Θ
(
f r
(
Y (C1y1···yn , C
2
w1···wn−1
)
)
, φ, (n− 3)N + l, 2δ
)
≤(N + τ)τn−1

 ∑
(y1,··· ,yn)∈En
S (X, τ, δ)n−1e
∑θn
k=3
Φ(yk,N)+2nNη+5Nφ
+


≤(N + τ)τn−1S (X, τ, δ)n−1e2nNη+5Nφ
+
(∑
x∈E
eΦ(x,N)
)θn−2
≤(N + τ)τn−1S (X, τ, δ)n−1e2nNη+5Nφ
++(n−2)N(α+η).
For every m > 10N , there is n > 10 and l ∈ ZN such that m = (n− 3)N + l. So
finally by (8) and (6) we have
P (Y, φ, 2δ) = lim sup
m→∞
lnΘ(Λ, φ,m, 2δ)
m
≤ lim sup
n→∞
lnΘ(Λ, φ, (n− 3)N + l, 2δ)
(n− 3)N
≤
ln τ + lnS (X, τ, δ)
N
+ 2η + (α+ η)
<η + 2η + (α+ η)
<α+ η0.

4. Proof of the Main Results
4.1. Without asymptotic entropy expansiveness.
Proposition 4.1. Suppose that (X, f, φ) satisfies CT(δ, γ, ε). Then
Pe(X, f, φ) ⊃
[
min
{
P ∗(φ), P⊥exp(φ, ε)
}
, P (φ)
]
.
Proof. Let
(α− η0, α+ η0) ⊂
[
min
{
P ∗(φ), P⊥exp(φ, ε)
}
, P (φ)
]
and η = η02 > 0. By Proposition 3.1, there is a compact invariant set Λ such that
|P (Λ, φ, 2δ)− α| < η.
Then P (Λ, φ, 2δ) > α − η > P⊥exp(φ, ε). As 2δ <
ε
2 , we can apply Lemma 2.11 to
the subsystem (Λ, f) and obtain
P (Λ, φ) = P (Λ, φ, 2δ) ∈ (α − η, α+ η).
Then by the Variational Principle, there is an ergodic measure µ supported inside
the compact invariant set Λ such that
Pµ(φ) ∈ (α− η0, α+ η0).
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This implies that the proposition holds. 
The following is a consequence of Proposition 4.1 and Remark 2.20.
Corollary 4.2. Suppose that (X, f, φ) has the Climenhaga-Thompson structure.
Then
P(φ) ⊃
[
max
{
P ∗(φ), P⊥exp(φ)
}
, P (φ)
]
.
4.2. Proof of Theorem 1.1. Let
(α− η0, α+ η0) ⊂
[
min
{
P ∗(φ), P⊥exp(φ, ε)
}
, P (φ)
]
and η = η02 > 0. By Remark 2.20 and asymptotically entropy expansiveness, there
are δ, γ, ε > 0 such that (X, f, φ) satisfies CT(δ, γ, ε) and
h∗(f, 2δ) + Var(φ, 2δ) < η. (19)
By Proposition 3.1, there is a compact invariant set Λ such that
|P (Λ, φ, 2δ)− α| < η.
By (19) and Lemma 2.7, we have
P (Λ, φ, 2δ) ≤ P (Λ, φ) ≤ P (Λ, φ, 2δ) + h∗(f, 2δ) + Var(φ, 2δ) < α+ η0.
By Lemma 2.8, there is an ergodic measure µ supported inside Λ such that
Pµ(φ) = P (Λ, φ) ∈ (α− η0, α+ η0).
The result follows.
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