The problem of stability of large-scale systems in critical cases is investigated. New form of aggregation for essentially nonlinear complex systems is suggested. With the help of this form the sufficient conditions of asymptotic stability are determined. The results obtained are used for the stability analysis of complex systems by the nonlinear approximation and for the investigation of absolute stability conditions for a certain class of nonlinear systems.
Introduction
The main approach for the stability analysis of nonlinear systems is the Lyapunov direct method (the Lyapunov functions method). By the use of this approach, the conditions of stability for many types of systems were obtained. However, it should be noted that until now there are no general constructive methods for the construction of the Lyapunov functions for nonlinear systems.
This problem is especially difficult for the systems of high dimension (for large-scale or complex systems). Therefore for the stability analysis of such systems the composite-system method usually is used [1, 7, 22] . This method consists of two steps:
(1) decomposition of complex system into the interconnected subsystems, stability investigation of isolated subsystems and construction of the Lyapunov functions for them; (2) aggregation of the Lyapunov functions obtained in the one scalar or vector Lyapunov function and construction of an auxiliary system (comparison system) stability or instability of which provides the same property for the initial complex system.
There are many approaches for the decomposition and aggregation of large-scale systems [1, 4, 5, 7, 8, 13, 14, 16, 18, 22] . These approaches are especially well developed for the construction of linear comparison systems [1, 4, 5, 16] . However, application of linear comparison systems for the stability analysis of essentially nonlinear complex systems yields, in general, "super-sufficient" stability conditions [1] . Various methods of decomposition and aggregation of large-scale systems based on the construction of nonlinear comparison systems were suggested in [1, 7, 13, 14, 22] . In particular, in [7, 14] stability conditions of complex systems were obtained in terms of stability criterion of autonomous Wazewskij's systems [15] . Besides, the method of stability analysis was presented for the case when isolated subsystems are neutrally stable [7] . In [22] the method of overlapping decomposition of nonlinear systems was suggested. In the monographs [12, 13] the conception of matrix-valued Lyapunov's function was developed for the solution of the wide class of stability theory problems. Nevertheless, the problem of further development of decomposition and aggregation methods for large-scale systems remains an actual one. Its importance is caused by the fact that the stability conditions of complex systems, obtained by the use of a comparison system, depends on the precision of estimation of the Lyapunov function derivative with respect to the system investigated. Therefore, by means of appropriate choice of aggregation form, one can define more exactly the domain of system parameters values, guaranteeing stability of the programmed motion [7, 14] .
In the present paper, new aggregation form is suggested. This form is used for the construction of nonlinear comparison systems and for the determination of stability conditions for complex systems in critical cases.
Statement of the problem
Consider the systeṁ
(2.1)
and Q i (t, x) are defined and continuous in the domain G = {(t, x): t 0, x < Δ} (0 < Δ +∞, · is the Euclidean norm of a vector) and satisfy the conditions F i (t, 0) = 0, Q i (t, 0) = 0 for all t 0. Hence, the system considered has the zero solution.
System (2.1) describes the dynamics of complex system composed of m interconnected subsystems [1, 7, 22] . The functions F i (t, x i ) define the interior connections of subsystems while the functions Q i (t, x) characterize the interaction between the subsystems.
Suppose that the zero solutions of isolated systemṡ
are asymptotically stable. We will look for the conditions under which the zero solution of (2.1) is also asymptotically stable. One of the approaches for the determination of such conditions is based on using of the form of large-scale systems aggregation suggested in [16] . According to this approach, it is assumed that for system (2.1) 
are valid, where a ij are constant coefficients, a ij 0 for i = j .
It is known [7, 22] that under these assumptions the systeṁ y = Ay, (2.2) where y ∈ R m , A = (a ij ) m i,j =1 , may be considered as the comparison system for (2.1), and the asymptotic stability of (2.2) implies the same property for the zero solution of (2.1).
To prove this fact, one has to choose the Lyapunov function for the initial complex system in the form
Here 
Matrix A is the Metzler matrix [7, 22] . Therefore [22] , due to asymptotic stability of (2.2) there exist positive numbers λ 1 , . . . , λ m such that quadratic form W (Ω) is negative definite. Thus, function V (t, x) satisfies all the assumptions of the Lyapunov asymptotic stability theorem [21] . However, it should be noted that the application of above approach for essentially nonlinear complex systems yields, generally, "super-sufficient" stability conditions. The main goal of the present paper is to generalize the considered aggregation form to the nonlinear case.
New form of large-scale systems aggregation
We shall assume that for system (2. 
then the zero solution of (2.1) is asymptotically stable.
Proof. Construct the Lyapunov function for system (2.1) in the form (2.3). For all (t, x) ∈ G we geṫ
Thus, to prove asymptotic stability of the zero solution of (2. 
, where
Matrix D is the Metzler matrix.
It can be easily shown that the inequality D * h < 0 possesses the solutionh
Hence [22] , there exists a positive solutionη = (η 1 , . . . ,η m ) * for the inequality Dη < 0.
By the use of Jensen inequality [9] , one gets that the relations Remark 3.2. In the case where
. . , m, the aggregation form suggested in the present paper coincides with that one suggested in [16] .
Remark 3.3. In the case where
. . , m, the aggregation form suggested in the present paper coincides with that one considered in [7] .
Next, let us show that the obtained results can be used for the stability analysis of essentially nonlinear complex systems.
Stability of complex systems by nonlinear approximation
Suppose that system (2.1) is of the forṁ
Here the elements of the vectors H i (x i ) are continuously differentiable homogeneous functions of the orders μ i 1, the vector functions R ij (t, x) are continuous in the domain G and satisfy the inequalities
0.
We will assume that
Under this assumption, system (4.1) has the zero solution.
In [2, 10, 20] the conditions for the asymptotic stability of the zero solution of (4.1) were obtained. Let us show that the results of those papers may be strengthened by the use of the aggregation form suggested in the previous section.
Suppose that the zero solutions of the isolated systemṡ On differentiating v i (x i ) with respect to (4.1), we obtain that the estimationṡ [10] . On the other hand, for the application of Kosov's approach it is not necessary for the parameters γ 1 , . . . , γ m to satisfy additional restrictions (3.1).
Remark 4.4.
In the case where 0 < μ i < 1, i = 1, . . . , m, by the similar way the conditions of finite time stability [17] for system (4.1) can be obtained.
Criterion for absolute stability
Consider now the systeṁ is are nonnegative rationals with odd denominators.
System (5.1) is a generalization of the following onė
which is widely used in automatic control systems design [6, 11, 19] . Let the inequalities
The fulfilment of this assumption provides the existence of the zero solution for system (5.1). Furthermore, we shall suppose that coefficients a i and b ij satisfy the conditions [7] . In [15] the autonomous Wazewskij's systems were treated. The criterion for the asymptotic stability in the positive cone of the zero solution was obtained. Using this result, we get that the MO-condition is a necessary one for system (5.1) to be absolutely stable. 1, i = 1, . . . , m) , we get that the zero solution of (5.1) is asymptotically stable. Suppose now that for coefficients b ij there is no such a basis ω 1 , . . . , ω m that inequalities (5.6) are valid. Consider the auxiliary systeṁ However, it should be noted that Corollary 5.3 gives one only a sufficient condition for the absolute stability of (5.1).
Corollary 5.1. System (5.1) is absolutely stable if and only if for this system there exists the Lyapunov function of the form
V (x) = m i=1 λ i x i 0 f γ i i (τ ) dτ,(5.x i = a i f i (x i ) + k i j =1 |b ij |f α (j ) i1 1 (x 1 ) . . . f α (j ) im m (x m ), i = 1, . . . , m.(5.
One more approach for the Lyapunov functions construction
Consider again system (5.1) with the coefficients a i and b ij satisfying inequalities (5.2). Now we shall assume that for the admissible functions f i (x i ) the following additional conditions are fulfilled: f i (x i ) are continuously differentiable for |x i | < Δ, and f i (x i ) > 0 for 0
Construct the Lyapunov function for system (5.1) in the form Let 0 < H < Δ. Consider a solution x(t) = (x 1 (t), . . . , x m (t)) * of (5.1) and at 0, satisfying the condition x(t ) < H .
Find
Denote by A such a subset of {1, . . . , m} that
If positive constant H is sufficiently small, then for every i ∈ A the relations d dt
are valid. Hence,
By the use of this estimation, function W (x), satisfying the conditions of the theorem, can be easily constructed. Next, let us show that for the solution of some problems the using of the Lyapunov function of the form (6.1) is more effective in comparison with the using of that one constructed by formula (5.5).
Suppose that coefficients a i and b ij in system (5.1) are functions of t, defined and continuous for all t 0. Thus, we shall consider the systeṁ
Constructing the Lyapunov function for (6.2) in the form (5.5) and applying the approach, suggested in Section 5, one can show the validity of the following 
Then system (6.2) is absolutely stable.
On the other hand, by the use of the Lyapunov function (6.1), we get the validity of the 
for all t 0. Then system (6.2) is absolutely stable.
In comparison with Theorem 6.2, Theorem 6.3 provides one with the more precise approximation of the domain of absolute stability in parameters space. Example 6.1. Suppose that system (6.2) is of the form
where c is a constant.
The condition for the absolute stability of system (6.3) provided by Theorem 6.2 is: c < −3, while Theorem 6.3 yields: c < −2.
Conditions of the existence of positive solutions for the system of inequalities
In the previous sections it was shown that for the construction of the Lyapunov functions for (4.1) and (5.1) one should choose positive numbers γ 1 , . . . , γ m , satisfying systems of inequalities (3.1) and (5.3) respectively.
In the present section, we shall obtain the conditions for the existence of the required values of γ 1 , . . . , γ m , and create an algorithm for finding these numbers.
Consider system (3.1), where
Then inequalities (3.1) take the form
Suppose that there exists at least one couple of indices i, j with j ∈ {1, . . . , k i }, i ∈ {1, . . . , m}, such that μ i > α (j ) ii . In the opposite case, the problem of the existence of positive solutions for (7.1) is trivial.
Along with (7.1), consider the system
where c (j ) i are nonnegative constants. This system may be splitted into m subsystems. Let us apply to (7.2) the modified Gaussian elimination procedure. On the ith step of this procedure each of the equations with negative coefficient of h i in the ith subsystem is used for the elimination of h i from the (i + 1)th, etc., and mth subsystems. This results in a new set of subsystems with (generally) the other number of equations than in the initial system.
One may assume, without loss of generality, that after the application of the above procedure we obtain the system
is h s =c Here d (l) is are independent of ε nonnegative coefficients, whose values are determined under the application of the modified Gaussian elimination procedure.
We havec is , satisfying the conditions of Theorem 7.1. 2 Remark 7.3. By the use of the stability criterion for the autonomous Wazewskij's systems [15] , it can be easily shown that if (5.1) is absolutely stable, then the MO-condition is fulfilled for this system. Hence, it turns out the assumption from Section 5, concerning the existence of positive rationals γ 1 , . . . , γ m with odd numerators and denominators, satisfying inequalities (5.3), was not imposed only by applied technique of the proof of Theorem 5.1. As a matter of fact, this assumption is a necessary condition for (5.1) to be absolutely stable.
Proof. Consider the system
−h i + m s=1 α (j ) is h s = c (j ) i , j = 1, . . . , k i , i = 1, . . . , m,(7.
Stability conditions for the system composed from two interconnected oscillators
Let the system 2 are positive constants; ν 1 1 and ν 2 1 are rationals with odd numerators and denominators; the functions f 1 (t, x,ẋ) and f 2 (t, x,ẋ) are continuous for t 0, x < Δ, ẋ < Δ (Δ > 0 is a constant), and satisfy the inequalities It is known [6, 21] that the zero solutions of isolated Eqs. (8.2) are asymptotically stable. We are looking for the conditions under which the zero solution of interconnected system (8.1) is also asymptotically stable.
Conclusion
In the present paper, the new form of aggregation of large-scale systems is suggested. This form is a generalization of those considered in [4, 5, 16] . In comparison with the known results, the approach suggested is more effective in the case when the systems investigated are essentially nonlinear. Using this form, new stability conditions for the certain classes of nonlinear complex systems are obtained.
In particular, the theorem on the stability of large-scale systems by the nonlinear approximation is proved. This theorem, in general, provides one with the more precise stability conditions than those obtained in [2, 10, 20, 23] . Besides, it is shown that this aggregation form can be used for the stability analysis of equilibrium positions of nonlinear mechanical systems. Moreover, the criterion of absolute stability for a class of nonlinear systems is established. It should be noted that this criterion looks similar to that one for the asymptotic stability of autonomous Wazewskij's systems [15] . However, in comparison with the results of [15] , in the present paper, it has been proved that the only MO-condition is a sufficient one for the asymptotic stability of the zero solution of (5.1), i.e. the other assumptions from [15] (concerning the uniqueness of solutions, isolation of the equilibrium position at the origin and nondecreasement of the functions f i (x i )) are redundant.
By the appropriate choice of functions v i (t, x i ) and Ω i (t, x i ), i = 1, . . . , m, the approach suggested can be extended to the more wide classes of differential equations systems. Here x i1 , . . . , x in i are the entries of the vector x i . In this case, by analogy with the proof of Theorem 4.1, the stability conditions for large-scale systems by the generally homogeneous approximation can be obtained. Moreover, the results of this paper can be used for the stability analysis of difference and time-delay systems in critical cases.
