For generating highly resolved wind fields in the Alpine region the presented work focuses on the evaluation of a hybrid dynamicdiagnostic downscaling procedure. The diagnostic model CALMET is driven by the dynamic model MM5, which is nested into ECMWF's re-analysis ERA-40. Near surface winds are downscaled via multiple nesting from ~120 km to 200 m grid spacing without ingestion of any further observational data for the test period between 7 September to 15 November 1999 within a mountainous study area (140 km x 70 km) located in the eastern Alps (Hohe Tauern). Two MM5 grid spacings for driving the diagnostic model were evaluated, 5 km and 10 km, respectively. Detailed error statistics based on observations from surface stations show drastic improvements of modelled air-flows compared to the grossly deviating driving data (ERA-40). The overall bias relative to the station-averaged observed mean wind speed of 5.8 m/s is systematically reduced from -4.1 m/s to -0.7 m/s. In general, low wind speeds are slightly overestimated, while higher wind speeds are increasingly underestimated. A reduction of the finest horizontal grid resolution of the dynamic model from 5 km to 10 km, which would be computationally favourable, induces additional errors with respect to unresolved air flows, which the diagnostic model is unable to correct in most cases. Important wind climatologic characteristics (e.g., bimodal frequency distributions) disappear, which accentuates the importance of high-quality, high-resolution initial wind fields for diagnostic models operating in complex terrains. 
Introduction
Early spatially distributed wind climatologies (e.g., TROEN and PETERSEN, 1989) based on the analysis of JACKSON and HUNT (1975) were trying to take into account variations of terrain heights and surface roughness lengths in a statistical manner. Satisfactory results were only achieved in homogenous and flat terrain (DOBESCH and KURY, 1997) . In complex terrain, observational data from closely located stations have to be ingested: BERGE et al. (2006) were able to reduce the uncertainties of the annual wind speed from ~25% to less than 6% by reducing the distances between surface stations from 45 km to less than 3 km. Nevertheless, the statistical methods are excessively applied in actual studies (BARTHOLY and RADICS, 2005) deriving frequency distributions and distribution fits (e.g., Rayleigh and Weibull functions) with respect to wind speed and direction, even if only a sparse station network is available. On the other hand, diagnostic models, also called kinematic or mass-consistent models (RATTO et al., 1994) , based on Jackson and Hunt's analysis as well (e.g., MASON and KING, 1985; XU et al., 1994) or on the mass conservation law like the California Meteorological Model (CALMET) (SCIRE et al., 2000) are using simple divergence minimisation schemes (e.g., GODDIN et al, 1980) , variational techniques (RATTO et al., 1994) with adaptive grids (MONTERO et al., 2005) , or solve non-linear differential equations in spectral space (XU et al., 1994) to fulfil the constraints of mass-consistency for steady incompressible flow and apply additional correction algorithms like terrain induced flow perturbations, thermodynamic blocking effects, effects of variable surface roughness lengths, and effects of atmospheric stability. However, the quality of the initial first guess field is of vital importance. GROSS (1996) concludes that 50-100 observation sites per study area (~25 km x 25 km) should be used in hilly terrain. Evaluation studies for short term (~1 day) simulations report biases of mean wind speeds from -20% to 28% (500 m grid spacing) in the Alpine region (DESIATO et al.,1998) . More specifically, Cox et al. (2005) , who compared diagnostic models in less complex terrain (~1 km grid spacing) driven by observational data (distances between the stations ~5.8 km), found an underestimation of mean wind speeds in general (e.g., -11.0% bias for CALMET) and best performances during unstable conditions (correlation coefficients 0.5-0.6). The most sophisticated modelling approaches (e.g., Large-Eddie-Simulations, LES) are implemented in up-to-date dynamic models like the PSU/NCAR model MM5 (DUDHIA et al., 1993) , which are widely used in the fields of dynamic downscaling and regional climate modelling (e.g., YARNAL et al., 2001) . They are able to simulate turbulent flow splitting, thermal effects, and effects due to changing pressure gradients and can be applied to any location regardless of the availability of local observational data by driving them with lateral boundary conditions derived from meteorological analyses like those of the European Centre of Medium-Range Weather Forecasts (ECMWF). A further general advantage of dynamic downscaling is the ability to create future scenarios by downscaling results of global climate models. The performance with respect to near surface winds is comparable with observation-based diagnostic models in some cases (RATTO et al., 1994) , but simulations of long periods (i.e., decades) at high resolution (grid spacing < 10 km) are exceeding current computational resources. To reduce the computational load, dynamic models have been applied to certain classes of weather patterns (dynamic-statistical downscaling) and generated wind climatologies with different accuracies depending on the model's resolutions and the complexity of the terrain: biases of the mean wind speeds of ~20% were found over the greater Alpine region and the eastern Adriatic coast (20 km grid spacing) (FUENTES and HEIMANN, 1996; HEIMANN, 2001 ) and MENGELKAMP (1999) achieved biases of about -4% in central Germany (1 km grid spacing). Two of the disadvantages of these methods are the reduced representation of the whole variety of weather phenomena by a limited number of classes and discontinuities in the model's soil fields, caused by class-specific model re-initialisations. Other downscaling techniques like physical (ACHBERGER et al., 2002) or physical-statistical (DE ROOY and KOK, 2004) methods are deriving highly resolved near surface wind fields from largerscale flows via Monin-Obukhov similarity theory. However, since MOARES et al. (2005) demonstrated the limited applicability of this theory in complex terrain, the physical methods are not supposed to add significant value in mountainous regions with steep slopes. The approach described in this paper was designed to be independent from observational data, to avoid the shortcomings of the dynamic-statistical approaches, but still to be computationally feasible for long-term simulations (decades) in order to generate highly resolved wind climatologies as it is planned in our future work. We combined a dynamic (MM5) with a diagnostic model (CALMET) (dynamic-diagnostic downscaling, see Section 2) as it has already been proposed in air-quality studies (BARNA and LAMB, 2000; CHANDRASEKAR et al., 2003) . The focus lies on the evaluation of the performance of our downscaling approach in very complex terrain and on investigating the influence of MM5's horizontal grid spacing on the resultant wind fields by means of two testbed simulations over an inner Alpine region (Section 3). Conclusions are drawn in Section 4.
Methodology and simulation setup

Methodology
The hybrid dynamic-diagnostic downscaling procedure consists of two main steps: First, global atmospheric analyses or atmospheric fields from global climate models (GCMs) are dynamically downscaled with MM5 (version 3.7.3) to derive atmospheric fields at mesoscale resolution. Following experiences in dynamic downscaling in complex terrain (ZÄNGL et al., 2004; LOIBL et al., 2006) an updated cumulus parameterisation with shallow convection (KAIN, 2004) , the ETA boundary layer scheme (JANJIC, 1990; JANJIC 1994) , a mixedphase explicit moisture scheme (REISNER et al., 1998) , the Rapid Radiative Transfer Model (RRTM) (MLAWER et al. 1997) , and the NOAH land surface model (CHEN and DUDHIA, 2001 ) were selected. Although ZÄNGL et al. (2004) have shown that calculating MM5's horizontal diffusion in Cartesian coordinates leads to promising results, we considered it as computationally too costly (+25%) for our future objectives which include long-term simulations. In a double re-gridding step, the mesoscale MM5 fields are interpolated onto CALMET's finer grid taking into account local terrain variability and the circumstance that MM5 and CALMET work in different geographic projections: The MM5 fields are firstly interpolated onto an intermediate grid with 1 km grid spacing using an overlapping parabolic method as implemented in the MM5 preprocessor NESTDOWN (MANNING and HAAGENSON, 1992) . While the vertical wind components are neglected, the interpolated horizontal wind components are adjusted regarding to their new altitudes on the 1 km grid via vertical gradients linear in pressure. In addition, the divergence of the vertically averaged wind field is removed assuming that the correction terms can be derived from a two dimensional potential flow. Afterwards, these intermediate fields (1 km grid spacing) are interpolated to CALMET's grid using a simple inverse distance method in horizontal direction. Since the models are using different vertical terrain-following coordinates (sigma-pressure coordinate in MM5 and height above ground in CALMET), vertical interpolation is performed via a cubic-spline method. The second main step is the application of a modified version of the diagnostic model CALMET. After initialisation of the horizontal wind field, CALMET induces vertical wind components (with an exponential decay in height above ground) regarding to terrain slope angles (LIU and YOCKE, 1980) and applies a two-dimensional divergence-minimisation scheme (GOODIN et al., 1980) to the horizontal wind components to fulfil the continuity equation. Furthermore, slope flows enforced by sensible heat fluxes and thermodynamic blocking effects depending on the temperature lapse rate from MM5 (spatially averaged over the study area) are induced generating additional divergence in turn. This divergence is removed by re-adjusting the vertical wind components in a final step. Based on the local energy budget at the surface (HOLTSLAG and VAN ULDEN, 1983) , latent, sensible, and soil (vanishing into the ground) heat fluxes are calculated from the Bowen-ratio (β), the ratio between the soil heat flux and net radiation (referred to as soil heat flux parameter, h fx ), which are externally given (see below), and from the net horizontal surface radiation. Following HOLTSLAG and VAN ULDEN (1983) the net radiation is derived from the solar radiation, the surface albedo and the cloud cover fraction (interpolated from MM5, see above) with respect to slope angles, but topographic shading is neglected. In addition to the Bowen-ratio (β) and the soil heat flux parameter (h fx ) CALMET's parameterisations are requiring the surface roughness length (z 0 ), the snowfree surface albedo (α), and terrain heights separately for each grid cell. A more detailed description of CALMET can be found in GODFREY and CLARKSON (1998), SCIRE et al. (2000) , and references therein.
The geo-physical parameters (z 0 , α, β, and h fx ) were taken from literature (BMU, 2002; HAGEMANN, 2002; PINEDA et al., 2004; SCIRE et al., 2000) (see Table 1 ) and are statically linked to the highly resolved land cover information from the CORINE land cover data set CLC90 (EEA, 1995) , version 12/2000, which are re-sampled to CALMET's grid via the nearestneighbourhood method. Terrain heights were derived from NASA's Shuttle Radar Topography Mission (SRTM) (RABUS et al., 2003) , where missing values were approximated via spline-interpolation techniques (MITASOVA and MITAS, 1993) . In contrast to the original CALMET code, where no snow cover effects are considered, a simple parameterisation of the effect of snow cover on surface albedo is implemented in the following way: MM5's simulated snow heights are firstly interpolated onto the intermediate grid (1km grid spacing, see above) and secondly transferred to CALMET's grid via the nearest-neighbourhood method. Based on these snow heights on the CALMET grid (h sh,MM5 ) and the snowfree albedo (α, Table 1), CALMET's surface albedo (α CALMET ) is calculated from (2.1):
Note that the transformation of snow heights from the coarse MM5 grid to the much higher resolved CALMET grid neglects any sub-grid scale effects beyond the MM5 grid.
Opposite to other mass-consistent models CALMET induces slope flows and thermodynamic blocking effects, which are promising features in very complex terrain. In addition, the simplicity of the divergence minimisation scheme keeps the amount of computational resources on a maintainable level, even if the number of grid points is very large (4.9×10 6 in our study area). However, we found very high vertical wind components during model testing (similar to COX et al. (2005)) accompanied by unrealistic horizontal components. To overcome this difficulty the vertical components were damped right after initialisation by a factor of 0.3, since damping influences the horizontal components via the two-dimensional divergence minimisation scheme. The factor was empirically derived by comparing the horizontal wind speeds from numerous CALMET runs with observation data (not shown). Note that any damping factor unequal to 1.0 in principle violates the physical relations. In addition to this model-deficiency, CALMET has several other shortcomings: flow-splitting effects, cross-valley circulations due to surface inversionlayers, and other dynamic effects are not included, the temporal resolution is limited to the temporal storage interval of the initialisation fields, and since MM5 data are limited to grid cell averages, turbulence induced increase of wind speeds and extreme events (wind gusts) are not expected to be found in CALMET's output.
Experimental setup
The downscaling method is applied to the Hohe Tauern region (study area: 140 km x 70 km, altitude from ~190 m to 3798 m, the Großglockner) in the Eastern Alps (Figure 1 ) to downscale near surface winds in the period from 7 September to 15 November 1999, where good observational data exist for validation from the Mesoscale Alpine Programme (MAP) (BOUGEAULT et al., 2001) . MM5 is driven by lateral boundary conditions derived from ECMWF's reanalysis ERA-40 (~ 120 km x 80 km grid spacing; UPPALA et al., 2004) . Two different dynamic downscaling settings (referred to as case A and case B) are chosen. While in case A, ERA-40 is downscaled with MM5 in three nested domains (45 km, 15 km and 5 km grid spacing), in case B MM5 runs in two nests (30 km and 10 km grid spacing) (Figure 1a) . The vertical discretisation is carried out in 42 levels for case A and 29 levels for case B; MM5's top level is placed at 100 hPa in both cases. A more detailed description of the MM5 setup is given in Truhetz et al. (2005) . Hourly time-slices of the dataset of the finest resolved nest of each case are used to generate CALMET's initial wind fields in the study area ( Figure 1c ) with 200 m grid spacing which is the target resolution of this study. Vertically, CALMET uses 20 levels in terrain-following coordinates in both cases. Since CALMET's parameterisations are related to processes within the planetary boundary layer (PBL) the model's top is placed at 1250 m above ground level (a.g.l.) which includes 98.8% of all PBL heights simulated with MM5 in domain A3 ( Figure 1a) ; the lowest level is fixed at 10 m (a.g.l.).
Results and discussion
Figure 2 depicts the wind fields for a small part of the study area (Figure 1c ) 30 m a.g.l. at a certain time slice before (left panels) and after (right panels) the diagnostic downscaling step for case A (top panels) and B (bottom panels). CALMET turns wind vectors in valleys in a realistic way, while they are nearly left unchanged on mountain ridges and tops. Though this qualitative comparison leads to very similar results in case A and case B, we found considerable quantitative differences as will be demonstrated below. To investigate the method's performance quantitatively, the downscaled wind fields were compared to observations (10 minutes mean values of wind speed and wind direction from selected surface stations) from the MAP period within 7 September to 15 November 1999 (see Figure 1c for the locations of the stations and Table 2 for general station information). Since CALMET's lowest model level is fixed at 10 m a.g.l., only stations with anemometer heights greater than or close to 10 m a.g.l. are taken into account in order to avoid vertical extrapolation errors. Additionally, stations located closer than the tenfold anemometer height to an edge of a land-use category in real world and on the CALMET grid dropped out as well to minimise possible influences from internal boundary-layers. To reduce the influence of observation errors pairs of observed and modelled data are neglected when the observed wind speed is less than the anemometer's speed of response (0.5 m/s). One of the stations (SB) broke down as from 16 September to the end of the simulation period, reducing the number of valid data records. For the evaluation, the modelled horizontal wind components were horizontally interpolated bi-linearly from the model grid to the location of the station for each model layer. Subsequently, the velocities were vertically interpolated to the anemometer heights by cubic spline interpolation (h > 10 m a.g.l.) or extrapolated using the logarithmic wind profile for stable conditions (h < 10 m a.g.l.); the directions were linearly inter-and extrapolated. was computed to combine directional and wind speed errors. An overview of the error statistics is given in Table 3 . The general success of the method is demonstrated by the improvement of any error measure in both cases A and B (Tables 3b and 3d ) compared to the driving data (ERA-40, Table 3e ). Particularly, the correlation coefficients increase from virtually uncorrelated (below 0.1) to statistically significant 0.4-0.7 (p rv < 0.01) in case A (except station SH, see discussion below). Note that ERA-40 has a storage interval of 6 hours and therefore the error statistics are based on a smaller sample size than for the downscaling results. In case A, stations IF, PK, RH, and SB as well as the averages over all stations (weighted by the number of valid data) show a systematic error reduction from the dynamic (Table 3a) to the diagnostic ( Table 3d ). This behaviour is reflected separately for each station, except for EB, where the results are comparable to those in case A. The reason is that the 10 km grid spacing of the dynamical model in case B fails to provide sufficiently resolved initialisations fields for the high resolution diagnostic model, leaving it unable to further correct flow field deficiencies.
More information about the method's performance can be derived from the wind velocity-dependent error distributions (Figures 3 and 4) . Slow wind speeds (< 5 m/s) are somewhat overestimated while velocities above 5 m/s are increasingly underestimated (Figure 3 ). Since MM5's results show the same behaviour in both cases ( Figure  3a and 3c) the increase of the resolution is too small to resolve the turbulence induced increase of wind speeds. Simultaneously, directions are more accurately captured at higher wind speed (Figure 4) . Note that the classification of the observed wind speeds into low (< 5 m/s), medium (5-15 m/s), and high (≥ 15 m/s) affects the medians of each class shown in Figure 3 and 4. Since the errors of speed change their signs in the first class (Figure 3 ), low medians of this class do not directly correlate with small errors.
As already shown in the general error statistics (Table 3) , the velocity-resolved statistics of any downscaling-case (Figures 3a-3d and 4a-4d) show huge improvements compared to the driving data (Figures 3e and 4e) . Looking into details, case A demonstrates the importance of the diagnostic downscaling step (Figures 3b and 4b ): compared to the dynamic downscaling step (Figures 3a and 4a ) the underestimation of wind speed is decreased by 40% for medium and by 44% for high wind speeds. The statistical spreads of the directional errors expressed as the differences between the absolute arithmetic means of the quartile-ranges (25%-75% quantile) of each class are successively reduced from 147° to 117° (class low), 60° to 52° (class medium), and 43° to 28° (class high), while the medians are small in both cases. In case B, the diagnostic step yields a smaller reduction of the underestimation of speed (36% for medium and 15% for high wind speeds, Figures 3c,  3d ). Although the directional errors are reduced (32% for medium and 93% for high wind speeds) they are featuring large positive biases for medium wind speeds even after the diagnostic step and increasing spreads of the class-wide quartile-ranges (55° to 57°, 42° to 57° for medium and high wind speeds, respectively; Figures 4c, 4d) . A climatological analysis of observed air flows revealed bimodal frequency distributions for wind speed and direction at all stations except IF and SH. As an example, the frequency distributions of modelled and observed air flows for the station EB are shown in Figure 5 . In case A ( Figure 5a ) the observed ( Figure  5c ) bimodal characteristic of the frequency distribution of wind speed (limiting the usability of the fitted unimodal Rayleigh and Weibull distribution functions) is reproduced. In contrast, case B (Figure 5b ) displays an unimodal distribution. Since moderate and high wind speeds are generally underestimated, the distribution in case A is condensed towards lower wind speeds. The positive bias (Table 3b ) is a result of the overestimation of the more frequent low speeds. Also the observed bimodal directions and the mean and maximum wind speed of each directional class (caused by weak local katabatic winds and strong larger-scale winds (south-foehn)), are better represented in case A than in case B. Particularly the main wind direction with high velocities from southeast is well captured. The weak north-westerly components are clockwise twisted by ~ 80°.
Conclusions
The presented dynamic-diagnostic method successfully downscales near surface winds from the meso-alpha (grid spacing ~120 km) to the microscale (grid spacing 200 m) by multiple nesting of a dynamic model (MM5) into the ERA-40 re-analysis and a subsequent diagnostic downscaling step (CALMET). The results show a reasonably realistic behaviour over complex terrain and strongly improved error statistics compared to the driving data. In general, exposed sites and sites dominated by large-scale flows are better captured since the general flow is already sufficiently well simulated by the finest resolved dynamic downscaling step. However, the diagnostic downscaling step is particularly effective at less exposed sites, where the dynamic model shows large errors. Generally, low wind speeds are somewhat overestimated and show large directional uncertainties, while medium and high wind speeds are increasingly underestimated because of the stationarity assumption of CALMET and the coarse grid spacing of MM5. Directional errors are drastically reduced at higher wind speeds. The quality of the initial wind fields of the diagnostic model (from MM5) is of vital importance for the resultant wind fields. While CALMET is able to add value to 5 km MM5 fields, a resolution reduction of MM5 to 10 km grid spacing induces errors with respect to unresolved air flows, which the diagnostic model is unable to correct in most cases. Reducing the grid spacing ratio between the dynamic and diagnostic downscaling step from 50 (case B) to 25 (case A) is an indisputable necessity for the generation of wind fields and climatologies in the given terrain. Moreover, the observed bimodality of frequency distributions of wind speed (challenging many statistical downscaling approaches based on unimodal distribution functions) could only be reproduced using 5 km MM5 fields. Promising further advancements of the presented downscaling method are related to the improved generation of initial wind fields for the diagnostic downscaling step, particularly by further increasing the resolution of the dynamical model to 1-3 km, following the practice of dynamical downscaling, where grid spacing ratios of about 10 or less are used in general. Further improvements of the initial wind fields are expected from more sophisticated grid interpolation techniques taking into account potential flow assumptions and wind directions. Moreover, the calculation of CALMET's vertical wind components obviously needs to be reconsidered and further advances can be expected from the extension of the divergence minimisation scheme to fully threedimensional potential flows, transition from averaged to spatially resolved temperature gradients, inclusion of topographic shading effects and snow height downscaling methods, and the re-consideration and introduction of varying geo-physical parameters based on annual cycles. Also, an addition of a wind-gust estimation scheme is planned, which adds new capability for regional estimation of storm activities. 
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