Abstract-Granular computing is a general computing paradigm of problem solving for effectively using granules in problem solving. From the viewpoint of granularity, this paper presents a new granular computing data cycle model in which information granule construction, granular space, information granule operations, and knowledge acquisition approach are proposed respectively. To do a more user oriented way, a multi-strategies model, namely, Base-Level learning strategy, user interest retention strategy, and starting point strategy, introduces to unify search and reasoning for effective problem solving. Then, we discuss granularity-based unification using three strategies mentioned above and show three-levels of granularity from human problem solving to a wide variety of user needs satisfied. Furthermore, on the basis of user-centric multistrategies and granular information processing, we develop a conceptual framework of granularity-based knowledge retrieval model, which enlarges the application areas of granular computing.
I. INTRODUCTION
With rapid development of the Internet and the Internet of Things, a new world, called hyper world, is emerging by coupling and empowering humans in the social world, information/computers in the cyber world, and things in the physical world [1] . The notion of Wisdom Web of Things (W2T) is a novel vision for computing and intelligence in the post-WWW era with data, connection and service explosions, recently put forward by a group of leading researchers from the fields of Web Intelligence, Ubiquitous Intelligence, Brian Informatics, and Cyber Individual, and then a W2T data cycle system is proposed to drive the cycle, namely, from things to data, information, knowledge, wisdom, services, humans, and back to things [2] . Furthermore, the emerging Web of Things provides a transmission channel of data cycle. Thus, the core problem of data cycle construction mentioned above is to develop a highly efficient data cycle system. Fast-evolving Web intelligence research and development initiatives are now moving toward understanding the multifaceted nature of intelligence in depth and incorporating it at Web scale and in a ubiquitous environment [2] . As we know, many existing Web intelligence technologies mainly focus on the conversion and utilization of data to provide users with more intelligent services on the Internet/Web or SEA-nets. However, most of these studies are limited in some specific technologies about data conversion mechanism. Then, using only these existing technologies cannot fully solve the problems of enormous data and realize holistic intelligence for the harmonious symbiosis of humans, computers and things in the emerging hyper world.
In recent years, one of the major problems is that acquiring all the relevant data is hard when the data goes to Web scale. By using the approach unifying reasoning and search [3] , the search will help to gradually select a small right set of data that is further provided for reasoning. Thus, how to search for a good or more relevant subset of data and do reasoning on it becomes a very important problem for us. Meanwhile, since user's backgrounds and expectations may be differential, the same strategy cannot meet the diversity of their needs. Therefore, it is desirable to propose an approach using various strategies to unify search and reasoning for user needs.
Granulation is a natural problem-solving methodology deeply rooted in human thinking [4] . It is well known that granular computing is a general computing paradigm of problem solving for efficiently using granulation in problem solving. The basic principles and ideas of granular computing consist of granulation that granulates problems and computations into granules. Then, granular computing, a field of study that aims at extracting the commonality of human and machine intelligence from the viewpoint of granularity, emphasizes that human can always focus on appropriate levels of granularity and views, ignoring irrelevant information in order to achieve effective problem solving [5] . A granule is a set of elements that are drawn together by their equality, similarities, indistinguishability from some aspects [6] [7] [8] . Granules can be grouped into multiple levels to form a hierarchical granular structure, and the hierarchy can also be built from multiple perspectives [5] . Then, some granular computing models [9, 10] are studied. Although these models which copy the human instinct of information processing can increase classification performance, they use the concept of sub-attributes to describe information granules which are collections of objects arranged together based on their similarity, functional adjacency and indistinguishability [10] [11] [12] [13] .
Following the perspective of granularity, we present a new granular computing data cycle model which can discover knowledge from information granules. The model involves information granule construction, rough set-based granular space, information granule operations, and knowledge acquisition approach.
Basically speaking, reflecting the limited ability of human brains, perceptions are inaccurate, and in more concrete terms, perceptions are granular [10] . It means that the boundaries of perceived classes are not sharp, and the values of attributes are granulated [14] . This is especially true when a problem involves vague, uncertain, or incomplete information. It may be sometimes difficult to differentiate distinct elements, and so one is forced to consider information granules [10, [13] [14] [15] [16] . Zadeh [17] summarized the reasons/situations why we need to process perception-based information. Many researchers paid lots of attentions on uncertainty/vagueness in human decision making, such as fuzzy sets, rough sets, granular computing, etc. [14] . However, these researches are not intended to replace traditional measurement informationbased methods which operate numerical data, and their purposes are to let the developed computational theories refer to reality [10] . Thus, an advanced/integrated mechanism should be provided to imitate human ability of processing information, such as extracting knowledge from information granules and making a decision based on them. Furthermore, various hierarchical processing can be performed on the organized structures, and the scattered large-scale data can be grouped together as granules in different levels or under different views to meet various user needs [18] . Following the abovementioned inspirations, we propose a user-centric approach to refine and process user's query based on cognitive science and granular computing. From the viewpoints of granularity, we extent Base-Level Learning [19, 20] , user interest retention [18] , and starting point [18] as multi-strategies model for unifying user driven search and reasoning under time granule constraints. Then, inspired by user-centric and granular information processing for human problem-solving, we develop a conceptual framework of granularity-based knowledge retrieval model. The rest of this paper is organized as follows. Section II reviews granular computing, presents a new granular computing data cycle model, and proposes information granule construction, granular space, information granule operations, and knowledge acquisition approach. Section III extends Base-Level Learning strategy, user interest retention strategy, and starting point strategy. Then, granularity-based unification of multi-strategies and three-levels of granularity are discussed. In Section IV, a conceptual framework of granularity-based knowledge retrieval model is described. Finally, the conclusions are described in Section V.
II. GRAUNLAR COMPUTING
Granular computing deals with the processing of complex problems from two different aspects [21] . The first aspect is a problem granulation that granulates a complex problem into granules, including the construction, representation, and interpretation of granules, while the second aspect is to compute and reason these granular entities in terms of intrarelationships within these entities and interrelationships or interactions between them. Castellano and Fanelli [13] indicated that the main issues of granular computing are how to construct the information granules and how to describe information granules. Another particular question that arises is how to determine the level of granularity. To represent information granules and determine the level of granularity, Bargiela and Pedrycz [11] proposed the "hyper box" and ''inclusion and compatibility" to measure information granules. Su et al. [22] presented ''sub-features" to describe information granules and ''H-index and U-ratio" to determine the level of granularity. However, most of granular computing related researches focused more on such fundamental issues. Therefore, if we want to acquire knowledge from information granules, we must try to solve these questions mentioned above. As a concrete approach to problem-solving based on large-scale data, this process contains two major steps, namely, the search of relevant data and problem-solving based on searched data from the perspective of granularity-based multistrategies. Then, this study presents a new granular computing data cycle model which can be helpful to implement the W2T data cycle system [2] . Our proposed methodology follows the procedure shown in Fig. 1 which involves ten steps. The details of these steps will be provided in the following subsections. 
A. Information Granule Construction
The set-theoretic interpretation of granules can be formally developed based on the notion of concepts, a basic unit of human thought [23] . The classical view of concepts defines a concept jointly by a set of objects, called the extension of the concept, and a set of intrinsic properties common to the set of objects, called the intension of the concept [24] . The intension describes the Let U be a nonempty domain consisting of a set of individuals, denoted by U = {x, y, …}. In general, an atomic formula corresponds to one particular property of an individual. The construction of atomic formulas is an essential step of knowledge representation. The set of atomic formulas provides a basis on which more complex knowledge can be represented. Compound formulas can be built from atomic formulas by using logic connectives. If ϕ and φ are formulas, then (¬ϕ), (ϕ ∧ φ), (ϕ ∨ φ), (ϕ →φ), and (ϕ ↔ φ) are also formulas [23] . If ϕ is a formula, the set m(ϕ) defined as: m(ϕ) = {x∈U | x|=ϕ}, is called the meaning of the formula ϕ [15] . The meaning of a formula ϕ is therefore the set of all objects having the properties expressed by the formula ϕ. In other words, ϕ can be viewed as the description of the set of objects m(ϕ). Thus, a connection between formals and subsets of U is established.
An information system (IS) (or information table) represents all available information and knowledge. That is, objects are only perceived, observed, or measured by using a finite number of properties. Hence, a concept definable in an information system can be expressed by a pair (ϕ, m(ϕ)). More specifically, ϕ is a description of m(ϕ) in the information system, the intension of concept (ϕ, m(ϕ)), and m(ϕ) is the set of objects satisfying ϕ, the extension of concept (ϕ, m(ϕ)).
It is noted that a primitive notion of granular computing is that of granules. Granulation of a universe involves dividing the universe into subsets or grouping individual objects into clusters. A granule is a subset of the universe. A family of granules that contains every object in the universe is called a granulation of the universe. A granule contains both an intension (description of the granule properties) and an extension (elements that conform to that description) [25] . Then, we investigate the formulation representation of granules in information systems as follows. Definition 1. An information granule (IG) is defined as the tuple IG = (φ, m(φ)), where φ refers to the intension of information granule IG, and m(φ) represents the extension of information granule IG.
B. Granular Space
As we know, rough sets analysis studies relationships between objects and their feature values in an information system. An information system provides a convenient way to describe a finite set of objects by a finite set of features [19] . Formally, an information system is usually expressed in the following form: IS = (U, A, V, f), where U is a finite non-empty set of objects indicating a given universe; A is a finite non-empty set of features; V is the union of feature domains such that 
describes the internal structure of the information granule.
Definition 2. Given an information system IS = (U, A), its granular space (GS) can be defined as a quadruple on concepts:
where U is the universe, S = {(φ n , m(φ n ))|n∈I + } denotes the set of involved information granules, R i denotes the relations between information granules and I + the set of positive integers, and
is called a function carrying on the junction between two concepts and binary relations.
Form Definition 2, it follows that different levels of relations among the above concepts induce a hierarchical structure called a granular structure. In particular, multilevels granular structure needs to be considered, namely, internal structure of information granules, collective structure of a family of granules, hierarchical structure of from data to information and knowledge and so on. Meanwhile, there are additional requirements to make the granular space more practical. It is known that the set of all granules constructed from the family of elementary granules is normally a superset of the family of elementary granules. Furthermore, it is typically a subset of the power set of the universe, and it also requires that the union of all the elementary granules covers the universe [23] .
C. Information Granule Operations
Definition 3. Given an information system IS = (U, A), let IG = (φ, m(φ)) be an information granule, and its size can be defined as the cardinality of the extension of the IG, i.e., |m(φ)|. Namely, the size may be interpreted as the degree of abstraction or concreteness. 
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It should be ensured that a 1-itemset granule is an elementary granule satisfying the given conditions. From Definition 5, we can obtain the following properties. All these granules lead to a hierarchical structure by using p order, called a multi-dimensional granular hierarchy. In an information system IS = (U, A), let B = {b 1 ,
V is a set of feature values corresponding to B. Then, the intension of a information granule can be defined as μ=
, and the extension can be defined as
In the following, we introduce three types of operations to study some properties of information granules in an information system as follows:
(1) The decomposition operation of IG is denoted by D(IG) = (Gr 1 , Gr 2 , …, Gr n ) , where
(2) The intersection operation of IGs is denoted by
The union operation of IGs is denoted by Gr i ∨ Gr j
D. Knowledge Acquisition Approach
It is known that one of the key advantages in computing with granules is that our understanding of a particular problem can differ depending on the level of granulation [23] . However, what level of granularity is suitable? This work employs objective indexes, H-index and U-ratio, developed by Su et al. [22] to solve this question. Meanwhile, a large feature set often contains redundant and irrelevant information, and can actually degrade the performance of the classifier [26] . Therefore, one needs techniques to reduce the dimension of examples and should use either feature extraction, feature selection or a combination of the both [27] . Then, on the basis of Fig. 1 , we further design a new methodology through information granulation, feature extraction, and feature selection to acquire knowledge. Briefly, our proposed method involves two major parts as follows: First, we introduce information granulation to reduce the data size. Second, the feature extraction and feature selection techniques are employed to reduce dimensions of features and then we acquire knowledge from these constructed information granules. The main advantage of our proposed method is to reduce both the size of features and the size of the data. Fig. 2 shows the procedure of the proposed methodology.
III. USER-CENTRIC MULTI-STRATEGIES MODEL

A. Base-Level Learning Strategy
Availability of human memories for specific items is sensitive to frequency and recency [28] . The Adaptive Control of Thought-Rational (ACT-R) theory is a cognitive architecture in which a production system coordinates the activity of modules associated with perception, memory, and action, and it has been particularly successful and influential [20] . The declarative memory in ACT-R is organized in chunks, and each chunk has a base-level activation (BLA) reflecting the frequency and recency of its use. Each new use of the chunk adds another term to the sum, which then decays independently with rate d, and the total count so far is denoted by n, and t i is the time since the i-th use of the item [28] . Then, the Base-Level Learning equation is denoted by 1 ln( ).
However, one serious practical drawback is that it is very expensive to compute, and ACT-R models have ground to a halt because of its complexity [28] . The BaseLevel Learning equation is analytically intractable and its implementation requires a complete record of the exact time stamps of each use of each chunk. Therefore, a memory-efficient approximation is needed. Then, we introduce Z-test technique [29] The new Base-Level Learning equation uses time granule, mutual information and Z-test technologies, and takes two-step method to execute feature selection. The first step is to predicate selection, and the second step is to choose relevant dataset corresponding to each predicate. Thus, the new Base-Level Learning equation particularly estimates the decay effect during quiescent periods following bursts of activity through introducing correlation intensity. Hence, the improved equation proposed takes this critical information into account.
When a new use of the chunk occurs, it assumes index i = 1, all previous uses shift one index up, and time stamp t m+1 passes into oblivion [28] . Thus, based on the ideas of the new improved approximation in [28] , the formula of new Base-Level Learning equation mentioned above can be transformed as follows: The reformulated equation formalizes these ideas to keep the exact timing of a few most recent events and ignore the details of the distant past. Then, the improved formula is nearly perfect even for m = 1. Furthermore, when the special case for d = 0.5 follows from the reformulated equation, then we can obtain that 1 0.5 1 0.5 0.5
The reformulated equation above optimizes the new Base-Level Learning equation for the important special case d =0.5, which is the default decay parameter in ACT-R theory. Therefore, it follows that the new improve formula can track the theoretical primal BaseLevel Learning equation closely, and reduce effectively the computational complexity. Thus, it can be helpful for allowing the ACT-R architecture theory to scale up to more realistic memory sizes and more prolonged learning periods [28] .
B. User Interest Retention Strategy
User interests can be mined from either user logs or users public information, and described as a set of concepts that users are familiar with [18] . Since interest retentions may be related to user recent interests and possible queries from users, we introduce new user interest retention model based on the interest retention models [18] to track users' retained interests and examine them. Then, an extended model of measuring interest retentions based on the cumulative interest value is introduced as follows:
where n is the number of time granule intervals (e.g. day, week, month, year) considered, j∈{1, 2, ..., n } is a variable that is used to index each time granule interval, AN(i, j) is the appearance number of the interest i in the time granule interval j, and TI(i, n) reflects the value of total interest on i, namely, how many time granules have an interest appeared in the considered time granule intervals. However, the computation formula mentioned above may not correctly reflect user's current interests. Ebbinghaus [30] proposed a forgetting curve for describing the forgetting mechanism of memory. Loftus suggests that the forgetting function satisfies an exponential formula P = Ae -bT , where P represents the performance measure of memory retention, A and b are two parameters for the model, and T is the delay time [19, 30, 31] . The total activation of a chunk determines the time taken to retrieve the chunk from declarative memory, i.e. t = Fe -A , where t is the retrieval time, A is the chunk's activation, and F is a parameter that scales retrieval time [32] . Then, within a time granule interval, an interest may appear several times, and each appearance of the interesting topic will have activation for the overall retained interests. Therefore, the retained interest value in user interest retention model is a sum of retention values from each previous appearance. Thus, based on the ideas of the upper formulas mentioned above, the user interest retentions can be defined as: Thus, UIR(i, n) concentrates on both frequency and recency. Although the accuracy of the proposed model above is not ideal, it is easy to prove that user interest retentions are one of the major factors to construct the new granular computing data cycle model mentioned above, which is related to users' current interests. Therefore, it can be utilized to efficiently accelerate and refine the search process of data cycle system.
C. Starting Point Strategy
Psychological experiments have proofed that human prefers to solve problems using terms from the basic level (the ones that are used more frequently than others [33] ), and in this way the problem-solving process can be accelerated [19, 34] . In addition, concepts in a basic level are used more frequently than others [33] . Zeng et al. [18] considered a starting point was composed of a user ID and several nodes, which reflected the user interests. The starting point was used for refining the unification of retrieval and reasoning process in the form that the user might prefer. Based on the hierarchical granular structure and the new granular computing data cycle model, inspired by the basic level for human problem-solving in cognitive science, we extend the starting point in [18] , which consists of a user identity and a set of nodes served as the background for the user. Furthermore, the retained user interests that are obtained through user interest retention model proposed above can be considered as some nodes in the starting point model.
Following the above ideas, a starting point strategy that unifies retrieval and reasoning together is introduced. The starting point strategy is outlined as the following major steps:
Step 1: Select the biggest values of interest retentions based on the proposed user interest retention model with UIR (i, n), and construct a starting point based on selected interest retentions.
Step 2: Judge whether the query input by the user contains all the information through using the starting point strategy. If yes, go to Step 4.
Step 3: Reset the vague or incomplete query using the starting point strategy.
Step 4: Query the dataset using the query with Familiarity-Driven or Novelty-Driven principles in [18] .
Thus, to obtain more satisfied reasoning and retrieval results, the strategies of Base-Level Learning, user interest retention, and starting point can be integrated together, which will provide reasoning results based on starting point in every level of specificity to produce a more user-preferred form of results.
D. Granularity-based Unification Using Multi-strategies
Although three strategies introduced above focus on providing some possible problem-solving solutions, and are designed to meet one type of user needs, we would like to emphasize that the extended strategies can be integrated together and unified in a more user oriented way from the viewpoint of granularity in order to provide users with refined results or satisfy more complex user needs. Then, under the term of granular reasoning, our goal is how to unify the retrieval and reasoning process from the viewpoint of granularity, namely, how to search for a good subset of the original dataset, and do reasoning on the selected dataset based on the idea of granularity. We also need to point out that although the strategies introduced in this paper are inspired by some basic strategies in granular computing, the granular structures more specifically granular knowledge structures that are mentioned in this paper are different from previous studies [34, 35] . In granular computing, granules are organized hierarchically from larger grain sizes to smaller ones (or the other way around), and the granules in coarser levels contain the ones in finer levels. Thus, Fig.  3 shows three-levels of granularity based on multistrategies model as follows. 
IV. GRANULARITY-BASED KNOWLEDGE RETRIEVAL
In information sciences, the diagram of datainformation-knowledge-wisdom hierarchy is used to describe different levels of abstraction in human centered information processing. Knowledge retrieval is a typical example of human-centered computing, and its evaluation is more related to personal judgments, which makes a balance between computer automation and user intervention [36] . In the data level, data retrieval systems are used to find relevant data, and in the information level, information retrieval systems are used to acquire knowledge. Then, knowledge retrieval mainly focuses on the knowledge level. Thus, knowledge retrieval systems aim at constructing the granular construct of the semantics and knowledge organization. Therefore, if the information retrieval systems can be enhanced from solving problems on the information level to the knowledge level, better results can be expected to be retrieved for user requirements. Some works [37, 38] proposed concept-based methods to refine and expand queries. The developments, however, are concentrated on the context of a submitted query but not a user's background knowledge, in order to capture an information need. Furthermore, one of the key features of knowledge retrieval is that knowledge is visualized in a structured way so that users could get contextual awareness of related knowledge and make further retrieval [36] . Therefore, our granularity-based knowledge retrieval system concentrates on how to provide and use knowledge in more convenient ways. This method of problem-solving is to match query requirements of users with selected relevant User query characteristic granules of information systems using corresponding knowledge acquisition algorithms, and then return the search results which are required knowledge to the users. Then this paper constructs a new granular computing model and improves the adaptability of the granule. Thus, a knowledge retrieval system based on the novel granular computing model is proposed, a process of which is shown in Fig. 4 . Since the unification of Web scale search and reasoning from the viewpoint of granularity brings many human problem-solving strategies to reasoning, it can be considered as an effort towards Web intelligence. To do a more user oriented way, from the granularity point of view, a new granular computing data cycle model is presented. Based on the hierarchical granular structure and inspired by the basic level for human problemsolving in cognitive science, a multi-strategies model is introduced to unify search and reasoning for effective problem-solving. On the basis of user-centric multistrategies and granular information processing, a conceptual framework of granularity-based knowledge retrieval model is developed. Furthermore, the knowledge retrieval model attempts to enhance the existing information retrieval systems from solving problems to the knowledge level. The proposed model contributes to the development to the next generation of retrieval systems.
