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Abstract The Interaction Enhanced Imaging technique allows to detect
the spatial distribution of strongly interacting impurities embedded
within a gas of background atoms used as a contrast medium [1]. Here
we present a detailed study of this technique, applied to detect Ryd-
berg P states. We experimentally realize fast and efficient three-photon
excitation of P states, optimized according to the results of a theoreti-
cal effective two-level model. Few Rydberg P -state atoms, prepared in
a small cloud with dimensions comparable to the blockade radius, are
detected with a good sensitivity by averaging over 50 shots. The main
aspects of the technique are described with a hard-sphere model, find-
ing good agreement with experimental data. This work paves the way
to a non-destructive optical detection of single Rydberg atoms with
high spatial and temporal resolution.
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21 Introduction
Ultracold Rydberg atoms with their strong and long-range interactions [2] offer
numerous possibilities to study equilibrium and non-equilibrium properties of strongly
correlated matter [3]. Over the last few years we have witnessed an explosion of in-
terest in these systems for studying diverse phenomena including the formation of
spatially correlated crystalline-like structures [4–6] or ultracold plasmas [7–9], the
emergence of extreme nonlinear optical effects [10–12] and the transport of energy
through Rydberg aggregates [13]. However, until recently, optical techniques for state-
resolved detection of Rydberg atoms with high spatial and temporal resolution have
been missing. In this paper we present a detailed study of a technique called In-
teraction Enhanced Imaging (IEI) [1], that we apply to the state resolved detection
of Rydberg P -states (with angular momentum L = 1) embedded in a gas of atoms
coupled to Rydberg S-states (L = 0). This state combination is particularly relevant
for time resolved studies of coherent and incoherent transport of Rydberg excitations
mediated by the strong dipolar exchange interactions [13–15].
In this introduction, we give an overview of the detection method and compare
it to state-of-the-art cold Rydberg gas experiments. In section 2, we present an intu-
itive model that captures the main physical principles of the imaging technique and
provides an estimation of the achievable signal-to-noise ratio. Section 3 describes our
experimental setup, while in section 4 we show how we prepare Rydberg atoms in a
P-state. Finally, the first results on the optical detection of Rydberg P-states using
IEI are presented in section 5.
State-of-the-art of Rydberg atom imaging
So far there are only a few techniques suited to spatially image Rydberg atoms.
An early example is based on field ion microscopy demonstrated by Schwarzkopf et
al. [16]. Here Rydberg atoms excited from a magneto-optical trap are ionized by ap-
plying a large voltage onto a needle with a rounded tiny tip, which creates a strong
inhomogeneous electric field. Following the divergent field lines, the resulting ions are
guided towards a fluorescent multichannel plate (MCP). Each ion is revealed by a
bright spot of light onto a charge-coupled-device (CCD) camera, allowing for a res-
olution of the order of a few µm. Nevertheless, the detection efficiency is limited to
≤ 50% by the quantum efficiency of the MCP. Using this technique, spatial correla-
tions through the pair correlation function and van der Waals interactions between
Rydberg atoms have been measured [17–20].
Spatially resolved detection of Rydberg atoms trapped in an optical lattice has
also been achieved using an optical approach [5]. Rydberg atoms are de-excited via
stimulated emission by laser light towards a short-lifetime intermediate state and
are captured in an optical lattice. Their position is then revealed by high-resolution
fluorescence imaging using a lower transition. With this technique, strong spatial
correlations have been observed with nearly single-site resolution and a detection
efficiency of ∼ 75%. A similar technique allows to detect Rydberg atoms trapped in
small arrays with a nearly 97% efficiency [21]. Although the detection sensitivity is
very good, this technique is best suited to two-dimensional lattices or optical tweezers
and the detection method destroys the Rydberg atoms.
Other methods have been introduced for alkaline-earth atomic species, taking ad-
vantage of the state-dependent optical transition of the core electron to probe the
presence of Rydberg atoms. By shining laser light resonant to a transition of the
core electron in Strontium with one electron excited in a Rydberg state, the fluo-
rescence light can be measured, revealing the presence of Rydberg atoms [22]. The
technique provides very good temporal resolution of ∼ 10 ns, but low spatial reso-
3lution (∼ 200µm) and is most sensitive to high-` states. For low-` states, a more
sophisticated technique allowing for larger spatial resolution consists in exciting the
core electron to an intermediate state, which leads with a large probability to autoion-
ization of the Rydberg state. Using a focused laser beam, one can then locally ionize
the atoms and record the Rydberg distribution with a spatial resolution of 10µm [23].
Review of Interaction Enhanced Imaging (IEI)
To study dipole-mediated transport dynamics, our group recently implemented
a new type of detection method which combines single particle sensitivity and high
spatial and temporal resolution. We experimentally implemented an absorption tech-
nique to detect Rydberg atoms, so-called impurities, embedded in an atomic gas, with
a spatial resolution below the Rydberg blockade radius. This IEI technique, closely
based on our original proposal [1] and also related to a similar proposal by Olmos et
al. [24], consists in measuring the absorption of a probe light propagating through
the gas, that acts as a contrast medium, in such a way that the absorption is modi-
fied by the presence of the Rydberg impurities. The method has been demonstrated
in our experiment with rubidium Rydberg atoms, but it can be potentially applied
for any particle that exhibits strong coupling to a medium, like ions via Coulomb
interactions and polar molecules via dipole-dipole interactions. The key to IEI is to
use the background atoms to reveal the presence of impurities. To do so, the gas is
coupled under electromagnetically-induced transparency (EIT) conditions to an aux-
iliary "probe" Rydberg state by a weak probe field and a strong coupling field, being
therefore transparent to the probe light [25–27]. However, atoms close to an impurity
experience dipole-dipole interactions that energetically shift this probe Rydberg state
and break the EIT [28, 29]. This effect thus casts a shadow in the spatial absorption
profile that allows to map the position of the impurities (fig. 1).
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Figure 1. Scheme for interaction-enhanced absorption imaging of individual impurities
(orange spheres) within a dense gas of probe atoms (green spheres). Two coherent resonant
light fields called probe and coupling, with Rabi frequencies Ωp and Ωc, couple the ground
state |g〉 of the probe atoms to a Rydberg state |r〉, inducing the transparency condition
for the probe light field for atoms far from any impurity. However the impurities and the
surrounding atoms interact strongly within a critical distance Rir, leading to an energy
shift of the Rydberg state |r〉 which locally breaks the EIT condition. Consequently the
probe atoms become absorptive in these regions. The presence of an impurity is revealed
by a shadow on the camera which collects the probe light after its propagation through the
atomic cloud.
4This method exhibits numerous advantages that are of fundamental importance
to investigate dynamics of Rydberg excitations in ultracold gases. Since the detection
signal is generated from background atoms surrounding the Rydberg impurities, the
signal can be strongly enhanced, allowing to detect the impurity with high efficiency.
Those background atoms act like an amplifier with an enhancement factor equal to
the number of additional absorbers per impurity. In the blockade picture, one can de-
fine a critical distance Rir from an impurity below which probe atoms are considered
as absorbers. The amplification factor, which can be now defined as the number of
probe atoms within the blockade sphere, can be tuned to strongly enhance absorp-
tion around a single impurity. Therefore, the detection is potentially single-impurity
sensitive, as soon as the detected signal is larger than the imaging noise. One experi-
mental snapshot might be enough to reveal the presence of the impurities with a good
spatial resolution. Finally, the detection keeps the number of impurities constant and
should allow for multiple measurements similarly to quantum non-destructive mea-
surements [30, 31].
Connection to similar experiments
The IEI technique uses the optical absorption spectrum to map out atomic prop-
erties. In a complementary point of view, it is possible to use Rydberg gases to
modify an optical field. Many studies have been recently done to investigate how
dipole-dipole interactions affect propagation of light, for instance leading to non-
linear absorption [27, 32], dephasing of Rydberg polaritons [33] and photon-photon
interactions [11, 34]. IEI differs from these experiments because it exploits strong
inter-state interactions between the Rydberg impurities and Rydberg polaritons to
imprint information on the spatial distribution directly onto the light field.
In Rydberg gases coupled under EIT, the strong change of optical susceptibility
due to the presence of impurities opens interesting perspectives to engineer control on
the quantum state of optical photons. Recent developments towards a single-photon
optical transistor have been done, where a single "control" photon is used to substan-
tially change an optical signal [35–37]. In practice, a resonant light signal propagates
through a gas of Rubidium atoms under EIT condition, where previously a single
photon could be stored in the form of a Rydberg polariton [28, 38, 39]. As in IEI, the
transparency of the gas depends on the state (|0〉 or |1〉) of the control photon. In
this way, the storage of a single control photon affects the propagation of many other
photons, constituting a first step in the realization of a photon transistor. Although
the purpose is different, these experiments exhibit strong similarities with IEI: the
absorption of a signal (resp. probe) light is strongly enhanced by the presence of a
Rydberg polariton (resp. impurity) in an EIT medium. The efficiency of the tran-
sistor will then be measured by a gain, characterizing the number of signal photons
affected by the presence of a polariton. In IEI we define an amplification factor which
represents the number of atoms affected by the presence of an impurity. Both can be
enhanced by increasing the interaction strength, for instance by tuning two S states
into a Förster resonance [36, 40].
First experimental realization of IEI
Interaction Enhanced Imaging has been successfully implemented to measure the
spatial distribution of Rydberg impurities in a gas of Rubidium [41]. The atoms are
initially prepared in their electronic ground state in a dipole trap at a temperature
of few µK. They are then illuminated by a large 780 nm probe laser beam to ensure
an uniform probe intensity and with a 480 nm blue laser beam focused in a smaller
region, considered as the region of interest (fig.2c). Together, these light fields coupled
5the ground state |5S1/2〉 to the |37S〉 Rydberg state, inducing an EIT condition on the
|5S〉 ↔ |5P 〉 transition. Therefore, atoms in this region were rendered transparent to
the probe light (fig.2a). In a second experimental repetition, impurities in the state
|50S〉 were first excited in the very center of the trap by means of a two-photon
transition, then the EIT coupling was turned on. The transparency contrast in this
region drops because of the presence of these impurities (fig.2b) which break the
EIT condition. The final signal is obtained by calculating the difference between
the two transmission images, extracting the additional absorption induced by the
impurities (fig.2d).
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Figure 2. Absorption images acquired during an interaction-enhanced imaging experiment
(reproduced from [42]). (a) In a large region in the center of the cloud, atoms are illumi-
nated by a strong coupling beam with Ωc ∼ 2pi · 9MHz, which renders them transparent to
the probe light. (b) A second absorption image is acquired with Rydberg impurities pre-
excited in the center of the cloud. They locally break the EIT condition, rendering the atoms
absorptive again. (c) Sketch of the atomic cloud and of the positions of the EIT-coupling
(blue) and excitation (red) beams. The ellipses indicate the regions corresponding to 1.5 ·σ
of the intensity profiles. (d) The difference in absorption between (a) and (b) reveals the
additional absorbers and contains information about the number and the spatial distribution
of the Rydberg impurities. The images are averaged over 150 repetitions, with an exposure
time of 5µs. For this data, we estimated a number of ∼ 300 impurities.
This experiment illustrates how IEI allows to map the distribution of Rydberg
impurities embedded in an atomic gas. The technique has been already used to inves-
tigate classical diffusion induced by dipole-dipole interactions [41], making it possible
to tackle many questions concerning e.g. the transport mechanisms, the effect of dis-
order and the role of dissipation. In the experiment the electric field was tuned close
to a Förster resonance to induce state changing interactions. To minimize the number
of excitation pathways which can influence the transport, we aim to study transport
induced by resonant dipolar interaction between P and S atoms which are much
stronger than indirect van der Waals exchange. Here, we report the first experimental
realization of IEI using Rydberg nP states and we present a detailed study of the
detection method that allows for enhancement of the sensitivity and of the signal-
to-noise ratio (SNR). An analysis of the different processes involved in the imaging,
based on a hard-sphere model, is developed in the following section.
62 Model for Interaction Enhanced Imaging of Rydberg atoms
Interaction-enhanced imaging is based on the different optical responses of an
atomic cloud with and without the impurities it is aimed to detect. To determine
optimal conditions for imaging we developed a simple model which captures the main
features of IEI, especially the impurity-probe interactions and the probe-probe inter-
actions that naturally arise in the gas. This model describes the medium as composed
of three inter-dispersed sub-volumes: a first region where transparency is preserved,
a second region in which transparency is reduced due to probe-probe interactions
and a third one in which transparency is affected by impurity-probe interactions. To
account for the relative size of each volume we employ a simple hard-sphere approach
to quantify each region.
The atom-light interaction is treated semi-classically and we will consider the
system to be in the steady state, since the imaging pulses of few µs are much longer
than the typical decay time Γ−1e . Additionally we will assume in the following that
the atoms are cooled to temperatures low enough to neglect thermal motion and
mechanical effects on the Rydberg atoms [43, 44].
2.1 Light propagation under ideal EIT conditions
Electromagnetically induced transparency is a quantum effect that renders an
otherwise absorptive medium transparent. It is especially manifest in atomic systems
when an intermediate, fast-decaying level is coupled to two metastable states [25]. In
our system, the probe atoms fulfil this condition (see fig. 1) since the decay of the
Rydberg state |r〉 is negligible compared to the one of the intermediate state |e〉. Here
we describe the optical response of an atomic cloud under EIT conditions, meaning
a weak probe field of Rabi frequency Ωp resonant on the |g〉 ↔ |e〉 transition and a
strong coupling field of Rabi frequency Ωc resonant on the |e〉 ↔ |r〉 transition. More-
over, we assume at this stage that interactions between atoms can be fully neglected,
which is reasonably valid in a dilute gas.
Exposing the sample to a probe light field of intensity I ∝ Ω2p , the optical prop-
erties of a gas of density n can be well described through its first order susceptibility
χ defined as
χ =
σ0nΓe
kΩp
ρeg (1)
where σ0 is the resonant absorption cross-section, k the wavevector and ρeg the single-
atom density matrix element for the chosen probe transition |g〉 ↔ |e〉. In our case,
the density is a function of position n(r) due to the Gaussian profile of the atomic
cloud, while ρeg depends in particular on the probe intensity I. Under EIT conditions,
ρeg can be expressed analytically, allowing for the calculation of the ideal EIT suscep-
tibility χ0eit [25]. On resonance, χ0eit depends on the effective dephasing rate γgr/2 of
the coherence density matrix element ρgr, including contributions of the decay rate
of |r〉 and of additional dephasing rates, and is expressed as
χ0eit =
σ0n
k
iΓ 2e
Γ 2e +Ω
2
cΓe/γgr + 2Ω
2
p
. (2)
Here we suppose that the sources of dephasing acting on the intermediate level |e〉 are
negligible compared to Γe, which is experimentally verified (sec. 3.2). Equation (2)
shows that χ0eit  σ0n/k as soon as Ω2c  Γeγgr, which is satisfied in our experiment
for coupling Rabi frequencies Ωc on the order of few MHz. Since the absorption is re-
lated to the imaginary part of the susceptibility, such conditions lead to transparency
of the cloud for the probing beam.
72.2 Inclusion of probe-probe interactions
The validity of equation (2) breaks down as soon as the Rydberg atomic density
is large enough such that the van der Waals interaction between the Rydberg states
of the probe atoms becomes significant. Experimentally, the change in transparency
as function of Rydberg density has been already observed in Rydberg media [10, 26–
28, 45, 46]. Moreover it has been shown from a semi-analytic rate equation (RE)
approach that the effect of these interactions can be approximated by an energy shift
∆int = Vrr of the Rydberg state when we want to estimate the optical response
of the gas [29, 32] (fig. 3c). This shift effectively introduces a detuning ∆c = ∆int
of the coupling light that modifies the effective dephasing γgr → γgr + 2i∆int in
eq. (2), leading to a loss of transparency. For large energy shift Vrr the susceptibility
approaches the resonant two-level susceptibility χ2l which is given by
χ2l =
σ0n
k
iΓ 2e
Γ 2e + 2Ω
2
p
. (3)
The dependence on Ωp takes into account the saturation of the atomic transition in
contrast to the weak probe limit. In figure 3a the ratio between the imaginary part
of χ0eit normalized by the two-level one is plotted as a function of the single-photon
detuning ∆c between the coupling field and the atomic transition |e〉 ↔ |r〉. It shows
that the transparency is preserved in a window around the resonance with a FWHM
σeit ≈ Ω2c/Γe which defines the EIT bandwidth.
Ates et al. [32] has found using a rate equation model and Monte-Carlo simulations
that the optical response including probe-probe interactions can be related to the
Rydberg atomic density through the relation
χeit = frrχ2l + (1− frr)χ0eit, (4)
where frr is the effective fraction of volume blockaded by the probe-probe interactions,
expressed as
frr =
nρ0rr − nρrr
nρ0rr
= 1− ρrr
ρ0rr
. (5)
Here ρ0rr is the density matrix element in the non-interacting regime (single atom
case, equal to Ω2p/Ω2c in the steady state) and ρrr the one in the interacting regime.
The blockaded volume fraction is represented by the fraction of atoms that are not
excited to the Rydberg state |r〉 because of the probe-probe interactions. Therefore frr
is expressed through the normalized difference between nρ0rr, the density of Rydberg
atoms that would have been excited without interactions, and nρrr, the density of
Rydberg atoms that are effectively excited. Nevertheless, eqs. (4) and (5) do not allow
to calculate the optical susceptibility since they do not provide the expression of ρrr
which requires a self-consistent solution to properly take into account collective effects
present in the system.
To determine the fraction frr we use a hard-sphere approximation [27, 47, 48] in
which atoms that experience an energy shift Vrr larger than half of the EIT bandwidth
σeit/2 will be considered as two-level absorbers, while the others are assumed to be
coupled under ideal EIT conditions (sec. 2.1). Hence probe atoms surrounding any
given atom experience the interaction only if their distance r is smaller than the
probe-probe Rydberg blockade radius Rrr
r < Rrr =
(
2Crr6
σeit
) 1
6
, (6)
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Figure 3. Hard-sphere description of IEI. (a) Ratio between the imaginary parts of the EIT
and two-level susceptibility as a function of the detuning ∆c of the |e〉 ↔ |r〉 transition, nor-
malized by the FWHM of the EIT transparency window. At ∆c = σeit/2 the susceptibility
is half of the two-level one. For larger detunings atoms are considered as two-level absorbers
(filled area) (b) Description of the interactions with a hard-sphere approach: the impurities
(orange dots) interact with the surrounding probe atoms (grey and green dots when respec-
tively in |g〉 or |r〉). They induce a level shift Vir that, within a distance Rir, breaks the EIT
condition. The probing laser beam is imaged on a CCD camera and around the position
of each impurity an absorption spot is expected. Within a distance Rrr around each |r〉
Rydberg state, probe-probe interactions reduce the transparency as well. (c) Without inter-
actions (middle) the three states |g〉, |e〉, |r〉 of the probe atoms are coherently coupled by two
resonant light fields with Rabi frequencies Ωp and Ωc. The probe-probe interactions induce a
level shift of Vrr on |r〉 (right). Due to the presence of a Rydberg impurity |i〉 which interacts
through the dipolar exchange with |r〉, the new eigenstates are split by an energy 2Vir (left).
Effectively both types of interaction lead to a vanishing probability to excite |r〉 when their
strength exceeds the EIT bandwidth and to absorption on the |g〉 ↔ |e〉 transition.
where Crr6 is the van der Waals coefficient of the |r〉 state determining Vrr = Crr6 /r6.
Within this approach the fraction frr can be expressed as the number of atoms
contained in each blockaded volume Vbl = 4/3 ·piR3rr over the total number of atoms,
leading to
frr = nρrrVbl. (7)
By substituting eq. (7) in eq. (5) we can extract the density matrix element ρrr
ρrr
ρ0rr
=
1
1 + nρ0rrVbl
(8)
and obtain an analytical expression for the optical susceptibility in the presence of
probe-probe interactions.
2.3 Effect of impurities
We follow a very similar approach to incorporate the optical response in the pres-
ence of impurities |i〉 which have been independently excited. In the specific case of
imaging of P Rydberg impurities using S probe atoms, the two states experience a
dipole-dipole exchange interaction. The pair eigenstates are the symmetric and anti-
symmetric combinations (|ri〉 ± |ir〉)/√2 of the unbound pair states, split in energy
by ±∆int = ±Vir = ±Cir3 /R3 [49, 50], where Cir3 is the interaction strength of the
resonant |i〉 ↔ |r〉 dipolar interaction (fig. 3b,c). In analogy to the probe-probe inter-
actions we define a critical radius Rir
Rir =
(
2Cir3
σeit
) 1
3
(9)
9beyond which the energy splitting is smaller than the EIT bandwidth σeit, allowing
to address the Rydberg |r〉 state. Beyond this critical distance we assume the gas to
behave as a three level system, while below the susceptibility is approximated by the
one of a two level system. Since the interactions are anisotropic and the experiment is
performed with 3D random positions of the atoms, we consider an effective isotropic
reduced interaction strength Cir3 that is obtained by averaging over the total solid
angle.
With this hard-sphere model it becomes possible to express the optical suscepti-
bility of a medium under EIT coupling in the presence of impurities as the weighted
combination of the two-level susceptibility (eq. (3)) and the EIT susceptibility with
probe-probe interactions (eq. (4))
χimp = firχ2l + (1− fir)χeit, (10)
where fir is the fraction of volume blockaded by the impurity-probe interactions. At
low impurity density ni this fraction can be estimated by geometric arguments as-
suming no overlap between the blockade sphere around each impurity. Each impurity
blockades a volume Vbl,i = 4/3 ·piR3ir, so that Ni impurities blockade a total volume
NiVbl,i, leading to a blockaded fraction fir = niVbl,i. In the opposite case of large
impurity densities fir is equal to 1 since the whole volume is blockaded. In analogy
to section 2.2 we extrapolate the relation to fir = 1− 1/(1 + niVbl,i).
2.4 Detection method, signal and noise sources
To probe the impurity distribution we measure the absorption of the probe light
induced by the atomic cloud. The light is collected by a CCD camera with high-
sensitivity that allows for a fast, spatially-resolved measurement. Assuming a paraxial
approximation, the propagation of a stationary probe field with wavevector k through
the medium along the x direction is described by the differential equation
∂I(x)
∂x
= ikχ
(
I(x), n(x)
)
I(x). (11)
In general χ can be a complicated function of the local medium density and the beam
intensity, leading to non-linear propagation of light. Here we focus on the imaginary
part of χ which is responsible for the absorption of the probe field by the atomic cloud.
To solve equation (11), one may take into account the local intensity I(x) to estimate
χ(x). Nevertheless, here we will assume constant light intensity experienced by the
atoms resulting in χ
(
I, n(x)
)
, neglecting non-linear light propagation effects. This
approximation is justified since we observe the cloud under transparency conditions
where |χ|  1, but small deviations might be observed for large absorption levels
[28]. Considering a Gaussian profile for the density n(x) = n0 exp (−x2/2σ2x), we
can numerically solve equation (11) to calculate the intensity along the propagation
through the cloud. As an example, figure 4a shows the light intensity I(x) in the
three considered cases, the two-level one using χ2l from eq. (3), the response under
EIT conditions using χeit from eq. (4), and the response in the presence of impurities
using χimp from eq. (10). Experimentally we access the total absorption A = (Iin −
Itrans)/Iin given by
A = 1− e−OD with OD =
∫ +∞
−∞
k · Im
[
χ
(
n(x), I
)]
dx (12)
where OD is the optical density.
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To collect only information about the impurities embedded in the atomic gas, we
compare the transmitted light under EIT without impurities Ieit, and with impuri-
ties Iimp. Their presence can therefore be revealed through an additional absorption
Aadd = (Ieit − Iimp)/Ieit
Aadd = 1− e−∆OD with ∆OD = ODimp −ODeit (13)
that we can experimentally access. This additional absorption represents the signal
emerging from the impurities. It changes from 0 when transparency is not affected by
their presence to A2l when impurity-probe interactions fully break the transparency.
To get more insight into this quantity it is convenient to rewrite it using eqs. (4)
and (10) into
∆OD = fir
∫ +∞
−∞
k(1− frr)Im
[
χ2l − χ0eit
]
dx. (14)
Under our assumptions only the density is spatially-dependent, but it comes into play
in the expressions of the susceptibilities χ2l and χ
0
eit as well as in the fraction frr.
Measuring the additional absorption Aadd allows to determine the impurity density
ni which is included in fir, under the assumption of knowing the other parameters
involved in eq. (14). In order to physically interpret this equation, a first consideration
can be done at low probe-probe interactions when frr → 0: the presence of the
impurities blockades a volume fraction fir in which each probe atom will become
an additional absorber leading to a change of susceptibility from χ0eit to χ2l. Then
∆OD would be the optical density of these additional absorbers. In the general case,
some of these probe atoms would already behave as additional absorbers due to the
probe-probe interactions, leading to a reduction of the signal by a factor 1− frr.
Equation (14) contains all the information needed to optimize the detection of
impurities by IEI. The ideal EIT susceptibility χ0eit should be minimized by reducing
the effective decay rate γgr, for instance by decreasing the laser linewidths. The
two-level susceptibility χ2l should be maximized by avoiding any saturation effect.
Additionally the fraction frr must be kept small compared to 1 such that probe-
probe interactions do not affect the transparency too much. This can be done by
increasing the EIT bandwidth σeit using large coupling Rabi frequency Ωc or by
reducing the non-interacting Rydberg population ρ0rr. In the weak probe regime the
latter is equal to Ω2p/Ω2c and can therefore be minimized using low probe intensities.
Finally, it is obviously needed that the impurities blockade a large fraction of the
volume (fir → 1). At a given density of impurities, the EIT bandwidth must be
smaller than the impurity-probe interaction strength Cir3 , in order to have a large
blockade radius Rir.
To determine the sensitivity of IEI, we compare the signal given by ∆OD to the
noise present in the measurements. The first source of noise arises from the detection
process of light on the CCD camera. The latter converts the incoming photons on each
pixel into electrons with a quantum efficiencyQe such that the number of electrons per
pixel Ne− is proportional to ItexpQe, with texp the exposure time of the imaging. The
detection of these electrons is affected by three main noise sources: electronic noise rN
introduced by the charge readout (constant at each chosen camera setting), photon
shot noise and noise originating from other defects of the imaging and detection
system which is proportional to the intensity. We can then express the expected noise
level for a given number of electrons Ne− by its variance
var(Ne−) = r2N +Ne− + aN
2
e− (15)
where a is a fitted constant to take into account the intensity noise of the detection.
These constants have been measured for our imaging system by fitting a second order
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Figure 4. Signal and noise estimation from the model. (a) Simulation of light propa-
gation through a one-dimensional Gaussian cloud of atoms of width σx as a function of
the rescaled distance x/σx. The red dotted line describes the two level system response
with Ωp = 2pi · 1MHz and n0 = 1 · 1011 cm−3, while the blue dashed line refers to the one
under EIT (Ωc = 2pi · 10MHz). The stray absorption is induced by probe-probe interac-
tions estimated here with Crr6 = 2pi · 1.8GHz ·µm6. The green solid line represents the case
of EIT with an impurity density of ni = 5 · 108 cm−3, assuming an interaction strength
Cir3 = 2pi · 1.7GHz ·µm3. (b) Variance var(Ne−) vs. mean value Ne− of the electron num-
ber on our camera (blue points). The mean values and its variances are calculated for each
pixel over 50 repetitions and averaged over the exposed area, then fitted with a second or-
der polynomial (eq. (15)) whose parameters are in agreement with the expected ones. At
low signal the noise is dominated by the readout noise of the camera (green dotted line,
r2N = 27.0 ± 0.1), at intermediate levels by the photon shot noise (black dash-dotted line,
a = 1.031 ± 0.004), while above 103e−/px the noise scales quadratically with the signal
(orange dotted line, b = (4.90 ± 0.02) · 10−4). (c) and (d) Estimated signal to noise ratio
as a function of the peak density of the atomic cloud n0 and of the probe intensity Ip/Isat,
at a given exposure time texp = 10µs and with the same parameters than (a). The noise is
estimated from (b) and assuming 10% of density fluctuation.
polynomial to the variance of the measured number of electrons on the camera for dif-
ferent light intensities and the extracted parameters are in very good agreement with
the specified ones (fig. 4b). The lowest impact of noise on the signal is in the photon
shot-noise limited regime (black dash-dotted line). Each measurement of transmitted
light on the CCD camera will lead to a statistical error, finally resulting in a noise of
variance varI(Aadd) for the additional absorption.
The second main source of noise are atomic density fluctuations n, including atom
shot noise and pure fluctuations of the trap loading over repetitions of the experiment.
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As the signal is obtained by comparing the outgoing light with and without impurities
on two different repetitions, one must take this noise source into account through its
variance varn(Aadd). One can thus define a signal-to-noise ratio SNR as
SNR =
Aadd√
varI(Aadd) + varn(Aadd)
(16)
that has to be larger than 1 to be able to detect impurities in the gas.
Equation (16) is used to estimate the SNR we can realistically expect in the
experiment and to optimize the experimental settings that would lead to enhanced
sensitivity, each of them having multiple influences on the SNR. In figure 4c,d we
plot the SNR as function of the experimental parameters n0 and Ip, respectively.
The first graph illustrates the loss of signal at low density, due to the absence of
additional absorbers, and the reduction of sensitivity at high density, where probe-
probe interaction induced absorption is so large that the detected signal is weak
and dominated by noise. At intermediate density an optimum regime is reached.
The second graph shows that noise is predominant at low probe intensity, while the
additional absorption gets smaller at large intensity due to increasing probe-probe
interactions. In these simulations the predicted SNR is much larger than 1, therefore
we can rely on IEI to detect impurities embedded in a cold atom gas.
3 Experimental setup
We perform IEI experiments using the experimental setup described below. We
first introduce the preparation of the ultracold atomic cloud using optical dipole
traps, then we present the atomic state preparation procedure as well as the detection
methods available.
3.1 Preparation of an atomic sample in optical dipole traps
In order to perform IEI experiments, we first apply common laser cooling and
trapping techniques [51] to create an ultracold gas of 87Rb Rydberg atoms as described
in detail in [52]. The atoms are pre-cooled in a 2D-MOT, then loaded into a 3D-MOT
in the science chamber [53, 54] and directly transferred into a "reservoir" optical
dipole trap (ODT). This trap is composed of two weakly-focused laser beams crossing
at a small angle and generated by a 50W single frequency fiber amplifier laser at a
wavelength of 1064 nm, resulting in an elongated cigar-shaped atomic cloud of width
of ∼ 40µm × 40µm × 800µm at 1/e2, tilted from the x probing direction by 45◦
(fig. 5). This geometry allows for efficient loading from the 3D-MOT leading to large
densities up to 5 · 1011 cm−3 with typical temperatures of 40µK.
Experiments realized in a trap of similar geometry have shown the emergence of
diffusive transport effects [41], since the Rydberg impurities and the probe atoms
are liable to resonant dipolar exchange. To circumvent such effects, the atoms can
be confined into a small region comparable to the typical Rydberg blockade volume
using an additional vertical tight ODT. We temporarily transfer the atoms from the
reservoir trap to a tightly focused third "dimple" ODT aligned on the y direction.
All-optical evaporative cooling is used to increase the phase-space density of the
atoms whilst decreasing their temperature [55, 56]. Then the tight ODT is loaded by
increasing its potential depth while reducing the one of the dimple trap. The final
cloud contains up to 1500 atoms in a volume of ∼ 8µm × 22µm × 8µm (width at
1/e2), providing densities up to 5 · 1011 cm−3 as well as low temperatures of ∼ 1µK.
Therefore only very few impurities can be excited in this tight trap before reaching
the fully-blockaded regime, where the exchange dynamic is inhibited.
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Figure 5. Experimental setup for excitation and detection of Rydberg atoms in an ultracold
87Rb gas. Pre-cooled atoms are transferred from a magneto-optical trap into the reservoir
optical dipole trap. An additional tight dipole trap in the perpendicular direction is used to
create small and dense samples. After being released from the trap, the atoms are excited
to Rydberg states by a combination of a 780 nm probe laser, a counter-propagating 480 nm
coupling laser and microwave radiation. An electrode structure composed of 8 field plates
is used for precise electric field control and for field ionization of Rydberg atoms, whereas
two deflection rings guide the ions (green trajectories) onto a micro-channel plate (MCP)
detector. Complementary information on the spatial distribution of ground state atoms is
acquired in parallel by absorption imaging with a CCD camera. The inset shows the two-level
absorption of the atoms in the tight trap (in false color).
3.2 Excitation and detection techniques
After completion of the loading of the atoms into one of the two dipole traps,
a static magnetic field of 6G is applied along the x direction to define the quan-
tization axis. Initially both the F = 1 and F = 2 manifolds of the 87Rb ground
state |5S1/2〉 are populated. To prepare a clean initial ground state we first re-
move the atoms in the F = 2 manifold by switching off the repumping light at
the end of the MOT cooling stage. Then we transfer populations from the state
|5S1/2, F = 1,mF = 1〉 to the selected ground state |g〉 = |5S1/2, F = 2,mF = 2〉 by
means of a microwave Landau-Zener adiabatic sweep. Tuning the duration of the
sweep allows for controlling the ground-state atomic density of the sample. In order
to optically image the ultracold gas we resonantly couple a 780 nm weak probe laser
beam to the |g〉 ↔ |e〉 = |5P3/2, F = 3,mF = 3〉 transition and collect the trans-
mitted light onto an Andor iXon Ultra CCD camera (fig. 5) via a nearly diffraction
limited imaging system with a resolution of 4.8µm (Rayleigh criterion). An addi-
tional counter-propagating 480 nm strong coupling beam is focused on the center of
the cloud to couple atoms to a |nS〉 Rydberg state and provide conditions for EIT.
To minimize the absorption under EIT coupling it is important to reduce the fre-
quency fluctuations of the lasers which effectively contribute to the dephasing rate γgr,
affecting the transparency of the atoms (see eq. (2)). In our setup the probing and cou-
pling lasers are both frequency stabilized to a passive high finesse ultra-low-expansion
glass Fabry-Pérot cavity [57, 58] via the Pound-Drever-Hall method (PDH) [59]. The
cavity mirrors are dual-wavelength coated, allowing to stabilize both lasers at the
same time. To generate the PDH error signal and to have a broad frequency tun-
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ability range we pass each beam through a broadband fibre-coupled electro-optic
modulator to which we apply, by means of a power combiner, a modulation and an
offset frequencies. We estimate the frequency stability of our lasers by measuring the
root mean square instantaneous frequency deviation relative to a cavity mode of a
reference active Fabry-Pérot cavity (Sirah Eagle Eye). For timescales longer than 3µs
we measure a linewidth below 10 kHz which allows perfect transparency in absence
of interactions (χ0eit ≈ 0).
To prepare the Rydberg P impurities we perform a three-photon excitation. The
first stage of the excitation is done using another 780 nm laser beam propagating
along the vertical direction (not shown in fig. 5 for clarity) and linearly polarized
such that it generates both σ+ and σ− polarization, only the σ+ one being relevant
for the excitation. The σ−-polarized light leads to off-resonant processes that can be
neglected in good approximation. For the second stage we use the same blue beam
that is involved in EIT. Additionally we employ an Anritsu MG3697C microwave
synthesizer which allows to address transitions between Rydberg states with different
angular momentum, e.g. |nS〉 ↔ |nP 〉 transitions. The microwave radiation is emitted
in the science chamber by a simple antenna without any control of the polarization.
Finally, the experimental apparatus has an electrode structure which allows to
apply and control the electric fields in the three dimensions, which is necessary for
Rydberg atoms due to their high atomic polarizability [60–62]. Moderate electric
fields can be applied to DC-Stark shift the energy levels of the Rydberg atoms or to
tune their Förster defect and therefore the strength of the interactions [14, 63–66].
The electrodes also enable us to count the number of Rydberg atoms present in the
sample by ionizing them and guiding the generated ions to a micro-channel plate
(MCP) particle detector with an estimated overall detection efficiency of η ≈ 0.4.
4 Off-resonant excitation of Rydberg P states
To prepare nP Rydberg states of 87Rb a two-photon excitation is prohibited
by the selection rules. Instead we use a three-photon excitation making use of two
optical photons and an additional microwave photon. This approach allows us to
simultaneously excite nS and nP states, both required for the experiments presented
in this work.
The excitation scheme is presented in figure 6a. The σ+-polarization of a 780 nm
laser beam couples the ground state |g〉 to the intermediate state |e〉. Hence, a 480 nm
σ−-polarized laser couples |e〉 to the Rydberg state |r〉 = |nS1/2,mj = 1/2〉 with
n = 42. The third stage of the excitation to the impurity state |i〉 = |nP3/2,mj = 3/2〉
is done using a microwave photon with a frequency around 53.9GHz. This four-level
system is then described by the Hamiltonian
Hˆ =−∆e |e〉 〈e| −∆r |r〉 〈r| −∆mw |i〉 〈i|
+
(
Ωe
2
|e〉 〈g|+ Ωr
2
|r〉 〈e|+ Ωmw
2
|i〉 〈r|+ h.c.
) (17)
with ~ = 1, ∆e, ∆r, ∆mw the one-photon, two-photon and three-photon detunings
respectively, and Ωe, Ωr, Ωmw the Rabi frequencies of each transition.
4.1 Effective two-level approximation of the four-level system
To avoid populating the two intermediate states we use large intermediate detun-
ings∆e and∆r compared to the Rabi frequencies Ωe, Ωr and Ωmw. In this regime, the
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Figure 6. Excitation of Rydberg P states. (a) Three-photon excitation scheme. The ground
state |g〉 is coupled to the impurity state |i〉 by two optical fields and one microwave field with
Rabi frequencies Ωe, Ωr and Ωmw, respectively. Large intermediate detunings ∆e and ∆r
prevent extensive populations of the two intermediate states |e〉 and |r〉. (b) Simulation of
the time-evolution of the state populations ρgg and ρii (resp. black and green lines), assuming
the initial population in the ground state, with ∆e = ∆r = −2pi · 100MHz, Ωe = Ωmw =
2pi · 2.4MHz and Ωr = 2pi · 25MHz. The exact calculation is compared to the effective two-
level model (dashed lines). The observed difference is due to the absence of the decay Γe
in the later. (c) Populations ρee and ρrr simulated in the same regime. With a maximum
fraction of 3 · 10−3 these states are weakly populated. We observe on short timescales very
fast oscillations damped after 2µs, justifying the adiabatic elimination, then the populations
follow a similar evolution to |g〉 and |r〉.
four-level excitation can be described by an effective two-level system that we theo-
retically develop in the following. The model is very helpful to derive the best strategy
to efficiently excite Rydberg P states without any undesired additional effects.
To simulate the three-photon excitation one can use the optical Bloch equations
in the four-level basis and numerically solve them for a set of the six experimental pa-
rameters given by eq. (17). However, the numerical simulations do not give insight into
the excitation process to find the optimal settings for efficient impurity preparation.
Since the excitation is done in the off-resonant regime ∆e, ∆r  Ωe, Ωr, Ωmw, the
evolution of the intermediate state populations exhibit two very different timescales,
leading to a rapidly oscillating term at a frequency ∆e,r and a slow-varying envelope
that evolves together with the states |g〉 and |i〉. After a short-time, the fast oscilla-
tions average to zero due to the decay of the short-lived intermediate state |e〉. The
time derivative of the |e〉 and |r〉 populations can then be set to zero as they are
dominated by the fast-oscillating terms. By introducing the steady state solutions in
the optical Bloch equations, one can eliminate all the terms involving |e〉 and |r〉 in
order to write an effective equation valid in the limit of long timescales, which directly
couples |g〉 to |i〉. This approximation is known as adiabatic elimination [67, 68]. With
cx the projection of the wavefunction to the state |x〉 (x = g, e, r, i), one obtains the
following coupled equations
c˙g = −iSgcg + iΩeff
2
ci (18)
c˙i = −i(∆mw − Si)ci + iΩeff
2
cg (19)
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where Sg and Si are the AC-Stark shifts of the states |g〉 and |i〉 defined by
Sg =
Ω2e
4∆e − Ω2r∆r
Si =
Ω2mw
4∆r − Ω2r∆e
(20)
and Ωeff is the effective Rabi frequency of the four-level system defined by
Ωeff =
ΩeΩrΩmw
4∆e∆r −Ω2r
. (21)
Equation (20) simply shows that one can reduce the effect of the three off-resonant
fields to AC-Stark shifts of the two outer states |g〉 and |i〉 and to an effective Rabi
frequency Ωeff coupling these states. The AC-Stark shifts are calculable in a per-
turbative approach. By setting the ground-state energy to zero via a rotation in the
rotating frame, the differential equations can be rewritten as
c˙g = i
Ωeff
2
cp (22)
c˙i = −i∆effci + iΩeff
2
cg. (23)
with ∆eff = ∆i + Sg − Si the effective detuning. At this stage one can identify the
Schrödinger equation of a two-level system with Rabi frequency Ωeff and detuning
∆eff . Therefore the whole system can be considered as an effective two-level system
where conditions for the inversion of state populations are known.
This effective description is illustrated in figure 6b, where the populations of the
four levels are plotted as a function of the excitation time and compared to full
numerical solutions of the optical Bloch equations. It clearly shows that the two
intermediate states are negligibly populated and that the two outer states behave like
a two-level system, exhibiting an evolution similar to two-level Rabi oscillations. We
notice that the effective model does not predict the decay of the oscillations which
would be a consequence of the decay of the intermediate state, not considered in the
current effective model. To take it into account we use an effective operator formalism
for open quantum systems to derive an effective master equation [69]. It results that
the decay Γe effectively leads to various terms in the two-level model which can,
on long timescales, either kill or enhance coherences. In the following discussion we
neglect this decay since it has no crucial impact on the regime we are working on.
Using this approach we can derive an optimized excitation scheme of the Rydberg
state |i〉. Due to the AC-Stark shifts, the intuitive resonance condition with ∆mw =
0 is not valid. From the effective two-level model we deduce a modified resonance
condition that must be fulfilled to efficiently transfer an atom from |g〉 to |i〉
∆eff = ∆i +
Ω2e
4∆e − Ω2r∆r
− Ω
2
mw
4∆r − Ω2r∆e
= 0. (24)
In addition, two other constraints must be considered before performing the exper-
iment. On one hand we aim to excite impurities on a timescale shorter than the
impurity lifetime, typically τi ≈ 50µs, leading to the condition
Ωeff ≤ τ−1i . (25)
On the other hand we want to avoid populations in both intermediate states. Popu-
lations in the Rydberg state |r〉 cannot be resolved by our field ionization setup and
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would be mistaken for impurities, while population in |e〉 could lead to scattering
and heating of the cloud. In the far-detuned regime, ce and cr are very accurately
approximated by Ωe/∆e · cg and Ωmw/∆mw · ci, respectively. To satisfy both condi-
tions, it is favourable to keep Ωe and Ωmw relatively small, while Ωr can remain large
as long as it satisfies the far-detuned condition Ωr  ∆e, ∆r. Our choice of states,
involving the same principal quantum number n for both the probe and impurity
Rydberg states, allows to use the same 480 nm laser field for the second stage of im-
purity excitation and for the EIT coupling. Hence ∆r = 0 and the detunings must
fulfil ∆e = ∆r. In all experiments we set them to ∼ 2pi · 100MHz. In these conditions
the red beam heating effect is negligible if the Rabi frequency Ωe is below a critical
value of typically 2pi · 2.5MHz. Hence, Ωr and Ωmw can be adjusted to respect the
above-mentioned conditions. The simulations in fig. 6 show an example of efficient
excitation with populations in the intermediate states smaller than 3%.
4.2 Three-photon spectroscopy of 42P Rydberg states
In order to demonstrate the detection of nP Rydberg states using IEI, we choose
the states |r〉 = 42S1/2 and |i〉 = 42P3/2 as probe and impurity Rydberg states,
respectively. As previously discussed, the two optical photons only address the Zee-
man substate |42S1/2,mj = +1/2〉. The Rydberg impurity state |42P3/2〉 is addressed
by a microwave field without control of the polarization, allowing for excitation of
the mj = −1/2,+1/2,+3/2 states. The magnetic field induces a Zeeman shift that
lifts the degeneracy between these states. Scanning the microwave frequency νmw we
record the spectrum shown in fig. 7a using field-ionization detection after the exci-
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Figure 7. Three-photon spectroscopy of the |42P3/2〉 states. (a) Microwave frequency scan
around the three-photon resonance, at a peak density n0 = (3.30 ± 0.18) · 109 cm−3 where
interaction effects do not play a significant role. The atoms, initially prepared in |g〉, are
off-resonantly driven to |e〉 and |r〉 = |42S1/2,mj = +1/2〉. A detuned microwave radiation
finally excites the impurity state |i〉 by compensating the energy mismatch. Only the Zeeman
substates mj = +3/2,+1/2,−1/2 are addressed with σ+, pi, σ− polarization components,
respectively. The Rabi frequencies are calibrated to be Ωe = 2pi · 9.7MHz, Ωr = 2pi · 25MHz,
Ωmw = 2pi · 12MHz. The spectrum shows a significant population of |42P3/2,mj = −3/2〉,
coming from a residual pi polarization component of Ωe. The additional residual peaks come
from a cycling process that populates different mF sub-states of |5S1/2, F = 2〉. A magnetic
field Bx = 6.43G is estimated from the fine splitting observed between the mj peaks. (b)
Density dependence of the width of the |42P3/2,mj = 3/2〉 resonance. In contrast to (a),
many-body interaction effects play a major role on the lineshape at higher densities. The
spectrum is acquired with Ωe = 2pi · 5.6MHz, Ωr = 2pi · 25MHz, Ωmw = 2pi · 12MHz.
18
tation pulse. Large numbers of ions are measured at three expected equally-spaced
frequencies. In addition a fourth, smaller peak appears at the expected position of
the mj = −3/2 Zeeman substate, which can be explained by misalignment of the
polarization of the 780 nm excitation beam with the vertical direction, resulting in
a residual pi-polarized component for which two additional σ− photons allow to ad-
dress the mj = −3/2 state. We also observe small additional peaks with frequency
separations exactly corresponding to the ground state Zeeman splitting. Such reso-
nances are signature of transitions from the other hyperfine levels of the ground state
|5S1/2, F = 2〉 to the |42P3/2〉 state. Population in these states cannot be explained
by imperfections of the state preparation since we initially excite with high-efficiency
the pure mF = 2 hyperfine state. However they could arise from coupling to the
Rydberg state, for which the purity of the mF quantum number is not preserved.
The spectrum in fig. 7a was taken under low-density conditions to minimize multi-
particle interaction effects, which have been reported to strongly modify the width
of the observed transitions [70–74]. In our experiments, we perform the excitation of
the |42P3/2,mj = 3/2〉 at various densities of ground state atoms and, as shown in
fig. 7b, we observe an increase of the width of the spectral line at higher densities,
which constitutes a signature of van der Waals Rydberg-Rydberg interactions.
Three-photon spectroscopy provides a powerful tool to calibrate the Rabi frequen-
cies and the detunings of the fields involved in the excitation process because the
resonance condition depends on all these parameters according to eq. (24). Only the
measurement of the coupling Rabi frequency Ωr = Ωc is independently realized using
a method based on a local fitting of the electromagnetically-induced transparency
profile [75]. By performing three-photon spectroscopy at different Ωe (fig. 8a) while
keeping the other settings constant, we observe that the resonance frequency exhibits
a linear behavior with the laser power Pe ∝ Ω2e (measured independently), in per-
fect agreement with eq. (24). We determine the unshifted resonance frequency from
a linear extrapolation to zero intensity and we can afterwards express the measured
resonance frequencies in terms of light shifts Sg of the ground state, allowing us to
use equation (20) to calculate the Rabi frequencies Ωe. The calibration between Pe
and Ω2e is then used to plot the figure 8a, revealing a linear relation as would have
been expected from the two-level model, thus validating its use.
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Figure 8. Calibration of Ωe and Ωmw from the light shift of the resonance. (a) For a given
coupling of Ωr and Ωmw the intensity of the red beam Ωe is varied. The resonant position of
the peak |42P3/2,+3/2〉 undergoes a quadratic light shift following eq. 20. (b) Analogously,
for given Ωe and Ωr, the same procedure can be applied to calibrate Ωmw. We must rely
on the fact that the AC-Stark Shift is linear with the power (eq 20) and therefore find the
unperturbed central peak frequency.
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A similar procedure cannot be applied to calibrate the microwave Rabi frequency
Ωmw since the intensity of the microwave source at the position of the atoms is
unknown. Therefore we rely on the same theoretical predictions for the AC-Stark
shift, assuming a linear dependence with Ω2mw. From the variation of the spectral
peak position for different microwave intensities, we infer the non-shifted three-photon
resonance that leads to a linear relation of the resonance frequency with Ω2mw (fig. 8b).
From it we again calculate the AC-Stark shifts and therefore deduce a calibration of
Ωmw. We have checked the consistency of these measurements by measuring the non-
shifted transition, setting Ωe = Ωmw. We obtain a resonance shifted by −96MHz, in
agreement with the experimental calibration of the detuning within 0.5MHz. In this
way we obtain all the required parameters to perform an efficient and controllable
excitation of Rydberg P -state impurities.
4.3 Incoherent excitation of 42P Rydberg impurities
Interaction-enhanced imaging experiments require precise control of the number
of impurities that we probe. For this purpose it is important to understand the evolu-
tion of the impurity population with the excitation time texc. The theoretical model
predicts coherent Rabi oscillations between the ground and the impurity states with
an effective Rabi frequency Ωeff given by eq. (21). Yet our measurements show the
emergence of a saturation effect after typically 6µs (fig. 9a), that we attribute to
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Figure 9. Excitation of |42P3/2,mj = 3/2〉 Rydberg atoms. (a) Excitation dynamics as a
function of the excitation time texc. The measurement is done after a fixed time-of-flight
of 1ms, at a peak ground-state density n0 = (7.26 ± 0.21) · 109 cm−3, with Ωe = Ωmw =
2pi · 10MHz, Ωr = 2pi · 25MHz. The data show a saturation of the number of excitation
Ni. The saturation is fitted with the function Ni(texc) = Nsat(1 − e−texc/τ ), obtaining
Nsat = 206.2 ± 2.6 and τ = (2.34 ± 0.11)µs. (b) Blockade effect on excited impurities.
Repeating the same experiment, we observe a saturation of Nsat while increasing the ground-
state density. To reach high enough densities, the time-of-flight is reduced to 0.5ms. (c)
Heating induced by scattering on the |g〉 ↔ |e〉 transition. The density is plotted at different
excitation times texc for Ωe = 2pi · [2.4, 7.1, 21]MHz (resp. dash-dotted red, dotted green and
solid blue lines). The microwave is switched off to avoid density reduction due to Rydberg
excitation. The error bars represent the standard deviation.
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incoherent excitation of the |42P3/2,mj = 3/2〉 impurities Rydberg states. We under-
stand this to be a consequence of a large degree of dephasing introduced by the strong
inhomogeneity of the effective Rabi frequency Ωeff , due to the Gaussian profile of
the coupling beam [76].
Repeating the experiment for increasing ground-state atomic densities, we ob-
served a similar behavior of the excitation dynamics on the same timescale but with
different saturated number of excitations Nsat. In figure 9b this number is plotted
versus the ground-state density n0. As can be seen from the plot we observe a sec-
ond saturation effect that we attribute to the Rydberg blockade between impuri-
ties: because of their van der Waals interactions, the total number of impurities in
the finite volume of the cloud is limited. Given that the detection efficiency is not
known with high accuracy, the value Nbl = 218± 6 we extract from the exponential
fit is consistent with an estimation based on the impurity-impurity blockade radius
(Rii = (Cii6 /∆νmw)1/6 ∼ 4µm with ∆νmw the width of the resonance at low density
extracted from fig. 7b) that would lead to ∼ 230 impurities in the excitation volume.
The final step to optimize the excitation of impurities consists in minimizing any
heating effects due to large excitation Rabi frequency Ωe, which lead to loss of atoms
from the atomic cloud (fig. 9c). In order to avoid such effect, in the following we
reduce the power of the 780 nm laser beam to Ωe = 2pi · 2.4MHz and compensate
it by increasing the microwave Rabi frequency Ωmw to 2pi · 14MHz, such that the
effective coupling is not significantly affected.
5 Imaging of Rydberg 42P atoms
We discuss in this last section the imaging of Rydberg |i〉 = |42P3/2,mj = 3/2〉
impurities embedded in a gas of atoms and prepared using the excitation scheme
introduced in section 4. IEI is performed by coupling the probe atoms to the Rydberg
state |r〉 = |42S1/2,mj = 1/2〉. For the first experimental realization we work in a
large volume trap which allows for good statistics in order to validate our model. We
then image Rydberg impurities within a small volume to avoid transport effects.
5.1 Testing the validity of the imaging model
To test the validity of the hard-sphere model presented in sec. 2 we first perform
an IEI experiment in the large, dense reservoir optical dipole trap (see sec. 3.1). The
atoms are initially prepared in the ground state |g〉 at a temperature T ≈ 40µK.
The atomic cloud exhibits a Gaussian profile of width σx = 41.2µm at 1/e2 and of
tunable density, with peak densities in the center of the cloud n0 up to 1.5 · 1011 cm−3.
At a given time, we release the trap and probe the response of the atomic cloud by
measuring the absorption in three different configurations: without coupling light nor
impurities (two-level response), with the coupling light turned on but no impurities
(EIT response), and finally with both the coupling light and the impurities present.
To measure the probe light absorption A defined in (12), we record on the CCD
camera the probe intensity Itrans just after switching off the optical dipole trap as
well as the intensity Iin after 10ms when all the atoms have fallen below the light
path because of gravity.
We first measure the two-level response of the ground state atoms by turning
off the coupling light field (red diamonds in fig. 10a). The measured absorption A2l
allows us to extract the peak density of the cloud using eq. (3), taking into account
the small saturation effect due to the non-zero probe Rabi frequency Ωp = 2pi · (1.14±
0.02)MHz, which leads to a correction of about 7%. Since it is used to calibrate the
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Figure 10. Interaction enhanced imaging of P -state impurities in a large dipole trap. (a)
Comparison of the measured and theoretical absorptions A of the probe beam through the
atomic cloud, as a function of the peak density n0. We measure the two-level response (red
diamonds), the EIT response (blue squares) and the one with pre-excited impurities (green
circles). The absorption is averaged over an area of 3x3 pixels at the center of the cloud.
Error bars represent the measured standard deviation obtained from 10 repetitions. The
data is compared to a hard-sphere model developed in section 2: the absorption is calculated
from the two-level susceptibility χ2l (red dotted line), the EIT susceptibility χeit (blue
dashed line), and the susceptibility with impurities χimp (green solid line). (b) Comparison
between measured and predicted SNRs. Measurements are performed with an exposure time
texp = 10µs. The predicted SNR is calculated assuming photon and camera noise (see
sec. 2.4) as well as atomic density fluctuations, measured to be on the level of 8%. The SNR
of the measurements is slightly lower than predicted, probably because of additional noise
sources.
peak density axes, the data coincides exactly with the theoretical two-level absorption
(red dotted line).
We then turn on the coupling light field to reach the conditions for EIT and
perform the same acquisition (blue squares). We analyse only the probe absorption
Aeit in an area corresponding to the center of the coupling laser beam, which allows
us to assume Ωc as constant. Independent measurements relying on Autler-Townes
spectra are used to calibrate the strength of the coupling Ωc = 2pi · (9.45±0.74)MHz.
The observed loss of transparency when the atomic density increases is the signature
of van der Waals interaction between probe atoms. The data is compared to the hard-
sphere model (blue dashed line) using eq. (4). We obtain good agreement assuming
a Rydberg blockade of Rrr = 3.6± 0.3µm, while the theoretical prediction is 2.5µm,
meaning that the effect of interactions appears to be stronger than predicted from
the dipole moment of the state used. In these conditions the blockaded fraction frr
changes with the density from 0 to 0.31± 0.03.
In the last realization we pre-excite some impurities during a fixed excitation time
texc = 5µs and we record the optical response (green circles). The larger absorption
compared to the previous case is caused by additional absorbing probe atoms due
to the presence of impurities. The evolution of the optical response measured from
the absorption Aimp is again compared to the hard-sphere model using eq. (10). The
anisotropic interaction strength is estimated to be Cir3 = 2pi · 1.7GHz ·µm3 consider-
ing an angular averaging [77], leading to a blockade radius of Rir = 6.1µm, roughly
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2 times larger than Rrr. The model reproduces very well the data assuming a con-
stant fraction of volume blockaded by the impurities of fip = 0.24± 0.02, resulting in
26± 5 Rydberg impurities embedded in the whole sample. From the field ionization
we estimate the number of impurities to be ∼ 12, which is consistent within the large
uncertainty of the ion detection efficiency.
The excellent agreement with the data justifies the use of a hard sphere model
to describe IEI. In the density range we have explored, figure 10a shows that the
signal increases with the atomic peak density, indicating that the amplification fac-
tor, expressed as the number of additional absorbers per impurity, is also raising.
Nevertheless we expect that at higher densities the signal will decrease due to the
incrementing impact of probe-probe interactions, as simulated in fig. 4c.
Using the measured data and the results from the model it is possible to compare
the measured and predicted SNRs defined in eq. (16) (fig. 10b). The atomic density
fluctuations are estimated from the two-level response to be on the level of 8% and do
not contribute much to the total noise. The agreement is qualitatively good, but the
measured SNR is smaller than expected and it suggests that additional noise sources
present in the experiment must be considered.
5.2 Imaging few P-state impurities
After testing the model with experiments in the reservoir dipole trap, we perform
a new set of IEI experiments in the tight optical dipole trap (see section 3.1). Due
to its restricted volume, diffusion of the Rydberg impurities out of this volume is
negligible [41]. Moreover the maximum number of impurities remains relatively small
due to the blockade effect, which allows us to investigate the detection up to ∼ 10
impurities in the sample.
We prepare the atoms in the ground state |g〉 at a temperature of T = 1µK with a
peak density of n0 = (1.4± 0.3) · 1011 cm−3 . The average number of impurities Ni is
changed by varying the duration time texc of the three-photon excitation and can be
separately determined via field-ionization detection (sec. 3.2). For each texc we record
the optical response under EIT conditions and compare it to the one in absence of
impurities to deduce the additional absorption Aadd. In figure 11a we plot the number
of additional absorbers Nadd for each pixel of the CCD camera, corresponding to an
area of apx = 4.3µm2 in the object plane, given by
Nadd =
apx(1 + s0)
σ0
∆OD =
apx(1 + s0)
σ0
ln
[
(1−Aadd)−1)
]
, (26)
where s0 = 2Ω2p/Γ 2e is the saturation parameter of the probe transition. This equation
converts the measured signal into an effective number Nadd of atoms that would be
absorptive instead of fully transparent due to the presence of impurities. The inte-
grated number of additional absorbers along the vertical axis is plotted in figure 11b
(red solid line) and is compared to a Gaussian fit (blue dashed line) where the scale
of the different plots has been fixed. This representation helps to observe how large
the signal is compared to the residual noise in the region outside of the cloud.
In order to distinguish the signal coming from different numbers of impurities,
we have increased the EIT bandwidth σeit by strongly increasing the coupling Rabi
frequency Ωc. Because of the small size of the sample compared to the extension of
the coupling beam, we assume Ωc to be constant, equal to 26.2± 2.3MHz according
to independent measurements [75]. This choice is relevant since we clearly observe
in fig. 11 that the cloud becomes progressively more absorptive while increasing Ni.
To characterize how the impurities affect the optical response, we extract the total
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Figure 11. Interaction-enhanced imaging of 42P3/2 Rydberg atoms in a small atomic sam-
ple. (a) Spatial distribution of the additional absorbers per pixel Nadd for increasing average
number of impurities Ni = 2, 3, 4, 6 as measured by field ionization. Each measurement is
averaged over 50 repetitions with an exposure time of texp = 30µs. (b) Integral along the
picture’s vertical direction of the measured number of additional absorbers (solid red) and
of a 2D Gaussian fit to the data (blue dashed line). The fit integral allows us to extract
ΣNadd from the data, while removing the noise outside of the sample region.
number of additional absorbers ΣNadd for each realization through a 2D Gaussian fit
over the absorption area, which allows to remove the contribution of noise outside of
the sample region. The plot in figure 12 shows the evolution of ΣNadd with respect
to the mean number of impurities Ni measured by field ionization (blue points). It
can be seen that ΣNadd linearly increases for small Ni before reaching a saturated
value of ∼ 40 additional absorbers for Ni > 4.
Within the large Rabi coupling frequency Ωc regime in which the experiment is
performed, we can reasonably assume that χ0eit ≈ 0 and we can also neglect the
correction due to probe-probe interactions in equation (14) since frr ≈ 0.02 1. We
can then simply express the total number of additional absorbers as ΣNadd = firN
where N is the total number of ground-state atoms in the sample. This formula
shows that under our assumptions any atom within the impurity blockade volume
will behave as an additional absorber. Since ΣNadd saturates around 40 atoms while
N is on the order of 400 in the experiment, fir remains smaller than 10%, meaning
that only part of the total volume is blockaded by the impurity-probe interactions. We
can then express ΣNadd in an even simpler form ΣNadd = Ni ·n0Vbl,i (see sec. 2.3).
Hence our model predicts a linear dependence of the total number of additional
absorbers with the number of impurities. The IEI amplification factor, as defined in
sec. 1, would be given here by n0Vbl,i. This prediction agrees well with the experimen-
tal data as shown in fig. 12. The observed deviation at larger number of impurities
might be interpreted as a Rydberg blockade effect between the impurities during
their excitation, that we estimate to be significant above ∼ 10 impurities. Impurities
cannot be excited in the center of the sample, while it would be still possible in the
tails, where the density is low and thus the change in the optical response negligible.
Since in our case Rii  Rir, only a small fraction of the total volume is effectively
blockaded.
24
0 1 2 3 4 5 6 7 8 9
0
5
10
15
20
25
30
35
40
45
Ni
∑
N
a
d
d
Figure 12. Number of total additional absorbers ΣNadd as a function of the mean number
of impurities Ni. We first observe a nearly linear growth of the additional absorbers as
expected from the hard-sphere model. Then the growth exponentially decays, reaching a
saturated level of around 40 absorbers, that we interpret as a signature of the Rydberg
blockade effect between the impurities. We fit the experimental data with an exponential
rate model, that gives an initial slope of 17.4 ± 0.2, in excellent agreement with our model
that predicts an amplification factor of 17.1. Nevertheless the precision of our measurement
is lower than this agreement since the detection efficiency of the field-ionization is known
with a large uncertainty. The errors are the standard errors of the mean.
These measurements demonstrate that IEI is suitable to detect individual Rydberg
impurities with a sensitivity close to 1 impurity on average. Moreover in the regime of
strong EIT coupling and few impurities, the number of additional absorbers changes
linearly with the number of impurities and depends only on the atomic density n0
and the EIT bandwidth σeit through the blockade volume. This relationship allows
to directly estimate the number of impurities without considering the microscopic
details of the imaging.
6 Outlook: conclusions and prospects
In this work we have performed optical imaging of Rydberg P states using a
detection technique called Interaction Enhanced Imaging, which consists in mapping
the presence of Rydberg atoms on the optical response of an atomic medium. In order
to prepare the atom sample, we have implemented and characterized a well-controlled
excitation scheme that allows us to reliably prepare a chosen average number of
atoms in a Rydberg P state, without perturbing the cloud. The scheme is based on a
three-photon off-resonant excitation which is convenient for preparation of P states
independently of any other Rydberg state. A theoretical analysis has allowed us to
introduce a simple description of the excitation scheme in terms of an effective two-
level system which provides accessible tools to fully optimize the excitation dynamics.
To gain insight into the imaging process, we have extended an analytic hard-
sphere model, first introduced to describe interactions within the EIT medium, to
include Rydberg impurity-medium interactions and we have used it to predict the
optical response of the system and estimate the SNR. Then, using our technique,
we have successfully imaged Rydberg atoms prepared in the state |42P 〉 in a large
atomic sample and we have compared the estimated signal with experimental data,
finding good agreement. Furthermore measurements in a small atomic sample with
dimensions comparable to the impurity-impurity blockade radius Rii have shown that
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we can reach a sensitivity of few Rydberg atoms with IEI, close to the best competing
methods [5, 16, 22, 23], with the advantage that we do not destroy the Rydberg atoms
under observation.
A further improvement of IEI will consist in reaching single-impurity sensitivity on
single-shot measurements. It would allow new studies of energy transport dynamics
induced by dipolar interactions, e.g by following the dynamics of a single Rydberg
impurity in a system with highly controllable geometry and dimensionality. Such
sensitivity requires to enhance the SNR far above 1, while probing the system within
a time short compared to the dynamics of the impurities, typically few µs. Leveraging
the hard-sphere model predictions we aim to achieve a high SNR by magnifying the
amplification factor by working with high probe atom densities and states with larger
principle quantum numbers, as they exhibit stronger interaction and longer lifetimes.
Additionally the imaging noise should be minimized to its lowest possible level. First
analysis already shows strong noise reduction by suppressing atom density and light
intensity fluctuations, but further work must be done to reach the photon shot noise
limit.
One of the main advantages of the IEI method is that the spatial resolution is
given by the impurity-probe blockade radius Rir convolved with the optical resolution
of the imaging system. Consequently it can be engineered to be smaller than the
typical impurity-impurity distance Rii, allowing for spatially-resolved single-impurity
imaging. Combined with a high sensitivity the IEI technique might be promising for
spatial correlation measurements of Rydberg ensembles in bulk atomic gases, opening
perspectives to study energy transport mechanisms in open systems [13, 15] or the
formation of Rydberg aggregates [78–80].
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