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ABSTRACT
Yang, Fan. Ph.D., Department of Computer Science and Engineering, Wright State University,
2020. IMPROVING PAIN MANAGEMENT IN PATIENTS WITH SICKLE CELL DISEASE US-
ING MACHINE LEARNING TECHNIQUES.
Sickle cell disease (SCD) is an inherited red blood cell disorder that can cause a mul-
titude of complications throughout a patient’s life. Pain is the most common complication
and a significant cause of morbidity. Since pain is a highly subjective experience, both
medical providers and patients express difficulty in determining ideal treatment and man-
agement strategies for pain. Therefore, the development of objective pain assessment and
pain forecasting methods is critical to pain management in SCD. On the other hand, the
rapidly increasing use of mobile health (mHealth) technology and wearable devices gives
the ability to build a remote health intervention system for SCD. Hence, the objective of this
study is to leverage machine learning techniques, mHealth, and wearable devices together
to improve pain management in SCD in both clinical and remote environments.
First, we developed an objective pain assessment model based on clean physiological
measurements collected from Electronic Health Records (EHRs). Specifically, we used
six objective physiological measures in EHRs as features to estimate pain scores based
on an 11-point pain rating scale and other pain rating scales. Overall, our preliminary
machine learning models show that subjective pain scores can be predicted with objective
physiological signals with promising results.
Second, we designed a regression-based pain assessment model using noisy physiolog-
ical and body movement data obtained from wearable devices, patient-reported pain scores
from our self-developed mobile app, and nursing-obtained pain scores. The performance
of the proposed model is comparable to the model learned with EHRs. We also compared
the performance of the regression model and the classification model on the pain intensity
estimation problem.
Third, we further implemented an ensemble feature selection method to select the most
iii
robust and stable features in pain estimation to better understand pain. With robust feature
selection and stacked generalization of different regression models, we were able to obtain
a more compact and generalizable pain assessment model.
Finally, we applied the self-supervised learning method to build a pain forecasting sys-
tem with limited pain value labels. Our system outperformed the model trained in a purely
supervised manner. Such a pain forecasting system would permit timely and adequate pain
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Introduction
1.1 Sickle Cell Disease
Sickle cell disease (SCD) is a hematologic disorder that can cause a multitude of compli-
cations throughout a patient’s life. It is primarily affects people of African descent. In the
United States, one in 396 African Americans is born with SCD, and one in 14 carry the trait
[2]. Globally, the estimated number of newborns with SCD will increase from 305,800 in
2010 to 404,200 in 2050 [3]. In SCD, the red blood cells become rigid and are shaped
like sickles (demonstrated in Figure 1.1 [1]). This decreases the flexibility of the red
blood cells resulting in their destruction and blocking blood flow which may cause many
complications including pain [4].
Pain in SCD is the most common and a significant cause of morbidity [5]. The pain
experienced by SCD patients is often chronic, with acute painful vaso-occlusive crises that
are unpredictable and lead to frequent visits to the Emergency Department (ED) and day
hospital for management [6]. Sickle cell related pain can result in unplanned hospitaliza-
tions with missed days from work and school, significantly impairing a patient’s quality of
life. Treatment of SCD pain is currently palliative, focusing on pain management. Pharma-
cologic management of sickle cell pain entails the use of three major classes of compounds:
non-opioids, opioids, and adjuvants [7]. With pain being inherently subjective, analgesia is
titrated against the patient’s self-reported pain. Both medical providers and patients express
1
Figure 1.1: Sickled blood cells against normal blood cells [1]
difficulty in determining ideal treatment and management strategies for pain. In the face
of the continued opioid crisis, the search for more objective measures of pain continues to
rapidly evolve in research.
SCD is very costly due to its high utilization of healthcare resources, as indexed by
inpatient hospitalizations, number of ED visits, physician visits and prescription drugs. On
average, total undiscounted health care costs for a patient with SCD reaching age 45 were
estimated to reach $953,640 [8]. The total charges for all of the sickle cell ED visits were
estimated to be $356 million, of which $238 million were for patients not subsequently
admitted to the hospital. The combined ED and inpatient charges for those admitted were
estimated to be $2.4 billion [9]. It is clear that interventions designed to prevent SCD
complications and avoid hospitalizations may reduce the significant economic burden of
the disease.
2
1.2 Wearable Health Technology and mHealth
The rapidly increasing use of mobile health (mHealth) technology and wearable devices
gives the ability to build a remote health intervention system for SCD. The mobile and
wearable devices are increasingly being used in healthcare and public health practice for
communication, data collection, patient monitoring, and to facilitate adherence to chronic
disease management [10]. MHealth interventions have been reported to be effective in
improving the health care services delivery process [11], increasing adherence to med-
ication [12], and increasing self-care awareness and knowledge about chronic diseases
[13]. Additionally, wearable devices can facilitate continuous health condition monitor-
ing which enables data mining and analytics of physiological and activity measurements
in a non-clinical setting [14]. Data mining with wearable sensor data has been applied in
various healthcare tasks, such as monitoring physiological deterioration [15], predicting
mental stress levels [16], and detecting sleep apnea [17]. The combination of mHealth and
wearable devices provides a unique opportunity for the development of remote health in-
tervention designed specifically for SCD, aimed at improving self-management as well as
improved personalized therapy.
1.3 Motivation
The overall goal of this study is to create an objective remote pain assessment and pain fore-
casting model by leveraging mHealth and wearable devices, as well as to better understand
the relationship between physiological signals, body movement collected from different
sources and pain. Doing so will allow us to create a remote pain management system that
can hopefully reduce re-hospitalization and improve the quality of life for patients with
SCD. This work is made possible by recent advances in mobile health and wearable health
monitoring. Mobile applications can be used by patients to report their symptoms and pain
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scores promptly, while wearable devices provide continuous all-day health monitoring data.
A series of four studies have been proposed to systematically study the feasibility of devel-
oping objective pain assessment and pain forecasting model using physiological and body
movement data.Specific research questions of these studies are detailed below.
1. Can we use physiological signals collected from Electronic Health Records (EHRs)
to estimate pain?
Pain is a highly subjective experience, its assessment is difficult and mainly based
on self-reports. We proposed a model to map objective physiological measures to
subjective self-reported pain scores using various classification methods [18]. Us-
ing Multinomial Logistic Regression and six vital signs in EHRs, we were able to
predict patients’ pain scores on an 11-point rating scale with accuracy of 0.429 and
weighted F1 score of 0.422 at the inter-individual level. With a condensed 4-point
rating scale, the accuracy and weighted F1 score was further improved to 0.681 and
0.673, respectively.
2. Can we use physiological signals and body movement data collected from wear-
able sensors to estimate pain collected from mobile applications?
Technology has been widely leveraged to use mobile apps for recording symptoms
in real time and wearable devices to provide continuous physiologic measurements.
Using the physiological signals and body movement data from wearable sensors and
pain scores from mobile apps, we were able to create a regression model to predict
subjective pain scores with a root-mean-square error of 1.430 and correlation be-
tween observations and predictions of 0.706 [19]. Furthermore, we verified the hy-
pothesis that the regression model outperformed the classification model by compar-
ing the performances of the Support Vector Machines and Support Vector Machines
for Regression.
3. Which features extracted from wearable sensor data are robust in pain assess-
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ment model?
Feature selection is a typical step of data mining approach for wearable sensors. It
is used to reduce data dimensionality and eliminate irrelevant and redundant features
before machine learning modeling. When applying feature selection in the fields
of bioinformatics and biomedicine, both the model performance and the robustness
of selected features are equally important. Stable feature selection methods would
allow domain experts to have more confidence in the selected features for subsequent
analysis. Therefore, we applied ensemble feature selection methods to select robust
and stable features from wearable data for better understanding of pain [20]. We
further utilized stacked generalization to maximize the information usage contained
in the selected features from different methods, and obtained the root-mean-square
error of 1.526 and Pearson correlation of 0.618 for continuous pain assessment.
4. Can we forecast future pain using physiological signals collected from wearable
sensors?
Supervised learning requires a decent amount of labels to obtain good performance
on a given task. However, it is usually expensive to collect a large volume of hu-
man annotation labels for data in healthcare area. Therefore, we provided a pain
forecasting model using physiological signals collected from wearable sensors based
on a self-supervised learning method. The model based on self-supervised learning
was consistently better than the supervised learning model at varying forecast hori-
zons. The lowest mean-absolute-error is reached as 1.077 with a standard deviation
of 0.922 when the forecast horizon is 30 minutes. We also demonstrated the semantic
meanings of the learned representation by multiple visualizations.
5
1.4 Contributions
The work presented in this dissertation is a pioneering study in leveraging mHealth, wear-
able sensors, and machine learning techniques to improve pain management in SCD. We
summarize our main contributions in detail below.
Firstly, we verified the feasibility of predicting subjective pain reports using objective
physiological measurements collected from EHRs as well as objective measures collected
from wearable sensors. We also demonstrated the feasibility of forecasting future pain
values based on objective physiological measures with limited training data. The pain as-
sessment and pain forecasting models established the basis for a pain management system
by objectively and accurately estimating current and future pain values. Such a pain man-
agement system will help provide prompt and effective treatment of pain crises, improve
outcomes, and encourage more diligent use of medications.
Secondly, we thoroughly explored the appropriate machine learning techniques for
pain learning under various circumstances. We investigated the pain assessment perfor-
mance at both intra-individual level and inter-individual level. The intra-individual model
outperformed the inter-individual model with sufficient training data, showing the impor-
tance of developing individualized pain management models. We demonstrated the pain
prediction accuracy under varying pain rating scales, which provided useful information
for decision making in practical clinical application. Also, we verified that the regression
model is more appropriate than the classification model in pain prediction problem. More-
over, we showed that a stacked generalization that combines multiple regression models
further improved the pain prediction performance than an individual regression model.
Thirdly, we developed an ensemble feature selection method extracting robust and
stable features from numerous features generated from wearable sensor data. The ensemble
feature selection method selected the most robust features and help provide knowledge on
the pain phenomenon by analyzing feature importance of the selected features. It also
yielded a more compact and generalizable pain estimation model by significantly reducing
6
feature dimensionality.
Finally, we solved the pain forecasting problem using a self-supervised learning ap-
proach based on limited labels of pain reports. In the healthcare area, it is usually hard and
expensive to obtain a large volume of labeled data due to the difficulty of human annota-
tion. Self-supervised learning is an attractive approach to train a model based on pseudo
labels and transfer the learned knowledge to the task of interests. We proved the viability of




The International Association for the Study of Pain Committee (IASP) defined pain as
“An unpleasant sensory and emotional experience associated with actual or potential tis-
sue damage, or described in terms of such damage”. They also stated that “Pain is always
subjective” [21]. The assessment and management of pain is always a challenge in both
clinical practice and academic research. The current definition of pain implies that self-
report is the standard for pain, and it fails to address dimensions of pain assessment [22].
In practice, clinicians usually integrate patients’ self-report with their assessment of non-
verbal behaviors, such as voice, body activity, and facial activity to enhance understand-
ing. Current clinical guidelines recommend considering vital signs during assessment and
treatment of painful episodes. These physiologic measurements include: blood pressure,
respiratory rate, oxygen saturations, temperature and pulse [23]. Researchers continue to
explore possible objective indicators for pain. In early studies, researchers frequently ap-
plied statistical methods, such as correlation, regression analysis to find the relationship
between each objective indicator and pain. Due to the growing volume of clinical data
and the requirement of high accuracy predictive models, machine learning techniques have
been increasingly utilized in pain studies. There is another growing trend of leveraging
mobile apps for recording symptoms in real time, and wearable devices to provide more
frequent physiologic measurements. The field of mobile health (mHealth) has continued
to grow and has been used in a variety of different clinical settings. Many studies have
attempted to help patients and providers connect using mobile technology to better under-
8
stand and treat a multitude of symptoms including pain. The connections of the literature
can be visualized in Fig. 2.1.
Figure 2.1: Connections of related works
2.1 Objective Indicators for Pain
Researchers have investigated various possible objective indicators for pain. Most of these
indicators are physiological signals generally monitored in clinical setting, including heart
rate (HR), heart rate variability (HRV), blood pressure, respiration, skin conductance, and
the combination of these physiological signals.Tousignant-Laflamme et al. [24] explored
the relationship between HR and pain perception, and found a significant intra-subject
correlation between HR and pain intensity and pain unpleasantness; while inter-subject
correlations was found only in the male participants. In contrast, Bossart, Fosnocht and
Swanson [25] suggested that there was a poor correlation between change in pain intensity
and change in heart rate among Emergency Department patients with acute pain. Aslak-
sen et al. [26] reported that pain stimulus induced heart rate variability, indexed by the
low-frequency/high-frequency ratio, compared to the interstimulus intervals. Mean heart
rate also increased significantly during painful stimulation compared to the interstimulus
intervals. Skin conductance levels were also found to be higher during the pain stimuli
9
compared to the interstimulus intervals. In the study of Pollatos et al. [27], mean heart rate
was significantly increased during pain perception compared to baseline, and mean high-
frequency HRV was significantly decreased during pain assessment compared to baseline.
Myers et al. [28] reported that baseline systolic blood pressure was positively related to
pain tolerance, neither systolic or diastolic blood pressure reactivity was found to be re-
lated to pain threshold or pain tolerance. However, the study of Bruehl et al. [29] found a
direct relationship between SBP reactivity and pain. Ledowski et al. [30] have found that
the number of fluctuations of skin conductance per second correlated significantly with
postoperative pain scores rated on a numeric rating scale. While Loggia et al. [31] reported
that heart rate and skin conductance increased with more intense painful stimulation, the
change of skin conductance was only significantly correlated to pain intensity rating within
a given individual but not at between-subject level. Kato et al. [32] reported that respiration
rate were significantly increased in both the early and tonic phase of painful stimulation.
Boiten [33] observed that pain ratings obtained from cold pressor tests correlated signifi-
cantly with minute ventilation and mean inspiratory flow.
There have been several attempts to formulate a nonverbal pain scale rating tool us-
ing vital signs and patients’ activities. Payen et al. [34] created a Behavioral Pain Scale
(BPS) for critically ill sedated adult patients. The BPS consists of three items: facial ex-
pression, upper limb movement, and compliance with ventilation. Using 269 assessments,
they concluded that the expression of pain can be scored validly and reliably by using the
BPS in sedated, mechanically ventilated patients. Another study from Odhner et al. [35]
invented a Nonverbal Pain Scale (NVPS) which contains five items: facial expression, ac-
tivity, guarding (relaxed or stiff), physiologic aspects I (vital signs) and physiologic aspects
II (skin, pupillary response, perspiration). They found a good inter-subject reliability over
one hundred paired assessment from 59 patients. Each pain assessment was independently
rated by two nurses.
From these early studies on pain, we can find that the relationship between each single
10
physiological signal and pain is usually inconclusive. None of the single physiological sig-
nal can be used as a reliable objective indicator of pain. The attempt of nonverbal pain scale
rating tools indicates that the combination of multiple behavioral clues and physiological
data will be a possible path for objective pain assessment.
2.2 Wearable Devices and mHealth
In the last several years, technology has been leveraged to use mobile apps for recording
symptoms in real time. The field of mobile health (mHealth) has continued to grow and has
been used in a variety of different clinical settings. Many studies have attempted to help
patients and providers connect using mobile technology to better understand and treat a
multitude of symptoms including pain. Many of the initial mHealth mobile health systems
and applications are smartphone-based and allow patients to self-report and manage pain
[36, 37]. The majority of these studies reported beneficial effects of the use of a pain app,
particularly in out-clinic settings. Studies have also shown that pain apps are workable and
well liked by both patients and healthcare professionals [36].
Wearable health monitoring system have also drawn a lot of attention during the last
decade. The technique allows a subject to wear a device during daily life while clinical pro-
fessionals can monitor the patient in real-time for longer periods than during a hospital stay
[38]. It is also a non-invasive and cost-efficient alternative to on-site clinical monitoring
[39]. By applying data processing and data mining approaches, more valuable informa-
tion can be extracted than simple wearable sensor readings. Various clinical tasks can be
completed using wearable sensor data, such as prediction, anomaly detection and decision
making [14].
The development of wearable health monitoring and mHealth provided large volume
of data for training complex machine learning models. They also make a remote and real-
time pain management system possible, which allow SCD patients to manage their pain at
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home and help clinicians to produce an improved medication usage plan.
2.3 Machine Learning for Pain Assessment
Due to the growing volume of clinical data and the requirement of high accuracy predictive
models, machine learning techniques have been increasingly utilized in pain study in recent
decades. Machine learning techniques allow efficient knowledge mining from high volume
data. They also enable us to build models with better predictive power than rule-based pain
evaluation tools like BPS and NVPS.
Various automatic pain assessment methods have been investigated based on facial
expressions [40, 41, 42], body movement [43, 44], physiological signals [45, 46, 47], as
well as the fusion of the above data [48, 49]. A number of studies based on facial ex-
pressions employ deep learning approaches including Recurrent Neural Networks (RNNs)
[40], and Convolutional neural networks (CNNs) [41, 42] to estimate pain intensities di-
rectly from facial expressions recorded in video frames. Several efforts have been made
to extract better image features, identify appropriate network architectures, and optimize
learning hyperparameters. In the study of Lee et al [43], they used a portable spinal motion
measurement system to investigate the differences in spinal motions between a low back
pain group and a healthy control group. They reported a 90% sensitivity and 80% speci-
ficity in the classification using a logistic regression model. Olugbade et al. [44] proposed a
machine learning model based on Support Vector Machines (SVM) to discriminate people
with no pain, low level and high level of chronic musculoskeletal pain using recordings of
kinematics and muscle activity with accuracy as 94%. Gruss et al. [45] extracted 159 fea-
tures from three biopotentials - Electromyography (EMG), skin conductance level (SCL),
and Electrocardiogram (ECG) - to recognize induced head pain. They defined pain by pain
tolerance and pain threshold. Pain tolerance means the maximum level of pain that a person
is able to tolerate, and pain threshold means the point at which pain begins to be felt. They
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achieved classification accuracy of 90.94% for baseline vs. pain tolerance threshold and
79.29% for baseline vs. pain threshold. Chu et al. [46] presented a pain prediction system
based on multiple physiological signals, including blood volume pulse (BVP), ECG, and
SCL to predict pain induced by an electrical stimulator. With four pain levels (baseline and
three different levels of induced pain), K-Nearest Neighbor (KNN), Linear Discriminant
Analysis (LDA), and SVM models could categorize pain intensity with 83.94%, 84.28%,
and 96.47% accuracy, respectively. A recent study from Lopez-Martinez and Picard [47]
implement a multi-task learning approach based on neural networks that accounts for indi-
vidual differences in pain responses and achieved a classification accuracy of 82.75% for
baseline vs. pain tolerance threshold and 54.22% for baseline vs. pain threshold using
SCL and ECG features. Werner et al. [48] proposed a pain recognition system combining
information from video and biomedical signals, including facial expression, head move-
ment, Galvanic Skin Response (GSR, also called SCL), EMG and ECG using Random
Forest (RF) classifiers. With only biological signals, the classification accuracy was 74.1%
of baseline vs. pain tolerance threshold and 55.4% for baseline vs. pain threshold. The
accuracy for baseline vs. pain tolerance could be further increased to 77.8% by combining
biosignals with video data. Zamzmi et al. [49] proposed an automated approach to assess
pain in infants based on analysis of behavioral and physiological pain indicators. By ap-
plying multiple classification methods, namely KNN, SVM and RF, recognizing three pain
levels (no pain, moderate pain and severe pain) using a single indicator yielded 88%, 85%,
and 82% overall accuracies for facial expression, body movement, and vital signs, respec-
tively. Combining all three types of indicators, the overall accuracy reached 95% with 98%
recall and 71% precision.
From all these studies, we can conclude that it is possibly to combine multiple physi-
ological and body movement signals to create an automatic pain assessment model with a
relatively high accuracy by employing appropriate machine learning techniques.
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2.4 Machine Learning for Forecasting
A number of publicly available benchmark datasets for pain research are based on stimu-
lated pain experiments. Therefore, studies about pain assessment based on physiological
and activity data are common while studies about pain forecasting based on such data are
more rare. However, there are plentiful investigations that utilize physiological data to
build forecasting models for other healthcare related problems. Ghassemi et al. [50] pro-
posed a multi-task Gaussian process (GP) models to forecast patients’ severity of illness
using noisy, incomplete, sparse, heterogeneous and unevenly sampled clinical data, includ-
ing physiological signals. ElMoaqet et al. [51] presented a framework to forecast the near
future patterns of continuously monitored physiological signals based on auto-regressive
(AR) models with focus on predictions of critical levels of abnormality.
In recent studies, recurrent neural networks (RNNs) have proven to be an effective
approach for time series analysis in clinical settings, especially for time series forecasting
problems. Lee and Hauskrecht [52] proposed a RNN model to predict future clinical events
using EHRs. Fox et al. [53] explored various methods to predict blood glucose trajectories
including linear extrapolation, RF and a recurrent neural network (RNN). Lim et al. [54]
introduced a model based on RNNs to forecast a patient’s expected response to a series of
planned treatments for tumor. Moreover, convolutional neural networks (CNNs) have also
been widely used in problems involving sensor data due to their ability to extract useful
features from sensor signals. Baloglu et al. [55] developed a convolutional neural network
(CNN) based model to distinguish between 10 different myocardial infarction types based
on the standard 12 lead electrocardiogram (ECG) signals. Sors et al. [56] proposed a CNN
model for 5-class sleep stage prediction using raw single-channel electroencephalogram
(EEG).
There are also attempts to forecast pain, specifically postoperative pain, using data
other than physiology and activity measurements. Tighe et al. [57] explored various classi-
fication algorithms to forecast whether a patient was at risk for moderate to severe postop-
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erative pain for postoperative day 1 and day 3 using Electronic Medical Records (EMRs)
derived features, such as age, body mass index (BMI), and diagnostic code. The same
group also developed a model based on RNNs to forecast pain levels after the adminis-
tration of a specific pain medication and trained it on pain score patterns [58]. Due to
the linear interpolation for missing pain values, the RNN model was no better than the
ElasticNet model.
Pain forecasting is a critical issue in pain management in SCD. It promises to provide
objective criteria for the timing of administration of opioids based on physiological and
activity data. Existing models, however, are not sufficient to the task, primarily due to a
lack of appropriate datasets. Based on recent advancements in the field and our previous
works, we believe utilizing advanced machine learning models, such as CNNs and RNNs
together with physiological data is a promising approach for pain forecasting.
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Pain Assessment with Electronic Health
Records
3.1 Overview
This chapter introduces a pain assessment model that maps objective physiological mea-
sures from Electronic Health Records (EHRs) to subjective self-reported pain scores. We
investigated the feasibility of using objective measure to predict subjective pain scores at
intra-individual level and inter-individual level. We then evaluated the pain prediction per-
formance under varying pain rating scales. We also examined the contribution of each
physiological measurement in pain prediction.
3.2 Material and Methods
3.2.1 Data Description
Our study used data collected from 40 in-patient participants with their clinical data recorded
on admission at Duke University Hospital, from June 2015 to April 2017. There were total
5363 records from the 40 patients in the dataset. Each data entry contained six vital signs
measured at the same time. These were: (i) peripheral capillary oxygen saturation (SpO2),
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(ii) systolic blood pressure (Systolic BP), (iii) diastolic blood pressure (Diastolic BP), (iv)
heart rate (Pulse), (v) respiratory rate (Resp), and (vi) temperature (Temp). Along with the
physiological measures, the patient’s self-reported pain score was included with each data
entry. This pain score was the current pain experienced by the patient with an ordinal range
from 0 (no pain) to 10 (severe and unbearable pain). The data were anonymized using
study labels to label the patient without identification and the timestamp for each data entry
was recorded. Figure 3.1 shows a sample of the EHRs data. The blank area in the sample
dataset is indicative of missing values. In our dataset, the data missing rate among all seven
variables (six vital signs and the pain score) for all patients is 54.09%. The most direct
approach to handle missing data is list-wise deletion, which means excluding all cases with
any missing value. The percentage of complete cases in our dataset is only 6.34%, making
it necessary to implement an imputation method to impute missing data values.
Figure 3.1: Sample electronic health record
3.2.2 Intra-individual Level and Inter-individual Level Analysis
Prediction of pain scores by using vital signs can be realized at two levels: intra-individual
and inter-individual. At the intra-individual level, a personal prediction model is created
by using data from a single patient, and can be applied to the same patient only. At the
inter-individual level, a general prediction model is created by using data from a group of
patients, and can be applied to any patient. The intra-individual analysis can be applied to
patients having enough data to create their own models, while the general inter-individual
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analysis can be utilized for new patients that do not have sufficient data initially to create
their personal models, eventually moving to the intra-individual model as more data for the
individual patient is collected.
3.2.3 Imputation Method
A variety of imputation methods of varying complexity are available. Single imputation
is the simplest and most common method for handling missing data. It generates a single
replacement value for each missing data point. According to the value used to replace
the missing value, there are several single imputation methods. One is mean imputation,
in which missing values of each variable are replaced with the arithmetic mean of that
variable. Mean imputation has the benefit of not changing the variable mean, but leads to an
artificial decrease in variable variances. A better single imputation approach is regression
imputation. In this method, each missing value in the dataset is replaced by a predicted
value from a regression model based on complete cases. Regression imputation provides
a more reliable value for missing data by including more information from the observed
data. However, it overestimates the correlations between variables, and still underestimates
variable variances. Therefore, the main disadvantage of single imputation is that the single
value being imputed cannot reflect the variability and uncertainty of the actual value.
For these reasons, we chose to implement multiple imputation by Fully Conditional
Specification (FCS). Multiple imputation is a method in which missing values are replaced
by multiple simulated values [59]. Therefore, it takes into account for uncertainty in the
missing values and improves the validity of the results when analyzing datasets with miss-
ing observations [60]. FCS is one of the implementation techniques for multiple imputa-
tion. It is an iterative Markov Chain Monte Carlo (MCMC) method that can be used for
a dataset with an arbitrary missing data pattern. FCS provides flexibility in creating im-
putation models and generally yields unbiased and appropriate estimates of missing values
[61]. Additionally, multiple imputation has been successfully utilized in many healthcare
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related researches. For example, Fullerton et al. [62] applied multiple imputation to impute
missing data for respiratory rate, heart rate, temperature, systolic blood pressure, oxygen
saturation and AVPU score; Shah et al. [63] employed multiple imputation to replace miss-
ing data in body mass index, total cholesterol, blood pressure, smoking status, and other
parameters. Multiple imputation involves three steps:
1. Each missing value is imputed M times from a distribution, which leads to M com-
pleted datasets.
2. Each of the M completed datasets is analyzed using standard complete-case proce-
dures independently.
3. The M results are pooled into one result. According to our data missing rate ( 50%),
M = 40 were chosen following the existing recommendation [64].
Due to imputation, there are two phases in both intra- and inter-individual level anal-
ysis, which are imputation phase and prediction phase as shown in Figure 3.2. Multiple
imputation was applied on the original dataset to generate 40 completed datasets. Then
pain prediction was implemented on each of the 40 imputed datasets. The final prediction
performance was obtained by averaging results of the 40 datasets. In our intra-individual
level analysis, six vital signs and the pain score were used for imputation as well as pain
prediction. Patient labels were unused since samples from the same patient were employed
to build the personal model in this analysis. However, for the inter-individual level anal-
ysis, the treatment of individual-level differences becomes a problem. By considering
individual-level differences in the imputation phase, then patient labels should be utilized
as a predictor in imputation. By considering individual-level differences in the prediction
phase, patient labels should be included in the prediction model beyond six vital signs.
Therefore, we presented our inter-individual results in four cases: (1) Case 1: imputation
with patient labels and prediction with patient labels; (2) Case 2: imputation with patient
labels and prediction without patient labels; (3) Case 3: imputation without patient labels
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and prediction with patient labels; (4) Case 4: imputation without patient labels and pre-
diction without patient labels. In other words, the analysis implemented in Case 1 takes
individual-level differences into account at both imputation phase and prediction phase,
while the analysis in Case 4 does not consider individual-level differences at all. Case 2
and Case 3 fall between these two extremes.
   
































Figure 3.2: The two phases in pain analyses
3.2.4 Prediction Method
We implemented a series of classification algorithms to predict patients’ pain scores based
on their vital signs, all of which belong to the category of supervised machine learning.
In supervised machine learning, the task is inferring a function to model the relationship
between the target variable (pain score), and predictor variables (vital signs) from a training
dataset. The training dataset contains series of training samples. Each sample is a pair of
target variable and predictor variables, which can be used to estimate parameters of the
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inferred function. After the training process, the inferred function can be used to predict
the value of the target variable from a new sample of predictor variables.
We adopted four widely used classification algorithms for pain prediction: Multino-
mial Logistic Regression (MLR), K-Nearest Neighbors (KNN), Support Vector Machine
(SVM), and Random Forest (RF). The former two approaches are easier to implement and
interpret; the latter two methods are more advanced and reported to have higher predic-
tion accuracy. Moreover, it is clear that all four algorithms are prevailing machine learning
approaches in healthcare related areas.
The first prediction model we applied was Multinomial Logistic Regression (MLR).
Logistic Regression is a simple type of supervised machine learning approach for binary
classification. The inferred function used in Logistic Regression is called the logistic or
sigmoid function. The output of logistic function is bounded between 0 and 1, which can
be interpreted as the conditional probability of each possible value of the target variable
by giving the input predictor variables. Therefore, Logistic Regression is commonly used
to predict a binary category target variable. MLR can be considered as an extension of
binary Logistic Regression, which can be used to predict the probabilities of the category
membership of a nominal target variable with more than two classes. The final outcomes
of a MLR model will be the probability assignments for each class, and the decision is
made by choosing the class with the highest probability. In our case, the outcomes are the
class membership of 11 pain scores. The main advantages of using MLR are its simple
implementation, fast computation, and that we can draw qualitative conclusions about the
phenomenon based on the value and significance of each predictor variable in the model.
K-Nearest Neighbors (KNN) is a simple, easy to interpret machine learning algorithm
with high predictive power. In KNN classification, the category of a data point is deter-
mined by a majority of its k nearest neighbors. In other words, the data point is assigned
with the most common class among its k nearest neighbors.
Support Vector Machine (SVM) [65] is another widely used supervised machine learn-
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ing algorithm. In a classification problem, an SVM model maps data points from input
space to feature space, then finds a decision surface among classes that has the largest dis-
tance to any data point. New samples then can be mapped into the same feature space, and
their categories can be predicted based on which side of the decision surface they fall on.
In addition to performing linear classification like MLR, which means the decision surface
is a hyperplane, SVM can effectively perform nonlinear classification using a kernel trick
that maps inputs into high-dimensional feature spaces.
As suggested by Caruana & Niculescu-Mizil [66], Random Forest (RF) has an overall
excellent performance in many machine learning tasks. The basic principle of RF is that a
group of weak learners can get together to establish a strong learner. Decision tree is the
weak learner used in the RF algorithm, with tree leaves representing classes and branches
representing combinations of features that lead to those classes. An RF model recruits a
collection of decision trees at training time and predicts the class of a data sample as the
majority voting from all trees.
We used the method of 10 fold cross-validation to evaluate all our prediction results.
This is a common technique for assessing the performance of the prediction model on an
independent dataset in order to ensure generalizability [67]. As measures of classification
utility, we reported accuracy and weighted average F1 score based on precision and recall
as evaluation metrics. Accuracy is the ratio of correctly predicted pain scores over total
number of pain scores. We then computed precision and recall for each of 11 pain scores.
Precision is the ratio of the number of correctly identified entities with this pain score over
the total number of this particular pain score predicted by the model. On the other hand,
recall is the ratio of the number of correctly identified entities with this pain score over the
total number entities with this pain score in the dataset. F1 score is the harmonic mean
of precision and recall for each pain score [68]. The weighted average F1 score, a better
choice for evaluating multiple classes datasets, is the average of F1 score among all pain




We first examined the Pearson correlation between each two of the six vital signs we plan
to use as indicators for pain scores. Additionally, the correlation between each vital sign
and the pain score was also inspected. Tables 3.1 and Table 3.2 shows the correlations
for the dataset imputed with patient labels and the dataset imputed without patient labels,
respectively. All correlations are statistically significant (p-value <0.001). Only systolic
and diastolic blood pressure have a moderate positive correlation with each other as 0.626
in Table 3.1 (or 0.640 in Table 3.2), and the other variables are poorly correlated or
uncorrelated with one another [70]. Since the coefficient of determination between systolic
and diastolic blood pressure (R2 = 0.392 or 0.410) was low, we concluded that they could
be treated as independent variables for the prediction analysis. The correlations of vital
signs indicate that they can contribute to the prediction model by carrying information from
different perspectives. Therefore, it is reasonable to utilize all six vital signs as predictors in
the prediction models. For the correlations between the pain score and vital signs, none of
the parameters show a strong correlation. This indicates that the pain score is not linearly
related to any of the six vital signs. Therefore, a linear model is not utilized for pain
prediction.
Table 3.1: Pearson correlation of six vital signs in imputed dataset with patient labels
SpO2 Systolic BP Diastolic BP Pulse Resp Temperature Pain Score
SpO2 1.000 -0.095 -0.058 -0.147 -0.046 -0.102 -0.015
Systolic BP 1.000 0.626 -0.001 0.019 0.012 0.090
Diastolic BP 1.000 0.078 0.084 -0.005 0.033
Pulse 1.000 0.361 0.458 -0.203
Resp 1.000 0.217 -0.126
Temperature 1.000 -0.075
Pain Score 1.000
Note: SpO2 = oxygen saturation, Resp = respiratory rate, and BP = blood pressure
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Table 3.2: Pearson correlation of six vital signs in imputed dataset without patient labels
SpO2 Systolic BP Diastolic BP Pulse Resp Temperature Pain Score
SpO2 1.000 -0.072 -0.058 -0.161 -0.047 -0.094 0.088
Systolic BP 1.000 0.640 -0.019 0.017 -0.015 0.134
Diastolic BP 1.000 0.058 0.065 -0.042 0.039
Pulse 1.000 0.380 0.450 -0.212
Resp 1.000 0.204 -0.121
Temperature 1.000 -0.098
Pain Score 1.000
Note: SpO2 = oxygen saturation, Resp = respiratory rate, and BP = blood pressure
3.3.2 Intra-individual Analysis
Figure 3.3 and 3.4 show the intra-individual pain prediction results for 38 patients in
terms of accuracy and weighted average F1 score respectively. Two patients have too few
data for intra-individual analysis, since the suggested minimum sample size required for
multinomial classification is 3.3 times of the number of classes, which is 37 samples in our
case [71]. For each patient, the accuracy and weighted average F1 score were defined as
described in section 3.2.4, and obtained by pooling (i.e. taking the average) over 40 impu-
tations. The four boxplots in Figure 3.3 represent the accuracy distribution of predictions
for 38 patients by applying MLR, SVM, KNN and RF classifiers, respectively. Among all
four prediction methods, SVM achieved the highest accuracy result ranging from 0.377 to
0.800, and an average accuracy of 0.582. MLR obtained a little bit lower performance than
SVM ranging from 0.377 to 0.786, and an average accuracy of 0.578. KNN and RF had
lower average performances of 0.522 and 0.523, respectively.
Figure 3.4 illustrates the intra-individual prediction results with respect to weighted
average F1 score. Due to the class imbalance problem (since the pain scores are not dis-
tributed equally over all the 11 pain levels), weighted F1 scores were lower than accuracy
measures, but show a similar trend among the four algorithms. Once again, SVM outper-
formed other classifiers based on an average weighted F1 score of 0.529. MLR also had a
similar performance with an average weighted F1 score of 0.520. KNN and RF obtained
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Figure 3.3: Intra-individual pain prediction accuracy results
an average weighted F1 score of 0.454 and 0.477 respectively.
Figure 3.4: Intra-individual pain prediction weighted average F1 score results
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3.3.3 Inter-individual Analysis
Tables 3.3 and 3.4 summarize the pooled accuracy results and weighted average F1 score
results of two prediction methods at the inter-individual level in the four cases defined
in Section 3.2.3. We tested the same four prediction algorithms as we used in the intra-
individual level analysis, and MLR and SVM still outperformed KNN and RF. Therefore,
we only reported MLR and SVM results for convenience. Among four inter-individual
cases, the best performance was achieved by considering individual-level differences in
both the imputation phase and the prediction phase (aka Case 1). In Case 1, the accuracy
was 0.429 for MLR, 0.421 for SVM, and the weighted average F1 score was 0.422 for
MLR, 0.410 for SVM. A lower performance appeared in Case 4 with MLR (accuracy:
0.257, weighted average F1 score: 0.209) and SVM (accuracy: 0.246, weighted average
F1 score: 0.156). In general, MLR obtained better performance than SVM. Considering
that there are total 11 pain scores to predict, the model will obtain a 0.091 (1/11) accuracy
by random guessing. Therefore, the prediction model can still be considered useful even
though the accuracy is not as high as many classifiers with fewer levels.





Prediction with labels Case1: [0.429, 0.421] Case 3: [0.313, 0.305]
Prediction without labels Case 2: [0.215, 0.236] Case 4: [0.257, 0.246]





Prediction with labels Case1: [0.422, 0.410] Case 3: [0.301, 0.290]
Prediction without labels Case 2: [0.173, 0.193] Case 4: [0.209, 0.156]
In order to measure the importance of each feature in predicting the pain score, the
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likelihood ratio test was performed on the MLR model in Case 4, which means we evalu-
ated the feature importance on the general population without considering individual-level
differences [72]. In this test, the values of deviance with and without a specific feature in
the model are compared. The deviance is equal to −2 lnL, where L is the likelihood of the
fitted model. The difference between the deviances is the chi-squared value shown in Table
3.5. It follows a chi-squared distribution with degrees of freedom equal to the difference in
the number of parameters estimated.




















Temperature 784.498 10 <0.001 1284.547 10 <0.001 583.525 10 <0.001
Systolic BP 396.486 10 <0.001 296.514 10 <0.001 338.438 10 <0.001
SpO2 366.134 10 <0.001 309.031 10 <0.001 362.161 10 <0.001
Pulse 357.173 10 <0.001 642.612 10 <0.001 435.084 10 <0.001
Diastolic BP 315.559 10 <0.001 214.835 10 <0.001 212.067 10 <0.001
Resp 115.448 10 <0.001 130.301 10 <0.001 83.806 10 <0.001
Note: vital signs are sorted according to their importance as predictors using the average chi-
squared values among all imputed datasets; df = degree of freedom
From the results shown in Table 3.5, we can find that all features have contributed to
the prediction of pain scores (p-value <0.001). By comparing the chi-squared value asso-
ciated with each feature, we can estimate the relative importance of the six vital signs in
pain prediction. Although the order of chi-squared values of six vital signs varies due to
imputation, we can still find that temperature, systolic blood pressure, SpO2, pulse and di-
astolic blood pressure significantly affect pain prediction. Resp seems to have the smallest
impact among all six features. However, since all the features were found to be significant
parameters to estimate pain, we have retained the six physiological measures for building
pain prediction models.
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3.3.4 Other Pain Rating Scales
In the original EHR dataset, there are 11 different pain scores. There is a lot of uncertainty
in how patients report their pain, and even in how a single patient will report their pain from
one time to the next with such a dense rating scale. Moreover, there are other pain rating
scales in use with fewer levels [73]. Therefore, we further created inter-individual level
pain prediction models based on a 6-point rating scale, a 4-point rating scale, and a binary
rating scale. Ten pain scores, except pain score 0, are divided evenly into five categories
in the 6-point rating scale (new levels are: 0, 1-2, 3-4, 5-6, 7-8, 9-10). Different cut-points
may be applied for pain caused by different diseases [74, 75]. In the 4-point rating scale,
NRS scores can be categorized as none (0), mild (1-3), moderate (4-6), and severe (7-10)
[76]. Cut-point 5 is considered as the optimal solution for binary division of NRS scores
[77]. Table 4 illustrates the transformation rules of pain rating scales from the original
11-point scale and the prediction performances in the four inter-individual analysis cases
among these different scales. Only MLR results were listed in the table, since we have
demonstrated that MLR was the best among the four algorithms we have tested in section
3.3.2 and section 3.3.3. As shown in Table 3.6, accuracies and weighted average F1 scores
increased significantly with the decreasing number of pain levels. The performance of the
four cases showed a similar trend as in inter-individual analysis with 11 pain scores.





Imputation with labels &
Prediction with labels
(Case 1)
Accuracy / Weighted F1
Imputation with labels &
Prediction without labels
(Case 2)
Accuracy / Weighted F1
Imputation without labels &
Prediction with labels
(Case 3)
Accuracy / Weighted F1
Imputation without labels &
Prediction without labels
(Case 4)
Accuracy / Weighted F1














0.681 / 0.673 0.521 / 0.421 0.607 / 0.578 0.563 / 0.483
2 Pain Scores
No/mild Pain: 0-5
Severe Pain: 6-10 0.821 / 0.819 0.680 / 0.647 0.730 / 0.718 0.678 / 0.616
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3.4 Discussion
In this section, we discuss the implications and challenges of the different experiments, and
results we obtained in the previous sections.
3.4.1 Feature Analysis
The relationship between systolic and diastolic blood pressure has been well reported in
healthy patients with correlations ranging around 0.6-0.7 [78]. It was interesting to see a
similar relationship even within our SCD patient cohort. As mentioned in Section 3.3.1,
the coefficient of determination between systolic and diastolic blood pressure was low, and
the other physiological measures appeared poorly correlated or uncorrelated with one an-
other. Hence, we retained all the features in the pain prediction models as multicollinearity
(when independent variables are dependent on each other) did not take place in our dataset.
Moreover, we further examined the contribution of each feature in pain prediction using
the likelihood ratio test in Section 3.3.3. The results of the likelihood ratio test indicate that
all six vital signs are statistically significant predictors in pain prediction. According to the
average chi-squared values among all imputations (Table 3.5), the six vital signs can be
ordered in decreasing level of importance as temperature, systolic blood pressure, SpO2,
pulse, diastolic blood pressure and respiratory rate.
3.4.2 Intra-individual Pain Prediction
Pain is a subjective experience and really hard to assess except using patients’ own self-
reports according to its definition [79]. However, as shown in our intra-individual pain
prediction results, we were able to predict pain scores of each patient using only six objec-
tive physiological measurements. An average accuracy of 0.582, and a maximum accuracy
of 0.800 were obtained among 38 individuals’ analysis results in our study comparing to
their self-reported values. Among all four machine learning algorithms, SVM with linear
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kernel had the best performance, but the results of the relatively simpler MLR were com-
parable to those from the SVM. Moreover, MLR is a probabilistic algorithm, as opposed
to SVM which is more geometrically inspired. SVM tries to learn support vectors that best
separate the classes by a hyperplane, hence SVM is a more complex and less explainable
model. Based on these findings, we rationalized that MLR might be adopted as the optimal
algorithm for our remaining experiments. For the other machine learning methods, it is not
surprising that KNN had the worst performance since it just considered the local neighbor-
hood of the current data point. Physiological measurements are not only affected by pain,
but also affected by other things like patients’ activity. For the same pain score, there may
not always be the same combination of vital signs. Therefore, a simple algorithm like KNN
is less likely to perform as well as other techniques. The reason why the accuracy of RF
was not as good as in some other applications was that the number of features used in this
study was small, which was not sufficient to leverage the predictive power of RF [80].
Considering the evaluation metrics, accuracy is the most commonly used one. How-
ever, when the dataset has a class imbalance challenge, then just using accuracy to evaluate
the results biases the evaluation toward the majority class, since accuracy measures the
ratio of the number of accurate predictions to the total predictions. Precision and recall
are two measures generally used in these circumstances. For example, precision could be
used to represent the fraction of correctly predicted pain score 8 among all claimed pain
score 8 by the prediction model; recall could be used to represent the fraction of correctly
predicted pain score 8 among all actual pain score 8 in the dataset. To represent these two
metrics with one quantifier, we used F1 score, the harmonic mean of precision and recall,
as our evaluation metric for each single class. Furthermore, since we had total 11 classes
(pain scores), we used one single weighted average F1 score to represent the general pre-
diction results among all 11 classes. We found that due to the class imbalance problem,
the weighted F1 scores were lower than the accuracies, but still provided comparable, as
well as unbiased performances. The weighted F1 score further showed similar trends as the
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accuracy results among the four machine learning algorithms, indicating that both metrics
were effective for this dataset.
3.4.3 Inter-individual Pain Prediction
Due to the inherent individual differences in physiological data and the subjective nature of
pain, inter-individual prediction will tend to have lower performance than intra-individual
pain prediction. However, in real clinical conditions, when a new patient is enrolled, there
are no data to build an intra-individual level model for the new patient, in which case the
inter-individual level model should be applied. Furthermore, the performance of inter-
individual prediction was still much better than the baseline random guess (accuracy of
1/11), which indicates that the six vital signs are still strong predictors for pain scores at
inter-individual level. Similar patterns of results in inter-individual pain predictions were
observed as compared to the intra-individual pain predictions of accuracies and weighted
average F1 scores using the four machine learning algorithms: MLR and SVM achieved
the best and comparable performance, and weighted average F1 scores were lower than
accuracies. Due to the limited number of features (six vital signs) and a moderate-sized
dataset (5363 samples), it turned out that more complex algorithms like RF did not im-
prove the prediction accuracy. Overall, MLR should be considered the optimal algorithm
at both intra-individual and inter-individual levels due to its prediction accuracy, ease of
implementation and explanatory power. The better performance of MLR may be due to
the fact that there are high variances in the corresponding training samples among different
imputed datasets, thus a simpler algorithm that needs less tuning of parameters is more ro-
bust and able to obtain a better and generalizable performance among 40 different imputed
datasets.
As described in Section 3.2.3, there were four different cases in inter-individual pain
prediction. Among all four cases, two cases are worth further attention: Case 1, consid-
ering individual differences in both imputation phase and prediction phase; Case 4, not
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considering individual differences in either imputation phase or prediction phase. Case 1
is important as it had the highest performance by utilizing patient labels in both the impu-
tation phase and the prediction phase. Case 4 is also important because it did not employ
patient labels in any phases. The remaining two cases fall in between these two extreme
conditions with applying patient labels in only one of the two phases. A typical scenario
in practical application is, when a new patient X is enrolled in the system, no vital signs
and pain scores are recorded for this patient, then the Case 4 model could be applied first
which assumes no prior information about patient X. With the increase of data records from
patient X, we could then apply the Case 1 model to obtain a more personalized model with
improved performance.
3.4.4 Other Pain Rating Scales
In the practical clinical application, there is a very fine line between consecutive pain lev-
els such as 5 and 6 making it extremely challenging for machine learning techniques to
achieve that degree of precision. Not surprisingly, as shown from the prediction with other
pain scales (Table 3.6), we found that with a decreasing number of pain levels, the pre-
diction accuracies increased significantly, but meanwhile we also lost some sensitivity in
distinguishing different pain intensities. When the pain prediction system was applied with
the 4-point rating scale, we were able to reach a “sweet spot”, where a good balance was
achieved between prediction accuracy (0.681 in Case 1, 0.563 in Case 4 as shown in Table
3.6) and pain assessment sensitivity. This was further corroborated by our clinical collab-
orators who either used the 11-point scale from 0 to 10, or the 4-point scale (None, Mild,
Moderate, Severe).
Furthermore, the 11-point prediction model and the 4-point prediction model can be
applied in different scenarios. Patients hospitalized routinely use the 0 to 10 point visual
analog scale to monitor patient pain levels and response to interventions. The 11-point
scale was found to be useful in the titration of analgesics during pain crisis and used to
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assist in discharge planning [81]. Medical providers more often use the 4-point model
for outpatients with SCD to assist with clinical decision making. Based on classification of
pain (none, mild, moderate or severe), patients can be advised to treatment of their pain with
oral medications [82]. In addition, when the pain levels of a patient are sparse, the 4-point
model is appropriate for pain prediction. For example, one of the patients in our dataset
only had self-reported pain scores as [0, 4, 5, 7], which is an ideal case for applying the
4-point model. Similarly, if a patient was newly admitted to the hospital and had reported
pain levels for a single day, then the 4-point model would be initially used until more data
were obtained for that patient. For patients with sparse data, the 11-point model maybe too
complex a model, creating issues like over-fitting due to less training data.
The feasibility of pain prediction using objective physiological measurements has
been explored by several research studies. Huang et al. [83] reported their results for
both intra-individual level and inter-individual level with accuracies of 0.863 and 0.803
respectively for binary pain prediction using LEPs. Kachele et al. [84] reported their accu-
racy for inter-individual binary pain prediction of 0.857. Furthermore, they also provided
their inter-individual prediction for five pain levels with accuracy of 0.395. These accuracy
results for inter-individual binary prediction were comparable to our results (0.821 in Case
1 as shown in Table 3.6) with vital signs as predictors. Meanwhile the accuracy of five
pain levels (0.395) from Kachele et al. was comparable to our inter-individual prediction
results with six pain levels of Case 4 ( as shown in Table 3.6) where the accuracies were
0.397.
3.5 Summary
Using only physiological measurements for patients with SCD, we estimated the pain
scores of the individuals without including their medication information. Using multiple
imputation, we utilized missing data in the machine learning algorithms. We proposed pain
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prediction models in various scenarios: (i) intra-individual pain prediction with 11 pain
scores, (ii) inter-individual pain prediction with 11 pain scores, and (iii) inter-individual
pain prediction with condensed pain levels numbering less than 11 (6, 4 and 2 pain levels).
In each of these experiments, MLR gave the optimal performance among the four algo-
rithms we tested (MLR, SVM, KNN, RF), striking a balance between accuracy and model
simplicity. Our test results addressed the main research hypothesis regarding the feasibility
of using objective physiological measurements to predict subjective pain in SCD patients.
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Pain Assessment with Mobile Apps and
Wearable Sensors Data
4.1 Overview
This chapter presents a model that uses physiologic data obtained from a wearable de-
vice matched with mobile app and nurse-obtained pain scores to predict pain scores at
inter-individual level on a continuous scale using regression methods. The combination of
mobile apps and wearable sensors has been used in several studies to provide novel solu-
tions to different health problems [85, 86]. The ability to objectively and accurately predict
pain severity and onset could result in more prompt and effective treatment of pain crises,
leading to improved outcomes, as well as encouraging more diligent use of medications
[87, 88]. We evaluated the feasibility of building the pain estimation model by leveraging
mobile apps and wearable devices. Additionally, we compared the performance of regres-
sion methods and classification methods in pain prediction problem.
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4.2 Material and Methods
4.2.1 Recruitment and Data Collection
Following Duke Institutional Review Board approval, patients presenting for acute pain cri-
sis to the day hospital were approached and asked to participate in the study. A convenience
sample of eligible patients who were willing to participate was consented. A small number
of patients approached declined to participate, but this specific number was not recorded,
and no patients withdrew from the study after consent. Of the 27 patients consented, 20
were included in this study because of insufficient data from the wearable device in 7 pa-
tients. Patients were consented Monday through Friday based on the availability of study
team members. Study duration was variable based on patient’s length of stay in the day
hospital. The study included a one-time visit only. Patients might have had other chronic
medical conditions but were not excluded based on these conditions, and subgroup analysis
was not undertaken.
Following consent, a Microsoft Band 2 wearable was placed on the patient’s wrist.
The Microsoft Band 2 is a commercially available smart band that is compatible with many
smartphones; it has multiple objective sensors including heart rate monitor, a three-axis ac-
celerometer and gyrometer, a galvanic skin response (GSR) sensor, and a skin temperature
sensor. The physiologic and body movement measures utilized in the study are shown in
Table 4.1. Overall, we adopted 8 wearable sensor signals to estimate pain scores (HR, RR,
GSR, SkinTemp, AccZ, GyroY, GyroZ, and Steps). These 8 signals were chosen partially
based on signals readily available on the Microsoft Band 2 as well as previously postu-
lated physiologic correlations with pain. Patients in more pain typically experience higher
HR and will move less frequently in the setting of pain [24, 89]. Furthermore, greater RR
variability has been correlated with better pain treatment outcomes [90]. However, these
objective measures have not been well established on their own to correlate with pain. Pre-
vious study by our group has supported the use of temperature, systolic blood pressure,
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diastolic blood pressure, oxygen saturation, and respiratory rate as statistically significant
predictors in pain for SCD patients [18].
Table 4.1: Physiologic and body movement measurements from Microsoft Band 2
Sensor Measurements Description
Heart Rate (HR) The number of heartbeats per minute.
RR Interval (RR)
The time interval between successive
heartbeats; the measures of specific
changes in RR intervals is called
heart rate variability (HRV).
Galvanic Skin Response (GSR)
The measure of continuous variation in
the electrical characteristics of the skin,
also known as skin conductance response
(SCR) or electrodermal activity (EDA).
Skin Temperature (SkinTemp) The temperature of the surface of the skin.
Acceleration in X direction (AccX)1
The rate of change of velocity of an object
with respect to time in three axis.
Acceleration in Y direction (AccY)1
Acceleration in Z direction (AccZ)
Angular velocity in X direction
(GyroX)2 The velocity of an object
rotates or revolves in three axis.Angular velocity in Y direction
(GyroY)
Angular velocity in Z direction
(GyroZ)
Steps (Steps) The number of accumulated steps per day.
1 Values for acceleration in X and Y directions equal that of Z direction and only
acceleration in Z direction is included in this study.
2 GyroX not correctly captured for some patients and was excluded in the dataset.
Patients were also provided with an iPad with the Technology Resources to Under-
stand Pain (TRU-Pain) app to record pain scores and other symptoms in conjunction with
nurse-reported pain scores using a visual analog scale from 0 (none) to 10 (worst). Each
patient was instructed on the use of the TRU-Pain app. The TRU-Pain app allowed patients
to use a slider bar to rate their pain on the visual analog scale from 0 to 10, as described
in [91]. The app also allowed patients to note other symptoms and rate general health and
mood. The TRU-Pain app implemented these general health and mood measures and a
platform upgrade to AppleCare Kit, replacing our previous app, Sickle Cell Disease Mo-
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bile Applications to Record Symptoms via Technology. Nursing pain scores were assumed
to be entered at the time they were obtained.
4.2.2 Data Preprocessing
To apply machine learning analysis on the collected wearable sensor data (physiologic and
activity signals from the Microsoft Band 2 in Table 4.1), three data preprocessing steps
need to be performed: time stamp matching, feature extraction, and feature selection. In
time stamp matching, pain scores had to be matched with the wearable sensor data using the
time stamp as close to the exact time of data collection as possible. However, the wearable
sensor data samples were collected typically per second, and the pain scores were collected
at varying times throughout the stay, with time stamp formatted in hours and minutes only.
To complete this best possible match, each pain score was matched with the one-min-long
wearable sensor data segment that was tracked at the same hour and minute. By assuming
that pain scores usually do not change rapidly within a short period, we also matched the
app pain scores without exact time matching to the wearable sensor data when the time
stamp difference was less than 10 mininutes.
We obtained 40 matched records containing a one-mininute-long wearable sensor data
segment and a pain score from the mobile app that logged at the same (or approximately
the same) period. However, a sample size of 40 was not sufficient for the intended data
analysis. To further increase the sample size, we included nurse-documented pain scores
in our dataset. Our group made the assumption that nurse-documented scores were similar
to patient-reported scores in the app. Nurse-documented pain scores were matched with
wearable sensor data using the within 10-mininute timestamps methodology as described
above. By including nurse-documented pain scores, our final dataset contained 107 data
samples (40 mobile app and 67 nursing notes).
After time stamp matching, each pain score was mapped to a one-mininute-long wear-
able sensor data segment that included 8 signals as mentioned in Table 4.1. As the sensor
38
signal was recorded typically every second, a one-mininute-long segment having 8 signals
contained 480 (8 × 60) data points. It is difficult to process raw sensor signals directly in
any analytical task. Therefore, we transformed raw sensor signals to a more suitable data
representation format by feature extraction. First, a moving average filter was applied to
raw sensor signals to remove noise. The moving average filter is the most common filter
in digital signal processing to reduce random noise [92]. Then, 8 statistical features (as
described in Table 4.2) were extracted for each of the 8 signals. These extracted features
represented the properties of the original raw signals while reducing the volume of data.
Table 4.2: List of features extracted from wearable signals
Feature Description
Mean Average value of the signal
Standard deviation Amount of variation of the signal
Mean of derivative Average rate of change of the signal
Root Mean Square (RMS) Square root of the mean of the squares of a set of values
Peak to peak Difference between the maximum and minimum peak
Peak to RMS The ratio of the largest absolute value to the RMS value
Number of peaks Number of local maximums (peaks)
Power
Sum of the absolute squares of time-domain samples
divided by the length.
The feature extraction yielded up to total 64 (8 × 8) features. Given the relatively
small sample size (107), a feature selection method was applied (wrapper method) to re-
move irrelevant or redundant features and to further reduce the number of features [93].
The wrapper method has been reported to be able to improve the predictor performance
when compared with variable ranking methods. The basic idea of the wrapper method is
selecting the subset of features that yields the best possible performance of a given learn-
ing algorithm. A total of two types of search strategies are widely adopted in the wrapper
method: forward selection and backward elimination. In forward selection, one starts with
an empty set and features are progressively added into the subset, whereas in backward
elimination, one starts with the full feature set and progressively eliminates the feature
with worst performance [94].
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Table 4.3 shows the reduced feature set using the wrapper method with forward selec-
tion. A total of 10 features were selected from the original 64 features. The table also illus-
trates the reduced feature set with backward elimination, which contains total 14 features.
In both feature selection approaches, no features of acceleration in Z direction (AccZ) were
selected, which might be because the information contained in AccZ was already covered
by Steps.
Table 4.3: Reduced feature sets using the wrapper method
Signal Forward Selection Feature Backward Elimination Feature
HR
Mean of derivative
Number of peaks Power

























4.2.3 Machine Learning Algorithms
The prediction of numeric pain score, the main study outcome, can be treated as either a
regression problem or a classification problem. As the pain scores from app data are float
numbers, it is more reasonable to build a regression model to provide continuous estima-
tion of the target variable. More importantly, there is only one target variable (pain score)
in the regression model. In contrast, there will be 11 classes if pain is treated as a clas-
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sification problem, as there are 11 distinct possible pain scores (0 to 10). The number of
classes can be reduced by employing a sparse rating scale. Using a widely adopted more
sparse 4-point rating scale, the 11-point pain scores can be categorized as none (0), mild
(1-3), moderate (4-6), and severe (7-10) [76]. However, because of our small sample size,
we hold the hypothesis that the regression model is more appropriate than the classification
model in this study. We adopted 4 widely used regression algorithms in our analyses: Ridge
regression (Ridge), Lasso regression (Lasso), Gaussian process for regression (GPR), and
support vector machines for regression (SVR). In addition, we applied support vector ma-
chines (SVM) to predict the pain scores using the 4-point rating scale and compared the
results with SVR.
For linear models, we utilized Ridge Regression (Ridge) and Lasso Regression (Lasso)
[95, 96]. Linear models are easy to fit and interpret, but they cannot model the nonlinear
relationships between explanatory variables and the outcome variable. The other 2 algo-
rithms are nonlinear models. A Gaussian process (GP) is a collection of random variables
such that any finite subset of them has a joint multivariate Gaussian distribution. A GP
can be fully specified by a mean function and a positive definite covariance function (or
kernel). GPR is one of the Bayesian learning methods in which a previous distribution over
the mapping function between inputs and outputs is conditioned on observations (training
process). Then, the posterior distribution can be used to make predictions [97]. GPR pro-
vides a powerful way to quantify the uncertainty in model estimations to make more robust
predictions on new test data. Finally, SVM are usually applied to classification problems.
In classification, the SVM model maps the input samples into the feature space, then cre-
ates a decision surface among classes with the largest distance to any data point. However,
it can also be applied to regression problems where we seek to find a continuous function
that maps input variables to output variables, called SVR. For SVR, the goal is to find a
function that deviates from the training output by a value no greater than a certain distance
for each training point, and at the same time, is as flat as possible [98]. The nonlinearity of
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the algorithm can be obtained by utilizing kernel modulations.
4.3 Results
4.3.1 Regression Results
A total of four regression algorithms were implemented on two reduced feature sets. Re-
sults were validated using 10-fold cross-validation. Moreover, two evaluation metrics were
applied to evaluate the performance of algorithms: the root mean square error (RMSE)
and Pearson correlation. RMSE is the square root of the average of squared differences
between predictions and actual observations. It is measured on the same scale and has the
same units as the pain score. Another metric is the Pearson correlation between predicted
values and the actual values, which has a value between +1 and -1, where 0 means no linear
correlation and +1 or -1 means total linear correlation. The higher the correlation value, the
better the performance of the regression model. Table 4.4 summarizes the performance of
the four algorithms on the two reduced feature sets.




Forward Selection Feature Set Backward Elimination Feature Set
RMSE Correlation RMSE Correlation
Ridge 1.853 0.381 1.844 0.370
Lasso 1.871 0.358 1.891 0.370
GPR 1.764 0.475 1.473 0.683
SVR 1.721 0.522 1.430 0.706
For the dataset in our study, the standard deviation of 107 pain scores is 2.013, which
can be interpreted as the RMSE of using the mean value as the predicted pain values. All
the regression models obtained RMSE lower than the mean-only model. With 10 features in
the forward selection feature set, the SVR had the best performance as the RMSE of 1.721
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and the correlation of 0.522, followed by the GPR obtaining the RMSE of 1.764 and the
correlation of 0.475. These results demonstrate the feasibility of using objective wearable
sensor measurements to estimate subjective pain scores. With 14 features in the backward
elimination feature set, the performance of GPR and SVR is further improved. The SVR
model is slightly superior to the GPR model, with an RMSE of 1.430 and correlation of
0.706, respectively, which are also the best performance results obtained using regression
methods. These data show that there was a strong association between the subjective pain
scores (via app or nurse-obtained) and the predicted pain scores derived from wearable
sensor signals.
The result of the SVR model with the best performance can be visualized in Figure
4.1. It is a scatter plot of the actual pain scores and predicted pain scores using the SVR
model with the least squares regression line. The slope value of the least squares regres-
sion line is the same as the correlation of 0.706 in Table 4.4 and demonstrates a strong
correlation of values between the actual pain scores and the predicted pain scores.
Figure 4.1: Scatter plot of the predicted pain scores and actual pain scores using the SVR
model
To better analyze the results of these regression methods, the residual plots of four
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regression models using the backward elimination feature set are illustrated in Figures 4.2.
The residual is the difference between the observed value of pain and the predicted value
of pain. The dashed lines show the positive and negative standard deviation (2.013) of
pain scores. The performances of Ridge and Lasso are nearly the same, which can be
seen from Figures 4.2(a) and Figure 4.2(b). In either Figures 4.2(a) and Figure 4.2(b),
there is a roughly inverted U pattern, suggesting a nonlinear relationship between predictor
variables and pain scores. Thus, performances of linear models were notably lower than
the other two nonlinear models. The distributions of residuals in Figures 4.2(c) and Figure
4.2(d) are similar, which explains the comparable performance of the GPR model and the
SVR model. The SVR model slightly surpassed the GPR model by having lower extreme
residuals. Specifically, there are two outliers in both Figures 4.2(c) and Figure 4.2(d),
marked as points 1 and 2 (with actual pain scores of 0.41 and 2, respectively). The reason
for the poor performance of these 2 points is the lack of training samples with lower pain
values. It suggests that we can further improve our model performances by training the
model with more samples having mild and moderate pain scores or having a larger dataset.
Although a larger dataset is possible to obtain in future studies, an uneven distribution of
pain scores will likely persist when acute pain crises are analyzed, as SCD patients will
typically not present to medical care with lower pain scores and will manage minor crises
at home [99].
Additionally, we evaluated the SVR model performance after removing the two out-
liers mentioned above (actual pain scores of 0.41 and 2). The RMSE slightly increased
from 1.430 to 1.464. It indicates that low pain values provides important information in
building pain estimation model, although it generated larger error in evaluation. Figure 4.3
shows the scatter plot of the predicted and actual pain scores, as well as the residual plot
after removing the two outliers.
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(a) Residual plot of the Ridge model (b) Residual plot of the Lasso model
(c) Residual plot of the GPR model (d) Residual plot of the SVR model
Figure 4.2: Plot of the residuals versus predicted pain scores using the backward elimina-
tion feature set
4.3.2 Classification Results
To apply classification to the original dataset, pain scores ranging from 0 to 10 were catego-
rized into four classes as mentioned above: none (0), mild (1-3), moderate (4-6), and severe
(7-10). The number of samples for the four pain levels are 2, 4, 34, and 67, respectively and
indicates a high-class imbalance among the 4 classes. As patients visit the hospital because
of pain management issues, the skewing to higher level pain scores makes clinical sense.
The SVM classifiers were applied on the categorized input dataset and evaluated for
accuracy. F1 scores as well as a weighted F1 score were also evaluated. Accuracy is the
ratio of correctly predicted pain scores over total number of pain scores. F1 score is the
harmonic mean of precision and recall for each pain score, where precision is the ratio of
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(a) Predicted pain scores vs. actual pain scores (b) Residual plot
Figure 4.3: Scatter plot of the predicted and actual pain scores and residual plot after re-
moving outliers
the number of correctly identified entities with this pain score over the total number of this
particular pain score predicted by the model. Recall is the ratio of the number of correctly
identified entities with this pain score over the total number entities with this pain score
in the dataset [100]. The weighted average F1 scores is the average of F1 score among all
pain scores weighted by the number of instances of each pain score, and it is a better choice
for evaluating datasets with multiple classes [69].
The classification result of the SVM model was compared with that of the best per-
formance model, which was the SVR model applied on the backward elimination feature
set as described above. In the experiment, both SVM and SVR were implemented on the
backward elimination feature set. For a fair comparison, the same kernel was used in SVM
and SVR. In addition, the continuous predicted pain scores of the SVR model were cate-
gorized into four classes. In this way, the accuracy, F1 scores, and weighted F1 score were
calculated for the SVR model. Table 4.5 shows the performance comparison between the
SVR model and the SVM model. Overall, the SVR model outperformed the SVM model
in each evaluation metric.
From Table 4.5, we can see that the performance of both the SVM and SVR models
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were affected by the class-imbalance problem, as the F1 scores for no pain and mild pain
were much lower than that for the higher pain scores. However, the SVR model can better
overcome this issue by treating the outcome as a single continuous variable, as opposed to
treating the prediction as a multiclass classifier. The SVR model obtained an F1 score of
0.286 for mild pain even when there were only four training samples with mild pain scores
in the dataset. In addition, by assuming pain as a continuous variable, there are ordinal
relationships between pain levels in SVR. For example, a pain score 5 is greater than pain
score 4 in this model. On the contrary, the ordinal relationship is not considered in the
SVM model. Treating pain as an ordinal variable is a more reasonable assumption, and it
may be another reason why the regression models outperform the classification model. In
summary, our results verified the hypothesis that the regression model (SVR) would obtain
a higher performance than the classification model (SVM) with a small sample size and
when there was a class-imbalance problem in the dataset.









Severe Pain Weighted F1 Score
SVM 0.682 0 0 0.537 0.786 0.663
SVR 0.729 0 0.286 0.675 0.803 0.728
4.4 Summary
This study demonstrates the feasibility of using physiologic data collected on a wearable
device and applying these data using machine learning techniques to accurately predict
subjective pain scores. The best performance was found using the machine learning tech-
nique SVR, with a RMSE of 1.430 for pain, and a correlation of 0.706 between true ob-
servation of pain and predicted pain scores. Our predictive results are encouraging and
provide insight into potential techniques to predict pain and the understanding of individ-
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ual physiologic response to pain and treatment. A more objective pain prediction model
could significantly help medical providers manage pain crises. As described, data collected
from wearable devices can be utilized to improve pain management via advanced machine
learning methods.This study is of great value given that the data utilized were obtained
from a wearable device and provided minimal to no risk to patients. Furthermore, wearable
sensor data were acquired frequently and obtained passively from patients as compared
with nurse-documented vitals, which were obtained approximately every two hours. Im-
portantly, wearables and mobile apps (to track symptoms and pain scores over time) paired
together to form an mHealth pain prediction system, as in this study, could fairly easily be
applied to the inpatient and outpatient settings. mHealth systems are attractive for providers
as pain can be tracked on a more frequent basis and can provide more personalized care for
patients and potentially prevent ED visits, day hospital visits, and hospital admissions.
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Ensemble Feature Selection in Pain
Assessment
5.1 Overview
The typical steps of the data mining approach for wearable sensors are preprocessing, fea-
ture extraction, feature selection and modeling (i.e. learning from data and features to
perform tasks such as detection, prediction and decision making) [14]. While numerous
features can be extracted from a wearable signal, increasing the number of features does
not necessarily increase the model performance since features may be redundant or not in-
dicative of the target variable. Thus, feature selection is used to reduce data dimensionality
and eliminate irrelevant and redundant features before machine learning modeling. When
applying feature selection in the fields of bioinformatics and biomedicine, both the model
performance and the robustness of selected features are equally important. Stable feature
selection methods would allow domain experts to have more confidence in the selected fea-
tures for subsequent analysis. To better understand pain, we implemented four ensemble
feature selection methods to select the most robust and stable feature in pain estimation.
The ensemble feature selection help to provide knowledge on the pain phenomenon and
also yield a more compact and generalizable model.
In this chapter, we developed a continuous pain assessment model using physiological
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and body movement sensor signals collected from a wearable wrist-worn device. Specifi-
cally, we implemented four ensemble feature selection algorithms to identify the key fea-
tures of automatic pain assessment. With distinct feature sets selected by different feature
selection methods, the corresponding regression models were then used to predict pain on
a continuous scale. Furthermore, stacked generalization was applied to combine the four
individual learners and optimize information utilization. Our experiments on feature sta-
bility show that the robustness of feature selection methods can be significantly improved
by extending them with the ensemble procedure. Additionally, the performance of the
stacked model indicated the feasibility of using wearable devices to estimate continuous
pain intensity.
5.2 Materials and Methods
5.2.1 Data Collection
Patients with SCD presenting for acute pain crisis to the day hospital were approached to
participate in the study. Of all patients involved in the study, 20 patients were from Duke
University Medical Center and nine patients were from University of Pittsburgh Medical
Center. Patients from Duke University Medical are identical to the 20 patients described
in Section 4.2.1. The study included only a one-time visit of each patient. Patients were
provided with a Microsoft Band 2 wristband to record physiological and activity measures.
Patients were monitored while in the day hospital until the time of discharge with an aver-
age duration of 3.61 hours (SD: +/- 1.96 hours). The Microsoft Band 2 has multiple sensors
including heart rate monitor, galvanic skin response sensor, skin temperature sensor, three-
axis accelerometer and three-axis gyroscope. Overall, we collected ten wearable sensor
signals, as shown in Table 5.1, to analyze pain. Table 5.1 is identical to Table 4.1. The
only difference is that values of AccX and AccY are not the same as AccZ for the nine
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patients from University of Pittsburgh Medical Center. Therefore, acceleration in all three
directions were adopted, and ten signals instead of eight signals (see Table 4.1) were used
in this study. These ten signals were chosen partially based on signals readily available on
the Microsoft Band as well as prior postulated relationships with pain. Patients in more
pain typically experience a higher heart rate and move less frequently in the setting of pain
[24, 89]. Heart rate variability (HRV) and galvanic skin response (GSR) have been adapted
for pain intensity recognition [45, 101, 102]. Furthermore, previous work by our group
has supported the use of temperature as a significant predictor of pain for SCD patients as
described in Chapter 3 [18].
Patients were also provided with the mobile-based Technology Resources to Under-
stand Pain (TRU-Pain) app to record pain scores and other symptoms in conjunction with
nursing-documented pain scores. It allowed patients to use a slider bar to rate their pain
from 0 (none) to 10 (worst) using numerical rating scale (NRS), thus the pain scores are
continuous. Nursing pain scores (in NRS) were also used in the study to enrich the data set
and they were assumed to be similar to patients-reported pain scores in the app. Pain scores
were reported irregularly with an average of 5.14 (SD: +/- 2.15) records per patients.
5.2.2 Preprocessing
The raw wearable sensor signals were retrieved typically every one second in experiments
at Duke University Medical Center and every ten seconds at University of Pittsburgh Med-
ical Center. For consistency, the high frequency sensor data (60 data points per minute)
were downsampled to the same frequency of the low frequency data (six data points per
minute).
By assuming that the pain scores of SCD patients usually do not change rapidly within
a short time period, each pain score was matched with the five-minute-long wearable data
segment centered on the recording minute of the pain score to ensure that there is sufficient
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Table 5.1: Physiologic and body movement measurements from Microsoft Band 2
Sensor Measurements Description
Heart Rate (HR) The number of heartbeats per minute.
RR Interval (RR)
The time interval between successive
heartbeats; the measures of specific
changes in RR intervals is called
heart rate variability (HRV).
Galvanic Skin Response (GSR)
The measure of continuous variation in
the electrical characteristics of the skin,
also known as skin conductance response
(SCR) or electrodermal activity (EDA).
Skin Temperature (SkinTemp) The temperature of the surface of the skin.
Acceleration in X direction (AccX)
The rate of change of velocity of an object
with respect to time in three axis.
Acceleration in Y direction (AccY)
Acceleration in Z direction (AccZ)
Angular velocity in X direction
(GyroX)1 The velocity of an object
rotates or revolves in three axis.Angular velocity in Y direction
(GyroY)
Angular velocity in Z direction
(GyroZ)
Steps (Steps) The number of accumulated steps per day.
1 GyroX not correctly captured for some patients and was excluded in the dataset.
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data to extract features. For example, a pain score was reported at 12:05 p.m., then the pain
score was matched with the wearable data segment recorded from 12:03 p.m. to 12:07 p.m.
(both endpoints were included). Additionally, pain scores without exact time matching
were also matched to the wearable sensor data when the timestamp difference between the
two data sources, pain recording time and central wearable data segment time, was less than
ten minutes. For example, a pain score was reported at 11:45 a.m., and the wearable sensors
started recording at 11:52 a.m. Then the pain score was matched with the wearable data
segment recorded from 11:52 a.m. to 11:56 a.m. (both endpoints were included). Using
this approach, we obtained 149 matched records containing a five-minute-long wearable
data segment and a pain score from mobile apps or nurse documents logged during the
same (or approximately the same) time period.
5.2.3 Feature Extraction
To transform raw sensor signals listed in Table 5.1 to a more suitable data representation
format, we applied feature extraction on all ten raw signals. Nine features were extracted
for each of the ten signals. Table 5.2 provides detailed overviews of all features. Compar-
ing to Table 4.2, we removed power due to the reduced frequency of data. Additionally, we
added two entropy features. The feature extraction yielded up to a total of 90 (10×9) fea-
tures. These extracted features represented the properties of the original raw signals while
reducing the volume of data. To reduce the redundant information, all features that corre-
lated positively or negatively with other features at a level of at least 0.95 were eliminated,
and 78 features were left in the feature set.
5.2.4 Feature Selection Techniques
There are three types of feature selection techniques: filters, wrappers and the embedded
methods [94]. Filters select features regardless of the model, therefore these methods are
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Table 5.2: List of features extracted from wearable sensor signals
Feature Description
Mean Average value of the signal.
Standard Deviation Amount of variation of the signal.
Mean of Derivative Average rate of change of the signal.
Root Mean Square (RMS)
Square root of the mean of the squares
of a set of values.
Peak to Peak
Difference between the maximum and
minimum peak.
Peak to RMS
The ratio of the largest absolute value
to the RMS value.
Number of Peaks Number of local maximums (peaks).
Shannon Entropy
For a given signal S, an orthonormal basis
and the corresponding coefficients {si} can
be obtained by applying Wavelet Packet
Decomposition. Then the Shannon Entropy
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particularly effective in computation time and robust to overfitting. However, filters often
consider the features independently, and do not guarantee a feature set with good perfor-
mance. Wrappers select the subset of features that yields the best possible performance of a
given learning algorithm. However, wrapper methods usually need significant computation
time which is not feasible in an ensemble feature selection setting. Embedded methods
perform feature selection in the process of training and combine the advantages of both
previous methods.
All feature selection methods used in this work are embedded methods since they
have the advantage of performing feature selection and prediction simultaneously, greatly
reducing the computational complexity in an ensemble setting. Assuming that each em-
bedded feature selection algorithm will choose the feature subset that is optimal for itself,
the pain estimation performance of varying feature subsets chosen by different feature se-
lection methods were evaluated using corresponding regression models. For example, the
54
feature subset chosen by ensemble Random Forest was evaluated using Random Forest re-
gression. The feature subsets selected by different feature selection algorithms are usually
inconsistent. Therefore, we employed the stacked generalization, a method that combines
multiple learning models by a meta-learner [104]. In this way, we can maximize the usage
of information contained in all selected features by different algorithms.
We adopted four embedded feature selection methods: Lasso Regression (LASSO),
Elastic Net (ENet), Random Forest (RF) and Support Vector Machine (SVM) with recur-
sive feature elimination (SVM-RFE). LASSO is a regression model with an L1 penalty, and
ENet is a regression model that linearly combines L1 and L2 penalties. Regularized regres-
sion with L1 penalty is able to shrink some of the coefficients to zero, thus the feature is
removed from the model. In a RF [105], feature importance of each feature is measured by
the mean decrease in node impurity over all trees. Then top features can be selected based
on feature importances.SVM-RFE [106] starts with all features and removes k features at a
time. At each step, the features are ranked according to their weights in the weight vector
of a linear SVM, then the k features with the lowest weights are eliminated. The above
procedure is repeated until the desired number of features is reached.
5.2.5 Ensemble Feature Selection
Given the relatively small sample size in our study, a feature selection method needs to be
applied in order to remove irrelevant or redundant features, as well as to prevent overfitting.
More importantly, feature selection helps to identify a subset of relevant features which can
be used for the knowledge discovery. However, with small sample size, feature selection
methods tend to produce inconsistent feature subsets after each run. To increase the stability
of the selected features, we applied the ensemble feature selection methods studied by
many researchers [107, 108, 109]. There are two steps in the ensemble feature selection:
(1) creating a set of different feature selectors, each with its own outputs (feature rankings
or selected feature subset), and (2) aggregating the results of single features selectors to an
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ensemble output.
Various methods have been exploited for the generation of different feature selectors,
which can mainly be divided into two categorizes: data perturbation and function pertur-
bation. Data perturbation runs a feature selection algorithm with different sample subsets,
such as bootstrapping [109] and random subsets [110]. Function perturbation involves ap-
plying different feature selectors on the same dataset [111, 112]. In this paper, we made
use of the data perturbation, more specifically, the bootstrapping method. It is a well-
established statistical method which can control and check the stability of results [113].
Given the training data, 100 bootstrap samples were drawn (with replacement) from the
training data. Then, a feature selector was applied to each of these bootstrap samples, and
100 diverse sets of features were obtained.
To aggregate the results generated by different feature selectors, linear combination
is a simple and effective approach [108, 109, 110]. For a feature selector that produces a
feature ranking (e.g. RF, SVM-RFE), the aggregated ranking is obtained by summing the
ranks over all bootstrap samples. For a feature selector that produces a feature subset (e.g.
LASSO, ElasticNet), the aggregated feature importance of a feature is then the number
of occurrences of the feature over all bootstrap samples. Given a predefined number of
features k, the ensemble feature selection algorithm outputs the top k features based on the
aggregated feature importance ranking.
Briefly, given the training data and the predefined number of features k, our ensemble
feature selection methods linearly combined the feature selection results performed on 100
bootstrapped samples of the training data, and produced the top k features.
A feature selection algorithm is considered stable if the selected feature sets are con-
sistent from multiple runs of the algorithm with variants (such as bootstrapped samples or
random subsets of samples) of the dataset. To assess the stability of feature selection tech-
niques, we adopted the Tanimoto distance [107], also known as Jaccard Index. It measures
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the amount of overlap between two sets (s and s′) of arbitrary cardinality, and is defined as:
S(s, s′) = 1− |s|+ |s
′| − 2|s ∩ s′|
|s|+ |s′| − |s ∩ s′|
The Tanimoto distance takes values in [0, 1], where 0 means there is no overlap between
the two sets, and 1 means the two sets are identical.
5.2.6 Regression Methods and Stacked Generalization
While the stability of the feature selection algorithm is important, we also aimed to find the
best performing model for continuous pain estimation. Thus, the feature selection needed
to be combined with a regression model to predict the pain score on a continuous scale.
An important advantage of the four chosen embedded feature selection algorithms is that
they integrate model construction with feature selection. Therefore, the corresponding re-
gression models of the four embedded feature selection methods were used to evaluate the
pain estimation performance by assuming that the embedded feature selection algorithm
will choose the optimal feature subset for the algorithm itself. More specifically, Lasso
regression, Elastic Net, Random Forest and Support Vector Machine were used to create
regression models based on the chosen feature sets by ensemble LASSO, ensemble ENet,
ensemble RF and ensemble SVM-RFE, respectively.
Lasso regression and Elastic Net are both regularized linear regressions modeling the
relationship between the target variable and explanatory variables using linear functions.
Lasso regression uses only an L1 penalty while Elastic Net uses both L1 and L2 penalties.
Random Forest [105] constructs a large number of decision trees at training time and out-
puts the mean predictions of individual trees. When applying Support Vector Machine in
regression [98], the goal is to find a function that deviates from the training output by a
value no greater than a certain distance for each training point, and at the same time, is as
flat as possible.
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Each of the four ensemble feature selection algorithms has its own chosen feature
set. To maximize the usage of information contained in the chosen features from different
methods, we further adopted the stacked generalization to integrate multiple models. As
mentioned above, stacked generalization (also known as stacking) refers to a method that
combines multiple learning models with a meta-learner[104]. The base level models are
trained on the training set, then the meta-learner learns from the outputs of base level mod-
els to increase the learning power beyond the capacity of each individual base level models.
The meta-learner is a linear regression model with ridge regularization, while the base level
learners are the four ensemble feature selectors (ensemble LASSO, ensemble ENet, ensem-
ble RF, ensemble SVM-RFE) combined with the corresponding regression models. Each
base level learner contains an ensemble feature selector and a corresponding regression
model. To avoid overfitting, the stacked model in this study was trained and evaluated via
a nested 10-fold cross-validation. The procedures of the stacking process can be described
as follows (as illustrated in Figure 5.1):
1. Apply the outer 10-fold cross-validation on the entire dataset.
2. At each round of the outer cross-validation, nine folds was the outer training data
and a single fold was the outer test data, then the inner 10-fold cross-validation was
applied on the outer training data.
3. At each round of the inner cross-validation, each of the four base level model was
trained on the inner nine folds and made predictions on the single fold. Then these
out-of-folds predictions were combined as the four new features (LASSO predic-
tions, ENet predictions, RF predictions and SVM predictions) for the meta-learner
training. Meanwhile, these features were also generated for the outer test set by
retraining base level models on the entire outer training data.
4. After the meta-learner was trained on the outer training data, it was evaluated on the
outer test set. The final reported performance was averaged among the ten rounds of
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the outer cross-validation.
Figure 5.1: Illustration of the train and evaluation of the stacked generalization model.
5.3 Results
In this section, two sets of experiments were conducted. The first set of experiments tested
the improvement in stability of ensemble feature selection methods by comparing to their
single (i.e. non-ensembled) versions. The second set of experiments examined the perfor-
mance of continuous pain assessment of four base level learners (ensemble feature selection
combined with corresponding regression) and the stacked model. Furthermore, the feature
importance was analyzed based on the second set of experiments.
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5.3.1 Stability Results
To estimate the stability of a feature selection algorithm, we used the 10-fold cross-validation.
A feature selection algorithm outputted a chosen feature set at each training fold, and ten
chosen feature sets were produced in the end. The Tanimoto distance was then computed
for each pair of the chosen feature sets. The final stability score of the feature selection
algorithm was the average Tanimoto distance over all pairs. A stability score of one means
that the ten chosen feature sets are identical. On the other hand, a stability score of zero
means that there is no overlap among the ten chosen feature sets. Figure 5.2 displays the
stability of four feature selection algorithms across different numbers of selected features
(a parameter supplied to the ensemble feature selection methods). Each ensemble feature
selection method was compared to its single (i.e. non-ensembled) version. In general, it
can be observed from Figure 5.2 that the ensemble approach improved the stability as
compared to the baseline in all four methods.
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Figure 5.2: Stability (Tanimoto distance) of four ensemble feature selection methods and
their single versions over different sizes of chosen feature subsets.
Additionally, we calculated the averaged stability (Tanimoto distance) of four feature
selection methods over different sizes (as shown in Figure 5.2) of chosen feature subsets,
ranging from 5 to 78 features. The results are listed in Table 5.3. From Table 5.3, we can
observe that the two regularized regression methods (LASSO and ENet) are more stable
than RF and SVM-RFE in both single and ensemble versions. On the other hand, the
ensemble approach produced more improvement in stability of RF and SVM-RFE than the
regularized regression methods. This indicates that less stable algorithms may benefit more
from the ensemble approach.
Table 5.3: Averaged stability (Tanimoto distance) of four ensemble feature selection meth-
ods and their single versions over different sizes of chosen feature subsets
LASSO ENet RF SVM-RFE Average
Single 0.690 0.771 0.623 0.611 0.674
Ensemble 0.772 0.812 0.748 0.700 0.758
Improvement 0.082 0.041 0.125 0.089 0.084
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5.3.2 Pain Assessment Results
The pain assessment performance of the four base level models was evaluated by 10-fold
cross-validation. A base level model consists of an ensemble feature selection method
and the corresponding regression model. At each round of the 10-fold cross-validation,
an ensemble feature selection was applied to select a stable feature subset, then the cor-
responding regression model was built on the selected feature subset. The stacked model
combined the four base level models, and was evaluated using the proposed nested 10-
fold cross-validation as described in Section 5.2.6. Root Mean Square Error (RMSE) was
used as the evaluation metric. RMSE is the square root of the average squared differences
between predictions and actual observations. The lower the RMSE, the better the perfor-
mance of the regression model. Figure 5.3 shows the RMSE of the four base level models
(LASSO, ENet, RF, SVM-RFE), as well as the stacked model with different numbers of
chosen features. The performance of the stacked model is always better than any of the
base level models. From Figure 5.3, we can also observe that the performances of all four
base level models and the stacked model are improved by eliminating irrelevant or redun-
dant features from the full feature sets of 78 features, until the optimal sizes of the feature
subsets are reached.
The standard deviation of 149 pain scores in the dataset is 1.994, which is equal to
the RMSE of a null model that uses mean pain score as a constant prediction. All the
regression models in Figure 5.3 attained RMSEs lower than this mean-only null model.
The best performance of the stacked model was obtained when the selected number of
features for each base level models was equal to 15 with the RMSE as 1.526. A Pearson
correlation coefficient (linear correlation between predicted values and the actual values) of
0.618 was computed for the best performing model. The strong correlation [114] indicates
the feasibility of using wearable sensor signals to predict subjective pain scores with high
precision. The result of the stacked model with the best performance can be visualized in
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Figure 5.3: RMSE of four base level models and the stacked model over varying numbers
of chosen features
Figure 5.4. It is a scatter plot of the actual pain scores and predicted pain scores with the
dotted line showing the perfect predictions. Comparing to the pain prediction results in
Chapter 4 (Figure 4.1), we can see that the best models in Chapter 4 and Chapter 5 show
comparable performances. There are more low pain values in newly involved nine patients
which maybe the reason for the relative lower performance of the stacked model in this
study.
5.3.3 Feature Importance Analysis
To better understand pain, we further investigated the feature importance in pain estimation.
To obtain the feature importance over all four ensemble feature selection methods, we
considered a feature as more important if it was selected by more methods. Figure 5.5
shows the counts of features selected by the four methods when the predefined number of
features was 15. Clearly, different feature selectors preferred different features. In choosing
the top 15 of each feature selector, a total of 29 features were selected by all four selectors.
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Figure 5.4: Scatter plot of the predicted pain scores and actual pain scores using the stacked
model
These 29 features were used to build the stacked model, which outperformed each single
base level model. The stacked model complexity was greatly reduced compared to the full
feature sets with 78 features.
According to the source sensor signals, features listed in Figure 5.5 can be catego-
rized into six types: (1) heart related features (extracted from HR and RR) (2) galvanic
skin response related features (extracted from GSR) (3) skin temperature related features
(extracted from SkinTemp) (4) steps related features (extracted from Steps) (5) acceleration
related features (extracted from AccX, AccY, AccZ) (6) angular velocity related features
(extracted from GyroY, GyroZ). The former three types are physiological measurements
while the latter three types are body movement measurements. The type of each feature
is indicated by colors in Figure 5.5. It can be observed that physiological measurements
and body movement measurements are both important in pain assessment. Among the
physiological signals, GSR is the most important one followed by HR and RR, and skin
temperature is the least important. In heart related features, most of them are related to
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Figure 5.5: Feature importance over four ensemble feature selection methods
the variability in heart rate, such as the mean of the derivative of HR (HR mean dev) and
the standard deviation of RR (RR std). These results are consistent with many other stud-
ies reporting that GSR and heart rate variability (HRV) are significant in pain estimation
[102, 115]. For body movement measurements, acceleration and steps are both significant
predictors for pain, while angular velocity seems less important but still have made contri-
bution to the pain estimation model. Many features show that body movement is negatively
correlated with pain scores. For example, the correlation between the mean number of steps
(Steps mean) and pain is -0.223, and the correlation between the root mean square of AccX
(AccX rms) and pain is -0.258. This may reflect the observation that patients in more pain
typically move less frequently [89].
5.4 Summary
In this work, we have presented the use of ensemble approach in feature selection. We
showed that ensemble feature selection methods considerably increased the robustness and
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stability of features selected from wearable sensor data. Furthermore, we evaluated the
continuous pain estimation performance using each of the four base level learners (ensem-
ble LASSO, ensemble ENet, ensemble RF, ensemble SVM-RFE combined with the cor-
responding regression models), as well as the stacked model that integrated the four base
level learners. The best performance was obtained using the stacked model with RMSE of
1.526 and Pearson correlation of 0.618. We also demonstrated that physiological and body




Learning for Pain Forecasting
6.1 Overview
In Chapter 4 and Chapter 5, we have shown promising results in pain assessment based
on physiological and body movement signals from wearable wristbands. The success of
the pain estimation leads us to our research question: Can we use objective physiological
signals to forecast future pain. In other words, can we utilize temporal knowledge for
a better understanding of the pain trajectory? Such forecasts would permit timely and
adequate pain relief medication usage and other pain treatment plans.
Ideally, pain forecasting can be treated as a supervised learning problem. The input
is a past sequence of physiological signals, and the output label is the reported pain score
at a future time point. In clinical practice, it is relatively easy to collect a large volume of
physiological signals by leveraging techniques like wearable sensors. However, it is hard to
obtain a similar amount of pain records since it is mostly recorded by patients’ self-report.
Therefore, it is expensive and painful (due to the need for patient compliance) to solve pain
forecasting problem in a purely supervised manner.
In light of this challenge, we proposed to solve pain forecasting problem based on
self-supervised learning methods. Self-supervised learning is an emerging paradigm for
67
representation learning. These methods are proposed to learn general features from large-
scale unlabeled data without using any human-annotated labels [116]. There are usually
two tasks in self-supervised learning. The self-supervised task, also known as pretext task,
is designed to solve a problem based on pseudo labels automatically generated based on
some attributes of data, such as predicting image rotations [117] and validating frame order
[118]. Once the model is trained to learn the pretext task, the learned features can be further
transferred to downstream tasks. Self-supervised learning has been reported to improve the
performance and generality for various downstream tasks, including image classification
[119], video object detection [120], and human activity recognition based on sensor signals
[121].
In this chapter, we proposed to leverage the self-supervised representation learning
method that learns from large unlabeled physiological data to solve pain forecasting prob-
lem with limited pain labels. We analyzed the performance of self-supervised learning task
under various training settings and their impact on the pain forecasting downstream task.
Then, we demonstrated that the self-supervised based model performs significantly better
than the pain forecasting model trained in a purely supervised fashion. Finally, we showed
that models trained with self-supervised approaches learn semantic meaningful representa-
tions.
6.2 Method
In this section, we presents our self-supervised representation learning framework for pain
forecasting. The proposed framework consists of two learning tasks: 1) pretext task: self-
supervised signal representation learning; 2) downstream task: pain forecasting using the
learned representations. The two tasks are illustrated in Figure 6.1. In self-supervised
learning, the network is trained to predict future physiological data from large unlabeled
past physiological data. During the training process, the self-supervised learning network
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learned latent representation that are useful for inferring future states. Therefore, we can
use the same network with shared weights to extract features from small labeled phys-
iological data to forecast future pain scores using a regression model. In the following
subsections, we further described the architecture and details of each task.
Figure 6.1: Illustration of the proposed self-supervised learning framework for pain fore-
casting
6.2.1 Self-supervised Learning of Signal Representations
The object of the pretext task is to learn the semantic representations from physiological
signals that would be useful for pain forecasting. Thus, we defined the self-supervised
learning task as using past physiological signal sequence to predict future physiological
signal sequence. The intuition behind the predictive task is that the changes of physiolog-
ical signals of patients are mainly caused by the acute pain they are experiencing. If the
learned latent representations have the ability to forecast future physiological signals, then
it is highly possible to infer future pain states from the same representation. However, uni-
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modal losses like mean-squared error are not very useful in such high-dimensional sensor
data prediction. We do not need the trained model to reconstruct every detail in sensor
signal. Instead, we would like our model to learn the representations that encode the under-
lying shared high-level information between different time steps of the signal and discard
low-level information and local noises. Therefore, we utilized a self-supervised learning
method called Contrastive Predictive Coding (CPC) [122].
Figure 6.2: The architecture of Contrastive Predictive Coding (CPC). The figure illustrates
the CPC model using three time steps in the past sequence (xt−2, xt−1, xt) to predict three
time steps (xt+1, xt+2, xt+3) in the future sequence.
Figure 6.2 shows the architecture of CPC. The CPC network takes a pair of sequences
to discriminate if the input is positive (a past sequence followed by its subsequent future
sequence) or negative (a past sequence followed by a random sequence excluding the cor-
rect future sequence). A past physiological signal sequence is first partitioned into multiple
non-overlapping sub-sequences x1, x2, ..., xt with each equal to the same length (i.e. 10
minutes in our work). An encoder network genc maps each of the input sub-sequence of
observations xt to a latent representations zt = genc(xt). In other words, the encoder
network is used to learn a low-dimensional representation zt of high-dimensional sensor
input xt. Similarly, a future physiological signal sequence is divided into k sub-sequences
xt+1, xt+2, ..., xt+k, and latent representation zt+1, zt+2, ..., zt+k are extracted by the same
70
encoder network genc. Then, an autoregressive model gar summarizes all z1 to zt learned
from past sequence and produces a context latent representation ct = gar(z1, z2, ..., zt). The
context latent representation ct contains all information included in the long past physiolog-
ical signal sequence. Therefore, we can use the context latent representation ct to make the
prediction ẑt+k for the latent representation of every step k in the future sequence. Then, the
ground truth representation zt+k and the predicted representation ẑt+k are compared. The
dot product zTt+k · ẑt+k is used to denote the similarity between the truth and the prediction.
Then a density ratio fk(xt+k, ct) = exp(zTt+k · ẑt+k) is introduced to measure the quality
of the prediction ẑt+k generated by xt+k and ct. Based on the idea of Noise-Contrastive
Estimation (NCE) [123], given a set X of N random samples containing one positive sam-
ple and N − 1 negative samples, the cross-entropy loss for classifying the positive samples







6.2.2 Pain Forecasting Method
In the downstream task, we trained a regression model to predict future pain values using
the context latent representation ct (the output of the autoregressive network) as input fea-
tures. Specifically, a past physiological signal sequence is fed into the trained CPC network
in the pretext task to generate the context latent representation ct. Then ct is used as the
input feature of a regression model to predict the pain score reported at a future time step.
Due to the lack of pain score labels (ranging from 56 to 76 samples based on different
forecast horizons), we utilized random forest [105] as the supervised regression model for
pain forecasting. We chose this model because ensemble methods are more robust and have
advantages in dealing with small sample size [124]. The proposed model is compared to a
baseline model. In the baseline model, context latent representations are learned from the
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CPC model with randomly initialized weights, and the other settings are the same as the
proposed method.
In order to evaluate how much improvement we obtained from the self-supervised
learning process in solving pain forecasting problem, we also compared the performance
of the proposed model to a purely supervised learning model. More specifically, nine hand-
crafted features (as listed in Table 6.1) were extracted from past sequences and used as the
input to learn pain forecasting in a supervised manner using random forest method. The
features are the same as features listed in Table 5.2, because they have been verified as
effective predictors for pain assessment as described in Chapter 5.
We performed 5-fold cross-validation to evaluate model performance. The metric we
used to estimate the error of prediction is mean-absolute-error (MAE). To better understand
the model performance, we also provided the standard deviation of the absolute error of
predictions. The reported results are all averaged over 100 runs of cross-validations.
Table 6.1: Hand-crafted features for purely supervised learning of pain forecasting
Feature Description
Mean Average value of the signal.
Standard Deviation Amount of variation of the signal.
Mean of Derivative Average rate of change of the signal.
Root Mean Square (RMS)
Square root of the mean of the squares
of a set of values.
Peak to Peak
Difference between the maximum and
minimum peak.
Peak to RMS
The ratio of the largest absolute value
to the RMS value.
Number of Peaks Number of local maximums (peaks).
Shannon Entropy
For a given signal S, an orthonormal basis
and the corresponding coefficients {si} can
be obtained by applying Wavelet Packet
Decomposition. Then the Shannon Entropy
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6.3 Experiments and Results
6.3.1 Data Collection
The patients involved in this study is the same group of patients in Chapter 5. One of the
patients was excluded due to a large amount of missing values in physiological signals.
In total of 28 patients included in this study, nineteen patients were from Duke University
Medical Center and nine patients were from University of Pittsburgh Medical Center. From
the physiological and activity measurements collected from Microsoft Band 2 wristband,
we adopted four physiological signals to forecast pain, including: heart rate, RR interval
(the time interval between successive heartbeats), skin conductance and skin temperature.
The physiological signals were recorded six data points per minute. The average duration
of continuously monitored physiological data is 2.89 hours (SD: 1.07 hours). We used pain
scores recorded using the TRU-Pain app. The pain scores are based on numerical rating
scale (NRS) ranging from 0 (none) to 10 (worst). Nursing pain scores (in NRS) were also
used in the study to enrich the data set and they were assumed to be similar to patients-
reported pain scores in the app. Pain scores were reported irregularly with an average of
4.43 (SD: 1.71) records per patients.
6.3.2 Data Preprocessing
Physiological signals vary significantly between subjects according to several factors such
as gender and age. Therefore, it is important to reduce the variation to build a general
learning model suitable for all patients. We normalized the four physiological signals of
every patient with their own minimum and maximum values to the range of [0, 1].
To generate training samples for the pretext task, we used a fixed-length sliding win-
dow approach with overlap to construct pairs of sequences, the past sequence and the future
sequence. Figure 6.3 illustrates the sliding window approaches and the pairs of past and
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future sequences in different colors. To maximize the training samples in our dataset, the
overlap was set to be 95% between sliding windows for all experiments. Additionally, the
long past and future sequences need to be segmented into 10-min-long sub-sequences to
train the CPC network. For example, the 30-minute-long past sequence are segmented into
three 10-min-long sub-sequences with no overlaps, and so as the future sequence. Corre-
spondingly, the CPC network are trained using three steps from the past to make predictions
three steps ahead (as illustrated in Figure 6.2).
Since onset of pain relief may take 20 to 30 minutes and peak analgesia one hour or
more [125], we defined the test case with a 30-minute-long past sequence and 30-minute-
long future sequence as our benchmark case. All following experiments were tested using
the benchmark case, except for the experiments involving varying number of prediction
steps.
Figure 6.3: The sliding window approach to extract training samples
6.3.3 Implementation and Training
We used a three-layer Convolutional Neural Network (CNN) [126] as the encoder in CPC
model. The network architecture is listed in Table 6.2. We then used a gated recurrent
unit (GRU) based Recurrent Neural Network (RNN) [126] for the autoregressive part of
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the model with 64 dimensional of hidden states. The output of the GRU based RNN model
ct is then used as the feature for pain forecasting task. The pretext task network was trained
using the Adam optimizer with a batch size of 128 and a learning rate of 10−3. The network
structure and hyperparameters were tuned based on experiments to maximize the accuracy
of the pretext task.
Table 6.2: Encoder network architecture (f: filter, k: kernel, s: stride)



















6.3.4 Experiment I: Relationship Between Pretext and Downstream
Tasks
In this experiment, we first evaluated the ability of the CPC model to learn on the pretext
task under different parameter settings. Then, we examined the impact of the pretext task
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accuracy on the pain forecasting downstream task.
In pretext task, the model learned to distinguish positive samples (past sequence fol-
lowed by the subsequent future sequence) and negative samples (past sequence followed by
a random sequence exclude the correct future sequence). We compared different strategies
for drawing negative samples. The CPC network in this experiment was trained using three
timesteps (each timestep contains 10 minutes of physiological signal data) from the past
sequence to make predictions three timesteps ahead. The evaluation results of the binary
sequence order prediction task and the pain forecasting task are shown in Table 6.3.
Table 6.3: Pretext task accuracy and pain forecasting error with different negative samples
Negative Samples from Pretext Task (Accuracy) Pain Forecasting (MAE)
Same Patient 0.914 1.277 (+/-0.944)
Mixed Patient 0.954 1.011 (+/-0.935)
Other Patient 0.962 1.193 (+/-0.969)
In the other patient experiment, the negative samples contain a past sequence from a
patient and a future sequence from a different patient exclude the first patient. In the mixed
patient experiment, the negative samples contain a past sequence from a patient and a fu-
ture sequence from a random patient including the first patient. While in the same patient
experiment, both past and future sequences are drawn from the same patient. From Table
6.3, we can see that the pretext task accuracy increasing from top to bottom, which is due
to the fact that the task difficulty of the three tasks decreasing gradually. The other patient
task is the easiest, because the model can leverage individual differences in physiological
signals to identify negative samples. If the future sequence is from another patient, then it
would not be the correct future sequence. In contrast, the model does not have such infor-
mation, and it need to learn other implicit knowledge to distinguish positive and negative
samples drawn from the same patient. The difficulty of the mixed patient task is between
the other two tasks. For the pain forecasting task, we can conclude that if the pretext task
accuracy is low, the downstream task performance is also low as shown in the same patient
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experiment. If the pretext accuracies are similar, such as 0.954 for the mixed patient exper-
iment and 0.962 for the other patient experiment, the harder pretext task resulting in higher
downstream task performance. Therefore, the best performance for the pain forecasting
task is obtained when drawing negative samples from the mixed patient.
Next, we varied the number of time steps the CPC model predicts, and negative sam-
ples were drawn from the mixed patient. Specifically, the CPC model was trained using
three time steps (the length of each time step is set to 10 minutes) from the past physiolog-
ical sequence to predict varying number of time steps in the future physiological sequence.
In pain forecasting, the forecast horizon was kept as 30 minutes for fair comparison. The
difficulty of the pretext task increases with the increase of prediction steps. Correspond-
ingly, the prediction accuracy of the positive and negative samples decreases with the in-
crease of task difficultly as shown in Table 6.4. The lowest pain forecasting error is reached
when the model trained to predict three steps in the future. The observation from this exper-
iment is similar to the negative sample experiment. That is, when the task is too difficult,
the pretext task accuracy is low, correspondingly the downstream task performance is low,
such as the same patient experiment in Table 6.3, and the 15-prediction-step experiment
in Table 6.4. On the other hand, when the pretext task accuracies of two tasks are simi-
larly high, the harder pretext task allows the self-supervised learning model to learn more
useful representations for the downstream task, then the downstream task performance is
higher, such as the mixed patient and other patient experiments in Table 6.3, and the 1-
prediction-step and 3-prediction-step experiments in Table 6.4. Results of the above two
experiments indicate that there is an optimum amount of difficulty in the pretext task so
that the downstream task have the best performance.
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Table 6.4: Pretext task accuracy and pain forecasting error with different prediction time
steps
Number of Steps Predicted Pretext Task (Accuracy) Pain Forecasting (MAE)
1 0.956 1.175 (+/-0.982)
3 0.954 1.011 (+/-0.935)
6 0.948 1.198 (+/-0.977)
9 0.946 1.260 (+/-1.043)
12 0.935 1.346 (+/-1.016)
15 0.926 1.382 (+/-1.103)
6.3.5 Experiment II: Self-supervised Learning Facilitating Pain Fore-
casting
In this experiment, we compared the proposed model to a baseline model where the CPC
model was randomly initialized. Also, we examined whether the self-supervised learning
help improve the pain forecasting task by comparing it to a purely supervised model as
mentioned in Section 6.2.2. In time series forecasting, the forecast horizon (equal to the
length of future sequence) is an important parameter for the forecasting performance. The
average duration of recorded physiological data is 2.89 hours in our dataset which restricts
our forecast horizon in experiments. Therefore, we evaluated our model performance with
different forecast horizon ranging from 30 min to one hour. Based on results of Experiment
I, the CPC network used to extract representations were trained with negative samples from
mixed patients and predicting three time steps ahead. The forecasting results are listed in
Table 6.5.
In Table 6.5, we can see that the MAEs of self-supervised learning models are con-
sistently lower than MAEs of random initialized networks and MAEs of supervised learn-
ing models. In other words, the self-supervised learning model consistently outperformed
the random initialized model and the supervised learning mode. With the increase of the
forecast horizon, the forecasting task becomes more difficult, correspondingly the MAEs
of self-supervised learning increase. Not surprisingly, the best performance we obtained
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is when the forecast horizon is 30 minutes (the smallest horizon), and the MAE reached
1.011 with a standard deviation of 0.935.










30 76 1.361(+/-1.060) 1.256(+/-0.974) 1.011 (+/-0.935)
40 71 1.401(+/-0.985) 1.359(+/-0.988) 1.091 (+/-0.953)
50 65 1.426(+/-0.965) 1.356(+/-0.974) 1.120 (+/-0.975)
60 56 1.413(+/-1.030) 1.418(+/-0.947) 1.182 (+/-0.982)
6.3.6 Experiment III: Semantic Meaning of the Latent Representation
To further explore the meaning of the learned representation through self-supervised learn-
ing, we projected the 64-dimension context latent representation ct learned from all patients
to two dimensions using t-SNE. t-SNE is a technique for exploring and visualizing multi-
dimensional data [127]. It discovers patterns in the input through identifying clusters based
on the similarity of data points. Figure 6.4 provides the t-SNE embedding showing high
semantic meaning. Each data point in the figure is a learned context latent representation
from an input pair of past and future physiological signal sequences. Every color in Fig-
ure 6.4. represents a different patient. We can see that the learned representations are
significantly discriminative for patient characteristics. The learned representation is more
discriminative for individual physiological profiles than future pain states. It indicates that
it’s easier for the self-supervised learning model to learn individual differences in physio-
logical signals than changes of physiological signals over time for the same patient. This
is due to the lack of training samples collected from the same patient (only 2.89 hours of
sensor data in average).
We also examined the projected t-SNE embedding of learned representations for each
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Figure 6.4: t-SNE visualization of the latent representation for all patients
patient. The color represents 30-minute-later pain scores for the input past sequence. The
pain labels are linearly interpolated between true observation of pain reports. The size of
the data point represents the credibility of the pain value, which is the ratio of the number
of true observations of pain and the number of interpolated pain values. Figure 6.5(a) il-
lustrates a very discriminative embedding. Clear groups emerge not only correspond to the
future pain scores, but are also sequentially arranged: starting from the left of the figure to
the left, we can see the pain scores decreasing accordingly from 7 to 3. Figure 6.5(b) gives
an example where the representations cannot separate future pain scores apart. The exam-
ple in Figure 6.5(a) indicate that the self-supervised learning model have learned effective
representations for the pain forecasting task apart from the ability to discriminate individ-
ual characteristics illustrated in Figure 6.4. The varying learning ability of the model on
different patients may indicate that patients have distinctive physiological response to pain
and analgesics due to diverse reasons such as gender [24] and age [128].
Additionally, we calculated the pairwise Euclidian distance between context latent
representations extracted from all patients and divided them in two groups: intra-patient
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(a) Discriminating t-SNE visualization (b) Pooly discriminating t-SNE visualization
Figure 6.5: t-SNE visualization of the latent representation for an individual patient
group and inter-patient group. If two samples are draw from the same patient, the dis-
tance between their representations belongs to intra-patient group. Otherwise, the distance
belongs to inter-patient group, if the two samples are draw from different patients.
Figure 6.6 illustrates the distribution of pair-wise Euclidian distance of two groups.
The intra-patient distance represents the physiological signal change of the same patient
over time; and the inter-patient distance mainly represents individual differences in physio-
logic characteristics. From Figure 6.6, we can see that in general, the inter-patient distance
(mean = 7.81) is larger than the intra-patient distance (mean = 4.79). It indicates that the
self-supervised learning model learned semantic meaningful representations from input
physiological sequences that are unique to patient’s physiological profile. There is a high
dispersion in intra-patient distances (standard deviation = 1.96). For each single patient,
the average intra-patient distance ranging from 1.31 to 6.31. The high dispersion may in-
dicate that physiological changes induced by pain are highly individual. Because patients
involved in this study are treated for acute pain crisis in day hospital for a short period
(2.89 hours in average), we may assume that the intra-patient distance shows physiologi-
cal signal changes that are mainly caused by acute pain. Different patients have different
physiological response to acute pain resulting in divergent intra-patient distances of learned
representations.
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Figure 6.6: Pairwise Euclidean distance of the latent representation for all patients
From Figure 6.5 and 6.6, we can see that pain forecasting is better to be solved as
an individualized learning problem. A personalized pain forecasting model would have a
higher prediction accuracy than a general model in this work if it is trained with sufficient
data from the patient.
6.4 Summary
In this chapter, we proposed a self-supervised learning method to learn representations
from large unlabeled physiological signals. The learned representations can then be used
to forecast future pain scores with only limited size of labeled physiological signals. Our
approach outperformed the purely supervised learning method, and the best performance
is obtained that the MAE is reached as 1.077 with a standard deviation of 0.922 when the
forecast horizon is 30 minutes. Additionally, we found that there is an optimum amount of
difficulty in the pretext task for the downstream task performance. If the difficulty of pretext
task is too high, the self-supervised model will not be able to learn the task well; if the task
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is too easy, the representation learned by the self-supervised model is not informative.
Finally, we demonstrated the semantic meanings of the learned representation by multiple
visualizations. The learned representations are discriminative for patient characteristics. It
also has high predictive powers for future pain states for some patients.
83
Conclusion and Future Work
In this chapter, we brief what was covered in the dissertation. Then, we discuss potential
future research related to improving pain management in SCD.
7.1 Conclusion
The objective of the study in this dissertation is to leverage machine learning techniques,
mHealth, and wearable devices to improve pain management in SCD. We tackled this prob-
lem in a step-by-step manner.
Firstly, we presented a pain assessment model based on clean physiological measures
from EHRs. We thoroughly explored our pain prediction model in various settings. The
proposed pain prediction model was evaluated at intra-individual level and inter-individual
level. Also, it was tested at different pain rating scales. We showed that intra-indivial
pain prediction models had better performances than inter-individual models when trained
with sufficient data. We also found that pain prediction based on the 4-point rating scale
was appropriate for clinical practices with a high prediction accuracy and pain assessment
sensitivity.
Then, we implemented the pain estimation model based on physiological and body
movement data collected from wearable devices and self-reported pain scores recorded by
the TRU-Pain mobile apps. The paired wearable sensors and mobile apps system pro-
vided more frequent observation from patients, can fairly easily be applied to the inpatient
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and outpatient settings. We also compared the performance regression methods and clas-
sification methods on the pain prediction problem and found that pain prediction is more
appropriate to be solved by the regression model considering pain is a continuous variable.
Moreover, we developed an ensemble feature selection method to select the most ro-
bust and stable features from the numerous features generated from wearable sensor data.
The ensemble feature selection method helps to provide a better understanding of pain by
analyzing the feature importance of selected features. It also yields a generalizable pain
prediction model by reducing feature dimensional.
Finally, we solved the pain forecasting problem with restricted pain labels using a self-
supervised learning method. Our self-supervised learning model was consistently better
than the model trained in a purely supervised manner at varying forecast horizons. We
also demonstrated that the learned representations from the self-supervised learning were
discriminative for patient characteristics and the effectiveness of inferring future pain states.
7.2 Future Work
The work presented in this dissertation can be further extended in three important direc-
tions: (i) implementing individualized pain management model, (ii) adding analgesics us-
age information in the model, (iii) building real-time pain management system.
Our study has showed that patients have different physiological response to SCD pain.
The intra-individual level pain estimation model outperformed the inter-individual level
model when trained with sufficient data. It highlighted the importance of implementing
individualized pain management model. There are research studies to build individual-
ized pain estimation model using machine learning techniques such as multitask learning
[129, 130]. It will be interesting to explore the individual differences in patients’ pain
response profiles. Attention mechanisms are also useful in modeling sequences in the
healthcare area by allowing modeling of dependencies without regard to their distance
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in the sequences [131]. Ma et al. [132] developed a health status representation frame-
work to extract personal health context from Electronic Medical Records by a multi-head
self-attention mechanism.
Analgesics are another critical factor of pain. We only analyzed the relationship be-
tween physiological measurements and pain in this study without explicitly considering
analgesics usage. Clifton et al. [133] have reported a pain estimation model based on per-
sonal characteristics and medication response history. Thus, we could expand our models
by including medication usage history, patient demographics combined with physiological
and body movement measures.
The work presented in this dissertation has proved the feasibility of predicting current
and future pain scores using data collected from wearable sensors and mobile apps. A valu-
able future direction is deploying the machine learning models in real-time applications. A
real-time pain management system would help provide timely intervention of pain to im-
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What we need to know when calculating the coefficient of correlation? Biochemia
medica: Biochemia medica, 17(1):10–15, 2007.
[71] Sarunas J Raudys, Anil K Jain, et al. Small sample size effects in statistical pat-
tern recognition: Recommendations for practitioners. IEEE Transactions on pattern
analysis and machine intelligence, 13(3):252–264, 1991.
[72] David W Hosmer Jr, Stanley Lemeshow, and Rodney X Sturdivant. Applied logistic
regression, volume 398. John Wiley & Sons, 2013.
[73] Marianne Jensen Hjermstad, Peter M Fayers, Dagny F Haugen, Augusto Caraceni,
Geoffrey W Hanks, Jon H Loge, Robin Fainsinger, Nina Aass, Stein Kaasa, Eu-
ropean Palliative Care Research Collaborative (EPCRC, et al. Studies comparing
numerical rating scales, verbal rating scales, and visual analogue scales for assess-
ment of pain intensity in adults: a systematic literature review. Journal of pain and
symptom management, 41(6):1073–1093, 2011.
96
[74] Anne M Boonstra, Henrica R Schiphorst Preuper, Gerlof A Balk, and Roy E Stewart.
Cut-off points for mild, moderate, and severe pain on the visual analogue scale for
pain in patients with chronic musculoskeletal pain. PAIN R©, 155(12):2545–2550,
2014.
[75] Diane C Zelman, Ellen Dukes, Nancy Brandenburg, Alan Bostrom, and Mugdha
Gore. Identification of cut-points for mild, moderate and severe pain due to diabetic
peripheral neuropathy. Pain, 115(1-2):29–36, 2005.
[76] Erin E Krebs, Timothy S Carey, and Morris Weinberger. Accuracy of the pain nu-
meric rating scale as a screening test in primary care. Journal of general internal
medicine, 22(10):1453–1458, 2007.
[77] Diane C Zelman, Deborah L Hoffman, Raafat Seifeldin, and Ellen M Dukes. Devel-
opment of a metric for a day of manageable pain control: derivation of pain severity
cut-points for low back pain and osteoarthritis. Pain, 106(1-2):35–42, 2003.
[78] Marianne Soergel, Martin Kirschstein, Christopher Busch, Thomas Danne, Jutta
Gellermann, Reinhard Holl, Friedrich Krull, Hagen Reichert, György S Reusz, and
Wolfgang Rascher. Oscillometric twenty-four-hour ambulatory blood pressure val-
ues in healthy children and adolescents: a multicenter trial including 1141 subjects.
The Journal of pediatrics, 130(2):178–184, 1997.
[79] Margo McCaffery. Nursing practice theories related to cognition, bodily pain, and
man-environment interactions. University of California Print. Office, 1968.
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