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ON THE ASYMPTOTIC BEHAVIOR OF A LOG GAS IN THE BULK SCALING
LIMIT IN THE PRESENCE OF A VARYING EXTERNAL POTENTIAL II.
THOMAS BOTHNER, PERCY DEIFT, ALEXANDER ITS, AND IGOR KRASOVSKY
Dedicated to Albrecht Bo¨ttcher on the occasion of his 60th birthday.
Abstract. In this paper we continue our analysis [3] of the determinant det(I − γKs), γ ∈ (0, 1) where
Ks is the trace class operator acting in L2(−1, 1) with kernel Ks(λ, µ) = sin s(λ−µ)pi(λ−µ) . In [3] various key
asymptotic results were stated and utilized, but without proof: Here we provide the proofs (see Theorem
1.2 and Proposition 1.3 below).
1. Introduction and statement of results
In this paper we consider the asymptotic behavior of the determinant det(I − γKs) as s → +∞ and
γ ∈ [0, 1]. This problem has received considerable attention over the past 40 years (see, e.g., [3] for more
discussion) and, in particular, the behavior for fixed
v = −1
2
ln(1− γ) ∈ [0,+∞]
is known: when v = +∞, i.e. γ = 1, we have from [14, 18, 16, 11], as s→ +∞,
ln det(I −Ks) = −s
2
2
− 1
4
ln s+ ln c0 +O
(
s−1
)
; ln c0 =
1
12
ln 2 + 3ζ ′(−1), (1.1)
which is the classical expansion for the gap probability in the bulk scaling limit for the eigenvalues of
Hermitian matrices chosen from the Gaussian Unitary ensemble (GUE). On the other hand, when v ∈ [0,+∞)
is fixed, we have from [2, 6], as s→ +∞,
ln det(I − γKs) = −4v
pi
s+
2v2
pi2
ln(4s) + 2 lnG
(
1 +
iv
pi
)
G
(
1− iv
pi
)
+O (s−1) (1.2)
in terms of Barnes G-function, cf. [13]. For γ < 1, − ln det(I − γKs) gives the free energy for the so-called
log-gas of eigenvalues of GUE Hermitian matrices in the above bulk scaling limit, but now in the presence
of an external field V(x) = ln(1− γ) for − 2spi < x < 2spi , and zero otherwise (see [3]). The mechanism behind
the transformation of the exponential decay in (1.2) to (1.1) as v → +∞ was first analyzed by Dyson in [15],
although on a heuristical level. Nevertheless Dyson’s computations served as a guideline in the Riemann-
Hilbert based approach chosen in [3] which led to the following result: let a = a(κ) ∈ (0, 1) be the unique
solution of the equation
(0, 1) 3 κ ≡ v
s
=
∫ 1
a
√
µ2 − a2
1− µ2 dµ, (1.3)
and set
V (κ) = − 2
pi
(
E(a)− (1− a2)K(a)); τ(κ) = 2i K(a)
K(a′)
; θ3(z|τ) = 1 + 2
∞∑
k=1
eipiτk
2
cos(2pikz), z ∈ C; (1.4)
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where K = K(a) and E = E(a) are the standard complete elliptic integrals (cf. [13]) with modulus
a = a(κ) ∈ (0, 1) and complementary modulus a′ = √1− a2.
Theorem 1.1 ([3], Theorem 1.4). Given δ ∈ (0, 1), there exist positive s0 = s0(δ), c = c(δ) and C0 = C0(δ)
such that
ln det(I − γKs) = −s
2
2
(
1− a2)+ vsV + ln θ3(sV |τ) +A(v) + ∫ ∞
s
M
(
tV (vt−1), vt−1
)dt
t
+ J(s, v) (1.5)
with
A(v) = 2 lnG
(
1 +
iv
pi
)
G
(
1− iv
pi
)
− v
2
pi2
(
3 + 2 ln
(pi
v
))
,
and ∣∣∣∣∫ ∞
s
M
(
tV (vt−1), vt−1
)dt
t
∣∣∣∣ ≤ C0, ∣∣J(s, v)∣∣ ≤ cs− 14 ln s,
for s ≥ s0 and 0 < v ≤ s(1− δ). Here, the function M(z, κ) is explicitly stated in (1.24) of [3] as well as in
Appendix A ,(A.1) in terms of Jacobi theta functions.
The derivation of the bound for J(s, v) in [3] used the following extension of (1.2) which will be the first
result of the current paper.
Theorem 1.2. There exist positive constants s0, c1, c2 such that
ln det(I − γKs) = −4v
pi
s+
2v2
pi2
ln(4s) + 2 lnG
(
1 +
iv
pi
)
G
(
1− iv
pi
)
+ r(s, v) (1.6)
where s ≥ s0, 0 ≤ v < s 13 . The error term r(s, v) is differentiable with respect to s and∣∣r(s, v)∣∣ ≤ c1 v
s
+ c2
v3
s
. (1.7)
Note that (1.6) reduces to (1.2) if v is fixed. However (1.6), (1.7) is a considerably stronger result than
(1.2) since v is also allowed to grow at a certain rate. As noted in [3], Theorem 1.2 is needed, in particular,
to make rigorous a very interesting argument of Bohigas and Pato [7] which interprets the transition (1.2)
to (1.1) as a transition from a system with Poisson statistics to a system with random matrix theory GUE
statistics. We will provide two derivations for Theorem 1.2: one based on a nonlinear steepest descent
analysis of Riemann-Hilbert Problem 1.3 in [3], see also RHP 2.1 below, but using very different techniques
than those employed in [3]. This approach will provide us with expansion (1.6) involving a slightly weaker
estimate for r(s, v) than (1.7) (see (2.11) below). Still, the result of this first derivation is sufficient for
the arguments used in [3], Section 5.2 in the derivation of the bound for J(s, v) in Theorem 1.1. Second,
Theorem 1.2 will also follow by the application of recent results from [9] using the connection of det(I−γKs)
to a Toeplitz determinant with Fisher-Hartwig singularities. We confirm in this way (1.6) with the stated
error estimate (1.7).
Our next result will provide further insight into the integral term involving M(z, κ).
Proposition 1.3. Let a0(u) =
∫ 1
0
M(x, u)dx denote an average of M(x, κ) over the “fast” variable x. Given
δ ∈ (0, 1), we have ∫ ∞
s
M
(
tV (vt−1), vt−1
)dt
t
=
∫ κ
0
a0(u)
du
u
+O (s−1)
uniformly for s ≥ s0 > 0 and 0 < v ≤ s(1− δ).
It is worth noticing that Proposition 1.3 implies that the integral term in the right hand side of (1.5)
depends, up to O(s−1), on the “slow” variable κ = vs only. Hence, Theorem 1.1 captures in an explicit way
all principal features of the leading asymptotic behavior of the determinant det(I − γKs) in the bulk scaling
limit.
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Remark 1.4. We conjecture that
a0(κ) = 0,
so that the integral term in (1.5) does not contribute at all to the leading order asymptotics of the sine-kernel
determinant. This conjecture has been checked to leading order in the limit κ ↓ 0. We have
M(x, κ) = − κ
6pi
cos(2pix) +O (κ2) , κ ↓ 0,
and thus
∫ 1
0
M(x, κ)dx = O (κ2).
1.1. Outline of the paper. We complete the introduction with a short outline for the remainder. As
mentioned above, the leading terms in Theorem 1.2 will be derived in two ways: First, in Section 2, we
apply Riemann-Hilbert techniques related to the integrable structure of Ks(λ, µ), cf. [17]. The s derivative
of ln det(I − γKs) is expressible in terms of the solution of RHP 2.1 below which allows us to compute its
asymptotic by application of nonlinear steepest descent techniques [12]. Integrating the asymptotic series
indefinitely with respect to s and comparing the result to (1.2) we obtain (1.6) with a slightly weaker error
estimate for r(s, v). Second, in Section 3, we use the representation of det(I − γKs) as a limit of a Toeplitz
determinant with Fisher-Hartwig singularities. We strengthen the results obtained in [9] and derive Theorem
1.2 with the stated error estimate (1.7). In Section 4 we provide a proof of Proposition 1.3 which uses a
Fourier series representation of M(z, κ). Several theta function expressions which are used in the definition
of M(z, κ) are summarized in Appendix A.
2. Extending (1.2) by integrable operator techniques
We first recall the central Riemann-Hilbert problem related to the integrable structure of the sine kernel
determinant det(I − γKs), compare [17].
Riemann-Hilbert Problem 2.1. Determine Y (λ) = Y (λ; s, γ) ∈ C2×2 such that
(1) Y (λ) is analytic for λ ∈ C\[−1, 1] with square integrable limiting values
Y±(λ) = lim
ε↓0
Y (λ± iε), λ ∈ (−1, 1).
(2) The boundary values Y±(λ) are related by the jump condition
Y+(λ) = Y−(λ)
(
1− γ γe2iλs
−γe−2iλs 1 + γ
)
, λ ∈ (−1, 1).
(3) Near the endpoints λ = ±1, we have
Y (λ) = Yˇ (λ)
[
I +
γ
2pii
(−1 1
−1 1
)
ln
(
λ− 1
λ+ 1
)]
e−isλσ3 , λ→ ±1; σ3 =
( 1 0
0 −1
)
,
where Yˇ (λ) is analytic at λ = ±1 and ln denotes the principal branch for the logarithm.
(4) Near λ =∞,
Y (λ) = I + Y1λ
−1 +O (λ−2) , λ→∞; Y1 = (Y jk1 ).
Our goal is to solve this problem asymptotically for sufficiently large s ≥ s0 and 0 ≤ v < s 13 . This will
be achieved by an application of the nonlinear steepest descent method of Deift and Zhou [12] to RHP 2.1.
Our approach is somewhat similar to [4].
2.1. Matrix factorization and opening of lens. We make use of a factorization of the jump matrix
GY (λ) occurring in RHP 2.1,
GY (λ) =
(
1− γ γe2iλs
−γe−2iλs 1 + γ
)
=
(
1 0
−γe2s(κ−iλ) 1
)
e−2κsσ3
(
1 γe2s(κ+iλ)
0 1
)
≡ SL(λ)SDSU (λ).
ASYMPTOTIC BEHAVIOR OF A LOG GAS IN THE BULK SCALING LIMIT II. 4
Since SL(λ) and SU (λ) clearly admit analytical continuations to the lower and upper λ-planes respectively,
we can perform a first transformation of the initial RHP 2.1: introduce
S(λ) = Y (λ)

S−1U (λ), λ ∈ Ω1
SL(λ), λ ∈ Ω2
I, else
where the domains Ωj ⊂ C are sketched in Figure 1 below. This leads to the following problem:
  
+
 
+
 
 +
+
 
⌦2
⌦1
1 1
1
Figure 1. The oriented jump contour ΣS for the function S(λ) in the complex λ-plane.
Riemann-Hilbert Problem 2.2. Determine S(λ) = S(λ; s, γ) ∈ C2×2 such that
(1) S(λ) is analytic for λ ∈ C\ΣS where the jump contour ΣS is shown in Figure 1.
(2) The limiting values S±(λ), λ ∈ ΣS are square integrable and satisfy the jump conditions
S+(λ) = S−(λ)SU (λ), λ ∈ γ+; S+(λ) = S−(λ)SL(λ), λ ∈ γ−; S+(λ) = S−(λ)SD, λ ∈ (−1, 1).
(3) Near λ = ±1,
S(λ) = Yˇ (λ)
[
I +
γ
2pii
(−1 1
−1 1
)
ln
(
λ− 1
λ+ 1
)]
e−isλσ3

S−1U (λ), λ ∈ Ω1
SL(λ), λ ∈ Ω2
I, else
.
(4) As λ→∞, we have S(λ)→ I.
If v ∈ (0,∞) were kept fixed throughout we would already know at this point that the major contribution
to the asymptotic solution of RHP 2.2 arises from the segment (−1, 1) and two small neighborhoods of the
endpoints λ = ±1. Indeed we have ∣∣e2s(κ±iλ)∣∣ = e2ve∓2s=λ,
and thus exponentially fast decay to zero on γ+\D(±1, r) in the upper half-plane and γ−\D(±1, r) in the
lower half-plane. Here, D(±1, r) = {λ ∈ C : |λ∓ 1| < r}. We will return to this observation after the next
subsection.
2.2. Local Riemann-Hilbert analysis. We require three explicit model functions among which
P (∞)(λ) =
(
λ− 1
λ+ 1
) iv
pi σ3
, λ ∈ C\[−1, 1] : P (∞)(λ)→ I, λ→ +∞, (2.1)
will serve as the outer parametrix. This function reproduces exactly the jump behavior of S(λ) on the
segment (−1, 1). For the local parametrices near the endpoints we follow and adapt the constructions in [4],
Sections 9 and 10. First we define on the punctured plane ζ ∈ C\{0} with −pi < arg ζ ≤ pi,
P (ζ) =
(
U(−ν; e−ipi2 ζ) −U(1 + ν; eipi2 ζ)ieipiν Γ(1+ν)Γ(−ν)
U(1− ν; e−ipi2 ζ)ieipiν Γ(1−ν)Γ(ν) U(ν; ei
pi
2 ζ)e2piiν
)
e
i
2 ζσ3ei
pi
2 (
1
2−ν)σ3S(ζ) (2.2)
ASYMPTOTIC BEHAVIOR OF A LOG GAS IN THE BULK SCALING LIMIT II. 5
with
ν =
iv
pi
; S(ζ) =

(
1 2piie
ipiν
Γ(ν)Γ(1−ν)
0 1
)(
ei
pi
2
ν 0
0 e−i
3pi
2
ν
)
, arg ζ ∈ (pi2 , pi)(
1 0
2pii e−3piiν
Γ(ν)Γ(1−ν) 1
)(
ei
pi
2
ν 0
0 e−i
3pi
2
ν
)
, arg ζ ∈ (−pi,−pi2 )(
ei
pi
2
ν 0
0 e−i
3pi
2
ν
)
, arg ζ ∈ (−pi2 , pi2 )
and U(a; ζ) = U(a, 1; ζ) ∼ ζ−a as ζ → ∞, arg ζ ∈ (− 3pi2 , 3pi2 ), is the confluent hypergeometric function, cf.
[13]. Using standard asymptotic and monodromy properties of U(a; ζ), see [13], one can check that the
model function P (ζ) is a solution to the “bare” model problem below (cf. [10]).
Riemann-Hilbert Problem 2.3. The function P (ζ) defined in (2.2) has the following properties:
(1) P (ζ) is analytic for ζ ∈ C\{arg ζ = −pi,−pi2 , pi2 } and the orientation of the three rays is fixed as
indicated in Figure 2 below.
(2) P (ζ) has ζ-independent jumps,
P+(ζ) = P−(ζ)
(
1 γe2κs
0 1
)
, arg ζ =
pi
2
; P+(ζ) = P−(ζ)
( 1 0
−γe2κs 1
)
, arg ζ = −pi
2
,
and,
P+(ζ) = P−(ζ)e−2κsσ3 , arg ζ = −pi.
✓
1  e2s
0 1
◆
✓
1 0
  e2s 1
◆
e 2s 3
  +
+  
+
  ⇣ = 0
1
Figure 2. Jump behavior of P (ζ) in the complex ζ-plane.
(3) Near ζ = 0, with −pi < arg ζ ≤ pi,
P (ζ) = Pˇ (ζ)
[
I +
γ
2pii
(−1 1
−1 1
)
ln ζ
]
(
1 −γe2κs
0 1
)
, arg ζ ∈ (pi2 , pi)( 1 0
−γe2κs 1
)
, arg ζ ∈ (−pi,−pi2 )
I, arg ζ ∈ (−pi2 , pi2 )
(2.3)
where Pˇ (ζ) is analytic at ζ = 0.
(4) As ζ →∞,
P (ζ) ∼
[
I +
∞∑
k=1
( (
(−ν)k
)2
e−i
pi
2 k i
(
(1 + ν)k−1
)2
k ei
pi
2 k−ipiν Γ(1+ν)
Γ(−ν)
−i((1− ν)k−1)2k e−ipi2 k+ipiν Γ(1−ν)Γ(ν) ((ν)k)2eipi2 k
)
ζ−k
k!
]
× ζνσ3e i2 ζσ3eipi2 ( 12−ν)σ3 ;
where (a)k = a(a+ k)(a+ 2) · . . . · (a+ k− 1) is Pochhammer’s symbol. Observe that in our situation
γ ∈ [0, 1] and hence we have ν ∈ iR.
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In terms of P (ζ) the actual parametrix near λ = 1 is then defined as follows,
P (1)(λ) =
(
2s(λ+ 1)
)−νσ3
e−i
pi
2 (
1
2−ν)σ3eisσ3P
(
ζ(λ)
)
e−
i
2 (ζ(λ)+2s)σ3 , |λ− 1| < 1
4
(2.4)
where ζ = ζ(λ) = 2s(λ − 1) denotes the locally conformal change of variables from the λ- to the ζ-plane.
Using the properties listed in RHP 2.3 we immediately establish that the initial function S(λ) in RHP 2.2
and (2.4) are related by an analytic left multiplier
S(λ) = N1(λ)P
(1)(λ), |λ− 1| < 1
4
.
Moreover, as s→∞, and hence |ζ| → ∞, with 0 < r1 ≤ |λ− 1| ≤ r2 < 14 , we have asymptotic matching of
the model functions P (∞)(λ) and P (1)(λ): with β(λ) =
(
2s(λ+ 1)
)ν
,
P (1)(λ) ∼
[
I +
∞∑
k=1
( (
(−ν)k
)2
e−i
pi
2 k
(
(1 + ν)k−1
)2
k ei
pi
2 kβ−2(λ)e2is Γ(1+ν)Γ(−ν)(
(1− ν)k−1
)2
k e−i
pi
2 kβ2(λ)e−2is Γ(1−ν)Γ(ν)
(
(ν)k
)2
ei
pi
2 k
)
ζ−k
k!
]
× P (∞)(λ). (2.5)
Near the remaining endpoint λ = −1 we can either carry out explicitly a similar construction or simply use
symmetry: for |λ+ 1| < 14 , introduce the parametrix as
P (−1)(λ) = σ1P (1)(−λ)σ1, σ1 =
(
0 1
1 0
)
(2.6)
and obtain at once
S(λ) = N2(λ)P
(−1)(λ), |λ+ 1| < 1
4
,
as well as for s→∞ with 0 < r1 ≤ |λ+ 1| ≤ r2 < 14 ,
P (−1)(λ) ∼
[
I +
∞∑
k=1
( (
(ν)k
)2
ei
pi
2 k
(
(1− ν)k−1
)2
k e−i
pi
2 kβ2(−λ)e−2is Γ(1−ν)Γ(ν)(
(1 + ν)k−1
)2
k ei
pi
2 kβ−2(−λ)e2is Γ(1+ν)Γ(−ν)
(
(−ν)k
)2
e−i
pi
2 k
)
× ζ(−λ)
−k
k!
]
P (∞)(λ). (2.7)
This completes the construction of the explicit model functions P (∞)(λ), P (1)(λ) and P (−1)(λ).
2.3. Ratio transformation and small norm estimations. We use (2.1), (2.4), (2.6) and define in this
step
R(λ) = S(λ)

(
P (1)(λ)
)−1
, |λ− 1| < r(
P (−1)(λ)
)−1
, |λ+ 1| < r(
P (∞)(λ)
)−1
, |λ∓ 1| > r
(2.8)
with 0 < r < 14 . Recalling the results of the previous subsection we are lead to the problem below.
C+1C 1
1
Figure 3. The oriented jump contour ΣR in the ratio RHP 2.4.
Riemann-Hilbert Problem 2.4. The ratio function R(λ) = R(λ; s, γ) ∈ C2×2 is determined by the
following Riemann-Hilbert problem (ΣR, GR(·; s, γ)) :
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(1) R(λ) is analytic for λ ∈ C\ΣR where the oriented jump contour ΣR is depicted in Figure 3.
(2) The square integrable boundary values R±(λ), λ ∈ ΣR are related by the jump conditions
R+(λ) = R−(λ)
[
I + j12(λ; s, γ)
(
0 1
0 0
)]
, λ ∈ (ΣR\C±1) ∩ {=λ > 0};
R+(λ) = R−(λ)
[
I + j21(λ; s, γ)
(
0 0
1 0
)]
, λ ∈ (ΣR\C±1) ∩ {=λ < 0}
with
j12(λ; s, γ) = γe
2s(κ+iλ)
(
λ− 1
λ+ 1
) 2iv
pi
, j21(λ) = −γe2s(κ−iλ)
(
λ− 1
λ+ 1
)− 2ivpi
.
Also, along the clockwise oriented circle boundaries C±1,
R+(λ) = R−(λ)P (1)(λ)
(
P (∞)(λ)
)−1
, λ ∈ C+1; R+(λ) = R−(λ)P (−1)(λ)
(
P (∞)(λ)
)−1
, λ ∈ C−1.
(3) As λ→∞, we have that R(λ)→ I.
On the way to small norm estimations for the jump matrix GR(λ; s, γ), λ ∈ ΣR we first note that∣∣j12(±1 + ir; s, γ)∣∣ ≤ exp [2v − vα(r)− 2rs]; ∣∣j21(±1− ir; s, γ)∣∣ ≤ exp [2v − vα(r)− 2rs]
with
α(r) = 1− 2
pi
arctan
(r
2
)
> 1− 2
pi
arctan
(
1
8
)
> 0.8.
In order to obtain an estimate in the scaling region
s ≥ s0, 0 ≤ v < s 13
we have to choose a contracting radius in (2.8). In fact we will work with r = r(s) = s−
1
3 which leads to
Proposition 2.5. There exists s0 > 0 such that
‖GR(·; s, γ)− I‖L2∩L∞(ΣR\C±1) ≤ e−s
2
3 , ∀ s ≥ s0, 0 ≤ v < s 13 .
For C±1 we go back to (2.5) and (2.7), first for λ ∈ C+1,
eν ln |2s(λ+1)|σ3e−
i
2 arg(
Γ(ν)
Γ(−ν) )σ3e−isσ3
(
GR(λ; s, γ)− I
)
eisσ3e
i
2 arg(
Γ(ν)
Γ(−ν) )σ3e−ν ln |2s(λ+1)|σ3
∼
∞∑
k=1
( (
(−ν)k
)2
ν
(
(1 + ν)k−1
)2
k e−2iνarg(λ+1)
−ν((1− ν)k−1)2k e2iνarg(λ+1) ((ν)k)2
)
e−i
pi
2 kσ3
ζ−k
k!
.
Thus,
‖GR(λ; s, γ)− I‖ ≤ c
{
v
sr
∥∥∥∥( v e 2vpi arg(λ+1)e− 2vpi arg(λ+1) v
)∥∥∥∥+ E(λ; s, γ)} , λ ∈ C+1
and estimations for the error term E(λ; s, γ) follow from known error-term estimates for the confluent hy-
pergeometric functions which are, for instance, given in [13]: there exists s0 > 0 and constants cj > 0 such
that
‖E(λ; s, γ)‖ ≤ c1ec2v−c3sr ≤ c1e−c4s
2
3 , ∀ s ≥ s0, 0 ≤ v < s 13 .
Combining this estimate with
exp
[
2v
pi
∣∣arg(λ+ 1)∣∣] ≤ e 2vpi δ(r), δ(r) = arctan(r
2
)
, λ ∈ C+1,
we obtain (with similar methods for the estimates on C−1)
Proposition 2.6. For every 0 <  < 13 there exists s0 > 0 and c > 0 such that
‖GR(·; s, γ)− I‖L2∩L∞(C±1) ≤ c v2s−
2
3 , ∀ s ≥ s0, 0 ≤ v < s 13−.
Combining Propositions 2.5 and 2.6 we obtain by general theory [12],
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Proposition 2.7. For every 0 <  < 13 there exists s0 > 0 and c > 0 such that the ratio RHP 2.4 is uniquely
solvable for all s ≥ s0 and 0 ≤ v < s 13−. The solution can be computed iteratively through the integral
equation
R(λ) = I +
1
2pii
∫
ΣR
R−(w)
(
GR(w)− I
) dw
w − λ, λ ∈ C\ΣR,
where we use that
‖R−(·; s, γ)− I‖L2(ΣR) ≤ c v2s−
2
3 , ∀ s ≥ s0, 0 ≤ v < s 13−.
This concludes the nonlinear steepest descent analysis of RHP 2.1.
2.4. Proof of expansion (1.6). In order to obtain the statement in (1.6) we make use of the identity (see,
e.g. [3], equation (2.1)),
∂
∂s
ln det(I − γKs) = −2iY 111 (2.9)
where Y1 appeared in RHP 2.1 and the derivative is taken with γ fixed. Tracing back the transformations
Y (λ) 7→ S(λ) 7→ R(λ), we have
Y1 = −2iv
pi
σ3 +
i
2pi
∫
ΣR
R−(w)
(
GR(w)− I
)
dw
and with the help of an explicit residue computation as well as Proposition 2.7,
Y 111 = −
2iv
pi
+
iv2
spi2
+
i
2pi
∮
C±1
[(
R−(w)− I
)(
GR(w)− I
)]
11
dw
= −2iv
pi
+
iv2
spi2
+
iv2
4pi2s2
sin
(
φ(s, v)
)
+O (v3s−2) , φ(s, v) = 4s− 4v
pi
ln(4s) + 2arg
(
Γ(ν)
Γ(−ν)
)
.
With this we go back to (2.9) and perform an indefinite integration with respect to s,
ln det(I − γKs) = −4v
pi
s+
2v2
pi2
ln s+ C(v) + r(s, v) (2.10)
and the error term r(s, v) is differentiable with respect to s and for any 0 <  < 13 there exist s0 > 0, c > 0
such that ∣∣r(s, v)| ≤ cv3
s
, ∀ s ≥ s0, 0 ≤ v < s 13−. (2.11)
The term C(v) appearing in (2.10) is s-independent and can therefore be determined by comparison with
(1.2), i.e. we have
C(v) =
2v2
pi2
ln 4 + 2 lnG
(
1 +
iv
pi
)
G
(
1− iv
pi
)
,
and this completes the section.
Remark 2.8. Estimate (2.10), (2.11) is weaker than the one stated in Theorem 1.2. However, it is enough
for the needs of [3]. The full statement of Theorem 1.2, that is the extension of (2.10) to the whole range
0 ≤ v < s 13 with uniform constants s0, c1 and c2 will be given in the next section with the use of an alternative
method based on the recent result [9].
3. Extending (1.2) by Toeplitz determinant techniques
Consider the following function on the unit circle,
f t(eiθ) =
{
e−2v, θ ∈ [0, t) ∪ [2pi − t, 2pi)
1, θ ∈ [t, 2pi − t) ; 0 < t < 2pi,
with Fourier coefficients {f tk}k∈Z and associated Toeplitz determinant Dn(f t),
f tk =
1
2pi
∫ 2pi
0
f t
(
eiθ
)
e−ikθdθ, Dn(f t) = det
[
f tj−k
]n−1
j,k=0
.
We first observe
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Lemma 3.1. For any fixed s > 0,
lim
n→∞Dn(f
2s
n ) = det(I − γKs)
∣∣
L2(−1,1); Ks(λ, µ) =
sin s(λ− µ)
pi(λ− µ) .
Proof. A straightforward computation of the Fourier coefficents f
2s
n
k gives
f
2s
n
k = −γ
sin(k 2sn )
pik
, k 6= 0; f 2sn0 = 1− γ
2s
npi
and therefore
nf
2s
n
j−k → I(λ, µ)− γKs(λ, µ), if
j
n
→ λ, k
n
→ µ.
This, together with the translation invariance of Ks(λ, µ), implies the Lemma by standard properties of
trace class operators. 
We will now obtain asymptotics of Dn(f
t) as n → ∞, for s > s0 with s0 > 0 sufficiently large and
0 ≤ v < s 13 . Note to this end that the function f t(z) is of Fisher-Hartwig type, see, for example, [10], with
two jump-type singularities at z1 = e
it, z2 = e
i(2pi−t) and parameters
β = β1 = −β2 = iv
pi
.
In more detail, we have
f t(z) = e−
2vt
pi gz1,β1(z)gz2,β2(z)z
−β1
1 z
−β2
2 , z = e
iθ (3.1)
where
gzj ,βj (e
iθ) =
{
eipiβj , θ ∈ [0, arg zj)
e−ipiβj , θ ∈ [arg zj , 2pi)
.
The asymptotics of Dn(f
t) as n→∞ for any fixed t is a classical result going back to the works of Widom,
Basor, Bo¨ttcher and Silbermann [19, 1, 5]. As is shown in [9], Theorem 1.11, this result still holds in the
case of 2sn < t < t0 for sufficiently small t0 with adjusted error estimate:
lnDn(f
t) = −4v
pi
s+
2v2
pi2
ln
(
2n sin
2s
n
)
+ 2 lnG
(
1 +
iv
pi
)
G
(
1− iv
pi
)
+ r(s, v, n), (3.2)
and there exists n0(v), s0(v), C0(v) > 0 such that
1
∀n > n0, s > s0, v ≥ 0 fixed :
∣∣r(s, v, n)∣∣ < C0(v)s−1.
We will now extend the argument of [9] to the case of 0 ≤ v < s 13 and see that the error term remains
small (for large s) in this region of the (v, s)-plane. In order to carry out this approach we have to track the
dependence of the error term [9](7.58), the error term [9](8.20) at z1 and a similar term at z2 on β =
iv
pi .
First, we obtain by a straightforward calculation that the crucial constants Êj(zj)e
−ipiβjσ3 in [9](7.47), (7.52)
are bounded in n, t > 0 uniformly for any purely imaginary βj and
2s
n < t < t0.
Second, we consider the auxiliary M -RHP of Section 4 in [9]:
Riemann-Hilbert Problem 3.2 (see [9], Section 4, or [8], Section 4.2.1). Determine M(ζ) = M(ζ;β) ∈
C2×2 such that
(1) M(ζ) is analytic for ζ ∈ C\(e±ipi4R ∪ [0,∞)). We orient the five jump rays as shown in Figure 4
below.
(2) The boundary values M±(ζ) on e±i
pi
4R ∪ (0,∞) are continuous and related by the following jump
conditions:
M+(ζ) = M−(ζ)
(
1 e−ipiβ
0 1
)
, ζ ∈ eipi4 (0,∞); M+(ζ) = M−(ζ)
( 1 0
−eipiβ 1
)
, ζ ∈ ei 3pi4 (0,∞)
M+(ζ) = M−(ζ)
(
1 0
e−ipiβ 1
)
, ζ ∈ ei 5pi4 (0,∞); M+(ζ) = M−(ζ)
(
1 −eipiβ
0 1
)
, ζ ∈ ei 7pi4 (0,∞)
and
M+(ζ) = M−(ζ)e2piiβσ3 , ζ ∈ (0,∞).
1note that βj in [9], and hence v, are fixed.
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(3) As ζ →∞, valid in a full vicinity of ζ =∞,
M(ζ) =
(
I +
M1
ζ
+O (ζ−2) )ζ−βσ3e− 12 ζσ3 , arg ζ ∈ (0, 2pi).
with
M1 =
(
−β2 −e−2piiβ Γ(1−β)Γ(β)
e2piiβ Γ(1+β)Γ(−β) β
2
)
.
✓
1  ei⇡ 
0 1
◆ 
⇣ = 0
+
+
 
+
  +
+ e2⇡i  3
✓
1 0
 ei⇡  1
◆
✓
1 0
e i⇡  1
◆
 
 
✓
1 e i⇡ 
0 1
◆
1
Figure 4. Jump behavior of M(ζ) in the complex ζ-plane.
This problem is solved explicitly in terms of the confluent hypergeometric function U(a; ζ) = U(a, 1; ζ),
compare RHP 2.3 and (2.2) above. We define
M(z) =
(
U(β, z) U(1− β, e−ipiz)e−ipiβ Γ(1−β)Γ(β)
U(1 + β, z)e2piiβ Γ(1+β)Γ(−β) U(−β, e−ipiz)eipiβ
)
e−
1
2 zσ3M(z), arg z ∈ (0, 2pi)
with
M(z) =

(
1 −e−ipiβ
0 1
)
, arg z ∈ (0, pi4 )
I, arg z ∈ (pi4 , 3pi4 )( 1 0
−eipiβ 1
)
, arg z ∈ ( 3pi4 , 5pi4 )
, M(z) =
{(
1 0
−2i sinpiβ 1
)
, arg z ∈ ( 5pi4 , 7pi4 )(
1 −eipiβ
−2i sinpiβ e2piiβ
)
, arg z ∈ ( 7pi4 , 2pi)
From the standard asymptotics of the confluent hypergeometric function (cf. [13]), we conclude that for
purely imaginary β,
M(z) =
[
I + e−ipiβσ3
{
O
(
β
z
)
+O
(
β2
z
)}
e−ipiβσ3
]
z−βσ3e−
z
2σ3 , z →∞. (3.3)
Here we used the identity (cf. [13]) ∣∣∣∣Γ(1− β)Γ(β)
∣∣∣∣ = |β|, β ∈ iR.
Now we are ready to estimate the jumps in the final Υ-RHP in the region 2sn < t < t0, see [9](7.55). The
function Υ(λ) is the final ratio function for the underlying nonlinear steepest descent analysis in [9]. We
will not explicitly define Υ(z) at this point as it would involve several other model functions which we do
not need for our purposes. Instead we refer to [9],(7.55), (7.56) and (7.57) for details. The jump contour
ΣΥ in the Υ-RHP consists of two contracting circles of radii O(t) and the lens boundary around the larger
arc outside the circles. The jump on the outer lens lip equals identity plus a constant matrix multiplied
by z−n(Din,t(z)Dout,t(z))−1, defined in [9](7.3), (7.4). Subject to the condition that, say, v2 < s, n > s >
s0,
2s
n < t < t0, we obtain the estimate∣∣∣z−n(Din,t(z)Dout,t(z))−1∣∣∣ < c0e−nt
∣∣∣∣∣
(
z − z1
z − z2
)−2β (
z1
z2
)β∣∣∣∣∣ < c0e−nt+C0v < c0e−1nt
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for some c0, C0, , 1 > 0 on the outer lip of the lens. Thus the jump is exponentially (in s) close to the
identity. The corresponding estimate on the inner lens lip is similar. For the jump on the circle centered at
z1 we use (3.3) and the properties of Ê1(z). This leads us to an estimate of the form
I +O
(
β
nt
)
+O
(
β2
nt
)
and a similar one also holds on the circle centered at z2. From standard theory [12] it follows now that the
problem for Υ(z) is solvable and we obtain the estimates (which replace [9](7.58)),
Υ(z) = I +O
(
β
nt
)
+O
(
β2
nt
)
,
d
dz
Υ(z) =
1
t
{
O
(
β
nt
)
+O
(
β2
nt
)}
(3.4)
as s, n → ∞, n > s > s0, v2 < s, uniformly for z off the jump contour ΣΥ and uniformly in s, v such that
2s
n < t < t0. Using (3.4) we can then estimate the error term in [9](8.20).
Remark 3.3. For simplicity of the derivation, it is assumed in [9](8.20) that there also exist α > 0 Fisher-
Hartwig singularities at the same points:
f t(z) = e−
2vt
pi
2∏
j=1
|z − zj |2αgzj ,βj (z)z−βjj ,
as opposed to (3.1). In the end of the derivation, to obtain the actual error term in the differential identity
for the determinant Dn(f
t), we have to multiply [9](8.20) by α and take the limit α→ 0.
By a straightforward computation we obtain
1
t
{
O
(
β
nt
)
+O
(
β3
nt
)}
as error term in the differential identity for Dn(f
t), uniformly for 2sn < t < t0, the rest of the identity
for Dn(f
t) is the same as in [9]. Integrating this identity over 2sn < t < t0 for some fixed t0 and using
the well-known large n asymptotics for the determinant with two fixed Fisher-Hartwig singularities at z1 =
eit0 , z2 = e
i(2pi−t0) (see, for instance, [9](1.8)), we derive (3.2), where now, for some s0, C1, C2 > 0,
n > s > s0, 0 ≤ v < s 13 ,
∣∣r(s, v, n)∣∣ < C1 v
s
+ C2
v3
s
.
At this point we take the limit n→∞, use Lemma 3.1 and obtain Theorem 1.2.
4. More on the integral term – proof of Proposition 1.3
We first analyze all objects involved in the formulæ for M(x, κ) in the limit κ ↓ 0. Observe that the
defining equation (1.3) for the branch point a = a(κ) can be written as
F (a, κ) ≡ κ+ i
2
∮
Σ
(
µ2 − a2
µ2 − 1
) 1
2
dµ = 0 (4.1)
where Σ ⊂ C is a simple counterclockwise oriented Jordan curve around the interval [a, 1] and we fix
−pi < arg
(
µ2 − a2
µ2 − 1
)
≤ pi with
√
µ2 − a2
µ2 − 1 > 0 for µ > 1.
Since F (a, κ) is analytic at (a, κ) = (1, 0) and Fa(1, 0) =
pi
2 > 0 we have unique solvability of equation (4.1)
in a neighborhood of (a, κ) = (1, 0) and the solution a = a(κ) is analytic at κ = 0, i.e. [3](2.5) extends to a
full Taylor series
a(κ) = 1− 2κ
pi
− κ
2
pi2
+
∞∑
j=3
ajκ
j , κ→ 0. (4.2)
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Next we extend the small κ expansions listed in [3](2.10), (2.11) for the frequency V = V (κ) and nome
τ = τ(κ). Both, compare (1.4), are expressed in terms of complete elliptic integrals and thus hypergeometric
functions, cf. [13],
K(a) =
pi
2
2F1
(
1
2
,
1
2
; 1; a2
)
, E(a) =
pi
2
2F1
(
−1
2
,
1
2
; 1; a2
)
.
Hence, using expansion of the hypergeometric functions at unity (cf. [13]) and combining these with (4.2)
we obtain
V (κ) = − 2
pi
1 + lnκ ∞∑
j=1
ujκ
j +
∞∑
j=1
vjκ
j
 , κ ↓ 0; u1 = 1
pi
, v1 = − 1
pi
(1 + ln 4pi); (4.3)
as well as
τ(κ) = −2i
pi
lnκ+ lnκ
∞∑
j=1
bjκ
j +
∞∑
j=0
cjκ
j , κ ↓ 0; c0 = 2i
pi
ln 4pi. (4.4)
The series in the right hand sides of (4.3) and (4.4) are convergent series.
Remark 4.1. Another parameter which appears in [3](1.16) and which serves as normalization for the
elliptic nome τ = τ(κ) is given by
c = c(κ) =
i
2
1
K(a′)
, a′ =
√
1− a2.
Hence analyticity of a(κ) at κ = 0 implies at once analyticity of c(κ) at the same point and [3], Corollary
2.2 extends to a full Taylor series
c(κ) =
i
pi
1− κ
pi
+
∞∑
j=2
djκ
j
 , κ→ 0.
At this point we recall [3], Proposition 4.2: It was shown that M(x, κ), given by [3](1.24) (see also (A.1))
and defined for x ∈ R, κ ∈ (0, 1− δ] is smooth in both its arguments and one-periodic in the first,
M(x+ 1, κ) = M(x, κ).
Hence we can expand M(x, κ) in a Fourier series
M(x, κ) =
∑
n∈Z
an(κ)e
2piinx; an(κ) =
1
2pi
∫ 1
0
M(x, κ)e−2piinxdx (4.5)
and the series converges uniformly in x ∈ R, κ ∈ (0, 1− δ] to M(x, κ). Note that for n 6= 0,
an(κ) = − 1
8pi2n2
∫ 1
0
[
∂2
∂x2
M(x, κ)
]
e−2piinxdx;
d
dκ
an(κ) = − 1
8pi3n2
∫ 1
0
[
∂3
∂x2∂κ
M(x, κ)
]
e−2piinxdx.
In the derivation of Proposition 1.3 we will use the series representation (4.5), i.e. we need estimates for
an(κ) and its derivative.
The building blocks of M(x, κ) are summarized in [3](4.10), (4.11), (4.12) (see also (A.1), (A.2) and (A.3))
and these are all functions involving the third Jacobi theta function
θ3
(
x|τ(κ)) = ∑
m∈Z
eipiτm
2+2piimx.
The roots of this function are located at 12 +
τ
2 + Z+ τZ and from (4.4) we see that uniformly in x ∈ R,
θ3(x|τ) = 1 +O
(
κ2
)
.
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Hence, for any m, ` ∈ Z≥0 there exist Cm,`, Cm > 02 such that∣∣∣∣ ∂m+`∂xm∂τ ` θ3(x|τ)− δm0δ`0
∣∣∣∣ ≤ Cm,`κ2; ∣∣∣∣ ∂m+1∂xm∂κθ3(x|τ(κ))
∣∣∣∣ ≤ Cmκ, (4.6)
for all x ∈ R, κ ∈ (0, 1− δ] and in particular∣∣∣∣ ∂m∂xm
[
i
4pi
κ
θ3(x|τ)
∂2
∂y2
θ3(y|τ)
∣∣∣
y=x
dτ
dκ
]∣∣∣∣ ≤ Cmκ2, ∣∣∣∣ ∂m+1∂xm∂κ
[
i
4pi
κ
θ3(x|τ)
∂2
∂y2
θ3(y|τ)
∣∣∣
y=x
dτ
dκ
]∣∣∣∣ ≤ Cmκ.
(4.7)
The last two estimates are needed for the second summand in [3](1.24) (compare (A.1)). For the first term
in loc. cit. we collect from (4.2), the uniform bounds which are valid for all x ∈ R, κ ∈ (0, 1− δ]
C1,m ≤
∣∣∣∣ dmdκm a(κ)
∣∣∣∣ ≤ C2,m, C1,m ≤ ∣∣∣∣ dmdκm 1a(κ)(1 + a(κ))
∣∣∣∣ ≤ C2,m. (4.8)
Next we analyze Ξ0(x, κ),Ξ2(x, κ) and Θ0(x, κ): The functions Ξj(x, κ), see [3](4.10) and (A.2), are combi-
nations of θj(x|τ) and thus, following the logic which lead to (4.6), we obtain similarly∣∣∣∣ ∂m+`∂xm∂τ ` θ0(x± d|τ)− δm0δ`0
∣∣∣∣ ≤ Cm,`κ; ∣∣∣∣ ∂m+1∂xm∂κθ0(x± d|τ)
∣∣∣∣ ≤ Cm
for all x ∈ R, κ ∈ (0, 1− δ]. The same estimates also hold for θ2(x± d|τ) which yield∣∣Ξj(x, κ)∣∣ ≤ C, ∣∣∣∣ ∂m∂xmΞj(x, κ)
∣∣∣∣ ≤ Cmκ, ∣∣∣∣ ∂m+1∂xm∂κΞj(x, κ)
∣∣∣∣ ≤ Cm, j = 0, 2, (4.9)
valid for all x ∈ R, κ ∈ (0, 1− δ]. Since the remaining function Θ0(x, κ) satisfies estimates of the same type
as (4.9), we can combine (4.7), (4.8) and (4.9) to derive
Proposition 4.2. Given m ∈ Z≥1 there exist positive C,Cm such that M(x, κ) given in [3](1.24) satisfies∣∣M(x, κ)∣∣ ≤ C, ∣∣∣∣ ∂m∂xmM(x, κ)
∣∣∣∣ ≤ Cmκ, ∣∣∣∣ ∂m+1∂xm∂κM(x, κ)
∣∣∣∣ ≤ Cm
for all x ∈ R, κ ∈ (0, 1− δ].
This Proposition allows us to estimate the Fourier coefficients in (4.5)
Corollary 4.3. For all n ∈ Z, κ ∈ (0, 1− δ],∣∣an(κ)∣∣ ≤ C
1 + n2
,
∣∣∣∣ ddκan(κ)
∣∣∣∣ ≤ C1 + n2 , C > 0.
In order to complete the proof of Proposition 1.3 we use (4.5), [3](4.4), Proposition 4.2 and integration
by parts∫ ∞
s
M
(
tV
(
vt−1
)
, vt−1
)dt
t
=
∫ κ
0
a0(u)
du
u
+
∑
n6=0
∫ ∞
s
an(vt
−1) exp
[
− 2piintV (vt−1)]dt
t
=
∫ κ
0
a0(u)
du
u
− 1
4pisc(κ)
∑
n 6=0
an(κ)
n
e−2piinsV (κ) − 1
4pi
∑
n 6=0
1
n
∫ ∞
s
∂
∂t
[
an(vt
−1)
tc(vt−1)
]
e−2piintV (vt
−1)dt,
We estimate the infinite sums as follows: For the first sum we use, compare Remark 4.1, the fact that∣∣∣∣ 1c(κ)
∣∣∣∣ ≤ C, ∀κ ∈ (0, 1− δ],
together with Corollary 4.3. Thus∣∣∣∣∣∣ 1sc(κ)
∑
n 6=0
an(κ)
n
e−2piinsV (κ)
∣∣∣∣∣∣ ≤ Cs , κ = vs ∈ (0, 1− δ]. (4.10)
2In what follows, C with or without indices denotes a positive constant independent of x and κ whose value may be different
in different estimates.
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For the second sum we differentiate,
∂
∂t
[
an(vt
−1)
tc(vt−1)
]
= − κ
t2c(κ)
d
dκ
an(κ)− an(κ)
(tc(κ))2
(
c(κ)− κ d
dκ
c(κ)
)
, κ =
v
t
and since in the integral 0 < vt ≤ vs ≤ 1− δ we obtain using Corollary 4.3 and Remark 4.1 the bound∣∣∣∣ ∂∂t
[
an(vt
−1)
tc(vt−1)
]∣∣∣∣ ≤ Ct2(1 + n2) .
Thus, ∣∣∣∣∣∣
∑
n 6=0
1
n
∫ ∞
s
∂
∂t
[
an(vt
−1)
tc(vt−1)
]
e−2piintV (vt
−1)dt
∣∣∣∣∣∣ ≤ Cs ,
which, together with (4.10), completes the proof of Proposition 1.3, i.e.∫ ∞
s
M
(
tV
(
vt−1
)
, vt−1
)dt
t
=
∫ κ
0
a0(u)
du
u
+O (s−1)
uniformly for s ≥ s0 > 0 and 0 < v ≤ s(1− δ).
Appendix A. Explicit form of M(z, κ)
We fix a = a(κ), τ = τ(κ) and V = V (κ) as in (1.3), (1.4) throughout. Note that in terms of θ3(z|τ)
defined in (1.4) the remaining three Jacobi theta functions θ0(z), θ1(z), θ2(z) are given by (cf. [13])
θ0(z|τ) = θ3
(
z +
1
2
∣∣∣∣τ) , θ2(z|τ) = eipi4 τ+ipizθ3(z + τ2
∣∣∣∣τ) , θ1(z|τ) = −ieipi4 τ+ipizθ3(z + 12 + τ2
∣∣∣∣τ) .
The integral term M(x, κ), defined in [3],(1.24), equals
M(x, κ) =
Ξ0(x, κ)Θ0(x, κ) + 6a(κ)Ξ2(x, κ)
48a(κ)(1 + a(κ))
+
i
4pi
κ
θ3(x|τ)
∂2
∂y2
θ3(y|τ)
∣∣∣
y=x
dτ
dκ
(A.1)
with Ξj(x, κ) and Θ0(x, κ) equal to the following functions:
Ξj(x, κ) = 2
θ23(0|τ)
θ23(x|τ)
θj(x+ d|τ)θj(x− d|τ)
θ2j (d|τ)
, j = 0, 2; d = −τ
4
, (A.2)
and
Θ0(x, κ) = 5c
2
{
θ′′0 (x+ d|τ)
θ0(x+ d|τ) − 2
(
θ′0(d|τ)
θ0(d|τ)
)′
+
θ′′0 (x− d|τ)
θ0(x− d|τ)
}
+ 14c2
θ′0(x− d|τ)
θ0(x− d|τ)
θ′0(x+ d|τ)
θ0(x+ d|τ)
− 4c2
{
θ′0(x− d|τ)
θ0(x− d|τ) +
θ′0(d|τ)
θ0(d|τ) −
θ′0(x+ d|τ)
θ0(x+ d|τ)
}
θ′0(d|τ)
θ0(d|τ) − 2c(1 + a)
{
θ′0(x+ d|τ)
θ0(x+ d|τ) − 2
θ′0(d|τ)
θ0(d|τ)
− θ
′
0(x− d|τ)
θ0(x− d|τ)
}
− 2(2 + a); θ′(x|τ) = d
dx
θ(x|τ). (A.3)
Here, compare Remark 4.1,
c = c(κ) =
i
2
1
K(a′)
, a′ =
√
1− a2.
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