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Abstract
We are concerned with singularities and regularities of solutions for the Navier–Stokes system of incom-
pressible flows on a polygonal domain with a concave vertex. We subtract the corner singularities by the
Stokes operator from the solution velocity and pressure functions of the system. It is shown that the stress
intensity factors are functions of time variable, belong to a fractional Sobolev space on the time interval and
can be expressed in terms of given data. An increased regularity for the remainder is obtained.
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1. Introduction and main results
A complete mathematical analysis for singular behaviors and regularities of solutions for the
Navier–Stokes system in domains with singular boundaries has not been appeared yet. Practically
the system is often considered in domains having corners or edges, e.g., consider fluid mechanics
in the driven cavity [29] or partitions of domains in numerical simulations.
There are several known results for stationary Stokes problems in domains with corners:
in [14] a regularity result is given for the system with nonzero divergence system on convex
polygons; in [4] the Hs -regularity is studied for the nonzero divergence system on domains with
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and the result [14] is generalized to a result on a convex polyhedron. For a detailed description
of the exponents of corner singularities of the Stokes operator we refer to [19]. In particular,
in [5–7] the Stokes system or Stokes system with parameter are studied in three-dimensional
domains with conical boundary points. Finally we refer to [10,15,19,28] for elliptic equations,
[8,11–13,16–18,25,26,30] for the heat equation and [20–22,27] for compressible flows.
In this paper the Navier–Stokes system is considered on a polygonal domain having only one
concave corner. Our main issue is to show that if we write the solution in a decomposition of
singular and regular parts, then the coefficients of the singularities, called the stress intensity
functions, can be expressed in terms of given data, belong to a fractional Sobolev space on the
time interval, and the remainder satisfies an increased regularity. The Navier–Stokes system to
be considered in this paper is
∂tu −μu + (u · ∇)u + ∇p = f in Q,
div u = 0 in Q,
u = 0 on Σ,
u(·,0) = 0 in Ω, (1.1)
where Q = Ω × [0,T] with a number T > 0; Ω is a bounded plane polygonal domain whose
boundary Γ has only one concave corner, Σ = Γ × [0, T] is the lateral boundary of Q; u is the
fluid velocity vector and p is the fluid pressure; f is a given vector function; μ is the viscous
number with μ > 0; ∂t denotes the partial derivative with respect to the time variable,  the
Laplace operator, ∇ the gradient and div the divergence for the space variable. For simplicity it
is assumed that μ = 1.
Our reason considering a polygonal domain having only one concave corner is for giving
a precise and simple description of corner singularities for the solution of the system. In ad-
dition, problems concerning corner singularities and their stress intensity factors are important
in the computational fluid mechanics [2,24,29,32]. Not only stresses and pressure singularities
but also many interesting physical phenomena occur around corners, e.g., cavity problem, eddy,
recirculation, flow separation and discontinuity, etc. Hence it is worthwhile to give a rigorous
mathematical analysis for the singularities of solutions.
In [11–13] Grisvard studied the Laplace problems (with parameter) on bounded domains with
corners and showed a corner singularity expansion for the solution of the heat equation [12]. For
the Navier–Stokes system one not only has to handle several technical difficulties in deriving such
a singular expansion but also can observe important and qualitative properties (e.g., singularities
and regularities) of solutions of the nonlinear system. Main differences are: first, the strength
of the leading corner singularities of the Stokes operator is stronger than the one of the Laplace
operator and for twice differentiability of solution, one or two leading corner singularities must be
subtracted (see (1.5)–(1.6)); second, suitable fractional order Sobolev spaces must be chosen in
handling the singularities; third, how one can define the stress intensity factors for the nonlinear
system; fourth, how one can express the stress intensity factor in terms of known data, and show
its well definedness, etc. These issues will be resolved in this paper.
In this paper we often write [v(t)](x) := v(x, t) as a mapping t ∈ [0, T] → v(t) ∈ X a space
and ′ the differential of time variable. The derivative ∂t is a unbounded operator on L2(0,T;X)
with domain H1(0,T;X). The spectrum of ∂t is the set of all complex numbers with Reλ  0
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operator T defined by T [v, q] = [∂tv,0].
In this paper we consider the following spaces [1,3,9,23,31]. For subsets O ⊂ Ω , Hs(O)
and ‖u‖s,O denote the Sobolev space of order s  0 and the corresponding norm. We write
Hs = Hs(Ω) and ‖u‖s = ‖u‖s,Ω if O = Ω . For s > 0, Hs0 denotes the closure of C∞0 (Ω) in Hs
and H−s the dual space of Hs0 normed by
‖f ‖−s = sup
0
=v∈Hs0
〈f, v〉
‖v‖s
where 〈 , 〉 denotes the duality pairing. In particular, we write L2 = H0 and L20 = {q ∈
L2:
∫
Ω
q dx = 0}. We write Hs = Hs × Hs , L2 = L2 × L2 and so on. We set K = {v ∈
C∞0 (Ω);div v = 0} and, for real s,
Vs = the closure of K in Hs ∩ H10,
V−s = the dual space of Vs ,
H = the closure of K in L2. (1.2)
Write V = V1 and H−1 = the dual space of H. For a space X with norm ‖ · ‖, L2(0,T;X) is the
space of measurable functions v : [0,T] → X, satisfying ‖v‖L2(0,T;X) := (
∫ T
0 ‖v(t)‖2 dt)1/2 < ∞
and L∞(0,T;X) is the space of measurable functions v : [0,T] → X, satisfying ‖v‖L∞(0,T;X) :=
ess sup0tT ‖v(t)‖ < ∞}. Also L∞(Q) = {v: ‖v‖∞,Q < ∞} where ‖v‖∞,Q :=
ess sup(x,t)∈Q |v(x, t)|. In particular, H1(0,T;X) = {v: v, v′ ∈ L2(0,T;X)} and for 0 < s < 1,
Hs(0,T;X) denotes the interpolation space between integers 0, 1. We often use the embedding
result: L∞(0,T;Hs(Ω)) ⊂ L∞(Q) for s > 1.
Here we cite from Temam [31] a well-known regularity result for (1.1).
Theorem 1.1. Let Ω be a bounded Lipschitz plane domain. (i) If f ∈ L2(0,T;V−1), then there is
a unique solution [u,p] of (1.1) in the space L2(0,T;V)×L2(0,T;L20). (ii) If f ∈ H1(0,T;V−1),
then u′ ∈ L2(0,T;V)∩L∞(0,T;H) and p ∈ L2(0,T;L20). (iii) Let Ω be a bounded plane domain
of class C2. If f ∈ L∞(0,T;H)∩ H1(0,T;V−1), then u ∈ L∞(0,T;H2) and p ∈ L∞(0,T;H1).
Proof. The proof follows by Theorems 3.1–3.2 and 3.5–3.6 in Temam [31, Chapter III, Sec-
tion 3]. 
In this paper an issue to be resolved is to extend the regularity result (iii) of Theorem 1.1 to
the polygonal domain case.
Let P be the concave vertex of the domain Ω , placed at the origin. The geometry of Ω near
the corner P is as follows. Let ω1 and ω2 be numbers satisfying −π < ω1 < 0 < ω2 < π . We
assume that in a neighborhood of P , Ω coincides with the sector
S = {(r cos θ, r sin θ): ω1 < θ < ω2, 0 < r < ∞}
where r = √x2 + y2 and θ = tan−1(y/x). The angle of the polygon at the origin is ω =
ω2 − ω1 > π . Let α = π/ω. We assume that ω 
= 2π . We now describe the formula of the
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of the singular functions. To describe these formula, consider the transcendental equation in [19]:
sin2(λω)− λ2 sin2 ω = 0.
This equation has an infinite number of complex solutions. Ordering these solutions with non-
decreasing real part, we get a nondecreasing sequence of numbers λi [19]:
1/2 < λ1 < α <Reλ2 <Reλ3 < 2α < · · · .
The numbers si are given by
si =Reλi + 1. (1.3)
The singular functions Φi and φi corresponding to the velocity and the pressure have the forms
Φi = χrλiTi (θ), φi = χrλi−1ξi(θ) (1.4)
where [Ti , ξi] is the eigenvector corresponding to λi , Ti is a trigonometric vector function with
Ti (ω1) = Ti (ω2) = 0 and ξi is a trigonometric scalar function, and χ is a smooth cutoff function
near the origin.
Some more information is available concerning the numbers λi [19]. If the vertex P is convex,
so ω < π , then λ1 = 1 is the unique and simple eigenvalue in the strip 0 < Reλ < α and its
corresponding velocity eigenfunction Ti is zero and the pressure eigenfunction ξi is constant. If
the vertex P is concave, so ω > π , then the first 3 roots, λi for i = 1,2,3, are real and satisfy the
inequalities
1/2 < λ1 < α < λ2 = 1 < λ3 < 2α, ω ∈ (π,ω∗), (1.5)
1/2 < λ1 < α < λ2 < λ3 = 1 < 2α, ω ∈ (ω∗,2π), (1.6)
where ω∗ is the unique solution of the equation tanω = ω in the interval (0,2π], in fact ω∗ ∼
1.4303π .
From (1.5)–(1.6) we have λ2 = 1 for ω ∈ (π,ω∗) and λ3 = 1 for ω ∈ (ω∗,2π). So the singular
function [Φi,φi] corresponding to this eigenvalue 1 does not have to be split from the solution.
Hence the order s of the Sobolev space Hs is chosen in the interval s1 < s  2 < s3 for ω ∈
(π,ω∗) and s2 < s  2 < s4 for ω ∈ (ω∗,2π). Throughout this paper we define N = 1 for ω ∈
(π,ω∗), N = 2 for ω ∈ (ω∗,2π) and set
E(r, t) = 1√
4π
t−3/2re−r2/4t , (u  v)(t) =
∞∫
0
u(t − s)v(s)ds. (1.7)
Here we give the main result of this paper, which is shown in Section 4.
Theorem 1.2. Let Ω be a bounded polygon having only one concave vertex placed at the origin.
Let N = 1 for ω ∈ (π,ω∗) and N = 2 for ω ∈ (ω∗,2π). Let sN < s  2 be given. Assume that
f ∈ L∞(0,T;Vs−2)∩ H1(0,T;V−1). If we write the solution [u,p] of (1.1) in the form
170 J.R. Kweon / J. Differential Equations 235 (2007) 166–198[u,p] =
N∑
j=1
(E(r, ·)  cj )[Φj ,φj ] + [uR,pR], (1.8)
then the remainder [uR,pR] ∈ L∞(0,T;Vs) × L∞(0,T;Hs−1), and the coefficient function cj
can be written by
cj (t) = 12πi
∫
γ
〈
Λj(λ); (λI − T )−1ηj (t)
〉
dλ, (1.9)
Λj(λ) is defined in (2.12) and a continuous linear functional on Vs−2 × Hs−1 for s > sj , ηj
is a vector function of the form given in (3.35) and (3.38), where i = √−1 and γ is a vertical
axis satisfying Reλ < 0, λ ∈ γ . Furthermore the function cj ∈ H(s−sj )/2(0,T) for s > sj , cj = 0
outside [0,T], and the remainder [uR,pR] satisfies the a priori estimate
‖uR‖L∞(0,T;Hs ) + ‖pR‖L∞(0,T;Hs−1) + ‖u′R‖L∞(0,T;Vs−2) +
N∑
j=1
‖cj‖H(s−sj )/2(0,T)
 C
(‖f‖L∞(0,T;Vs−2) + ‖f‖H1(0,T;V−1)), (1.10)
where C = C(T). If the domain Ω is convex, then [u,p] satisfies (1.10).
From Theorem 1.2 we see that the solution of problem (1.1) can have a corner singularity
expansion near concave corners, and if s = 2 is chosen, the remainder has the same regularity as
shown in the smooth domain (see the case (iii) of Theorem 1.1), and that the coefficient function,
called the stress intensity function, is well defined, can be expressed by a contour integral of
well-defined functions (for a detail, see Step 3 in the proof of Theorem 3.1). See [11] for the
contour integral of (1.9). The unique existence of solution of (1.1) can be shown by the same
method as given in the proof of Theorem 1.1. The formula Λj(λ) is a functional for the stress
intensity factor for the Stokes operator with parameter λ (see (2.12)) and the function cj in (1.9)
is the stress intensity function defined on the time interval, which is derived in (3.20) and Step 3
given in the proof of Theorem 3.1.
In order to show Theorem 1.2 we consider a linearized version of system (1.1). Let w be a
given vector function, with w|Σ = 0 and w(·,0) = 0. Then a linearized system of (1.1) reads
∂tu −u + (w · ∇)u + ∇p = f in Q,
div u = 0 in Q,
u = 0 on Σ,
u(·,0) = 0 in Ω. (1.11)
We define the Stokes operator L and the w-directional derivative operator Bw as follows:
L[v, q] := [−v + ∇q,div v], Bw[v, q] := [w · ∇v,0]. (1.12)
Using the operators T , L and Bw, system (1.11) can be written as follows:
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u = 0 on Σ,
u(·,0) = 0 in Ω. (1.13)
This formulation will be used later, for example, in expressing the stress intensity function in
terms of known data (see Step 3 in the proof of Theorem 3.1).
Next we give a result of the corner singularity expansion for the linear problem (1.11), which
is proved in Section 3.
Theorem 1.3. Let Ω have only one concave corner, placed at the origin. Suppose that w ∈
L∞(Q) and w′ ∈ L2(0,T;V)∩ L∞(0,T;H). (i) If f ∈ L2(0,T;Vs−2)∩ Hs−1(0,T;V−1) for 1
s < s1, then there is a unique solution [u,p] of (1.11), satisfying
‖u‖L2(0,T;Vs ) + ‖p‖L2(0,T;Hs−1) + ‖u′‖L2(0,T;Vs−2)
 C
(‖f‖Hs−1(0,T;V−1) + ‖f‖L2(0,T;Vs−2)), (1.14)
where C = C(T,‖w‖∞,Q,‖w′‖L2(0,T;V),‖w′‖L∞(0,T;H)). (ii) Let sN < s  2 be given. Assume
that f ∈ L2(0,T;Vs−2)∩ H1(0,T;V−1). If we write the solution [u,p] in the form
[
u(t),p(t)
]= N∑
j=1
(E  cj )(t)[Φj ,φj ] +
[
uR(t),pR(t)
]
, (1.15)
then the function cj ∈ H(s−sj )/2(0,T) for s > sj and is given by
cj (t) = 12πi
∫
γ
〈
Λj(λ); (λI − T )−1ηj (t)
〉
dλ, (1.16)
ηj is the vector function given in (3.35) and (3.38), where γ is a vertical axis satisfyingReλ < 0,
λ ∈ γ , and the remainder [uR,pR] satisfies
‖uR‖L2(0,T;Hs ) + ‖pR‖L2(0,T;Hs−1) + ‖u′R‖L2(0,T;Vs−2) +
N∑
j=1
‖cj‖H(s−sj )/2(0,T)
 C
(‖f‖L2(0,T;Vs−2) + ‖f‖H1(0,T;V−1)), (1.17)
where C = C(T,‖w′‖L2(0,T;V),‖w′‖L∞(0,T;H)). Furthermore, if we assume that f ∈ L∞(0,T;
Vs−2), then
‖uR‖L∞(0,T;Hs ) + ‖u′R‖L∞(0,T;Vs−2) + ‖pR‖L∞(0,T;Hs−1) +
N∑
j=1
‖cj‖H(s−sj )/2(0,T)
 C
(‖f‖L∞(0,T;Vs−2) + ‖f‖H1(0,T;V−1)), (1.18)
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[u,p] = [uR,pR] satisfies the inequalities (1.17) and (1.18).
In Theorem 1.3 the estimate (1.14), which is shown in Lemma 3.1, is a (maximal) regular-
ity that the solution of the linear problem (1.11) can have on the concave polygon Ω , without
subtracting corner singularities. The assumption on w is w′ ∈ L2(0,T;V) ∩ L∞(0,T;H), which
corresponds to the inequality (3.3) for u and the inequality (3.22) for the regular part uR . Also
the condition w ∈ L∞(Q) corresponds to the regularity uR ∈ L∞(0,T;Hs) for s > 1, in fact,
s ∈ (sN ,2]. For handling the nonlinearity we will split the fixed vector w into singular and regu-
lar parts (see (4.4)). The estimate (1.18) is used in solving the nonlinear problem (1.1).
The Laplace transform, denoted by L, is defined by
uˆ(z) := L{u(t)}(z) =
∞∫
0
e−ztu(t)dt, ξ :=Re z > 0,
and its inverse Laplace transform L−1 is defined by
u(t) := L−1{uˆ(z)}(t) = 1
2πi
c+i∞∫
c−i∞
ezt uˆ(z)dz (c is fixed).
Throughout this paper C denotes a generic positive constant and may take different values in
different places.
This paper is organized as follows. In Section 2 we define the stress intensity factors of corner
singularities, estimate them (see Lemmas 2.2–2.4) and derive a basic result of corner singular-
ity for the Stokes problem with parameter (see Theorem 2.2). In Section 3 we derive a corner
singularity expansion for a linearized Navier–Stokes system and estimate the remainder (see The-
orem 3.1). In Section 4 we show Theorem 1.2 for the nonlinear problem (1.1) by constructing a
fixed point mapping.
2. The Stokes problem with parameter
We show a basic result of corner singularity for the stationary Stokes problem (2.1) with
complex parameter on the polygon Ω (see Theorem 2.2). In the result we construct the stress
intensity factors depending on the parameter, subtract corner singularities depending on the pa-
rameter from the solution and show an increased regularity for the remainder. This result will be
used in deriving the corner singularity result for the evolution Stokes problem (1.11).
First we state a basic result of the corner singularity to the stationary Stokes problem, which
can be derived from [10,19] and the interpolation theory [23].
Theorem 2.1. Let Ω have only one concave corner, placed at the origin. Suppose f ∈ V−1. Then
there is a unique solution [u,p] ∈ V × L20 for the Stokes problem: L[u,p] = [f,0] in Ω and
u = 0 on Γ . If 1 s < s1 and f ∈ Vs−2, then ‖u‖s + ‖p‖s−1  C‖f‖Vs−2 for a constant C.
On the other hand, let 1 i N be given where N = 1 or 2, depending on the angle ω > π
(see (1.5)–(1.6)). There is a bounded linear functional Λi on Vs−2 × Hs−1, s > si , and the
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If f ∈ Vs−2 for s > sN , then the solution can be split as follows:
[u,p] =
N∑
i=1
Λi(f,0)[Φi,φi] + [uR,pR],
with [uR,pR] ∈ Hs × Hs−1. Also, if f ∈ Vs−2 for s > sN , the remainder [uR,pR] and the stress
intensity coefficients Λi(f,0) satisfy the a priori estimate
‖uR‖s + ‖pR‖s−1 +
N∑
i=1
∣∣Λi(f,0)∣∣C‖f‖Vs−2
where C is a generic constant.
Now we are going to establish a regularity result like Theorem 2.1 for the Stokes problem with
parameter (see Theorem 2.2). For certain related references one may refer to [6,7], in which the
Stokes system or the Stokes system with parameter were studied in three-dimensional domains
with conical boundary points but the approaches are different.
The Stokes problem with parameter is defined as follows: given complex number ζ with
Re ζ > 0, find [u,p] ∈ V × L20 such that
(−+ ζ )u + ∇p = h in Ω,
div u = 0 in Ω,
u = 0 on Γ. (2.1)
It is assumed that the number ζ is not the eigenvalue of the Stokes operator L. We denote Lζ by
the Stokes operator with the parameter ζ as follows:
Lζ [u,p] :=
{
(−+ ζ )u + ∇p,
div u.
(2.2)
We next give an existence result of (2.1) and its a priori estimate.
Lemma 2.1. Let ξ :=Re ζ > 0. (i) For h ∈ V−1, there is a unique solution [u,p] = L−1ζ [h,0] ∈
V × L20 of (2.1), satisfying the a priori estimate
(
1 + |ζ |)1/2‖∇u‖0 + (1 + |ζ |)‖u‖0 + ‖p‖0  C(1 + |ζ |)1/2‖h‖V−1, (2.3)
where C is a constant not depending on ζ . (ii) If h ∈ L2, then
(
1 + |ζ |)1/2‖∇u‖0 + (1 + |ζ |)‖u‖0 + ‖p‖0 C‖h‖0,
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H and V−1 for 0 < s < 1, then the velocity u satisfies
|ζ |‖u‖V−s  C‖h‖V−s
for a constant C.
Proof. (i) Multiplying the first equation of (2.1) by ζu and the second equation by ζ¯ p, adding
together and doing integration by parts,
ζ¯‖∇u‖20 + |ζ |2‖u‖20 + 2i
{∫
Ω
p¯ div(ζu)dx
}
= ζ¯
∫
Ω
h · u¯ dx, (2.4)
where the “bar” means the complex conjugate. Taking the real part of (2.4),
ξ‖∇u‖20 + |ζ |2‖u‖20  C|ζ |
∫
Ω
|h · u¯|dx, (2.5)
where C is a constant not depending on ζ := ξ + iη. Next, multiplying the first equation of (2.1)
by (η + iξ)u and the second equation by (η − iξ)p and adding together,
(η − iξ)‖∇u‖20 + (ξ + iη)(η − iξ)‖u‖20 + 2i
{∫
Ω
p¯ div
[
(η + iξ)u]dx}
= (η − iξ)
∫
Ω
h · u¯ dx.
Taking the real part to both sides of above equation,
|η|‖∇u‖20 + 2ξ |η|‖u‖20  |ζ |
∫
Ω
|h · u¯|dx.
Combining this with (2.5),
|ζ |‖∇u‖20 + |ζ |2‖u‖20  C|ζ |
∫
Ω
|h · u¯|dx, (2.6)
where C is a generic constant not depending on ζ . Since
|ζ |
∫
Ω
|h · u¯|dx |ζ |2‖u‖20 +C−1‖h‖20, ∀ > 0,
and taking  = 1/2, combining with (2.6),
|ζ |1/2‖∇u‖0 + |ζ |‖u‖0  C‖h‖0. (2.7)
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‖∇u‖20 + |ζ |‖u‖20 C‖h‖V−1‖u‖1
C‖h‖V−1
(‖u‖0 + ‖∇u‖0)
 δ1‖u‖20 + δ2‖∇u‖20 +Cδ−11 ‖h‖2V−1 +Cδ−12 ‖h‖2V−1,
where δi are arbitrary numbers. Taking δ1 = |ζ |/2 and δ2 = 1/2, we have
|ζ |1/2‖∇u‖0 + |ζ |‖u‖0  C
(
1 + |ζ |)1/2‖h‖V−1,
where C is a constant.
To estimate the pressure, recalling the space V = {v ∈ H10(Ω): div v = 0}, a weak form of
problem (2.1) is to find u ∈ V such that
∫
Ω
(−u + ζu − h) · v¯ dx = 0, ∀v ∈ V. (2.8)
By Temam [31, Proposition 1.1.1], there exists a function p ∈ L2 such that ∇p = u − ζu + h
holds in the distributional sense. So
‖p‖0  C
(‖∇u‖0 + |ζ |‖u‖0 + ‖h‖V−1) (2.9)
for a constant C. Thus (2.3) follows.
(ii) Using the inequalities (2.7) and (2.9), the required inequality follows.
(iii) From (2.8) one has ‖∇u‖0  C‖h‖V−1 for a constant C. Since
|ζ |
∫
Ω
|u · v¯|dx
‖v‖1  ‖u + h‖V−1, ∀v ∈ V, v 
= 0,
we have
|ζ |‖u‖V−1  ‖u‖V−1 + ‖h‖V−1
 ‖u‖−1 + ‖h‖V−1
C
(‖∇u‖0 + ‖h‖V−1)
C‖h‖V−1 (2.10)
where (2.3) was used in the above last inequality. Thus |ζ |‖u‖V−1  C‖h‖V−1 for a constant C.
Next we estimate the function u in the space V−s (0 < s < 1) (see Lions and Magenes [23]).
Recall that
V ⊂ H ⊂ L2, V ⊂ H10 = V ⊕ V⊥ ⊂ H ⊕ H⊥ = L2.
So H ⊂ H−1 ⊂ V−1 and V−s ⊂ V−1 for 0 < s < 1. Using (2.10) and |ζ |‖u‖0  C‖h‖0 by (2.7),
the required inequality follows. 
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in an explicit way. We use similar procedures like the ones used for the Laplace problem with
parameter (see [11]) but much more complicated computational techniques are involved because
we have to handle the Stokes operator with parameter.
Using the Stokes operator L in (1.12), equations in (2.1) can be rewritten in the form L[u,p] =
[h − ζu,0]. By Theorem 2.1, the solution [u,p] of (2.1) belongs to the space
(
Hs × Hs−1)⊕ span{[Φi,φi]: i = 1, . . . ,N},
where sN < s  2 and the number N = 1 or 2, depending on the angle ω > π (see (1.5)–(1.6)).
Since e−r
√
ζ → 1 as r → 0, we have
(
1 − e−r
√
ζ
)[Φi,φi] ∈ Hsi × Hsi−1,
so [Φi,φi] and e−r
√
ζ [Φi,φi] have same behaviors near r = 0. Also the solution [u,p] belongs
to the space
[u,p] ∈ (Hs × Hs−1)⊕ span{e−r√ζ [Φi,φi]: i = 1, . . . ,N},
where sN < s  2. This implies that there exist constants ci, 1  i  N , depending on ζ such
that
[u,p] =
N∑
i=1
cie
−r√ζ [Φi,φi] + [uR,pR], (2.11)
where [uR,pR] ∈ Hs × Hs−1 for sN < s  2. Hence e−r
√
ζ [Φi,φi] is the singularity pair of
velocity and pressure depending on the parameter ζ . Since the coefficient ci of the singular part
in (2.11) depends on h, we define a mapping Λζi by
Λ
ζ
i (h, g) := ci,
where we set g = 0.
In general, if the mapping Λζi is a continuous linear functional on V
s−2 × Hs−1 for s > si ,
then there exists [vi , ηi] ∈ V2−s × H1−s such that
Λ
ζ
i (h, g) =
∫
Ω
h · v¯i + gη¯i dx. (2.12)
Using the eigenfunction pair [Ti , ξi] corresponding to the eigenvalue λi of the Stokes operator L
(see (1.4)–(1.6)) we will define the pair [vi , ηi] of (2.12) having the form
vi (ζ ) = γi
(
e−r
√
ζ r−λiTi +Ψi
)
, ηi(ζ ) = γi
(
e−r
√
ζ r−λi−1ξi +ψi
)
. (2.13)
In subsequent lemmas we will construct the pair [Ψi,ψi] and the number γi in (2.13).
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(i) [vi , ηi] ∈ V2−s × H1−s for s > si,
(ii) Lζ [vi , ηi] = 0,
(iii) vi = 0 on Γ , except the corners of Ω ,
(iv) ∫
Ω
Lζ [Φi,φi] · [v¯i , η¯i]dx = 1.
Proof. Set [u1,p1] = [u,p] and write, for j = 1, . . . ,N ,
[uj ,pj ] =
j∑
i=1
cie
−r√ζ [Φi,φi] + [uj+1,pj+1].
Inserting [uj ,pj ] into the equation Lζ [u,p] = [h, g], multiplying by [vj , ηj ], and integrating
over Ω , we have, for j = 1, . . . ,N ,
0 =
∫
Ω
Lζ [uj+1,pj+1] · [v¯j , η¯j ]dx
=
∫
Ω
[uj+1,pj+1] · Lζ [v¯j , η¯j ]dx.
Since [uj+1,pj+1] is a smoother part of the solution of (2.1) for any function h ∈ Vs−2 for
s > sj , we conclude that Lζ [vj , ηj ] = 0. So (ii) follows. Inserting the identity
[Φj ,φj ] = e−r
√
ζ [Φj ,φj ] +
(
1 − e−r
√
ζ
)[Φj ,φj ]
into the operator Lζ , multiplying by [vj , ηj ], and integrating over Ω and recalling that
(1 − e−r√ζ )[Φj ,φj ] ∈ Hs × Hs−1, the identity (iv) follows. (iii) follows from the boundary
condition of (2.19) given below. (i) will be shown later (see Lemma 2.4 below). 
For i = 1, . . . ,N , we set
Ei = e−r
√
ζ r−λiTi (θ), σi = e−r
√
ζ r−λi−1ξi(θ). (2.14)
Lemma 2.3. For 1 i N let [Fi , gi] := Lζ [Ei,σi] the image of [Ei,σi] by the operator Lζ . If
s > si , then [Fi , gi] ∈ H−s × H1−s , with the inequality∥∥[Fi , gi]∥∥H−s×H1−s  C(1 + |ζ |)(si−s)/2.
Proof. Let U and V be the polar components of the vector u = [u1, u2] defined by U =
u1 cos θ + u2 sin θ and V = −u1 sin θ + u2 cos θ . In the polar coordinate (r, θ) the Stokes op-
erator Lζ has the form
Lζ =
⎛
⎜⎝
−+ ζ + r−2 2r−2∂θ ∂r
−2r−2∂θ −+ ζ + r−2 r−1∂θ
r−1 + ∂ r−1∂ 0
⎞
⎟⎠ (2.15)r θ
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[Fi,1,Fi,2]. Then [Fi , gi] has the following three components
Fi,1 = (1 − 2λi)
√
ζ r−1Ei,1 −
√
ζσi,
Fi,2 = (1 − 2λi)
√
ζ r−1Ei,2,
gi = −
√
ζe−r
√
ζ r−λiTi,1, (2.16)
which follows from the fact (see [19, (5.1.4)]) that: for λ = −λi , the eigenpair [Ti , ξi] satisfies
−T ′′i,1 +
(
1 − λ2i
)Ti,1 + 2T ′i,2 = (−λi − 1)ξi,
−T ′′i,2 +
(
1 − λ2i
)Ti,2 − 2T ′i,1 = −ξ ′i ,
(1 − λi)Ti,1 + T ′i,2 = 0. (2.17)
Note that equations in (2.17) can be obtained by applying the pair[
r−λiTi (θ), r−λi−1ξi(θ)
]
to the Stokes operator transformed by the polar coordinate [19, Section 5.1].
Setting δi =Reλi , the function Fi := (Fi1,Fi2) of (2.16) is estimated by
|Fi | C
(
1 + |ζ |1/2)r−δi−1e−r√|ζ | cos(θ∗/2),
where θ∗ ∈ (−π/2,π/2) is the argument of ζ with Re ζ > 0. Since
√
2/2 cos(θ∗/2) 1, θ∗ ∈ (−π/2,π/2),
and using [10, Theorem 1.4.4.4],
‖Fi‖2−s  C
∥∥rsFi∥∥20,Ω
 C
(
1 + |ζ |)
∞∫
0
r2(s−δi−1)+1e−
√
2r
√|ζ | dr
(
letting t = r√1 + |ζ | and c1 = √|ζ |/√1 + |ζ |
)
 C
(
1 + |ζ |)−s+δi+1
∞∫
0
t2(s−δi )−3e−2c1t dt
 C
(
1 + |ζ |)si−s ,
which follows from the fact that
∞∫
t2(s−δi )−3e−2c1t dt < ∞, if s > si .0
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estimated by
|gi |C
(
1 + |ζ |1/2)r−δi e−r√|ζ | cos(θ∗/2)
where θ∗ is the argument of ζ with Re ζ > 0. Hence, if s > si , one can show ‖gi‖1−s,Ω 
C(1 + |ζ |)(si−s)/2 for a constant C. 
In next lemma we show the first property (i) of Lemma 2.3.
Lemma 2.4. For each 1 i N , there is a constant K , not depending on ζ , such that the pair
[vi , ηi] of (2.13) satisfies
‖vi‖2−s + ‖ηi‖1−s K
(
1 + |ζ |)(si−s)/2 for s > si . (2.18)
Proof. Recall that [Fi , gi] := Lζ [Ei,σi]. For si < s < si+1, [Fi , gi] ∈ H−s × H1−s by
Lemma 2.3. From the identity (ii) in Lemma 2.2, one can look for the pair [Ψi,ψi] ∈
H2−s × H1−s , satisfying
Lζ [Ψi,ψi] = −[Fi , gi] in Ω, Ψi |Γ = −Ei |Γ . (2.19)
Using the ellipticity of Lζ and Lemma 2.3, one has
‖Ψi‖2−s + ‖ψi‖1−s  C
(‖Fi‖−s + ‖gi‖1−s)
 C
(
1 + |ζ |)(si−s)/2 (2.20)
where C is a generic constant.
We next compute ‖Ei‖2−s and ‖σi‖1−s as follows. Note that 1−Reλi+1 < 2− s < 1−Reλi
and −Reλi+1 < 1 − s < −Reλi < 0. Using [10, Theorem 1.4.4.4], we have
‖σi‖21−s 
∥∥rs−1σi∥∥20
 C
∞∫
0
r2(s−Reλi−1)−1e−r
√
2|ζ | dr
 C
(
1 + |ζ |)si−s , (2.21)
where C is a constant. To show that ‖Ei‖2−s < ∞, it suffices to show that the following quantities
1∫
0
1∫
0
|e−r√ζ r−λi − e−r1√ζ r−λi1 |2
|r − r1|1+2(2−s) r dr dr1
ω2∫
ω1
∣∣Ti (θ)∣∣2 dθ, (2.22)
ω2∫ ω2∫ |Ti (θ)− Ti (θ1)|2
|θ − θ1|1+2(2−s) dθ dθ1
1∫ ∣∣e−r√ζ r−λi ∣∣2r1−2(2−s) dr (2.23)ω1 ω1 0
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√
2 where θ∗ is the
argument of ζ with Re ζ > 0. Since s > si =Reλi + 1 and Ti is a smooth function of θ , the
term (2.23) is estimated by
1∫
0
∣∣e−r√ζ r−λi ∣∣2r2s−3 dr =
1∫
0
e−2r
√|ζ | cos(θ∗/2)r2(s−δi−1)−1 dr  C
(
1 + |ζ |)si−s ,
where δi :=Reλi . We next estimate (2.22). Note that
∣∣e−r√ζ r−λi − e−r1√ζ r−λi1 ∣∣ r−δi ∣∣e−r√ζ − e−r1√ζ ∣∣+ e−r1√ζ ∣∣r−λi − r−λi1 ∣∣
 C
(
r−δi
∣∣e−ar√|ζ | − e−ar1√|ζ |∣∣+ e−ar1√|ζ |∣∣r−λi − r−λi1 ∣∣),
where a = cos(θ∗/2). Letting η = a√1 + |ζ |, τ = ηr , τ1 = ηr1 and c = √|ζ |/η, we have
1∫
0
1∫
0
|e−ar
√|ζ | − e−ar1
√|ζ ||2
|r − r1|5−2s r
1−2λi dr dr1
= (a2(1 + |ζ |))si−s
η∫
0
η∫
0
|e−cτ − e−cτ1 |2
|τ − τ1|5−2s dτ dτ1
 C
(
1 + |ζ |)si−s
η∫
0
η∫
0
e−cτ∗ |τ − τ1|2s−3 dτ dτ1
 C
(
1 + |ζ |)si−s , (2.24)
where τ∗ is a number between τ and τ1. Similarly, for η = a√1 + |ζ |, we have
1∫
0
1∫
0
|r−λi − r−λi1 |2
|r − r1|5−2s e
−2ar1√|ζ |r dr dr1
= (a2(1 + |ζ |))si−s
η∫
0
η∫
0
|τ−λi − τ−λi1 |2
|τ − τ1|5−2s τe
−2cτ1 dτ dτ1
 C
(
1 + |ζ |)si−s
η∫
0
η∫
0
τe−2cτ1 |ττ1|−2δi |τ − τ1|2s−5
∣∣τλi − τλi1 ∣∣2 dτ dτ1 (setting τ = τ1t)
 C
(
1 + |ζ |)si−s
η∫
0
τ
2s−2δi−3
1 e
−2cτ1 dτ1
η/τ1∫
0
t1−2δi |t − 1|2s+2δi−5 dt
 C
(
1 + |ζ |)si−s , (2.25)
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2s − 2δi − 3 > −1, 2s + 2δi − 5 > −1, 1 − 2δi > −1.
Thus ‖Ei‖2−s  C(1 + |ζ |)(si−s)/2 for a constant C.
By the identity (iv) in Lemma 2.2 we compute the number γi of (2.13). This gives
1/γi =
∫
Ω
Lζ [Φi,φi] ·
([E¯i , σ¯i] + [Ψ¯i , ψ¯i])dx. (2.26)
Using (2.19),
∫
Ω
Lζ [Φi,φi] · [Ψ¯i , ψ¯i]dx =
∫
Ω
Φi(ζ Ψ¯i −Ψ¯i + ∇ψ¯i)dx
−
∫
Ω
φi div Ψ¯i dx +
∫
Γ
(
φin − ∂Φi
∂n
)
Ψ¯i +Φi
(
∂Ψ¯i
∂n
− ψ¯in
)
ds
=
∫
Ω
[Φi,φi] · Lζ [Ψ¯i , ψ¯i]dx
= −
∫
Ω
[Φi,φi] · Lζ [E¯i , σ¯i]dx, (2.27)
where we used Eq. (2.19) in the last integral. Combining (2.26) and (2.27),
1/γi =
∫
Ω
Lζ [Φi,φi] · [E¯i , σ¯i] − [Φi,φi] · Lζ [E¯i , σ¯i]dx
=
∫
Ω
−ΦiE¯i +ΦiE¯i dx +
∫
Ω
∇φi · E¯i + φi div E¯i dx −
∫
Ω
Φi · ∇σ¯i + σ¯i divΦi dx
=
∫
Ω
−ΦiE¯i +ΦiE¯i dx + lim
→0
∫
∂Ω
φiE¯i · n − σ¯iΦi · n ds
=
∫
Ω
−E¯iΦi +ΦiE¯i dx, (2.28)
which follows from
lim
→0
∫
∂Ω
φiE¯i · n − σ¯iΦi · n ds = lim
→0
∫
Γ
φiE¯i · n − σ¯iΦi · n ds = 0,
where Ω = Ω ∩ {r > } and Γ is the arc defined by r =  and ω1 < θ < ω2 oriented positively
with respect to 0. Note that the last integral (2.28) may not vanish because the classical Green
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of the corresponding integral over Ω. Now
1/γi = lim
→0
∫
Ω
−E¯iΦi +ΦiE¯i dx
= lim
→0
∫
∂Ω
−E¯i ∂Φi
∂n
+Φi ∂E¯i
∂n
ds
= lim
→0
∫
Γ
−E¯i ∂Φi
∂n
+Φi ∂E¯i
∂n
ds. (2.29)
So
1/γi = lim
→0 
ω2∫
ω1
−E¯i ∂Φi
∂r
+Φi ∂E¯i
∂r
dθ
= lim
→0 e
−ζ1(−2λi − ζ1)
ω2∫
ω1
∣∣Ti (θ)∣∣2 dθ
= −2λi
ω2∫
ω1
∣∣Ti (θ)∣∣2dθ (2.30)
where ζ1 is the conjugate of √ζ . Hence the γi is defined by the equality (2.30) since Ti is a known
trigonometric vector function of θ . Thus the inequality (2.18) follows by (2.20)–(2.25). 
Using Theorem 2.1 and Lemmas 2.1–2.4 we show that the solution of (2.1) can be decom-
posed into singular and regular parts and that the regular part can have an increased regularity.
This can be compared with the one of the stationary Stokes problem given in Theorem 2.1.
Theorem 2.2. Let ξ := Re ζ > 0. For each i = 1, . . . ,N the linear functional Λζi , defined
by (2.12), is continuous on Vs−2 × Hs−1 for s > si and satisfies the inequality
(
1 + |ζ |)(s−si )/2∣∣Λζi (h,0)∣∣ C‖h‖s−2, (2.31)
and the pair [Φi(ζ ),φi(ζ )] /∈ Hsi × Hsi−1, where
Φi(ζ ) = χe−r
√
ζ rλiTi (θ), φi(ζ ) = χe−r
√
ζ rλi−1ξi(θ). (2.32)
On the other hand, if sN < s  2 and h ∈ Vs−2, then the solution [u,p] of (2.1) can be split
as follows:
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N∑
i=1
Λ
ζ
i (h,0)
[
Φi(ζ ),φi(ζ )
]+ [uR,pR], (2.33)
and the regular part [uR,pR] ∈ (Hs ∩ H10)× Hs−1, and satisfies
‖uR‖s + ‖pR‖s−1 + |ζ |‖uR‖s−2  C‖h‖s−2. (2.34)
Proof. The existence of the functional Λζi is shown by (2.12), (2.13) and Lemma 2.2. Using
Lemma 2.4, we have, for each i = 1, . . . ,N ,
∣∣Λζi (h,0)∣∣ C‖h‖s−2(‖vi‖2−s + ‖ηi‖1−s)C‖h‖s−2(1 + |ζ |)(si−s)/2
for s > si. Hence (2.31) is shown. Next we show the regularity (2.34). Inserting the decomposi-
tion (2.11) with ci = Λζi (h,0) into the equations in (2.1) and setting
hs =
N∑
i=1
Λ
ζ
i (h,0)
[
(−+ ζ )Φi(ζ )+ ∇φi(ζ )
]
,
gs = −
N∑
i=1
Λ
ζ
i (h,0)divΦi(ζ ), (2.35)
the remainder [uR,pR] satisfies
(−+ ζ )uR + ∇pR = h + hs in Ω,
div uR = gs in Ω,
uR = 0 in Γ. (2.36)
We claim that if sN < s < sN+1, then ‖hs‖s−2 + ‖gs‖s−1  C‖h‖s−2 for a constant C. For this
we first express the functions hs and gs explicitly. We set Φi = [Φi,1,Φi,2], Ti = [Ti,1,Ti,2] and
ki,1 =
√
ζe−r
√
ζ rλi−1
[
(1 + 2λi)Ti,1(θ)− φi(θ)
]
,
ki,2 = (1 + 2λi)
√
ζe−r
√
ζ rλi−1Ti,2(θ),
ki,3 = −
√
ζe−r
√
ζ rλiTi,1(θ). (2.37)
Letting χ = χ(r), hs = [hs,1, hs,2] in (2.35) and using (2.15), we have
hs,1 =
N∑
i=1
Λ
ζ
i (h,0)
[
χki,1 −Φi,1(ζ )χ + φi(ζ )χ ′(r)+ 2χ ′(r)∂rΦi,1(ζ )
]
,
hs,2 =
N∑
i=1
Λ
ζ
i (h,0)
[
χki,2 −Φi,2(ζ )χ + 2χ ′(r)∂rΦi,1(ζ )
]
,
gs =
N∑
Λ
ζ
i (h,0)
[
χki,3 +Φi,1(ζ )χ ′(r)
]
. (2.38)i=1
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in estimating (2.22) and (2.23), for i = 1, . . . ,N and si < s < si+1, we have
‖ki,1‖s−2 +
∥∥∂rΦi,1(ζ )∥∥s−2 C(1 + |ζ |)(s−si )/2,
and
∥∥Φi,1(ζ )χ − φi(ζ )χ ′(r)∥∥s−2 Ce−aRe√ζ
C
(
1 + |ζ |)(s−si )/2
where a = cos(θ∗/2) > 0. Hence, using (2.31),
‖hs,1‖s−2  C‖h‖s−2
N∑
i=1
∣∣Λζi (h,0)∣∣(1 + |ζ |)(s−si )/2
 C‖h‖s−2. (2.39)
Similarly, one can easily show that ‖hs,2‖s−2 + ‖gs‖s−1  C‖h‖s−2 for a constant C. Using
Theorem 1.1, Lemmas 2.1 and 2.4, the solution [uR,pR] of (2.36) satisfies, for sN < s  2,
‖uR‖s + ‖pR‖s−1  C
(‖hs‖s−2 + ‖gs‖s−1 + |ζ |‖uR‖s−2 + ‖h‖s−2)
 C‖h‖s−2.
Thus we have shown (2.34). 
IfRe ζ > 0, the operator Lζ = L+ ζ I is invertible from V−1 ×L20 into V×L20 by Lemma 2.1.
Set Sζ = L−1ζ the inverse of Lζ . By Theorem 2.2 the regular part of Sζ can be defined as follows:
Sζ,R[h,0] := Sζ
([h,0] + [hs , gs]), (2.40)
where [hs , gs] is given in (2.35). In other words, if we define [uR,pR] = Sζ,R[h,0], then
[uR,pR] satisfies the inequality (2.34). Since Lζ = L+ζ I , the resolvent of L is split into singular
and regular parts:
(L + ζ I )−1 = Sζ,R +
N∑
i=1
Λ
ζ
i ⊗
[
Φ
ζ
i ,φ
ζ
i
]
, (2.41)
where Sζ,R is continuous from Vs−2 × Hs−1 onto Hs × Hs−1 for s  2 and Λζi is continuous on
Vs−2 × Hs−1 satisfying |Λζ | C(1 + |ζ |)(si−s)/2 for s > si .i
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We show unique existence of solution for the linearized problem (1.11) and using Theo-
rem 2.2, if the solution is split in a decomposition of singular and regular parts, we show that the
coefficient of corner singularity can be expressed in terms of known data f, w and that the regular
part has an increased regularity.
In order to show unique existence of (1.11) we consider the bilinear form
a(u,v) =
∫
Ω
∇u · ∇v + (w · ∇)uv dx, u,v ∈ H10.
If f ∈ L2(0,T;V−1) is given, we find u ∈ L2(0,T;V) satisfying u′ ∈ L2(0,T;V−1) and
〈u′,v〉 + a(u,v) = 〈f,v〉, ∀v ∈ V,
u(0) = 0, (3.1)
where 〈 , 〉 is the duality pairing on V−1 × V.
Lemma 3.1. Let Ω be a bounded polygon with only one concave vertex. Suppose that w ∈
L∞(0,T;V) and w(0) = 0. (i) If f ∈ L2(0,T;V−1), there is a unique solution [u,p] of (1.11)
satisfying
‖u‖L2(0,T;V) + ‖u′‖L2(0,T;V−1) + ‖u‖L∞(0,T;L2) + ‖p‖L2(0,T;L2)
 C‖f‖L2(0,T;V−1), (3.2)
where C = C(T,‖w‖L∞(0,T;V)). (ii) If f ∈ H1(0,T;V−1) and w′ ∈ L2(0,T;V) ∩ L∞(0,T;H),
then
‖u′‖L∞(0,T;H) + ‖u′‖L2(0,T;V)  C1‖f‖H1(0,T;V−1) (3.3)
where C1 = C(T,‖w′‖L2(0,T;V),‖w′‖L∞(0,T;H)). (iii) Assume that the hypotheses given in (ii)
hold. If f ∈ L2(0,T;Vs−2) for 1 < s < s1 and w ∈ L∞(Q), then
‖u‖L2(0,T;Vs ) + ‖p‖L2(0,T;Hs−1) + ‖u′‖L2(0,T;Vs−2)
 C2
(‖f‖Hs−1(0,T;V−1) + ‖f‖L2(0,T;Vs−2)), (3.4)
where C2 = C(C1,‖w‖∞,Q).
Proof. (i) By (3.1) and since w ∈ V, we have
d
dt
‖u‖20 + 2‖∇u‖20  2‖f‖V−1‖u‖V
 ‖∇u‖20 + ‖u‖20 + ‖f‖2 −1 . (3.5)V
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tegrating both sides of (3.5), we have ‖u‖L∞(0,T;L2) + ‖u‖L2(0,T;V)  C‖f‖L2(0,T;V−1). Using
Temam [31, Lemma 3.4], we have ‖w · ∇u‖V−1 
√
2‖w‖V‖u‖V and from (3.1), one has
‖u′‖L2(0,T;V−1) C‖f‖L2(0,T;V−1), (3.6)
where C = C(‖w‖L∞(0,T;V)). From Temam [31, Section 3.5], there is a pressure function p ∈
L2(0,T;L2) satisfying the momentum equation in (1.11). Hence (3.2) follows.
(ii) Differentiating (3.1) with respect to time t and taking v = u′, one has
d
dt
‖u′‖20 + 2‖∇u′‖20  2
∣∣〈w′ · ∇u,u′〉∣∣+ 2∣∣〈f ′,u′〉∣∣
 2
∣∣〈w′ · ∇u,u′〉∣∣+ 2‖f ′‖V−1‖u′‖V. (3.7)
Using Temam [31, Lemma 3.4] we have
T∫
0
∣∣〈w′ · ∇u,u′〉∣∣dt
 21/2‖w′‖1/2L∞(0,T;H)‖u′‖1/2L∞(0,T;H)
T∫
0
(‖w′‖V‖u′‖V)1/2‖u‖V dt
 21/2‖w′‖1/2L∞(0,T;H)‖u′‖1/2L∞(0,T;H)‖w′‖1/2L2(0,T;V)‖u′‖
1/2
L2(0,T;V)‖u‖L2(0,T;V)
= (a1‖u‖L2(0,T;V)‖u′‖L∞(0,T;H))1/2(‖u‖L2(0,T;V)‖u′‖L2(0,T;V))1/2
 a1‖u‖L2(0,T;V)‖u′‖L∞(0,T;H) + ‖u‖L2(0,T;V)‖u′‖L2(0,T;V)
 1
2
(
1‖u′‖2L∞(0,T;H) + 2‖u′‖2L2(0,T;V)
)
+ 1
2
(
−11 a
2
1 + −12
)‖u‖2L2(0,T;V), ∀i > 0, (3.8)
where a1 = 21/2‖w′‖1/2L∞(0,T;H)‖w′‖1/2L2(0,T;V). Integrating both sides of (3.7) from 0 to t , using
(3.8) and (3.2),
∥∥u′(t)∥∥20 + 2
t∫
0
∥∥∇u′(s)∥∥20 ds
 1‖u′‖2L∞(0,T;H) + (δ + 2)‖u′‖2L2(0,T;V)
+ (−11 a21 + −12 )‖u‖2L2(0,T;V) + δ−1μ‖f ′‖2L2(0,T;V−1)
 1‖u′‖2L∞(0,T;H) + (δ + 2)‖u′‖2L2(0,T;V)
+ (−1a21 + −1)‖f‖22 −1 + δ−1‖f ′‖22 −1 , ∀i > 0, ∀δ > 0. (3.9)1 2 L (0,T;V ) L (0,T;V )
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(iii) From (3.3), we have
‖u′‖L2(0,T;H) C1‖f‖H1(0,T;V−1). (3.10)
Using (3.6), (3.10), the intermediate space V−σ = [H,V−1]σ for 0 < σ < 1 and [23, Theo-
rem 5.1],
‖u′‖L2(0,T;V−σ )  C1‖f‖H1−σ (0,T;V−1). (3.11)
Using Theorem 2.1 and w ∈ L∞(Q), for 1 < s < s1 the solution of (1.11) satisfies
∥∥u(t)∥∥
s
+ ∥∥p(t)∥∥
s−1
 C
(∥∥u′(t)∥∥
s−2 +
∥∥w(t)∥∥∞,Ω∥∥u(t)∥∥s−1 + ∥∥f(t)∥∥s−2)
 C
(∥∥u′(t)∥∥
s−2 +
∥∥u(t)∥∥
s−1 +
∥∥f(t)∥∥
s−2
)
, ∀a.e. t ∈ [0,T], (3.12)
where C = C(‖w‖∞,Q). Squaring both sides of (3.12), integrating on the interval [0,T], using
the fact that ‖u(t)‖s−1  ‖u(t)‖1 for s < 1 + λ1, and (3.11), we obtain (3.4) with the constant
C2. 
Using Theorem 2.2 and Lemma 3.1, we can derive the following result:
Theorem 3.1. Let sN < s  2 be given. Suppose that w ∈ L∞(Q) and w′ ∈ L2(0,T;V) ∩
L∞(0,T;H). If we assume that f ∈ L2(0,T;Vs−2) ∩ H1(0,T;V−1) and if we write the solution
[u,p] in the form
[
u(t),p(t)
]= N∑
j=1
(E  cj )(t)[Φj ,φj ] +
[
uR(t),pR(t)
]
, (3.13)
then the function cj ∈ H(τ−sj )/2(0,T) for τ > sj and is given by
cj (t) = 12πi
∫
γ
〈
Λj(λ); (λI − T )−1ηj (t)
〉
dλ, (3.14)
Λj(λ) is defined in (2.12), ηj is the vector function given in (3.35) and (3.38) below, where γ is
a vertical axis satisfying Reλ < 0, λ ∈ γ , and the remainder [uR,pR] satisfies
‖uR‖L2(0,T;Hs ) + ‖pR‖L2(0,T;Hs−1) + ‖u′R‖L2(0,T;Vs−2) +
N∑
j=1
‖cj‖H(s−sj )/2(0,T)
 C1
(‖f‖L2(0,T;Vs−2) + ‖f‖H1(0,T;V−1)) (3.15)
where C1 is given in Lemma 3.1. Furthermore, if f ∈ L∞(0,T;Vs−2), then
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N∑
j=1
‖cj‖H(s−sj )/2(0,T)
 C2
(‖f‖L∞(0,T;Vs−2) + ‖f‖H1(0,T;V−1)), (3.16)
where C2 is given in Lemma 3.1.
Proof. The proof consists of three steps.
Step 1. Extending all functions by zero outside [0,T], taking the Laplace transform to (1.11)
and using u(0) = 0, we have
(−+ ζ )uˆ + ∇pˆ +L{w · ∇u} = fˆ in Ω,
div uˆ = 0 in Ω,
uˆ = 0 on Γ. (3.17)
From Theorem 2.2, we see that if fˆ ∈ Vs−2 for sN < s  2, then the solution [uˆ, pˆ] of (3.17) can
be written by: for number ζ with Re ζ > 0,
[uˆ, pˆ] =
N∑
j=1
c
ζ
j e
−r√ζ [Φj ,φj ] + [uˆR, pˆR] (3.18)
and the coefficient cζj is given by c
ζ
j = Λζj [h,0] with h = L{f − w · ∇u}, satisfies the inequal-
ity (2.31) and the remainder [uˆR, pˆR] satisfies the inequality (2.34). Moreover the coefficient
function cζj e
−r√ζ is the Laplace transform of a convolution in the time variable t :
c
ζ
j e
−r√ζ = L{(E  cj )(t)}(z), (3.19)
where E(x, t) = L−1{e−r√ζ } and cj (t) = L−1{cζj }. Explicitly, E(x, t) = re−r
2/4t/√4πt3 and
cj (t) = L−1
{
Λj(ζ )
[
h(ζ ),0
]}
(t)
(
Λj(ζ ) = Λζj
)
= L−1
{
1
2πi
∫
γ
Λj (λ)
λ− ζ dλ
[
h(ζ ),0
]}
(t)
= 1
2πi
∫
γ
Λj (λ)L−1
{ [h(ζ ),0]
λ− ζ
}
(t)dλ
(T = [∂t ,0])
= 1
2πi
∫
γ
〈
Λj(λ); (λI − T )−1
[L−1{h}(t),0]〉dλ, (3.20)
where γ is a vertical axis satisfying Reλ < 0, λ ∈ γ . Extending cj by zero outside (0,T) and
using (2.31), we have, for sj < s  2,
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∥∥(1 + |ζ |)(s−sj )/2Λj(ζ )(h(ζ ),0)∥∥L2(−∞,∞)
 C
( ∞∫
−∞
∥∥h(ζ )∥∥2
s−2 dζ
)1/2
 C
( T∫
0
‖f − w · ∇u‖2s−2 dt
)1/2
 C
(‖f‖L2(0,T;Vs−2) + ‖w‖2∞,Q‖u‖L2(0,T;Vs−1))
 C
(‖f‖L2(0,T;Vs−2) + ‖w‖∞,Q‖f‖L2(0,T;V−1))
 C‖f‖L2(0,T;Vs−2),
where C = C(T ,‖w‖∞,Q).
Taking the inverse Laplace transform to (3.18)–(3.19) and using (3.20), we obtain the decom-
position (3.13). In Step 3 we will show that the function cj (t) given in (3.20) can be expressed
in terms of given data.
Step 2. We show the inequalities (3.15) and (3.16). Inserting the remainder [uR,pR] of (3.13)
into equations in (1.11), we have
∂tuR −uR + (w · ∇)uR + ∇pR = F in Q,
div uR = gs in Q,
uR = 0 on Σ, uR(·,0) = 0 in Ω, (3.21)
where F = f + fs with
fs = −
N∑
i=1
[
∂t (EΦi)−(EΦi)+ w · ∇(EΦi)+ ∇(Eφi)
]
 ci,
gs = −
N∑
i=1
div(EΦi)  ci .
Using Lemma 3.1(ii), the remainder uR(t) := u(t)−∑Nj=1(E  cj )(t)Φj satisfies
‖u′R‖L∞(0,T;H) + ‖u′R‖L2(0,T;V)  C1
(
‖f‖H1(0,T;V−1) +
N∑
j=1
‖cj‖L2[0,T]
)
 C1
(‖f‖H1(0,T;V−1) + ‖f‖L2(0,T;Vs−2)), (3.22)
where C1 is defined in Lemma 3.1(ii) and sN < s  2. Using Theorem 2.2 the solution [uR,pR]
of (3.21) satisfies the inequality: for sN < s  2,
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 C
(∥∥u′R(t)∥∥s−2 + ∥∥f(t)− w(t) · ∇uR(t)∥∥s−2 + ‖fs‖s−2 + ∥∥gs(t)∥∥s−1)
 C
(∥∥u′R(t)∥∥s−2 + ∥∥w(t) · ∇uR(t)∥∥s−2 + ∥∥f(t)∥∥s−2 +
N∑
j=1
‖cj‖L2(0,T)
)
 C
(∥∥u′R(t)∥∥s−2 + ∥∥uR(t)∥∥s−1 + ∥∥f(t)∥∥s−2 + ‖f‖L2(0,T;Vs−2)), (3.23)
where C = C(‖w‖∞,Q). Squaring both sides of (3.23), integrating on the interval [0,T] and
using Lemma 3.1(iii), the inequality (3.15) follows. Finally, if s  2, then ‖u′R(t)‖s−2 
‖u′R‖L∞(0,T;H), and since uR(t) =
∫ t
0 u
′
R(s)ds, ‖uR(t)‖s−1 
√
T‖u′R‖L2(0,T;V). Using (3.22)–
(3.23), we have
∥∥uR(t)∥∥s + ∥∥pR(t)∥∥s−1
 C2
(‖f‖L∞(0,T;Vs−2) + ‖f‖H1(0,T;V−1) + ‖f‖L2(0,T;Vs−2)) (3.24)
where C2 = C(C1,‖w‖∞,Q). Thus (3.16) follows by (3.24).
Step 3. We show that the coefficient function cj (t) given in (3.20) can be expressed explicitly
in terms of data. We define
Ai[f, g] := 12πi
∫
γ
〈
Λi(λ) : (λI − T )−1[f, g]
〉
dλ. (3.25)
For i = 1, . . . ,N , let
ui,s = (E  ci)Φi, pi,s = (E  ci)φi,[
Φ∗i , φ∗i
]= (T + L +Bw)[EΦi,Eφi]. (3.26)
(a) Writing [u1,p1] = [u,p] − [u1,s , p1,s] and using (1.13), we have
(T + L +Bw)[u1,p1] = [f,0] −
[
Φ∗1 , φ∗1
]
 c1 in Q,
u1 = 0 on Σ,
u1(·,0) = 0 in Ω. (3.27)
Since the first leading corner singularity has been already subtracted in the remainder [u1,p1],
we must have
A1
([f,0] − [Φ∗1 , φ∗1]  c1 −Bw[u1,p1])= 0. (3.28)
To express the remainder [u1,p1] in terms of data, we set
S = (T + L)−1,
Sw = (I + SBw)−1,
Jw = I −BwSwS. (3.29)
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Sw and Jw are bounded under the assumption of w. Using (3.29), the solution of (3.27) is
[u1,p1] = SwS
([f,0] − [Φ∗1 , φ∗1]  c1). (3.30)
Using (3.30) and Jw,
[f,0] − [Φ∗1 , φ∗1]  c1 −Bw[u1,p1] = Jw([f,0] − [Φ∗1 , φ∗1]  c1), (3.31)
and Eq. (3.28) becomes
c1 A1
(
Jw
[
Φ∗1 , φ∗1
])=A1(Jw[f,0]). (3.32)
Extending by zero outside [0,T] and taking the Laplace transform to (3.32),
cˆ1(z) = Λz1(α1)/Λz1(β1),
α1 := L
{
Jw[f,0]
}
,
β1 := L
{
Jw
[
Φ∗1 , φ∗1
]}
. (3.33)
Next we claim that Λz1(β1) 
= 0. It is enough to show that Jw is one-to-one and[
Φ∗1 , φ∗1
] 
= 0.
Indeed, let [v, q] = Jw[f,0] for f 
= 0. If [v, q] = 0, then 0 = (I − BwSwS)[f,0] and
BwSwS[f,0] = [f,0]. Let [u,p] = SwS[f,0]. Then Bw[u,p] = [f,0] and (I + SBw)[u,p] =
S[f,0]. Hence [u,p] = S([f,0] − Bw[u,p]) = S[0,0]. So [u,p] = [0,0] and f = 0, which con-
tradicts with f 
= 0. So Jw is 1–1. If [Φ∗1 , φ∗1 ] = [0,0], then
[0,0] = [Φ∗1 , φ∗1]= (T + L +Bw)[EΦ1,Eφ1]
and (I +SBw)[EΦ1,Eφ1] = [0,0]. Since I +SBw is 1–1, [EΦ1,Eφ1] = [0,0], which is impos-
sible. We conclude that Jw[Φ∗1 , φ∗1 ] 
= [0,0] and Λz1(β1) 
= 0. Thus the number cˆ1(z) in (3.33) is
well defined, and using (2.31),
∣∣cˆ1(z)∣∣C∣∣Λz1[α1(z)]∣∣ C∥∥α1(z)∥∥s−2(1 + |z|)(s1−s)/2, (3.34)
so ‖c1‖H(s−s1)/2(0,T)  C‖f‖L2(0,T;Hs−2) for s1 < s < s2, where C = C(‖Jw‖). In particular, the
stress intensity function c1 is given by
c1(t) = L−1
{
Λz1(α1)/Λ
z
1(β1)
}
(t)
= L−1{Λz1(α1/Λz1(β1))}(t)
= 1
2πi
∫
γ
〈
Λλ1 : (λI − T )−1η1(t)
〉
dλ, (3.35)
where η1 := L−1{α1/Λz(β1)}.1
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[u2,s , p2,s] − [u1,s , p1,s], we have
(T + L +Bw)[uR,pR] = [f,0] −
[
Φ∗1 , φ∗1
]
 c1 −
[
Φ∗2 , φ∗2
]
 c2 in Q,
with boundary conditions uR = 0 on Σ and uR(·,0) = 0 in Ω . Using exactly the same procedures
as used in Step 1, one has
cˆ2(z) = Λz2(α2)/Λz2(β2),
α2 := α1 − cˆ1(z)β1,
β2 := L
{
Jw
[
Φ∗2 , φ∗2
]} 
= 0. (3.36)
Like Λz1(β1) 
= 0, we have Λz2(β2) 
= 0, and since β1 ∈ Hs−2 for s > s2, using (2.31),∣∣cˆ2(z)∣∣C∣∣Λz2(α2)∣∣
C
(∥∥Λz2(α1)∥∥s−2 + ∣∣cˆ1(z)∣∣∥∥Λz2(β1)∥∥s−2)
C
(∥∥α1(z)∥∥s−2 + ∣∣cˆ1(z)∣∣∥∥β1(z)∥∥s−2)(1 + |z|)(s2−s)/2
C
(∥∥α1(z)∥∥s−2 + ∣∣cˆ1(z)∣∣)(1 + |z|)(s2−s)/2 (3.37)
and
‖c2‖H(s−s2)/2(0,T)  C‖f‖L2(0,T;Vs−2) (s > s2),
where C = C(‖Jw‖). Similarly,
c2(t) = 12πi
∫
γ
〈
Λλ2 : (λI − T )−1η2(t)
〉
dλ, (3.38)
where η2 := L−1{α2/Λz2(β2)}. 
4. The nonlinear problem
In this section we study the problem (1.1) on the region Q = Ω× (0,T) where Ω is a bounded
polygon having only one concave vertex, say the origin. Let N = 1 or 2, depending on the
opening angle ω of the origin (see (1.5)–(1.6)). We show that the solution [u,p] of problem (1.1)
on the region Q can have a corner singularity expansion in the following sense: if we write the
solution [u,p] of (1.1) in the form
[u,p] = [uR,pR] +
N∑
j=1
(E  cj )[Φj ,φj ],
the remainder [uR,pR] satisfies an increased regularity in a certain Banach space, and the stress
intensity functions cj are well defined, can be expressed in terms of known data.
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tiplications as follows:
P = [Φ1, . . . ,ΦN ]T , φ = [φ1, . . . , φN ]T , c = [c1, . . . , cN ]T ,
(E  c)Φ =
N∑
j=1
(E  cj )Φj , (4.1)
where Φj , φj are given in (1.4) and E is defined in (1.7). We also denote some notations for
spaces and their norms as follows: for sN < s  2,
X = L∞(0,T;Hs ∩ V)∩ H1(0,T;V)∩ H1,∞(0,T;H),
Y = L∞(0,T;Hs−1),
X˜ = X ×Z, Z =
N∏
j=1
H(s−sj )/2(0,T) (s > sj ),
∥∥[v,d]∥∥X˜ := ‖v‖X + ‖d‖Z,
‖d‖Z :=
N∑
j=1
‖dj‖H(s−sj )/2(0,T). (4.2)
Define
[us ,ps] = (E  c)[Φ,φ],
[fs , gs] = [T + L +Bw][us ,ps],
c = [c1, . . . , cN ],
cj = 12πi
∫
γ
〈
Λλj : (λI − T )−1ηj (t)
〉
dλ, (4.3)
where ηj is defined in (3.35) and (3.38). We define a ball Ba as follows: for number 0 < a  1,
Ba =
{[wR,d] ∈ X˜: ∥∥[wR,d]∥∥X˜  a}.
Let w be a fixed vector function defined by
w = wR + (E  d)Φ, wR ∈ X, d ∈ Z. (4.4)
Here we define a mapping T on the ball Ba as follows: for fixed f,
Ba  [wR,d] → T[wR,d] = [uR, c]
where c is a vector function with the components cj defined in (3.11) and [uR,pR] is the solution
of the problem
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u = 0 on Σ,
u(·,0) = 0 in Ω, (4.5)
where fs and gs are defined in (4.3).
Using Theorem 3.1 we can derive the following a priori estimate for the solution of (4.5):
Lemma 4.1. Let sN < s  2 be given. Let [wR,d] ∈ Ba . Let w = wR + ws with ws = (E  d)Φ .
If f ∈ L∞(0,T;Vs−2)∩ H1(0,T;V−1), then the pair [uR,pR, c] satisfies
∥∥[uR, c]∥∥X˜ + ‖pR‖Y
 C
(∥∥[wR,d]∥∥X˜∥∥[uR, c]∥∥X˜ + ‖f‖L∞(0,T;Vs−2) + ‖f‖H1(0,T;V−1)), (4.6)
where C = C(‖Jw‖).
Proof. Using the solution operator S = (T + L)−1,
[uR,pR] = S
([f,0] −Bw[uR,pR] − [fs , gs])
= S([f,0] −Bw[uR,pR] −Bw[us ,ps] − [u′s ,0] − L[us ,ps]). (4.7)
So
[uR,pR] = S
([
f − u′s − w · ∇(uR + us),0
]− L[us ,ps]).
Like (3.22)–(3.24), the pair [uR,pR] can be estimated by
∥∥uR(t)∥∥s + ∥∥pR(t)∥∥s−1
C
(∥∥w · ∇(uR + us)∥∥s−2 + ‖f‖H1(0,T;V−1) + ‖f‖L∞(0,T;Vs−2)) (4.8)
for all t ∈ [0,T] where C = C(‖S‖). Since ws ∈ Hσ (Ω) for any σ < s1, w(·, t) is continuous on
the closure of Ω and for sN < s  2,
∥∥w · ∇(uR + us)∥∥s−2  ‖w‖∞,Ω∥∥∇(uR + us)∥∥s−2

(‖wR‖s + ‖ws‖∞,Ω)(‖uR‖s−1 + ‖us‖s−1)
 C
∥∥[wR,d]∥∥X˜(‖uR‖s−1 + ‖us‖s−1) (4.9)
where the last inequality follows by |(E(r, ·) d)(t)|C‖d‖L2(0,T). In order to compute ‖us‖s−1
we will use the following equivalence of the seminorm |u|σ for 0 < σ < 1:
|u|2σ :=
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x − y|2+2σ dx dy ∼ |u|
2
r + |u|2θ ,
where
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ω2∫
ω1
1∫
0
1∫
0
|u(r, θ)− u(r1, θ)|2
|r − r1|1+2σ r dr dr1dθ,
|u|2θ :=
1∫
0
ω2∫
ω1
ω2∫
ω1
|u(r, θ)− u(r, θ1)|2
|θ − θ1|1+2σ r
1−2σ dθ dθ1 dr.
Take σ = s − 1 where sN < s < 2. Set k = rλ1E . Then
(E  c1)Φ1 = (k  c1)χT1
and
k(r, t)− k(r1, t) =
(
rλ1 − rλ11
)E(r, t)+ rλ11 (E(r, t)− E(r1, t))
= (rλ1 − rλ11 )E(r, t)+ rλ11 (r − r1)Er (r∗, t)
for r∗ between r and r1. Using the Young’s theorem [1, Theorem 4.30, p. 90],
∣∣us(t)∣∣2r C
1∫
0
1∫
0
|r − r1|−(1+2σ)
∣∣κ(r, t)− κ(r1, t)∣∣2r dr dr1‖c1‖2L2(0,T)
C
1∫
0
1∫
0
|rλ1 − rλ11 |2
|r − r1|1+2σ E(r, t)
2r dr dr1‖d1‖2L2(0,T)
+C
1∫
0
1∫
0
|r − r1|2
|r − r1|1+2σ Er (r∗, t)
2r2λ1+11 dr dr1 ‖c1‖2L2(0,T).
Since E(r, t) < ∞ and rλ1 ∈ Hσ (Ω), we have∣∣us(t)∣∣r C‖c1‖L2(0,T)
for a constant C. Since T1(θ) is a smooth function of θ , we have |us(t)|θ  C‖c1‖L2(0,T). Hence∥∥(E  c1)Φ1∥∥L∞(0,T;Hs−1) C‖c1‖L2(0,T),
where C is a constant. Similarly for (E  c2)Φ2. So∥∥(E  c)Φ∥∥L∞(0,T;Hs−2)  C‖c‖L2(0,T). (4.10)
From (4.9) and (4.10), ∥∥w · ∇(uR + us)∥∥s−2 C∥∥[wR,d]∥∥X˜∥∥[uR, c]∥∥X˜ (4.11)
for a constant C. This inequality easily follows for s = 2. Combining (4.8) and (4.11),
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C
(∥∥[wR,d]∥∥X˜∥∥[uR, c]∥∥X˜ + ‖f‖H1(0,T;V−1) + ‖f‖L∞(0,T;Vs−2)) (4.12)
where C = C(‖S‖). From (3.16) we have ‖c‖Z  C(‖f‖L∞(0,T;Vs−2) + ‖f‖H1(0,T;V−1)) where
C = C(‖Jw‖). Thus, using (4.12) and (3.22), the required inequality (4.6) follows. 
Lemma 4.2. For fixed f, T is a contraction on Ba in the topology of X˜ if a is small enough.
Proof. Let w = wR + (E  d)Φ and w∗ = w∗R + (E  d∗)Φ . For fixed f we consider T[wR,d] =[uR, c] and T[w∗R,d∗] = [u∗R, c∗] where [uR,pR] and [u∗R,p∗R] are the solutions of (4.3), respec-
tively. Set u1 := uR − u∗R , p1 := pR − p∗R , w1 := wR − w∗R , c1 := c − c∗ and d1 := d − d∗.
Then
∂tu1 −u1 + w · ∇u1 + ∇p1 = k + ks in Q,
div u1 = gs in Q,
u1 = 0 on Σ,
u1(·,0) = 0 in Ω, (4.13)
where
k = (w1 + d1  EΦ) · ∇
[
w∗R + (E  d∗)Φ
]−μ−1(wR + (E  d)Φ) · ∇(d1  EΦ),
ks =
[
∂t (EΦ)−(EΦ)+ ∇(Eφ)
]
 c1,
gs = c1  div(EΦ). (4.14)
If [wR,d] and [w∗R,d∗] are in Ba , the function k can be easily estimated by
‖k‖L∞(0,T;Vs−2) + ‖k‖H1(0,T;V−1)  Ca
∥∥[w1,d1]∥∥X˜. (4.15)
Like Lemma 4.1 and using (4.15), the solution pair [u1, c1] of (4.13) satisfies
∥∥[u1, c1]∥∥X˜ + ‖p1‖Y C∥∥[w,d]∥∥X˜∥∥[u1, c1]∥∥X˜ +Ca∥∥[w1,d1]∥∥X˜
Ca
∥∥[u1, c1]∥∥X˜ +Ca∥∥[w1,d1]∥∥X˜, (4.16)
where C = C(‖Jw‖). If a is sufficiently small such that Ca < 1/3 in (4.16), then
∥∥[u1, c1]∥∥X˜  ∥∥[u1, c1]∥∥X˜ + ‖p1‖Y  12
∥∥[w1,d1]∥∥X˜. (4.17)
Hence T is a contraction on Ba in the topology of X˜. 
We now give the proof of Theorem 1.2. Set u˜j = [uR,j , cj ]. Let u˜0 ∈ Ba be given. Define
u˜j = Tu˜j−1 for j = 1,2, . . . . Since T is a contraction on Ba , the sequence {u˜j } is a Cauchy
sequence in X˜. Since X˜ = X × Z is complete, there is an element u˜ = [uR, c] ∈ X˜ such that
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there is a bounded sequence {pR,j } ⊂ Y and an element pR ∈ Y such that ‖pR,j −pR‖Y → 0 as
j → ∞.
Let u˜j ∈ Ba and pR,j ∈ Y . We define
uj = uR,j + (E  cj )Φ,
pj = pR,j + (E  cj )φ,
cj = [c1,j , . . . , cN,j ], 1N  2,
ck,j = 12πi
∫
γ
〈
Λλk : (λI − T )−1ηk,j (t)
〉
dλ (1 k N),
where ηk,j = L−1{αk,j /Λzk(βk,j )} with
α1,j = L
{
Juj [f,0]
}
, β1,j = L
{
Juj
[
Φ∗1,j , φ∗1
]}
,
α2,j = α1,j − cˆ1,j (z)β1,j , β2,j = L
{
Juj
[
Φ∗2,j , φ∗2
]}
,[
Φ∗k,j , φ∗k
]= (T + L +Buj )[EΦk,Eφk].
If u˜j → u˜ := [uR, c], we have uj → u = uR + (E  c)Φ , so Buj → Bu and the operators defined
in (3.29) satisfy
Suj → Su, Juj → Ju.
Using these we see that ck,j → ck because αk,j → αk , βk,j → βk, and ηk,j → ηk as j → ∞.
Also, if pR,j → pR , then pj → p = pR + (E  c)φ. Finally it remains to show that the limit
triple [uR,pR, c] solves the equations of (4.5) with Bw = Bu. It is sufficient to show that
〈Buj uj −Buu,v〉 → 0, ∀v ∈ H10.
For sN < s  2, we have
‖Buj uj −Buu‖−1  ‖Buj uj −Buu‖s−2

∥∥(uj − u) · ∇uj∥∥s−2 + ∥∥u · ∇(uj − u)∥∥s−2
 C
(‖u˜j − u˜‖X˜‖u˜j‖X˜ + ‖u˜‖X˜‖u˜j − u˜‖X˜)
→ 0 as j → ∞ and for all t ∈ [0,T].
Clearly we have ‖(T +L)[uj −u,pj −p]‖−1 → 0 as j → ∞. Hence the limit triple [uR,pR, c]
solves Eqs. (1.1) and from Lemma 4.1, satisfies
∥∥[uR, c]∥∥X˜ + ‖pR‖Y C(‖f‖L∞(0,T;Vs−2) + ‖f‖H1(0,T;V−1)). (4.18)
Thus Theorem 1.2 is shown.
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