Cardiovascular disease (CVD) is the leading cause of premature death and disability in Europe and worldwide. Effective Cardiac Rehabilitation (CR) can significantly improve mortality and morbidity rates, leading to longer independent living and a reduced use of health care resources. However, adherence to such an exercise programme is generally low for a variety of reasons such as lack of time and how enjoyable the CR programme is. In this work, we proposed a method for automatic enjoyment estimation during an exercise which could be used by a clinician to identify when a patient is not enjoying the exercise and therefore at risk of early dropout. In order to evaluate the proposed method, a database was captured where participants perform various of CR exercises. Three set of facial features were extracted and were evaluated using seven different classifiers. The proposed method achieved 49% average accuracy in predicting five different enjoyment level on the newly collected database.
INTRODUCTION
Cardiovascular disease (CVD) is the leading cause of premature death (30% of all deaths) and disability in Europe and worldwide (WHO), costing the EU economy almost €196 million [16] . Effective Cardiac Rehabilitation (CR) programmes can significantly improve mortality and morbidity rates, leading to longer independent living Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. and a reduced use of health care resources. However, it is well known that the adherence rate for such programmes is generally low for a variety of reasons including lack of time and financial constrains [24] . The study carried out by [8] also indicated that patient enjoyment of a CR programme is also a key factor affecting adherence rates.
Enjoyment usually refers to the affective or mental state of having delight or pleasure in certain activities or experiences. In recent years, many methods and systems have been proposed for automatic affective state recognition of users. These methods and systems differ in what features are being used, which machine learning technique is chosen and what labels are being predicted. However, to the best of our knowledge, there has been no research carried out to explore the use of automatic enjoyment recognition in an CR exercise scenario. Although different features from audio and biomedical modalities have been widely used for affective state recognition, due to the nature of an exercise scenario, there is not much verbal and non-verbal communication involved and as suggested by [6] obtaining the accurate measurement from biomedical sensors is still affected by human physical activities. As a result, in this paper, we focus on investigating an approach to automatic enjoyment estimation using visual features. The paper is divided as follows: In Section 2, we present a brief review of the related works on automatic affect and enjoyment recognition; Section 3 presents the details of our novel database along with the proposed feature extraction process and the selected machine learning techniques. Section 4 shows the experimental results on the new database. The paper concludes in Section 5 with a summary of our work and possibilities for further extensions.
RELATED WORK
In recent years, research in the field of automatic recognition of affective state has received a lot of attention. [23] showed an early attempt to analyse facial expressions automatically by tracking the motion of twenty identified points on the face. With advances in machine learning, [10] proposed to recognise the six basic emotions (happiness, sadness, fear, disgust, anger and surprise) from face images using a neural network. The recent work developed by [9] have achieved 78.61% average accuracy over six basic emotions on the MMI dataset [18] using a deep learning approach. The work carried out by [17] presented one of the first attempts to continuously recognise spontaneous affect in the valance-arousal parameter space using both visual and vocal cues. Very little research has focused on automatic enjoyment recognition. [12] developed a real-time system using single-channel EEG signal to quantify user enjoyment level elicited by media content. [14] proposed an Session: Biosignals HealthMedia'18, October 22, 2018, Seoul, Republic of Korea 
METHODOLOGY
This section describes the data and methods used for our study. The new enjoyment database employed in this study is first introduced. Methods used to extract features from video recordings are then described, followed by a brief discussion of the different classification methods that are used to perform automatic enjoyment recognition in this work.
Data Acquisition
The Microsoft Kinect V2 sensor was used to capture the video data for the participants while they were doing the exercises. The Kinect V2 sensor is able to capture the video data at 1920 × 1080, 30 frame per seconds. The Kinect sensor was connected to a workstation PC via USB 3 and was placed on a table 2 meters away from the participants. In total 46 participants (26 females, 20 males) from the MedEx Wellness programme and the School of Health and Human Performance of Dublin City University, Ireland, were recruited. Participants were told that the purpose of this data capture is to develop an automatic action detection system using video data. Not knowing the real objectives of the experiment avoided having participants exaggerate or mask their true affective state [15] . The participants were divided into 4 groups. 15 Cardiac Rehabilitation (CR) exercises were selected for each group and the participants were asked to perform each exercise for 1 minute mimicking an avatar performing the exercise displayed on the computer monitor. At the end of each exercise, the participant was asked to rate the enjoyment level using a 5-Likert scale with 1 being not enjoyable at all and 5 being very enjoyable. The enjoyment level distribution for the database is shown in Figure 1. 
Feature Extraction
Facial expressions could indicate a person's affective state, intentions and ultimately, elicit other people's response. For instance, [22] suggested that it is possible to infer other people's affective state just by looking at the individual's face, without any complementary information such as voice or gesture, indicating that the face could be the most effective communication tool for understanding enjoyment levels. In this work, we choose to use facial landmark features for automatic enjoyment level estimation. The facial landmarks were detected using the IntraFace library based on the Supervised Descent Method [26] . In total, 49 facial landmarks were detected for each frame in each video as shown in Figure  2 . Each landmark is represented by a 2D image coordinates and piecewise interpolation was used to cope with missed detections, due to large head movement and motion blur. In total, three sets of features were extracted based on the facial landmarks obtained from the previous step. Each feature set was first extracted at frame level and the mean and variance were calculated as the video level features. The first set of features include the mean and variance of the raw landmark positions. This generates 196 features for each video. The second set of features include the mean and variance of the aligned landmark positions using Procrustes Analysis [5] . This generates 196 features for each video. The third set of features use the geometric features proposed in [21] . It includes: i) the difference between the aligned landmarks and the mean shape, and also between previous and the current frame; ii) the Euclidean distances (L2-norm) and the angles (in radians) between the points in left eye and left eyebrow region, right eye and right eyebrow region and the mouth region; iii) the Euclidean distance between the median of the stable landmarks and each aligned landmark in each frame. The mean and variance of the geometric features are then calculated for each video. This generates 732 features for each video.
Classification
In total, seven commonly used machine learning techniques are selected to evaluate the performance of enjoyment level prediction. This includes Nearest Neighbours, Support Vector Machine (SVM), Decision Tree, Random Forest, Neural Net, AdaBoost and Quadratic Discriminant Analysis. The efficiency of the proposed classifiers have already been proved by other researches for affect recognition using facial features [1-3, 11, 13, 20, 25] . All training was performed using the Scikit-Learn machine learning library [19] . For the Nearest Neighbours classifier, the number of neighbours was set to 5 with uniform weight. For the SVM, a linear kernel was selected and the complexity parameter was optimised with values in the [10 −4 −10 0 ]. For the decision tree classifier the max depth was set to 20. For the Random Forest classifier the number of trees in the forest was set to 10 with the max depth of the tree was set to 20. The Neural Net classifier was set to consist of 1 hidden layer with 100 neurons. For the Adaboost classifier, the decision tree base classifier is used with maximum number of estimators set to 20. Finally, for Quadratic Discriminant Analysis, the threshold used for rank estimation was set to 0.001.
RESULTS AND DISCUSSION
Due to the low number of samples in certain classes, 5-fold cross validation was used to evaluate the performance of each classifier. The performance is measured as the averaged classification accuracy across 5 folds. Before the experiments, the data was first shuffled. Then the training data and the testing data was selected randomly to ensure the training and testing data have similar data distribution. The average classification accuracy is shown in Table  1 . Among all combinations of different features sets and classifiers, the random forest classifier with geometric features achieved the best result at 49% followed by the aligned landmarks features at 47%. Comparing the performance of different classifiers, the random forest achieved the best results followed by the SVM classifier. The normalised confusion matrix for random forest classifier using geometric feature is shown in Figure 3 and it can be seen that enjoyment level 3 and 4 perform well compared to the other enjoyment levels. This could be caused by the fact that the captured database consists of an imbalanced number of samples for different enjoyment levels as shown in Figure 1 . To further explore this issue, the over-sampling technique was used. In particular, three oversampling techniques were evaluated including random sampling, the Synthetic Minority Oversampling Technique (SMOTE) [4] and Adaptive Synthetic (ADASYN) sampling [7] . The results for each oversampling method are shown in Figure 4 , 5 and 6. As can be seen, both SMOTE and ADASYN oversampling methods improved the classification accuracy on enjoyment level 1 and 2, but decreased the performance on enjoyment 3 and 4. An explanation could be that the captured data between different enjoyment levels are not discriminative since only one label is given to the entire exercise. For instance the same participant who has a high enjoyment level at the beginning of the exercise but low enjoyment level at the end of the exercise might reports different enjoyment levels when he/she has a low enjoyment level at the beginning but high enjoyment level at the end, however, the features extracted for these two exercises might be similar.
CONCLUSION
In this paper, a method for automatic estimation of enjoyment level in a CR exercise scenario was proposed. A novel enjoyment database for CR exercise was captured and was used to evaluate the performance of different visual feature sets and classifiers combinations. Due to the imbalanced database, oversampling methods were further investigated. In future work, feature fusion and new features using temporal information could be investigated to see if this can further improve the recognition accuracy. In addition, representative sample selection could also be explored to overcome the imbalanced problem. 
