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PRIMENESS AND DYNAMICS OF SOME CLASSES OF ENTIRE
FUNCTIONS
KULDEEP SINGH CHARAK, MANISH KUMAR, AND ANIL SINGH
Abstract. In this paper we investigate the primeness of a class of entire functions and
discuss the dynamics of a periodic member f of this class with respect to a transcendental
entire function g that permutes with f. In particular we show that the Julia sets of f
and g are identical.
1. Introduction
A meromorphic function F is said to be factorizable with f and g as left and right
factors respectively, if it can be expressed as F := f ◦ g where f is meromorphic and g
is entire (g may be meromorphic when f is rational). F is said to be prime (left-prime
and right prime), if every factorization of F of the above form implies either f is bilinear
or g is linear (f is bilinear whenever g is transcendental and g is linear whenever f is
transcendental). When the factors f and g of F are restricted to entire functions, the
factorization is said to be in the entire sense. Accordingly, we may use the term F is
prime (left-prime and right prime) in the entire sense. For factorization of meromorphic
functions one may refer to Gross [5] and Chuang and Yang [2].
Suppose H and α are entire functions satisfying
(a) α
′
has at least one zero,
(b) T (r, α) = o(T (r,H)) as r →∞,
(c) H
′
and α
′
have no common zeros.
Now consider the class
F := {Fa(z) = H(z) + aα(z) : a ∈ C}.
F is a most general class containing both periodic as well as non-periodic prime entire
functions. Urabe [15] proved that the periodic entire functions of the form
Fa(z) = H(z) +
a
2
sin 2z, (1.1)
where
H(z) = sin zh(cos z)
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in which
h(w) = exp
{
ψ
(
(2w2 − 1)2
)}
for some entire function ψ,
are prime for most values of a ∈ C. We shall denote by U , the class of all functions of the
form (1.1).
Also, Qiao [12] proved that the periodic entire functions of the form
Ga(z) := cos z (H(sin z) + 2a) , (1.2)
where H is an odd transcendental entire function such that order of H(sin z) is finite, is
prime for most values of a ∈ C. Let us denote by Q, the class of functions of the form
(1.2).
It is quite simple to note that the classes U and Q are subclasses of F . Also F contains
the class of non-periodic prime entire functions due to Singh and Charak [14]. Now it is
natural to investigate the primeness of members of F . The importance of this investigation
lies in the fact that if Fa ∈ F happens to be prime in entire sense and g is any entire
function permutable with Fa, then Julia sets of g and Fa are identical for most values of
a; for example see [8, 9, 16].
Let f be an entire function. We denote by fn the nth iterate of f . By a Julia set J(f)
of an entire function f we mean the complement C \ F (f) of Fatou set F (f) of f defined
as
F (f) := {z ∈ C : {fn} is normal in a neighborhood of z} .
In this paper, we shall find out some more subclasses of F which are prime and study
the dynamics of such subclasses with respect to any non-linear entire function permuting
with a given member of these subclasses.
We shall adopt the following notations in our discussions throughout:
(1) H(D) : the class of all holomorphic functions on a domain D ⊂ C.
(2) C∗ := C \ {0} , the punctured plane.
(3) ET : the class of all transcendental entire functions.
2. Factorization of some periodic subclasses of F
The subclasses U and Q of F consist of prime periodic entire functions. We shall prove
the primeness of a more general subclass of F containing U . Also, we shall investigate
some interesting properties of the functions in this general subclass as well as Q. Actually,
the purpose of this investigation is to study the dynamics of these subclasses of F in the
next section.
Lemma 2.1. Let H and α be entire functions such that H ′ and α′ have no common zeros.
Let Ha(z) := H(z) + aα(z), where a ∈ C. Then there exists a countable set E ⊂ C such
that for each c ∈ C and for any z, w ∈ {z ∈ C : Ha(z) = c,H
′
a(z) = 0}, α(z) = α(w) for
each a /∈ E.
Proof. For any critical point z0 of Ha, we have
a = −
H
′
(z0)
α′(z0)
Define
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m(z) := −
H
′
(z)
α′(z)
, z ∈ C. (2.1)
Set A := C\{z ∈ C : m′(z) = 0 or ∞}. Then A is an open subset of C. Let {Gi : i ∈ N}
be an open covering of A such that m|Gi is univalent and each Di = m(Gi) is an open
disk. Now consider
M(z) := H(z) +m(z)α(z) (2.2)
xi(w) := (m|Gi)
−1(w), w ∈ Di (i = 1, 2, 3, · · · ) (2.3)
yi(w) :=M(xi(w)), w ∈ Di (i = 1, 2, 3, · · · ) (2.4)
I := {(i, j) ∈ N× N : Di ∩Dj 6= φ, yi 6≡ yj on Di ∩Dj} (2.5)
Sij := {w ∈ Di ∩Dj : yi(w) = yj(w)}, (i, j) ∈ I (2.6)
E0 :=
(
∞⋃
i=1
Di
)
\
({
m(p) : m
′
(p) = 0; p ∈ C
}
∪
(
∪(i,j)∈ISij
))
. (2.7)
Then E = C \ E0 is an at most countable subset of C.
Using (2.1) in (2.2), we get
M
′
(z) = H
′
(z) +m
′
(z)α(z) +m(z)α
′
(z) = m
′
(z)α(z). (2.8)
By (2.4) with the help of (2.2) and (2.3), we obtain
yi(w) = H(xi(w)) +m(xi(w))α(xi(w))
= H(xi(w)) + wα(xi(w)) (2.9)
Also by (2.4) together with (2.3) and (2.8), we have
y
′
i(w) =M
′
(xi(w)) · x
′
i(w)
= m
′
(xi(w)) · α(xi(w)) · x
′
i(w)
= α(xi(w)). (2.10)
Since a ∈ E0, we have {z ∈ C : H
′
a(z) = 0} =
⋃∞
i=1 {xi(a)}. This can be verified as follows.
By assumption, H
′
and α
′
have no common zeros. Then, since by (2.3) m(xi(a)) = a
for a ∈ Di, α
′
(xi(a)) 6= 0 and hence H
′
a(xi(a)) = 0. Conversely, let H
′
a(z0) = 0. Then
H
′
(z0) + aα
′
(z0) = 0 which implies that m(z0) = a. Since a ∈ E0, m
′
(z0) 6= 0 and so
xi(a) = z0 for a ∈ Di for some i.
Moreover, if yi(a) = yj(a) for some a ∈ E0, then by (2.5), (2.6) and (2.7), it follows
that y
′
i(a) = y
′
j(a). From (2.10), we have
α(xi(a)) = α(xj(a)). (2.11)
Hence, there exists a countable set E in C such that for each c ∈ C, for any z, w ∈ {z ∈
C : Ha(z) = c,H
′
a(z) = 0} such that α(z) = α(w), provided a /∈ E.
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Considering Ha(z) := cos z ·h(sin z)+a sin z, where h ∈ ET , in Lemma 2.1 and redefine
E0 in (2.7) as follows:
E0 =
(
∞⋃
i=1
Di
)
\
({
m(p) : m
′
(p) = 0; p ∈ C
}
∪
(
∪(i,j)∈ISij
)
∪ (∪∞i=1 {p : h(sin(xi(p))) = 0})
)
.
(2.12)
By (2.11) , we have
sin xi(a) = sin xj(a), and hence cosxi(a)h(sin xi(a)) = cos xj(a)h(sin xj(a)).
Again by (2.12), we obtain
cos xi(a) = cosxj(a)
and hence we obtain:
Lemma 2.2. Let h ∈ ET such that h(±1) 6= 0. Put Ha(z) := cos z · h(sin z) + a sin z,
where a ∈ C. Then, there exists a countable set E of complex numbers such that any two
roots u and v of the simultaneous equations
Ha(z) = c, H
′
a(z) = 0,
cos u = cos v and sin u = sin v for any constant c ∈ C, provided a /∈ E.
Let f(z) be periodic entire function of period λ 6= 0. Then for z ∈ C, we shall denote
by [z], the set {z + nλ : n ∈ Z} and for A ⊂ C, by[A], the set {[z] : z ∈ A}.
Theorem 2.3. Let H ∈ ET such that H(−z) = −H(z), H
′
(0) 6= 0, and the order of
H(sin z) is finite. Put Ha(z) := cos z(H(sin z) + 2a), where a ∈ C. Then there exists a
countable set E ⊂ C such that Ha satisfies the following properties for each a /∈ E.
(i) Ha is prime.
(ii) #
{
[z] : H
′
a(z) = 0
}
=∞
(iii) for any z1, z2 ∈
{
z ∈ C : Ha(z) = c,H
′
a(z) = 0
}
, cos z1 = cos z2 for any c ∈ C.
(iv) H
′
a has only simple zeros.
Proof. (i) and (iii) follow from [[12], Theorem 1] and Lemma 2.1 respectively.
Define
k(w) =
w2 + 1
2w
H
(
w2 − 1
2iw
)
.
Then k ∈ H(C∗) with essential singularities at 0 and ∞, and
Ha(z) =
(
k(w) + a
(
w2 + 1
w
))
◦ eiz.
Put
Ha(z) = ka(e
iz),
where ka(w) = k(w) + a(
w2+1
w
). Since H
′
a(z) = k
′
a(e
iz) · ieiz , we have
H
′
a(z) = 0⇔ k
′
a(e
iz) = 0. (2.13)
Thus k
′
a(w) = 0 if and only if
w2k
′
(w)
w2 − 1
= −a.
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By Picard’s big theorem, we have
#
{
w ∈ C∗ : k
′
a(w) = 0
}
=∞ (2.14)
for every a ∈ C with at most two exceptions.
By (2.13) and (2.14), we get
#
{
[z] : H
′
a(z) = 0
}
=∞,
for every a ∈ C with at most two exceptions. This proves (ii).
To establish (iv) it is enough to prove that k
′
a has simple zeros (see (2.13)). Suppose
that k
′
a(w0) = 0, k
′′
a(w0) = 0. Then
w0(w
2
0 − 1)k
′′
(w0)− 2k
′
(w0) = 0, a =
−w20k
′
(w0)
w20 − 1
Claim: w(w2 − 1)k
′′
(w)− 2k
′
(w) 6≡ 0 on C∗.
Suppose that w(w2 − 1)k
′′
(w)− 2k
′
(w) ≡ 0 on C∗. Then
k
′′
(w) =
2
w(w2 − 1)
k
′
(w), w ∈ C∗.
Since k
′
(w) has no zeros at w = ±1, k
′′
(w) has poles at w = ±1 and this is a contradiction.
This establishes the claim.
Set
E =
{
a =
−w2k
′
(w)
w2 − 1
: k
′′
a(w) = 0, w 6= 0
}
.
If a /∈ E, then
{
w ∈ C∗ : k
′
a(w) = 0, k
′′
a(w) = 0
}
= φ. Therefore, k
′
a has only simple zeros
for a /∈ E. This proves (iv).
Adjoining the exceptions obtained in (i), (ii) and (iii) with E, the theorem holds for
each a /∈ E.
Theorem 2.4. Let h ∈ ET such that h(±1) 6= 0. Put Ha(z) := cos z · h(sin z) + a sin z,
where a ∈ C. Then the set {a ∈ C : Ha is not prime in entire sense } is at most count-
able.
Remark 2.5. Theorem 2.4 generalizes Theorem 1 of Urabe [16].
Proof of theorem 2.4. Define
ha(w) :=
(
w2 + 1
2w
)
h
(
w2 − 1
2iw
)
+ a
(
w2 − 1
2iw
)
.
Then ha ∈ H(C
∗) with essential singularities at 0 and ∞. Let Ha(z) = ha(e
iz). We
can choose a countable subset E of complex plane for which the assertion of Lemma 2.2
holds with respect to Ha. We may assume 0 ∈ E. By Second fundamental theorem of
Nevanlinna [[6], Theorem 2.3, p.43], we can choose t ∈ (0, 1) such that the inequalities
N(r, 0, H
′
a) ≥ tm(r, h
′
a(e
iz)) (2.15)
and
N(r, c,Ha) ≥ tm(r,Ha(z)) (2.16)
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hold on a set of r of infinite measure for any c ∈ C.
Suppose Ha(z) = f(g(z)), we consider the following cases one by one:
Case (i): When f, g ∈ ET .
Since H
′
a(z) = f
′
(g(z))g
′
(z), by (2.15) we find that f
′
has infinitely many zeros {tk}, say.
Since every solution of g(z) = tk is also a solution of the simultaneous equations
Ha(z) = f(tk), H
′
a(z) = 0,
by Lemma 2.2 it follows that all the roots of g(z) = tk lie on a single straight line ln.
The set {ln : n ∈ N} is infinite otherwise by Edrei’s theorem [4], g would reduce to a
polynomial (of degree 2) which is not in reason. Therefore, by Theorem 3 of Kobayashi
[7], we have
g(z) = P (eAz), (2.17)
where P is a quadratic polynomial and A is a non-zero constant. Let {zk,j}
∞
j=1 be the roots
of g(z) = tk. Then {zk,j}
∞
j=1 are also the common roots of the simultaneous equations
Ha(z) = f(tk), H
′
a(z) = 0.
By Lemma 2.2, we have
cos zk,i = cos zk,j and sin zk,i = sin zk,j.
This implies that
zk,i = zk,j + 2pim0, for some m0 ∈ Z.
By (2.17), g is a periodic function with period 2pii/lA, where l = 1 or 2. Thus, we have
A = i/N for the integer N = lm0, and
Ha(z) = ha(e
iz) = f(P (eiz/N)).
Put w = eiz/N . Then
ha(w
N) = f(P (w)) for all w 6= 0. (2.18)
Note that the left hand side of (2.18) has an essential singularity at 0 but the right hand
side is holomorphic at 0. This contradiction shows that Case(i) can’t occur.
Case (ii): When f ∈ ET and g is a polynomial of degree at least two.
By (2.15), f
′
has infinitely many zeros {tk}, say. Let pk and qk be two roots of g(z) = tk.
Then pk and qk are also common roots of the simultaneous equations
Ha(z) = f(tk), H
′
a(z) = 0. (2.19)
By Lemma 2.2, it follows that
pk − qk = 2mkpi, (2.20)
for some integer mk. Further, by Renyi’s theorem [13], g(z) = bz
2 + cz + d for some
b 6= 0, c, d ∈ C and hence
pk + qk = −
c
b
. (2.21)
Now by (2.20) and (2.21), it follows that all pk and qk lie on a single straight line (inde-
pendent of tk, k ∈ N).
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Since H
′
a is periodic, we have
N(r, 0, H
′
a) ≤ N(r, 0, f
′
(g)) +N(r, 0, g
′
)
= N(r, 0, f
′
(g)) +O(log r) = o(m(r, h
′
(eiz))).
This contradicts (2.15) showing that Case(ii) is not possible.
Case (iii): When f is polynomial of degree d (≥ 2) and g ∈ ET .
By Renyi’s Theorem [13], g is periodic and therefore, we can express g as
g(z) = G(eBz),
G ∈ H(C∗) with an essential singularity at 0 or ∞ and B is a non-zero constant. Let w0
be a zero of f
′
. Then G(z) = w0 has at most finitely many roots and so by Picard’s big
theorem it follows that f
′
has exactly one zero, say w0. Thus we can express f
′ as
f
′
(w) = b(w − w0)
d−1 and hence f(w) = α(w − w0)
d + c
for some constants α( 6= 0) and c. Therefore,
Ha(z) = α (g(z)− w0)
d + c.
Hence N(r, c,Ha) = dN(r, w0, g). Since G(w) = w0 has at most finitely many roots,
N(r, w0, g) = o(m(r,Ha(z))) which is contrary to (2.16) showing that Case(iii) also fails
to occur.
Hence Ha(z) is prime in entire sense.
Using Theorem 2.4 and Lemma 2.2 and following the proofs of (ii) and (iv) in Theorem
2.3, we obtain:
Theorem 2.6. Let h ∈ ET such that h(±1) 6= 0. Put Ha(z) := cos z · h(sin z) + a sin z,
where a ∈ C. Then there exists a countable set E ⊂ C such that Ha possesses the following
properties for each a /∈ E:
(i) Ha is prime in entire sense;
(ii) #
{
[z] : H
′
a(z) = 0
}
=∞;
(iii) for any z1, z2 ∈
{
z ∈ C : Ha(z) = c,H
′
a(z) = 0
}
, cos z1 = cos z2 and sin z1 =
sin z2 for any c ∈ C; and
(iv) H
′
a has only simple zeros.
3. Dynamics of non-linear entire functions permutable with members of
subclasses of F
The main result in this section is obtained by utilizing the argument due to Y. Noda
[9], faithfully, with certain modifications.
Let D0 := D \
{
z : f
′
(z)g
′
(z) = 0
}
. For f, g ∈ H(D), define a relation on D0 with
respect to f and g, denoted by ∼(f,g) as follows:
Let z, w ∈ D0. We write z ∼(f,g) w if and only if f(z) = f(w), g(z) = g(w) and
there are neighborhoods Uz and Uw of z, and w respectively such that f(Uz) = f(Uw),
g(Uz) = g(Uw) and
(
f|Uw
)−1
of|Uz =
(
g|Uw
)−1
◦ g|Uz in Uz. Then ∼(f,g) is an equivalence
relation on D0.
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Y. Noda [[9], Lemma 2.1] proved that for f, g ∈ H(D) and z0 ∈ C, there exist a
neighborhood Nz0 of z0, h ∈ H(Nz0) and φ, ψ ∈ H(h(Nz0)) satisfying
(1) f
′
(z) 6= 0, g
′
(z) 6= 0, h
′
(z) 6= 0 z ∈ Nz0 \ {z0};
(2) z ∼(f,g) w if and only if h(z) = h(w) z, w ∈ Nz0 \ {z0}; and
(3) f = φ ◦ h, g = ψ ◦ h.
This information lead Y. Noda [9] to extend the above equivalence relation toD as follows:
Let z, w ∈ D. We write z ∼(f,g) w if and only if f(z) = f(w), g(z) = g(w) and there
exists a conformal map φ defined in a neighborhood of h1(z) such that φ(h1(z)) = h2(w),
φ1 = φ2 ◦ φ, ψ1 = ψ2 ◦ φ, where hj , φj, ψj(j = 1, 2) satisfy the conclusions of Lemma 2.1
of Noda[9]( mentioned in the preceding discussion).
Using this equivalence relation, Y. Noda[9] proved the existence of the greatest common
right factor of entire functions:
Lemma 3.1 ([9], p.5). Let f, g ∈ H(C). Then there exits F ∈ H(C) and φ, ψ ∈ H(F (C))
such that f = φ ◦ F and g = ψ ◦ F. F (z) = F (w) if and only if z ∼(f,g) w.
The entire function F in Lemma 3.1 is called the greatest common right factor of f
and g (for a more general definition one may refer to [[9], p.2]).
We also require the following key lemmas for proving our result in this section:
Lemma 3.2 ([1], Satz 6). Let f ∈ ET such that f permutes with a polynomial g. Then
g(z) = ωz + β (ω = exp {2piik/p} , k, p ∈ N, (k, p) = 1). Further, if ω 6= 1, then f(z) =
c + (z − c)F0 ((z − c)
p) , where c = β/(1− ω) and F0 is an entire function.
Lemma 3.3 ([1], Satz 7). Let f and g be permutable entire functions. Then there exist
a positive integer n and R0 > 0 such that M (r, g) < M (r, f
n) for all r > R0.
Lemma 3.4 ([3],Theorem 1). Let f, g ∈ ET . Then
lim sup
r→∞
logM (r, f ◦ g)
logM (r, g)
=∞.
Lemma 3.5 ([9], Lemma 2.5). Suppose that f, g ∈ H(C) are permutable and (F, S) be a
greatest common right factor of f and g. Let there be a subset A ⊂ C such that #f(A) = 1
and #g (A) = 1 and r be the order of f at some point of g (A). Then there exists a subset
A′ ⊂ A such that #F (A′) = 1 and #A′ ≥ #A/r.
Lemma 3.6 ([9], Lemma 3.1). Let f ∈ ET and A be a discrete subset of C such that
#f−1 (A) =∞. Then supw∈A#(f
−1 ({w}) ∩ Ac) =∞.
Lemma 3.7 ([9],Lemma 5.3). Let f be a periodic entire function and A be a discrete
subset of C such that # [f−1 (A)] =∞. Then supw∈A# [f
−1 ({w}) ∩Ac] =∞.
Lemma 3.8 ([9], Lemma 5.4). Let h ∈ H(C∗) satisfying that #
{
w : h
′
(w) = 0
}
= ∞.
Put f(z) = h(ez). Let g ∈ ET such that g permutes with f . Then for each N ∈ N, there
exists c such that g
′
(c) = 0,#
{
[z] : f(z) = c, f
′
(g(z)) = 0
}
≥ N.
Lemma 3.9 ([11], Lemma 2.1). Suppose that f, g ∈ ET such that g(z) = af(z)+b, where
a, b ∈ C. If g permutes with f , then J(f) = J(g).
Lemma 5.1 of [9] can be straight way extended to:
PRIMENESS AND DYNAMICS OF SOME CLASSES OF ENTIRE FUNCTIONS 9
Lemma 3.10. Suppose that f is periodic entire function with a period λ 6= 0 and
g be entire function permutable with f and (F, S) be a greatest common right factor
of f and exp {(2pii/λ)g}. Let there be a subset A ⊂ C such that #f(A) = 1 and
#exp {(2pii/λ)g(A)} = 1 and r be the order of f at some point of g (A). Then there
exists a subset A′ ⊂ A such that #F (A′) = 1 and #A′ ≥ #A/r.
Now we state and prove the main result of this section:
Theorem 3.11. Let f be a periodic entire function satisfying the following properties:
(i) f is prime in entire sense;
(ii) #
{
[z] : f
′
(z) = 0
}
=∞;
(iii) the set
{
z ∈ C : f(z) = c, f
′
(z) = 0
}
is distributed over a finite number of distinct
straight lines for any c ∈ C; and
(iv) the multiplicities of zeros of f
′
are uniformly bounded.
If g is any non-linear entire function permutable with f , then J(g) = J(f).
Proof. Suppose that λ 6= 0 is the period of f and assume that g ∈ ET such that g permutes
with f . By (ii) and Lemma 3.8, for each positive integer N there exists c such that
g
′
(c) = 0 and #
{
[z] : f(z) = c, f
′
(g(z)) = 0
}
≥ N.
Let A be a subset of C such that [z] 6= [w] for z, w ∈ A, z 6= w and
[A] =
{
[z] : f(z) = c, f
′
(g(z)) = 0
}
.
Since f ◦ g(A) = g ◦ f(A) = {g(c)} , we have
g(A) ⊂
{
z : f(z) = g(c), f
′
(z) = 0
}
. (3.1)
In (iii), let us assume that the solutions of the simultaneous equations are distributed on
t straight lines, then there exists a subset B ⊂ A such that g(B) lie on a single straight
line(which is parallel to the line passing through the origin and λ) with #B ≥ N/t.
Claim 1: [g(B)] is finite.
Suppose that [g(B)] is infinite. Let X be the set of distinct points such that [X ] = [g(B)]
and [z] 6= [w], z, w ∈ X, z 6= w. We can choose the set X such that all points of X lie on
a small line segment. Since X is infinite, X has an accumulation point which contradicts
(3.1). This establishes the claim.
Let z1, · · · , zp ∈ C, (p ≥ 1) such that
g(B) ⊂
p⋃
i=1
{zi + nλ : n ∈ Z} .
Therefore, we have a subset C ⊂ B and zi, for some i ∈ {1, · · · , p} such that
g(C) ⊂ {zi + nλ : n ∈ Z} and #C ≥ N/pt.
This implies that # (exp {(2pii/λ) g(C)}) = 1.
On the other hand, f(C) = {c} and thus #f(C) = 1. By Lemma 3.1, Lemma 3.10
and (iv), there exist F ∈ H(C), φ, ψ ∈ H(F (C)) and a subset D ⊂ C such that f =
φ ◦ F, exp {(2pii/λ) g} = ψ ◦ F , #F (D) = 1, #D ≥ N/(s + 1)pt, where s denotes the
maximum multiplicity of zeros of f
′
. Since we can choose N arbitrarily large, F ∈ ET .
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We claim that F (C) = C. For, it is enough to show that F has no exceptional value
on C. Suppose on the contrary that there exists c ∈ C such that F = c + eQ for some
entire function Q. Then f(z) = φ(c+ ew) ◦Q(z). Since f is prime in entire sense, Q(z) =
a1z + a2(a1 6= 0). Thus f has a period 2pii/a1. Since λ is the fundamental period of f ,
2pii/a1 = λp for some integer p. Therefore, a1 = 2pii/λp, F (z) = c+exp {(2pii/λp)z + a2} .
Since #F (D) = 1, we have (z−w) ∈ λZ for all z, w ∈ D. Thus [z] = [w] for all z, w ∈ D,
a contradiction, and therefore, F (C) = C. Hence, φ, ψ ∈ H(C).
Since exp {(2pii/λ) g} = ψ ◦ F , we have ψ(z) 6= 0 for z ∈ C. Therefore, ψ = exp {G}
with G ∈ H(C) and so exp {(2pii/λ) g} = exp {G} ◦ F. Hence
g = (λ/2pii)G ◦ F + qλ
for some q ∈ Z.
Put K = (λ/2pii)G+ qλ. Then g = K ◦ F .
Since F is transcendental and f is prime in entire sense, we see that φ is linear. There-
fore, g = K ◦ φ−1 ◦ f . Put g1 = K ◦ φ
−1. Then g = g1 ◦ f. Note that f ◦ g1 = g1 ◦ f .
If g1 is transcendental, then by the same argument there exists g2 ∈ H(C) such that
g = g1 ◦ f = g2 ◦ f
2. Similarly we have g = gn ◦ f
n(n = 1, 2, · · · ), whenever all
gn(n = 1, 2, · · · ) are transcendental. This gives a contradiction by Lemma 3.3 and Lemma
3.4. Thus, gn is a polynomial for some n. By Lemma 3.2, we find that gn(z) = lz+m(l 6= 0)
and so g = lfn +m. Hence by Lemma 3.9 J(g) = J(f).
Remark 3.12. Condition (iii) in Theorem 2.3 as well as Theorem 2.6 implies that the set{
z ∈ C : Ha(z) = c,H
′
a(z) = 0
}
is distributed over two distinct straight lines and single
straight line respectively.
Remark 3.13. Let f be a periodic entire function satisfying the conclusion of Theorem
2.3 (or Theorem 2.6). Let g ∈ ET such that g permutes with f . Then by Theorem 3.11
and Remark 3.12, J(f) = J(g).
4. A non-periodic subclass of F
Let H(z) = P (z) · F (α(z)), where P (z) is polynomial of degree n, and F, α ∈ H(C)
such that Fa(z) := H(z)− aα(z) ∈ F for any a ∈ C.
On the similar lines of Lemma 2.2 we get:
Lemma 4.1. Let H(z) = P (z) · F (α(z)), where P (z) is polynomial of degree n , and
F, α ∈ H(C). Put Fa(z) = H(z)− aα(z), where a ∈ C. Suppose that H
′
and α
′
have no
common zeros. Then #{z ∈ C : Fa(z) = c, F
′
a(z) = 0} ≤ n, for all c ∈ C, provided that
a /∈ E.
Lemma 4.2. [10] Let F ∈ ET satisfy N
(
r, 0, F
′
)
> kT
(
r, F
′
)
on a set of r of infinite
linear measure for some k > 0. Assume that the simultaneous equations F (z) = c, F
′
(z) =
0 have finitely many solutions only for any constant c. Then F is left-prime in the entire
sense.
Theorem 4.3. Let Fa(z) = H(z) − a · α(z) ∈ F , where a ∈ C, H(z) = P (z) · F (α(z))
and P (z) is polynomial of degree n. Then there exists a countable set E ⊂ C such that
Fa satisfies the following properties for each a /∈ E.
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(a) Fa is left prime in entire sense. Fa happens to be prime if P (z) is a polynomial of
degree 1.
(b) #{z ∈ C : Fa(z) = c, F
′
a(z) = 0} ≤ n for all c ∈ C.
(c) Fa has infinitely many critical points and each is of multiplicity 1.
Remark 4.4. By (b) and the first half of (c) of Theorem 4.3, it follows that for each
a /∈ E, Fa is non-periodic.
From (b) and first half of (c) in Theorem 4.3 we observe that Fa can not be of the form
f ◦ q for some periodic entire function f and polynomial q. Suppose on the contrary that
Fa(z) = f ◦ q(z), (4.1)
for some periodic entire function f with period λ and for some polynomial q. Then
F
′
a(z) = f
′
(q(z)) · q
′
(z). (4.2)
By first half of (c) in Theorem 4.3, f
′
has infinitely many zeros. Let f
′
(z0) = 0 for
some z0 ∈ C. Then f(z0 + nλ) = f(z0) and f
′
(z0 + nλ) = 0 for all n ∈ Z. Let wn ∈ C be
such that q(wn) = z0+nλ for n ∈ Z. Then Fa(wn) = f(z0) and F
′
a(wn) = 0 for all n ∈ Z,
which violates (b) of Theorem 4.3.
In fact an entire function satisfying (b) and (c) of Theorem 4.3 is not of the form g ◦Q,
where g is periodic entire function and Q is a polynomial. Thus by Ng[[8], Theorem 1]
it follows that if f ∈ ET satisfying (a), (b), and (c) of Theorem 4.3 and permuting with
a non-linear entire function g, then J(f) = J(g); Theorem 4.3 provides an illustration of
this conclusion.
Proof of Theorem 4.3 Let E0 be a countable subset of C such that the assertions of
Lemma 4.1 hold for Fa(z) = H(z)− aα(z) as soon as a ∈ C \ E0. Clearly,
N(r, 0, F
′
a) = N
(
r, a,
H
′
α′
)
. (4.3)
By the second fundamental theorem of Nevanlinna [[6], Theorem 2.3, p.43], it follows that
for any k ∈ (0, 1),
N
(
r, a,
H
′
α′
)
> kT
(
r,
H
′
α′
)
(4.4)
hold for every r outside a set of finite linear measure and for every a outside E1, where
E1 is at most countable subset of C. Let E2 = E0 ∪E1. Then E2 is an at most countable
subset of C and (4.4) holds for every a ∈ C \ E2, and thus from (4.3), we have
N(r, 0, F
′
a) > kT
(
r,
H
′
α′
)
. (4.5)
Since T (r, α) = o (T (r,H)), (4.5) gives
N(r, 0, F
′
a) > kT
(
r,H
′
)
.
and hence
N(r, 0, F
′
a) > kT
(
r, F
′
a
)
(4.6)
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holds for all r outside a set of finite linear measure and for all a ∈ C \ E2. Thus,
combining Lemma 4.1 with Lemma 4.2, it follows that Fa(z) is left-prime in entire sense,
for all a ∈ C \ E2.
To show that Fa is right prime in entire sense, when P (z) is linear polynomial. Let
Fa = g ◦ h, where g ∈ ET and h is a polynomial of degree atleast two. Then from (4.6), g
′
has infinitely many zeros {zn}. For all n sufficiently large, h(z) = zn admits atleast two
distinct roots which comes out to be the solutions of the simultaneous equations
Fa(z) = g(zn), F
′
a(z) = 0,
contradicting the fact that these simultaneous equations have atmost one solution. Thus
h is linear and hence Fa is right prime in entire sense. This shows that Fa is prime in
entire sense. By Remark 4.4 and Lemma 3.1 of [2], Fa is prime.
(b) follows from Lemma 4.1 whereas the first half of (c) follows from equation (4.6) .
To prove the second half of (c), suppose there is z0 ∈ C such that F
′
a(z0) = 0, F
′′
a (z0) = 0.
Then
a =
H
′
(z0)
α′(z0)
, α
′
(z0)H
′′
(z0)− α
′′
(z0)H
′
(z0) = 0
Claim 1 : α
′
(z)H
′′
(z)− α
′′
(z)H
′
(z) 6≡ 0.
Suppose on the contrary that α
′
(z)H
′′
(z)− α
′′
(z)H
′
(z) ≡ 0. Then
H
′′
=
α
′′
α′
H
′
.
Since α
′
has at least one zero and α
′
and H
′
have no common zero which implies that H
′′
has a pole, a contradiction and this proves the claim.
Now it follows that the set
E3 :=
{
t =
H
′
(z)
α′(z)
: F
′′
t (z) = 0
}
is at most countable and for any a /∈ E3,
{
z : α
′
(z)H
′′
(z)− α
′′
(z)H
′
= 0
}
= φ. Therefore,
F
′
a(z) has only simple zeros for a /∈ E3.
The set E := E2 ∪ E3 is at most countable and the above conclusions hold for each
a /∈ E.
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