Classically, information theorists have understood the tradeoff between delay and system error performance by using block-length as a proxy. Although this turns out to be correct when feedback is absent, it is shown to be very misleading when feedback is available. For symmetric channels, fixed block-length communication systems show no improvements in their error exponents while fixed delay systems can show dramatic gains. We present a new upper bound ("the focusing bound") on the error performance possible in a fixed-delay system with feedback. This bound turns out to be the almost the same as Viterbi's bound used to study convolutional code performance as a function of the fixed-constraint length. Finally, we show that this upper bound can be asymptotically achieved at all rates with feedback for erasure channels as well as any symmetric channel that has nonzero zero-error capacity with feedback. Furthermore, it can be achieved in a delay-universal (anytime) fashion even if the feedback is delayed.
1
Why block-length and delay are not the same thing
I. INTRODUCTION
The channel coding theorems studied in information theory are not just interesting as mathematical results, they also provide insights into the underlying tradeoffs in reliable communication systems. While in practice, there are many different parameters of interest such as power, complexity, and robustness, perhaps the most fundamental two are end-to-end system delay and the probability of error. Error probability is fundamental because a low probability of bit error lies at the heart of the digital revolution justified by the source/channel separation theorem. Delay is important because it is the most basic cost that a system must pay in exchange for reliability -it allows the laws of large numbers to be harnessed to smooth out the variability introduced by random communication channels.
After reviewing some of the existing perspectives on feedback and reliability in Section II, the example of the binary erasure channel at R = 1 2 is used in Section III to constructively show how fixed-delay codes can dramatically outperform fixed block-length codes at the same rates when feedback is present. Section IV generalizes Pinsker's result [2] for non-block-code performance with fixed delay and also explain why, contrary to Pinsker's assertion, this argument does not properly generalize to the case when feedback is present. A new upper bound (the "focusing bound") on fixed-delay performance is introduced in Section V that revives Viterbi's inverse concatenation construction to serve this new purpose. Asymptotic achievability of this new bound with noiseless feedback is shown in Section VI for erasure channels and then in Section VII for a special class of "fortified" communication systems involving symmetric channels. Finally, in Section VIII, the results are immediately generalized to include all symmetric channels with positive feedback zero-error capacity, as well as the case of delayed noiseless feedback. Implicitly, this work establishes a connection between queuing and communication over noisy channels by showing how at high-rates, the delay is asymptotically dominated by time spent waiting in a queue. Along the way, we also comment on the computational advantages gained by use of feedback.
II. BACKGROUND

A. Fixed-length codes
Traditionally, reliable communication was first explored in the context of block-codes [3] . If physical information sources are considered to produce bits steadily at some rate R ′ s bits per second, then the use of a block-code of length n channel uses imposes a delay in two ways. Enough bits must first be buffered up to even compute the codeword. This takes no more than nτ c seconds and can take less if the block code is systematic in nature. In addition, the decoder must 1 wait for nτ c seconds to get the n channel outputs needed to decode the block. This second delay is present even if the source bits were realized entirely in advance of the channel uses. In this context, the fundamental lower-bound on error probability comes from the sphere-packing or volume bound, and this bound is also known to be achievable at high rates by random-coding [4] .
To understand this bound, it is helpful to think about the data block as representing a certain volume of uncertainty that the decoder has about the message. The objective in using the channel is to reduce this uncertainty at the decoder. Let P be the transition-matrix 2 for the discrete memoryless channel. Each channel use can reduce the uncertainty on average by no more than the capacity:
where I( q, P ) is the mutual information between input and output of channel P when q is the input distribution and is given by:
Reliable communication is not possible if during the block, the channel acts like one whose capacity is less than the target rate. Following [5] and [6] , for block codes this idea immediately gives the following bound on the exponential error probability:
where D(G||P | r) is the divergence term that governs the exponentially small probability of the true channel P behaving like channel G when facing the input distribution coming from the codeword composition r. The divergence is defined as:
(3) bounds the exponent in the probability of error because it in effect allows the code to pick its input distribution r after being told which channel G is being imitated by the true channel P during this block. Even with causal noiseless feedback, there is no way around this bound because channel capacity does not increase with feedback for memoryless channels.
By the linearity of D(G||P | r) in r, it is clear that the maximization of (3) must be attained at a corner point and so E + (R) can be written in its traditional form: 
Without feedback, the encoder has no flexibility to change the codeword composition in response to the channel's behavior. Thus, it is useful to consider block codes with constant composition r to get a sometimes tighter bound traditionally known as the sphere-packing bound. 
This bound enforces the fact that the composition r of the code is chosen in advance of the channel's actions and so the mimicked channel G only has to have mutual information less than R with that particular input distribution, not all possible input distributions. Consequently, E sp (R) ≤ E + (R) and Figure 1 illustrates that the inequality can be strict. Even if the code is allowed to have non-constant composition, there are only a polynomial number of compositions while the number of messages is exponential. Thus, at least one composition has a number of messages that is exponential in R times the block-length and so the bound (6) still holds. For symmetric channels (when the output probabilities are just permutations of each other depending on the chosen input), it is clear that E + (R) = E sp (R) since the input distribution r can always be chosen to be uniform. There is no loss in choosing G by keeping the same permutations as in P while just changing the output probabilities themselves. The order of the max and min does not matter [7] . Thus, for fixed-block codes and symmetric DMCs, no only does causal feedback not improve capacity, but it does not improve reliability either! 3 An alternate form for E sp (R) is given by:
with the Gallager function E 0 (ρ) defined as:
x,y (1+ρ) (8) Note that for symmetric channels, it suffices to use a uniform q while optimizing (8) . Also, since the random-coding error exponent is given by:
E r (R) = max
3 Notice how the situation for DMCs is dramatically different than the behavior of the AWGN channel with noiseless feedback for which Schalkwijk and Kailath showed double-exponential reliability with block length [8] , [9] . However, those results rely crucially on the variable nature of the power constraint which only has to hold on average. A DMC is more like an AWGN channel with a hard amplitude constraint on the channel inputs [10] . The sphere-packing and Haroutunian bound for the Z-channel with nulling probability 0.5. The upper curve is the Haroutunian bound for block-codes with feedback and the lower curve is the classical sphere-packing bound. Both approach zero very rapidly around the capacity of 0.223 nats per channel use. Due to the asymmetry of the Z-channel, the capacity achieving distribution is not the same as the sphere-packing bound achieving distribution at lower-rates. Instead, at lower rates we are more likely to use ones.
It is clear that the sphere-packing bound is achievable, even without feedback, at rates close to C since for those rates, ρ < 1 optimizes both expressions [4] . The points on the sphere-packing bound where ρ > 1 are also achievable by random coding if the sense of "correct decoding" is slightly relaxed. Rather than forcing the decoder to emit a single estimated codeword, list-decoding allows the decoder to emit a list of guessed codewords. The decoding is considered correct if the true codeword is on the list. For list-decoding with list size ℓ in the context of random codes, Problem 5.20 in [4] reveals that E r,ℓ (R) = max
is achievable. At high rates (where the maximizing ρ is small), there is no benefit from relaxing to list-decoding, but it makes a difference at low rates. The extreme limit of reliability in the fixed block-length setting is given by the study of zero-error capacity, in which the probability of decoding error is required to be exactly zero. As pointed out in [11] , this can be different with and without feedback. For zero-error capacity, the details of the channel matrix P are not important, as it clearly only depends on which entries are zero as compared to those that are nonzero. Since the classical Shannon capacity is clearly an upper bound to the zero-error capacity, minimizing the Shannon capacity C(G) over all channel matrices G that have zeros in the same places as P gives the natural upper bound to the zero error capacity. The true zero-error capacity without feedback C 0 is very hard to evaluate, but the zero-error capacity with feedback C 0,f can be evaluated [12] .
Although there is an explicit expression for C 0,f in [11] , the interpretation is more straightforward in the context of (7) . [13] proved that
by evaluating the limit and showing that it is identical to the expression for C 0,f from [11] . If C 0,f is nonzero, the sphere-packing bound (7) is infinite at rates below C 0,f and finite above it. The significance of this is more easily grasped by comparing with the Haroutunian bound E + (R) from (5) . An infinite E + (R) bound means that there is a channel input x so that the divergence D(G(·|x)||P (·|x)) is infinite. This in turn implies that the channel matrix for G must have a nonzero entry where P has a zero entry. Since the infimization in (5) is over channels G with Shannon capacity less than R, it means that the natural upper bound for C 0,f is tight for DMCs and E + (R) and E sp (R) are both infinite at the same rates R. 
B. Variable-length codes
That feedback improves neither the capacity nor the fixed block-length reliability function suggested that the fixed block-length reliability somehow represented the wrong question to ask. Because classical decoding of fixed block-length codes has a complexity that is not linear in the length, the block-length was also viewed as a proxy for implementation complexity rather than only for delay. Paralleling the use of variable length codes for source coding, the idea in variable block-length channel coding is to use more channel uses when the channel is behaving atypically than when it behaves typically. This way, the complexity of increased block-lengths is only experienced rarely and on average, the system is simpler to operate.
Without feedback, a variable-length mode of operation is impossible since the encoder has no way to know if the channel is behaving typically or atypically. With noiseless feedback, the length of the codeword can be made to vary based on what the channel has done so far -as long as that variation depends only on the received channel symbols. 4 The proposed error exponent for variable-length channel codes divided the negative log of the probability of block error ǫ by the expected length E[N ǫ ] of an average rateR variable-length code that attains the probability of error ǫ.
Burnashev gave the upper bound to this exponent by using martingale arguments treating the ending of a block as a stopping time. The evolution of the decoder's uncertainty about the message was examined by studying the conditional entropy of the message given the received channel outputs [14] . Burnashev observed that when the conditional entropy is large, it has an expected decrease that is bounded by the mutual information across the channel. When it is small, the expected decrease in the log of the conditional entropy can be bounded by another quantity. The required final value for the conditional entropy can be obtained from the desired probability of error. Putting it all together gives:
where C is the Shannon capacity of the channel and
represents the maximum divergence possible between channel output distributions given choice of two input letters. While Burnashev gives an explicit variable-length scheme in [14] that asymptotically attains the exponent of (12), the scheme of Yamamoto and Itoh in [15] is simpler and makes clear the idea of separating reliability from efficiency. Suppose there is a message of nR nats to send: 1) Transmit the message using any reliable block code at a rate R ′ < C close to capacity but larger than the target average rateR. This will consume n R R ′ channel uses. 2) Use the noiseless feedback to decide at the encoder whether the message was received correctly or incorrectly. 3) If the message was received correctly, send a "confirm" signal by sending input i from (13) repeated n(1− R R ′ ) times. Otherwise, use those channel uses to send a "deny" signal by repeating input k the same number of times. 4) The decoder performs a simple binary hypothesis test on the received confirm/deny channel outputs to decide whether to accept the current message block. If it rejects the block, then the encoder will retransmit it until it is accepted. Since errors only occur when the message is falsely accepted, the decoder minimizes the probability of false alarm while holding the probability of missed detection to some acceptably low level. Since retransmissions can be made as rare as desired as long as R ′ < C, the overall average rateR of the scheme approaches R. Since the number of slots for the "confirm/deny" message can be made to approach n(1 − R C ), the reliability approaches (12) by Stein's Lemma [16] . 5 The Burnashev exponent is dramatically higher than the fixed block-length exponents (see Figure 14) and thus seems to demonstrate the advantage of feedback. However, it is unclear what the significance of average delay really is in the system. The block-length under the Yamamoto and Itoh scheme is distributed like a scaled geometric random variable with a small, but not very tiny, 1 − p. Consequently, it will exceed a target deadline (like an underlying channel's coherence time or an application-specific latency requirement) far more often than the scheme makes an undetected error. 5 There are also no known nontrivial separation theorems involving either average block-length or average delay.
In addition, the complexity interpretation is even more problematic since it is unclear how complexity is actually increasing with overall block-length. After all, the first phase only has to operate near capacity with a small error probability. So the encoder is free to break the message into sub-messages and use smaller codes for each. A single confirm/deny phase will suffice for all of them together by denying the entire message if any of the sub-messages is in error. 6 Furthermore, the variable-length coding schemes of Ooi and Wornell [17] , [18] achieve linear complexity in the block-length for the data-communication part. These schemes are based on the idea of using multiple phases of communication in which each phase uses a simple variable-length code to encode the residual bit errors left over from the previous phases. Once complexity is linear in the expected length, it is constant on a per-symbol basis. The block-length does not matter since the total decoding complexity is the same whether one encodes a message using one long block or many short ones. So in what sense is the length of the confirm/deny phase a good proxy for implementation complexity?
C. Non-block codes
Another classical approach to the problem of reliable communication is to consider codes without a block structure. Convolutional and tree codes represent the prototypical examples. It was realized early on that in an infinite 7 constraint length convolutional code under ML decoding, all bits will eventually be decoded correctly [4] . Given that this asymptotic probability of error is zero, there are two possible ways to try to understand the underlying tradeoffs: look at complexity or look at the delay.
The traditional approach was to focus on complexity by examining the case of finite constraint lengths. The persymbol encoding complexity of a convolutional code is linear in the constraint length, and if sequential decoding algorithms are used, so is the decoding complexity [19] . With a fixed constraint length ν, the probability of error cannot go to zero and so it is natural to consider the tradeoff between the error probability and constraint length ν. Viterbi used a genie-aided argument to map the sphere-packing bound for block codes at lower rates into a bound for fixed-constraint length convolutional codes operating at higher rates. (A variant of this argument is used in Section V to bound performance with delay.) After some calculation, this gives the following parametric exponent bounding how fast the bit error probability can decay with the constraint length: [20] 
where ρ ≥ 0. This exponent can be tightened in the low-rate regime by using the "straight-line bound" [21] . The bound (14) is also achievable in the high-rate regime (R > E 0 (1)) by using a random time-varying convolutional code under Viterbi decoding or sequential decoding using the appropriate bias [19] . The E c (R) from (14) for fixed constraint-lengths is substantially higher than E sp (R) from (7) for fixed blocklengths. This was used to argue for the superiority of convolutional codes over block-codes from an implementation point of view. However, it is important to remember that this favorable comparison does not hold when delay, rather than complexity, is considered. The traditional approach to achieving (14) using a convolutional code requires using 5 In addition, if the message bits are streaming in rather than being known in advance, there is also the unaccounted queuing delay experienced by the bits awaiting transmission. But by choosing a rate Rin <R and then adjusting the other parameters, the average queuing delay can be made almost as small as the average block-length n and so the situation here is not that different from the block case. 6 To achieve a probability of error ǫ for a data-communicating block of size n, each of the l length sub-messages must attain a probability of error of no more than ǫl n . Even with classical block decoding, the implementation complexity is only superlinear in l. If there is an error exponent, this means that l need only be roughly logarithmic in n and even if the complexity is exponential in l, the net complexity is only polynomial in n. 7 More precisely, these are unbounded constraint length codes since at any finite time there are only a finite number of data bits so far. 6 the convolutional code to build a very long block code (much longer than the constraint length) and then terminating it appropriately. The delay experienced by any given bit is therefore significantly longer than the fixed constraint length.
If the end-to-end delay is forced to be bounded, then the bit error probability with delay is governed by E r (R) for random convolutional codes, even when the constraint lengths are unbounded [22] . This performance with delay is also achievable using an appropriately biased sequential decoder [23] . A nice feature of sequential decoders is that they are not tuned to any target delay -they can be prompted for estimates at any time and they will give the best estimate that they have. Thus an infinite constraint-length convolutional code with appropriate sequential decoding achieves the exponent E r (R) delay universally over all (sufficiently long) delays.
The role of feedback in non-block code settings has also been investigated considerably by considering a variety of different schemes [24] , [25] , [26] , [27] , [28] , [29] , [30] , each with an idiosyncratic way of defining a relevant error exponent. The simplest approach 8 is to consider a variable-constraint length model in which complexity is counted by the expected number of multiply-accumulate operations that are required to encode a new channel symbol. 9 The encoder is allowed to "look over the shoulder" of the decoder and have access to noiseless feedback of the channel outputs. This gives the convolutional parallel to the Burnashev problem of variable block-length codes. For ease of exposition, suppose the channel is binary input and symmetric. 10 Use R ′ = R ln 2 to refer to the input rate in bits per channel use rather than nats per channel use. Apply the "encode the error signals" advice of [17] to get the following simple construction:
• Start with an infinite constraint-length random time-varying convolutional code. 11 The j-th channel input X j = k H k (j)B k mod 2 would be generated by correlating the input bits B 
(j).
• Use the noiseless feedback to run a sequential decoder at the encoder. This gives the encoder access to B
-the tentative estimates of the past input bits based on the channel outputs so far. Set B jR ′ (j − 1) = 0 since there is no estimate for the new bit, and then compute B k (j) = B k + B k (j − 1) mod 2 to represent the current error sequence. Since the probability of bit error is exponentially decreasing in delay [23] , only a small number of the B k (j) are nonzero, and furthermore, these are all around the more recent bits. The expected number of nonzero error bits is therefore bounded by some constant.
• Run the infinite constraint-length convolutional code using the error sequence rather than the input bits.
Input the resulting X j into the channel. Since the additional term [· · · ] is entirely known at the receiver and modulo 2 addition is invertible, this feedback code has exactly the same distance properties as the original code without feedback. Furthermore, since there are only a finite random number of nonzero error bits and the encoder knows where these are, the encoding complexity is a random variable with finite expectation.
• Pick an arbitrary length d to terminate a block, and then choose an overall block-length n so that d is insignificant in comparison. The expected per-channel-input constraint-length used by the code is finite, while the overall probability of blockerror dies exponentially with the terminator-length d. Consequently, the expected constraint-length error-exponent for variable constraint-length convolutional codes with noiseless feedback is essentially infinite. If we count the expected number of computations required to run the encoder's copy of the decoder, then this result holds for all rates strictly below 12 the computational cutoff rate E 0 (1). Even though noiseless feedback is used by the encoder to generate the channel inputs, the decoding is "sequential" in the sense of Jacobs and Berlekamp [31] and suffers from the resulting computational limitation of having a search effort distribution with certain unbounded moments. 8 Dear reviewer: the scheme we describe in this subsection is too obvious to be original to us, but we are unaware of who came up with it earlier. 9 For a fixed constraint length system, the complexity is just the constraint length. 10 If it is not binary input and symmetric, use mappings in the style of Figure 6 .2.1 of [4] to approximate the desired channel input distribution. 11 So the encoding complexity of using this unmodified would be infinite. Of course, in a "practical setting," one could just pick a constraint length so long that the convolutional error probability is more than small enough. But presumably, this is still too large of a number. 12 At depth τ within a false path, each node expansion requires O(τ ) multiply-accumulate operations to evaluate. This polynomial-order term is insignificant when compared to the rate-dependent exponential increase in the number of false nodes with increasing depth. Thus, the polynomial term can be bounded away by just treating it as slight increase in the rate.
These limitations can be circumvented by using the concatenated coding transformations of Pinsker [32] (as well as others described more recently by Arikan [33] ) to bring the computational cutoff rate E 0 (1) as close to C as desired. This is done by using a moderate-length block-code to "clean up" the channel 13 and then using parallel high-rate convolutional encoders and parallel sequential decoders to decode the message bits themselves. Thus, the expected computation error-exponent for nonblock codes with noiseless output feedback can be made essentially infinite at all rates below capacity. The expected complexity 14 is a constant that depends only on the desired rate, not on the target probability of error.
At first glance, this infinite exponent seems to show the superiority of variable constraint-length convolutional codes over variable block-length codes when feedback is allowed since the Burnashev bound (12) is only infinite for channels whose probability matrices P contains a zero. However, this is not a fair comparison since it is comparing expected per-channel-use computational complexity here with expected total block-length in the variable block-length case. If a linear-time block-coding scheme is used, it can achieve any desired probability of error by adjusting the length of the confirm/deny phase in the same way that a large enough terminator d is chosen for the variable constraint-length convolutional code. When considering the probability of error in comparison with the per-channel-use average computation, that will yield an infinite exponent for variable-length block-codes as well.
An infinite exponent just means that the asymptotic tradeoff of probability of error with expected computation 15 is uninteresting when feedback is allowed. As a result, it is natural to consider the tradeoff with delay instead. The actual delay experienced at the bit level in the variable constraint-length convolutional scheme is somewhere between d and 2d. It does not have to be n since the convolutional encoding is essentially causal and the decoding is sequential. The delay on the first bit of the block is around 2d since it was presumably waiting during the previous block's terminator, and then had to wait an additional d channel uses to reach the required level of reliability before being decoded. The final bit of the block presumably just arrived as it was being encoded and so only faces the delay of d induced by the terminator. Consequently, the error exponent with delay for such a scheme remains at the same E r (R) level 16 that was obtained without feedback.
III. FIXED-DELAY CODES AND A COUNTEREXAMPLE TO PINSKER'S CONJECTURE
So far, none of the described schemes beat the error exponent E sp (R) with fixed delay, even when noiseless feedback is allowed. This question was considered by Pinsker in [2] which explicitly treats the BSC case, while asserting that the results hold for any DMC. The main result (Theorem 5 in [2] ) is that the sphere-packing bound E sp (R) is a bound on the probability of error with fixed delay. Theorem 8 in [2] asserts that the same bound continues to hold with feedback.
The binary erasure channel with erasure probability δ < 1 2 used at bit-rate R ′ = 1 2 gives a counterexample to Pinsker's conjecture. 17 The BEC is so simple that everything can be understood with a minimum of overhead. The sphere-packing bound in this case corresponds to the probability that the channel erases more than 1 2 of the inputs during the block:
For δ = 0.4, this corresponds to an error exponent of about 0.02. Even with feedback, there is no way for a fixed block-length code to beat this exponent. If the channel lets fewer than n 2 bits through the channel, it is impossible 13 The resulting parallel "cleaned up" channels have a very low probability ǫ of bit flips, but the flips are correlated across the different channels. The per-subchannel cutoff rate E0(1) = − ln( + ǫ(1 − ǫ)) ≈ ln 2 − 2 √ ǫ approaches 1 bit per channel use as ǫ → 0. As long as the probability of bit error ǫ goes to zero faster than 1 n 2 for a clean-up block code of length n, the averaged sum-cutoff rate approaches the rate of the clean-up block code.
14 It is easy to see that this result is not limited to the first moment of computation alone. Any target moment can be made finite for any target rate. However, this particular scheme cannot simultaneously make all the computational moments finite at any nonzero rate. 15 Average-case computation being bounded does not answer the question of worst-case computation when feedback is available. In Section III, worst-case computation is shown to be bounded for the binary erasure channel, and then for a broader class of channels in Section VIII. 16 It remains at this level if R < E0(1) and no concatenated coding needs to be used. Otherwise, the scheme described here would further reduce the exponent by a factor corresponding to the moderate block length of the code used to "clean up" the noisy channel. 17 See [1] and [34] for a much more involved code with feedback that beats the sphere-packing bound for the BSC when fixed delay is considered. [35] has an alternative construction based on the codes of this paper. to reliably communicate an n 2 bit message 18 ! If causal noiseless feedback is available, the natural nonblock code just retransmits a bit until it is correctly received. As bits arrive steadily at the rate R ′ = 1 2 , they enter a FIFO queue of bits awaiting transmission. If no bits are waiting, then the channel use goes to waste by just sending a zero. The bit arrivals are deterministic and so the decoder knows to ignore the resulting channel output. If we look at the queue state every two channel uses, we know that exactly one new bit has arrived, while the channel may have successfully served 0, 1, or 2 bits in this period. Thus, the state of the queue can either increment, stay the same, or decrement, and it can be modeled (see Figure 2) as a birth-death Markov chain with a δ 2 probability of birth and a (1 − δ) 2 probability of death. The steady state distribution of the queue is therefore π i = κ(
To understand the probability of error with delay, just notice that the only way a bit can miss its deadline is if it is still waiting in the queue. If it was a bit from d time steps ago, that means that the queue must currently hold at least d 2 bits. The steady state distribution reveals that the asymptotic probability of this is:
Converting that into an error exponent with delay d gives:
Plugging in δ = 0.4 gives an exponent of more than 0.40. This is about twenty times higher than the sphere-packing bound! Simple computations can verify that the ratio of (16) to (15) goes to infinity as δ → 1 2 . To get a more intuitive understanding of why this happens, it is worthwhile to consider an idealized feedback-free code for erasure type channels. Suppose that the code causally generated parities of all the data symbols so far with the property that they could be decoded whenever we had received as many unerased parities as there were undecoded variables. The queue size can be reinterpreted in this setting as the number of additional parities required before the decoder could solve for the currently uncertain data symbols. The queue's renewal times correspond to the times at which the decoder can solve for the current burst of undecoded data symbols. Figure 3 illustrates the backlog of undecoded bits in a simulated run of a rate 1 2 code over a channel with erasure probability 0.4. Figure 4 zooms in on a particular segment of time and shows the differences between how the feedback-free and feedback codes make progress. During a bad period in which the channel is erasing too many symbols, progress at the decoder seems to stop entirely in the feedback-free code, only catching up in a burst when the bad period ends. In contrast, the code with feedback makes visible, but slower, progress at the decoder even during these bad periods. As a result, it is able to meet the target delay deadline whereas the code without feedback misses it. This example also shows how the delays in the feedback-free code are related to the inter-renewal times of the queue, while the delays in the code with feedback are related to the states of the queue itself.
Stepping back, this example illustrates that Pinsker's bound with delay does not apply when feedback is available. Instead, fixed delay nonblock codes can dramatically outperform fixed block-length codes with feedback. Moreover, we also glimpse why this occurs. Reliable communication always takes place at rates R that are less than the capacity C. In a fixed-delay setting with feedback, the encoder has the flexibility to do flow control based on what the channel has been doing in the past. It can vary the short-term operational rate R -in effect stealing channel uses from later bits to make sure that earlier bits meet their deadlines, while still hoping that the later bits will be able to meet their later deadlines. This flexibility is missing in the fixed block-length setting because all the bits in the block are forced to have the same deadline. 18 Bit vs block error considerations alone do not change the overall picture since they will buy at most a factor of 2 n in the average probability of bit-error. Figure 3 showing the total number of decoded symbols as a function of time. The thin upper curve is the total number of symbols that have been received at the rate 1 2 encoder. The next lower-line is the total number of symbols decoded by the code with feedback. The lowest curve corresponds to the code without feedback. The thin dotted line represents the deadline of 12 time steps. Whenever the decoder curves are below this curve, they are missing the deadline.
This can also be seen by contrasting the total conditional entropy of the bits given the channel outputs to the sum of the marginal conditional entropies of the bits given the channel outputs. If the channel misbehaves slightly and makes it hard to distinguish even a single pair of bit strings, the marginals become bad even though the total conditional entropy is small. Such situations are common without feedback. From the decoder's perspective, the feedback encoder's strategy is to focus the uncertainty onto later bits to pay for reducing it on earlier bits. The sum of the marginal conditional entropies is then the same as the total conditional entropy.
Bits that are held in the encoder's queue do not impact the channel inputs and are thus the ones that the decoder is most uncertain about. In Section V, this focusing idea is used to derive a general bound on the reliability with fixed-delay when feedback is allowed. The total delay experienced by a bit can also be broken into two components: queuing delay and transmission delay. For the erasure channel, the transmission delay is just a geometric random variable governed by an exponent of − ln(δ). This transmission exponent does not change with the data rate. 19 The queuing delay is the dominant term, and its exponent naturally does change with the data rate.
Finally, it is interesting to examine the computational burden of implementing this simple code. At the encoder, all that is needed is a FIFO queue that costs a constant per unit time to operate. 20 The decoder has similar complexity since it too just tracks how many bits it has received so far in comparison with the number of bits known to have arrived at the encoder. The computational burden does not change with the target delay or the quality of the channel! Focusing deepens our understanding of how this simple encoder and sequential-seeming decoder together manage to escape the computational search limitations implied by [31] . The classical explanation is that the decoder uses the outputs from future branches to disambiguate an earlier branch. While true, this overlooks the encoding feature that allows this to happen. With noiseless feedback, the encoder knows strictly more than the decoder. It focuses the uncertainty onto the newer data bits by holding them in the queue, and thus these bits do not cause branches that need to be searched. By submitting to the encoder's lead, the decoder no longer has to do any searching at all.
IV. BOUNDING THE FIXED-DELAY RELIABILITY FUNCTION WITHOUT FEEDBACK
This section gives a generalization of Pinsker's BSC argument from [2] to the case of general DMCs. Haroutunian's exponent E + (R) from (5) is shown to bound the reliability function with delay if feedback is not available. For symmetric DMCs, this is the same as the sphere-packing bound E sp (R). Furthermore, we discuss why this proof does not go through when feedback is present.
But first, some basic definitions are needed: Definition 4.1: A discrete time discrete memoryless channel is a probabilistic system with an input. At every time step t, it takes an input x t ∈ X and produces an output y t ∈ Y with probability p(y t |x t ). Both X , Y are finite sets. The current channel output is independent of all past random variables in the system conditioned on the current channel input.
Definition 4.2:
A rate R encoder E without feedback is a sequence of maps E t . The range of each map is the discrete set X . The t-th map takes as input the available data bits B
⌊R
′ t⌋ 1 where R ′ = R ln 2 is the data rate translated to bits rather than nats.
Randomized encoders also have access to a continuous uniform random variable W t denoting the common randomness available in the system. Randomized decoders also have access to all the continuous uniform random variables W t . 
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Definition 4.4:
The fixed-delay error exponent α is asymptotically achievable at rate R across a noisy channel if for every delay d j in some increasing sequence d j → ∞ there exist rate R encoders and delay d j decoders E dj , D dj that satisfy the following properties when used with input bits B i drawn from iid fair coin tosses.
1) For every j, there exists an ǫ j < 1 so that
represents the delay d j estimate of B i produced by the E j , D j pair connected to the input B and the channel in question. 2) lim j→∞ − ln ǫj dj ≤ α The exponent α is asymptotically achievable universally over delay or in an anytime fashion if a single encoder E can be used above for all d j above.
With these definitions, the main result of this section can be stated: Theorem 4.5: For a discrete memoryless channel, no fixed-delay exponent α > E + (R) is asymptotically achievable without feedback.
The proof spans the next few sections.
A. Feedforward decoders and their equivalent forms
For notational convenience, assume that R ′ < 1 so that at least one channel use comes between each data bit's arrival. If R ′ > 1, the same argument will work by considering the incoming bits to arrive in pairs, triples, etc. The first property to observe is that with access to the feedforward information, it suffices to ignore very old channel outputs:
Lemma 4.1: For a memoryless channel being used without feedback, given a rate R encoder E, the optimal delay d rate R decoder for bit i with feedforward only needs to depend on B 
Proof: This is a simple consequence of the memorylessness of the channel and the causality of the encoders. Given knowledge of the E and the prefix B i−1 1 , the decoder can compute the first
form a Markov chain when there is no feedback to the encoder.
Since the Y 
. Since they do not influence the posterior distribution, they are irrelevant for optimal bit estimation. ♦
The second property is that it suffices to feedforward the error sequence B i = B i + B i mod 2 rather than the past data bits themselves. 
Fig. 6. The relevant "cutset" illustrated. For the data bits B to pass noiselessly across the cutset, the sum of the mutual information between X and Y and the entropy of B must be larger than the entropy of the B. The mutual information between X and Y is bounded by the capacity of the noisy channel and the entropy of B provides a lower bound to the probability of bit errors.
Lemma 4.2:
Given a rate R encoder E, the optimal delay d rate R decoder for bit i with feedforward only needs to depend on B can be recovered from the given information, there is no loss. ♦ Lemmas 4.1 and 4.2 tell us that feedforward decoders can be thought in three ways: having access to all past data bits and all past channel outputs, having access to all past data bits and only a recent window of past channel outputs, or having access to all past decoding errors and all past channel outputs.
B. Constructing a rate R − δ 1 block code
Pick an arbitrary 0 < δ 1 < R ′ 2 . For every delay d j , pick an δ 0 ≤ δ 1 and a block-length n j = djR δ0 sufficiently large so that it is possible to construct a rate (R − δ 1 ) block-code out of the encoders and decoders. For notational convenience, let δ ′ 1 be such that
bits, just run the rate R encoder using the data bits and terminate with the encoder run using some additional random coin tosses. To decode the block, just use the delay d j rate R decoders with feedforward, with the feedforward in the form of the error signals B nj(R ′ −δ data bits exactly. As a block-code, this hypothetical system never makes an error from end to end. For such a system (as illustrated in Figure 6 ), the data processing inequality implies: Lemma 4.3: If n is the block-length, the block rate is R − δ 1 , the X n 1 are the channel inputs, Y n 1 are the channel outputs, and the B
are the error signals coming from the underlying rate R delay d encoding and decoding system, then: Proof:
The first equality holds because the data bits are fair coin tosses. The first inequality comes from the data processing inequality when considering the following trivial Markov chain:
that comes from the fact that the channel outputs and the error signals are enough to reconstruct the original bits. After expanding in terms of entropies, the H( B
) term can be dropped since it is zero because the error signal can be reconstructed from the data bits and the channel outputs. The second inequality comes from dropping conditioning, while the final one comes from applying the data processing inequality on the following Markov chain:
C. Lower bound the error probability
Now, suppose this block-code were to be run over the noisy channel G that minimizes (5) at R − 2δ 1 . Since the capacity of G is at most R − 2δ 1 , and there is no feedback to the encoder, the mutual information between the channel inputs and outputs is bounded:
Plugging (18) into (17) from Lemma 4.3 gives
Since
), the average entropy per error bit is thus at least
While the specific position i * might vary for different d j , the minimum error probability δ 2 does not.
At this point, Lemma 4.1 implies that even if the channel G were used only for the
, the same minimum error probability δ 2 must hold, regardless of how large d j is. All that remains is to show that the probability of error under the true channel P cannot be too small. We start with a simple lemma: Lemma 4.4: For every finite DMC channel law G and ǫ 1 , ǫ 2 > 0, there exists a constant K such that for every
Where d is the length of the vectors x, Y , and the appropriate typical set is:
where n x,y ( x, y) is the count of how many times (x, y) occurs in the sequence (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x d , y d ), and n x ( x) is the count of how many x are present in the d length vector x.
14 Furthermore, for any y ∈ J ǫ1,ǫ2 x , the ratio of the probability of the sequence under a different channel law P is bounded below:
where r( x) is the type of x. In particular,
Proof: For every x ∈ X , Cramér's theorem for iid finite-valued random variables says that the relative frequency of y's will concentrate around g x,y exponentially fast with length d. Let K ′ be smallest such exponent over x ∈ X , y ∈ Y for the intervals g x,y ± ǫ 1 . Set K = ǫ 2 K ′ since there are at least ǫ 2 d occurrences of the relevant x values. Finally, apply the union bound over all |X ||Y| possible pairs that can occur to get (20) . To show (22) , first note that those (x, y) pairs for which g x,y = 0 can be ignored since these cannot occur in any sequence with nonzero probability under G. Then:
Similarly:
The ratio of the two probabilities is thus
Now apply the definition of J ǫ1,ǫ2 x and first bound the contribution to the exponent by those rare inputs x ∈ X rare which occur too rarely: n x ( x) < ǫ 2 d. We drop the arguments of ( x, y) when they are obvious from context.
For the non-rare x, the n x,y are already within ǫ 1 of g x,y and thus, for
which establishes (22) . To get (23) , just bound by the worst possible r. ♦
With this basic lemma, we next establish: Lemma 4.5: If under channel G and input sequence x, the probability of
where r is the type of x. Proof: If g x,y = 0, then it is safe to assume p x,y = 0 as well since otherwise the divergence is infinite and the Lemma is trivially true. The finite sum x,y:rx =0,gx,y =0 | ln gx,y px,y | is thus just some finite constant K ′ that depends only on G and P . By choosing ǫ 1 , ǫ 2 small enough, is it possible to satisfy (2ǫ 2 + ǫ 1 ) x,y:rx =0,gx,y =0 | ln gx,y px,y | < ǫ. The event A has a substantial probability δ under G that does not diminish with d. Consequently, Lemma 4.4 implies that for the chosen ǫ 1 , ǫ 2 > 0, there exists a constant K so that
The immediate application of the second part of Lemma 4.4 gives:
which is the desired result. 
Since the average is at least δ 2 , and the probabilities can be no bigger than 1 and no smaller than 0, at least a δ 2 proportion of them are at least δ 2 in size. For each of them, an application of Lemma 4.5 reveals that:
Since ǫ > 0 was an arbitrary choice and δ 2 does not depend on d j , this means that the error exponent with delay cannot be any larger than E + (R − 2δ 1 ) For a given α > E + (R), it is always possible to pick a δ 1 > 0 so that α > E + (R − 2δ 1 ) as well. This is because the exponent E + is continuous in the rate for all rates below Shannon capacity and above the zero-error capacity. 21 Thus, no exponent α > E + (R) can be asymptotically achieved and Theorem 4.5 is proved.
D. Comments
For symmetric channels, E + (R) = E sp (R) and so the usual sphere-packing bound is recovered in the fixed-delay context. Since E sp (R) is achieved universally with delay at high rates by using infinite-length random time-varying convolutional codes, this means that such codes achieve the best possible asymptotic performance with delay. However, the proof in the previous section does not get to the sphere-packing bound for asymmetric channels. We could apply the sphere-packing bound to the n-length block-code by trying the G channel that optimizes E sp (R − 2δ 1 − γ) for one of the block codeword compositions r that contains at least exp(n j (R − δ 1 − γ)) codewords for some small γ > 0 that can be chosen after δ 1 . As a result, there would be weak bits whose probability of error are at least δ 2 exp(−n j γ) when used with the G channel. The problem arises when we attempt to translate this back to the original channel P . Because the local d length input-type is unknown, we only get an exponent of
This is tighter than (5) since there is more flexibility in choosing the mimicking channel G. It now just has to have a mutual information across it lower than R when driven with an input distribution that is good enough for the original channel. But, it seems unlikely that (24) is tight the way that E sp is. It is more interesting to reflect upon why this proof does not go through when feedback is available. Although the lack of feedback was used in many places, the most critical point is Lemma 4.1. When feedback is present, the current channel inputs can depend on the past channel outputs, even if we condition on the past channel inputs themselves. Thus we cannot take a block error and then focus attention on the channel behavior only during the delay period. It could be that the atypical channel behavior has to begin well before the bit in question even arrived at the encoder. This is seen clearly in the BEC case with feedback discussed in Section VI -the most common failure mode on a bit is to enter finding a large queue of bits already waiting and then finding that service continues to be so slow that the bits waiting ahead are not all able to leave the queue before the bit's own deadline expires.
V. BOUNDING THE FIXED-DELAY RELIABILITY FUNCTION WITH FEEDBACK
To get a proper bound to the fixed-delay reliability function when feedback is allowed, we need to account for the fact that the dominant error event might actually begin before the bit in question arrives at the encoder. To do this, Viterbi's argument from [20] is repurposed to address delay rather than constraint length. We call this bound the "focusing bound" because it is based on the idea of having the encoder focus as much of the decoder's uncertainty as possible onto bits whose deadlines are not pending. To bound what is possible, a fixed delay code is translated into a fixed block-length code. The key difference from the previous section is that the block-length n is not automatically made large compared to the delay. Rather, each different block-length provides its own bound at all rates, with the final bound at any given rate coming from the worst case block-length.
Along the way, this paper re-derives whatever is needed from Haroutunian's bound [6] and Viterbi's construction [20] to keep the presentation self-contained.
Definition 5.1: A rate R encoder with noiseless feedback is a sequence of maps E t . The range of each map is the discrete set X . The t-th map takes as input the available data bits B We can now state the main result of this section:
Theorem 5.2: Focusing bound: For a discrete memoryless channel, no delay exponent α > E a (R) is asymptotically achievable even if the encoders are allowed access to noiseless feedback.
where E + is the Haroutunian exponent from (5) . When the DMC is symmetric, E a (R) can be expressed parametrically as:
bits whose deadline is within block bits to ignore
Past channel behavior Future behavior λR ′ n Fig. 7 . Using the fixed-delay code to make a block-code of length n: only the first λR ′ n bits are decoded by the end of the block and so the rate is cut by a factor of λ. The error exponent with block-length n is 1 − λ of the exponent with the delay d.
where
This reduction in the rate captures the idea of having the attention focused on early bits, or alternatively, trying to push the uncertainty onto later bits whose deadlines are beyond the block-length. At the encoder, just apply the given causal encoders with feedback using the actual message bits as the first λnR ′ bits. Use random bits for the final (1 − λ)nR ′ inputs to the encoders since these will not be decoded anyway.
Pick a small δ 1 > 0 and run this block-code over the noisy channel G that minimizes (5) at the rate λR − δ 1 . Let B λnR ′ 1 be the original message consisting entirely of independent fair coin tosses and let B be the decoding errors. By the traditional argument that feedback cannot increase the capacity of a DMC, it is known that under G: Notice that once the b have been specified, x 1 is also known because the first channel input does not depend on feedback. 23 Moreover, once the channel outputs occur, the next input is also a deterministic function of the past. Therefore, the probability of a particular trace ( x, y) under channel law G is just the same P G ( Y = y| X = x) = n t=1 g xi,yi that was considered in Lemma 4.4. Consequently, the interaction trace is very likely to be G-typical. Formally:
This implies that H( B λnR
By Lemma 4.4, the probability of an interaction trace lying in this set J ǫ1,ǫ2 when the channel G is used must be at least 1 − |X ||Y| exp(−Kn).
Repeating the earlier argument involving averaging over messages b:
Thus:
Once again, at least a fraction δ 2 − |X ||Y| exp(−Kn) of these traces must have a probability of at least δ 2 − |X ||Y| exp(−Kn). This is the probability of error for at least one unlucky bit i * . Applying (23) from Lemma 4.4 gives:
Where ǫ can be made as small as desired at the expense of also making K small along with it. Substituting in n = d 1−λ to get:
Pick δ 1 as small as needed. In addition, ǫ can be made as small as desired, at the expense of a smaller K. But by choosing d long enough, the bound will be dominated by the exponent
. Since the bound holds for every λ and R, we are free to take the one that gives the lowest exponent, proving (25) . For symmetric DMCs, it is known that E + (R) = E sp (R) and so by applying (7), (25) turns into:
To find the minimizing λ, first observe that given λ, the maximizing ρ is the solution to
Call the solution 24 to (27) as ρ(λ, R). Let
Now, the goal is to minimize g(λ,R)
1−λ with respect to λ. Take a derivative and set it to zero:
Plugging in the definition of g gives:
ρ(λ * ,R) . For the other part, just notice:
Setting η = ρ(λ * , R) gives (26) .
If the DMC is such that E 0 (ρ) can be arbitrarily large, in the high reliability limit where E 0 (ρ) → ∞, the rate approaches the feedback zero-error capacity from (11) . Consequently for DMCs used with feedback, the reliability with delay is either exponential or the probability of error can be made equal to zero. Nothing else is possible.
It is also important to notice that the core idea driving the proof is the inverse-concatenation construction from [20] and [22] . This allows us to map an upper bound on the fixed-block-length reliability function into an upper bound on the fixed-delay reliability. As a result, the focusing bound can also be used for channels without feedback. Because the straight-line bound [4] can tighten the low-rate exponent for block-codes without feedback, this means that it can also be used to tighten the bound for fixed-delay codes in the low-rate regime. The straight-line bound for fixed block-length codes turns into a horizontal line at E ex (0) for fixed-delay codes. Thus the best bound we have for the reliability function for end-to-end delay in a system without feedback is min(E ex (0), E + (R)).
For the case of symmetric channels with feedback, (27) also allows the worst case λ * to be explicitly calculated along with the exponent.
This worst case λ * tells how much of the past impacts the current bit. The exponentially dominating error event involves the λ * 1−λ * d of the past channel outputs as well as the d time steps in the future. In general, when R is near C, the η will be near zero.
∂E0(ρ=0) ∂ρ
= C and so λ * there will be near 1 [4] . This means that at rates close to capacity, the dominant errors occur when the channel has been slightly misbehaving for a long while and the bit in question just happens to be pushed over the edge in terms of the target deadline.
Another way to think about λ * is that it expresses the critical balance between how badly the channel must misbehave and how long it must misbehave for. For a deadline to be missed, it has to misbehave only slightly for a very long time when the rate is close to capacity. When the rate is further from capacity, it is more likely that the channel will misbehave more severely, but for a shorter time period.
Finally, the focusing bound in Theorem 5.2 builds a block code out of the first few encoders of a fixed-delay code and thereby shows that they must experience errors. It is trivial to use Viterbi's "genie-aided" idea from [20] 20 to show that there is nothing particularly bad about the first few bits. If the encoders and decoders were told the values of all the past bits at some fixed given time, it would be as though the system restarted at that time. The next set of bits would be subject to the same fundamental focusing bound.
VI. ACHIEVABILITY OF THE FIXED-DELAY RELIABILITY WITH FEEDBACK FOR ERASURE CHANNELS
We do not yet have a general scheme which can provably attain the focusing bound of Theorem 5.2 for a generic DMC, or even generic symmetric DMCs. In [1] and [34] , specific codes are given for the BSC that substantially beat E sp (R) with fixed-delay, but those do not reach E a (R). This section demonstrates the asymptotic achievability of E a (R) everywhere for erasure channels with noiseless feedback. In the next section, these results are extended to a special class of "fortified" communication systems built around symmetric DMCs with noiseless feedback. In both cases, the encoders will be delay-universal or "anytime" in nature.
A. The optimal code and its reliability
The optimal scheme for the binary erasure channel with causal noiseless feedback is intuitively obvious -buffer up bits as they arrive and attempt to transmit the oldest data bit that has not yet been received correctly by the receiver. What is not immediately obvious is how well this scheme actually performs with delay. The Markov-chain based analysis in Section III becomes unwieldy at rates that are not simple rational numbers like 1 2 . In [36] and [37] , an analysis of this scheme was given by translating the communication problem into a problem of stabilization of an unstable scalar plant over a noisy feedback link using techniques from [38] . The stabilization problem can then be studied explicitly in terms of its η-th moments, which can be understood using certain infinite sums. The convergence of those sums reveals which η-moments are finite and this implicitly gives a lower bound to the reliability function with delay. For a BEC with erasure probability δ, the result is given parametrically as (in units of bits and power of two reliability exponents):
where η ranges from 0 to ∞. It is easily verified that this matches the focusing bound (26) exactly for the BEC when calculations are done in base 2 rather than base e. Some algebraic manipulation allows the parameter η to be eliminated and gives the rate-reliability tradeoff directly as:
Where α is the desired reliability (in base 2) with fixed delay and C ′ (α) is the supremal rate (in bits) at which reliable communication can be sustained with fixed-delay reliability α. Before proving in Section VI-B that (29) and by extension (30) are correct, it is worthwhile to investigate the behavior of C ′ (α) for values of reliability α close to the fundamental upper limit of − log 2 δ. When α = (− log 2 δ − ǫ):
The important thing to notice is that when ǫ = δ r for some r > 0 is small: bits per channel use while the horizontal dashed line is the ultimate limit of − ln(0.4) for the reliability function. Notice how the focusing bound gets very close to that ultimate bound even at moderately small rates.
So when the erasure probability δ is small, even moderately small rates achieve spectacular reliabilities with respect to fixed-delay. This is illustrated in Figure 8 .
B. Direct proof of achievability
In this section, the asymptotic achievability of the BEC's fixed-reliability function (29) is proven directly using a technique that parallels the bounding technique used for Theorem 5.2. The key idea is to use the first-in-first-out property of the "repeat until received" strategy to bound the probability of error.
Lemma 6.1: For the "repeat until received" strategy, the probability that bit i is unable to meet deadline ⌈ i R ′ ⌉ + d can be bounded by:
Where Z t is the random variable that is 1 if the t-th channel use was successful and 0 if it was erased. Proof: The only way the i-th bit will not be received by the deadline is if there were too few successes. It is easy to see that this can happen if there are zero successes after it enters the system. But it can also happen if there was only one success since the previous bit entered the system, and so on. Thus:
holds by applying the union bound to these events. ♦ Notice that the event
is just the probability of error for an ideal block-code for an erasure channel with block-length n( Fig. 9 . Bounding error events to show achievability over the erasure channel: Error events longer thann (beginning with data bits earlier thank) are those whose probability is exponentially small in n(k) −n and are all less than the dominating event. The shorter events number linear in d and are all individually smaller than the dominating error event. This shows that the dominating event's exponent governs the probability of error as a whole.
Now, divide the events in (32) into two categories (illustrated in Figure 9 ) based on a critical value for λ(k) and k. Let λ * from (28) be the λ that minimizes the exponent
. Letk be the largest k for which n(k) >n. For all k <k with P (
Meanwhile, for k ≥k, this can be bounded as:
If there were no 1 d term above, then each of these terms could be bounded by using λ * in place of λ(k) since λ * is the worst possible λ. But since the divergence is continuous in its first argument and 1 d is small, we bound them 23 all by allowing for a small slop ǫ 2 . Explicitly, for every ǫ 2 > 0, it is clear there exists a d 2 (ǫ 2 ) > 0 so that for all d > d 2 (ǫ 2 ) and k such that n(k) ≤n, we have:
Putting the two bounds together for d > max(d 1 (ǫ 1 ), d 2 (ǫ 2 )):
Notice that the term in the brackets [· · · ] is a convergent geometric series, (
) approaches 1 as d and hencen gets large, and ǫ 1 , ǫ 2 can be made arbitrarily small. Since λ * does not depend on d, just notice that
for the binary erasure channel to get:
for all d > d 3 (ǫ 3 ) where ǫ 3 > 0 is arbitrary and γ, ξ > 0 are constants depending on ǫ 3 and R. Since the linear term is dominated by the exponential, it is clear that the bound of (26) is asymptotically achievable for the BEC with large delays at all rates R. For non-binary erasure channels, it is obvious that the same proof holds. Furthermore, since the FIFO-based encoder does not need to know what the target delay is, the code is clearly delay-universal or anytime in nature.
C. The transmission delay view
An alternative view of the communication problem over the binary erasure channel is useful when considering more general cases. Each bit's delay can be viewed as the sum of a queuing delay (that can be correlated across different bits) and its transmission delay T j which is a geometric (1 − δ) random variable that is iid over different bits j. The event (32) can alternatively be expressed in this language as:
This expresses the event that even if the queuing delays are ignored, the unlucky transmission delays alone are too much for the bit to meet its deadline. (32) itself then becomes
With this interpretation, the previous section's result about the binary erasure channel can be reinterpreted as follows:
Corollary 6.1: Consider a communication system in which point messages arrive at a steady rate of R ′ messages per unit time, are FIFO queued up until ready to be served, and are then independently served using geometric (1 − δ) service times T j . Given any ǫ 3 > 0, there exists a d 3 (ǫ 3 , δ, R) so that for all d ≥ d 3 , the probability that point message i has not completed service by time
is the fixed-delay error exponent for the binary erasure channel with erasure probability δ and rate R ′ ln 2 in nats. This fixed delay exponent is also attained universally over all sufficiently long delays d ≥ d 3 .
Furthermore, this result continues to hold even if the independent service times T j merely have complementary CDFs that are bounded by: P (T j > k) ≤ δ k . The service times do not need to be identically distributed. Proof: In place of bits, there are messages. The geometric random variables can be be interpreted as the inter-arrival times for the Bernoulli process of successful transmissions. The rate R ′ bits per channel use turns into R ′ ln 2 nats per channel use. Finally, the γ + ξd polynomial from (33) can be absorbed into the exponential by just making d 3 and ǫ 3 a little bigger. This establishes the result for geometric service times.
For the case of general service times whose complementary CDF is bounded by the geometric's complementary CDF, the reason is that the error events all come from large deviations events of the form i j=k T j ≥ l. By appropriate choice 25 of the underlying sample space, each of the T j can be paired with a geometric T ′ j random variable such that
and so the same bounds can be achieved.
VII. FORTIFIED COMMUNICATION SYSTEMS WITH NOISELESS FEEDBACK
A "fortified" model is an idealization (depicted in Figure 10 ) of communication systems with a very low-rate, but highly-reliable, control channel in addition to the main noisy data channel. The idea is that the rate of this control channel is much lower than the data-rate that needs to be communicated.
Definition 7.1: Given a DMC P for the forward link, a 1 k -fortified communication system built around it is one in which every k-th use of P is supplemented with the ability to transmit a single noise-free bit to the receiver.
In addition to the encoders with and without feedback from Definitions 4.2 and 5.1, fortified encoders get to send an additional noise-free bit S t k at times t that are integer multiples of k. The decoders from Definitions 4.3 and 4.6 are naturally modified to get causal access to the noise-free bits as well. 25 For each j, start with an independent continuous uniform random variable Vj and obtain both Tj and T ′ j from Vj through the inverse of their respective CDFs. 25 
A. Converses for fortified systems
Before showing the asymptotic achievability of E a (R) for fortified fixed-delay systems, it is important to examine the impact of fortification on capacity and the converse bounds for reliability. where C is the Shannon capacity of the original channel P . It is impossible to reliably communicate at rates larger than C k . The sphere-packing bound E sp,k (R) is changed as follows:
where E sp (R) is the sphere-packing bound for the channel P as given by (6) . E sp,k (R) bounds the block-coding reliability function for the fortified communication system used without feedback. Similarly, the Haroutunian bound E + k (R) is changed to:
where E + (R) is the sphere-packing bound for the channel P as given by (5). E + k (R) bounds both the blockcoding reliability function for the fortified communication system used with feedback and the fixed-delay reliability function for the fortified communication system used without feedback.
For fixed-delay 1 k -fortified systems with feedback, (25) remains a bound, except using E + k (R) instead of E + (R) in the infimization. For symmetric DMCs, the fixed-delay reliability bound E a,k (R) can be expressed parametrically as:
Finally, at all rates R these fortified reliability functions approach the original reliability functions as k → ∞. Proof: The capacity result is obvious since the noiseless channel can be considered a parallel channel. The spherepacking (35) and Haroutunian bounds (36) in the low (R ≤ ln 2 k ) and too-high (R > C k ) rate regimes are also obvious. The intermediate rate regime ln 2 k < R ≤ C k also immediately follows since the proofs for these bounds are based on choosing a mimicking channel G whose capacity is a shade too small. Since at most ln 2 k of the rate can be carried by the noiseless link and the block-length is unchanged, the previous mimicking channel G continues to deliver an upper bound on the reliability, just at a rate ln 2 k larger than before. This can also be seen immediately from the treatment of parallel channel exponents in [4] .
The inverse-concatenation construction in Theorem 5.2 mapping an upper bound on the reliability of block codes with feedback into an upper bound on the fixed-delay reliability also continues to hold for all λ and so (25) remains a bound, except using E + k (R) instead of E + (R) in the infimization. When evaluated for symmetric channels, E 0 (ρ) − ρ(λR − ln 2 k ) sits in the role of E 0 (ρ) − ρλR. Following the calculations through and using η for the maximizing ρ reveals that R =
k . This can also be seen from the graphical interpretation of the inverse concatenation construction given in [22] . Since the sphere-packing bound has shifted to the right by ln 2 k , the rates here will also increase by the same amount. The reliability represents the highest y-intercept of lines that start at the desired rate and always remain in the feasible (rate, reliability) region. Since −η represents the slope on the sphere-packing bound, the reliability will be the old reliability plus a new term of η times the shift in the rate.
Finally, since ln 2 k goes to zero as k → ∞, all of these capacity and reliability functions approach their original unfortified counterparts in that limit. Theorem 7.2 tells us this fortification process does not significantly change the relevant converses. A small amount of fortification (large k) only makes a small change to all of these bounds. However, it is interesting to note that even a tiny amount of fortification makes a huge difference to Burnashev's setup of [14] with a fixed message, noiseless output feedback, and a varying block-length. This is easiest to see in the context of the Yamamoto-Itoh -fortified channel. In this case l = 2 and c = 4, so there are 4 noisefree bits per chunk. n is not visible at this level since the number of chunks needed for successful transmission is random. Typically fewer than n chunks are needed so n could be 5 in this example.
scheme of [15] described here in Section II-B. In a fortified system, the single-bit "confirm" or "deny" message can be sent over the noiseless control channel without loss. Thus, as in the erasure channel, there are never any errors (though the block-length continues to vary) and the reliability jumps to infinity. One interpretation of this is that the Burnashev bound E v (R) of (12) is very fragile as compared to capacity and the bounds considered in Theorem 7.2.
However, a better interpretation may be that the Burnashev bound is really a bound about the overhead needed to transmit control messages on the forward channel in a variable block-length context. If the best possible error exponent is desired with average block-length, then the control messages need to grow linearly with the average block-length at a certain minimal rate governed by C 1 . So far, we have no such bound for the fixed-delay context.
B. Achievability for fortified systems with noiseless feedback
For achievability, we restrict attention to symmetric channels. The scheme works for non-symmetric channels, but for symmetric channels, it shows the asymptotic achievability of (26) at all rates. The idea is to generalize the repeat-until-received strategy used for the erasure channel. A family of schemes indexed by three parameters (n, c, l) is described first, and the asymptotic achievability of E a,k (R) is shown by taking an appropriate limit over such schemes.
Call c ≥ 1 the chunk length, 2 l the list length, and n > l the data block length. The (n, c, l) scheme (illustrated in Figure 11 ) is:
• Queue up incoming bits and assemble them into blocks of size nckR ln 2 bits. If there are fewer than nckR ln 2 bits still awaiting transmission, just idle by transmitting an arbitrary input letter.
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• At every noisy channel use, the encoder sends the channel input corresponding to the next position in an infinite-length random codeword associated with the current data block, where the random codeword is drawn using the uniform distribution 27 over the noisy channel's input alphabet.
• If the time is an integer multiple of k but not an integer multiple of ck, then look in a second queue of up to l control bits awaiting transmission and transmit one of them, removing it from this second queue. If there are no control bits waiting, then transmit one of the data bits from the current data block, making sure that it is not a data bit that had already been transmitted noiselessly before. Do not remove this bit from the main queue however.
• If the time is an integer multiple of ck, use the noiselessly fedback channel outputs to simulate the decoder's attempt to decode the current codeword to within a list of the top 2 l items. If the true data-block is one of the 2 l items, send a 1 over the noiseless forward link. Place into the control queue the disambiguating l bits 26 Of course, this is not the optimal thing to do if we were also interested in what happens at short delays. It would be better to just use a causal feedback-free code to transmit something that depended on the partial block awaiting transmission. Or, since noiseless output feedback is available, to use the simple scheme of Section II-C. 27 If the channel is not symmetric, just use the E0(η) maximizing distribution for the η such that the data rate R =
representing the true block's index within the decoder's list. Remove the current block of nckR ln 2 bits from the main data queue as well. If the true block is not in the decoder's list, just send a 0 over the noiseless forward link.
• At the decoder, the encoder queue length is known perfectly since it can only change by the deterministic arrival of data bits or when a noise-free confirm or deny bit has been sent. Thus the decoder always knows which input block a given channel output Y t or fortified symbol S t corresponds to.
• If the time is an integer multiple of ck and the decoder receives a 1 noiselessly, then it decodes what it has seen to a list of the top 2 l possibilities for this block. It will use the next l noisefree bits to disambiguate this list and will use the result as its estimate for the block. Such schemes are asymptotically optimal: Theorem 7.3: By appropriate choice of (n, c, l), it is possible to asymptotically achieve all delay exponents α < E a,k (R) where E a,k (R) is the focusing bound for the 1 k -fortified system built around a symmetric DMC. Furthermore, such schemes achieve the delay exponent α in a delay universal or "anytime" sense. Proof: It is clear that like the erasure channel case, this scheme does not ever make any errors at the decoder. Some blocks just take longer to make it across than others do. Furthermore, notice that the delay experienced by any block can be divided into four parts:
• Assembly delay: How long it takes before the entire block has arrived at the encoder. (Bounded by the constant nck) • Queuing delay: How long the block must wait before it begins to be transmitted.
• Transmission delay: How many channel uses it takes before the data block can be correctly decoded to within a list of 2 l . (Random quantity T j that must be an integer multiple of ck. The T j are iid since the channel is memoryless.) • Termination delay: How long we must wait before the block is disambiguated by the control signals. (A constant: lk) Since the assembly and termination delays are constants, they can be ignored and the focus kept on the queuing and transmission delays. This is because our interest is in the fixed-delay behavior for asymptotically large delays much longer than the data-block length which is a constant for any given scheme. Since the transmission delays are iid, the approach is to apply Corollary 6.1 which requires a geometric bound. To that end:
Lemma 7.1: The (n, c, l) transmission scheme at rate R for a 1 k -fortified communication system over a symmetric DMC has iid transmission times T j satisfying:
for all 0 ≤ ρ ≤ 2 l and positive integer t. Lemma Proof: The only way that the transmission can be longer than tck for some integer t ≥ 1 is if the tck length block code cannot be correctly list decoded to within l. The total number of bits that are still uncertain at that point is nckR ln 2 − tc + l + t) since there are tc noiseless bits of which l are used to disambiguate the previous codeword and t of them are used to send control signals about this block itself. The effective rate of the code in nats is thus: Potential "slack" chunks required based on Shannon capacity
) True minimum number of chunks n R C "Minimum" number of chunks t(ρ) ≈ n R C(ρ) n = 16 total chunks in a block slack worth at least E 0 (ρ) required based on target reliability E 0 (ρ) Fig. 12 . Because the bit-rate is less than capacity, every message block has some chunks of "slack" in it. The amount of slack varies with the target reliability E0(ρ) and goes to zero when R = E 0 (ρ) ρ
. The "essential" part of the block is denoted t(ρ) and is the complement of the slack.
Applying the list-decoding bound for block random coding (10) gives:
Where this holds for all 0 ≤ ρ ≤ 2 l . ♦
The term in brackets [· · · ] t on the right side of (38) is the only dependence on t and behaves like a geometric random variable. The only obstacle to applying Corollary 6.1 is the exp(ρ(Rnck+l ln 2)) term. This can be resolved by treating it as a deterministic part of the transmission delay.
As illustrated in Figure 12 , define t(ρ, R, n, c, k) so (38) is replaced with:
c ) as the effective capacity 28 of the communication system using such a scheme considered at ρ lets us reinterpret t(ρ, R, n, c, k) as:
As illustrated in Figure 13 , let T j (ρ) = T j − ⌈ t(ρ, R, n, c, k)⌉ be the iid arrival times adjusted by t. Then (39) becomes: 28 Noticing that limc→∞ limρ→0 C(ρ, c, k) = C k . Target delay d chunks after block arrival
nR bit message block arrival times
Assumed renewal time -new block enters an empty queue
View at the level of point messages as compared to underlying "slack" possible message block decoding times leading to an error
Assumed renewal time Fig. 13 . At the top, the original timeline depicts the arrival of message blocks and the target delay and its essential component are shown.
In the middle, a particular realization is shown illustrating how an error can happen when the inter-service times Tj of the blocks become too large. At the bottom, the essential components of the service times are removed and the system is shown to be equivalent to a queue with iid geometric service times serving the low-rate arrival of deterministic point-messages corresponding to the data blocks.
The T j therefore fit within the framework of Corollary 6.1. All that remains is to interpret them. Consider time in ck units. Let R ′ = 1 n be the rate at which blocks are generated in terms of blocks generated per ck channel 30 uses. To bound the delay experienced (in ck units), consider:
What has happened is that the delay has been shifted by a constant ⌈ t(ρ, R, n, c, k)⌉ while the incoming rate R ′ = 1 n has been replaced by R ′′ = 1 n−⌈ t(ρ,R,n,c,k)⌉ . The quantity n − ⌈ t(ρ, R, n, c, k)⌉ has a special significance since it captures the amount of slack in the system when viewed with parameter ρ.
The term [· · · ] in brackets does not depend on n and can be made smaller than 2 by choosing c > ρ l kE0(ρ) . As long as R < C(ρ, c, k), this slack term is positive for large enough n > 
Call the entire term on the right as R ′′′ . Notice that this can be made as small as desired by choosing n large while δ can be made extremely small by choosing c large. Applying (31) tells us to set:
in order to get to within (ln 2) exp(−rck E 0 (ρ) + ρ With c and r defined, n can be obtained from (42) and the exponent E 0 (ρ)+ρ ln 2 k −2∆ is asymptotically achievable as long as ρ is such so that R <
The desired result is obtained by choosing ρ as large as needed, l = max(0, ⌈log 2 ρ⌉), and ∆ as small as desired.
Each (n, c, l) code is also delay universal since it is not designed with a maximum d in mind. The longer the decoder is willing to wait, the lower the probability of error becomes. This property is inherited from the repeatuntil-success code for the erasure channel through Corollary 6.1.
Since the fortified bounds are themselves achievable and better than the original unfortified channel's bounds, it is clear that even a little bit of fortification makes the original bounds achievable. This shows how feedback can be used for flow control which in turn dramatically boosts the fixed-delay reliability. -fortification for a BSC with crossover probability 0.02. The lower curves are the sphere-packing bounds and the upper curves are the focusing bounds. The thin lines represent the fortified cases.
C. Numerical Example
Consider a binary symmetric channel with crossover probability 0.02. The unfortified capacity of this channel is about 0.60 nats per channel use. Figure 14 shows how the different choices of λ kiss the focusing bound for the unfortified BSC. Larger λ is needed at larger rates. It also shows the Burnashev bound for variable-length block-coding for comparison. In this particular figure, the Burnashev bound appears to always be higher than the focusing bound. Figure 15 illustrates that this is not always the case by plotting both bounds in the high rate regime for a BSC with crossover probability 0.003.
With -fortified system.
the fortified sphere-packing bound. However, because of the flatness of the classical sphere-packing bound at high rates, that bound appears unchanged by fortification on a plot. At very low rates, the two behave differently. The fortified focusing bound tends smoothly to infinity at 0.01 nats while the fortified sphere-packing bound jumps abruptly to infinity. Figure 17 illustrates the time-nature of the dominant error events at different rates. For both the fortified and unfortified systems, the dominant error events involve more and more of the past as the rates get large. Because the system is operating close to capacity, it is more likely for the channel to become slightly bad for a longer period of time. At intermediate rates, for both systems the future behavior becomes more important since it is more likely for the channel to become very bad for a shorter period. At very low rates, the fortified and unfortified systems exhibit qualitatively different behavior. For unfortified systems, the dominant error events soon involve essentially only the future. The dominant event approaches the channel going into complete "outage" (flipping half the inputs) after the bit arrives at the encoder. For fortified systems, such a complete outage is not possible as data can always dribble across the noisefree control channel. It is essential to build up a large enough backlog in the queue and so the past behavior starts to matter again. The curves diverge for the same rates at which the fortified case's focusing bound is much better than the unfortified case. Figure 18 illustrates the range of exponents for which list-decoding is required. The blue part of the sphere-packing curve shows where list-decoding is important and the red part shows where lists are not required. Four tangents are illustrated corresponding to the best possible with list sizes of 8, 4, 2, and 1 corresponding to l = 3, 2, 1, 0 respectively. The y-intercept of these tangents roughly represents the maximum error exponent possible using those list sizes and the the x-intercept shows the rates below which this becomes a binding constraint. No fortification is considered in this figure. Figure 19 depicts the achievability of the fixed-delay exponent 0.44 at a rate of 0.37 nats. The gap between 0.44 and 0.37 on the rate axis depicts the fraction of "slack" channel uses that are available to communicate a data block with reliability 0.44 while still draining the queue faster than it is being filled. The block-length n must be long enough so that the slack represents at least a few channel uses. As the block-length n becomes longer, it is possible to work with less and less slack and thus move up to the reliability limit illustrated by the thin tangent. Figure 20 shows the fixed-delay reliabilities achieved by the (n, c, l) schemes for the cases of (10, 3, 2), (20, 4, 3) , (50, 8, 6) . These are delay-universal and hold with all sufficiently long delays. Increasing l helps the low rate performance while large n is needed to perform well at higher rates. It is interesting to see how how the (10, 3, 2) scheme is already spectacularly better than the feedback-free case for all low to moderate rates. In this case, there are 10 * 3 * 50 = 1500 BSC uses and only 30 error-free data+control bits corresponding to a single block. 
VIII. COMMENTS AND EXTENSIONS
A. Channels with positive zero-error capacity
The fortified communication scheme is easily adapted to channels with strictly positive zero-error capacity by just using the feedback zero-error capacity to carry the flow-control information. There is no k. Instead, let θ be block-length required to realize feedback zero-error transmission of at least l + 1 bits. As illustrated in Figure 21 , terminate each chunk with a length θ feedback zero-error code and use it to transmit the flow-control information. If the chunk size is c, then it is as though we are operating with only a fraction (1 − θ c ) of the channel uses. The overhead tends to zero by making the chunk sizes long giving the following corollary to Theorem 7.3:
Corollary 8.1: By appropriate choice of (n, c, l), it is possible to asymptotically achieve all delay exponents α < E a (R) where E a (R) is the focusing bound for any symmetric channel with C 0,f > 0. Furthermore, such schemes achieve the delay exponent α in a delay universal or "anytime" sense.
Even for non-symmetric channels with C 0,f > 0, such schemes can achieve (26) by generating the infinite codewords for the chunks using the appropriate E 0 (ρ) optimizing channel-input distribution.
B. Delayed feedback
Let φ be the delay in the feedback. So the encoders now know only Y t−φ 1 in addition to the data bits. Everything works because the chunks can be made much longer than φ. The last φ − 1 channel uses in a chunk can then essentially be discarded without much amortized overhead cost. Consequently, Theorem 7.3 and Corollary 8.1 continue to hold even if there is delayed feedback. The focusing bound is unchanged.
For the erasure channel, the story is not as obvious because the original scheme is so closely tied to having feedback instantly available. It is interesting to note that the focusing bound is not attained 29 by just operating φ parallel and non-interacting FIFO queues each accepting a predetermined decimation of the input data bits. 30 Such a scheme drops the reliability with delay by a factor of φ. However, it turns out that asymptotically there is no loss to having delayed feedback: 29 No such problem is encountered when considering zero-error capacity on its own. It is trivial to see that delayed feedback does not change the zero-error capacity since there is no asymptotic penalty for splitting the channel with delayed feedback into non-interacting sub-channels with unit delay feedback. Only the block size gets larger but the rate and the fact of zero error is unchanged by additional delay. 30 Such a scheme can be used instead of random coding for the initial random-coding part of the (n, c, l) code used in the proof of Corollary 8.2. It just needs to be supplemented with a simple repetition code or some other interaction among the FIFO queues for the list-disambiguation bits to attain the best possible reliability function with delay. . Why at least a 0.44 fixed-delay exponent is achievable at rate 0.37. The thick curve is the spherepacking bound and the thin curve on top is the focusing bound. The thick tangent represents using a list size of 1. The gap between 0.44 and 0.37 on the rate axis depicts the fraction of "slack" channel uses that are available. The thin tangent shows the ultimate limit.
Corollary 8.2:
It is possible to asymptotically achieve all delay exponents α < E bec a (R) for the binary erasure channel by using encoders with access to noiseless channel output feedback delayed by φ. Furthermore, these α can be attained in a delay-universal or "anytime" fashion. Proof: Rather than proposing and analyzing a brand new scheme designed for the erasure channel with delayed feedback, we just adapt the (n, c, l) scheme to this case. For erasure channels, the decoder knows that the true message is going to be on the list of messages compatible with the currently received channel outputs. The decoder also knows how many messages are on that list. There is no need for the encoder to use extra "fortified" channel uses to communicate that information to the decoder. This means that the high rate regime where l = 0 (a list size of 1) suffices is immediately achievable using random coding in the context of (n, c, 0) schemes with c large enough to dwarf φ and n large enough to attain the desired rate/reliability pairs.
When the rate is lower and the list size needs to be larger, then there needs to be a way for the encoder to guide the disambiguation of the list of possible codewords at the end. To do this, a simple repeat until confirmed reception code is used for the l disambiguation bits as illustrated in Figure 22 . Thus, for every data block, there are actually l + 1 different "point messages" that need to be successfully received.
The first is the actual data block. It has an arrival time modeled by a geometric random variable based on the actual target reliability. The other l of them are just disambiguation bits and have arrival times that are each like φ − 1 plus an independent geometric governed by the actual erasure probability itself. Each of these gets faster service than the actual data block and thus all l + 1 of the point messages have geometric tails bounded by the original data block's tail.
By setting the chunk size c to be at least lφ channel uses, the combined overhead is just one chunk for the l new point messages. Since the "slack" from (41) scales with n while the number of point messages per data block is just l + 1, the effective rate of the point messages can still be made arbitrarily close to zero by choosing n large enough. Thus, the focusing bound can be approached asymptotically at all rates for the erasure channel even with delayed feedback.
C. Computation
As in the erasure case at rate 1 2 discussed in Section III, the computational burden for all the (n, c, l) schemes is essentially constant regardless of the rate or the target probability of error. It depends only on the particular scheme (and hence indirectly on the target rate-reliability pair) since neither the encoder nor the decoder ever have -fortified BSC with crossover probability 0.02. The lowest curve is the sphere-packing bound limiting feedback-free performance. The three new curves represent the (10, 3, 2), (20, 4, 3) , (50, 8, 6) schemes. The focusing bound with and without fortification is plotted for reference. . One block's transmission in the code for channels with strictly positive feedback zero-error capacity. Each chunk is terminated with a θ-length zero-error block code used to convey control information telling the decoder whether to move on to the next block of data or not. If it is to move on, the chunk terminator also tells which of the 2 l most likely messages was conveyed by this particular block. By making the chunk length c long, the overhead of the control messages becomes asymptotically negligible.
to do anything except list-decoding among a fixed number of possible codewords. By having the decoder follow the encoder's lead, the search requirements for both can be tamed.
D. Implications for control and estimation
The feedback anytime (delay universal) reliability is critical for control problems with noisy channels in the feedback loop [38] while the anytime reliability without feedback is critical for remote estimation problems involving the communication of unstable processes over noisy channels [39] . Since the focusing bound is always larger than the traditional E + (R) bound, the feedback anytime reliability is in general higher than the anytime reliability without feedback. The separation theorems of [38] , [39] combine with the results of this paper to immediately imply that unless explicit noisy channel feedback is available, remote estimation problems are fundamentally harder 31 than stabilization problems, even if both are built around the same unstable open-loop system driven by identical disturbances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [38] tells us that mean-squared stability in closed-loop requires a channel with feedback anytime reliability of at least 0.5 at the rate 0.25 nats per second. Meanwhile, [39] says that remote estimation (without feedback) of the unstable system's zero-input sample-paths to a finite mean-squared error requires a channel with the same anytime reliability of 0.5 without feedback. Consider the BEC with erasure probability δ = 0.4 depicted in Figure 8 used once per second. The point (0.25, 0.5) lies between the two curves. While it is possible to remotely mean-square stabilize the system in closed loop, it is impossible to remotely estimate its sample paths in a mean-squared sense over the same noisy channel used open-loop!
E. Conclusions
We have shown that block length and delay are not the same thing when feedback is allowed. While fixed blocklength systems do not usually gain substantially in reliability when noiseless feedback is allowed, fixed-delay systems can achieve very substantial gains. The focusing bound complements the classical volume (sphere-packing) bound and shows the limits on what is possible. Furthermore, these limits can be attained in a delay-universal fashion for erasure channels and any channel with positive feedback zero-error capacity if the encoders have access to noiseless channel output feedback, even if that feedback is delayed. The computational requirements in doing so do not scale with the desired probability of error and only seem to depend on the target rate and delay-exponent.
Given that complete noiseless feedback now unambiguously has clear value for reliable communication, it is important for the community to explore the required quality of feedback. So far, we only know that delayed feedback can be tolerated. The case of noisy or rate-constrained feedback in the fixed-delay context is entirely open. In addition, the bounds here only cover the case of a single data stream. The multi-stream rate/reliability region is still unknown even for the BEC case [40] .
Stepping back, these results are also interesting because they show how feedback changes the qualitative nature of the dominant error events. Without feedback, errors are dominated by future channel behavior, but when feedback is available, the dominant event involves a mixture of the past and future. When the rate is low, the future tends to 38 be more important but when the rate is high, the past starts to dominate. This reminds us of Shannon's intriguing comment at the close of [41] : ". . . can be pursued further and is related to a duality between past and future and the notions of control and knowledge. Thus we may have knowledge of the past and cannot control it; we may control the future but have no knowledge of it." In [42] , we explore the source-coding version of the focusing bound. In particular, feedback is found to be irrelevant in point-to-point lossless source-coding and the dominant error events involve only the past! This makes precise the duality hinted at by Shannon.
