Abstract Mountains are natural dams that impede atmospheric moisture transport and water towers that cool, condense, and store precipitation. They are essential in the western United States where precipitation is seasonal, and snowpack is needed to meet water demand. With anthropogenic climate change increasingly threatening mountain snowpack, there is a pressing need to better understand the driving climatological processes. However, the coarse resolution typical of modern global climate models renders them largely insufficient for this task, and signals a need for an advanced strategy. This paper continues the assessment of variable-resolution in the Community Earth System Model (VR-CESM) in modeling mountain hydroclimatology to understand the role of grid-spacing at 55, 28, 14, and 7 km and microphysics, specifically the Morrison and Gettelman (2008, MG1, https://doi.org/10.1175/2008JCLI2105.1) scheme versus the Gettelman and Morrison (2015, MG2, https://doi.org/10.1175/JCLI-D-14-00102.1) scheme. Eight VR-CESM simulations were performed from 1999 to 2015 with the F_AMIP_CAM5 component set, which couples the atmosphere-land models and prescribes ocean data. Refining horizontal grid-spacing from 28 to 7 km with the MG1 scheme did not improve the simulated mountain hydroclimatology. Substantial improvements occurred with the use of MG2 at grid-spacings 28 km compared to MG1 as shown with subsequent statistics. Average SWE bias diminished by 9.4X, 4.9X, and 3.5X from 55 to 7 km. The range in minimum (maximum) DJF spatial correlations increased by 0.1-0.2 in both precipitation and SWE. Mountain windward/ leeward distributions and elevation profiles improved across hydroclimate variables, however not always with model resolution alone. Disconcertingly, all VR-CESM simulations exhibited a systemic mountain cold bias that worsened with elevation and will require further examination.
Introduction
Mountains act as both natural dams that impede atmospheric moisture transport and water towers that cool, condense, and store precipitation that is then released as streamflow during seasonally dry periods. Consequently, mountains are crucial in the western United States (U.S.-west) where precipitation is largely seasonal. Snowpack is essential to the management of U.S.-west water resources (Huss et al., 2017) , providing the equivalent to 70% of existing man-made reservoir storage (or 35% of the total storage) (Dettinger & Anderson, 2015) . However, anthropogenic climate change is expected to have dire consequences for Sierra Nevada mean snowpack stores, which are projected to diminish by 30%-60% by midcentury and the peak accumulation date could shift earlier by 6-21 days (Kapnick & Hall, 2010) .
Understanding the physical processes that affect precipitation and snowpack accumulation in U.S.-west mountainous regions and how they may be altered with anthropogenic climate change necessitates the use of climate models that can properly characterize land surface heterogeneity and synoptic-scale storm systems (Huning & Margulis, 2018 ). An accurate representation of U.S.-west orography is particularly important to realistically simulate the capture and storage of available precipitable water from the atmosphere (Ashfaq et for the current study, MG1 treats rain and snow in the atmosphere diagnostically similar to most schemes in GCMs prior to the last few years (with a few exceptions, such as Fowler et al., 1996) . In the diagnostic treatment of precipitation, within each time step the rain and snow mass and number mixing ratios are calculated by assuming a steady state balance of the microphysical process rate source/sink terms and removal by sedimentation. The corresponding set of ordinary differential equations is solved by vertical integration from the cloud top downward (see Morrison & Gettelman, 2008) .
A key point is that the diagnostic treatment of precipitation in MG1 neglects horizontal advection of rain and snow in the atmosphere, and hence is simple and computationally efficient. This is appropriate when the timescale for fallout of precipitation through the column is less than the timescale for horizontal transport across grids, but is questionable otherwise. Thus, diagnostic precipitation may be problematic at highly refined grid-spacings because the timescale for horizontal transport across grids is relatively small . This may be especially important for orographically forced precipitation cases in which horizontal transport of precipitating ice is critical for determining the spatial distribution of surface precipitation, particularly windward versus leeward, at highly refined grid-spacings (e.g. Morrison et al., 2015) . Nonetheless, few studies have assessed in practice how simulations may be degraded using diagnostic precipitation as horizontal grid-spacings are refined. With the increasing use of high-resolution global models, especially those with regional grid refining capabilities, it is important to understand this behavior across scales. recently modified MG1 to include a prognostic treatment of precipitation (MG2). Thus, MG2 includes rain and snow mass and number mixing ratios as prognostic variables, retaining their history across time steps and including horizontal advection. MG2 is otherwise nearly identical to MG1, allowing us to isolate and assess the sensitivity to diagnostic versus prognostic treatments of precipitation.
The goal of this study is to explore sensitivities of the VR-CESM simulated U.S.-west mountain hydroclimatology using MG1 versus MG2 microphysics and increasingly refined grid-spacings to those comparable with current regional downscaling methodologies. We investigate these sensitivities in the context of the bias identified by Rhoades et al. (2016) in the spatial distribution of U.S.-west precipitation accumulation and snowpack using VR-CESM. Our simulation results are compared against observation/reanalysis products in order to isolate a recommended configuration for mountain snowpack studies. This study focuses on the hydroclimatology of model simulations at 55, 28, 14, and 7 km. Although tested MG2 in single-column within the Community Atmosphere Model (CAM) and global CAM at 222 km and 28 km grid-spacings, it was noted by the authors that future work was needed to understand the resolution dependence of diagnostic versus prognostic precipitation at 28 km. This paper aims to address this knowledge gap, by assessing CESM behavior at resolutions typical of RCMs.
Experimental Design
2.1. CESM Overview CESM is comprised of stand-alone atmospheric, land-surface, oceanic, sea-ice, and land-ice components that can be fully coupled and/or have data prescribed. A detailed description of the benefits of VR-CESM, scalability in the Community Atmospheric Model version 5 (CAM5-SE, Dennis et al., 2012) and more details on the Community Land Model version 4.0 (CLM4-SP) are given in Zarzycki et al. (2015) and Rhoades et al. (2016 Rhoades et al. ( , 2017 .
The eight VR-CESM simulations conducted for this study utilized MG1 microphysics (version 1.2.2) and the recently developed MG2 microphysics enabled (version 1.5.5) with full atmospheric-land coupling and prescribed sea ice and data ocean, i.e., the FAMIPC5 configuration (Gates, 1992; Neale et al., 2010; Oleson et al., 2010) . Prescribed sea ice and sea surface temperatures (SST) were developed by Hurrell et al. (2008) and consist of a combination of two bias-corrected data sets-the Hadley Centre sea ice and SST data set version 1 and version 2 of the National Oceanic and Atmospheric Administration weekly optimal interpolation SST analysis. This blended SST data set provides monthly mean estimates of both SST and sea-ice extent at 111 km grid-spacings. The VR-CESM simulations further utilized prescribed chemistry, and years after 2005 utilized prescription files from a ''middle-of-the-road'' RCP4.5 emission scenario, due to observed prescription files ending in year 2005.
Our VR-CESM simulations differed only in horizontal grid-spacing over California (CAL_VR) and/or MG1 versus MG2 microphysics. To ensure model stability, the CAM5-SE dynamics time step was 46 s with 55 km grid-spacing, 18 s at 28 km, 9 s at 14 km, and 4 s at 7 km. The physics time step within the eight CAL_VR simulations was fixed to 7.5 min (four times as frequent as CESM's default) to reduce errors from using longer time steps (>10 min) that were highlighted in . All simulations are conducted over the 1999-2015 time frame plus 9 months of spin-up to ensure that CLM4-SP is equilibrated with CAM5-SE. All CAL_VR simulations were conducted on the National Energy Research Scientific Computing Center (NERSC) Cori supercomputing system with 75 nodes (2,400 processors) resulting in simulated years per actual day (SYPD) for CAL_VR55 at 8.18, CAL_VR28 at 5.05, CAL_VR14 at 3.88, and CAL_VR7 at 1.96.
Currently, the use of VR-CESM beyond hydrostatic scales (10 km) is not advised. Being a hydrostatic model, VR-CESM uses the hydrostatic approximation to replace the prognostic vertical velocity equation with a diagnostic equation. Consequently, terms controlling horizontal and vertical transport of vertical momentum are neglected, even though these terms are needed for the representation of gravity waves, mountain lee waves, and mesoscale convective systems at scales below 10 km. However, it is worth noting that the resolved scale for atmospheric features is actually several times larger than the grid truncation scale, and so executing climate models (even hydrostatic models) at grid-spacings finer than 10 km should benefit simulation fidelity. Nonetheless, at increasingly finer grid-spacing, hydrostatic models have been shown to exhibit divergent growth in the vertical velocity compared with nonhydrostatic models (Jeevanjee, 2017; Morrison, 2016; Weisman et al., 1997) . Recent analyses by Yang et al. (2017) using both hydrostatic and nonhydrostatic formulations of the Weather Research and Forecasting (WRF) model at 36, 12, and 4 km showed statistically significant differences in simulated total precipitation in the tropics (largely due to latent heat release). However, differences within the midlatitudes were negligible between nonhydrostatic and hydrostatic simulations.
Wintertime precipitation in California is generally dominated by large-scale condensation, which is less sensitive to grid resolution. However, although convection is a small contributor to overall winter precipitation in California, it should be noted that CAL_VR simulations were run across entirely parameterized (55 km) to partially resolved (7 km) scales. An average of 6%-13% of 1999-2015 DJF precipitation over California came from convection across the CAL_VR simulations, with the remainder being produced by the large-scale scheme. Of note, the Zhang-McFarlane convective parameterization (Zhang & McFarlane, 1995; Zhang & Mu, 2005) is not inherently scale selective, however, CAM5 efficacy for convective precipitation has been proven in previous variable-resolution studies (Zarzycki et al., 2014b (Zarzycki et al., , 2015 . These aspects provide confidence for running CAL_VR simulations at grid-spacings 28 km.
MG1 and MG2 microphysics in CAM are almost identical in all aspects, except for their treatment of precipitation (as described in the introduction). Both MG1 and MG2 use two moments (i.e., mass and number mixing ratios) to determine particle-size distributions for each hydrometeor class (i.e., cloud ice, cloud liquid, rain, snow). This affords greater flexibility in determining process rates compared to one-moment schemes predicting mass mixing ratios only (Igel et al., 2015) . Both schemes include several liquid, mixed-phase, and ice microphysical processes. However, MG1 diagnoses the mass and number mixing ratios of rain and snow mass, whereas they are prognosed in MG2 Morrison & Gettelman, 2008) . Importantly, this means that horizontal advection of precipitating species is neglected in MG1, but included in MG2. Prognostic precipitation in MG2 results in an order of magnitude higher cloud water accretion-to-autoconversion ratio than using MG1, a more realistic presence of mixed-phase clouds in global CESM simulations, and was shown to be reasonably insensitive to changes in horizontal grid refinement from 222 to 28 km . Note that there is an increased computational cost of prognostic precipitation compared to diagnostic mainly due to advecting the additional hydrometeor species. Currently, the main limitation of MG2 is that rimed ice (e.g., graupel or hail) is not explicitly represented. This is important at convection-permitting scales (5-10 km), mainly for deep convection, but also potentially for some orographic/frontal cases where there is significant riming. Otherwise, the overall design of MG2 is broadly similar to other two-moment schemes used in regional mesoscale models (e.g., Milbrandt & Yau, 2005; Morrison et al., 2009; Thompson & Eidhammer, 2014) .
As discussed in the introduction, the use of diagnostic precipitation in MG1 may become problematic at increasingly refined grid-spacing (i.e., to 28 km) because it neglects horizontal advection of rain and snow.
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However, the specific biases this introduces by going to higher resolution within a land-atmosphere coupled model framework (i.e., AMIP), particularly for regions such as the mountainous U.S.-west where smallscale changes to spatial precipitation distributions are critical, has not yet been assessed. This topic is thus the focus of this manuscript.
2.2. VR-CESM Model Grid, Topographical Fields, and Surface Data Sets A set of four VR grids were generated for this study using SQuadGen (Ullrich, 2014) . Identical grids were employed in CAM5-SE and CLM4-SP (Figure 1a ). These grids were developed by first refining from a global 111 km grid-spacing to a regional refinement of 55 km (CAL_VR55 MG1 and MG2) and 28 km (CAL_VR28 MG1 and MG2) over the U.S.-west and eastern Pacific, to resolve AR landfall locations. Further variable-resolution grid refinement was then targeted over the California mountainous regions down to grid-spacings of 14 km (CAL_VR14 MG1 and MG2), and 7 km (CAL_VR7 MG1 and MG2) using an outline of the Klamath and Sierra Nevada mountainous regions from the EPA's Ecoregion Level III classification system (dashed dark blue outline in Figure 1b) . The ability of the CAM5-SE dynamical core to handle abrupt transitions between grid-resolutions was outlined in Zarzycki et al. (2014a) and Zarzycki et al. (2015) where numerical artifacts were not observed in the average simulated climatologies. Specifically, Ullrich and Jablonowski (2011) explains how the combination of colocated higher-order numerical methods and hyperviscosity similar to those used in CAM5-SE effectively mitigate fine-to-coarse grid cell wave distortion and reflection.
The VR-CESM topographic data sets were derived from a 1 km digital elevation product known as the Global 30 Arc-Second Elevation (GTOPO30). Smoothing was applied to dampen high-frequency model noise that could arise from topographic forcing near the grid scale in accordance with Zarzycki et al. (2015) and tested to ensure that any potential spurious model noise in vertical pressure velocity is negligible and does not imprint onto the precipitation fields (i.e., grid-point storms). More information on the technical details of the topography smoothing operator can be found in Zarzycki et al. (2015) . The resultant Figure 1 . The VR-CESM grids used for this study with a quasi-uniform 111 km (1.008) base grid-spacing on a cubed-sphere grid. In Figure 1a , VR refinement is shown via the convex polygons with the highest grid refinements focused over California's mountainous regions at 55 km (0.58), 28 km (0.258), 14 km (0.1258), and 7 km (0.06258). The three analysis regions for this study are depicted in Figure 1b , with the California mountain region (focus of VR refinement) highlighted in dark blue and via a dashed dark blue line when overlapping with the other regions. Last, Figure 1c highlights the topographical difference between the VR-CESM four CAL_VR topographies to the USGS GTOPO 30 arc-second topography data set over California.
topographies are shown and differenced from the original GTOPO30 data set in Figure 1c . The topographic mean and variability is improved with increased grid refinement, especially when compared to CAL_VR55 at 55 km grid-spacing. This is further apparent in Figure 2a where the elevation classes are significantly more realistic with increasing CAL_VR grid refinement compared to the GTOPO30 data set.
In CLM4-SP, the year 2000 surface data set from Ke et al. (2012) is available in CLM4-SP and used for all simulations. The Ke et al. (2012) provides 5 to 9 km characterizations of plant functional types (PFTs), soils, lakes, wetlands, crops, and urban areas (standard CLM4-SP utilizes 55 km surface data sets). This is apparent in Figures 2b and 2c, which depicts the percent change in forest cover between CAL_VR55 and CAL_VR7 for the two major PFT tree species in California, Temperate Needleaf Evergreen and Boreal Needleleaf Evergreen. Therefore, for all simulations, surface characteristics are static for the year 2000, assumed to be a reasonable approximation for our near-term simulation period of 1999-2015. Therefore, underlying land-surface cover and topography are exactly the same at common VR grid refinement.
Mountain Climate Reference Data Sets for Model Evaluation
The spatial grid refinement and temporal resolution for the eight CAL_VR simulations and the reference data sets for model evaluation used in this study are given in Table 1 . The reference data sets to evaluate model performance were chosen on their merit to characterize specific hydroclimate variables of interest. Additionally, each of the data sets were standardized from December 1999 to February 2015 to climate daily average, DJF average, and DJF climate average using the netCDF Operators (NCO-Zender, 2008 ) and the Climate Data Operators (CDO- Schulzweida et al., 2007) . Although California's winter season spans November-March, DJF was used as it accounts for 50% of the annual total precipitation (California Data Exchange Center (CDEC), 2017) and minimizes errors associated with snow related feedbacks at the start of 
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the accumulation period and end of the ablation period (Raleigh et al., 2013) . Elevation thresholds and USGS hydrologic units were used to generate analysis regions for the entire California mountainous region (dark blue) as well as the windward (green) and leeward (light blue) sides of the Sierra Nevada, which accurately tracks the mountain ridgeline ( Figure 1b) . To fairly compare model simulations and the reference data sets for model evaluation each were regridded to an equal grid refinement of 4 km (or 0.031258) via bilinear interpolation and then masked by region. If a data set had grid-spacing <4 km, it was upscaled to 4 km using a coarsening procedure available in the open-source TempestRemap suite (Ullrich & Taylor, 2015; Ullrich et al., 2016) . The upscaling procedure uses an area-weighted average that sums over the mass content of all overlapping grid cells.
The remainder of this section describes the reference data sets for model evaluation used in our study:
1. The Parameter-elevation Relationships on Independent Slopes Model (PRISM) data set utilizes over 10,000 quality controlled observational station data sets along with a climate-elevation regression for each DEM grid-cell to create a daily 4 km total precipitation and 2 m surface temperature spatially continuous CONUS product (Daly et al., 2008) . PRISM total precipitation and surface temperature products at 4 km were utilized for comparison to our eight VR-CESM simulations, as PRISM is a high-quality and widely used product with minimal statistically significant differences compared with other major precipitation products . However, we note that Henn et al. (2016) has shown that gridded total precipitation products, such as PRISM, have shown a systemic underestimation of total precipitation maxima due to interpolation at higher elevations when a complete water balance is assessed via streamflow gauges and ET measurement constraints. Additionally, Rasmussen et al. (2012) discusses the systemic issue of under-catchment of snowfall from surface observations (especially in high winds) which may further diminish estimates of total precipitation. 2. The Moderate Resolution Imaging Spectroradiometer (MODIS) satellite product (MOD10CM V005) provides global monthly 5 km snow cover (Hall & Riggs, accessed 2017) . The product is quality-assured for cloud cover by using visible and short-wave near-IR spectral bands and a snow mapping algorithm with a Normalized Difference Snow Index (NDSI). The authors have chosen to use the MODIS 5 km snow cover product for comparison to our eight VR-CESM simulation set based on its use in prior studies and its close agreements with ground based measurements (Hall & Riggs, 2007) . 3. The Landsat-Era Sierra Nevada Snow Reanalysis (SNSR) data set by Margulis et al. (2016a) characterizes SWE for 20 watersheds within the California Sierra Nevada at 90 m resolution from 1985 to 2015. The reanalysis estimates for SWE are derived from a Bayesian data assimilation technique that utilizes 30 m elevation estimates from the ASTER and the National Land Cover Database, hourly 14 km meteorological inputs from the North American Land and Data Assimilation Database phase 2 (NLDAS-2), and snow cover area and vegetation cover fractions derived from the NASA Landsat 5, 7, and 8 satellite data. The data set was validated against 108 snow pillows and 202 snow course in situ SWE measurements from the California Data Exchange Center, which were not incorporated into the assimilation technique, and [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] found to correlate at r 5 0.97 across all sites with mean and root-mean-square errors less than 3 and 13 cm, respectively (Margulis et al., 2016a (Margulis et al., , 2016b . Margulis et al. (2015) discusses how forest cover and cloud interference on the snow cover estimates from Landsat are quality assessed across various forest cover percentage and water year types and, eventually scaled to those found in bare ground measurements. This data set is a high-quality SWE product that was sorely lacking in previous VR-CESM validation studies .
Results and Discussion
The results of this study are structured as follows: In the first subsection, we calculate the horizontal gridspacing at which MG1 and MG2 should be used to model mountain hydroclimatologies using simulated VR-CESM winds and theoretical rainfall/snowfall drop velocities and distances. Next, we examine the largescale drivers of precipitation across the VR-CESM cases over the eastern Pacific. Last, we evaluate how the eight VR-CESM simulations respond to resolution, microphysics, and large-scale drivers at climatological, seasonal, and daily timescales within California's Sierra Nevada, spatially and with elevation.
Resolution Dependence in a Diagnostic Versus Prognostic Precipitation Scheme
We first elucidate the theoretical calculations made in regarding when it is most optimal to use diagnostic vs prognostic precipitation in a microphysics scheme. Figure 3 depicts the horizontal distance at which a hydrometeor travels over before falling to the surface for the DJF climate average of the CAL_VR simulations for rain (a, dx_RAIN) and snow (b, dx_SNOW) . If the model grid spacing is smaller than dx_RAIN or dx_SNOW, then horizontal advection of precipitation hydrometeors across the model grid is important, which implies that a diagnostic treatment of precipitation, as in MG1, will be problematic.
This was calculated as follows:
Lateral transport time of rain (L tr ) and snow (L ts ):
Drop time of rain (D tr ) and snow (D ts ): Figure 3 . Estimates of the horizontal grid spacing (dx) at which the timescale for lateral transport of precipitation hydrometeors across grids is similar to the timescale for sedimentation through the column for the DJF climate average of the CAL_VR (a) simulated rainfall (dx_RAIN) and (b) snowfall (dx_SNOW) assuming constant rain and snow fall speeds. Black shading indicates the locations for which a specific CAL_VR maximum horizontal refinement is potentially problematic using MG1 with diagnostic precipitation.
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Horizontal distance at which a raindrop (dx_RAIN) and snowflake (dx_SNOW) travel prior to reaching the land-surface, or when L tr (L ts ) equals D tr (D ts ):
In this equations, Z is drop distance, assumed to be 1.9 km; V r (V s ) is drop velocity of rain (snow), assumed to be a median drop velocity from Neale et al. (2010) for rainfall (4.5 m/s) and snowfall (0.6 m/s); U is vertically averaged total horizontal wind (m/s) simulated by CAL_VR simulations. Vertical averaging of U was performed through Z to encapsulate all potential pressure levels at which precipitating hydrometeors may fall through the planetary boundary layer Neale et al. (2010) note that the MG scheme assumes a maximum terminal drop velocity of 9.1 m/s for rainfall and 1.2 m/s for snowfall.
To highlight where the diagnostic treatment of precipitation in the MG1 scheme would theoretically break down given the aforementioned assumptions and simulated total winds, black shading was added for each CAL_VR simulation where dx_RAIN and dx_SNOW are larger than the horizontal grid-spacing (i.e., 55 km for CAL_VR55 and 7 km for CAL_VR7). As seen in Figure 3 the MG1 scheme is valid for rainfall calculations from 55 to 7 km horizontal grid-spacing as the median drop velocity is significantly higher than the lateral transport. dx_RAIN estimates ranged from 0.2 to 4.0 km within the CAL_VR simulations. Conversely, snowfall estimates using MG1 are valid at 55 km, however, these estimates may begin to break down at <28 km, especially in mountainous regions. Specifically, dx_SNOW estimates ranged from 1.8 to 30 km. Based on these assumptions, at grid spacings typical of today's most cutting-edge regional downscaling tools a microphysics scheme with prognostic precipitation is essential, particularly in the context of mountain hydroclimatology.
Large-Scale Transport Influences on Mountain Hydroclimatology
Integrated vapor transport (IVT, kg/m/s) is a major large-scale dynamical influence that shapes regional hydroclimatologies in Mediterranean-type climate regions throughout the world (Gimeno et al., 2014) . Precipitation magnitude and timing are often dictated by the ebb-and-flow of IVT over a given winter season. This is especially true in California where ARs (i.e., sustained IVT 250 kg/m/s over subdaily to multiday timescales) often dictate if the state faces drought or floods in a given water year(s) (Dettinger, 2011 (Dettinger, , 2013 Ralph et al., 2004) . The DJF climate-average IVT, average surface-700 mb winds (white arrows), and 500 m topographic intervals (black contours) for the eastern Pacific across the eight CAL_VR simulations is given in Figure 4 . All simulations exhibit a similar large-scale signature in IVT with higher IVT between 35-408N latitude and 140-1508W longitude and a consistent semipermanent high-pressure system off the southern coast of California.
Minimum and maximum IVT values within the simulation domain were effectively indistinguishable across all grid-refinements and/or MG1 versus MG2 schemes with values ranging from 11.8 (CAL_VR7 MG1) to (CAL_VR55 MG2) 19.9 kg/m/s and 139 (CAL_VR28 MG1) to 179 (CAL_VR55 MG2) kg/m/s. A key difference in IVT across CAL_VR cases was the direction and magnitude of low level column integrated wind vectors near topography, especially near the central-to-southern California coastal topography and Sierra Nevada mountains. This is most certainly driven by improved representation of topography at higher resolution. Interestingly, the CAL_VR14 MG2 simulation had a more consistent southward onshore wind along the central-tosouthern California Central Valley and Sierra Nevada when compared with the other CAL_VR simulations (Figure 4) . This led to a reduced IVT intrusion into the central-to-southern Sierra Nevada which as some of the tallest portions of the mountain range and the highest potential for snowfall and long-term snowpack storage. For example, the average difference in IVT intrusion on the windward portion of the Sierra Nevada was 6.4 kg/m/s smaller than any other CAL_VR simulation. This likely shaped the CAL_VR14 MG2 California mountain hydroclimatology compared with the other CAL_VR simulations (discussed in more detail below).
Mountain Hydroclimatology at Climate and Seasonal Timescales
The CAL_VR simulated DJF climate average differences from reference are presented in Figures 5-8 for total precipitation, snow cover, SWE, and surface temperature, respectively. In each plot, horizontal grid-spacing (55, 28, 14, and 7 km) varies across columns. Rows indicate diagnostic (MG1, top) versus prognostic (MG2, bottom) treatment of precipitation in the microphysics scheme. The DJF seasonal summary statistics are given in Table 2 . Figure 5 indicates that precipitation in the two CAL_VR55 simulations is similar in character. At this resolution, the horizontal grid-refinement supersedes the need for prognostic precipitation and the topographic resolution is too coarse to resolve the peaks of the California mountainous region, shown via the localized dry biases near mountain peaks. As the CAL_VR simulations are pushed to 28 km total precipitation in the MG1 simulations are biased high in the windward region of the Sierra Nevada, driving a leeward dry bias. We attribute this error to the absence of horizontal transport of snowfall in MG1. The DJF climate average total precipitation difference across CAL_VR MG1 simulations within the California mountain region are positively biased (10.88 to 11.08 mm/d) when compared with PRISM. The high bias in total precipitation is maintained in the CAL_VR MG2 simulations as well, however more resolution dependence is also apparent. For instance, CAL_VR14 MG2 is closest to PRISM (10.13 mm/d), yet CAL_VR7 MG2 produced the highest total precipitation bias (12.59 mm/d). As discussed previously, part of this disagreement is a result of a lack of IVT gradient throughout the northern/southern Sierra Nevada and Central Valley and the (Table 2) .
There is nonetheless a clear improvement in both spatial correlations and windward/leeward ratios is observed with MG2 microphysics (Table 3) . Spatial similarities were assessed using Pearson pattern correlation coefficients. CAL_VR MG1 simulations at 28 km generally have a lower range in minimum (0.13-0. refinement. Conversely, the mountain windward/leeward total precipitation ratios across the CAL_VR MG2 simulations (2.58-3.07) are nearly identical to PRISM.
The distribution of precipitation and partitioning of rain/snow on the windward and leeward side of the Sierra Nevada is critical when climate data are used for the assessment of watershed scale basins, particularly for ecosystem maintenance and reservoir operations. To assess the efficacy of CAL_VR simulations in their representation of mountain snowpack (i.e., rain and snow partitioning), Figures 6 and7 highlight the DJF climate average differences in snow cover and SWE against MODIS and SNSR, respectively. Unlike total precipitation, clearer benefits in representing mountain snowpack can be associated with horizontal gridrefinement and microphysics across the CAL_VR simulations. The CAL_VR55 MG1 and MG2 simulations both underestimate DJF climate average snow cover (SWE) by 29.00% to 213.3% (-54.4 to 265.4 mm) in the California mountain region as precipitation failed to transition from liquid to ice due to unrealistic topography and a smaller orographic uplift (Table 3) . For the CAL_VR simulations that were 28 km, it is clear that the windward/leeward precipitation bias in MG1 shaped the windward/leeward snow cover bias ( Figure 6 ). The DJF climate average difference with MODIS in the California mountain region was 20.5% to 11.5% in the CAL_VR MG1 simulations and 3.4%-9.8% in the CAL_VR MG2 simulations (Table 3) . Similarly, the DJF climate average SWE was 227.4 to 24.2 mm in the CAL_VR MG1 simulations and 222.0 to 26.1 mm in the CAL_VR MG2 simulations within the California mountain region. The average absolute difference for snow cover (SWE) was 7.12% (26.0 mm) for CAL_VR MG1 at horizontal grid-refinement 28 km and improved to 6.22% (17.2 mm) for CAL_VR MG2 at horizontal grid-spacings 28 km, although benefits were largely seen at 14 km (Figures 6 and 7) . In terms of the DJF seasonal Pearson pattern correlation coefficients for snow cover (SWE), the CAL_VR MG1 simulations ranged between 0.48-0.76 (0.28-0.68) when compared with MODIS (SNSR) ( Table 3 ). The CAL_VR MG2 simulations generally improved upon the CAL_VR MG1 simulations' DJF seasonal spatial correlations for snow cover (SWE) by 10.12 to 10.15 (10.17 to 10.18) with values as high as 0.93 (0.87), both of which were for CAL_VR7 MG2 (Table 3) . As shown in total precipitation, the windward/leeward ratios of CAL_VR MG1 simulations highlight the poor distribution of snow cover 
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(SWE) in the California mountain region with average windward/leeward ratios 2.2X (4.6X) higher than MODIS (SNSR). In contrast, the CAL_VR MG2 simulations generally matched the mountain windward/leeward ratios of MODIS snow cover (1.21) and SNSR SWE (2.22) with ratios ranging between 0.92 to 1.12 for snow cover and 1.27 to 1.96 for SWE (Table 3) .
Across all the CAL_VR simulations, surface temperature seasonal DJF Pearson pattern correlations were >0.86 at horizontal grid-spacings 28 km. However, it is apparent in Figure 8 that a clear systematic cold bias persists with CAL_VR MG1 (MG2) surface temperatures between 22.3 and 23.6 K (-2.3 to 22.9 K) in the California mountainous region (Table 3 ). This cold bias was especially pronounced in the mountainous regions regardless of grid resolution, and worsened and localized with increased refinement. Several hypotheses as to why this might have occurred are discussed in the conclusions.
Mountain Daily Accumulation and Melt Phases
Model efficacy in accumulated precipitation, SWE, and daily climate surface temperature within the California mountainous region over an average water year is depicted in Figure 9 and quantified in Table 4 . Each of the plotted lines represents a given CAL_VR simulation day averaged across the 16 simulated years and differenced from that of the reference data set for model evaluation in total precipitation, SWE, and surface temperature. Colors highlight each of the four grid-spacings of the CAL_VR simulations and solid (dashed) lines indicate the set of simulations using the MG1 (MG2) microphysics scheme. The vertical black line delineates the accumulation period and the melt period at the oft-assumed historical peak snowpack accumulation date of 1 April. A 30 day running average filter was applied to surface temperature to better visualize differences. In each case, an accurate simulation would be expected to deviate little from the zero line and any perturbation away from the line indicates simulation bias.
In general, through 1 April all CAL_VR simulations produced a high precipitation bias compared with PRISM, save for the CAL_VR MG1 simulations on the leeward side of the Sierra Nevada which were dry biased throughout ( Figure 9 ). The CAL_VR MG1 absolute daily climate accumulated average (range) difference in precipitation compared with PRISM is 78-297 mm (120-455 mm) for CAL_VR MG1 simulations 28 km on the windward and leeward side of the Sierra Nevada. These results are improved somewhat on the windward side of the Sierra Nevada in the CAL_VR MG2 simulations, primarily in the CAL_VR14 MG2 simulation with an average (range) difference of 89 mm (178 mm) (Table 4) .
If precipitation were assessed in isolation it would appear that the CAL_VR55 simulations have a superior representation of daily precipitation. However, when juxtaposed with SWE it becomes apparent that too much of the precipitation fell as rain and very little as snow. This results in the highest daily climate difference in average (range) simulated SWE accumulation for the windward, 261.5 to 269.1 mm (183-196 mm) , and leeward, 237.0 to 239.9 mm (118-120 mm), side of the Sierra Nevada when compared with SNSR (Table 4) . At 28 km a clear SWE improvement is apparent with the average (range) improved by 4.2X (1.4X) in MG1 and 3.7X (2.0X) in MG2 along the windward side of the Sierra Nevada. Further improvement arises in MG2 simulations on the leeward side of the Sierra Nevada by 3.5X (1.8X). Regardless of the resolution improvement beyond 28 km grid-spacing, a clear bias is present in most of the MG1 simulations with too much (too little) SWE accumulating prior to 1 April on the windward (leeward) side of the Sierra Nevada. This results in an average (range) difference in the CAL_VR MG1 simulations at 28 km of 15.4 mm (131 mm) on the windward side of the Sierra Nevada and 40.0 mm (113 mm) on the leeward side of the Sierra Nevada (Table 4 ). The CAL_VR MG2 simulations at 28 km show a steady improvement in SWE from 28 to 7 km with the closest match to SNSR from October-March in the windward side of the Sierra Nevada. However, factors that influence the spring melt season led to a large undershoot of SWE (Figure 9 ). Although biased throughout the water year, the CAL_VR7 MG2 simulation represents the closest approximation to SNSR in both the windward (-0.55 mm) and leeward (-1.69 mm) side of the Sierra Nevada (Table 4 ). This point is made obvious when assessing the average bias in CAL_VR7 MG2 against other MG2 simulations. CAL_VR7 MG2 average bias improved by 9.4X, 4.9X, and 3.5X when compared with CAL_VR55 MG2, CAL_VR28 MG2, and CAL_VR14 MG2, respectively, over the entire California mountainous region. Thus, increased grid-refinement coupled with prognostic treatment of precipitation in the microphysics scheme did create major benefits in the daily life cycles of mountain SWE over a given simulated water year. Several hypotheses as to why the mountain SWE in the CAL_VR simulations did not converge toward SNSR are presented in the conclusions and will be analyzed in more detail in a follow-up sensitivity study.
Disconcertingly, the persistent cold bias in DJF climate and seasonal surface temperature discussed in the previous section is persistent throughout much of the water year and is similarly unaffected by horizontal grid-refinement and/or microphysics scheme used (Figure 9 ). The cold bias is less persistent in the CAL_VR55 simulations throughout the water year, likely due to a lack of erroneous topographic temperature adjustment on surface temperature that impacts the other CAL_VR simulations at 28 km. Within the Figure 9 . Water year daily climate average differences between the CAL_VR MG1 (solid line) and CAL_VR MG2 (dotted line) simulations at a maximum VR grid-spacing of 55 km (blue), 28 km (orange), 14 km (green), and 7 km (maroon). Simulations were compared against PRISM (total precipitation and surface temperature) and SNSR (SWE) for (left column) the California Mountain Region, (middle column) windward side of the Sierra Nevada, and (right column) leeward side of the Sierra Nevada. A 30 day running average filter was applied to the surface temperature fields for clarity. The vertical black line represents the historical peak accumulation date of 1 April which delineates the snowpack accumulation period from the melt period.
CAL_VR MG1 and MG2 simulations that are at 28 km, a clear systemic cold bias persists throughout much of the fall, winter, and spring seasons with a general increase in the cold bias with increased horizontal gridrefinement, likely a result of incorrect lapse rates that are made more apparent with stronger topographic gradients. The average (range) of cold bias in the CAL_VR MG1 and MG2 simulations at 28 km was between 21.48 and 22.58 K (2.62 K-3.78 K) throughout the entire California mountain region (Table 4) . The cold bias in surface temperature undoubtedly influenced the accumulation and melt phases of the accumulated SWE. The linkage between these two variables will need to be analyzed further in the follow-up sensitivity study as they have large ramifications in the projection of future winter season snowpack loss and time of peak SWE due to climate change.
Mountain Elevation Dependencies
As important as the representation of mountain hydroclimatological spatial patterns, windward/leeward distributions, and the daily accumulation and melt phases are the ability to characterize elevation profiles of quantities. This is because elevation profiles in mountains help to describe features such as the snow and freezing line which are crucial for mountain snowpack accumulation. Figure 10 depicts the ability of the CAL_VR simulations to represent the DJF climate average within similar 150 m elevation bands between 300 and 3,750 m. Each color represents a difference from the reference as a function of changing horizontal grid-spacing and a solid (dashed) line represents the MG1 (MG2) microphysics scheme used. Vertical black lines indicate the DJF seasonal spread (i.e., 95% confidence intervals) for the reference data sets for model evaluation at each 150 m elevation interval. The maximum elevation for each CAL_VR simulation (2,150-3,400 m) and reference data set for model evaluation (3,810-3,830 m) is given in Table 1 .
The CAL_VR MG1 simulations at 28 km have a general high (low) precipitation bias at lower (higher) elevations compared with PRISM. Further, they are almost always outside of the DJF seasonal spread from PRISM over the windward side of the Sierra Nevada across all elevations. This is because the CAL_VR MG1 simulations at 28 km precipitate out too fast due to erroneous constraints in transport between grid cells as storms are orographically uplifted in the windward side of the Sierra Nevada ( Figure 10b ) and too little precipitation falls on the leeward side of the Sierra Nevada (Figure 10c) . Conversely, the CAL_VR MG2 simulations at 28 km distribute precipitation more uniformly across elevations over both the windward and leeward sides of the Sierra Nevada. This more uniform distribution leads to an over precipitation bias across all elevations, however the CAL_VR14 MG2 simulation falls well within the range of the seasonal variability in PRISM. Although an average precipitation bias across all elevations was found in the CAL_VR MG2 simulations at 28 km in the windward (range of 10.55 to 13.26 mm/d) and leeward (10.30 to 11.22 mm/d) side of the Sierra Nevada, known errors in how PRISM is spatially interpolated, especially with elevation, may contribute to some of this bias (Henn et al., 2016 (Henn et al., , 2018 .
Mountain snowpack elevation dependencies are shown for the CAL_VR simulations at 28 km in Figures  10d-10i . The precipitation biases that were found on the windward/leeward sides of the Sierra Nevada in the CAL_VR MG1 simulations at 28 km continue to hold. High (Low) bias in both snow cover and SWE are found in the windward (leeward) side of the Sierra Nevada and generally fall outside of the DJF seasonal spread in MODIS and SNSR. For CAL_VR MG2 simulations at 28 km more agreement (i.e., simulations fall within the DJF seasonal spread) is seen in the representation of snow cover compared with MODIS (Figures 10d-10f ) than there is with the representation of SWE compared with SNSR (Figures 10g-10i ). Within the CAL_VR MG2 simulations at 28 km an average elevation bias in the windward (leeward) side of the Sierra Nevada ranged from 15.68 to 17.30% (16.95 to 19.59%) for snow cover and 222.8 to 140.1 mm (-1.95 to 138.0 mm) for SWE. Thus, CAL_VR MG2 simulations at 28 km more skillfully model the areal extent of mountain snowpack and accumulation dynamics across elevations than the CAL_VR MG1 simulations, especially on the leeward side of the Sierra Nevada. This is likely because mountain snowpack trends are determined by the skill in the representation of the precipitation phase, accumulation location and the energy-mass balance interactions that shape the lifecycle of snowpack at the land-surface. Interestingly, CAL_VR14 MG2 showed the highest skill in the representation of SWE across middle-to-high elevations in both the windward and leeward side of the Sierra Nevada, however CAL_VR7 MG2 had a high bias in SWE that worsens with an increase in elevation. This is likely attributable to the high bias in total precipitation and the erroneously cold surface temperature lapse rates discussed in previous sections. Both of these biases likely shape the high bias in accumulated SWE as the freezing isotherm is maintained over too great of an area for too much time which allows for longer snowfall accumulation. These interactions will be further analyzed in the sensitivity study alluded to earlier to understand the physical drivers that shape the surface and snowpack temperature profile such as the compaction/density thresholds and shortwave/longwave radiation interactions.
Although some of the aforementioned hydroclimate biases were partly improved by the combination of refinement of horizontal grid-spacing and the use of MG2 rather than MG1 microphysics, the persistent cold bias found throughout all eight of the CAL_VR simulations generally amplified with increasing elevation. Interestingly, the cold bias was even found for both of the CAL_VR55 simulations even though they did not properly represent the Sierra Nevada topography. Throughout the CAL_VR simulations, at an elevation between 0 and 500 m the average cold bias in the windward (leeward) side of the Sierra Nevada was between 20.73 and 21.69 K (this elevation gradient was not available for the leeward side) and at the maximum shared elevation between 1,500 and 2,000 m the average cold bias amplified to 23.42 to 25.19 K (-1.83 to 24.10 K), with an average increment of bias up to 1,500-2,000 m of 20.62 K per 500 m elevation gain in the windward side of the Sierra Nevada. As discussed earlier, part of the error can be attributed to interpolation bias in PRISM. However, there are known issues with the sole reliance of temperature for precipitation phase-partitioning (Jennings et al., 2018 ) and boundary layer turbulence scheme issues in land-surface models over snow-covered areas that limit important feedbacks from specific humidity and wind on snowpack (Slater et al., 2001) . Specifically, Slater et al. (2001) showed that under much colder surface temperatures and in which net radiation is negative, landsurface model parameterizations of the boundary layer can shut-off turbulent heat fluxes which leads to a more decoupled atmosphere-land interface and increases sensitivities to long-wave radiation feedbacks.
Conclusions
The overarching goal of this paper was to assess the ability of variable-resolution in the Community Earth System Model (VR-CESM) to represent key hydroclimatic processes in complex terrain and identify future development needs. This study represents the first systematic assessment of VR-CESM performance across conventional regional downscaling grid-spacings (55-14 km), with extreme refinement (7 km), and using two different microphysics schemes (MG1 and MG2). The simulations were conducted over a near-term historical time-frame 1999-2015 to leverage a number of high-quality snow, precipitation, and temperature products that have emerged in recent years (Daly et al., 2008; Hall & Riggs, accessed 2017; Margulis et al., 2016a) . The following conclusions were made:
1. Horizontal grid-spacing 28 km did not improve modeled mountain hydroclimate statistics at climate, seasonal, and/or daily timescales if diagnostic precipitation (MG1) was used. CAL_VR MG1 simulations at 28 km had a high bias of precipitation in the California mountain region (range between 10.88 and 11.08 mm/d) which led to excessively high average windward/leeward ratios in total precipitation of 8.9 (3X greater), snow cover of 2.6 (2X greater), and SWE of 10 (5X greater) when compared to the windward/leeward ratios for PRISM (2.9), MODIS (1.2), and SNSR (2.2). Average seasonal DJF Pearson pattern correlations in CAL_VR MG1 simulations at 28 km ranged between 0.52 and 0.66 for total precipitation, snow cover, and SWE, with snow cover the most highly correlated and total precipitation the lowest. Average DJF seasonal correlations for surface temperature were highest across all hydroclimate variables at r 5 0.92, although a general DJF climate cold bias between 21.48 and 22.58 K was found in all CAL_VR simulations. 2. The development of MG2 microphysics with prognostic precipitation by coupled with a more realistic representation of orography and land-surface cover were keys in more properly representing the DJF climate and seasonal averages for total precipitation, snow cover, and SWE throughout the California mountainous region. Consistent with Caldwell (2010), Ikeda et al. (2010) , Pavelsky et al. (2011 Pavelsky et al. ( , 2012 , and Rasmussen et al. (2011) , model simulations at horizontal grid-refinement of >28 km failed to accurately represent snowpack variables due to a lack of orographic forcing. A high bias in total precipitation was pervasive in both CAL_VR MG1 (MG2) simulations at 10.97 mm/d (11.49 mm/d) which led to a high bias in snow cover, 17.12% (16.23%), and SWE, 126.0 mm (117.2 mm). However, the CAL_VR MG2 simulations at 28 km more closely represented the suite of hydroclimate variables spatially than the CAL_VR MG1 simulations at the same grid-spacing. Minimum (Maximum) DJF seasonal Pearson pattern correlations were increased by 10.17 (10.10) for total precipitation, 10.11 (10.15) for snow cover, and 10.17 (10.18) for SWE when compared with PRISM, MODIS, and SNSR, respectively. This was primarily due to improvement in windward/leeward distributions of total precipitation (2.9), snow cover (1.1) and SWE (1.7) in the Sierra Nevada which matched more closely with PRISM, MODIS, and SNSR. Further, CAL_VR7 MG2 had the highest seasonal DJF Pearson pattern correlations across all the hydroclimate variables with a maximum (minimum) correlation of 0.48 (0.91) for precipitation, 0.64 (0.93) for snow cover, 0.57 (0.87) for SWE, and 0.91 (0.96) for surface temperature. Although a positive total precipitation bias was shown across most of the CAL_VR simulations at 28 km, this could also be partially attributed to interpolation uncertainties in the reference data sets for model comparison (Henn et al., 2016) and systematic undercatchment of precipitation in in-situ observations (Rasmussen et al., 2012) . 3. Further benefits of using the prognostic (MG2) treatment of precipitation arose when comparing the daily climate average accumulation and melt phases of the California mountainous region. The smallest average (range of) bias in accumulated total precipitation within the CAL_VR simulations at 28 km was in the CAL_VR14 MG2 simulation at 189 mm (1178 mm), compared to PRISM values. Interestingly, although the CAL_VR MG2 simulations generally showed better skill in the representation of the magnitude and distribution of total precipitation when compared to CAL_VR MG1 simulations, the CAL_VR7 MG2 simulation had the highest accumulated total precipitation bias among all of the CAL_VR simulations, possibly indicative of a precipitation scale-incognizance and/or excessively high lapse rates. This is an important implication for the oft-assumed notion that horizontal grid-refinement will inevitably lead to improved simulation quality. Although total precipitation biases were found within the CAL_VR MG2 simulations, mainly in magnitude and not in spatial distribution, a substantially improved representation of SWE that steadily improved with increased horizontal refinement was found. Daily climate SWE biases were steadily improved up to the CAL_VR7 MG2 simulation by 9.4X, 4.9X, and 3.5X when compared with the CAL_VR55 MG2, CAL_VR28 MG2, and CAL_VR14 MG2 simulations, respectively, over the entire California mountainous region. Throughout all CAL_VR MG1 and MG2 simulations a systemic cold bias is evident in the California mountainous region. The average (range of) cold bias in the CAL_VR simulations at 28 km was between 21.48 and 22.58 K (2.62 K-3.78 K), persists throughout much of the fall and winter seasons, and generally becomes worse with refinement of model horizontal grid-spacing. 4. Solely refining horizontal grid-spacing did not result in more realistic elevation profiles of hydroclimate variables, but rather highlighted a problem with the use of MG1 with a general wet (dry) bias in windward (leeward) total precipitation. CAL_VR MG1 simulations at 28 km produce too much orographically driven precipitation in the windward region because they lack horizontal advection of precipitation hydrometeors owed to the diagnostic treatment of precipitation. Horizontal grid scales at which this error in MG1 becomes important were estimated from the mean particle fall speed and horizontal transport speed. These calculations showed errors become important at horizontal grid scales smaller than 0.2-4.0 km for rainfall and 1.8-30 km for snowfall. The inclusion of horizontal advection with the prognostic treatment of precipitation in MG2 led to a windward Sierra Nevada bias reduction of 1.23 mm/d in total precipitation, 6.80% in snow cover, and 23.2 mm in SWE across all elevations for CAL_VR MG2 simulations at 28 km grid-spacing when compared with PRISM, MODIS, and SNSR. Unfortunately, MG2 did not alleviate the systematic cold bias found in all of the CAL_VR MG1 and MG2 simulations. In fact, the cold bias worsened as higher elevations were resolved across the CAL_VR MG1 and MG2 simulations which led to an average cold bias in the windward side of the Sierra Nevada of 20.73 to 21.69 K at zero to 500 m elevation and amplified to 23.42 to 25.19 K at 1,500-2,000 m elevation, with an average increment of bias of 20.62 K per 500 m of elevation gain. Thus, although surface temperature had a clear cold bias which was amplified at higher elevations, the improvements to windward/leeward distributions and spatial patterns of snow cover and SWE highlight the benefits of using MG2 in the CAL_VR MG2 simulations relative to MG1.
Overall, the CAL_VR MG1 and MG2 simulations highlight the benefit of the MG2 microphysics scheme coupled with the use of variable-resolution to improve the representation of mountain hydroclimatologies in CESM. This undoubtedly will be important to water managers and hydrological modelers alike who care about future climate model projections of the magnitude, phase, and location of precipitation accumulation. However, this study also identified a systemic cold bias in mountainous environments regardless of refinement of horizontal grid-spacing from 55 to 7 km or use of diagnostic (MG1) versus prognostic (MG2) treatment of precipitation in the microphysics scheme. This cold bias worsens with elevation and is indicative that the amalgamation of processes that drive lapse rates in CESM may not be sufficiently characterized. This is understandable as CESM has not been developed at the grid-spacings that are more accessible via the variable-resolution technique (i.e., 28 km).
Nonintuitively, a high-bias in precipitation and cold-bias in surface temperature led to a low bias in SWE across the CAL_VR simulations and mountain regions assessed. Although this can be partly attributed to the use of two different comparative data sets (i.e., PRISM for surface temperature and precipitation and SNSR for SWE), it likely does not explain the whole story which may include the role of conflicting parameterizations and compensating bias in the land-surface model. For example, Jennings et al. (2018) highlights that most land-surface models rely on surface temperature alone to determine precipitation phase partitioning at the land-surface. Not including other important variables that determine the precipitation phase at the land-surface, such as relative-humidity, can lead to a systemic underrepresentation of snowfall. This is because of the hydrometeor energy balance theory where low ambient relative-humidity promotes evaporative cooling via exchanges in latent heat which enables snowflakes to remain frozen in above-freezing environments.
Further work is needed with VR-CESM to understand and isolate the systemic cold bias found in this study. VR-CESM simulations that aim to isolate known boundary layer turbulence scheme stability issues over snowpack (Slater et al., 2001) , the regional influence of snow cover parameterization choices (Swenson & Lawrence, 2012) , precipitation phase partitioning at the land-surface (Jennings et al., 2018) , and the elevation dependent feedbacks of specific humidity, wind (van Kampenhout et al., 2017) and shortwave/longwave radiation (Anderson, 1976; Kuo et al., 2018 ) on SWE will be explored. The ramifications of this systemic cold bias are disconcerting, especially within the context of projecting climate change impacts on snowpack timing and elevation-dependent warming in mountainous regions.
