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PREFACE 
 
 
 
 
 
 
 
 
The study of DSm linear algebra of refined labels have been done by 
Florentin Smarandache, Jean Dezert, and Xinde Li. 
In this book the authors introduce the notion of DSm vector spaces 
of refined labels. The reader is requested to refer the paper as the basic 
concepts are taken from that paper [35]. 
This book has six chapters. The first one is introductory in nature 
just giving only the needed concepts to make this book a self contained 
one. Chapter two introduces the notion of refined plane of labels, the 
three dimensional space of refined labels DSm vector spaces. Clearly 
any n-dimensional space of refined labels can be easily studied as a 
matter of routine.  
This chapter defines the notion of DSm vector space of refined 
labels and it contains around 7 definitions, 47 examples and 33 
theorems. The new notion of different types of special DSm vector 
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spaces are described with 82 examples in chapter three. DSm 
semivector spaces of ordinary labels and refined labels are introduced 
and studied in chapter four. Chapter five suggests some applications of 
these new structures. Over 125 problems are given in chapter six; some 
of which are simple and some of them are at research level.  
We thank Dr. K.Kandasamy for proof reading and being extremely 
supportive. 
  
W.B.VASANTHA KANDASAMY 
FLORENTIN SMARANDACHE 
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Chapter One 
 
 
 
 
INTRODUCTION  
 
 
 
 In this chapter we just recall the new notions of refined 
labels and linear algebra of refined labels.  We mainly do this to 
make the book a self contained one.  For these concepts are used 
to build new types of linear algebras.  For more about these 
concepts please refer [7, 34-5].  Let L1, L2, …, Lm be labels, 
where m ≥ 1 is an integer.  The set of labels are extended by 
using L0 to be the minimal or minimum label and Lm+1 to be the 
maximum label. 
 
 We say the labels are equidistant if the qualitative distant 
between any two consecutive labels is the same, we get an exact 
qualitative result and a qualitative basic belief assignment (bba) 
is considered normalized, if the sum of all its qualitative 
masses is equal to Lmax = Lm+1. If the labels are not equidistant, 
we still can use all qualitative operators defined in the Field and 
the Linear Algebra of Refined Labels (FLARL), but the 
qualitative result is approximate and a qualitative bba is 
considered quasi-normalized if the sum of all its masses is equal 
to Lmax. We consider a relation of order defined on these labels 
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which can be “smaller”, “less in equality” “lower” etc; L1 < L2 < 
… < Lm.  Connecting them to the classical interval [0, 1] we 
have  so,  
 
 
 
 0 ≡ L1 < L2 < … < Li < … < Lm < Lm+1 ≡ 1, and Li = 
i
m 1+
 
for i ∈ {0, 1, 2, …, m, m + 1}. 
 Now we proceed onto define the notion of ordinary labels  
[7, 34-5].  The set of labels L  {L0, L1, L2, …, Li, …, Lm, Lm+1} 
whose indexes are positive integers between 0 and m+1 is called 
the set of 1-Tuple labels.  We call a set of labels to be 
equidistant labels, if the geometric distance between any two 
consecutive Li and Li+1 is the same, that is Li+1 – Li = constant 
for any i, 1 ≤ i ≤ m + 1. A set of labels is said to be of non-
equidistant if the distances between consecutive labels are not 
the same that is for i ≠ j; Lj+1 – Lj ≠ Li+1 – Li.  We see the set of 
1-Tuple labels is isomorphic with the numerical set { i
m 1+
; i = 
0, 1, …, m+1} through the isomorphism i(L )L
if
m 1
=
+
 ; 0 ≤ i ≤ 
m+1. Now we proceed onto recall the definition of refined 
labels [7, 34-5].  We just theoretically extend the set of labels L  
on the left and right sides of the intervals [0, 1] towards - ∞ and 
respectively + ∞. 
 
 Thus Lz 
j j Z
m 1
 
∈ 
+ 
  where Z is the set of positive and 
negative integers including zero. 
 
 Thus Lz = {… L-j, …, L-1, 0, L1, …, Lj, …} = {Lj | j ∈ Z}; 
ie., the set of extended Labels with positive and negative 
indices.  Similarly we define LQ    {Lq | q ∈ Q} as the set of 
0 L1 L2 Lj Lm Lm+1 
1 
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labels whose indices are rational or fractions. LQ is isomorphic 
fQ (Lq) =  q
m 1+
; q ∈ Q.  Even more generally they define LR 
r
r R
m 1
 
∈ 
+ 
  where R is the set of real numbers.  LR is 
isomorphic with R through the isomorphism fR (Lr) = r
m 1+
 for 
any r ∈ R [7, 34-5]. 
 
 We will just recall the proof / definitions which makes {LR, 
+, ×} a field called the DSm field of refined labels.  For the first 
time the notion of decimal or refined labels that is labels with 
index as decimal is defined [7, 34-5].  For example L3/2 which is 
L1.5 means a label in the middle of the label interval [L1, L2].  
They have theoretically introduced negative labels L
-i which is 
equal to –Li that occur in qualitative calculations.  
 
 Further (LR, +, ×, .) where ‘.’ means scalar product is a 
commutative linear algebra over the field of real numbers R 
with unit element, and for which each non-null element is 
invertible with respect to multiplication of labels. 
 
 This is called DSm field and Linear Algebra of Refined 
labels (FLARL for short) [7, 34-5].  
 
 We just recall the definition of qualitative operators on 
FLARL.  We consider a, b, c in R and labels La = 
a
m 1+
,  
Lb =  
b
m 1+
 and Lc = 
c
m 1+
. 
 
 La + Lb = 
a
m 1+
  + 
b
m 1+
 = 
a b
m 1
+
+
 
 = La+b. 
 10
  
 Likewise La – Lb = La-b as 
a
m 1+
  - 
b
m 1+
 = 
a b
m 1
−
+
.   
  
 Consider La . Lb =  L(ab)/m+1 
  
 Since a
m 1+
  . 
b
m 1+
 = 
(ab) / m 1
m 1
+
+
. 
 
 The notion of scalar multiplication for any α, β in R is as 
follows: 
 
 α La =  La. α = Lαa; 
 
 since α . a
m 1+
 = 
a.
m 1
α
+
. 
 
 If  α  =  -1 then we get La (-1) = -La = L-a.   
 
 Also aLβ  = La ÷ β  = 1/β . La = La/β (β ≠ 0), β ∈ R. 
 
 Now we proceed onto define vector division  or division of 
labels.  
 
 La ÷  Lb = L(a/b)(m+1). 
  
 
a
m 1+
  ÷  
b
m 1+
 = 
(a / b)m 1
m 1
+
+
. 
 
 Now we define scalar power. 
  
 (La)p =  p p 1a (m 1)L −+   since 
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p p p 1a a /(m 1)
m 1 m 1
−+ 
= + + 
 for all p ∈ R. 
 
 We can also define scalar root  
 
 a ( ) 1/ k 1/ k 11/ kk a a (m 1)L L L −α += =  
 
which results from replacing p = 1/k in the power formula for 
all k integer greater than or equal to two.  Thus (LR, +, ×) is a 
field and is isomorphic with set of real number (R, +, ×) is 
defined as the DSm field of refined reals [7, 34-5].  The field 
isomorphism being defined by fR : LR → R where fR (LR) = 
r
m 1+
 satisfies the axioms.  
 
 
 fR (La + Lb) =  fR (La) + fR (Lb) since 
  
 fR (La + Lb) = fR (La+b) = a b
m 1
+
+
 and  
 
 fR (La) + fR (Lb) = a b a b
m 1 m 1 m 1
+
+ =
+ + +
. 
  
 fR (La × Lb) = fR (La) . fR (Lb) 
  
 since  
 
 fR (La × Lb) = fR (L(ab)/(m+1)) 
 
 = 
ab
m 1+
 and fR (La) . fR (Lb) =  2
a b ab
.
m 1 m 1 (m 1)=+ + + . 
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 (LR, +, .) is a vector space of refined labels over the field of 
real numbers R since (LR, +) is a commutative group and the 
scalar multiplication which is an external operation.  
  
 Consider 1.La = L1.a = La. 
  
 If α, β ∈ R  that (α.β) La = α (βLa) since both left and right 
sides are equal we see (α .β) La = Lαβa. 
  
 Further α (La + Lb) = α La + α Lb 
  
 since α (La + Lb) = α La+b = Lα(a+b) 
  
 = Lαa + Lαb =  Lαa + Lαb = α La + α Lb. 
 
 Consider (α + β) = α La + β Lb,  
  
 since (α+β).La = L(α+β)a = Lαa+βa 
  
 = Lαa + Lβα = αLa + βLa.  
 
 (LR, +, ×, .) is a linear algebra of Refined Labels over the 
field R of real numbers, called DSm Linear Algebra of Refined 
Labels. (DSm – LARL for short), which is commutative with 
identity element which is Lm+1 for vector multiplication and 
whose non null elements (labels) are invertible with respect to 
vector multiplication.  This occurs since (LR, +, .) is a vector 
space (LR, ×) is a commutative group, the set of scalars R is well 
known as a field. 
  
 Clearly vector multiplication is associative.  For consider La 
× (Lb × Lc) = (La × Lb) × Lc.  To prove associativity, we know La 
× (Lb × Lc) = La × Lbc/m+1 = 2a.b.c (m 1)L +  while (La × Lb) × Lc = 
(Lab/m+1) Lc =  2a.b.c (m 1)L + .   
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 Hence the claim. 
 
 The vector multiplication is distributive with respect to 
addition. 
  
 Consider La × (Lb + Lc); to show La × (Lb + Lc) = La × Lb + 
La × Lc since La × (Lb + Lc) = La × Lb+c = La(b+c)/m+1 ----- (I) 
 
 Consider La × Lb + La × Lc = Lab/m+1  + Lac/m+1 = L(ab+ac)/m+1 
 
 = La(b+c)/m+1. 
  
 Consequently we have (La + Lb) × Lc = La × Lc + Lb × Lc. 
  
 Consider (La + Lb) × Lc = (La+b) × Lc  
= L(a+b)c/m+1 = Lac+bc/m+1.  
= Lac/m+1  + Lbc/m+1 
= La × Lc + Lb × Lc. 
 
 Finally we show α (La × Lb) = (αLa) × Lb = La × (αLb) for 
all α ∈ R. 
  
 Consider α (La × Lb) = α. Lab/m+1 
=  Lα(ab)/m+1 = L(αb)b/m+1 
= La(αb)/m+1 as Lαab/m+1 
= L(αa)b/m+1   = Lαa × Lb 
 = α La × Lb 
 = La × α Lb 
 = La × Lαb (The argument is a matter of routine). 
 
 The unitary element for vector multiplication is Lm+1. 
 
 For all a ∈ R; La × Lm + 1 = Lm+1 × La = La(m+1)/m+1 = La 
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 All La ≠ L0 are invertible with respect to vector 
multiplication and the inverse of La is (La)-1. 
 
 Consider (La)-1 = 2(m 1) / a
a
1L
L+
=  
 
 Since La × 1aL −  = La × 2(m 1) / aL +  
 
 = 2(a(m 1) / a ) / m 1L + +  = Lm+1.  
 
 Hence the DSm linear algebra is a Division Algebra.  DSm 
Linear Algebra is also a Lie Algebra since we can define a law 
 
 (La, Lb) =  [La, Lb]   = La × Lb – Lb × La = L0  such that 
  
 [La, La] = L0 and the Jacobi identity is satisfied.  
 
 [La [Lb, Lc]] + [Lb [Lc, La]] + [Lc [La, Lb]]  = L0.  
  
 Actually (LR, +, ×, .) is a field and therefore in particular a 
ring and any ring with the law: [x, y] = xy – yx is a Lie algebra. 
  
 We can extend the field isomorphism fR to a linear algebra 
isomorphism by defining fR : R. LR → R.R. with fR (α. 1rL ) = α 
fR ( 1rL ) since fR (α 1rL ) = fR ( )1( r )L α  = α r1 / m+1 = 1rm 1
α
+
 = 
α.fR ( 1rL ).  Since (R, +, .) is a trivial linear algebra over the field 
of reals R and because (LR, +, .) is isomorphic with it through 
the above fR linear algebra isomorphism; it results that (LR, +, .) 
is also a linear algebra which is associative and commutative [7, 
34-5]. 
  
 We proceed onto recall more new operators like scalar-
vector (mixed) addition, scalar-vector (mixed) subtraction, 
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scalar-vector (mixed) division, vector power and vector root on 
(LR, +, ×).  For all La ∈ LR there exists a unique r = a
m 1+
 such 
that La = r and inversely (reciprocally) for every r ∈ R there 
exists a unique La in LR, La ≡ Lr(m+1) such that r = La. 
 
 Let α ∈ R and La ∈ LR. 
 
 La + α = α + La = La+α(m+1) since La + α  = La + 
(m 1)
m 1
α +
+
 
 
 = La + Lα(m+1) = La+α (m+1). 
  
 This is defined as the scalar vector addition [7, 34-5]. 
 
 On similar lines one can define scalar vector mixed 
subtraction  
 
La - α  = La – α  (m+1) 
 
since La - α  = La - 
(m 1)
m 1
α +
+
 
 
= La - Lα(m+1) = La-α (m+1). 
α - La = Lα(m+1)-α. 
 
Since α  - La = 
(m 1)
m 1
α +
+
 - La. 
 
=  Lα(m+1) – La = Lα (m+1)-a.  [7, 34-5] 
  
 Now we proceed onto recall the notion of scalar-vector 
mixed division. 
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La ÷  α = a a a
L 1
.L L
α
= =
α α
  for α ≠ 0 ∈ R, which is 
equivalent to the scalar multiplication a
1 L  
α 
 where 1
α
 ∈ R.  
α ÷ Lα   = 2a (m 1) /L + α  since 
α ÷ Lα   =
(m 1)
(m 1)
α +
+
 ÷ La = Lα(m+1) ÷ La  
= L(α (m+1)/a).m+1 
= 2(m 1) / aLα + . 
  
 Now we proceed onto define vector power in (LR, +, ×). 
  
 For La, Lb in LR; ( ) bLaL  = b / m 1 b m 1/ m 1a /(m 1)L + − − ++ , 
  
 since ( ) bLaL  = ( )b / m 1aL +  = b 1b / m 1 m 1a /(m 1)L −+ ++  
  
 = b / m 1 b m 1/ m 1a /(m 1)L + − − ++ . 
 
 Now we recall the notion of vector roots 
  
 
bL
aL  = m 1/ b m b 1a /(m 1)L + − ++ , 
  
 since bL aL  = ( ) b1LaL  = ( )1b / m 1aL +  
  
 = ( )m 1/ baL +  = m 1/ b ( m 1/ b ) 1a /(m 1)L + + −+  
 
= m 1/ b m b 1/ ba /(m 1)L + − ++ . 
 
 For more refer [7, 34-5]. 
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Chapter Two 
 
 
 
 
DSM VECTOR SPACES 
 
 
 
 
 We in this chapter define the new notion of Real Label 
Plane or Label Real Plane and Three dimensional real Label 
space.  Also we define label vector spaces of different types and 
label linear algebras of different types and operations on them. 
 
DEFINITION 2.1: Let LR×R ={LR × LR}= {(La, Lb)= ,
1 1
a b
m m
 
 + + 
 
a, b ∈ R; m ≥ 2}; LR×R is defined as the refined plane of labels.  
In fact any element of LR×R = LR × LR is an ordered pair set of 
labels.   
  
 The following properties are direct and hence left as an 
exercise for the reader to prove.  
 
THEOREM 2.1: LR×R = LR × LR is isomorphic with real plane  
R × R. 
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THEOREM 2.2: LR×R = LR × LR is a commutative ring with unit 
under the operation + and ×.  
 
THEOREM 2.3: LR×R = LR × LR has zero divisors.  
 
 Now define a map η : LR × LR = LR×R  → R × R by  
  
η (La, Lb) = a b,
m 1 m 1
 
 + + 
. 
  
 Clearly η is a ring isomorphism.   
  
 Now we define the notion of the space of three dimensional 
labels or three dimensional labels. 
 
DEFINITION 2.2: Let LR×R×R = LR × LR × LR = {(La, Lb, Lc)| a, b, 
c ∈ R; La, Lb, Lc ∈ LR}, we define LR × LR × LR as the three 
dimensional space of refined labels. 
  
 Thus LR × LR × LR =  {(La, Lb, Lc) = a b c, ,
m 1 m 1 m 1
 
 + + + 
| 
a, b, c  ∈ R }.  
  
We leave the proof of the following theorems to the reader. 
 
THEOREM 2.4: LR×R×R = LR × LR × LR is isomorphic with the 
three dimensional real space. 
 
THEOREM 2.5: LR×R×R is an abelian group under addition.  
 
THEOREM 2.6: LR×R×R = LR × LR × LR is a monoid under 
multiplication which is commutative with (Lm+1, Lm+1, Lm+1) as 
the identity element under multiplication.  
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THEOREM 2.7: LR×R×R = LR × LR × LR is a commutative ring 
with unit. 
 
Now as in case of the real plane we can in case of refined plane 
of labels define distance between two pairs of labels.   
 
 For instance P (La, Lb) and Q(Lc, Ld) are a given pair of 
labels in the refined plane. 
  To find PQ2, 
 
 
  
 PQ2 = (La – Lc)2 + (Lb – Ld)2 
  =  (La-c)2 + (Lb-d)2 
  =  
2 2
t sL L+  (where a – c = t and b – d = s) 
  =  2 2t m 1 s m 1
L L
+ +
+  
  = 2 2t s m 1
L
+ +
. 
  
 Thus PQ = 2 2t s / m 1L + + .   Refined Label plane enables one 
to plot the labels on them just like the real plane.  The analogous 
result is also true in case of refined label three dimensional 
space. 
P(La,Lb) 
Q(Lc,Ld) 
(L0, L0) 
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 We can thus define a n-dimensional refined label space V = 
R R R
n times
L L ... L
−
× × ×

 = 
1 2 n ia a a a R
{(L ,L ,...,L ) / L L ;1 i n}∈ ≤ ≤ .  
 
 Now we proceed onto define refined label vector spaces 
over the real field F = R the field of reals. 
 
 It is pertinent to mention here that Lm+1 acts as the identity 
element of LR with respect to multiplication.  
 
 Further La × Lm+1 = Lm+1 × La  
  
 = La (as La = a
m 1+
 
  
 Lm+1 =  
m 1
m 1
+
+
,  La × Lm+1 = 
a
m 1+
 × 
m 1
m 1
+
+
 = 
a
m 1+
). 
  
 Thus we see the linear algebra of refined labels (LR, +, ×, .) 
is of infinite dimension over R. 
 
 Now we can define by taking LR × LR = {(La, Lb) | La, Lb 
belongs to LR} to be again a linear algebra of refined labels over 
R.  Here  
  (La, Lb) (Lc, Ld)  =  (La Lc, Lb Ld) 
      =  (Lac/m+1, Lbd/m+1). 
 
 Further for α ∈ R and (La, Lb) ∈ LR × LR we have a  
 
(La, Lb)  =  (α La, α Lb) 
  =  (Lαa, Lαb) since .a a
m 1 m 1
α α
=
+ +
 and .b b
m 1 m 1
α α
=
+ +
. 
 
 It is easily verified LR × LR is again a linear algebra of 
refined labels or we will be calling LR × LR as the DSm ring of 
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refined labels.  Likewise LR × LR × LR is again the DSm ring of 
refined labels.  We will also call LR × LR as the DSm row matrix 
ring of refined labels.  But we will more generally call them as 
DSm ring (or DSm commutative  ring) of refined labels. So (LR 
× LR, +, ×, .) where ‘.’ means scalar product will be known as 
the DSm ring and linear algebra of refined labels.  Thus we can 
have (LR × LR × … × LR, +, ×, .) algebra of refined labels.  
 
 Thus V = {(LR × LR × … × LR) = 1 2 n ia a a a{(L ,L ,...,L ) / L }∈ 
LR; 1 ≤ i ≤ n}, +, ×, .} is DSm ring and Linear algebra of refined 
labels. 
 
 Now we proceed onto define the notion of DSm ring of 
matrices. 
 Consider T = a b a b c d R
c d
L L
L ,L ,L ,L L
L L
   
∈  
   
 be the 
collection of all 2 × 2 labels from the DSm field of refined 
labels.  T is a group under matrix addition.  Infact T is an 
abelian group under matrix addition.  
 
 For take A and B in T where  
 
 A = a b
c d
L L
L L
 
 
 
 and B = t r
s k
L L
L L
 
 
 
 . 
 
 Now A + B = a b
c d
L L
L L
 
 
 
 + t r
s k
L L
L L
 
 
 
 
 
 = 
a t b r
c s d k
L L L L
L L L L
+ + 
 + + 
 = 
a t b r
c s d k
L L
L L
+ +
+ +
 
 
 
. 
 
 Clearly A + B is in T. 
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 Further L0 = 0 acts as the additive identity in LR.  So in  
 T(0) = 0 0
0 0
L L 0 0
L L 0 0
   
=   
  
 acts as the additive identity.  
Clearly it can be seen A+B = B + A in T. 
 
 Now we proceed onto show how A × B in T is defined, A 
and B are given above 
 
A × B = a b
c d
L L
L L
 
 
 
 × t r
s k
L L
L L
 
 
 
 
 
= 
a t b s a r b k
c t s d c r d k
L L L L L L L L
L L L L L L L L
+ + 
 + + 
 = 
at bs ar bk
m 1 m 1
ct sd cr dk
m 1 m 1
L L
L L
+ +
+ +
+ +
+ +
 
 
 
  
 
is in T;  as basically the elements La, Lb, Lc, …, Ls, Lk are from 
LR.  
 Now LR is only a semigroup of refined labels. 
For we if  
A = 
a
0 0
0 L
 
 
 
  and B = b
L 0
0 0
 
 
 
 
in T then  
AB = 
0 0
0 0
 
 
 
 ∈ T. Also BA = 
0 0
0 0
 
 
 
 ∈ T, 
0 0
0 0
L L0 0
since
L L0 0
   
=   
    
. 
 
 Since every element  in T need not necessarily be invertible 
we see T is only a DSm semigroup of matrix refined labels.  
Also T has zero divisors hence T is not a group only a 
semigroup.  It is a matter of routine to check that T satisfies the 
distributive laws, hence T is defined as the DSm ring of refined 
labels.  
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 Consider W = {all n × n matrices of labels with labels from 
LR}; W is easily verified to be a DSm ring of refined labels. 
 
 Now using these DSm ring of matrices of labels we can 
define the notion of DSm Linear algebra of refined labels. 
 
DEFINITION 2.3: Let V = {All n × n matrices of labels from LR}; 
V is defined as the a DSm linear algebra of refined labels over 
the reals R.  
 
 We will illustrate this situation by some examples. 
 
Example 2.1: Let V = 
a b c
d e f
g h n
L L L
L L L
L L L
 
 
 
 
 
 where La, Lb, Lc, Ld, Le, 
…, Ln are in LR} be the collection of all 3 × 3 label matrices. 
 
 V is a DSm linear algebra of matrix refined labels.  
 
 Now we proceed onto define the notion of DSm vector 
space of refined labels.  
 
 For this we have to consider an additive abelian group of 
refined labels from LR on which multiplication cannot be 
defined. In such cases we have only DSm vector space of 
refined labels and not a DSm linear algebra of refined labels 
which are not DSm linear algebra of refined labels over the reals 
R. Consider M = a a b R
b
L
L ,L L
L
   
∈  
   
, M under matrix addition 
is an abelian group with 0
0
L0
L0
  
=   
   
 as the additive identity.  
Clearly for a
b
L
L
 
 
 
 ∈ M we cannot define any form of product in 
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M.  Now consider M; M is a vector space over the reals R so M 
is a DSm vector space of refined labels.  We can have infinite 
number of DSm vector space of refined labels.  
 
DEFINITION 2.4: Let 
V = 
1
;1
i
n
a
a R
a
L
L L i n
L
  
   
∈ ≤ ≤  
  
   
  
be the collection of n × 1 row matrices with entries from LR.  V 
is a vector space over the reals R for 
 
(1) V is an abelian group under addition. 
 
(2) For α ∈ R and s =  
1
2
n
a
a
a
L
L
L
 
 
 
 
 
  

 in V we have  
 
 αs =  
1 1 1
2 2 2
n n n
a a a
a a a
a a a
L L L
L L L
L L L
α
α
α
α
α
α
α
     
     
     
= =     
     
          
  
. 
 
 Thus V is defined as the DSm vector space of refined labels 
over the reals R. 
 
 
 We will illustrate this by some examples. 
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Example 2.2: Let us consider  
W = 
1
2
3 i
4
5
a
a
a a R
a
a
L
L
L L L ;1 i 5
L
L
  
  
  
  
∈ ≤ ≤  
  
  
    
; 
W is an abelian group under addition.  For any α ∈ R and  
T = 
1
2
3
4
5
a
a
a
a
a
L
L
L
L
L
 
 
 
 
 
 
 
  
 in W we have αT = 
1
2
3
4
5
a
a
a
a
a
L
L
L
L
L
α
α
α
α
α
 
 
 
 
 
 
 
  
 is in W.  Thus W is a 
DSm vector space of refined labels over R. 
 
 Likewise we can give examples of several DSm vector 
spaces of refined labels which are not DSm linear algebras of 
refined labels over R. 
 
 Consider V = { ( )ijaL | 1 ≤ i ≤ n and 1 ≤ j ≤ m; where ijaL  ∈ 
LR}, V is only a group under matrix label addition.  We call V 
the collection of n × m matrix refined labels.  V is not a group 
under multiplication for on V, multiplication cannot be defined.  
For every B = ( )ijb n mL ×  where 1 ≤ i ≤ n and 1 ≤ j ≤ m with ijbL  
∈ LR and α ∈ R we can define αB = ( ijbLα )  = ( )ijbLα  and αB 
is in V and ( )ijbLα  ∈ LR.  Thus V is a DSm vector space of n × 
m matrix of refined labels over the reals R. 
 
 We can give some examples of these structures. 
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Example 2.3: Let  
V = 
a b c j
d e f k
g h i n
L L L L
L L L L
L L L L
 
 
 
 
 
 
where La, Lb, Lc, Lj, …, Li, Ln are in LR} be the collection of 3 × 
4 refined labels of matrices.  V is a DSm vector space of refined 
label matrices over the field, R of reals. 
 
Example 2.4: Let  
P = 
a b
c d
f g
n t
p q
L L
L L
L L
L L
L L
 
 
  
 
 
  
 
where La, Lb, Lc, Ld, …, Ln, Lt, Lp and Lq are in LR}, P is a DSm 
vector space of refined labels over the field of reals R.  Clearly 
these are not DSm linear algebras they are only DSm vector 
spaces.  Now having seen examples of DSm vector spaces 
which are not DSm linear algebras over the real field R.  But 
obviously DSm linear algebras are always DSm vector spaces 
over R.  
 
Example 2.5: Let P = ( ){ ija 5 4L × refined labels with ijaL  ∈ LR; 1 
≤ i ≤ 5 and 1 ≤ j ≤ 4} be a group of refined labels under 
addition.  P is a DSm vector space refined labels over the reals 
R.  Clearly P is not a DSm linear algebra of refined labels over 
R.  Now we have built DSm matrix of refined labels which are 
groups under addition and some of them are not even 
semigroups under multiplication.   
 
 We now define DSm polynomials of refined labels.  
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 Let LR be the DSm field of refined labels.  Let x be an 
indeterminate or variable. Consider pl (x) = i
i
a
i 0
L x
∞
=
∑  where  iaL  
∈ LR; we call pl(x) the polynomial refined labels with 
coefficients which are refined labels from LR. 
 
 We can define addition of two polynomial refined labels.  
 
 We denote by LR[x] = i i
i
a a R
i 0
L x L L
∞
=
 
∈ 
 
∑ , x an 
indeterminate.  LR[x] is defined as the polynomials with refined 
label coefficients. 
 
THEOREM 2.8: LR [x] is a DSm ring of polynomials. 
 
 We define LR[x] as the polynomial ring with refined label 
coefficients. 
 For if pl(x) = i
i
a
i 0
L x
=
∑  and  gl (x) = i
i
aL x∑   are in LR[x] 
then pl (x) + gl (x)  
=  x
i
i
aL∑  + xi
i
bL∑   
= ( )0 0a bL L+  + ( )1 1a bL L+ x + … + ( )i ia bL L+ xi + …  
= 
0 0 1 1 i i
i
a b a b a bL L x ... L x ...+ + ++ + + +   is in LR [x]. 
 
 Thus 0 = 0 + 0x + … + 0xi + … = L0 + L0x + … + L0xi + … 
as L0 = 0  is the zero polynomial in LR [x]. We can easily verify 
LR [x] is an abelian group under addition known as the DSm 
polynomial group of refined labels.  
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 Further LR[x] is closed with respect to polynomial 
multiplication. So LR[x]  can only be a semigroup under 
multiplication.  
 
 It is easily verified that multiplication distributes over 
addition, hence (LR[x], +, ×) is a ring defined as the DSm 
polynomial ring with refined label coefficients.  Clearly LR[x] is 
a commutative ring and LR[x] has no zero divisors so we call 
define LR[x] as the DSm integral domain of refined labels. 
 
 Further LR ⊆ LR[x] so LR [x] is a Smarandache DSm ring. 
 
 Now using LR [x] we can construct linear algebra which we 
define as DSm linear algebra of polynomials with refined labels. 
 
 We just recall this situation in which follows.  
LR[x] =  i i
i
a a R
i 0
L x L L
∞
=
 
∈ 
 
∑  
is a DSm ring defined as the DSm polynomial ring or integral 
domain of refined labels. 
 
 Now consider LR[x] the set of polynomials with coefficients 
from LR.  LR[x] is an additive abelian group and hence LR [x] is 
a DSm vector space of refined labels over R or infact DSm is a 
linear algebra of refined labels over R. 
 We will illustrate how the product is made.  Consider  
pl (x) =  
1 2 3 4 5
2 4 7 9
a a a a aL L x L x L x L x+ + + +   
and  
ql (x) =  
1 2 3
5 10
b b bL L x L x+ +   
in LR [x].   
pl (x) . ql (x) = 
1 2 3 4 5
2 4 7 9
a a a a aL L x L x L x L x+ + + +   
        ×
1 2 3
5 10
b b bL L x L x+ +  
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1 1 2 1 3 1 4 1 5 1
1 2 2 2 3 2 4 2 5 2
1 3 2 3 3 3 4 3 5 3
2 4 7 9
a b / m 1 a b / m 1 a b / m 1 a b / m 1 a b / m 1
5 7 9 12 14
a b / m 1 a b / m 1 a b / m 1 a b / m 1 a b / m 1
10 12 14 17 19
a b / m 1 a b / m 1 a b / m 1 a b / m 1 a b / m 1
L L x L x L x L x
L x L x L x L x L x
L x L x L x L x L x
+ + + + +
+ + + + +
+ + + + +
= + + + +
+ + + + +
+ + + + +
 
1 1 2 1 3 1 1 2 4 1
2 2 5 1 3 2 1 3 4 2
2 3 5 2 3 3 4 3
5 3
2 4 5
a b / m 1 a b / m 1 a b / m 1 a b / m 1 a b / m 1
7 9 10
a b / m 1 a b / m 1 a b / m 1 a b / m 1 a b / m 1
12 14 17
a b / m 1 a b / m 1 a b / m 1 a b / m 1
19
a b / m 1 R
L L x L x L x (L
L )x (L L )x L x (L
L )x (L L )x L x
L x L [x].
+ + + + +
+ + + + +
+ + + +
+
= + + + +
+ + + + +
+ + + +
+ ∈
 
Of course addition is also simple using the fact  
 
i i
i i
a bL x L x+∑ ∑  = i i
i
a b(L L )x+∑  
= 
i i
i
a bL x+∑ . 
 
Now 
i j i j
i j i j
a b a bL x L x L x
+× =∑ ∑ ∑  and so on.  
 
 Thus LR [x] is a DSm linear algebra over the reals R.   
 
 Now having seen examples of DSm linear algebra and 
vector spaces we proceed onto study properties in them. 
 
DEFINITION 2.5: Let V be a DSm linear algebra of refined 
labels over the real field R. Let W ⊆ V; (W a proper subset of V) 
if W itself is a DSm linear algebra over the real field R then we 
define W to be a DSm linear subalgebra of refined labels of V 
over the real field R. 
 
We will illustrate this situation by some examples. 
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Example 2.6: Let V = {LR × LR × LR = (La, Lb, Lc) | La, Lb, Lc ∈ 
LR, a, b, c ∈ R} be a DSm linear algebra refined labels over the 
real field R.  Consider W = {(La, 0, Lb) | La, Lb ∈ LR} ⊆ V.  W 
is a DSm linear subalgebra of refined labels over the field R of 
V. 
 
Example 2.7: Let  
V = 
1
2
1 2 3 4
3
4
a
a
a a a a R
a
a
L
L
L ,L ,L ,L L
L
L
  
  
  
∈  
  
  
  
 
be a DSm vector space of refined labels over the field R. 
 Consider  
W =  a a b R
b
0
L
L ,L L
L
0
  
  
   ∈ 
  
    
 ⊆ V; 
it is easily verified W is a DSm vector subspace of refined 
labels over the field R of V. 
 
Example 2.8: Let  
V = 
a b c
d f h
d e n
L L L
L L L
L L L
 
 
 
  
 
where La, Lb, Lc, Ld, Lf, Lh, Ld, Le, Ln are in LR} be a DSm linear 
algebra of refined labels over the real field R. 
Consider  
T = 
a
b
c
L 0 0
0 L 0
0 0 L
 
 
 
  
La, Lb, Lc are in LR} ⊆ V; 
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T is clearly a DSm linear subalgebra refined labels of V over the 
real field R. 
 
Example 2.9: Let  
M = 
1 1 1
2 2 2
3 3 3
4 4 4
a b c
a b c
a b c
a b c
a b c
L L L
L L L
L L L
L L L
L L L
 
 
 
 
 
 
 
  
 
where La, Lb, Lc, i i ia b cL ,L ,L  are in LR; 1 ≤ i ≤ 4} be a DSm 
vector space of refined labels over the real field R. 
 Consider  
N = 
1 2 3
a b c
a a a
L L L
0 0 0
L L L
0 0 0
0 0 0
 
 
 
 
 
 
  
 La, Lb, Lc, iaL  ∈ LR; 1 ≤ i ≤ 3} 
be a DSm vector subspace of refined labels of M over the real 
field R. 
 
Example 2.10: Let  
P = 1 8
i i
1 8
a a
a b R
b b
L ... L
L ,L L ;1 i 8
L ... L
   
∈ ≤ ≤   
   
 
be a DSm vector space of refined labels over the real field R.   
 Take  
1 2 3 4 i j
1 2 3
a a a a a b R
b b b
L 0 L 0 L 0 0 L L ,L L ;
M
0 L 0 L 0 L 0 0 1 i 4&1 j 3
 ∈   
=     ≤ ≤ ≤ ≤   
  
⊆ P is a DSm vector subspace of refined labels of P over the 
real field R. 
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Example 2.11: Let X = a b a b c d R
c d
L L
L ,L ,L ,L L
L L
   
∈  
   
 be a 
DSm linear algebra of refined labels over the real field R. 
 
 Consider P = a b a b R
L L
L ,L L
0 0
   
∈  
   
 ⊆ X, P is a DSm 
linear subalgebra of refined labels over the real field R of X. 
 
Example 2.12:  Let Y = 
a b c
d e f
g h n
L L L
L L L
L L L
 
 
 
 
 
 where La, Lb, Lc, Ld, 
Le, Lf, Lg, Lh, Ln ∈ LR} be a DSm linear algebra of refined 
labels over the real field R. 
 
 Consider M = 
a b c
d a b c d e p R
e p
L L L
0 L 0 L ,L ,L ,L ,L ,L L
L 0 L
  
  
∈  
  
  
 
⊆ Y, we see M is not multiplicatively closed for if A, B are in 
M then AB ∉ M.  Thus M ⊆ Y is only a DSm vector subspace 
of refined labels of Y over the reals R.  We call such DSm 
vector subspaces of refined labels of a DSm linear algebra of 
refined labels to be a pseudo DSm vector subspace of refined 
labels of Y over the real field R.   
 
 Now we want to define yet another concept.  Suppose B be 
a DSm linear algebra of refined labels over the real field R.  We 
see Q ⊆ R is a subfield of R.  Let V ⊆ B; if V is a DSm linear 
algebra of refined labels over the field Q then we define V to be 
a subfield DSm linear subalgebra of refined labels of B over the 
subfield Q contained in R.   
 
 Interested reader can construct examples of these structures.  
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 We now proceed onto define direct sum of DSm subspaces 
of refined labels and just sum of DSm subspaces of refined 
labels of a DSm vector space of refined labels.  
 
DEFINITION 2.6:  Let V be a DSm vector space of refined labels 
over the real field R.  Let W1, W2, …, Wn be n DSm vector 
subspaces of refined labels of V over the real field R. If V = W1 
+ … + Wn and Wi ∩ Wj = (0) = (L0); if i ≠ j; 1 ≤ i, j ≤ n then we 
define W1, W2, …, Wn to be the DSm direct sum of vector 
subspaces refined labels of V over the field F. 
 If V = W1 + … + Wn with Wi ∩ Wj ≠ (0) ≠ (L0) for some  
i ≠ j, 1 ≤ i, j ≤ n  then we define V to be the sum of the vector 
subspaces of refined labels of V over the field F.   
 
 We will illustrate this situation by some examples. 
 
Example 2.13: Let V = {(
1 2 9a a a
L ,L ,...,L ) | 
ia
L  ∈ LR; 1 ≤ i ≤ 9} 
be a DSm linear algebra of refined labels over the real field R.  
 Consider  
W1 = {( 1 2a aL ,0,L ,0,...,0 ) | 1 2a aL ,L  ∈ LR}, 
W2 = {( 3 4 5a a a0,0,0,0,L ,L ,0,0,L ) | 3 4 5a a aL ,L ,L  ∈ LR}, 
W3 = {( 6 7 8a a a0,L ,0,0,0,0,L ,L ,0 ) | 6 7 8a a aL ,L ,L  ∈ LR}  
and 
W4 = {( 9a0,0,0,L ,0,0,0,0,0 ) | 9aL  ∈ LR} 
be four DSm linear subalgebras of V of refined labels over the 
field R. 
 Clearly V = W1 + W2 + W3 + W4 and Wi ∩ Wj = (0, 0, …, 
0) if i ≠ j; 1 ≤ i, j ≤ 4. 
 Thus V is the direct sum of DSm linear subalgebras of 
refined labels over the field R.  
 Now it may so happen that W1, …, Wn may not be DSm 
linear subalgebras but only a DSm  vector subspaces of refined 
labels over the field R in which case we write V as a pseudo 
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direct sum of DSm vector subspaces of refined labels of the 
DSm linear algebra of refined labels over the real field R. 
 
Example 2.14: Let  
V = 1 3 5 7
i
2 4 6 8
a a a a
a R
a a a a
L L L L
L L ;1 i 8
L L L L
   
∈ ≤ ≤   
   
 
be a DSm vector space of refined labels over the real field R.   
 Consider  
W1 = 2
1 2 3
1 3
a
a a a R
a a
0 0 L 0
L ,L ,L L
L 0 0 L
   
∈   
   
, 
W2 = 4 5
4 5
a a
a a R
L 0 0 L
L ,L L
0 0 0 0
   
∈  
   
,  
W3 = 6 6 7
7
a
a a R
a
0 L 0 0
L ,L L
0 L 0 0
   
∈   
   
 
and  W4 = 8
8
a R
a
0 0 0 0
L L0 0 L 0
   
∈  
   
 
be DSm vector subspaces of refined labels of V over the real 
field R.  
 Clearly Wi ∩ Wj = 
0 0 0 0
0 0 0 0
 
 
 
; if i ≠ j; 1≤ i, j ≤ 4. 
 Further V = W1 + W2 + W3 + W4.  Thus V is a direct sum of 
DSm vector subspaces of refined labels of V over the field R. 
 
Example 2.15: Let  
V =
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 
be a DSm linear algebra of refined labels over the field R.  
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Consider  
W1 = 
1 2
3 4 i
5 6
a a
a a a R
a a
L 0 L
L 0 L L L ;1 i 6
L L 0
  
   
∈ ≤ ≤  
  
    
, 
W2 = 
7
7
a
a R
0 L 0
0 0 0 L L
0 0 0
  
   
∈  
  
   
 
and   W3 = 8 8 9
9
a a a R
a
0 0 0
0 L 0 L ,L L
0 0 L
  
   
∈  
  
    
 
be DSm vector subspaces of refined labels of V over the field R.  
 Clearly  
Wi ∩ Wj = 
0 0 0
0 0 0
0 0 0
 
 
 
 
 
 if i ≠ j; 1 ≤ i, j ≤ 3. 
 Further V = W1 + W2 + W3, hence V is the pseudo direct 
sum of DSm vector subspace of refined labels of V, the DSm 
linear algebra of refined labels over the real field R. 
 
Example 2.16: Let  
V = 
i i
i
a a R
i 0
L x L L
∞
=
 
∈ 
 
∑  
be a DSm linear algebra of refined labels over the real field R.  
Consider   W1 = i i
2n
i
a a R
i 0
L x L L
=
 
∈ 
 
∑  ⊆ V, 
is a DSm vector pseudo subspace of V of refined labels over the 
field R.   
W2 = i i
120n
i
a a R
i 2n 1
L x L L
= +
 
∈ 
 
∑  ⊆ V 
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is again a pseudo DSm vector subspace of V over the field R.  
 However we cannot by this way define Wi and write V = 
i
i
W∑ .  But however if we take  
V1 = i i
120
i
a a R
i 0
L x L L
=
 
∈ 
 
∑ ,  V2 = i
500
i
a
i 121
L x
=
 
 
 
∑  
and    V3 = i i
i
a a R
i 501
L x L L
∞
=
 
∈ 
 
∑  
as pseudo DSm vector subspaces of V of refined labels over the 
field R then we see Vi ∩ Vj = 0 if i ≠ j, 1 ≤ i, j ≤ 3 and V = V1 + 
V2 + V3 is a direct sum of pseudo DSm vector subspace of V of 
refined labels over the field R.  Now having see examples of 
direct sum now we proceed onto give examples of sum of DSm 
linear subalgebras and DSm subvector subspaces over a field R. 
 
Example 2.17: Let  
V = 
1 4
2 5 i
3 6
a a
a a a R
a a
L L
L L L L ;1 i 6
L L
  
   
∈ ≤ ≤  
  
    
 
be a DSm vector space of refined labels over the field F = R. 
 Consider  
W1 = 
1 4
3 i
a a
a a R
L L
0 L L L ;1 i 3
0 0
  
   
∈ ≤ ≤  
  
   
 ⊆ V, 
W2 = 
4
5 4 5
a
a a a R
L 0
L 0 L ,L L
0 0
  
   
∈  
  
   
 ⊆ V,  
W3 = 
1
i
2 3
a
a R
a a
0 L
0 0 L L ;1 i 3
L L
  
   
∈ ≤ ≤  
  
   
 ⊆ V, 
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W4 = 
1 2
i
3 4
a a
a R
a a
L L
0 0 L L ;1 i 4
L L
  
   
∈ ≤ ≤  
  
   
 ⊆ V 
and   W5 = 
1 2 i
3
a a a R
a
0 0
L L L L ;1 i 3
L 0
  
   
∈ ≤ ≤  
  
    
 ⊆ V; 
be a DSm vector subspaces of V of refined labels over the field 
R.   Clearly Vi ∩ Vj ≠ 
0 0
0 0
0 0
 
 
 
  
 if i ≠ j; 1 ≤ i, j ≤ 5 however V = 
W1 + W2 + W3 + W4 + W5.  Thus V is the sum of DSm vector 
subspace of refined labels of V over the field R. 
 
Example 2.18: Let  
V = 
1 2 3 4
1 2 3 4 i i i
1 2 3 4
a a a a
b b b b a b c R
c c c c
L L L L
L L L L L ,L ,L L ;1 i 4
L L L L
  
   
∈ ≤ ≤  
  
    
 
be a DSm vector space of refined labels over the field R.
 Consider  
W1 = 
1
2 i
3
a
a a R
a
L 0 0 0
L 0 0 0 L L ;1 i 3
L 0 0 0
  
   
∈ ≤ ≤  
  
    
 
W2 = 
1
2 i
3 4
b
b b R
b b
0 L 0 0
0 L 0 0 L L ;1 i 4
0 L L 0
  
   
∈ ≤ ≤  
  
    
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and  W3 = 
1
2 i
3
a
a a R
a
0 0 0 L
0 0 0 L L L ;1 i 3
0 0 0 L
  
   
∈ ≤ ≤  
  
    
 
be DSm vector subspaces of refined labels of V.   
 Clearly Wi ∩ Wj = 
0 0 0 0
0 0 0 0
0 0 0 0
 
 
 
 
 
 if i≠j but V≠ W1 + W2 + 
W3 as some elements are missing to be full of V; we see W1 + 
W2 + W3 ⊆ V (the containment being proper).  
 
Example 2.19: Let  
V = 
1 2 3
4 5 6
7 8 9
10 11 12 i
13 14 15
16 17 18
19 20 21
a a a
a a a
a a a
a a a a R
a a a
a a a
a a a
L L L
L L L
L L L
L L L L L ;1 i 21
L L L
L L L
L L L
  
  
  
  
  
   ∈ ≤ ≤ 
      
      
 
be a DSm vector space of refined labels over the field R.  
 Consider  
W1 = 
1 7
2
3
4 8 i
5
6 9
10
a a
a
a
a a a R
a
a a
a
L 0 L
L 0 0
L 0 0
L L 0 L L ;1 i 10
L 0 0
L 0 L
0 0 L
  
  
  
  
  
   ∈ ≤ ≤ 
  
    
      
, 
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W2 = 
1 3 4
2
5
7 i
8
9 11
10
a a a
a
a
a a R
a
a a
a
L L L
L 0 0
L 0 0
0 L 0 L L ;1 i 11
0 L 0
0 L L
0 L 0
  
  
  
  
  
   ∈ ≤ ≤ 
  
    
      
 
 
W3 = 
1
2
3
i5 7
9
8
a
a
a
a Ra a
a
a
0 L 0
L 0 0
L 0 0
L L ;1 i 9L L 0
0 0 0
0 0 L
L 0 0
  
  
  
  
  
   ∈ ≤ ≤ 
  
  
  
  
    
 
and  
W4 = 
1
2 3 4 i
6 7 5
8 9
a
a a a a R
a a a
a a
L 0 0
0 0 0
0 0 0
L L L L L ;1 i 9
0 0 0
L L L
0 L L
  
  
  
  
   
∈ ≤ ≤  
  
  
  
  
    
 
 
be DSm vector subspaces of the refined labels of V over the 
field R.  
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W1 ∩ W2 =
1 2
3
4
5
6
a a
a
a
a
a
L 0 L
L 0 0
L 0 0
0 L 0
0 0 0
0 0 L
0 0 0
 
 
 
 
 
 
 
 
 
 
 
 
,W1 ∩ W3 =
1
2
5 6
6
a
a
a a
a
0 0 0
L 0 0
L 0 0
L L 0
0 0 0
0 0 L
0 0 0
 
 
 
 
 
 
 
 
 
 
  
, 
 
W1 ∩ W4 =
1
4 2
3 6
5
a
a a
a a
a
L 0 0
0 0 0
0 0 0
L L 0
0 0 0
L 0 L
0 0 L
 
 
 
 
 
 
 
 
 
 
  
,W2 ∩ W3  = 
1
2
3
4
5
a
a
a
a
a
0 L 0
L 0 0
L 0 0
0 L 0
0 0 0
0 0 L
0 0 0
 
 
 
 
 
 
 
 
 
 
 
 
, 
 
W2 ∩ W4=
1
2
3 4
5
a
a
a a
a
L 0 0
0 0 0
0 0 0
0 L 0
0 0 0
0 L L
0 L 0
 
 
 
 
 
 
 
 
 
 
  
 and W3 ∩ W4 = 1 2
5
a a
a
0 0 0
0 0 0
0 0 0
L L 0
0 0 0
0 0 L
0 0 0
 
 
 
 
 
 
 
 
 
 
 
.   
  
 Thus Wi ∩ Wj ≠ (0) for 1 ≤ i, j ≤ 4 with i ≠ j. However V ≠ 
W1 + W2 + W3 + W4 as only W1 + W2 + W3 + W4 ⊂ V.  Certain 
elements are left out.  Now having seen examples of direct sum 
of DSm vector subspaces of refined labels and the set of DSm 
vector subspaces which does not give direct sum or sum we 
now proceed onto discuss about DSm linear transformation of 
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refined labels. Let V and W be any two DSm vector spaces of 
refined labels over the field of reals R.  
 If T : V → W is such that T (a+b) = T (a) + T(b) and T(ca) 
= cT (a) for all a, b ∈ V and c ∈ R we define T to be a DSm 
linear transformation of refined labels of V to W. 
 
 We will illustrate this situation by some examples. 
 
Example 2.20: Let V = {
1 2 3a a a
(L ,L ,L )  | 
ia
L  ∈ LR, 1 ≤ i ≤ 3} 
and  
W = 
1 2
4 3 i
5 6
a a
a a a R
a a
L L
L L L L ;1 i 6
L L
  
   
∈ ≤ ≤  
  
    
 
be two DSm vector spaces of refined labels over the field of 
reals R. Define η : V → W by  
η((La, Lb, Lc)) = 
a a
b b
c c
L L
L L
L L
 
 
 
  
 
for all (La, Lb, Lc) in V. It is easily verified η: V → W is a DSm 
vector space linear transformation of refined label over the field 
R. 
 
Example 2.21: Let  
V = 1 2 3 4
i
5 6 7 8
a a a a
a R
a a a a
L L L L
L L ;1 i 8
L L L L
   
∈ ≤ ≤  
    
 
be a DSm
 
vector space of refined labels over the field R. 
 
W = 
1 2 3 4
5 6 7 8 i
9 10 11 12
a a a a
a a a a a R
a a a a
L L L L
L L L L L L ;1 i 12
L L L L
  
   
∈ ≤ ≤  
  
    
 
be a DSm vector space of refined labels over the field R.   
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 Define T : V → W by  
T  1 2 3 4
5 6 7 8
a a a a
a a a a
L L L L
L L L L
 
 
  
 = 
1 4
2 7 8 5
3 6
a a
a a a a
a a
L 0 L 0
L L L L
L 0 0 L
 
 
 
 
  
. 
 
Clearly T : V → W is a DSm vector linear transformation of 
refined label spaces. 
 Consider P : W → V defined by 
 
 P 
1 2 3 4
5 6 7 8
9 10 11 12
a a a a
a a a a
a a a a
L L L L
L L L L
L L L L
  
  
  
      
 = 
1 2 3 4
5 6 7 8
a a a a
a a a a
L L L L
L L L L
 
 
  
. 
 
 P is a DSm linear transformation of W to V. 
 
 If V = W then as in case of usual vector spaces define the 
DSm linear transformation as DSm linear operator of refined 
label spaces. 
 
Example 2.22: Let  
M = 1 2
i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤  
    
 
and  
P =  
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 
 
be two DSm linear algebras of refined labels over the real field 
R. 
 Define T : M → P by  
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T 1 2
3 4
a a
a a
L L
L L
  
      
 = 
1 2
3 4
a a
a a
L L 0
L L 0
0 0 0
 
 
 
 
 
, 
 T is a DSm linear transformation of linear algebra of refined 
labels over R. 
 Suppose S : P → M defined by  
 
S 
1 2 3
4 5 6
7 8 9
a a a
a a a
a a a
L L L
L L L
L L L
  
  
  
      
 = 
1 2
3 4
a a
a a
L L
L L
 
 
  
 
 S is also a DSm linear transformation of refined labels of 
linear algebras. 
 
Example 2.23: Let  
V = 1 2
i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤  
    
 
be a DSm linear algebra of refined labels over F.   
  
 Define T : V → V by  
 
T 1 2
3 4
a a
a a
L L
L L
  
      
 = 
1 2
3
a a
a
L L
0 L
 
 
  
 . 
 
 It is easily verified T is DSm linear operator on V. 
 
Example 2.24: Let  
W = 
i i
i
a a R
i 0
L x L L
∞
=
 
∈ 
 
∑  
 
be a DSm linear algebra of refined labels over the real field R.  
Define T : W → W by  
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T 
i i
i 2i
a a
i 0 i 0
L x L x
∞ ∞
= =
 
= 
 
∑ ∑ . 
 
 It is easily verified T is a DSm linear operator on W. 
 
 Now having seen DSm linear operator on DSm linear 
algebra we proceed onto define concepts like DSm projections.  
Let V be a DSm vector space of refined labels over reals.  
Suppose W1, W2, …, Wt be t, DSm subspaces of refined labels 
of V such that 
 
 V = W1 + … + Wt is a direct sum. 
 
 Define Ti an DSm linear operator on V such that 
 
Ti (ν)  = i i
i
W if v V
0 if v W and v V.
ω ∈ ∈
 ∉ ∈
 
 
 Ti is also a DSm linear operator of a special type.  
 
Let V be a DSm vector space of refined labels over the real field 
R. Let E be a DSm linear operator on V where E is a projection 
such that E2 = E. 
 Then we have the following interesting properties.  Suppose 
E is a DSm
 
projection.  Let R be the DSm range space of E and 
let N be the DSm null space of E.  
 Then the refined label of vector β is in R the DSm range 
space of V if and only if Eβ = β.   
 If β  = Eα then Eβ = Eα2 = Eα  = β.   Conversely if β = Eβ 
then of course β  is in the range of E. 
 V = R + N, DSm direct sum of DSm subspaces.  The unique 
expression for α  as a sum of vectors in R and  N is  
α = Eα + (α – Eα). 
 
Before we proceed to make conclusions of R, N and E we give 
an illustrative example. 
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Example 2.25: Let V = (LR × LR × LR) = {(La, Lb, Lc) / La, Lb, Lc 
are in LR} be a DSm vector space of refined labels over the real 
field R.  
 
 Let E be a DSm linear operator on V such that E : V → V is 
such that E (v) = E((La, Lb, Lc)) = (La, 0, Lc) for every v ∈ V. 
 It is easily verified E is a DSm linear operator on V.  The 
DSm null space of E = {(v ∈ V | E(v) = (0, 0, 0)} = {(0, La, 0) / 
La ∈ LR} = N.  It is easily verified N is a DSm vector subspace 
of refined labels of V. 
 
Now consider the DSm range space of the DSm linear operator 
on V.  The DSm range space W = {(La, 0, Lb) / La, Lb ∈ LR}. 
 It is easily verified that V = W + N and W ∩ N = (0, 0, 0), 
that is V is the DSm direct sum of DSm vector subspaces of V. 
 Further if v ∈ V then we see v = (La, 0, Lb) ∈ W now Ev = E 
(La, 0, Lb) = (La, 0, Lb).  If w = Ev, then  Ew = Ev2 = Ev = w.  
Conversely if v = Ev then v is in W the DSm range space of the 
DSm linear operator of refined labels E. Thus V = W + N. 
Any v ∈ V is such that  Ev + (v – Ev) for if v = (La, Lb, Lc) then 
E(v) = E ((La, Lb, Lc)) = (La, 0, Lc). Thus Ev + (v – Ev) = (La, 0, 
Lc) + (La, Lb, Lc) – (La, 0, Lc) = (La, Lb, Lc) = V.  This 
representation is unique. 
 
 Thus we can conclude as in case of vector spaces from the 
above results that if W and N DSm subspaces of refined labels 
of V such that V = W + N (as direct sum) then there is one and 
only one DSm projection operator E which has the DSm range 
space of refined labels to be W and DSm null space of E of 
refined labels to be N. 
 This DSm operator E is defined as the projection on W 
along N. 
 Before we discuss about the properties of DSm projection 
on a DSm vector space of refined labels we proceed onto recall 
some analogous results on DSm vector space of refined labels. 
 
 Suppose W1, W2, …, Wk are k DSm subspaces of refined 
labels of V, we say W1, …, Wk are independent if 
α1  + … + αk = 0; αi ∈ Wi 
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implies αi = 0,    1 ≤ i ≤ k. 
 We will give some illustrative examples of them for this 
concept can be developed as a matter of routine. 
 
Example 2.26:  Let  
V = 
1 2 3
4 5 6
7 8 9
10 11 12
a a a
a a a
a a a
a a a
L L L
L L L
L L L
L L L
 
 
 
 
 
 
 
 
 
where 
ia
L  ∈ LR; 1 ≤ i ≤ 12} be a DSm vector space of refined 
labels over the reals R. 
Consider  
W1 = 
1 2 3
i
a a a
a R
L L L
0 0 0 L L ;1 i 3
0 0 0
0 0 0
  
  
   ∈ ≤ ≤  
    
  
 ⊆ V 
is a DSm vector subspace of refined labels over R. 
 
W2 = 1 2 i
3 4
a a
a R
a a
0 0 0
L L 0
L L ;1 i 4
L L 0
0 0 0
  
  
  
∈ ≤ ≤  
  
  
  
 ⊆ V 
 
is a DSm vector subspace of refined labels of V over the real 
field R. 
Let  
W3 = i
1 2 3
a R
a a a
0 0 0
0 0 0
L L ;1 i 30 0 0
L L L
  
  
   ∈ ≤ ≤  
    
  
 ⊆ V 
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be a DSm vector subspace of refined labels of V over the real 
field R and  
W4 = 1 i
2
a
a R
a
0 0 0
0 0 L
L L ;1 i 2
0 0 L
0 0 0
  
  
  
∈ ≤ ≤  
  
  
  
 ⊆ V 
 
be a DSm vector subspace of V of refined labels over R.  
 
 We see W1, W2, W3 and W4 are independent DSm vector 
subspace of refined labels over R. 
 For we see α1 + α2 + α3 + α4 = 
0 0 0
0 0 0
0 0 0
0 0 0
 
 
 
 
 
 
 for αi ∈ Wi;  
1 ≤ i ≤ 4 is possible  only if αi = 
0 0 0
0 0 0
0 0 0
 
 
 
 
 
 for each αi.  
Further Wi ∩ Wj = (0); i ≠ j.   
 
Example 2.27: Let  
V = 
1 2 3
4 5 6
7 8 9
a a a
a a a i R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
   
   
 
 
be a DSm vector space of refined labels over the real field R. 
 Choose  
W1 = 
1
2 i R
3
L 0 0
0 L 0 L L ;1 i 3
0 0 L
  
  
∈ ≤ ≤  
  
  
 ⊆ V 
be a subvector space of refined labels over the real field R. 
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W2 = 
2 3
1 i R
0 L L
0 0 L L L ;1 i 3
0 0 0
  
  
∈ ≤ ≤  
  
  
 ⊆ V 
be a DSm vector subspace of V of refined labels over R.  
 
W3 = 1 i R
2 3
0 0 0
L 0 0 L L ;1 i 3
L L 0
  
  
∈ ≤ ≤  
  
  
 ⊆ V 
be a DSm vector subspace of refined labels of V over R.  
Clearly W1 W2 W3 are independent for  
 
1
2
3
L 0 0
0 L 0
0 0 L
 
 
 
 
 
+
4 5
6
0 L L
0 0 L
0 0 0
 
 
 
 
 
+ 7
8 9
0 0 0
L 0 0
L L 0
 
 
 
 
 
= 
0 0 0
0 0 0
0 0 0
 
 
 
 
 
 
 
is not possible unless each of the terms are zero.   
 
 Further W1 ∩ W2 = 
0 0 0
0 0 0
0 0 0
 
 
 
 
 
 = W2 ∩ W3 = W1 ∩ W3.  
 
 Each vector α = α1 + α2 + α3 in V can be expressed as a 
sum and if α = β1 + β2 + β3 where αi, βi ∈ Wi, i = 1, 2, 3 then α 
– α = (α1 – β1) + (α2 – β2) + (α3 – β3) = 0, hence αi – βi = 0; i = 
1, 2, 3   
 Thus W1, W2, W3 are independent,   
 Now the following result is a matter of routine and the 
reader is expected to prove.  
 
Lemma 2.1: Let V be a DSm vector space of refined labels over 
the field of reals R.  Let W = W1 + … + Wk be the DSm 
subspace of V spanned by the DSm subspaces of refined labels 
W1, W2, …, Wk of V. 
 
 The following are equivalent: 
 49
 
(a) W1, W2, …, Wk are independent 
(b) For each j, 2 ≤ j ≤ k, we have Wj ∩ (W1 + … + Wj-1) = {0}. 
 
 By examples 2.26 and 2.27 we see that the above lemma is 
true. 
 It is still interesting to study the structure of linear 
transformation of two DSm vector spaces of refined labels V 
and W over the real field R. Let V be a DSm vector space of 
refined labels over the real field R. If T is a DSm linear operator 
on V and if W is a DSm subspace of V of refined labels, we say 
W is invariant under T if for each vector a in W the vector Ta is 
in W; that is T (W) is contained in W. 
  
 We will illustrate this situation by some examples. 
 
Example 2.28: Let  
V = 1 2
i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤   
   
 
 
be a DSm vector space of refined labels over the real field R. 
Let T be a DSm linear operator on V.  
 Let  
W = 1
1 2
2
a
a a R
a
L 0
L ,L L
0 L
   
∈   
   
 ⊆ V. 
W is a DSm vector subspace of V of refined labels over R. 
 
Now  
T 1 2
3 4
a a
a a
L L
L L
  
    
  
 = 
1
2
a
a
L 0
0 L
 
  
 
. 
 
 We see T (W) ⊆ W; hence W the DSm vector subspace of 
refined labels is invariant under T.  
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 These DSm subspaces for which T (W) ⊆ W will be known 
as the invariant DSm subspaces of refined labels invariant under 
T. 
 
 Further from [34-5] it is given for every r ∈ R we have r = 
La. If we assume La ∈ LR then we have a unique r ∈ R such that  
La = r. 
 
 Thus we see (LR, +, ×, .) is a DSm vector space of refined 
labels of dimension one over R. Thus all the DSm spaces 
discussed by us are of finite dimensional expect the DSm 
polynomial vector space where the coefficients of the 
polynomials are refined labels.  
 
 Now we can as in case of usual vector spaces define the 
notion of basis and dimension, we call them as DSm basis and 
DSm dimension, we will proceed onto give examples of them. 
 
Example 2.29: Let V = (LR × LR × LR × LR) = {(La, Lb, Lc, Ld) | 
La, Lb, Lc, Ld ∈ LR} be a DSm linear algebra of refined labels 
over the real field R.  
 
 Consider B = {(Lm+1, 0, 0, 0), (0, Lm+1, 0, 0), (0, 0, Lm+1, 0), 
(0, 0, 0, Lm+1)} ⊆ V; B is a DSm basis of V and the DSm 
dimension of V over R is four. 
 
 As in case of usual vector spaces we see that a set with 
more than four non zero elements are linearly dependent. We 
have several DSm vector spaces of any desired dimension. 
 
Example 2.30: Let  
 
V = 
1 2 3
4 5 6
7 8 9
a a a
a a a i R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
   
   
 
 
 51
be a DSm linear algebra of refined labels over the reals. 
Consider  
 
B = 
aL 0 0
0 0 0
0 0 0
 
 
 
 
 
, 
b0 L 0
0 0 0
0 0 0
 
 
 
 
 
, 
c0 0 L
0 0 0
0 0 0
 
 
 
 
 
, 
 
d
0 0 0
0 L 0
0 0 0
 
 
 
 
 
, e
0 0 0
L 0 0
0 0 0
 
 
 
 
 
, f
0 0 0
0 0 L
0 0 0
 
 
 
 
 
, 
 
n
0 0 0
0 0 0
L 0 0
 
 
 
 
 
, 
t
0 0 0
0 0 0
0 L 0
 
 
 
 
 
¸ 
s
0 0 0
0 0 0
0 0 L
 
 
 
 
 
 ⊆ V; 
 
is a subset of V, which is easily verified to be a DSm linearly 
independent subset of V. 
 This forms a DSm basis of V over R (none of La, Lb, …, Ls 
are 0). Consider  
 
W = 
1 2a a
L L 0
0 0 0
0 0 0
 
 
 
 
 
, 
3a
0 0 L
0 0 0
0 0 0
 
 
 
 
 
, 
 
4 5a a
0 0 0
0 L L
0 0 0
 
 
 
 
 
, 
6
7
a
a
0 0 0
L 0 0
L 0 0
 
 
 
  
 
, 
 
i i
8 9
a R a
a a
0 0 0
0 0 0 L L  and none of L 0 and 1 i 9
0 L L
 
 
∈ = ≤ ≤  
 
  
⊆V, 
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W is a DSm linearly independent subset of V but W is not a 
DSm basis of V over the field R. 
 
Example 2.31: Let  
V = 
i i
i
a a
i 0
L x L R
∞
=
 
∈ 
 
∑  
 
be a DSm linear algebra of refined labels over the field R. 
Clearly V is an infinite dimensional DSm linear algebra over R. 
 We see P = {Lm+1x3, Lm+1x7, Lm+1x8, Lm+1x120} ⊆ V is a DSm 
linearly independent subset of V however P is not a DSm basis 
of V. 
 Consider B = {La x2 + Lb x3, Lc x5 + Lt x9, La x2, Lc x5} ⊆ V 
is a DSm linearly dependent subset of V. Now we have seen 
examples of DSm basis, DSm dimension and DSm linearly 
independent subset and DSm linearly dependent subset of a 
DSm linear algebra (vector space) of refined labels over the real 
field R. 
 
 Now we proceed onto define DSm characteristic values or 
characteristic DSm values or refined label values of a DSm 
linear algebra (or vector space) of refined labels over R.  
 
 We call them as refined label values as we deal with refined 
labels DSm linear algebra (or vector spaces). 
 
DEFINITION 2.7: Let V be a DSm vector space of refined labels 
over the real field F. Let T be a DSm linear operator on V. A 
DSm characteristic value or characteristic DSm value or 
refined label value associated with T (or of T) is a scalar c in R 
such that there is a non zero label vector α in V with Tα = cα. 
If c is a DSm characteristic value of T or characteristic DSm 
value or characteristic refined label value of T then 
 
(a) for any α in V such that Tα = cα is called the DSm 
characteristic DSm vector of T or characteristic refined 
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label vector of T associated with the characteristic 
refined label value c of R. 
 
(b) the collection of all DSm characteristic vectors α such 
that Tα = cα is called the characteristic DSm space of 
refined labels associated with c.  
 
 We can also as in case of usual vector spaces call the DSm 
characteristic values (or refined label values) as DSm 
characteristic roots (or refined label roots), DSm latent roots (or 
refined latent label roots), eigen label values (or DSm eigen 
values), DSm proper values (proper refined label values) or 
DSm spectral values (refined spectral label values). 
 
 We call them in this book as refined characteristic label 
values or just refined label values. 
 
 Let T be a DSm linear operator on a DSm vector space V of 
refined values over the field R. If for any scalar c in R, the set of 
label vectors α such that Tα = cα is a DSm subspace of refined 
labels of V. 
 It is the DSm null space of the DSm linear transformation 
(T – cI). We call c the DSm characteristic value of T if this 
subspace is different from the zero subspace i.e. if (T – cI) fails 
to be one to one. If the underlying DSm space of refined labels 
V is finite dimensional, (T – cI) fails to be one to one only when 
its determinant value is different from zero. 
 We assume all properties enjoyed by the usual vector spaces 
are true in case of DSm vector spaces of refined labels. 
However we will derive the analogue. 
 We can use the theorem on finite dimensional vector spaces 
which says every n-dimensional vector space over the field F is 
isomorphic to the space Fn. 
 
Thus we can say if V is a DSm vector space of refined labels 
over the reals R of dimension n then  
V ≅ Rn = 
n times
R R ... R
−
× × × . 
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For if V = (LR × LR) a DSm vector space of dimension two over 
R then V ≅ R × R. 
 Likewise if  
V = 1 2 3
i
4 5 6
a a a
a R
a a a
L L L
L L ;1 i 6
L L L
   
∈ ≤ ≤   
   
 
be a DSm vector space of refined labels over the real field R. V 
≅ R × R × R × R × R × R = R6.  
 For if 
 
B = m 1
L 0 0
0 0 0
+ 
 
 
, 
m 10 L 0
0 0 0
+ 
 
 
, 
m 10 0 L
0 0 0
+ 
 
 
, 
 
m 1
0 0 0
L 0 0+
 
 
 
, 
m 1
0 0 0
0 L 0+
 
 
 
, 
m 1
0 0 0
0 0 L +
 
 
 
 ⊆ V 
 
be a basis of V over the reals R. 
 Let  
A = 1 2 3
4 5 6
a a a
a a a
L L L
L L L
 
  
 
∈ V. 
 
Now A in V can be written using the basis B as follows: 
 
A = r1 m 1
L 0 0
0 0 0
+ 
 
 
+ r2 
m 10 L 0
0 0 0
+ 
 
 
 + r3 
m 10 0 L
0 0 0
+ 
 
 
 
 
+ r4 
m 1
0 0 0
L 0 0+
 
 
 
 + r5 
m 1
0 0 0
0 L 0+
 
 
 
 + r6 
m 1
0 0 0
0 0 L +
 
 
 
 
 
= 
1 2 3
4 5 6
r m 1 r m 1 r m 1
r m 1 r m 1 r m 1
L L L
L L L
+ + +
+ + +
 
  
 
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= 
1 2 3
4 5 6
a a a
a a a
L L L
L L L
 
  
 
 
as ri = 
ia
m 1+
; i =1, 2, 3, 4, 5, 6. 
 Thus we can say  
V ≅ 
6 times
R ... R
−
× × . 
 
 Likewise one can show for any DSm n dimensional DSm 
vector space of refined labels over R is isomorphic to  
 
n times
R R ... R
−
× × ×  = R
n
. 
 
 We can as in case of usual vector spaces derive properties 
about DSm vector space of refined labels over the reals R with 
appropriate modifications. The following theorems can be 
proved as a matter of routine.  
 
THEOREM 2.9: Let V be a DSm vector space refined labels over 
the reals. Intersection of any collection of DSm subspaces of V 
is a DSm subspace of refined labels of V over the reals. 
 
THEOREM 2.10: Let V be a DSm vector space of refined labels. 
The DSm subspace spanned by a non empty subset S of the DSm 
vector space V is the set of all linear combinations of vectors in 
S. 
 
 We just give an hint for the proof. If we assume W to be a 
DSm vector subspace of V spanned by the set S then each linear 
combination a = x1 α1 + x2 α2 + … + xn αm; α1, α2, …, αm ∈ S 
(set of vectors in S); xi ∈ R; 1 ≤ i ≤ n is in W.  
 Hence the claim [34-5, 37]. 
 
THEOREM 2.11: Let V be a DSm vector space of refined labels 
over R. If V is spanned as a DSm vector space by β1, β2, …, βm. 
Then any independent set of vectors in V is finite and contains 
no more than m elements.  
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THEOREM 2.12: Let V be a DSm vector space of refined labels 
of finite dimension over the real field R, then any two basis of V 
have the same number of elements. 
 
THEOREM 2.13: Let V be a DSm vector space of refined labels 
of finite dimension over the field R. If n = dimension of V. Then 
(a) any subset of V which contains more than n elements is 
linearly dependent  (b) No subset of V which contains less than 
n vectors can span V. 
 
THEOREM 2.14 : Let V be a DSm vector space of refined labels 
over the field R. Suppose β is a vector in V which is not in the 
DSm subspace spanned by S then the set obtained by adjoining 
β to S is linearly independent.  
 
THEOREM 2.15: Let W be a DSm subspace of refined labels of 
the DSm finite dimensional vector space V of refined labels over 
R, then every linearly independent subset of W is finite and is 
part of a (finite) basis for W. 
 
COROLLARY 2.1: If in a finite dimensional DSm vector space of 
refined labels V over the field R. W is a proper DSm vector 
subspace of V over R then dim W < dim V. 
 
COROLLARY 2.2: In any finite dimensional DSm vector space V 
of refined labels every non empty linearly independent set of 
vectors is part of a basis. 
 
 Now we will leave the proof of all these theorems and 
corollaries to the reader. However we will give some illustrative 
examples of them. 
 
Example 2.32: Let  
V = 
1 2
3 4 i
5 6
a a
a a a R
a a
L L
L L L L ;1 i 6
L L
  
   
∈ ≤ ≤  
   
   
 
be a DSm vector space of refined labels over the real field R.  
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Consider  
W1 = 
1 2
i
3
a a
a R
a
L L
0 0 L L ;1 i 3
L 0
  
   
∈ ≤ ≤  
  
   
, 
W2 = 
1
2 i
3
a
a a R
a
0 L
0 L L L ;1 i 3
L 0
  
   
∈ ≤ ≤  
   
   
 
and   W3 =
1
2 3 i
4
a
a a a R
a
L 0
L L L L ;1 i 3
L 0
  
   
∈ ≤ ≤  
   
   
 
 
be three DSm vector subspaces of refined labels over the field 
R. We see  
3
i
i 1
W
=
∩  = ia R
a
0 0 0 0
0 0 0 0 L L
L 0 0 0
    
    ≠ ∈    
    
    
 ⊆ V 
 is a DSm vector subspace of V over R of refined labels.  
 
Example 2.33: Let V = {(
1 2 15a a a
L ,L ,...,L ) | 
ia
L  ∈ LR} be a 
DSm vector space of refined labels over R. Consider the set S = 
{(
1a
L , 0, 0, 0, 0, 
6a
L , 0, 0, 0, 0, 
12a
L ), (
1a
L ,
2a
L ,
3a
L ,
4a
L , 0, …, 
0), (0, 0, 0, 0, 0, 
1a
L , 
2a
L ,
3a
L , 0, …, 0, 
11a
L , 0), (0, 
1a
L , 0, 0, 0, 
0, 0, 0, 0, 0, 
10a
L , 0, 0)} ⊆ V be a proper subset of V. W be the 
DSm subspace of refined labels spanned by S. Now W = 
{(
1a
L ,
2a
L ,
3a
L ,
4a
L , 0, 
6a
L ,
7a
L ,
8a
L ,0, 
10a
L ,
11a
L , 
12a
L ) | 
ia
L  ∈ 
LR; i = 1, 2, 3, 4, 6, 7, 8, 10, 11, and 12} ⊆ V is a DSm vector 
subspace of refined labels spanned by S. 
 We see every element in W is a linear combination of set of 
vectors from S. 
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Example 2.34: Let  
V = 1 2
i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤   
   
 
be a DSm vector space of refined labels over the field R. Clearly 
DSm dimension of V is four.  
 Consider a set  
S = 1 2a a
L L
0 0
 
 
 
, 
1 2
3
a a
a
L L
L 0
 
  
 
, 
1a
L 0
0 0
 
 
 
, 
1 2a a
0 0
L L
 
 
 
, 
1 2
3
a a
a
L L
0 L
 
  
 
 ⊆ V. 
 
Clearly S is a subset of V with cardinality five and we see this 
set is a linearly dependent subset of V. 
 
Example 2.35: Let  
V = 
1 2
3 4
5 6
i
7 8
9 10
11 12
a a
a a
a a
a R
a a
a a
a a
L L
L L
L L
L L ;1 i 12
L L
L L
L L
  
  
  
  
   ∈ ≤ ≤  
  
  
  
  
  
 
be a DSm vector space of refined labels over the field R. 
 Consider  
W = 
1 2
3 4
i
5 6
a a
a a
a R
a a
L L
0 0
L L
L L ;1 i 6
0 0
L L
0 0
  
  
  
  
   ∈ ≤ ≤ 
  
  
  
    
 ⊆ V 
be a DSm vector subspace of V over the field R.  
 59
Consider  
β = 
1 2
3
a a
a
0 0
L L
0 0
L 0
0 0
0 0
 
 
 
 
 
 
 
 
 
 
 ∈ V; 
the subset S which spans W by no means can contain β so the 
subset S ∪ β is a linearly independent subset of V. 
 
Example 2.36: Let  
V = 
1 2 3
4 5 6
i
7 8 9
10 11 12
a a a
a a a
a R
a a a
a a a
L L L
L L L
L L ;1 i 12
L L L
L L L
  
  
  
∈ ≤ ≤  
  
  
  
 
 
be a DSm vector space of refined labels over the field R.  
W = 
1 2 3
i
4 5 6
a a a
a R
a a a
L L L
0 0 0
L L ;1 i 6
L L L
0 0 0
  
  
  
∈ ≤ ≤  
  
  
  
 ⊆ V 
be a proper DSm vector subspace of V over R.  
 
 Now DSm dimension of V is 12 and the DSm dimension of 
W as a subspace of V over R is 6. Clearly dim W < dim V. 
 
 Example 2.37: Let 
V = 
1 2 3 4 5 6
7 8 9 10 11 12 i
13 14 15 16 17 18
a a a a a a
a a a a a a a R
a a a a a a
L L L L L L
L L L L L L L L ;1 i 18
L L L L L L
  
   
∈ ≤ ≤  
   
   
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be a DSm vector space of refined labels of dimension 18 over 
the field R.  
 Consider  
 
T = 
1a
L 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 
 
 
 
 
, 
2a
0 0 0 0 L 0
0 0 0 0 0 0
0 0 0 0 0 0
 
 
 
 
 
, 
3a
0 0 0 0 0 0
0 L 0 0 0 0
0 0 0 0 0 0
 
 
 
 
 
, 
4a
0 0 0 0 0 0
0 0 0 0 0 0
L 0 0 0 0 0
 
 
 
 
 
, 
5a
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 L
 
 
 
 
 
, 
6a
0 0 0 0 0 L
0 0 0 0 0 0
0 0 0 0 0 0
 
 
 
 
 
 ⊆ V 
 
is a set of linearly independent subset of V of refined labels we 
see |T| = 6 but DSm dim V = 18 and clearly T forms a part of 
the basis of V over R. 
 
 Now having seen examples of these theorems and 
corollaries we now proceed onto define and give examples of 
more new concepts on DSm vector space of refined labels over 
the field R. 
 
Example 2.38: Let  
V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
   
   
 
be a DSm vector space of refined labels over R. Consider  
W1 = 
1 2
3 i
4
a a
a a R
a
0 L L
0 0 L L L ;1 i 3
0 L 0
  
   
∈ ≤ ≤  
   
   
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and  
W2 = 
1 2
3 i
4 5
a a
a a R
a a
L L 0
0 L 0 L L ;1 i 5
L 0 L
  
   
∈ ≤ ≤  
   
   
 
be two DSm vector subspaces of refined labels over the field R. 
Now DSm dimension of V is 9. DSm dimension of W1 is four 
where as DSm dimension of W2 is 5. Clearly  
W1 ∩ W2 = 
1
i
a
a R
0 L 0
0 0 0 L L
0 0 0
  
   
∈  
  
   
⊆ V 
is a DSm subspace of V over R. Further dim W1 + dim W2 = 
dim (W1 ∩ W2) + dim (W1 + W2) for DSm dim (W1 ∩ W2) = 
one, DSm dim W1 = 4 and DSm dim W2 = 5. Thus 5 + 4 = 1 + 
dim (W1 + W2) we see DSm dim (W1 + W2) = 9 – 1 = 8 as the 
DSm subspace generated by W1 and W2 is given by  
T = 
1 2 3
4 5 i
6 7 8
a a a
a a a R
a a a
L L L
0 L L L L ;1 i 8
L L L
  
   
∈ ≤ ≤  
   
   
 ⊆ V 
and dimension of T is 8. Hence the claim. This result or 
conclusion of this example can be stated as a Theorem and the 
proof is direct.  
 
THEOREM 2.16: Let W1 and W2 be any two finite dimensional 
DSm vector subspaces of a DSm vector space V of refined 
labels over the reals R. Then dim W1 + dim W2 = dim (W1 ∩ 
W2) + dim (W1 + W2). 
 
 Let V and W be DSm vector spaces of refined labels over 
the field R. A DSm linear transformation from V into W is a 
function T from V into W such that  
T (cα + β)  =  cT (α) + T (β) = c (Tα) + (Tβ) 
for all α, β ∈ V and c ∈ R. We know this but we have not 
defined DSm rank space of T and DSm null space of T in the 
formal way through we have used these concepts informally.  
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 Let V and W be any two DSm vector spaces of refined 
labels over the field R. T a DSm linear transformation from V 
into W. The null space or more formally the DSm null space of 
T is the set of all refined label vector α in V such that Tα = 0. 
 If V is finite dimensional DSm vector space, the DSm rank 
of T is the dimension of the DSm range of T and the DSm 
nullity of T is the dimension of the DSm null space of T. 
 
We will first illustrate this situation by an example before we 
proceed onto give a theorem. 
 
Example 2.39: Let  
V = 
1 2
3 4
5 6 i
7 8
9 10
a a
a a
a a a R
a a
a a
L L
L L
L L L L ;1 i 10
L L
L L
  
  
  
  
∈ ≤ ≤  
  
  
  
  
 
be a DSm vector space of refined labels over the field R.  
 Let  
W = 1 2 3 4 5
i
6 7 8 9 10
a a a a a
a R
a a a a a
L L L L L
L L ;1 i 10
L L L L L
   
∈ ≤ ≤   
   
 
be a DSm vector space of refined labels over the field R. 
Suppose T : V → W be a DSm linear transformation of V to W 
given by  
T 
1 2
3 4
5 6
7 8
9 10
a a
a a
a a
a a
a a
L L
L L
L L
L L
L L
  
  
  
  
  
  
  
  
  
 = 
1 5 9
6 6 10
a a a
a a a
L 0 L 0 L
L 0 L 0 L
 
  
 
. 
 
 Clearly DSm null space of T is  
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3 4
3 4 7 8
7 8
a a
a a a a R
a a
0 0
L L
L ,L ,L ,L L0 0
L L
0 0
  
  
  
   ∈   
      
. 
 
 Thus the DSm null space of T is a subspace of V. Now 
DSm nullity T = 4 and DSm rank T = 6. Thus DSm (T) + DSm 
nullity (T) = DSm dim V = 10 = 6 + 4. 
  
Now we give the following theorem and expect the reader to 
prove it. 
 
THEOREM 2.17: Let V and W be any two DSm vector spaces of 
refined labels over the field R and let T be a DSm linear 
transformation from V into W. Suppose V is finite dimensional 
then, DSm rank (T) + DSm nullity (T) = DSm dim V. 
 
 Further we see if T and P are any two DSm linear 
transformations of DSm vector spaces of refined labels V and 
W defined over R. Then (T + P) is a function defined by (T + P) 
α = Tα + Pα for all α ∈ V is a DSm linear transformation of V 
into W. If c is any element of the field R the function cT defined 
by (cT) (α) = c(Tα) is a DSm linear transformation from V into 
W. Also the set of all DSm linear transformations from V into 
W together with addition and multiplication defined above is 
again a vector space over the field F. 
 DSm L (V, W) = {T : V → W, where V and W are DSm 
vector spaces over the field R}, denotes the collection of all 
DSm linear transformations from V to W.  
 
 Now as in case of usual vector spaces we in case of DSm 
vector spaces also define composition of DSm linear 
transformations. Let V, W and Z be vector spaces of refined 
labels over the field of reals. Let T : V → W be a DSm linear 
transformation, P : W → Z be a DSm linear transformation of 
W to Z. We can define the composed function PT defined by PT 
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(α) = P (T(α)) is a DSm linear transformation from V into Z. 
This can be proved by any interested reader for any general 
DSm vector spaces V, W and Z. Now we know if W in a DSm 
linear transformation from V to W is taken as V that T : V → V 
we call T a DSm linear operator on V. We have the following 
properties to be true also in case of DSm linear operators.  
 
THEOREM 2.18: Let V be DSm vector space of refined labels 
over the field R. Let T1, T2 and S be DSm linear operators on V 
and let c be an element of R. 
(a) IS = SI = S for all S : V → V where I is the DSm 
identity operator on V. 
 
(b) S (T1 + T2) = ST1 + ST2 and (T1 + T2)S = T1S + T2S 
 
(c) c (ST1) = (cS) T = S (cT). 
 
 The proof is a matter of routine and hence is left as an 
exercise to the reader. As in case of usual vector spaces one can 
easily prove the following theorems. 
 
THEOREM 2.19: Let T be a DSm linear transformation of the 
DSm vector space V into W then T is non singular if and only if 
T carries each linearly independent subset of V onto a linearly 
independent subset of W. 
 
THEOREM 2.20: Let V and W be any two finite dimensional 
DSm vector spaces over the field R such that DSm dim V = DSm 
dim W. If T is a DSm linear transformation from V into W then 
the following are equivalent. 
(i) T is invertible. 
(ii) T is non singular. 
(iii) T is onto that is range of T is W. 
 
 Next we proceed onto define DSm linear functionals on the 
DSm vector space V over the real field R. This concept is also 
defined in an analogous way. Let V be a DSm vector space over 
the real field R. Let f be a function from V to R such that  
f (c α + β) = c f (α) + f(β) 
where α, β ∈ V are labels and c ∈ R is a real. 
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Let V*  =  {collection of a DSm linear functionals of V} 
  =  DSm L (V, R). 
 Then as in case of usual vector spaces in case of DSm 
vector spaces also we have V* and V are of same dimension if 
V is finite dimensional. 
 
 We will first illustrate this by one or two examples. 
 
Example 2.40: Let V = (LR × LR × LR) = {(La, Lb, Lc) / La, Lb, 
Lc ∈ LR} be a DSm vector space of refined labels over R. 
 Define f : V → R by for v ∈ V.  
f(v) = f((La, Lb, Lc)) = (r1 + r2 + r3) 
where  
r1 = 
a
m 1+
, r2 = 
b
m 1+
 and r3 = 
c
m 1+
 
such that La = r1, Lb = r2 and Lc = r3; f is a linear functional on 
V.  
 
Example 2.41: Let  
V = a b c a b c d e f R
d e f
L L L
where L ,  L ,  L ,  L ,  L ,  L L
L L L
   
∈  
   
 
be a DSm vector space of refined labels over the reals R. Define 
for any v = 1 2 3
4 5 6
a a a
a a a
L L L
L L L
 
  
 
 ∈ V, f : V → R by f(v) = r1 + r2 + 
r3 + r4 + r5 + r6 where iaL = ri; 1 ≤ i ≤ 6, f is a linear functional 
from V to R. 
 
Now having seen examples linear functionals one can define the 
DSm basis of V and V* and give examples of them. We can 
define as in case of vector spaces the hyperspace for DSm 
vector spaces of refined labels over the field R. 
 Let V be a DSm vector space of refined labels over the field 
R. Let V be a DSm dimension n-dimensional space over R. Let 
W ⊆ V, if W is a DSm (n–1) - dimensional subspace of V over 
R then we define W to be a DSm hypersubspace of refined 
labels of V over R. 
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 We will illustrate this situation by some examples. 
 
Example 2.42:  Let V = {(LR, LR, LR, LR, LR) = (La, Lb, Lc, Ld, 
Le) | La, Lb, Lc, Ld, Le, ∈ LR} be a DSm vector space of refined 
labels over the field R. Consider  
W = ( ){ }1 2 3 4 ia a a a a RL L 0 L L L L ;1 i 4∈ ≤ ≤ ⊆ V, 
is a DSm refined label subspace of dimension four of V over R. 
 
Example 2.43: Let  
V = 1 2
i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤   
   
 
be a DSm vector space of refined labels over R. Let  
W = 1
i
2 3
a
a R
a a
0 L
L L ;1 i 3
L L
   
∈ ≤ ≤   
   
 ⊆ V. 
W is a DSm hyper subspace of V of refined labels over R of 
dimension 3. We see V is of DSm dimension 4. Consider  
T = 1 2
i
3
a a
a R
a
L L
L L ;1 i 3
L 0
   
∈ ≤ ≤   
   
 ⊆ V 
is again a DSm vector hyper subspace of V of DSm dimension 
three over R. 
 However T and W are isomorphic as DSm vector spaces of 
refined labels. 
  
Now we define some DSm space of polynomial rings of finite 
degree. Let  
V = 
i i
m
i
a a R
i 0
L x m , L L
=
 
< ∞ ∈ 
 
∑  
be a DSm vector space of refined labels over R. Consider  
W = 
i i
m 1
i
a a R
i 0
L x L L
−
=
 
∈ 
 
∑ ⊆ V; 
W is a DSm hyper subspace of V of DSm dimension m and 
DSm dimension of V is m + 1. 
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 Now having see examples of DSm hyper subspaces of 
refined labels we now proceed onto define the concept of DSm 
annihilator of refined labels of annihilator of a subset of a DSm 
vector space of refined labels over R. 
 Let V be a DSm vector space of refined labels over the field 
R and S be a proper subset of V, the annihilator of S is the set So 
of DSm linear functionals f on V such that f(a) = 0 for every a 
in S.  
 It is obvious to the reader So is a DSm subspace of V*, 
whether S is a DSm subspace of V or not. If S = {zero vector 
alone} then So = V*. If S = V then So is the zero subspace of V*. 
 
The following results are obvious and hence is left as an 
exercise for the reader to prove. 
 
THEOREM 2.21: Let V be a DSm finite dimensional vector 
space of refined labels over the field R. Let W be a DSm vector 
subspace of V over R.  
 Then DSm dim W + DSm dim Wo = DSm dim V. 
 
COROLLARY 2.3: If W is a k-dimensional subspace of refined 
labels of a DSm n-dimensional vector space of refined labels of 
the finite dimensional vector space V of refined labels then W is 
the intersection of (n–k) DSm hyper subspaces in V. 
 
COROLLARY 2.4: If W1 and W2 are DSm vector subspaces of 
refined labels of V over the field R then W1 = W2 if and only if 
1 2
o oW W= . 
 
Interested reader is expected to give examples of these results. 
 We can as in case of vector spaces define the notion of 
double dual in case of DSm vector space of refined labels over 
R. 
 Let V be a DSm vector space of refined labels over the field 
R. V* be the DSm dual space of V over R. Consider V** the 
dual of V*. 
 
 If α is a refined label vector in V then α induces a DSm 
linear functional Lα on V* defined by  
 68
 
Lα(f) = f(α), f in V* 
 The fact that Lα is a linear is just a reformulation of the 
definition of DSm linear operator in V*.  
Lα (cf + g) =  (cf + g) (α) 
   =  cf (α) + g (α) 
   =  cf (α) + g (α) 
   =  cLα (f) + Lα (g). 
 
 If V is DSm finite dimensional and α ≠ 0 then Lα ≠ 0, in 
otherwords there exists a linear functional f such that f (α) ≠ 0. 
The proof is left as an exercise to the reader. 
 
 The following theorem is an interesting consequence. 
 
 
THEOREM 2.22: Let V be a DSm finite dimensional vector 
space of refined labels over the field of refined labels over the 
field R. For each vector α in V define Lα (f) = f (α), f in V*. The 
mapping α → Lα is then an isomorphism of V onto V**. 
 
This proof also is simple and hence is left as an exercise to the 
reader. 
 
COROLLARY 2.5: Let V be a DSm finite dimensional vector 
space of refined labels over the field V. Each basis for V* is the 
dual of some basis for V.  
  
This proof is also direct and is analogous to the one done for 
vector spaces. 
 
THEOREM 2.23: If S is any subset of the DSm finite dimensional 
vector space of refined labels of V over the field R then (So)o is 
the subspace spanned by S. 
 
This proof is also direct by using the results. 
 
 DSm dim W + DSm dim Wo = DSm dim V and DSm dim 
Wo + DSm dim Woo = DSm dim V* and using the fact DSm dim 
V = DSm dim V* we get the result. It is just interesting to note 
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that if V is a DSm vector space of refined labels a DSm 
hyperspace in V is a maximal proper subspace of V. 
 
Example 2.44: Let  
V = 
1 2
3 4
5 6 i
7 8
9 10
a a
a a
a a a R
a a
a a
L L
L L
L L L L ;1 i 10
L L
L L
  
  
  
  
∈ ≤ ≤  
  
  
    
 
 
be a DSm vector space of refined labels of dimension 10.  
 Consider  
H = 
1 2
3 4
5 6 i
7 8
9
a a
a a
a a a R
a a
a
L L
L L
L L L L ;1 i 9
L L
L 0
  
  
  
  
∈ ≤ ≤  
  
  
    
 ⊆ V, 
 
H is a DSm vector subspace of V of refined labels of dimension 
9. Clearly the maximum DSm dimension this vector space V 
can have for its vector subspaces W is 9 hence W is a maximum 
proper subspace of V. 
 
THEOREM 2.24: If f is a non zero DSm linear functional on the 
vector space of refined labels V, then the null space of f is a 
DSm hypersubspace of refined labels in V. Conversely every 
DSm hyperspace of refined labels in V is the null space of a non 
zero linear functional on V. 
 
 The proof is also direct and hence is left as an exercise for 
the reader to prove.  
 
THEOREM 2.25: If g and f are two DSm linear functionals on a 
DSm vector space of refined labels over the field R, then g is a 
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scalar multiple of f if and only if the null space of g contains the 
null space of f that is if and only if f (α) = 0 implies g (α) = 0.  
 
The proof is also direct and hence is left for the reader to prove. 
 Recall if f is a DSm linear functional on a DSm vector space 
of refined labels over R then Nf is the null space of f and Nf is 
the hyperspace in V. 
 
THEOREM 2.26: Let g, f1, f2, …, fr be DSm linear functionals on 
the DSm vector space V of refined labels over R with respective 
null spaces N1, N2, …, Nr. Then g is a linear combination of f1, 
f2, …, fr if and only if N contains the intersection N1 ∩ N2 ∩ … 
∩ Nr. 
 
 This proof is also simple and direct and hence is left as an 
exercise to the reader. 
 
 Now as in case of vector spaces we can in case of DSm 
vector spaces also define the notion of DSm transpose of a 
linear transformation. Let V and W be two DSm vector spaces 
of refined labels over the field R and T a DSm linear 
transformation from V into W. Then T induces a linear 
transformation from W* into V* as follows. Suppose g is a linear 
functional on W, and let f(α) = g(Tα) for each α in V, then f(α) 
= g(Tα) defines a function f from V into R viz., the composition 
of T, a function from V into W, with g a function from W into 
F. Since both T and g are linear f is also linear functional on V. 
Thus T provides us with a rule Tt which associates with each 
linear functional g on W a linear functional f = Tt g on V 
defined by f = Tt g on V. Note Tt is actually a linear 
transformation from W* into V*. 
 
 Now in view of this we have the following theorem. 
 
THEOREM 2.27: Let V and W be two DSm vector spaces of 
refined labels over the field R. For each linear transformation T 
from V into W there is a unique linear transformation Tt from 
W* into V* such that (Ttg) (α) = g (Tα) for every g in W* and α in 
V.  
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 We also call the DSm transpose of a linear transformation 
Tt of the linear transformation as adjoint of T. 
 
 The following theorem is also direct and hence is left for the 
reader as a simple exercise. 
 
THEOREM 2.28: Let V and W be any two DSm vector spaces of 
refined labels over the real field R. Let T be a DSm linear 
transformation of V into W. The DSm null space of Tt is the 
annihilator of the range of T. If V and W are finite dimensional 
then  
(i) rank (Tt) = rank T,  
(ii) the range of Tt is the annihilator of the null space of 
T. 
 
 We have defined the notion of DSm polynomial with 
refined label coefficients. 
 That is  
V = 
i i
i
a a R
i 0
L x L L
=
 
∈ 
 
∑  
where LR is the field of refined labels. 
 Let  
p(x) = 
i 0 1 n
n
i n
a a a a
i 0
L x L L x ... L x
=
= + + +∑  
where 
0 1 na a a R
L ,L ,...,L L∈  where x is a variable. If 
na
L  ≠ 0 then 
we define p (x) is of degree n. 
 As in case of usual polynomial with real coefficients we in 
case of polynomials with refined coefficients also have the 
following result.  
 If  
f(x) = 
i
m
i
a
i 0
L x
=
∑  and d(x) = i
n
i
b
i 0
L x
=
∑  
are DSm polynomials in  
LR[x] = 
i i
i
a a
i 0
L x L R
∞
=
 
∈ 
 
∑ , 
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m < ∞ and n < ∞ such that deg d < deg f. Then there exists a 
DSm polynomial g(x) in LR[x] such that either f – dg = 0 or deg 
(f – dg) < deg f. 
  
 Also the following theorem is direct can be proved as in 
case of usual polynomial rings. 
 
THEOREM 2.29: If f and d are polynomials over the DSm field 
LR that is f, d ∈ LR [x] and d is different from zero, then there 
exists refined label coefficient polynomials q, r ∈ LR [x] such 
that 
(i) f = dq + r  
(ii) either r = 0 or deg r < deg d.  
 
The refined label coefficient polynomials  
q(x) = ∑ i ia
i
L x  and r(x) = ∑ i ir
i
L x  
given in (1) and (ii) are unique. 
 
 Now as in case of usual polynomials with real coefficients 
define in case of polynomials with refined labels coefficients 
define in case of polynomials with refined label coefficients the 
notion of quotients, divides and multiple. 
 Let  
LR[x] = 
i i
i
a a R
i
L x L L
 
∈ 
 
∑  
be a refined label polynomial over the DSm field LR of refined 
labels. Let  
d(x) = 
i
i
d
i
L x∑  
be a non zero polynomial over the field LR. If f is in LR[x] then 
there is atmost one polynomial  
q(x) = 
i
i
q
i
L x∑  
in LR [x] such that f(x) = dq. If such a q(x) exists we say that 
d(x) divides f(x), that f(x) is a multiple of d(x) we call q(x) the 
quotient of f(x) and d(x). We also write q(x) = f(x) / d(x).  
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 Let f (x) = 
i
i
a
i
L x∑  ∈ LR [x] be a polynomial over the field 
LR of refined labels and let Lc ∈ LR be an element of LR. Then f 
is divisible by x – Lc if and only if f (Lc) = 0,. Let R = LR be the 
refined field. An element Lc ∈ LR is said to be a refined label 
root or a zero refined label of a given refined coefficients 
polynomial f(x) over LR if f(Lc) = 0. Now we just assume that 
the polynomial ring LR[x] acts live usual rings under 
differentiation.  
 For instance if  
p(x) = 
i
7
i
a
i
L x∑ = 0 1 2 7
2 7
a a a aL L x L x ... L x+ + + +  
is in LR[x] then we differentiate p(x) as  
 
dp(x) d
dx dx
=
0 1 2 7
2 7
a a a aL L x L x ... L x+ + + +  
= 0 + 
1a
L x + 2
1a
L x + 3
3a
L x2  + … + 7
7a
L x6. 
 
1 2 3 7
2 6
a 2a 3a 7aL L x L x ... L x+ + + +  and 
dp(x)
dx
 is in LR[x], so we 
see derivative of a refined coefficient polynomial is again a 
refined coefficient polynomial as basically LR ≅ R (R reals). 
 So we can differentiate a refined coefficient any desired 
number of times or even until it is zero as 
( )iad L
dx
 = 0 for all 
ia
L  ∈ LR. Now once we use the concept of derivatives in the 
refined coefficient polynomials we can have the concept of 
Taylor’s formula to be true and the proof of which is analogous 
to the proof of the classical Taylor’s formula. 
 Further as LR is isomorphic with R the reals we see we have 
the notion of binomial theorem is also true. 
 That is La, Lb ∈ LR then 
 
(La + Lb)n = ( ) ( )
n
n k k
a b
k 0
n
L L
k
−
=
 
 
 
∑  
 
where from [34-5]  
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n n 1
n
a a (m 1)L L −+=  
so that  
(La + Lb)n = ( ) ( )
n
n k k
a b
k 0
n
L L
k
−
=
 
 
 
∑  
= (La)n + n(La)n-1(Lb) + 
n
2
 
 
 
(La)n-2(Lb)2 + … + 
( ) ( ) ( )n t t na b bn L L ... Lt
−
 
+ + 
 
 
=  n n 1 n 1 n 2 ba (m 1) a (m 1)L nL .L− − −+ ++  + n 2 n 3
2
ba (m 1)
n(n 1)
.L (L )
1.2 − −+
−
 
+ … + n t n t 1 t t 1a (m 1) b (m 1)
n
L .L
t
− − − −+ +
 
 
 
 + … + n n 1b (m 1)L −+  
= 
n 1
n n 1
a .b
n 2a (m 1)
nL
L (m 1)
−
−
−+
+
+
  + n 2 2
.
n 3
n (n 1) a b
.
1.2 (m 1)
L L
−
−
−
+
 + … + 
n t t n n 1
n 2
n a b b (m 1)
t (m 1)
L ... L
− −
−
  +
 
+ 
+ + . 
Thus  
(La + Lb)2 =  (La)2 + (Lb)2 + 2La Lb 
   =  2 2ab m 1a m 1 b m 1L 2L L++ ++ +  
 =  2 22ab m 1a m 1 b m 1L L L++ ++ + . 
Now  
(La + Lb)3  =  (La)3 + 3 (La)2 (Lb) + 3 (La) (Lb)2 + (Lb)3 
=  3 2 2 2 2 2 3 2a (m 1) a b (m 1) ab (m 1) a (m 1)L 3L 3L L+ + + ++ + +  
and so on.  
 
Now  
(La + Lb)4  =  
(La)4 + 3 2 2 3 4a b a b a b b
4.3.2 4.3 4.3.2(L ) L (L ) (L ) (L )(L ) (L )
1.2.3 1.2 1.2.3
+ + +  
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4 3 3 2 2 2 3 2 4 3b aa (m 1) a (m 1) a m 1 b m 1 b (m 1) b (m 1)L 4L L 6L L 4L L L+ + + + + += + + + +
  
= 4 3 3 3 2 2 3 3 3 4 3a (m 1) 4ab (m 1) 6a b (m 1) 4ab (m 1) b (m 1)L L L L L+ + + + ++ + + +  
 
Thus by the very definition of the DSm refined LR we see 
the notion of differentiation and binomial theorem can be got 
with appropriate modifications. Thus we are in a state to give 
the Taylors formula for polynomial with coefficients from the 
refined label field LR.  
 
THEOREM 2.30: (Taylors formula) Let LR be the DSm refined 
field of characteristic zero, Lc an element in LR and n a positive 
integer. If f(x) = ∑ i iaL x  is a polynomial over LR with deg f < n 
then f (x) = 
0
( ) ( )(x )
kn
k
c ck
k
D f L L
L
=
−∑  
 
Hint: D, D2, …, Dn are the differential operators of the DSm 
polynomial  
f(x) = 
i
n
i
a
i 0
L x
=
∑ . 
Now we have just shown 
(La + Lb)n = 
n
n k k
a b
k 0
n
L L
k
−
=
 
 
 
∑  
= n n 1 n 1 n 2 2 n n 1
n 1 n 1
a (m 1) na .b n(n 1) a .b b (m 1)
2(m 1) (m 1)
L L L L
− − − −
− −
+ − +
×
+ +
+ + +  
Now  
x
n
  =  [Lc + (x–Lc)]n 
 =  
n
n k k
c c
k 0
n (L ) (x L )
k
−
=
 
− 
 
∑  
 =  (Lc)n + n. (Lc)n-1 (x–Lc) + … + (x–Lc)n 
 =  n n 1 n 1 n 1 cc (m 1) nc (m 1)L L (x L )− − −+ ++ −  + … + (x – Lc)n. 
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If f = 
k
n
k
a
k 0
L x
=
∑  then  
D*f (Lc) = n k n ca
k
L (D x )(L )∑  
and  
n
k kc
c
k 0
LD f (x L )
k
=
−∑ = p
k p
k
a c c
k p
D xL (L )(x L )
k
−∑∑  
= 
p
p
a
p
L x f=∑ . 
 
We say Lc is a multiple root or of multiplicity r if (x – Lc)r 
divides f (x) = 
i
n
i
a
i 0
L x
=
∑ . Clearly r ≤ n. 
 
 Using this simple concept we have the following theorem. 
 
THEOREM 2.31: Let LR be the DSm field of refined labels of 
characteristic zero. f = f (x) = 
0
i
n
i
a
i
L x
=
∑  be a polynomial with 
refined coefficients with deg f ≤ n. Then the scalar Lc is a root of 
f of multiplicity r if and only if (Dkf) (Lc) = 0, 0 ≤ k ≤ r – 1 and 
( )( ) 0rf cD L ≠ . 
 
 The proof is analogous to the proof of polynomial with real 
coefficients with some appropriate changes. 
 
Now we proceed onto define the concept of ideals in LR[x]. 
 
 Let LR be the field of refined labels, LR[x] be the 
polynomial in the variable x with coefficients from LR, the DSm 
refined field of labels. An ideal in LR[x] is a subspace M of 
LR[x] (LR[x] is a vector space over R and LR ≅ R) such that fg is 
in M when every f ∈ LR [x] and g ∈ M. 
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 If  
d(x) = 
i
i
dL x∑  
is a polynomial in LR [x] the set M = d (x) LR [x] of all multiples 
df of d by any arbitrary f in LR [x] is an ideal. For M is non 
empty as  
d (x) = 
i
i
dL x∑  ∈ M. 
 
 If  
f(x) = 
i
i
aL x∑  
and  
g (x) = 
i
i
bL x∑  
are in LR [x] and Lc ∈ LR then Lc (df) – dg = d (Lcf – g) is in M 
so that M is a DSm subspace. Finally M contains (df) g = d (fg) 
as well. Thus M is a DSm ideal and is called / defined as the 
DSm principal ideal generated by d. 
 
 We will give some examples of DSm ideals in LR [x]. 
 
Example 2.45: LR [x] be the polynomial ring with refined label 
coefficients from LR. Consider M = ( )2m 1 aL x  L+ + , be the 
ideal generated by the polynomial Lm+1 x2 + La as Lm+1 is the 
identity element in LR.  
 
Example 2.46: Let LR [x] be the polynomial ring with refined 
label coefficients. Let M be the ideal generated by p(x) = Lm+1 
x
4
 + La x2 + La where La = Lm+1. 
 
 Both the ideals given in examples 2.46 and 2.47 are 
principal ideals. 
 
 We can say if LR[x] is a polynomial ring with refined 
coefficients and if M is an ideal then M is generated by a 
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polynomial Lm+1 xn + 
n 1a
L
−
x
n-1
 +…+ L1 x + L0 where Lm+1 is the 
unit in LR. 
 
 Now as in case of usual polynomials we can define greatest 
common divisors to the polynomials in LR [x]. 
 
 Let p1(x), p2(x), …, pn(x) be polynomials with refined label 
coefficients from LR not all of which is zero; that is pi (x) ∈ 
LR[x]; 1 ≤ i ≤ n.  
The monic generator  
d (x) = 
i
i
d
i
L x∑  
of the ideal p1 (x) LR [x] + p2 (x) LR [x] + … + pn (x) LR [x] is 
called the greatest common divisor (g.c.d) of p1 (x), p2 (x), …, 
pn (x). This terminology is justified by the following corollary. 
 
COROLLARY 2.6: If p1, p2, …, pn are polynomials over the field 
LR, not all of which are zero, there is a unique monic 
polynomial d in LR [x] such that  
(a) d is in the ideal generated by p1, …, pn; 
 (b) d divides each of the polynomials pi. 
 
 Any polynomial satisfying (a) and (b) necessarily satisfies 
(c). d is divisible by every polynomial which divides each of the 
polynomials p1, p2, …, pn. We say the polynomials p1 (x), p2 (x), 
…, pn (x) are relatively prime if their greatest common divisor is 
one or equivalently if the ideal they generate is all of LR [x]. 
 
 Now we just describe the concept of reducibility in case of 
LR [x]. Let LR be the field of refined labels. A polynomial f(x) 
in LR[x] is said to be reducible over LR if there exists 
polynomials g(x), h(x) ∈ LR[x] in LR [x] of degree ≥ 1 such that 
f = gh and if not f is said to be irreducible over LR. A non scalar 
irreducible polynomial over LR is called a prime polynomial 
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over LR and we say it is a prime in LR [x]. We just mention a 
theorem the proof of which is left as an exercise to the reader. 
 
THEOREM 2.32: Let f (x) be a polynomial over the DSm refined 
labels LR with derivative f ′ (x). Then f is a product of distinct 
irreducible polynomials over LR if and only if f and f ′ are 
relatively prime. 
 
 Let A be a n × n matrix with entries from the DSm refined 
label field LR. Let A = ija n n(L ) ×  where ijaL  ∈ LR, a characteristic 
value of A in LR is a refined label Lc in LR such that the matrix 
(A – Lc I) is singular non invertible. 
 
 Since Lc is a characteristic value of A = ( ijaL ) if and only if 
det (A – LcI) = 0 or equivalently if and only if det (LcI  –  A) = 
0, we form the matrix (xI – A) with polynomial entries, and 
consider the polynomial f(x) = det (xI – A). Clearly the 
characteristic value of A in LR are just the scalars Lc in LR such 
that f (Lc) = 0. 
 
 For this reason f is called the characteristic polynomial of  
A = (
ija
L ). It is important to note that f is a monic polynomial 
which has degree exactly n. This is easily seen from the formula 
for the determinant of a matrix in terms of its entries.  
 
 We will illustrate this by some examples. 
 
Example 2.47: Let  
A = a b
c d
L L
L L
 
 
 
 
 
where La, Lb, Lc, Ld ∈ LR. The characteristic polynomial for A is 
det (xI – A)  
 80
=  
m 1 a b
c m 1 d
xL L L
L xL L
+
+
− −
− −
 
=  (x Lm+1 – La) (x Lm+1 – Ld) – Lb Lc 
=  x
2
 Lm+1 – xLa Lm+1 – x Ld Lm+1 + La Ld – Lb Lc 
=  x
2
 Lm+1 – x La – x Ld + Lad/m+1 – Lbc/m+1 
=  Lm+1 x2 – x (La+d) + L(ad-b)/m+1  
=  0. 
 
We can solve for x 
 
x  = 
2a d a d ad bc m 1(a d)
m 1
L L 4L L
2L
+ + − ++
+
± −
 
 
= 
2 2 2a d (a da d 2ad m 1 )(ad bc) (m 1)
m 1
L L 4L
2L
+ ++ + + − +
+
± −
 
 
knowing the values of a, b, c and d one can solve for x in terms 
of elements from LR. 
 
As in case of usual linear operators we can in case linear 
operators in DSm vector space V, can say a DSm linear operator 
on V is diagonalizable if there is a basis for V each vector of 
which is a characteristic vector of T. 
 
 Now V is a DSm vector space over R and LR ≅ R so we can 
with appropriate modifications arrive at the DSm characteristic 
values related with a DSm linear operator on V. 
 
 Suppose that  
Tα = cL
α
= 
c
m 1
α
+
. 
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If f is any polynomial with coefficients from LR then f (T)α = 
f(Lc)α. 
 
Let T be a linear operator on the DSm finite dimensional 
space V. If 
1 2
, ,...,
kc c c
L L L  be the distinct characteristic values 
of T and let Wi be the DSm space of DSm characteristic vectors 
associated with the DSm characteristic value ci. If W = W1 + … 
+ Wk, then dim W = dim W1 + dim W2 + … + dim Wk. 
 
 Let T be a DSm linear operator on a finite dimensional 
DSm vector space over the field R. The minimal polynomial for 
T is the unique monic generator of the ideal of polynomials over 
R which annihilate T.  
 
THEOREM 2.33: (Cayley-Hamilton) Let T be a DSm linear 
operator on a DSm finite dimensional vector space V. If f is the 
characteristic polynomial for T then f (T) = 0; in other words 
the minimal polynomial divides the characteristic polynomial 
for T. 
 
 We define DSm invariant subspaces or invariant DSm 
subspaces. Let V be a DSm vector space over the reals R and T 
be a DSm linear operator on V. If W is a DSm subspace of V, 
we say W is DSm invariant under T if each vector  α in W, the 
vector Tα is in W that is if T (W) is contained in W. 
 
 Let W be a DSm invariant subspace for the DSm linear 
operator for T and let α be an element in V. The T-conductor of 
α into W is a set ST (α; W) which consists of all polynomials g 
(over the scalar field) such that g(T)α is in W. The unique 
monic generator of the DSm ideal S(α; W) is also called the 
DSm T-conductor of α into W (the T-annihilator in case W = 
{0}). 
 
 82
 In an analogous way we have for any DSm finite 
dimensional vector space over the real field R. Let T be a DSm 
linear operator on V such that the minimal polynomial for T is a 
product of linear factors. 
 
 p = 1 21 2(x ) (x ) ...(x ) krr r kc c c− − − ; ci ∈ R; 1 ≤ i ≤ k. 
 
Let W be a proper DSm subspace of V which is invariant 
under T. There exists a vector α in V such that  
(a) α is not in W  
(b) (T − cI) α is in W for some DSm characteristic 
value c of the DSm operator T. 
 
 Several results in this direction can be studied for DSm 
vector spaces over R with simple appropriate operations.  
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Chapter Three 
 
 
 
 
SPECIAL DSM VECTOR SPACES 
 
 
 
 
 In this chapter we define new types of DSm linear algebras 
and DSm vector spaces over sets, semigroups etc.  
 We illustrate them with examples. 
 Let LR = {La | a ∈ R} be the collection of all refined labels. 
LR is the DSm real field of refined labels. Also LR is isomorphic 
with the field of reals as fields. 
 Lr = 
r
m 1+
 that is for every Lr in LR there exists a unique r 
in R such that r = a
m 1+
. For every r in R there exists La in LR 
such that La = Lr (m+1) such that r = La. 
 
DEFINITION 3.1: Let S be a subset of reals R. V be a subset 
labels (the subset can be from ordinary labels or from the set of 
refined labels). We say V is a refined label set vector space over 
the set S or DSm set vector space of refined labels over the set S 
(V is a ordinary labels set vector space over the set S) if for all v 
∈ V and for all s ∈ S; vs and sv ∈ V.  
 84
 
We give examples of this. 
 
Example 3.1: Let V = {L0, Lm+1, La, Lb} be a set of refined 
labels. Let S = {0, 1} be a set. V is a set refined label space over 
the set S (or set refined label space over the set S). 
 
Example 3.2: Let V = {0, L1, L2, L5, L6} be a set of ordinary 
labels. Suppose S = {0, 1} be a subset of R. V is a set ordinary 
label space over the set S.  
 
Example 3.3: Let  
( ) ( )a b a b c d e a b c d e R
c d
L L
V , L L , L L L L ,L ,L ,L ,L L
L L
   
= ∈  
   
be a set of refined labels. V is a set vector space of refined 
labels over the set S = {0,1}. 
 
Example 3.4: Let S = {0, 1, 2, …, 25} be a set.  
( )
i i
a
5
b i
a b c a a b c d a R
i 0c
d
L
L
V , L L L , L x L ,L ,L ,L ,L L ;0 i 5
L
L
=
  
  
  
= ∈ ≤ ≤       
∑
V is a set vector space of refined labels over the set S. 
 
Example 3.5: Let  
( )
1 2 3
4 5 6
7 8 9 1 2 3 4 i
10 11 12
13 14 16
a a a
a a a
a a a a a a a a R
a a a
a a a
L L L
L L L
L L LV L L L L L L ;1 i 16
L L L
L L L
  
  
  
  
= ∈ ≤ ≤  
  
  
  
  
be a set vector space of refined labels over the set S = {0, 12,…, 
∞}. 
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Example 3.6: Let 
( )1 2i 3 4 1 2 3 4 5 i
5 6
a a8
i
a a a a a a a a a R
i 1
a a
L L
V L x , L L , L L L L L L L ;0 i 8
L L
=
  
   
= ∈ ≤ ≤  
   
   
∑
be a set vector space of refined labels over the set S = Z+ ∪ {0}. 
 
Example 3.7: Let  
V = ( )1 2 3 1 2 8 i
4 5 6
a a a
a a a a R
a a a
L L L
, L L ,..., L L L ;1 i 8
L L L
   
∈ ≤ ≤  
    
 
be a set vector space of refined labels over the set S = Q+ ∪ {0}. 
 
Example 3.8: Let  
1 2
3 4 1 2 i
1 2 3 4 5 6
5 6 3 4
7 8
a a
a a a a a R
a a a a a a
a a a a
a a
L L
L L L L L L ;
V , ,(L ,L ,L ,L ,L ,L )
L L L L 1 i 8
L L
  
  
  ∈  
=       ≤ ≤   
  
  
be a set vector space of refined labels over the set S = 3Z+ ∪ 
{0}. 
 
Example 3.9: Let  
1
2
3
4 1 2 3 4 i
5
6
7
a
a
a
a a a a a a R
a
a
a
L
L
L
LV ,(L ,L ,L ,L ) L L ;1 i 7
L
L
L
  
  
  
  
  
  
= ∈ ≤ ≤ 
  
    
  
    
 
be a set vector space of refined labels over the set S = 15Z+ ∪ 
{0}. 
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Example 3.10: Let 
1 2 3 4
5 6 7 8
1 2 3 i
9 10 11
12 13
a a a a
a a a a
a a a a R
a a a
a a
L L L L
L L L L
V (L L L ), L L ;1 i 13
L 0 L L
0 L 0 L
  
  
  
= ∈ ≤ ≤  
  
  
  
 
be a set of refined labels over the set S = 9Z+ ∪ {0}. 
 
Example 3.11: Let  
1 2 3 4 5
i i
6 7 8 9 10
19
a a a a ai
a a R
i 0 a a a a a
L L L L L
V L x , L L ;0 i 19
L L L L L
=
   
= ∈ ≤ ≤   
   
∑
be a set vector space of refined labels over the set S = 8Z+ ∪ 
{0}. 
 
Example 3.12: Let  
V = 
1
1 2 3 2
4 5 6 i i3
7 8 9
14
a
a a a a8
i
a a a a a Ra
i 0
a a a
a
L
L L L L
L L L , L x , L L ;0 i 14L
L L L
L
=
  
  
   
    ∈ ≤ ≤   
        
  
  
∑

 
be a set vector space of refined labels over the set S = 17Z+ ∪ 
{0}. 
 
Example 3.13: Let  
1
2 1 2 3
1 2 3
3 4 5 6 i
4 5 6
4 7 8 9
5
a
a a a a
a a a
a a a a a R
a a a
a a a a
a
L
L L L L
L L L
LP , L L L L L ;0 i 9
L L L
L L L L
L
  
  
   
     
= ∈ ≤ ≤      
    
    
  
  
be a set vector space of refined labels over the set S = R+ ∪ {0}. 
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Example 3.14: Let  
V = 
1 2
3 4
1 2 3
5 6
4 5 6 i
7 8
7 8 9
9 10
11 12
a a
a a
a a a
a a
a a a a R
a a
a a a
a a
a a
L L
L L
L L L
L L
, L L L L L ;1 i 12
L L
L L L
L L
L L
  
  
  
   
    ∈ ≤ ≤   
        
  
    
 
be a set vector space of refined labels over the set S = Q+ ∪ {0}. 
 
Example 3.15:  Let 
1 2 3
1
4 5 6
1 2 3 4 2 i
7 8 9
35 6 7 8
10 11 12
4
13 14 15
a a a
a
a a a
a a a a a a R
a a a
aa a a a
a a a
a
a a a
L L L
L
L L L
L L L L L L L ;
L L LV , ,
LL L L L 1 i 15
L L L
L
L L L
  
   
   
  ∈   
=      ≤ ≤      
         
be a set vector space of refined labels over set S = 5Z+ ∪ {0}. 
 
Example 3.16: Let 
1 2 3
1 2 3
4 5 6
i 4 5 6 i
7 8 9
26 27 28
a a a
a a a
20
a a a i
a a a a a R
i 0
a a a
a a a
L L L
L L L
L L L
V , L x , L L L L L ;0 i 27
L L L
L L L
=
  
   
   
= ∈ ≤ ≤   
   
      
∑
  
be a set vector space of refined labels over the set S = R+ ∪ {0}. 
 
Now having seen examples of set vector space of refined labels 
over the set S, we now proceed onto define substructures in 
them. 
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Example 3.17: Let 
1
1 2 3 42
i i
3 5 6 7 8
4
a
8
a a a aai
a a R
i 0 a a a a a
a
L
L L L LL
V L x , , L L ;0 i 8
L L L L L
L
=
  
  
   
= ∈ ≤ ≤   
    
  
  
∑  
be a set vector space refined labels over the set S = 5Z+ ∪ {0}. 
 Consider  
W=
1
2
i
3
4
a
a
a R
a
a
L
L
L L ;1 i 4
L
L
  
  
  
∈ ≤ ≤  
  
  
  
 ⊆ V, 
W is a set vector space of refined labels over set S = 5Z+ ∪ {0}. 
 
DEFINITION 3.2: Let V be a DSm set vector space of refined 
labels over the set S. Suppose W ⊆ V; if W is a set vector space 
of refined labels over the set S then W is a DSm set vector 
subspace of refined labels over the set S of V. 
 
We will illustrate this situation by some examples. 
 
Example 3.18: Let 
1
1 2 3 4
2
i 5 6 7 8 i
9 10 11 12
8
a
a a a a
9
ai
a a a a a a R
i 0
a a a a
a
L
L L L L
L
V L x , , L L L L L L ;0 i 12
L L L L
L
=
  
   
   
= ∈ ≤ ≤   
   
      
∑

 be a set vector space refined labels over the set S = 3Z+ ∪ {0}. 
 Consider  
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W = 
1
2
i i
8
a
9
ai
a a R
i 0
a
L
L
L x , L L ;0 i 9
L
=
  
  
  
∈ ≤ ≤  
  
    
∑

 ⊆ V 
a set vector subspace of refined labels over the set S = 3Z+ ∪ 
{0}. 
 
Example 3.19: Let  
1 2 3
i 4 5 6 i
7 8 9
a a a
12
i
a a a a a R
i 0
a a a
L L L
V L x , L L L L L ;0 i 12
L L L
=
  
   
= ∈ ≤ ≤  
  
    
∑  
be a DSm set vector space of refined labels over the set S = 3Z+ 
∪ {0}. 
 
Take  
W = 
1 2 3
i 4 i
5
a a a
7
i
a a a R
i 0
a
L L L
L x , 0 L 0 L L ;0 i 7
0 0 L
=
  
   
∈ ≤ ≤  
  
    
∑  ⊆ V, 
W is a set vector subspace of refined labels over S of V. 
 
Example 3.20: Let  
 
V = 
1
2
1 2 3 9 i
3
4
a
a
a a a a a R
a
a
L
L
,(L ,L ,L ,...,L ) L L ;1 i 9
L
L
  
  
  
∈ ≤ ≤  
  
  
  
 
be a set vector space of refined labels over the set S = Z+ ∪ {0}.  
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Consider 
1
1 2 3 4 5 i
2
a
a a a a a a R
a
L
0
W ,(L ,0,L ,0,L ,0,L ,0,L ) L L ;1 i 5
L
0
  
  
  
= ∈ ≤ ≤  
  
    
 
⊆ V be a set vector subspace of refined labels of V over the set 
S = Z+ ∪ {0}. 
 
Example 3.21: Let  
V = 
1 2 3
4
1 2
5 6 7 i
3 4
8
9
a a a
a
a a
a a a a R
a a
a
a
L L L
L 0 0
L L
L L L, L L ;1 i 9
L L
0 0 L
0 L 0
  
  
  
   
∈ ≤ ≤    
    
  
    
 
be a set vector space of refined labels over the set S = 5Z+ ∪ 
{0}. Consider  
W = 
1 2 3
1
4 5 6 i
2
7
a a a
a
a a a a R
a
a
L L L
0 0 00 L
L L L, L L ;1 i 7
L 0
0 0 0
0 L 0
  
  
      ∈ ≤ ≤               
 ⊆ V 
be a set vector subspace of refined labels of V over the set S = 
5Z+ ∪ {0}. 
 
Example 3.22: Let 
1 2 3 4 5
i 6 7 8 9 10 i
12 13 14 15 16
a a a a a
3
i
a a a a a a a R
i 0
a a a a a
L L L L L
V L x , L L L L L L L ;0 i 16
L L L L L
=
  
   
= ∈ ≤ ≤  
  
    
∑
be a set vector space of refined labels over set S = 20Z+ ∪ {0}.  
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Consider 
1 2 3 4 5
i
i
6 7 8 9 10
a a a a a
3
a Ri
a
i 0
a a a a a
L L L L L
L L ;
W L x , 0 0 0 0 0
0 i 16L L L L L=
  
∈   
=    ≤ ≤  
   
∑  ⊆ V 
be a set vector subspace of refined labels of V over the set S = 
20Z+ ∪ {0}. 
 We can have several DSm set vector subspaces of refined 
labels over the set S.  
 We say for any DSm set vector space of refined labels V 
over the set S we say V is a direct sum of DSm set vector 
subspace of refined labels W1, W2, …, Wk if V = W1 + W2 + … 
+ Wk and Wi ∩ Wj = 0 or φ if i ≠ j. If on the other hand W1, W2, 
…, Wk are DSm vector subspace of refined labels of V if V = 
W1 + … + Wk but Wi ∩ Wj ≠ 0 if i ≠ j then we say V is just a 
sum of the DSm set vector subspaces W1, W2, …, Wk. 
 
We will illustrate this situation by some examples. 
 
Example 3.23: Let  
1 2
i 1 2 8 i
3 4
8
a a i
a a a a a R
i 0a a
L L
V , L x ,(L ,L ,...,L ) L L ;0 i 8
L L
=
   
= ∈ ≤ ≤   
   
∑  
be a DSm set vector space over the set 3Z+ ∪ {0}. 
Consider  
W1 = 1 2 i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤   
   
 ⊆ V,  
W2 = i i
i
a a R
i 0
L x L L ;0 i 8
∞
=
 
∈ ≤ ≤ 
 
∑  ⊆ V 
and  W3 = { }1 2 3 8 ia a a a a R(L ,L ,L ,...,L ) L L ;1 i 8∈ ≤ ≤  ⊆ V. 
We see W1, W2 and W3 are set vector subspaces of refined 
labels of V over the set S = 3Z+ ∪ {0}. Further V = W1 + W2 + 
W3 with Wi ∩ Wj = φ, if i ≠ j; 1≤ i, j ≤ 3. 
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Example 3.24: Let  
1 2 3
4 5 6
1 2 3 4 i
7 8 9i
5 6 7 8
10 11 12
13 14 15
a a a
a a a
4
a a a a a Ri
a a aa
i 0 a a a a
a a a
a a a
L L L
L L L
L L L L L L ;
L L LV L x , ,
L L L L 0 i 15
L L L
L L L
=
  
  
  
  ∈  
=     ≤ ≤     
  
    
∑  
be a DSm set vector space of refined labels over the set S = Q+ 
∪ {0}. Consider  
W1 = 1 2 3 4i i
5 6 7 8
3
a a a ai
a a R
i 0 a a a a
L L L L
L x , L L ;0 i 8
L L L L
=
   
∈ ≤ ≤  
    
∑ ⊆ V, 
W2 = 
1 2 3
i i
13 14 15
a a a
2
i
a a R
i 0
a a a
L L L
L x , L L ;0 i 15
L L L=
  
   
∈ ≤ ≤  
  
   
∑     ⊆ V 
and  
W3 = 1 2 3 4i i
5 6 7 8
4
a a a ai
a a R
i 0 a a a a
L L L L
L x , L L ;0 i 8
L L L L
=
   
∈ ≤ ≤  
    
∑ ⊆ V, 
 
be DSm subspaces of V of refined labels. Clearly V = W1 + W2 
+ W3 but Wi ∩ Wj ≠ φ or (0). Hence V is only a sum of W1, W2 
and W3 and not a direct sum. 
 
Example 3.25: Let  
1 2
3 4
1 2 3
5 6 1 2 3 4 5 6 i
4 5 6
7 8 7 8 9 10 11 12
7 8 9
9 10
11 12
a a
a a
a a a
a a a a a a a a a R
a a a
a a a a a a a a
a a a
a a
a a
L L
L L
L L L
L L L L L L L L L L ;
V L L L , ,
L L L L L L L L 1 i 12
L L L
L L
L L
  
  
  
      ∈   
=       ≤ ≤         
  
    
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be a DSm vector space of refined labels over the set S = 13Z+ ∪ 
{0}. 
 Consider  
W1 = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 ⊆ V, 
W2 = 
1
1 2 3 4 5 6 i
2
7 8 9 10 11 12
3
a
a a a a a a a R
a
a a a a a a
a
L 0 0
L L L L L L L L ;
, 0 L 0
L L L L L L 1 i 12
0 0 L
  
   ∈  
      ≤ ≤   
    
 ⊆ V  
and  
W3 = 
1 2
3 4
1 2 3
5 6
i
7 8
4 5
9 10
11 12
a a
a a
a a a
a a
a R
a a
a a
a a
a a
L L
L L
L L L
L L
0 0 0 , L L ;1 i 12
L L
L 0 L
L L
L L
  
  
  
   
    ∈ ≤ ≤    
       
  
    
 ⊆ V, 
be DSm vector subspaces refined labels over the set S = 13Z+ ∪ 
{0}. Clearly V = W1 + W2 + W3 and Wi ∩ Wj ≠ (0) or φ if i ≠ j; 
1≤ i, j ≤ 3. 
 
Now having seen examples of DSm subspaces of V and direct 
sum and sum of subspaces of V. 
 
DEFINITION 3.3: Let V be a DSm set vector space of refined 
labels over the set S. We say a proper subset B ⊆ V is said to be 
a linearly independent set if x, y ∈ B then x ≠ sy or y ≠ s′ x for 
any s and s′ in S. If the set B is not linearly independent then we 
say B is a linearly dependent set. 
 
We will illustrate this situation by an example. 
 
 94
Example 3.26: Let  
V = 
1
1 2 2 i
1 2 3 i
3 4 3
4
a
6
a a a a Ri
a a a a
i 0a a a
a
L
L L L L L ;
,(L ,L ,L ), , L x
L L L 0 i 4
L
=
  
  
  ∈  
     ≤ ≤    
  
  
∑  
 
be a DSm set vector space of refined labels over the set S = 3Z+ 
∪ {0}. We see V has linearly independent sets.  
For take  
B = 
1
2 1 2
1 2 3 i
3 3 4
4
a
a a a
a a a a R
a a a
a
L
L L L
,(L ,L ,L ), L L ;1 i 4
L L L
L
  
  
   
∈ ≤ ≤     
   
  
  
 ⊆ V. 
Clearly 
1 2 3a a a
(L ,L ,L )  ≠ s 1 2
3 4
a a
a a
L L
L L
 
  
 
 for any s ∈ S. We can 
give several such subsets in V which are linearly independent.  
 
DEFINITION 3.4: Let V and W be any two DSm set vector spaces 
of refined labels over the same set S. A map T from V to W is 
said to be a set linear transformation if   
T (v) = ω 
T (sv) = s ω = sT (v). 
for all v, ω ∈ V and s ∈ S. 
 
We will illustrate this situation by some examples. 
 
Example 3.27: Let  
V = 1 2
i i
3 4
5
a ai
a a R
i 0 a a
L L
L x , L L ;0 i 5
L L
=
   
∈ ≤ ≤   
   
∑  
and 
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 W = 1 2 3
1 2 3 4 i
4 5 6
a a a
a a a a a R
a a a
L L L
,(L L L L ) L L ;1 i 6
L L L
   
∈ ≤ ≤   
   
  
be two DSm set vector spaces over the set S = R+ ∪ {0} of 
refined labels.  
Choose T : V → W a map such that  
T 
i
5
i
a
i 0
L x
=
 
 
 
∑  = 0 1 2
3 4 5
a a a
a a a
L L L
L L L
 
  
 
 
and  
T 1 2
3 4
a a
a a
L L
L L
 
  
 
 = 
1 2 3 4a a a a
(L L L L ) ; 
 
 T is easily verified to be a DSm set vector linear 
transformation of refined labels.  
 
Example 3.28: Let  
V = 
1 2
3 4
1 3 4
5 6 i
2 5
7 8
9 10
a a
a a
a a a
a a a R
a a
a a
a a
L L
L L
L L L
L L , L L ;1 i 10
L 0 L
L L
L L
  
  
  
   
∈ ≤ ≤     
   
  
  
  
 
and  
W = 1 2
1 2 10 i
3 4
a a
a a a a R
a a
L L
,(L ,L ,...,L ) L L ;1 i 10
L L
   
∈ ≤ ≤   
   
 
be two DSm set vector spaces of refined labels over the set S = 
Z+ ∪ {0}. 
Define a map T : V → W by  
T 1 3 4
2 5
a a a
a a
L L L
L 0 L
  
    
  
 = 
1 2
4 6
a a
a a
L L
L L
 
  
 
. 
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and 
T 
1 2
3 4
5 6
7 8
9 10
a a
a a
a a
a a
a a
L L
L L
L L
L L
L L
  
  
  
  
  
  
  
  
  
 = 
1 2 10a a a
(L ,L ,...,L )  
 
T is a DSm set linear transformation of V into W.  
 Now we can define T to be set DSm linear operator if  
V = W. 
 
We will just illustrate this situation by some examples.  
 
Example 3.29: Let  
 
( )1 2i 1 2 3 4
3 4
15
a ai
a a a a a
i 0 a a
L L
V L x , ,4 4 refined label matrix, L ,L ,L ,L
L L
=
  
= ×   
  
∑
}ia RL L ;0 i 15∈ ≤ ≤  be a DSm set vector space of refined labels 
on the set S = 3Z+ ∪ {0}.  
Define T : V → V by  
T 
i
15
i
a
i 0
L x
=
 
 
 
∑  = 
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
a a a a
a a a a
a a a a
a a a a
L L L L
L L L L
L L L L
L L L L
 
 
 
 
 
 
 
, 
 
T 1 2
3 4
a a
a a
L L
L L
  
    
  
 = ( )1 2 3 4a a a aL ,L ,L ,L , 
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T 
0 2 3 4
5 6 7 8
9 10 11 12
13 14 15 1
a a a a
a a a a
a a a a
a a a a
L L L L
L L L L
L L L L
L L L L
  
  
  
  
  
  
  
 = 
i
15
i
a
i 0
L x
=
 
 
 
∑  
and 
T ( ( )1 2 3 4a a a aL ,L ,L ,L ) = 1 2
3 4
a a
a a
L L
L L
 
  
 
; 
then T is a DSm set linear operator on the set vector space of 
refined labels V over the set S. We see as in case of usual vector 
spaces study the algebraic structure enjoyed by the set of all set 
linear transformations from V to W. Likewise the reader is 
expected to study the algebraic structure enjoyed by the set of 
all set linear operators of V to V of the DSm set vector space of 
refined labels over the set S. 
Now having seen examples of them we can proceed onto define 
the notion of DSm set linear algebraic of refined labels over the 
set S or set linear algebra of refined labels over the set S. 
 
DEFINITION 3.5: Let V be a DSm set vector space of refined 
labels over the set S. If V is closed with respect to the operation 
of addition and if for s ∈ S and v, w ∈ V we have s (v + w) = sv 
+ sw then we define V to be a DSm set linear algebra of refined 
labels over the set S.  
 
We will first illustrate this situation by some examples. 
 
Example 3.30: Let  
V = 
1 2
3 4 i
5 6
a a
a a a R
a a
L L
L L L L ;1 i 6
L L
  
   
∈ ≤ ≤  
  
    
 
be a DSm set linear algebra of refined labels over the set S = Z+ 
∪ {0}.  
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Example 3.31: Let  
V = 
i i
8
i
a a R
i 0
L x L L ;0 i 8
=
 
∈ ≤ ≤ 
 
∑  
be a set linear algebra of refined labels over the set S = 5Z+ ∪ 
3Z+ ∪ {0}. 
 
Example 3.32: Let  
W = 
i i
i
a a R
i 0
L x L L ;0 i
∞
=
 
∈ ≤ ≤ ∞ 
 
∑  
be a set linear algebra of refined labels over the set S = 7Z+ ∪ 
3Z+ ∪ 8Z+ ∪ {0}. 
 
Now we have the following theorem. 
 
THEOREM 3.1: Let V be a set linear algebra of refined labels 
over the set S. V is a set vector space of refined labels over the 
set S. However if V is a set vector space of refined labels V need 
not in general be a set linear algebra of refined labels over S.  
  
The proof is direct and hence is left as an exercise to the reader.  
Now we will give examples of set linear subalgebras of 
refined labels.  
 
Example 3.33:  Let  
V = 
i i
20
i
a a R
i 0
L x L L
=
 
∈ 
 
∑  
be a set linear algebra of refined labels over the set S = 3Z+ ∪ 
{0}. Let  
W = 
i i
10
i
a a R
i 0
L x L L
=
 
∈ 
 
∑  ⊆ V; 
W is a set linear subalgebra of V of refined labels over R. 
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Example 3.34: Let  
V = 
1 2
3 4
5 6 i
7 8
9 10
a a
a a
a a a R
a a
a a
L L
L L
L L L L ;1 i 10
L L
L L
  
  
  
  
∈ ≤ ≤  
  
  
  
  
 
be a set linear algebra of refined labels over the set S = Q+ ∪ 
{0}. Choose  
W = 
1
2
3 i
4
5
a
a
a a R
a
a
L 0
0 L
0 L L L ;1 i 5
L 0
L 0
  
  
  
  
∈ ≤ ≤  
  
  
  
  
 ⊆ V. 
W is a set linear subalgebra of refined labels over the set S = Q+ 
∪ {0} of V.  
 
Example 3.35: Let  
M = 
1 2 3
4 5 6
i
7 8 9
10 11 12
a a a
a a a
a R
a a a
a a a
L L L
L L L
L L ;1 i 12
L L L
L L L
  
  
  
∈ ≤ ≤  
  
  
  
 
be a set linear algebra of refined labels over S = Q+ ∪ {0}.  
Choose  
W = 
1 2
3
i
4 5
6
a a
a
a R
a a
a
L 0 L
0 L 0
L L ;1 i 6
L 0 L
0 L 0
  
  
  
∈ ≤ ≤  
  
  
  
 ⊆ M. 
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W is a set linear subalgebra of refined labels over the set S = Q+ 
∪ {0}. 
 
Now having seen examples of set linear subalgebras of refined 
labels and set vector subspaces of refined labels we now 
proceed onto define subset linear subalgebras of a set linear 
algebra of refined labels and subset vector subspaces of set 
vector spaces of refined labels over a subset of the set over 
which these structures are defined. 
 
DEFINITION 3.6: Let V be a DSm set linear algebra of refined 
labels over the set S. Let W ⊆ V be a proper subset of V and T ⊆ 
S be a proper subset of S. If W is a DSm set linear algebra of 
refined labels over the set T; then we define W to be a DSm 
subset linear subalgebra of refined labels over the subset T of S 
of the set linear algebra V over S. 
 
We can define analogously define subset vector subspaces 
of a refined labels of a set vector space of refined labels defined 
over the set S. 
 We will illustrate both the situations by some examples. 
 
Example 3.36: Let  
1
1 2 3 4
2
i 5 6 7 8 i
3
9 10 11 12
4
a
a a a a
8
ai
a a a a a a R
i 0 a
a a a a
a
L
L L L L
L
V L x , L L L L , L L ;0 i 12
L
L L L L
L
=
  
   
   
= ∈ ≤ ≤   
   
     
  
∑
be a set vector space of refined labels over the set S = Z+ ∪ {0}.  
Choose  
W = 
1
i i
2
a
5
i
a a R
i 0a
L
0
, L x L L ;0 i 5
L
0
=
  
  
   ∈ ≤ ≤  
  
    
∑  ⊆ V 
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and T = 8Z+ ∪ {0} ⊆ Z+ ∪ {0} = S; clearly W is a subset vector 
subspace of V of refined labels over the subset T of S. 
 
Example 3.37: Let  
1 2
3
1 3 5 71 2 i
4
3 4 2 4 6 8
5
6
a a
a
a a a aa a a R
a
a a a a a a
a
a
L L
0 L
L L 0 L L 0L L L L ;
L 0M , ,
L L L L 0 L 0 L 1 i 8
0 L
L 0
  
  
  
   ∈  
=         ≤ ≤      
  
    
 
be a set vector space of refined labels over the set S = Q+ ∪{0}. 
Let  
W = 
1
1
2 i
2
3
a
a
a a R
a
a
L 0
0 0
L 0
L 0, L L ;1 i 3
L 0
0 0
L 0
  
  
      ∈ ≤ ≤               
 ⊆ V, 
 
be a subset vector subspace of refined labels over the subset T =  
Z+ ∪ {0} ⊆ Q+ ∪ {0} = S. 
 
Example 3.38: Let  
V = 
i i
25
i
a a R
i 0
L x L L ;0 i 25
=
 
∈ ≤ ≤ 
 
∑  
be a set linear algebra of refined labels over the set S = 3Z+ ∪ 
5Z+ ∪ 7Z+ ∪ {0}. Let  
W = 
i i
10
i
a a R
i 0
L x L L ;0 i 10
=
 
∈ ≤ ≤ 
 
∑  ⊆ V; 
W is a subset linear subalgebra of V over the subset T = 3Z+ ∪ 
7Z+ ∪ {0} ⊆ S of refined labels.  
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Example 3.39: Let  
V = 
1 2 3
4
5 6
i
7 8 9
10
a a a
a
a a
a R
a a a
a
L L L
0 L 0
L 0 L
L L ;1 i 10
0 0 0
L L L
0 L 0
  
  
  
  
   ∈ ≤ ≤      
      
 
be a set linear algebra of refined labels over the set S = Q+ ∪ 
{0}.  
Consider  
W = 
1
2 3
i
a
a a
a R
0 0 0
0 L 0
L 0 L
L L ;1 i 3
0 0 0
0 0 0
0 0 0
  
  
  
     ∈ ≤ ≤ 
  
  
  
    
 ⊆ V, 
 
W is a subset linear subalgebra of refined labels of V over the 
subset T = 3Z+ ∪ 5Z+ ∪ 7Z+ ∪ {0} of S = Q+ ∪ {0}. 
 
 Now for set linear algebras of refined labels we can define 
the notion of set linear transformations and set linear operator. 
 We will just give one or two examples interested reader is 
expect to study them as it is only direct.  
 
Example 3.40: Let  
V = 
i i
7
i
a a R
i 0
L x L L ;0 i 7
=
 
∈ ≤ ≤ 
 
∑  
be a set linear algebra of refined labels over the set S = Q+ ∪ 
{0}.  
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W = 
1 2
3 4
i
5 6
7 8
a a
a a
a R
a a
a a
L L
L L
L L ;1 i 8
L L
L L
  
  
  
∈ ≤ ≤  
  
  
  
 
 
be a set linear algebra of refined labels over the set S = Q+ ∪ 
{0}.  
Define T : V → W where  
T (v) = T 
i
7
i
a
i 0
L x
=
 
 
 
∑  = 
1 2
3 4
5 6
7 8
a a
a a
a a
a a
L L
L L
L L
L L
 
 
 
 
 
 
 
 
where v ∈ V.  
It is easily verified T is a set linear transformation of V 
into W of refined label vector spaces. 
 
Example 3.41:  Let  
1 2 3 4 5 i
6 7 8 9 10
a a a a a a Ra b
c d a a a a a a b c d R
L L L L L L L ;1 i 10,L L
V ,
L L L L L L L L ,L ,L ,L L
   ∈ ≤ ≤  
=       ∈    
 
be a set vector space of refined labels over the set S = Q+ ∪ {0}.  
W = ( )i 1 2 3 4 5 6 i
9
i
a a a a a a a a R
i 0
L x , L L L L L L L L ;0 i 9
=
 
∈ ≤ ≤ 
 
∑  
be a set vector space of refined labels over the set S = Q+ ∪ {0}. 
Define T : V → W by  
T a b
c d
L L
L L
  
  
  
= (La, Lb, 0, 0, Lc, Ld) 
and  
T ( 1 2 3 4 5
6 7 8 9 0
a a a a a
a a a a a
L L L L L
L L L L L
 
  
 
) = 
i
9
i
a
i 0
L x
=
∑ . 
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T is a set linear transformation of V into W of refined labels 
over the set S = Q+ ∪ {0}. 
It is pertinent to mention here that all set linear 
transformation of V into W need not be invertible. Likewise we 
can define this notion for set linear algebra of refined labels. 
 
Now we proceed onto define the notion of DSm semigroup 
vector space of refined labels defined over the semigroup S and 
discuss a few of its properties.  
 
DEFINITION 3.7: Let V be a DSm set vector space over the set S 
if S is an additive semigroup and if the following conditions 
hold good. 
(a) sv ∈ V for all s ∈ S and v ∈ V. 
(b) 0.v. = 0 ∈ V for all v ∈ V and 0 ∈ S, 0 is zero vector. 
(c) (s1 + s2) v = s1 v + s2 v for all s1, s2 ∈ S and v ∈ V. 
Then we define V to be a DSm semigroup vector space over the 
semigroup S of refined labels.  
 
We will illustrate this situation by some examples. 
 
Example 3.42:  Let  
V = i
i
a b c20
a a b c d e fi
a d e f
i 0 g h k R
g h k
L L L L ,L ,L ,L ,L ,L ,L ,
L x , L L L
L ,L ,L L ;0 i 20
L L L=
  
  
   ∈ ≤ ≤  
  
∑  
be a DSm semigroup vector space of refined labels over the 
semigroup S = 7Z+ ∪ {0}.  
 
Example 3.43: Let  
V = 
1 2
1 2 3 43 4
i
5 6 7 8
13 14
a a
a a a aa a
a R
a a a a
a a
L L
L L L LL L
, L L ;1 i 14
L L L L
L L
  
  
   
∈ ≤ ≤     
   
  
  
 
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be a semigroup vector space of refined labels over the 
semigroup S = Q+ ∪ {0}. 
 
Example 3.44: Let 
( )
1 2 3 4 5
6 7 8 9 101 2 3
i
11 12 13 14 154 5 6 1 2 3
16 17 18 19 207 8 9
21 22 23 24 25
a a a a a
a a a a aa a a
a R
a a a a aa a a a a a
a a a a aa a a
a a a a a
L L L L L
L L L L LL L L
L L ;
L L L L LV L L L , , L L L
1 i 25
L L L L LL L L
L L L L L
  
  
   
∈   
=     ≤ ≤        
    
 
be a semigroup vector space of refined labels over the 
semigroup S = Z+ ∪ {0}. 
 
Example 3.45: Let  
V = 
1 2
3
4
5 1 2 3 4
i
6 5 6 7 8
7
8
9
a a
a
a
a a a a a
a R
a a a a a
a
a
a
L L
0 L
L 0
0 L L L L L
, L L ;1 i 9
L 0 L L L L
0 L
L 0
0 L
  
  
  
  
  
       ∈ ≤ ≤  
     
  
  
  
  
    
 
be a semigroup vector space of refined labels over the 
semigroup S = 5Z+ ∪ {0}. 
  
Now we can define substructures of two types. 
 
DEFINITION 3.8: Let V be a semigroup vector space of refined 
labels over the semigroup S under addition with zero. If W ⊆ V 
(W is proper subset of V) is a semigroup vector space of refined 
labels over the semigroup S then we define W to be a semigroup 
vector subspace of V over the semigroup S. If W ⊆ V is such 
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that for some subsemigroup T ⊆ S, W is a semigroup vector 
subspace of refined labels of V over the subsemigroup T of S 
then we define W to be subsemigroup vector subspace of 
refined labels over the subsemigroup T of the semigroup S. 
 
We will illustrate this by some simple examples. 
 
Example 3.46: Let  
1
21 2 3 4
3i 5 6 7 8 i
49 10 11 12
5
a
aa a a a
20
i
aa a a a a a R
i 0
aa a a a
a
L
LL L L L
LV L x , L L L L , L L ;0 i 12
LL L L L
L
=
  
  
   
   
= ∈ ≤ ≤   
   
     
    
∑
be a DSm semigroup vector space of refined labels over the 
semigroup S = Z+ ∪ {0}. 
 Consider  
W = 
1
i i
2
a20
i
a a R
i 0
a
0
L
L x , L L ;0 i 200
L
0
=
  
  
  
   ∈ ≤ ≤ 
  
  
    
∑  ⊆ V 
be a DSm semigroup vector subspace of refined labels of V over 
the semigroup S = Z+ ∪ {0}. 
 P = 
1
1 2 2
3 4 i3
5 6
a
a a a
a a a Ra
a a
L
L 0 L 0 L
0 L 0 L , L L ;1 i 6L
L 0 L 0 0
0
  
         ∈ ≤ ≤               
 
be a DSm semigroup vector subspace of refined labels over the 
semigroup S of V. 
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Example 3.47: Let  
V = 
1 2
3
4 1 2 3 4
i
5 5 6 7
6 8 9 10 11
7
8
a a
a
a a a a a
a R
a a a a
a a a a a
a
a
L L
0 L
L 0 L 0 L 0 L 0 L
L L ;
0 L , 0 L 0 L 0 L 0
1 i 11
L 0 L 0 L 0 L 0 L
0 L
L 0
  
  
  
       ∈      
  ≤ ≤         
      
 
be a DSm semigroup vector space of refined labels over the 
semigroup S = Q+ ∪ {0}. 
 Consider 
2
3
1 2
i
1 3 4
4 5 6 7
5
a
a
a a
a R
a a a
a a a a
a
0 L
0 L
0 0 L 0 0 0 L0 0
L L ;
0 LW , 0 L 0 0 0 L 0
1 i 7
L 0 L 0 L 0 0 0 L
0 0
L 0
  
  
  
    
   ∈   =   
≤ ≤    
     
  
  
    
 
⊆ V, W is a DSm semigroup vector subspace of refined labels 
over the semigroup S = Q+ ∪ {0}. 
 
Example 3.48: Let  
V = 
1 2 31 2
i
3 4 1 2 3 4 5 6 4 5 6
5 6 7 8 9
a a aa a
a R
a a a a a a a a a a a
a a a a a
L L LL L
L L ;
L L ,(L L L L L L ) L L L
1 i 9
L L L L L
    
 ∈    
    
≤ ≤    
        
 
 
be a DSm semigroup vector space of refined labels over the 
semigroup S = Z+ ∪ {0}.  
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 Consider 
1
2 1 2 3 4 i
3
a
a a a a a a R
a
L 0
W 0 L ,(L ,L ,0,0, L ,L ) L L ;1 i 4
0 L
  
   
= ∈ ≤ ≤  
  
    
 
⊆ V and P = 8Z+ ∪ {0} ⊆ S; P is a subsemigroup of the 
semigroup S and W is a semigroup vector space of refined 
labels over the semigroup P. Hence W is a DSm subsemigroup 
vector subspace of refined labels V over the subsemigroup P of 
S. 
 
Example 3.49:  Let  
1 2 3
4 5 6
7 8 9 1 2 3 4 5
10 11 12 6 7 8 9 10 11 12 13 14
13 14 15 15 16 17 18
16 17 18
19 20 21
a a a
a a a
a a a a a a a a
a a a a a a a a a a a a
a a a a a a a
a a a
a a a
L L L
L L L
L L L L 0 L 0 L 0 L 0 L
L L LV , L L L L L L L L L
L L L 0 L 0 L 0 L 0 L 0
L L L
L L L
 
 
 
       
=  
         
 
  
ia R
L L∈ ; 1 ≤ i ≤ 21} be a DSm semigroup vector space of 
refined labels over the semigroup S = Q+ ∪ {0}. 
 Consider  
W = 
1 2
3
4 5 2 4 6
i
6 1 5 7
7 8 3
9
10 11
a a
a
a a a a a
a R
a a a a
a a a
a
a a
L 0 L
0 L 0
L 0 L 0 0 L 0 L 0 0 0 L
L L ;
0 L 0 , 0 L 0 0 0 L 0 L 0
1 i 11
L 0 L 0 0 0 L 0 0 0 0 0
0 L 0
L 0 L
  
  
  
       ∈      
  ≤ ≤  
     
  
  
    
 ⊆ V 
is a DSm subsemigroup vector subspace of refined labels of V 
over the subsemigroup T = Z+ ∪ {0} ⊆ S.  
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Example 3.50: Let  
V = ( )
1 2
3
4
1 2 9 i i
5
6
7
8
a a
a
8a i
a a a a a R
a i 0
a
a
a
L L
0 L
0 0
L 0
, L , L ,...,L , L x L L ;0 i 80 L
L 0
0 L
L 0
=
  
  
  
  
  
     ∈ ≤ ≤ 
  
  
  
  
  
    
∑  
be a DSm semigroup vector space of refined labels over the 
semigroup S = Z+ ∪ {0}.  
Consider  
( )
1
2 i
i 1 2 3 4 5
3
4
a
4
a a Ri
a a a a a a
i 0
a
a
L 0
0 0
0 0
L 0 L L ;
W L x , L 0L 0 L 0 L 0 L ,
0 0 0 i 5
L 0
0 0
L 0
=
  
  
  
  
  
 ∈  
=   
≤ ≤  
  
  
  
  
   
∑   
⊆ V be a DSm subsemigroup vector subspace of refined labels 
over the subsemigroup P = 8Z+ ∪ {0} ⊆ S of V over S. 
 Now we just define the notion of DSm semigroup linear 
algebra of refined labels over the semigroup S.  
 
 If V be a DSm semigroup vector space of refined labels 
over the semigroup S. If V is itself a semigroup under addition 
with zero then we define V to be a DSm semigroup linear 
algebra of refined labels over the semigroup S. 
 
 We will illustrate this situation by some examples. 
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Example 3.51: Let  
V = 
1 2
3 4
i
5 6
7 8
a a
a a
a R
a a
a a
L L
L L
L L ;1 i 8
L L
L L
  
  
  
∈ ≤ ≤  
  
  
  
 
be a semigroup linear algebra of refined labels over the 
semigroup S = Z+ ∪ {0}. 
 
Example 3.52: Let  
V = 
1 2
3 4
5 6
7 8
i
9 10
11 12
13 14
15 16
a a
a a
a a
a a
a R
a a
a a
a a
a a
L L
L L
L L
L L
L L ;1 i 16
L L
L L
L L
L L
  
  
  
  
  
  
   ∈ ≤ ≤ 
  
  
  
  
  
    
 
be a semigroup linear algebra of refined labels over the 
semigroup S = R+ ∪ {0}. 
 
Example 3.53: Let  
V = 
i i
25
i
a a R
i 0
L x L L ;0 i 25
=
 
∈ ≤ ≤ 
 
∑  
be a semigroup linear algebra of refined labels over the 
semigroup S = Z+ ∪ {0}. 
 
THEOREM 3.2: Let V be a DSm semigroup linear algebra of 
refined labels over the semigroup S. V is a DSm semigroup 
vector space of refined labels over the semigroup S. If V is a 
DSm semigroup vector space of refined labels over the 
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semigroup S then in general V is not DSm semigroup linear 
algebra of refined labels over the semigroup S.  
 
The proof is direct and hence is left as an exercise for the reader 
to prove. 
 
Example 3.54:  Let  
V = 
1 2
i 3 4 1 2 8 i
5 6
a a8
i
a a a a a a a R
i 0
a a
L L
L x , L L ,(L ,L ,..., L ) L L ;0 i 8
L L
=
  
   
∈ ≤ ≤  
  
    
∑  
 
be a DSm semigroup vector space of refined labels over the 
semigroup S = Z+ ∪ {0}.  
Let  
1
i
1 2 3 4 i 2
3
a3
a Ri
a a a a a a
i 0
a
L 0
L L ;
W (L 0 L 0 L 0 L 0), L x , 0 L
0 i 4
L 0
=
  
 ∈  
=   
≤ ≤  
    
∑  
⊆ V. W is only a pseudo DSm set vector subspace of refined 
labels over the set P = 3Z+ ∪ 8Z+ ∪ 13Z+ ∪ {0} ⊆ Z+ ∪ {0} = S 
of V. 
 
Example 3.55: Let  
V = 
1
1 22
i i
3 4
15
a
20
a aa i
a a R
i 0 a a
a
L
L LL
, L x , L L ;0 i 20
L L
L
=
  
  
   
∈ ≤ ≤   
    
    
∑

 
 
be a DSm semigroup vector space of refined labels over the 
semigroup S = Z+ ∪ {0}.   
Consider  
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1
2
3
4
1 2
i i
5
6
7
8
a
a
a
a
10
a ai
a a R
i 0
a
a
a
a
L
0
L
0
L
0
L
L L
0W L x , , L L ;0 i 10
0 0
L
0
L
0
L
0
L
=
  
  
  
  
  
  
  
  
  
  
  
  
   
= ∈ ≤ ≤                               
∑
 
 
⊆ V, W is a pseudo DSm set vector subspace of refined labels 
of V over the set P = {3Z+ ∪ 2Z+ ∪ 11Z+ ∪ {0} ⊆ S. 
 
Example 3.56: Let  
V = 
1 2
3 4
5 6 i
7 8
9 10
a a
a a
a a a R
a a
a a
L L
L L
L L L L ;1 i 10
L L
L L
  
  
  
  
∈ ≤ ≤  
  
  
    
 
be a DSm semigroup linear algebra of refined labels over the 
semigroup S = Q+ ∪ {0}. 
Let  
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W = 
1
2
3 i
4
5
a
a
a a R
a
a
L 0
0 L
L 0 L L ;1 i 5
0 L
L 0
  
  
  
  
∈ ≤ ≤  
  
  
    
 ⊆ V, 
be a DSm semigroup linear subalgebra of refined labels over the 
semigroup S = Q+ ∪ {0}. 
 
Example 3.57: Let  
V = 
i i
28
i
a a R
i 0
L x L L ;0 i 28
=
 
∈ ≤ ≤ 
 
∑  
be a DSm semigroup linear algebra over the semigroup S = Q+ 
∪ {0}. Consider  
W = 
i i
12
i
a a R
i 0
L x L L ;0 i 12
=
 
∈ ≤ ≤ 
 
∑  ⊆ V 
is a DSm semigroup linear subalgebra of refined labels over the 
semigroup S of V. 
 
Example 3.58: Let  
V = 
1 2 3
4 5 6
i
7 8 9
10 11 12
a a a
a a a
a R
a a a
a a a
L L L
L L L
L L ;1 i 12
L L L
L L L
  
  
  
∈ ≤ ≤  
  
  
  
 
be a DSm semigroup linear algebra of refined labels over the 
semigroup S = Z+ ∪ {0}.  
W = 
1 2
3
i
4 5
6
a a
a
a R
a a
a
L 0 L
0 L 0
L L ;1 i 6
L 0 L
0 L 0
  
  
  
∈ ≤ ≤  
  
  
  
 ⊆ V, 
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be a DSm semigroup linear subalgebra of refined labels of V 
over the semigroup S. 
 
Example 3.59:  Let V = {All 10 × 10 refined labels from LR} be 
a DSm semigroup linear algebra of refined labels over the 
semigroup S = R+ ∪ {0}. Let W = {10 × 10 diagonal matrices 
with entries from LR} ⊆ V be the DSm semigroup linear 
subalgebra of refined labels over the semigroup S = R+ ∪ {0} of 
V. 
 We can see for these semigroup linear algebras of refined 
labels also we can define the notion of pseudo DSm subset 
linear subalgebra of refined labels. This task is left as an 
exercise to the reader. However we give examples of them. 
 
Example 3.60: Let  
V = 
1 2
3 4
5 6
i
7 8
9 10
11 12
a a
a a
a a
a R
a a
a a
a a
L L
L L
L L
L L ;1 i 12
L L
L L
L L
  
  
  
  
   ∈ ≤ ≤  
  
  
  
    
 
be a DSm semigroup linear algebra of refined labels over the 
semigroup S = Z+ ∪ {0}. Consider T = 3Z+ ∪ 2Z+ ∪ 7Z+ ∪ {0} 
⊆ S a proper subset of S. Take  
W = 
1
2
3
i
4
5
6
a
a
a
a R
a
a
a
L 0
0 L
L 0
L L ;1 i 6
0 L
L 0
0 L
  
  
  
  
   ∈ ≤ ≤  
  
  
  
    
 ⊆ V, 
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W is a pseudo DSm set linear subalgebra of refined labels over 
the set T of S of V. 
 
Example 3.61:  Let  
V = 
i i
140
i
a a R
i 0
L x L L ;0 i 140
=
 
∈ ≤ ≤ 
 
∑  
be a DSm semigroup linear algebra of refined labels over the 
semigroup S = Q+ ∪ {0}. Consider  
W = 
i i
20
i
a a R
i 0
L x L L ;0 i 20
=
 
∈ ≤ ≤ 
 
∑  ⊆ V, 
W is a pseudo DSm subset linear subalgebra of V over the 
subset T = 17Z+ ∪ 19Z+ ∪ {0} ⊆ S. 
 
Example 3.62:  Let  
V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 
be a DSm semigroup linear algebra of refined labels over the 
semigroup S = Z. Consider T = 3Z+ ∪ 5Z ⊆ S a proper subset of 
S. Take  
W = 
1 2
3 i
4 5
a a
a a R
a a
L 0 L
0 L 0 L L ;1 i 5
L 0 L
  
   
∈ ≤ ≤  
  
    
 ⊆ V, 
W is a pseudo DSm linear subalgebra of refined labels of V 
over the subset T of S. 
 Now having seen examples we can define linear 
transformation linear operator on these structures in an 
analogous way with appropriate modifications. 
 However we recall just the notion of generating subset. Let 
V be a DSm semigroup of vector space of refined labels over 
the semigroup S. Let T = {v1, v2, …, vn} ⊆ V be a subset of V 
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we say T generates the semigroup vector space of refined labels 
V over S if every element v ∈ V can be got as v = svi; vi ∈T, s 
∈ V. We can as in case of set vector spaces define the notion of 
direct union or sum and just sum or union or pseudo direct 
union of subspaces in case of semigroup vector space of linear 
algebras or semigroup linear algebra of refined labels over the 
semigroup S.  
 Let V be a semigroup vector space (linear algebra) of 
refined labels over the semigroup S. Suppose W1, W2, …, Wn be 
n semigroup vector subspaces (linear subalgebra) of refined 
labels over the semigroup S, such that V = ∪ Wi, and Wi ∩ Wj 
= φ or {0} if i ≠ j then we say V is the direct union of the 
semigroup vector subspaces (linear subalgebras) of the 
semigroup vector space (or linear algebra) of refined labels over 
the semigroup S.  
 
We will illustrate this situation by some examples. 
 
Example 3.63: Let  
1
2 1 2 i
i 1 2 9
3 3 4
4
a
5
a a a a Ri
a a a a
i 0 a a a
a
L
L L L L L ;
V L x , ,(L , L ,...,L ),
L L L 0 i 9
L
=
  
  
  ∈  
=       ≤ ≤   
  
  
∑   
be a semigroup vector space of refined labels over the 
semigroup S = Z. Consider  
W1 = i i
5
i
a a R
i 0
L x L L ;0 i 5
=
 
∈ ≤ ≤ 
 
∑  ⊆ V,  
W2 = 
1
2
i
3
4
a
a
a R
a
a
L
L
L L ;1 i 4
L
L
  
  
  
∈ ≤ ≤  
  
  
  
 ⊆ V,  
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W3 = { }1 2 9 ia a a a R(L , L ,...,L ) L L ;1 i 9∈ ≤ ≤  
and  
W4 = 1 2 i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤   
   
 ⊆ V 
be the four semigroup vector subspaces of V of refined labels 
over the semigroup S = Z. Cleary V = 
4
i
i 1
W
=
∪  and Wi ∩ Wj = φ if 
i ≠ j,  1 ≤ i, j ≤ 4. 
 
 Thus V is a direct union of W1, W2, W3 and W4 over S. 
 
Example 3.64: Let  
1 2
1 2 3
1 2 3 4 53 4
4 5 6
6 7 8 9 10
7 8 9
21 22
a a
a a a
a a a a aa a
a a a
a a a a a
a a a
a a
L L
L L L
L L L L LL L
V , , L L L
L L L L L
L L L
L L
 
  
    
=       
    
     
 
 
}ia RL L ;1 i 22∈ ≤ ≤ be a DSm semigroup vector space of refined 
labels over the semigroup S = 3Z+ ∪ {0}.  
Consider  
W1 = 
1 2
3 4
i
21 22
a a
a a
a R
a a
L L
L L
L L ;1 i 22
L L
  
  
  
∈ ≤ ≤  
  
    
 
 ⊆ V 
a DSm semigroup vector subspace of refined labels over the 
semigroup S.  
W2 = 1 2 3 4 5 i
6 7 8 9 10
a a a a a a R
a a a a a
L L L L L L L ;
L L L L L 1 i 10
   ∈ 
    ≤ ≤   
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⊆ V be a DSm semigroup vector subspace of V of refined labels 
over the semigroup S.  
W3 = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 ⊆ V 
be a DSm semigroup vector subspace of V of refined labels over 
the semigroup S. Clearly V = ∪ Wi = W1 ∪ W2 ∪ W3 and Wi ∩ 
Wj = φ, if i ≠ j; 1 ≤ i, j ≤ 3. 
 Suppose we have a DSm semigroup vector space of refined 
labels V over the semigroup S. Let W1, W2, …, Wn be 
semigroup vector subspaces of refined labels of V over the 
semigroup S such that V = 
n
i
i 1
W
=
∪  with Wi ∩ Wj ≠ φ or {0} if i ≠ 
j; 1 ≤ i, j ≤ n, then we define V to be a pseudo direct sum of 
semigroup vector subspaces of refined labels of V over the 
semigroup S. 
 
We will illustrate this situation by some examples.  
 
Example 3.65: Let  
 
1 2 23
1 2 3 4
1 2 33 4 24
i 5 6 7 8
4 5 6
9 10 11 12
21 22 33
a a a
a a a a
20
a a aa a ai
a a a a a
i 0 a a a
a a a a
a a a
L L L
L L L L
L L LL L L
V L x , , , L L L L
L L L
L L L L
L L L
=
  
   
     
=      
      
    
 
∑
  
 
}ia RL L ;0 i 33∈ ≤ ≤  be a semigroup vector space of refined 
labels over the semigroup S = Q. Consider the following 
semigroup vector subspaces of V over the semigroup S.  
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W1 = 
i i
20
i
a a R
i 0
L x L L ;0 i 20
=
 
∈ ≤ ≤ 
 
∑  ⊆ V, 
W2 = 
1 2 23
3 4 24
i
21 22 33
a a a
a a a
a R
a a a
L L L
L L L
L L ;1 i 33
L L L
  
  
  
∈ ≤ ≤  
  
  
  
  
 ⊆ V, 
 
W3 = 1 2 3
i
4 5 6
a a a
a R
a a a
L L L
L L ;1 i 6
L L L
   
∈ ≤ ≤  
    
 ⊆ V 
and  
W4 = 
1 2 3 4
5 6 7 8 i
9 10 11 12
a a a a
a a a a a R
a a a a
L L L L
L L L L L L ;1 i 12
L L L L
  
   
∈ ≤ ≤  
  
    
 ⊆ V 
be the four semigroup vector subspaces of refined labels of V 
over the semigroup S = Q. V = W1 ∪ W2 ∪ W3 ∪ W4 and Wi ∩ 
Wj = φ if i ≠ j 1 ≤ i, j ≤ 4. 
 
Example 3.66: Let   
 
1
1 2 2
i
i 3 4 1 2 123
5 6
10
a
a a a8
a Ri
a a a a a aa
i 0
a a
a
L
L L L
L L ;
V L x , L L , , (L ,L ,...,L )L
0 i 12
L L
L
=
  
  
   
  ∈  
=     ≤ ≤     
    
    
∑

 
 
⊆ V be a semigroup vector subspace of V of refined labels over 
the semigroup S = Q.  
Consider  
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i 1 2 10 11 12 i
8
i
1 a a a a a a a R
i 0
W L x ,(L ,L ,0,0,...,0,L ,L ,L ) L L ;0 i 12
=
 
= ∈ ≤ ≤ 
 
∑
 be a semigroup vector subspace of refined labels over the 
semigroup S of V.  
W2 = 
1
2
1 2 12 i3
10
a
a
a a a a Ra
a
L
L
,(L ,L ,...,L ) L L ;1 i 12L
L
  
  
  
   ∈ ≤ ≤  
  
  
    

 ⊆ V  
be a semigroup subspace of V of refined labels over the 
semigroup S.   
W3 = 
1 2
3 4 i i
5 6
a a
4
i
a a a a R
i 0
a a
L L
L L , L x L L ;0 i 5
L L
=
  
   
∈ ≤ ≤  
   
   
∑  ⊆ V 
be a semigroup vector subspace of refined labels of V over the 
semigroup S. 
 Clearly V = W1 ∪ W2 ∪ W3 but Wi ∩ Wj ≠ φ or (0) for i ≠ j 
and 1 ≤ i, j ≤ 3. 
 Hence V is the pseudo direct sum of subspaces of refined 
labels of V over S. Next we proceed onto define the notion of 
group linear algebra of refined labels and group vector space of 
refined labels over a group G. 
 
DEFINITION 3.9: Let V be a set with zero of refined labels which 
is non empty and G be a group under addition. We say V is a 
group vector space of refined labels over the group G if the 
following conditions are true 
(i) For every v ∈ V and g ∈ G vg and gv are in V 
(ii) 0.v = 0 for every v ∈ V and 0 ∈ G. 
 
We will give some examples before we proceed onto define 
substructures in them. 
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Example 3.67:  Let  
 
V = 
i 1 2 20 i
9
i
a a a a a R
i 0
L x ,(L ,L ,...,L ) L L ;0 i 20
=
 
∈ ≤ ≤ 
 
∑  
 
 be a group vector space of refined labels over the group G = Q. 
 
Example 3.68: Let  
 
V = 
1
1 22
1 2 21 3 4 i3
5 6
25
a
a aa
a a a a a a Ra
a a
a
L
L LL
,(L ,L ,...,L ), L L L L ;1 i 25L
L L
L
  
  
   
    ∈ ≤ ≤   
    
   
    

 
be a group vector space of refined labels over the group G = R.  
 
Example 3.69: Let  
 
1 11 21 31
1 2 3
2 12 22 32 i
i 4 5 6
7 8 9
10 20 30 40
a a a a
a a a
8
a a a a a Ri
a a a a
i 0
a a a
a a a a
L L L L
L L L
L L L L L L ;
V L x , , L L L
0 i 40
L L L
L L L L
=
  
   
∈   
=     ≤ ≤   
      
∑
   
be a group vector space of refined labels over the group G = Z. 
 
 Now we will give some examples of substructures likes 
subvector spaces, pseudo set subvector spaces pseudo 
semigroup subvector spaces and subgroup vector subspaces of a 
group vector space of refined labels over a group G.   
However the definition is a matter of routine and hence is 
left as an exercise to the reader. 
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Example 3.70: Let  
 
V =
1 2 3 4 5
i
i 6 7 8 9 10
11 12 13 14 15
a a a a a
25
a Ri
a a a a a a
i 0
a a a a a
L L L L L
L L ;
L x , L L L L L
0 i 25
L L L L L
=
  
 ∈  
  
≤ ≤  
    
∑  
 
 be a group vector space of refined labels over the group G = Z. 
 
W = 
1 4
i 2 5 i
3 6
a a
10
i
a a a a R
i 0
a a
L 0 0 0 L
L x , L 0 0 0 L L L ;0 i 10
L 0 0 0 L
=
  
   
∈ ≤ ≤  
  
    
∑  ⊆ V 
 a group vector subspace of refined labels of V over the group G 
= Z. 
 Let  
P = 
1 2
i 4 i
3 5
a a5
i
a a a R
i 0
a a
L 0 0 L 0
L x , 0 0 L 0 0 L L
L 0 0 0 L
=
  
   
∈  
  
    
∑  ⊆ V 
is a pseudo set vector subspace of refined labels of V over the 
set S = 3Z+ ∪ 5Z+ ∪ {0} ⊆ Z = G. 
 
 Consider  
M = 
i i
20
i
a a R
i 0
L x L L ;0 i 20
=
 
∈ ≤ ≤ 
 
∑  ⊆ V, 
M is a pseudo semigroup vector subspace of refined labels over 
the semigroup S = 3Z+ ∪ {0} ⊆ Z = G. 
 Let  
T = 
1 4 7
i 3 6 i
2 5 8
a a a
15
i
a a a a R
i 0
a a a
L 0 L 0 L
L x , 0 L 0 L 0 L L ;0 i 15
L 0 L 0 L
=
  
   
∈ ≤ ≤  
  
    
∑  
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⊆ V be the subgroup vector subspace of V of refined labels over 
the subgroup H = 2Z ⊆ Z = G. 
 
Example 3.71: Let  
 
1 15
2 16
1 2 3
i
4 5 6 1 2 11
7 8 9
14 28
a a
a a
a a a
a R
a a a a a a
a a a
a a
L L
L L L L L
L L ;
. .V , L L L ,(L ,L ,...,L )
1 i 28. .
L L L
. .
L L
  
  
       ∈   =   
  ≤ ≤  
     
  
    
  
 
be a group linear subalgebras refined labels over the group G = 
R.   
Consider  
W = 
1 2 11 1 2 i
3 4
a a a a a a R
a a
0 0 0
(L ,L ,...,L ), L L 0 L L ;1 i 11
L 0 L
  
   
∈ ≤ ≤  
  
    
 
 
⊆ V be a group vector subspace of refined labels over the group 
G = R. 
 
 Take  
P = 
1
2
1
i
2 3 1 2 11
4
14
a
a
a
a R
a a a a a
a
a
L 0
L 0 L 0 0
L L ;
. .
, L 0 L ,(L ,L ,...,L )
. . 1 i 14
0 L 0
. .
L 0
  
  
    
   ∈      
  ≤ ≤  
     
  
    
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⊆ V, P is a pseudo semigroup set vector subspace of refined 
labels over the semigroup R+ ∪ {0} ⊆ G = R.  
 
 Consider   
 
1
2
i
1 2 4 5 6 7
14
a
a
a R
a a a a a a
a
0 L
0 L
L L ;
. .M ,(L ,0,L ,0,L ,0,L ,0,L ,0,L )
. . 1 i 14
. .
0 L
  
  
  
   ∈  =  
  ≤ ≤ 
  
  
    
 
 
⊆ V, M is a pseudo set vector subspace of V of refined labels 
over the subgroup H = Q ⊆ R = G.  However V is not a simple 
group vector space of refined labels over the group G = R.  
 
 Now we can define the notion of linear transformation of 
group vector spaces V and W of refined labels over the group G.  
If W = V we call the linear transformation as a linear operator.  
 
 Now we define group linear algebra of refined labels over 
the group G and illustrate them with examples. 
 
DEFINITION 3.10:  Let V be a group vector space of refined 
labels over the group G.  If V itself is a group under addition 
and  
a(v1 + v2) = av1 + av2 
and  
(a1 + a2) v = a1v + a2v 
for all v, v1, v2 ∈ V and a, a1, a2 ∈ G then we define V to be a 
group linear algebra of refined labels over the group G. 
 
We will illustrate this situation by some examples.  
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Example 3.72: Let  
V = 
i i
25
i
a a R
i 0
L x L L ;0 i 25
=
 
∈ ≤ ≤ 
 
∑  
be a group linear algebra of refined labels over the group G = Z. 
 
Example 3.73: Let  
 
V = 
1 2
3 4
5 6 i
7 8
9 10
a a
a a
a a a R
a a
a a
L L
L L
L L L L ;1 i 10
L L
L L
  
  
  
  
∈ ≤ ≤  
  
  
    
 
 
be a group linear algebra of refined labels over the group G = R. 
 
Example 3.74 : Let M = {All 20 × 20 matrices with entries 
from LR} be a group linear algebra of refined labels over the 
group G = Q.  
 
Example 3.75: Let  
 
W =  
1 11
2 12
i
10 20
a a
a a
a R
a a
L L
L L
L L ;1 i 20. .
. .
L L
  
  
  
   ∈ ≤ ≤          
 
 
be a group linear algebra of refined labels over the group R = G. 
 
 Now we have the following interesting observation.  
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THEOREM 3.3: Let V be a group linear algebra of refined 
labels over the group G, then V is a group vector space of 
refined labels over the group G.  On the other hand if V is a 
group vector space of refined labels over the group G then V 
need not in general be a group vector space of refined labels 
over the group G. 
 
 The proof is direct and hence left as an exercise for the 
reader to prove. 
 
 We say as in case of semigroup vector spaces when a proper 
subset P of a group G is a linearly independent set. 
 
 Let V be a group vector space of refined labels over the 
group G.  P ⊆ V be a proper subset of V; we say if for any pair 
of elements p1, p2 ∈ p (p1 ≠ p2) p1 = a p2 or p2 = a′ p1 for some a, 
a′ in G then we say P is a linearly dependent set.  If for no pair 
of elements p1, p2 in P we have p1 = a p2 or p2 = a′ p1 then we 
say P is a linearly independent subset of V.  
 
Example 3.76: Let V be a group linear algebra where  
 
V = 1 2
i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤   
   
 
 
over the group R = G.   
Consider  
 
P = 11 2 1 2 1
2
aa a b b a
a
L 0L L L L L 0
, , ,
0 L0 0 0 0 0 0
        
        
        
 ⊆ V. 
 
P is a linearly dependent subset of V over the group G. 
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Example 3.77: Let  
 
V = 
1
2
i 1 2 8 i3
12
a
a20
i
a a a a a Ra
i 0
a
L
L
L x , , (L ,L ,...,L ) L L ;0 i 20L
L
=
  
  
  
   ∈ ≤ ≤  
  
  
    
∑

 
 
be a group vector space of refined labels over the group G = Z. 
 
 Consider  
P = 
i 1 2 8 i
10
i
a a a a a R
i 0
L x (L ,L ,...,L ) L L
=
 
∈ 
 
∑  ⊆ V. 
P is a linearly dependent subset of V. 
For 
1 2 8 1 2 8a a a a a a
(L ,L ,...,L ) a(L ,L ,...,L )′ ′ ′=  
for a ∈ G.  
i ja a
L ,L′ ∈ LR. 
 
Example 3.78: Let  
V = { }1 2 9 ia a a a R(L ,L ,...,L ) L L ;1 i 9∈ ≤ ≤  
be a group linear algebra of refined labels over the group G = Q. 
 Consider  
P = {(
1a
L , 0, …, 0), (0, 
2a
L , 0, …, 0), 
(0, 0, 
3a
L , 0, …, 0), (0, 0, 0, 0, …, 
8a
L , 0), 
(0, 0, …, 0, 
9a
L ) 
where 
ia
L  ∈ LR; 1 ≤ i ≤ 9} ⊆ V.  P is a linearly independent 
subset of V. 
 
 Now having seen the concept of linearly dependent and 
independent set one can with appropriate modifications build 
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linear transformations and linear operators on group vector 
spaces of refined labels over the group G. 
 
 Also the notions of direct sum and pseudo direct sum in 
case of group vector spaces of refined labels can be easily 
obtained without difficulty. 
 
Example 3.79: Let  
 
V = 
1 2 3
i
i 1 2 7 4 5 6
7 8 9
a a a9
a Ri
a a a a a a a
i 0
a a a
L L L
L L ;
L x ,(L ,L ,...,L ), L L L
0 i 10
L L L
=
  
 ∈  
  
≤ ≤  
    
∑  
 
be group vector space of refined labels over the group G. 
 
 Consider 
W1 = 
i i
9
i
a a R
i 0
L x L L ;0 i 9
=
 
∈ ≤ ≤ 
 
∑  ⊆ V, 
 
W2 = { }1 2 7 ia a a a R(L ,L ,...,L ) L L ;1 i 7∈ ≤ ≤  ⊆ V 
and  
 
W3 = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 ⊆ V 
 
be group vector subspaces of V of refined labels over the group 
G.   
 
Clearly V = W1 ∪ W2 ∪ W3; Wi ∩ Wj = φ ; i ≠ j 1 ≤ i, j ≤ 3 
so in a direct sum or union. 
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Example 3.80: Let  
 
V = 
1 2 3
4 5 6 1 3 5 7 1 2 i
i
3 47 8 9 2 4 6 8
10 11 12
a a a
8
a a a a a a a a a a Ri
a
i 0 a aa a a a a a a
a a a
L L L
L L L L L L L L L L L ;
L x , , ,
L LL L L L L L L 0 i 12
L L L
=
  
  
    ∈   
         ≤ ≤    
  
   
∑  
be a group vector space of refined labels over the group G = R.  
Consider  
 
W1 = 1
i i
2
8
ai
a a R
i 0 a
L 0
L x , L L ;0 i 8
0 L
=
   
∈ ≤ ≤   
   
∑  ⊆ V 
 
is a group vector subspace of refined labels of V over R = G.   
 
W2 = 1 3 5 71 2
i
3 4 2 4 6 8
a a a aa a
a R
a a a a a a
L L L LL L
, L L ;1 i 8
L L L L L L
    
∈ ≤ ≤      
     
 
 
⊆ V is again a group vector subspace of V of refined labels over 
the group G = R.   
 
W3 = 
1 2 3
4 5 6 1
i
10 11 12
a a a
a a a a
a R
a a a
L L L
L L L L 0
, L L ;1 i 12
0 0
L L L
  
  
   
∈ ≤ ≤   
   
  
  
  
 ⊆ V 
 
be a group vector subspace of V of refined labels over the group 
G. Clearly V = W1 ∪ W2 ∪ W3; Wi ∩ Wj ≠ φ ; i ≠ j, 1 ≤ i, j ≤ 3. 
Thus V is only a pseudo direct sum. 
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Example 3.81: Let  
 
V = 
i i
i
a a R
i 0
L x L L
∞
=
 
∈ 
 
∑  
 
be a group linear algebra of refined labels over the group G = Q.   
Let  
W1 = 
i i
120
i
a a R
i 0
L x L L
=
 
∈ 
 
∑  ⊆ V, 
 
W2 = 
i i
2001
i
a a R
i 121
L x L L
=
 
∈ 
 
∑  ⊆ V 
and  
W3 = 
i i
i
a a R
i 2002
L x L L
∞
=
 
∈ 
 
∑  ⊆ R 
 
be group linear subalgebras of refined labels of V over the 
group G = Q.   
 
Clearly V = 
3
i
i 1
W
=
∪  with Wi ∩ Wj = φ ; i ≠ j 1 ≤ i, j ≤ 3.  
 
Example 3.82: Let  
 
V = 
1 2 3
4 5 6
7 8 9 i
10 11 12
13 14 15
a a a
a a a
a a a a R
a a a
a a a
L L L
L L L
L L L L L ;1 i 15
L L L
L L L
  
  
  
  
∈ ≤ ≤  
  
  
    
 
 
be a group linear algebra of refined labels over the group G = R.  
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Consider  
 
W1 = 
1 2 3
i
4 5 6
a a a
a R
a a a
L L L
0 0 0
L L ;1 i 60 0 0
0 0 0
L L L
  
  
  
   ∈ ≤ ≤ 
  
  
    
 ⊆ V, 
 
W2 = 
1 2 3
i
4 5 6
a a a
a R
a a a
0 0 0
L L L
L L ;1 i 60 0 0
0 0 0
L L L
  
  
  
   ∈ ≤ ≤ 
  
  
    
 ⊆ V, 
 
W3 = 
1 2 3
4 5 6
i
a a a
a a a
a R
L L L
L L L
L L ;1 i 60 0 0
0 0 0
0 0 0
  
  
  
   ∈ ≤ ≤ 
  
  
    
 ⊆ V 
and  
 
W4 = 
1 2 3
4 5 6 i
7 8 9
10 11 12
a a a
a a a a R
a a a
a a a
0 0 0
L L L
L L L L L ;1 i 12
L L L
L L L
  
  
  
   ∈ ≤ ≤  
  
  
    
 ⊆ V 
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be group linear subalgebras of refined labels of V over the 
group G = R.  Clearly Wi ∩ Wj ≠ φ ; i ≠ j 1 ≤ i, j ≤ 4 and V = W1 
+ W2 + W3 + W4.   Thus V is a pseudo direct sum of group 
linear subalgebras of V over the group G. 
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Chapter Four 
 
 
 
 
DSM SEMIVECTOR SPACE OF REFINED 
LABELS 
 
 
 
 In this chapter we for the first time introduce the notion of 
semivector space of refined labels, semifield of refined labels 
and so on. 
 It is pertinent to state that in the DSm field of refined labels 
if we take only positive half of reals with 0 say R+ ∪ {0} and 
find  
R {0}
rL r R {0}
m 1+
+
∪
 
= ∈ ∪ 
+ 
 
then we see ( )R {0}L , ,+ ∪ + ×  to be the DSm semifield of refined 
labels. Clearly {0}RL + ∪  is isomorphic with R
+
 ∪ {0} and a label 
is equivalent to a positive real number since for a fixed m ≥ 1 
we have for every La ∈ R {0}L + ∪  there exists a unique r ∈ R
+
 ∪ 
{0}, r = a
m 1+
 such that La = r and reciprocally for every r in R+ 
∪ {0} there exists a unique La in R {0}L + ∪ ; La = Lr(m+1) such that r 
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= La [34-5]. Further ( R {0}L + ∪ , +, ×, .) where for every ‘.’ is a 
scalar multiplication α ∈ R+ ∪ {0} and Lr ∈ R {0}L + ∪  we have 
α.Lr = Lα.r = α.r/m+1 = 
r
.
m 1
α
+
 is a semilinear algebra of 
refined labels over the semifield R+ ∪ {0} called DSm 
semilinear algebra of refined labels. 
 
 We will define some more concepts. 
 Consider X = { }1 2 n ia a a a R {0}(L ,L ,...,L ) L L ;1 i n+ ∪∈ ≤ ≤ ; X is 
a DSm semiring of refined labels. X is not a semifield as it has 
zero divisors. However X is a commutative semiring with unit. 
 If we take Y = { }1 2 n ita a a a R {0}(L ,L ,...,L ) L L + ∪∈  then Y is 
not a semiring as product is not defined, but Y is a commutative 
semigroup under addition. 
 Consider  
P = 
1 2
3 4
i
n 1 n
a a
a a
a R {0}
a a
L L
L L
L L ;1 i n
L L
+
−
∪
  
  
  
∈ ≤ ≤  
  
    
 
 
be a semigroup under addition P is not a DSm semiring as 
product cannot be defined on P. But if take  
M = ( ){ }ij ija a R {0}n nL L L + ∪× ∈ ; 
M is a semiring which is not commutative and is not a 
semifield.  
 Now let  
S = 
i i
i
a a R {0}
i 0
L x L L +
∞
∪
=
 
∈ 
 
∑ ; 
S is a semiring under usual addition and multiplication. Infact S 
is a semifield. 
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 Now we will define DSm semivector spaces and DSm 
semilinear algebras over the semifield. It is pertinent to mention 
here that 
R {0}L + ∪  the semifield is isomorphic with the semifield 
R+ ∪ {0}. 
 
 
DEFINITION 4.1: Let V be a semigroup of refined labels with 
respect to addition with identity zero. S be a semifield. If V is a 
semivector space over S then we define V to be DSm semivector 
space of refined labels over S (For more about semivector 
spaces refer ). 
 
We illustrate this situation by some examples. 
 
Example 4.1: Let V = (
R {0}L + ∪ ) be the DSm semivector space 
of refined labels over the semifield Q+ ∪ {0}. 
 
Example 4.2: Let  
M = 
1
2 i
3
a
a a R {0}
a
L
L L L
L
+ ∪
  
   
∈  
  
    
 
is a DSm semivector space of refined labels over the semifield  
S = Z+ ∪ {0}. 
 
Example 4.3: Let  
K = 
1 2
3 4
i
15 16
a a
a a
a R {0}
a a
L L
L L
L L ;1 i 16
L L
+ ∪
  
  
  
∈ ≤ ≤  
  
    
 
 
is the DSm semivector space of refined labels over the semifield 
S = Z+ ∪ {0}. 
 It is interesting to note K is not a semivector space over Z. 
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Example 4.4: Let  
M = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R {0}
a a a
L L L
L L L L L ;1 i 9
L L L
+ ∪
  
   
∈ ≤ ≤  
  
    
 
be a DSm semivector space of refined labels over the semifield  
S = Z+ ∪ {0}. 
 
Example 4.5: Let  
P = 
i i
25
i
a a R {0}
i 0
L x L L ;0 i 25+ ∪
=
 
∈ ≤ ≤ 
 
∑  
be a DSm semivector space of refined labels over the semifield 
S = Q+ ∪ {0}. 
 
 Now we say a DSm semivector space of refined labels V 
over the semifield Q+ ∪ {0} is a semilinear algebra if on V we 
can define a product and a (v1, v2) = (av1) v2 for every a ∈ Q+ ∪ 
{0} (any semifield) and v1, v2 ∈ V.  
 
We will give some examples of DSm semilinear algebra of 
refined labels over a semifield. 
 
Example 4.6: Let  
V = 
i i
i
a a R {0}
i 0
L x L L +
∞
∪
=
 
∈ 
 
∑  
be a DSm semilinear algebra of refined labels over the semifield 
S = Z+ ∪ {0}. 
 
Example 4.7: Let M = { }1 2 20 ia a a a R {0}(L ,L ,...,L ) L L ;1 i 20+ ∪∈ ≤ ≤  
be a semilinear algebra of refined labels over the semifield Q+ ∪ 
{0}. 
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Example 4.8: Let  
T = 
1 2 3 4
5 6 7 8
i
9 10 11 12
13 14 15 16
a a a a
a a a a
a R {0}
a a a a
a a a a
L L L L
L L L L
L L ;1 i 16
L L L L
L L L L
+ ∪
  
  
   
∈ ≤ ≤  
  
  
   
 
be a DSm semilinear algebra of refined labels over the semifield 
S = R+ ∪ {0}. 
 It is interesting to see all DSm semivector spaces in general 
are not DSm semilinear algebras of refined labels. For we see 
examples 4.2, 4.3 and 4.5 are DSm semivector spaces of refined 
labels but are not DSm semilinear algebras over their respective 
semifields.  
In view of this we have the following theorem the proof of 
which is direct and hence is left as an exercise to the reader. 
 
THEOREM 4.1: Let V be a DSm semilinear algebra of refined 
labels over the semifield S. V is a DSm semivector space of 
refined labels over the semifield S. Suppose V is a DSm 
semivector space of refined labels over the semifield S then V 
need not in general be a DSm semilinear algebra over S. 
 
Now as in case of DSm linear algebras of refined labels we can 
define substructures and transformations in DSm semivector 
spaces and DSm semivector spaces over a semifield S. 
 
Example 4.9: Let V be a semivector space of refined labels 
given by  
1 2 3 4 5
6 7 8 9 10 i
11 12 13 14 15
a a a a a
a a a a a a R {0}
a a a a a
L L L L L
L L L L L L L ;1 i 15
L L L L L
+ ∪
  
   
∈ ≤ ≤  
   
   
 
over the semifield S = R+ ∪ {0}.  
Consider 
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W = 
1 2 3
4 5 i
6 7 8
a a a
a a a R {0}
a a a
L 0 L 0 L
0 L 0 L 0 L L ;1 i 8
L 0 L 0 L
+ ∪
  
   
∈ ≤ ≤  
   
   
 
⊆ V is a semivector subspace of refined labels over S = R+ ∪ 
{0} of V.  
 
Example 4.10: Let  
V = 
1
2
i
20
a
a
a R {0}
a
L
L
L L ;1 i 20
L
+ ∪
  
  
  
∈ ≤ ≤  
  
  
  

 
be a DSm semivector space of refined labels over the semifield 
S = Q+ ∪ {0}. 
W = 
1
2
i
18
20
a
a
a R {0}
a
a
L
0
L
L L
L
0
L
+ ∪
  
  
  
  
   
  ∈ 
  
  
  
      
  ⊆ V; 
W is a DSm semivector subspace of refined labels over S.  
 
Example 4:11: Let  
V = 1 2
i
3 4
a a
a R {0}
a a
L L
L L ;1 i 4
L L + ∪
   
∈ ≤ ≤   
   
 
be a DSm semilinear algebra of refined labels over the semifield 
S = Z+ ∪ {0}. 
 Consider  
 139
P = 1
i
2
a
a R {0}
a
L 0
L L ;1 i 2
0 L + ∪
   
∈ ≤ ≤   
   
 ⊆ V, 
P is a DSm semilinear subalgebra of refined labels over the 
semifield S = Z+ ∪ {0}. 
 
Example 4.12: Let  
M = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R {0}
a a a
L L L
L L L L L ;1 i 9
L L L
+ ∪
  
   
∈ ≤ ≤  
  
    
 
be a DSm semilinear algebra of refined labels over the semifield 
S = Q+ ∪ {0}. Consider  
P = 
1 2 3
i
a a a
a R {0}
L L L
0 0 0 L L ;1 i 3
0 0 0
+ ∪
  
   
∈ ≤ ≤  
  
   
 ⊆ M; 
P is a DSm semilinear subalgebra of refined labels over the 
semifield S = Q+ ∪ {0}. 
 
Example 4.13: Let  
W = 
i i
25
i
a a R {0}
i 0
L x L L + ∪
=
 
∈ 
 
∑  
be a DSm semivector space of refined labels over the semifield 
S = Q+ ∪ {0}. Clearly W is only a DSm semivector space of 
refined labels over S = Q+ ∪ {0}. Further W is not a DSm 
semilinear algebra of refined labels over S.  
Now  
T = 
i i
10
i
a a R
i 0
L x L L
=
 
∈ 
 
∑  ⊆ W; 
T is a DSm semivector subspace of refined labels over S = Q+ ∪ 
{0}. 
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Example 4.14: Let V =
i i
i
a a R {0}
i 0
L x L L +
∞
∪
=
 
∈ 
 
∑  
be a DSm semivector space of refined labels over F = Z+ ∪ {0}. 
V is also a DSm semilinear algebra of refined labels over F = Z+ 
∪ {0}. Consider  
T = 
i i
i
a a R {0}
i 0
L x L L +
∞
∪
=
 
∈ 
 
∑  ⊆ V; 
T is a DSm semilinear algebra of refined labels over F = Z+ ∪ 
{0}. Now consider V to be a DSm semilinear algebra (vector 
space) of refined labels over the semifield S. Let W ⊆ V be a 
DSm semilinear subalgebra (vector subspace) of refined labels 
over the subsemifield P ⊆ S. We call W to be a DSm semilinear 
subalgebra of refined labels over the subsemifield P of S. 
 
 We will illustrate this by some simple examples. 
 
Example 4.15: Let  
V = 
1 2 3
4 5 6
7 8 9 i
10 11 12
13 14 15
a a a
a a a
a a a a R {0}
a a a
a a a
L L L
L L L
L L L L L ;1 i 15
L L L
L L L
+ ∪
  
  
  
  
∈ ≤ ≤  
  
  
    
 
be a DSm semivector space of refined labels over the semifield 
S = Q+ ∪ {0}.  
Consider  
M = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R {0}
a a a
L L L
0 0 0
L L L L L ;1 i 9
0 0 0
L L L
+ ∪
  
  
  
   ∈ ≤ ≤          
 ⊆ V, 
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M is a DSm semivector subspace of refined labels over the 
subsemifield T = Z+ ∪ {0} ⊆ S = Q+ ∪ {0}. 
 
Example 4.16: Let  
V = 
i i
i
a a R {0}
i 0
L x L L +
∞
∪
=
 
∈ 
 
∑  
be a DSm semilinear algebra of refined labels over the semifield 
S = R+ ∪ {0}. Consider  
W = 
i i
2i
a a R {0}
i 0
L x L L +
∞
∪
=
 
∈ 
 
∑  ⊆ V, 
W is a subsemifield semilinear subalgebra of refined labels over 
the subsemifield T = Z+ ∪ {0} ⊆ R+ ∪ {0} = S. 
 
Example 4.17: Let  
V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R {0}
a a a
L L L
L L L L L ;1 i 9
L L L
+ ∪
  
   
∈ ≤ ≤  
  
    
 
be a DSm semilinear algebra of refined labels over the semifield 
S = Z+ ∪ {0}. 
 V has no subsemifield linear subalgebras of refined labels 
but has DSm semilinear subalgebras. For take  
P = 
1 2 3
4 5 i
6
a a a
a a a R {0}
a
L L L
0 L L L L
0 0 L
+ ∪
  
   
∈  
  
    
 ⊆ V; 
P is a DSm semilinear subalgebra of V over the semifield S = Z+ 
∪ {0}. 
 Now having seen substructures we can write the DSm 
semivector space as a direct union or direct sum of semivector 
subspaces as well as pseudo direct sum or union of DSm 
semivector subspaces. Consider V the semivecctor space of 
refined labels over the semifield S. Suppose W1, W2, …, Wt be t 
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DSm semivector subspaces of V such that V = 
t
i
i 1
W
=
∪  with Wi ∩ 
Wj = φ or (0) if i ≠ j, 1≤ i, j ≤ t. 
 V is a direct sum of semivector subspaces of refined labels 
over the semifield S. If V = 
t
i
i 1
W
=
∪  where W1, W2, …, Wt are 
semivector subspaces of refined labels over the semifield S and 
if Wi ∩ Wj ≠φ if i ≠ j, 1≤ i, j ≤ t then we define V to be a pseudo 
direct sum or pseudo direct union of semivector subspaces of V 
over S. 
 
 We will first illustrate this situation by some examples.  
 
Example 4.18: Let  
V = 
1 2
3 4
i
5 6
7 8
a a
a a
a R {0}
a a
a a
L L
L L
L L ;1 i 8
L L
L L
+ ∪
  
  
   
∈ ≤ ≤  
  
  
   
 
be a DSm semivector space of refined labels over the field S = 
R+ ∪ {0}.  
Consider  
W1 = 
1 2
i
a a
a R {0}
L L
0 0 L L ;1 i 2
0 0
0 0
+ ∪
  
  
   ∈ ≤ ≤  
      
 ⊆ V, 
 
W2 = 2 1 i
3 4
a a
a R {0}
a a
0 0
L L
L L ;1 i 4
0 0
L L
+ ∪
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V 
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and  
W3 = i
1 2
a R {0}
a a
0 0
0 0
L L ;1 i 2
L L
0 0
+ ∪
  
  
   ∈ ≤ ≤  
      
 ⊆ V; 
be a DSm semivector subspaces of V over the semifield S = R+ 
∪ {0}. 
 Clearly V = W1 ∪ W2 ∪ W3 and  
Wi ∩ Wj = 
0 0
0 0
0 0
0 0
 
 
 
 
 
 
 
if i ≠ j,  1 ≤ i, j ≤ 3. 
Take  
P1 = 
1 2
i
3
a a
a R {0}
a
L L
0 0
L L ;1 i 3
L 0
0 0
+ ∪
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V, 
 
P2 = 1 2 i
3
a a
a R {0}
a
0 0
L L
L L ;1 i 3
L 0
0 0
+ ∪
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V, 
 
P3 = 2 i
1 3
a
a R {0}
a a
0 0
0 L
L L ;1 i 3
0 0
L L
+ ∪
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V 
and  
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P4 = 
1
i
2 3
a
a R {0}
a a
L 0
0 0
L L ;1 i 3
L L
0 0
+ ∪
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V 
 
be DSm semivector subspaces of refined labels of V over S = 
R+ ∪ {0}.  
Clearly V = 
4
i
i 1
W
=
∪ ; Wi ∩ Wj ≠ 
0 0
0 0
0 0
0 0
 
 
 
 
 
 
 if i ≠ j, 1 ≤ i, j ≤ 4. 
Thus V is a pseudo direct sum of DSm semivector subspaces of 
refined labels over the semifield S = R+ ∪ {0}. 
 
Example 4.19: Let  
V = 1 2
i
3 4
a a
a R {0}
a a
L L
L L ;1 i 4
L L + ∪
   
∈ ≤ ≤  
    
 
be a DSm semivector space of refined labels over the semifield  
S = Z+ ∪ {0}. Consider  
W1 = 1 i
a
a R {0}
0 L
L L
0 0
+ ∪
   
∈  
   
 ⊆ V, 
W2 = 1 i
a
a R {0}
L 0
L L
0 0
+ ∪
   
∈  
   
⊆ V, 
W3 = i
1
a R {0}
a
0 0
L L
L 0 + ∪
   
∈  
   
 ⊆ V 
and  
W4 = i
1
a R {0}
a
0 0
L L0 L + ∪
   
∈  
   
 ⊆ V 
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are DSm semilinear subalgebras of V of refined labels over the 
semifield S = R+ ∪ {0}. Now  
V = 
4
i
i 1
W
=
∪  with Wi ∩ Wj = 
0 0
0 0
 
 
 
 
if i ≠ j, 1≤ i,  j ≤ 4. Hence V is a direct sum of semivector 
subspaces. 
 Consider  
P1 = 1 2 i
a a
a R {0}
L L
L L ;1 i 2
0 0
+ ∪
   
∈ ≤ ≤  
   
 ⊆ V, 
 
P2 = 1
1 2
2
a
a a R {0}
a
0 L
L ,L L
L 0 + ∪
   
∈   
   
 ⊆ V, 
 
P3 = 
1 2
1 2
a a R {0}
a a
0 0
L ,L L
L L + ∪
   
∈  
   
 ⊆ V, 
 
P4 = 1 2
1 2
3
a a
a a R {0}
a
L L
L ,L L ;1 i 3
L 0 + ∪
   
∈ ≤ ≤   
   
 ⊆ V 
and  
P5 = 1
1 2
2
a
a a R {0}
a
L 0
L ,L L
0 L + ∪
   
∈   
   
 ⊆ V 
are not DSm semilinear subalgebras but only pseudo DSm 
semivector subspaces of V and  
V = 
5
i
i 1
P
=
∪  with Pi ∩ Pj ≠ 
0 0
0 0
 
 
 
 
if i ≠ j, 1≤ i, j ≤ 5. Thus V is a pseudo direct sum of pseudo 
semivector subspaces of V over the semifield R+ ∪ {0} = S. 
 
Example 4.20: Let  
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V = 
1 2
3 4
5 6 i
7 8
9 10
a a
a a
a a a R {0}
a a
a a
L L
L L
L L L L ;1 i 10
L L
L L
+ ∪
  
  
  
  
∈ ≤ ≤  
  
  
    
 
be a DSm semivector space of refined labels over the semifield 
S = Z+ ∪ {0}.  
Consider  
W1 = 
1 2
3 4
5 6 i
7 8
9 10
a a
a a
a a a R {0}
a a
a a
L L
L L
L L L L ;1 i 10
L L
L L
+ ∪
  
  
  
  
∈ ≤ ≤  
  
  
    
 
be a DSm semivector space of refined labels over the semifield 
S = Z+ ∪ {0}.  
Consider  
W1 = 
1 2
3
i
a a
a
a R {0}
L L
L 0
L L ;1 i 30 0
0 0
0 0
+ ∪
  
  
  
   ∈ ≤ ≤ 
  
  
    
 ⊆ V, 
 
W2 = 
1 2
i3
a a
aa R {0}
0 0
L L
L L ;1 i 3L 0
0 0
0 0
+ ∪
  
  
  
   ∈ ≤ ≤ 
  
  
    
 ⊆ V, 
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W3 = 
5
6
i
1 2
3 4
a
a
a R {0}
a a
a a
0 L
0 L
L L ;1 i 60 0
L L
L L
+ ∪
  
  
  
   ∈ ≤ ≤  
  
  
    
 ⊆ V, 
 
W4 = 
1
2
i3
4
a
a
aa R {0}
a
L 0
L 0
L L ;1 i 40 L
L 0
0 0
+ ∪
  
  
  
   ∈ ≤ ≤  
  
  
    
 ⊆ V 
and  
W5 = 
1
2 3
i4
5
a
a a
aa R {0}
a
0 L
L L
L L ;1 i 50 L
0 0
L 0
+ ∪
  
  
  
   ∈ ≤ ≤  
  
  
    
 ⊆ V 
 
are DSm semivector subspaces of refined labels of V over the 
semifield S = Z+ ∪ {0}. 
 
Example 4.21: Let  
V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R {0}
a a a
L L L
L L L L L ;1 i 9
L L L
+ ∪
  
   
∈ ≤ ≤  
  
    
 
 
be a DSm semilinear algebra of refined labels over the semifield 
S = Q+ ∪ {0}. 
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 Consider  
W1 = 
1 2 3
i
a a a
a R {0}
L L L
0 0 0 L L ;1 i 3
0 0 0
+ ∪
  
   
∈ ≤ ≤  
  
   
 ⊆ V, 
W2 = 3 3a a R {0}
0 0 0
L 0 0 L L
0 0 0
+ ∪
  
   
∈  
  
   
 ⊆ V, 
W3 = 4 5 4 5a a a a R {0}
0 0 0
0 L L L ,L L
0 0 0
+ ∪
  
   
∈  
  
   
 ⊆ V, 
W4 = i
1 2 3
a R {0}
a a a
0 0 0
0 0 0 L L ;1 i 3
L L L
+ ∪
  
   
∈ ≤ ≤  
  
   
 ⊆ V, 
be a DSm semivector subspaces of V of refined labels over Q+ 
∪ {0} = S. We know  
V = 
4
i
i 1
W
=
∪  ;Wi ∩ Wj = 
0 0 0
0 0 0
0 0 0
 
 
 
 
 
 
or (0) if  i ≠ j, 1≤ i, j ≤ 4. 
 V is a direct sum of DSm semivector subspaces of V of 
refined labels over S. 
 
Example 4.22:  Let V ={ }1 2 10 ia a a a R {0}(L ,L ,...,L ) L L ;1 i 2+ ∪∈ ≤ ≤  
be a semivector space over the semifield S = Z+ ∪ {0}. Let  
M1 = ( ){ }1 2 1 2a a a a R {0}L ,L ,0...0 L ,L L + ∪∈ ⊆ V, 
M2 = { }3 4 3 4a a a a R {0}(0,0,L ,L ,0,0,...,0) L ,L L + ∪∈  ⊆ V, 
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M3 = { }5 6 5 6a a a a R {0}(0,0,0,0L ,L ,0,0,0,0) L ,L L + ∪∈  ⊆ V, 
M4 = { }1 2 1 2a a a a R {0}(0,0,0,0,0,0,0,0,L ,L ) L ,L L + ∪∈  ⊆ V, 
and  
M5 = { }1 2 1 2a a a a R {0}(0,0,...,0,L ,L ,0,0) L ,L L + ∪∈  ⊆ V 
be DSm semivector subspaces of V of refined labels over the 
semifield S = Z+ ∪ {0}. 
 Clearly  
V= 
5
5
i 1
M
=
∪ ; Mi ∩ Mj = (0, 0, 0, …, 0) 
if i ≠ j, 1≤ i,  j ≤ 5. Thus V is a direct sum of DSm semivector 
subspaces of refined labels over the semifield S = Z+ ∪ {0}. 
 
 Now we can define the linear transformation and linear 
operator of DSm semilinear algebras (semivector spaces) over 
the semifield S = Z+ ∪ {0}. 
 
Example 4.23: Let  
M = 1 2
i
3 4
a a
a R {0}
a a
L L
L L ;1 i 4
L L + ∪
   
∈ ≤ ≤  
    
 
be a DSm semivector space of refined labels over the semifield 
S = Z+ ∪ {0}.  
Let  
W = { }1 2 3 4 ia a a a a R {0}(L ,L ,L ,L ) L L ;1 i 4+ ∪∈ ≤ ≤  
be a DSm semilinear algebra of refined labels over the semifield 
S = Z+ ∪ {0}. Let T : M → W be a map such that  
 
T 1 2
3 4
a a
a a
L L
L L
  
  
    
 = 
1 2 2 3 4 3 1 4a a a a a a a a
(L L ,L L ,L L ,L L )+ + + + . 
 
It is easily verified that T is a linear transformation of M to W. 
 150
Example 4.24: Let  
V = 
1 2
3 4
i
5 6
7 8
a a
a a
a R {0}
a a
a a
L L
L L
L L ;1 i 8
L L
L L
+ ∪
  
  
   
∈ ≤ ≤  
  
  
   
 
be a DSm semivector space of refined labels over the semifield 
S = Q+ ∪ {0}. Define a map T : V → V by  
 
T 
1 2
3 4
5 6
7 8
a a
a a
a a
a a
L L
L L
L L
L L
  
  
  
  
  
  
  
 = 
1
3
5
7
a
a
a
a
L 0
L 0
L 0
L 0
 
 
 
 
 
 
 
. 
T is a linear operator on V. 
Suppose  
W = 
1 2
3 4
i
a a
a a
a R {0}
L L
L L
L L ;1 i 4
0 0
0 0
+ ∪
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V 
be a DSm semivector subspace of V of refined labels over S = 
Q+ ∪ {0}. 
 Define T : V → V by  
T 
1 2
3 4
5 6
7 8
a a
a a
a a
a a
L L
L L
L L
L L
  
  
  
  
  
  
  
 = 
1 2
3 4
a a
a a
L L
L L
0 0
0 0
 
 
 
 
 
  
; 
 T is a projection of V onto W and T2 = T. 
 
Consider P a DSm semivector subspace of V where  
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P = 
1 2
i
3 4
a a
a R {0}
a a
L L
0 0
L L ;1 i 4
L L
0 0
+ ∪
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V 
is a DSm semivector subspace of V over S of refined labels.  
Define T : V → V by 
T
1 2
3 4
5 6
7 8
a a
a a
a a
a a
L L
L L
L L
L L
  
  
  
  
  
  
  
 = 
1
2
3
4
a
a
a
a
L 0
L 0
0 L
0 L
 
 
 
 
 
 
 
; 
Clearly T is not a projection of V onto P. 
 Clearly kernel of  
T = 
1
2
i
3
4
a
a
a R {0}
a
a
L 0
L 0
L L ;1 i 4
0 L
0 L
+ ∪
  
  
   
∈ ≤ ≤  
  
  
   
 ⊆ V. 
It can be easily verified ker T is a semivector subspace of 
refined labels of V over S. 
 
 Several properties can be derived for linear transformation 
of DSm semivector spaces refined labels over S. Now having 
defined DSm semivector spaces of refined labels over 
semifields we see most of the properties related with semivector 
spaces can be derived in case of DSm semivector spaces can be 
derived using appropriate modifications. 
 Now we proceed onto study the set of labels L  {L0, L1, 
…, Lm, Lm+1} whose indexes are positive integers between 0 and 
m+1 that is 0 = L0 < L1 < …< Lm < Lm+1 = 1 ≡  1 and Li = 
i
m 1+
 
for i ∈ {0, 1, 2, …, m, m + 1}.  
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THEOREM 4.2: Let 0 = L0 < L1 < …< Lm < Lm+1 = 1 and Li = 
1+
i
m
 for i ∈ {0, 1, 2, …, m, m+1} be the set of labels. L  is a 
chain lattice with ∩ and ∪ (where Li ∩ Lj = min {Li, Lj} and Li 
∪ Lj = max {Li, Lj}). 
 
Proof is direct and hence left as an exercise to the reader. 
 We will now build different algebraic structures using the 
set of labels L . 
 Let us consider the matrix of finite set of labels or ordinary 
labels. H = 
1 tp p
(L ,...,L ) , 0 ≤ pi < m+1 is called the row ordinary 
labels matrix. (L9, L2, L0, L5, L7) where m + 1 > 9 is a row 
ordinary label matrix. 
 Similarly  
C = 
1
2
r
t
t
t
L
L
L
 
 
 
 
 
  

 
where 0 ≤ ti ≤ m+1 is a column ordinary matrix. 
 Likewise 
A = 
1 2 n
11 12 1n
21 22 2n
p p p
L L ... L
L L ... L
L L ... L
 
 
 
 
 
  
  
 
 with Lij ∈ L = {L0, L1, …, Lm, Lm+1}; 0 ≤ i, j ≤ m+1 is a p × n 
ordinary label matrix. If n = p we call A to be a square ordinary 
label matrix. 
 Similarly we can define ii
i
L x∑  where Li ∈ {L0, L1, …, Lm, 
Lm+1} with x a variable or an indeterminate is a polynomial in 
the variable x with ordinary labels as coefficients. We can now 
define operations on them and give some algebraic structures on 
them. 
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Let V = ( ){ }1 n ia a a 0 1 2 m m 1L ,...,L L {L ,L ,L ,...,L ,L };1 i n+∈ ≤ ≤  
be the set of all 1 × n row ordinary label matrix. V is a 
semigroup under the operation max or min or is a semilattice 
(and a semigroup). Infact V is not a chain lattice.  
 Let  
M = 
1
2
i
r
a
a
a 0 1 2 m m 1
a
L
L
L {L ,L ,L ,...,L ,L };1 i r
L
+
  
  
  
∈ ≤ ≤  
  
    

 
M is also a semilattice / semigroup under ∩ (or ∪). 
 Consider  
P = 
1 2 n
11 12 1n
21 22 2n ij 0 1 m 1
p p p
L L ... L
L L ... L L {L ,L ,...,L ;
0 i, j m 1
L L ... L
+
  
  
∈  
   ≤ ≤ +  
    
  
 
be the collection of p × n ordinary label matrices. P under ∪ and 
∩ are semilattices or semigroups. 
 Similarly we can say  
P = 
i i
i
a a 1 2 m m 1
i
L x L {0,L ,L ,...,L ,L }+
 
∈ 
 
∑  
are semigroups under ∩ or ∪. 
 We now show how the operations ∪ and ∩ are defined on P 
for one operation alone cannot be defined on P. Consider p(x) = 
L0 x + L5 + L2 x8 + L3 x4 and q(x) = L2 + L1 x2 + L0 x3 in P. 
p(x) ∩ q(x)  = (L5 + L0 x + L3 x4 + L2x8) ∩ (L2 + L1x2 + L0x3)  
= L5 ∩ L2 + L0 ∩ L2 x L3 ∩ L2 x4 + L2 ∩ L2 x8 + L5 ∩ 
L1x2 + L0 ∩ L1 (x ∩ x2) + L3 ∩ L1 (x4 ∩ x2) + L2 ∩ 
L1(x8 ∩ x2) + L5 ∩ L0 x3 + L0 ∩ L0 (x ∩ x3) + (L3 ∩ L0) 
x
4
 ∩ x3) + (L2 ∩ L0) x8 ∩ x3 
=  L2 + L0 x + L2 x4 + L2 x8 + L1 x2 + L0 x + L1 x2 + L1x2 + 
L0 x3 + L0 x + L0 x3 + L0 x3 = L2 + (L0 + L0 + L0) x +  
(L1 + L2 + L1) x2 + (L0 + L0 + L0) x3 + L2 x4 + L2 x8. 
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The set P cannot be identity L0 + L0 + L0 or L1 + L2 + L1 so we 
use ‘∪’ as the operation L0 + L0 = L0 ∪ L0 = L0. 
 L0 + L0 + L0 = L0 and L1 + L2 + L1 = L1 ∪ L2 + L1 = L2 ∪ L1 
= L2. Thus p (x) q (x) = L2 + L0 x + L2 x2 + L0 x3 + L2 x4 + L2 x8. 
Now this element is recognalizable by P. Thus P is a 
semiring or a semifield under ∪ and ∩.  
 
We will illustrate all these by some examples. 
 
Example 4.25: Let L = {L0, L1, …, Lm, Lm+1} be a semigroup 
under ‘∪’ L is a DSm semivector space of ordinary labels over 
the semifield {0, 1}. 
 
Example 4.26: Let L = {L0, L1, …, Lm, Lm+1} be a semigroup 
under ‘∩’. L is a DSm semivector space of ordinary labels over 
the semifield S = {0, 1} (S is lattice). 
 
Example 4.27: Let  
W = ( ){ }1 2 3 4 ia a a a a 0 1 2 m m 1L ,L ,L ,L L {L ,L ,L ,...,L ,L };1 i 4+∈ ≤ ≤  
be a DSm semivector space over S = {0, 1} where (W, ∪) is a 
semigroup (That if  
x = ( )1 2 3 4a a a aL ,L ,L ,L  and y = ( )1 2 3 4b b b bL ,L ,L ,L  
 in W then  
x ∪ y = ( )1 1 2 2 3 3 4 4a b a b a b a bL L ,L L ,L L ,L L∪ ∪ ∪ ∪  
is in W. 
 
Example 4.28: Let  
M = 
1
2
i
3
4
b
b
b 0 1 2 m m 1
b
b
L
L
L {0 L ,L ,L ,...,L ,L };1 i 4
L
L
+
  
  
   
∈ = ≤ ≤  
  
  
   
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be a semigroup under ∩. M is a DSm semivector space of 
ordinary labels over S = {0, 1} the semifield for  
1 ∩ 
1
2
3
4
a
a
a
a
L
L
L
L
 
 
 
 
 
 
 
 = 
1
2
3
4
a
a
a
a
L
L
L
L
 
 
 
 
 
 
 
 
and  
0 ∩ 
1
2
3
4
a
a
a
a
L
L
L
L
 
 
 
 
 
 
 
 = 
0
0
0
0
 
 
 
 
 
 
. 
 
Example 4.29: Let  
L = 1 2
i
3 4
a a
a 0 1 2 m m 1
a a
L L
L {0 L ,L ,L ,...,L ,L 1}
L L +
   
∈ = =  
    
 
be a semigroup under ‘∪’. L is a DSm semivector space of 
refined labels over the semifield S = {0, 1}. 
 
Example 4.30: Let  
M = 
1 2 3
4 5 6
7 8 9
i
10 11 12
13 14 15
16 17 18
a a a
a a a
a a a
a 0 1 m m 1
a a a
a a a
a a a
L L L
L L L
L L L
L {0 L ,L ,...,L ,L };1 i 18
L L L
L L L
L L L
+
  
  
  
  
   ∈ = ≤ ≤  
  
  
  
    
  
 
is a semigroup under ‘∪’; so M is a DSm semivector space of 
ordinary labels over the semifield S = {0, 1}. 
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Example 4.31: Let  
V = 
i i
i
a a 1 2 m m 1
i
L x L {0,L ,L ,...,L ,L }+
 
∈ 
 
∑  
be a semigroup under a special operation denoted by +. V is a 
semigroup semivector space of ordinary labels over S = {0, 1}. 
 For p(x) = L9 + L1 x + L0 x2 + L7 x3 and q(x) = L0 + L2x + 
L3x3 + L4x5 in V we define special operation addition on V as 
follows:  
p(x) + q(x) = (L9 + L0) + (L1 + L2) x + L0 x2 (L3 + L7)x3 + L4x5 
where  
L9 + L0 = L9 
L2 + L1 = L2 and L3 + L7 = L7 
that is Li + Lj = max (i, j). 
Thus p(x) + q(x) = L9 + L2 x + L0 x2 + L7 x3 + L4 x5. 
 Now this gives us a new class of DSm semivector spaces of 
ordinary labels where the DSm semivector spaces contain only a 
finite number of elements.  
 The notion of basis, linearly independent labels (which may 
or may not exists) linear transformation of DSm semivector 
space of ordinary labels, linear operators can be derived as in 
case of usual semivector spaces with some appropriate 
modifications. This task is left as an exercise to the reader. We 
will give one or two examples in this direction.  
 
Example 4.32: Let  
V = 
1 2
3 4 i
5 6
a a
a a a 0 1 2 m m 1
a a
L L
L L L {0 L , L ,L ,...,L ,L };1 i 6
L L
+
  
   
∈ = ≤ ≤  
  
    
 
and  
W = ( ){ }1 2 6 ia a a a 0 1 2 m m 1L ,L ,...,L L {L ,L ,L ,...,L ,L };1 i 6+∈ ≤ ≤  
be DSm semivector spaces over the semifield S = {0, 1} of 
ordinary labels. 
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 Define T:V → W by 
 
T (
1 2
3 4
5 6
a a
a a
a a
L L
L L
L L
 
 
 
 
  
) = ( )1 2 6a a aL ,L ,...,L  
T is a linear transformation of V into W. 
 
Example 4.33: Let  
V = 
i i
8
i
a a 0 1 2 m m 1
i 0
L x L {L ,L ,L ,...,L ,L };0 i 8+
=
 
∈ ≤ ≤ 
 
∑  
be a DSm semivector space of ordinary labels over the semifield 
S = {0, 1}.  
Let  
W = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a 0 1 2 m m 1
a a a
L L L
L L L L {L ,L ,L ,...,L ,L };1 i 9
L L L
+
  
   
∈ ≤ ≤  
  
    
 
be a DSm semivector space of ordinary labels over the semifield 
S = {0, 1}.  
 Define T : V → W by  
T (
i
8
i
a
i 0
L x
=
∑ ) = 
1 2 3
4 5 6
7 8 9
a a a
a a a
a a a
L L L
L L L
L L L
 
 
 
 
  
; 
T is a linear transformation from V into W. 
 
Example 4.34: Let  
V = 
1 2
3 4
i
15 16
a a
a a
a 0 1 2 m m 1
a a
L L
L L
L {L ,L ,L ,...,L ,L };1 i 16
L L
+
  
  
  
∈ ≤ ≤  
  
    
 
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be a DSm semivector space of ordinary labels over the semifield 
S =  {0, 1}. 
 
Define T : V → V by 
T 
1 2
3 4
15 16
a a
a a
a a
L L
L L
L L
  
  
  
  
  
    
 
 = 
1
2
3
4
5
6
7
8
a
a
a
a
a
a
a
a
L 0
0 L
L 0
0 L
L 0
0 L
L 0
0 L
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
T is a linear operator on V. 
 
Example 4.35: Let  
V = 
1 2 3
4 5 6
i
7 8 9
10 11 12
a a a
a a a
a 0 1 2 m m 1
a a a
a a a
L L L
L L L
L {L ,L ,L ,...,L ,L };1 i 12
L L L
L L L
+
  
  
   
∈ ≤ ≤  
  
  
   
 
be a DSm semivector space of ordinary labels over the semifield 
S =  {0, 1}. 
 Define T : V → V by 
T 
1 2 3
4 5 6
7 8 9
10 11 12
a a a
a a a
a a a
a a a
L L L
L L L
L L L
L L L
  
  
  
  
  
  
  
 = 
1 2
3
4 5
6
a a
a
a a
a
L 0 L
0 L 0
L 0 L
0 L 0
 
 
 
 
 
 
 
 . 
 
 T is a linear operator on V. Now having seen examples 
linear operator and transformation of DSm semivector space of 
ordinary labels are now proceed onto define basis for them. 
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Example 4.36: Let  
V = 1
i
2
a
a 0 1 2 m m 1
a
L
L {L ,L ,L ,...,L ,L };i 1,2
L +
   
∈ =  
    
 
be a DSm semivector space of ordinary labels over the semifield 
S = {0, 1}. 
 The basis of V is  
B = i
i j
j
a
a a 1 2 m m 1
a
0L
, L ,L {0,L ,L ,...,L ,L }L0 +
    
∈   
     
. 
Thus B is of order 2(m + 2). The dimension of V is 2(m + 2) 
under the operation ‘∪’. For  
i1
j j
aa
a a
L0L
L L0
   
∪ =    
        
 
and so on. 
Interested reader can study basis and linearly independent 
elements of a DSm semivector space over the semifield S = {0, 
1} of ordinary labels. 
 Now we define special type of DSm semivector spaces of 
ordinary labels over the semifields. 
 Let V be the set of ordinary labels which is a semigroup 
under ∪ or ∩. Consider {L0, L1, …, Lm, Lm+1} is a semifield 
under ∪ and ∩ as S is a lattice. V is a special DSm semivector 
space of ordinary labels over the semifield S = {L0, L1, …, Lm, 
Lm+1}. 
 
We will give some examples. 
 
Example 4.37: Let  
V = 
1 2
3 4 i
5 6
a a
a a a 0 1 2 m m 1
a a
L L
L L L {L ,L ,L ,...,L ,L };1 i 6
L L
+
  
   
∈ ≤ ≤  
  
    
 
be a semigroup under ‘∪’. V is a special DSm semivector space 
of ordinary labels over the semifield S = {L0, L1, …, Lm, Lm+1}. 
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Example 4.38: Let  
M = 
1
2
i
20
a
a
a 0 1 2 m m 1
a
L
L
L {L ,L ,L ,...,L ,L };1 i 20
L
+
  
  
  
∈ ≤ ≤  
  
    

 
be a special DSm semivector space of ordinary labels over the 
semifield S = {L0, L1, …, Lm, Lm+1}. 
 
Example 4.39: Let  
T = ( ){ }1 2 12 ia a a a 0 1 2 m m 1L ,L ,...,L L {L ,L ,L ,...,L ,L };1 i 12+∈ ≤ ≤  
be a DSm special semivector space of ordinary labels over the 
semifield L = {L0, L1, …, Lm, Lm+1}. 
 
Example 4.40: Let  
T = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a 0 1 2 m m 1
a a a
L L L
L L L L {L ,L ,L ,...,L ,L };1 i 9
L L L
+
  
   
∈ ≤ ≤  
  
    
 
be a DSm special semivector space of ordinary labels over the 
semifield L = {L0, L1, …, Lm, Lm+1}. 
 
We will now proceed on define substructures in them. 
 
Example 4.41: Let  
V = 
1 2 3
4 5 6
i
7 8 9
10 11 12
a a a
a a a
a 0 1 2 m m 1
a a a
a a a
L L L
L L L
L {L ,L ,L ,...,L ,L };1 i 12
L L L
L L L
+
  
  
   
∈ ≤ ≤  
  
  
   
 
be a DSm semivector space of ordinary labels over the semifield 
S = {0, 1}. 
 Consider  
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W = 
1 2 3
i
4 5 6
a a a
a 0 1 2 m m 1
a a a
L L L
0 0 0
L {L ,L ,L ,...,L ,L };1 i 6
L L L
0 0 0
+
  
  
   ∈ ≤ ≤  
  
    
 ⊆ V  
is a DSm semivector subspace of refined labels over the 
semifield S = {0, 1}. 
Consider  
P = 
1 6
2 4
i
3 7
5
a a
a a
a 0 1 2 m m 1
a a
a
L 0 L
L L 0
L {L ,L ,L ,...,L ,L };1 i 7
L 0 L
0 L 0
+
  
  
   
∈ ≤ ≤  
  
  
   
⊆ V  
is a DSm semivector subspace of refined labels over the 
semifield S = {0, 1}.  
 
Example 4.42: Let  
T = 
i i
12
i
a a 0 1 2 m m 1
i 0
L x L {L , L ,L ,...,L ,L };0 i 12+
=
 
∈ ≤ ≤ 
 
∑  
be a DSm semivector space of ordinary labels over the semifield 
S = {0, 1}. 
 Take  
P = 
i i
5
i
a a 0 1 2 m m 1
i 0
L x L {L ,L ,L ,...,L ,L };0 i 5+
=
 
∈ ≤ ≤ 
 
∑  ⊆ T; 
P is a DSm semivector subspace of ordinary labels over the 
semifield S = {0, 1}. 
 
Example 4.43: Let  
W = 
1 2
3 4 i
5 6
a a
a a a 0 1 2 m m 1
a a
L L
L L L {L ,L ,L ,...,L ,L };1 i 6
L L
+
  
   
∈ ≤ ≤  
  
    
 
be a special DSm semivector space of ordinary labels over the 
semifield S = {L0, L1, …, Lm, Lm+1}. 
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 M = 
1
2 i
3
a
a a 0 1 2 m m 1
a
L 0
0 L L {L , L ,L ,...,L ,L };1 i 3
L 0
+
  
   
∈ ≤ ≤  
  
    
 ⊆ W; 
M is a special DSm semivector subspace of ordinary labels over 
the semifield S.  
 
Example 4.44: Let  
V = 
1
2
i
12
a
a
a 0 1 2 m m 1
a
L
L
L {L ,L ,L ,...,L ,L };1 i 12
L
+
  
  
  
∈ ≤ ≤  
  
    

 
be a DSm special semivector space of ordinary labels over the 
semifield S = {L0, L1, …, Lm, Lm+1}. 
 
M = 
1
2
i
10
12
a
a
a 0 1 2 m m 1
a
a
L
0
L
0
L {L ,L ,L ,...,L ,L };1 i 12
L
0
L
+
  
  
  
  
  
   
∈ ≤ ≤  
  
  
  
  
  
   

 ⊆ V, 
M is a DSm special semivector subspace of ordinary labels over 
the semifield S of V. 
We can define the notion of direct sum and pseudo direct 
sum as in case of other vector spaces. 
 
We will illustrate this situation by some examples. 
 
Example 4.45: Let  
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V =
1 2
3 4
i
15 16
a a
a a
a 0 1 2 m m 1
a a
L L
L L
L {L ,L ,L ,...,L ,L };1 i 16
L L
+
  
  
  
∈ ≤ ≤  
  
    
 
 
 
be a DSm semivector space of ordinary labels over the semifield 
S = {0, 1}. 
 Let  
W1 = 
1 2
3 4
i
a a
a a
a 0 1 2 m m 1
L L
0 0
L L
L {L ,L ,L ,...,L ,L };1 i 4
0 0
0 0
+
  
  
  
   
  ∈ ≤ ≤ 
  
  
  
    
 
 ⊆ V, 
W2 = 
1 2
i
3 4
a a
a 0 1 2 m m 1
a a
0 0
L L
0 0
L {L ,L ,L ,...,L ,L };1 i 4
L L
0 0
+
  
  
  
   
  ∈ ≤ ≤ 
  
  
  
    
 
 ⊆ V, 
W3 = 
i
1 2
3 4
a 0 1 2 m m 1
a a
a a
0 0
0 0
0 0
0 0
L {L ,L ,L ,...,L ,L };1 i 4L L
L L
0 0
0 0
+
  
  
  
  
  
  
∈ ≤ ≤  
  
  
  
  
  
  
 ⊆ V 
and  
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W4 = 
i
1 2
3 4
a 0 1 2 m m 1
a a
a a
0 0
0 0
0 0
0 0
L {L ,L ,L ,...,L ,L };1 i 40 0
0 0
L L
L L
+
  
  
  
  
  
  
∈ ≤ ≤  
  
  
  
  
  
  
 ⊆ V, 
be four DSm semivector space of ordinary labels over the 
semifield S = {0, 1} of V. 
 Clearly V = 
4
i
i 1
W
=
∪  where  
Wi ∩ Wj = 
0 0
0 0
0 0
0 0
0 0
 
 
 
 
 
 
 
 
  
 
 if i ≠ j, 1≤ i, j ≤ 4. 
 
 Thus V is a direct sum of DSm semivector subspace of 
ordinary labels of V over the semifield S = {0, 1}. 
 
Example 4.46: Let  
V = 1 3 5 7 9 11 13 15 17
2 4 6 8 10 12 14 16 18
a a a a a a a a a
a a a a a a a a a
L L L L L L L L L
L L L L L L L L L
 
 
  
  
}ia 0 1 2 m m 1L {L ,L ,L ,...,L ,L };1 i 18+∈ ≤ ≤  be a DSm semivector 
space of ordinary labels of V over the semifield S = {0, 1}. 
 
1 3
i
2 4
a a
1 a 0 1 m 1
a a
L 0 L 0 0 ... 0
W L {L ,L ,...,L }
0 L 0 L 0 ... 0 +
   
= ∈  
    
 ⊆V; 
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W2= 2 4 5
1 3 6
a a a
a a a
0 L 0 L L 0 0 ... 0
L 0 L 0 L 0 0 ... 0
 
 
  
}ia 0 1 2 m m 1L {L ,L ,L ,...,L ,L };1 i 6+∈ ≤ ≤  ⊆ V; 
 
W3 = 1 2 i
3 4
a a a 0 1 m 1
a a
0 0 0 0 0 L L 0 0 L {L ,L ,...,L };
0 0 0 0 0 L L 0 0 1 i 4
+
   ∈ 
  
≤ ≤    
 ⊆ V 
and  
W4 = 1 3 i
2 4
a a a 0 1 m 1
a a
0 0 0 0 0 0 0 L L L {L ,L ,...,L };
0 0 0 0 0 0 0 L L 1 i 4
+
   ∈ 
  
≤ ≤    
 
⊆ V  
 
be four DSm semivector subspaces of V of ordinary labels over 
the semifield S = {0, 1}. 
 Clearly V = 
4
i
i 1
W
=
∪  where  
Wi ∩ Wj = 
0 0 0 ... 0
0 0 0 ... 0
 
 
 
 if  i ≠ j. 
 Thus V is a direct sum of DSm semivector subspaces of 
ordinary labels of V over the semifield S = {0, 1}. 
 
Example 4.47: Let  
V = 
1 2 3
4 5 6
7 8 9
i
10 11 12
13 14 15
16 17 18
a a a
a a a
a a a
a 0 1 2 m m 1
a a a
a a a
a a a
L L L
L L L
L L L
L {L , L ,L ,...,L ,L };1 i 18
L L L
L L L
L L L
+
  
  
  
  
   ∈ ≤ ≤  
  
  
  
    
 
be a DSm semivector space of ordinary labels over the semifield 
S = {0,1}. Consider the semivector subspaces W1, W2, W3, W4, 
W5. 
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W1 = 
1 2 3
4 5 6
i
a a a
a a a
a 0 1 m 1
L L L
0 0 0
L L L
L {L ,L ,...,L };1 i 6
0 0 0
0 0 0
+
  
  
  
   
  ∈ ≤ ≤ 
  
  
  
    
  
 ⊆ V, 
W2 = 
1 2 3
i
a a a
a 0 1 m 1
0 0 0
L L L
L {L ,L ,...,L };1 i 3. . .
. . .
. . .
+
  
  
  
   ∈ ≤ ≤ 
  
  
    
 ⊆ V, 
W3 = 
i
1 2 3
a 0 1 m 1
a a a
0 0 0
0 0 0
0 0 0
L {L ,L ,...,L };1 i 3
L L L
0 0 0
0 0 0
+
  
  
  
   
∈ ≤ ≤  
  
  
  
    
⊆ V, 
W4 = 
i
1 2 3
a 0 1 m 1
a a a
0 0 0
0 0 0 L {L ,L ,...,L };1 i 3
L L L
0 0 0
+
  
  
  
   ∈ ≤ ≤ 
  
  
    
  
 ⊆ V, 
and  
W5 = 
i
1 2 3
a 0 1 m 1
a a a
0 0 0
0 0 0
L {L ,L ,...,L };1 i 3
0 0 0
L L L
+
  
  
  
   ∈ ≤ ≤ 
  
  
    
    ⊆ V 
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be a DSm semivector subspaces of ordinary labels over the 
semifield S = {0, 1} of V. 
 We see V = 
5
i
i 1
W
=
∪  where  
Wi ∩ Wj = 
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
 
 
 
 
 
 
 
 
  
 if i ≠ j;  1≤ i, j ≤ 5. 
So V is a direct sum of DSm subsemivector spaces of V 
ordinary labels over the semifield S = {0, 1}. 
 
Example 4.48: Let  
1 2 3 4 5 6 7
i
8 9 10 11 12 13 14
15 16 17 18 19 20 21
a a a a a a a
a 0 1 m 1
a a a a a a a
a a a a a a a
L L L L L L L
L {L ,L ,...,L };
V L L L L L L L
1 i 21
L L L L L L L
+
  
 ∈  
=   
≤ ≤  
    
 
be a DSm semivector space of ordinary labels over the semifield 
S = {0, 1}. Consider W1, W2, W3, W4, W5 and W6 DSm 
semivector subspaces of ordinary labels of V over the semifield 
S = {0, 1}, where  
 
W1 = 
1 4 7
i
2 5
3 6
a a a
a 0 1 m 1
a a
a a
0 L 0 L 0 0 L
L {L ,L ,...,L };
0 L 0 L 0 0 0
1 i 7
0 L 0 L 0 0 0
+
  
 ∈  
  
≤ ≤  
    
⊆ V 
 
W2 = 
1 5 6 7
i
2 4 8
3
a a a a
a 0 1 m 1
a a a
a
L 0 L L L 0 0
L {L ,L ,...,L };
L L 0 0 L 0 0
1 i 8
L 0 0 0 0 0 0
+
  
 ∈  
  
≤ ≤  
    
 ⊆ V,  
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W3 =
1 2 5 9
i
6
7 8 10
a a a a
a 0 1 m 1
a
a a a
L L L 0 0 0 L
L {L ,L ,..., L };
0 0 L 0 0 0 0
1 i 10
0 0 L L 0 0 L
+
  
 ∈  
  
≤ ≤  
    
 ⊆ V,  
 
W4 = 
1 6
i
4 5 7
2 8
a a
a 0 1 m 1
a a a
a a
L 0 0 0 0 L 0
L {L , L ,...,L };
0 L 0 L 0 L 0
1 i 8
L 0 0 0 0 L 0
+
  
 ∈  
  
≤ ≤  
    
 ⊆ V, 
 
W5 = 
1 2 7 8 4
i
6
3 5
a a a a a
a 0 1 m 1
a
a a
L 0 L 0 L L L
L {L ,L ,..., L };
0 0 0 0 0 0 L
1 i 8
0 0 L 0 0 0 L
+
  
 ∈  
  
≤ ≤  
    
 ⊆ V 
and  
W6 =
1 2 5 8
i
3 6
4 7 9
a a a a
a 0 1 m 1
a a
a a a
L L 0 0 L 0 L
L {L ,L ,...,L };
0 0 L 0 L 0 0
1 i 9
0 0 0 L L 0 L
+
  
 ∈  
  
≤ ≤  
    
 ⊆V 
  
are DSm semivector subspaces of ordinary labels over the 
semifield S = {0, 1}.  
Clearly W1 ∪ W2 ∪ … ∪ W6 = V that is V = 
6
i
i 1
W
=
∪  but  
Wi ∩ Wj ≠ 
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
 
 
 
  
 
if i ≠ j; 1 ≤ i, j ≤ 6. 
 Thus V is only a pseudo direct union of semivector 
subspaces W1, W2, W3, W4, W5 and W6 of V over the semifield 
S = {0, 1}. 
 Now we will work with the DSm special semivector spaces 
of ordinary labels over the semifield S = {L0, L1, …, Lm, Lm+1}. 
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Example 4.49: Let  
V = 
1
2
i
3
4
a
a
b 0 1 2 m m 1
a
a
L
L
L {0 L ,L ,L ,...,L ,L };1 i 4
L
L
+
  
  
   
∈ = ≤ ≤  
  
  
   
 
be a DSm special semivector space of ordinary labels over the 
semifield (semi lattice) S = {L0, L1, …, Lm, Lm+1}. Consider  
W1 = 
1
1
a
b
L
0
L S
0
0
  
  
   ∈  
  
    
 ⊆ V 
the DSm special semivector subspace of ordinary labels over the 
semifield S. Now take  
W2 = 1
1
a
b
0
L
L S
0
0
  
  
   ∈  
  
    
⊆ V 
the DSm special semivector subspace of ordinary labels over the 
semifield S.  
W3 = 
1
1
b
a
0
0
L S
L
0
  
  
   ∈  
  
    
 ⊆ V 
the DSm special semivector subspace of ordinary labels over the 
semifield S of V. 
W4 = 
1
1
b
a
0
0
L S0
L
  
  
   ∈  
  
    
 ⊆ V 
the DSm special semivector subspace of V of ordinary labels 
over S.  
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We see V = 
4
i
i 1
W
=
∪  but  
Wi ∩ Wj ≠ 
0
0
0
0
 
 
 
 
 
 
 if i ≠ j; 1≤ i, j ≤ 4. 
 Thus V is the direct sum of the DSm special semivector 
subspaces W1, W2, W3 and W4. 
 
Example 4.50: Let  
V = 1 3 5 7 9 11 i
2 4 6 8 10 12
a a a a a a a 0 1 m 1
a a a a a a
L L L L L L L {L ,L ,...,L };
L L L L L L 1 i 12
+
   ∈ 
  
≤ ≤    
 
be a DSm special semivector space of ordinary labels over the 
semifield S = {L0, L1, …, Lm, Lm+1}. Consider the DSm special 
semivector subspaces W1, W2, W3, W4 and W5 of V over S the 
semifield. 
 Here  
W1 = 1 3 i
2
a a a 0 1 m 1
a
L L 0 0 0 0 L {L ,L ,...,L };
L 0 0 0 0 0 1 i 3
+
   ∈ 
  
≤ ≤    
 ⊆ V, 
is a DSm special semivector subspace of V over S. 
W2 = 2 i
1 3
a a 0 1 m 1
a a
0 0 L 0 0 0 L {L ,L ,..., L };
0 L L 0 0 0 1 i 3
+
   ∈ 
  
≤ ≤    
 ⊆ V 
is again a DSm special semivector subspace of V over S. 
W3 = 1 i
2
a a 0 1 m 1
a
0 0 0 L 0 0 L {L ,L ,...,L };
0 0 0 L 0 0 1 i 2
+
   ∈ 
  
≤ ≤    
 ⊆ V 
is a DSm special semivector subspace of V over S.  
 Consider  
W4 = 1 i
2
a a 0 1 m 1
a
0 0 0 0 L 0 L {L ,L ,..., L };
0 0 0 0 0 L 1 i 2
+
   ∈ 
  
≤ ≤    
 ⊆ V 
is a DSm special semivector subspace of V over S.  
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Finally  
W5 = 2 i
1
a a 0 1 m 1
a
0 0 0 0 0 L L {L ,L ,..., L };
0 0 0 0 L 0 1 i 2
+
   ∈ 
  
≤ ≤    
 ⊆ V 
is a DSm special semivector subspace of V over S. Thus  
V = 
5
i
i 1
W
=
∪  
but  
Wi ∩ Wj ≠ 
0 0 0 0 0 0
0 0 0 0 0 0
 
 
 
 
if i ≠ j; 1 ≤ i, j ≤ 5. Thus V is a direct union of the DSm special 
semivector subspaces W1, W2, …, W5 of V over S. 
 
Example 4.51: Let  
V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a 0 1 2 m m 1
a a a
L L L
L L L L {L ,L ,L ,...,L , L };1 i 9
L L L
+
  
   
∈ ≤ ≤  
  
    
 
 
be a DSm special semivector space of ordinary labels over the 
semifield S = {L0, L1, …, Lm, Lm+1}. 
 Consider  
P1 = 
1
2 i
a
a a 0 1 2 m m 1
L 0 0
L 0 0 L {L ,L ,L ,...,L ,L };1 i 2
0 0 0
+
  
   
∈ ≤ ≤  
  
   
 ⊆ V 
is a DSm special semi vector subspace of V over the semifield 
S. 
 Take  
P2 = 
1 2
3 i
a a
a a 0 1 2 m m 1
L 0 L
0 L 0 L {L ,L ,L ,...,L ,L };1 i 3
0 0 0
+
  
   
∈ ≤ ≤  
  
   
 ⊆ V 
is a DSm special semivector subspace of V over the semifield S. 
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P3 = 
1 2
3 i
4
a a
a a 0 1 2 m m 1
a
0 L L
L 0 0 L {L ,L ,L ,...,L ,L };1 i 4
L 0 0
+
  
   
∈ ≤ ≤  
  
    
 ⊆ V 
and  
P4 = 
1 2
3 i
4 5
a a
a a 0 1 2 m m 1
a a
L 0 L
0 0 L L {L ,L ,L ,...,L ,L };1 i 5
0 L L
+
  
   
∈ ≤ ≤  
  
    
 ⊆ V 
be special semivector subspace of V over the semifield S. 
 Consider  
V = 
4
i
i 1
P
=
∪  = P1 ∪ P2 ∪ P3 ∪ P4 
and  
Pi ∩ Pj ≠ 
0 0 0
0 0 0
0 0 0
 
 
 
  
 if i ≠ j; 1≤ i, j ≤ 4. 
V is a pseudo direct sum of DSm special semivector subspaces 
of ordinary labels over the semifield S = {L0, L1, …, Lm, Lm+1}.  
 
 Now having seen properties related with DSm semivector 
space of ordinary labels and DSm special semivector space of 
ordinary labels we now proceed onto give some of their 
applications. 
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Chapter Five 
 
 
 
 
 
 
APPLICATIONS OF DSM SEMIVECTOR 
SPACES OF ORDINARY LABELS AND 
REFINED LABELS 
 
 
 
 
 Study of DSm fields and Linear algebra of refined labels 
have been carried out by [34-5]. They have given applications 
while dealing qualitative information and other applications [7, 
34-5]. 
 We have introduced DSm semivector spaces of ordinary 
and refined labels and DSm set vector spaces of refined labels 
defined over a set.  DSm group vector space of refined labels 
defined over a group and so on. 
 These structures have been transformed to matrices of 
refined labels and polynomials with refined label coefficients.  
These structures will find applications in fuzzy models, and 
mathematical model which uses matrices and in eigen value 
problems respectively. 
 Also this study can be used in web designing. 
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 Further all types of social problems can be solved by using 
the partially ordered ordinary labels or unordered ordinary 
labels. 
 Further applications of these structures is to be invented in 
due course of time when these algebraic structures using these 
ordinary and refined labels are made more familiar with 
researchers. 
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Chapter Six 
 
 
 
 
SUGGESTED PROBLEMS 
 
 
 
 
In this chapter we introduce 130 problem some of them are 
simple exercise and some difficult and a few of them are open 
research problems. 
 
1. Let V = a b a b c d R
c d
L L
L ,L ,L ,L L
L L
   
∈  
   
 be a DSm 
linear algebra of refined labels over R (R reals). 
 a. Find DSm linear subalgebras of V. 
 b. Write V as a direct sum of subspaces. 
 c. Define DSm linear operator on V which is non  
  invertible.  
 
2. Obtain some interesting properties about DSm vector 
spaces of refined labels over R (R reals). 
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3. Let V = 
1 2
3 4 i
5 6
a a
a a a R
a a
L L
L L L L ;1 i 6
L L
  
   
∈ ≤ ≤  
  
    
 be a DSm 
vector space of refined labels over the field R. 
 a.  Find a basis of V. 
 b.  Find dimension of V 
 c.  Find atleast 3 vector subspaces of V. 
 d.  Find L(V, V) 
 e.  What is the algebraic structure enjoyed by L(V, V)? 
 
4. Let W = 1 2 3 4
i
5 6 7 8
a a a a
a R
a a a a
L L L L
L L ;1 i 8
L L L L
   
∈ ≤ ≤  
    
 be a 
DSm vector space of refined labels over R.  
V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 be a DSm 
vector space of refined labels over R. 
 a. Find a linear transformation T from V to W so that T 
is non invertible. 
 b.  Find a linear transformation T from W to V so that T 
is invertible. 
 c.  Find the algebraic structure enjoyed by L (V, W) and 
L (W, V). 
 d.  Find L (V, V). 
 e.  Find L (W, W). 
 f.  Define a projection on V. 
 g.  Write V as a direct sum.  
 
5. Let V = 
i i
28
i
a a R
i 0
L x L L ;0 i 28
=
 
∈ ≤ ≤ 
 
∑  be a DSm vector 
space of refined labels (polynomials with refined labels 
coefficients) over R. 
 a.  What is dimension of V? 
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 b. Find a proper subset P of V which is linearly 
dependent. 
 c.  Find a generating subset of V. 
 d.  Find L (V, V) 
 e.  Find subspaces of V. 
 
6. Let V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 be a DSm 
linear algebra of refined labels over R. 
 a.  What is the dimension of R? 
 b. Write V as a pseudo direct union of sublinear 
algebras. 
 c.  Write V as a direct union of DSm sublinear algebras. 
 d.  Is W = 
1 2 3
4 5 i
6
a a a
a a a R
a
L L L
0 L L L L ;1 i 6
0 0 L
  
   
∈ ≤ ≤  
  
    
 ⊆ V a 
DSm vector subspace of V? What is dimension of W? 
 e.  Let W = 
1
2 i
3
a
a a R
a
L 0 0
0 L 0 L L ;1 i 3
0 0 L
  
   
∈ ≤ ≤  
  
    
 ⊆ V, 
be a DSm vector subspace of V over R. Define θ : V 
→ V so that W is invariant order θ. 
 f.  Define a projection E on V. Is E2 = E? Justify your 
answer. 
 g.  Give a linear operator T on V which has non trivial 
nullity. 
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7. Let V = ( )
1
2
1 2 3 i
3
4
a
a
a a a a R
a
a
L
L
, L L L L L ;1 i 4
L
L
  
  
   
∈ ≤ ≤  
  
  
   
 be a 
set vector space of refined labels over the set S = 3Z+ ∪ 
4Z+ ∪ {0}. 
 a.  Find a linear operator on V. 
 b.  Let L(V, V) = {T : V → V}. What is the algebraic 
structure enjoyed by V. 
 c.  Write V as a direct sum. 
 d.  Write V as a pseudo direct sum. 
 
8. Let ( )
1
1 22 i
i 1 10
3 4
9
a
8
a aa a Ri
a a a
i 0 a a
a
L
L LL L L ;
V L x , L ... L ,
L L 1 i 10
L
=
  
  
  ∈  
=     ≤ ≤    
    
∑

 
be a set vector space of refined labels over the set S = 8Z+ 
∪ {0}. 
 a.  Find a subset vector subspace of V over T ⊆ S (T a 
subset of S). 
 b.  Can V have an invertible linear operator? 
 c.  Can V be written as a direct sum of set vector 
subspaces of refined labels over V. 
 
9. Let X = 1 2
i
3 4
a a
a R
a a
L L
L L ;1 i 4
L L
   
∈ ≤ ≤  
    
 be a DSm linear 
algebra of refined labels over the field R. 
 a.  Find a basis for X. 
 b.  Find dimension of X. 
 c.  Write X as a direct union of sublinear algebras. 
 d.  Can X be written as a pseudo direct sum of DSm 
linear subalgberas of refined labels of X over R? 
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 e.  Can X have subfield linear subalgebras of refined 
labels over R? 
 f.  Find a non invertible linear operator on X. 
 g.  If the field R is replaced by the field Q will X be a 
finite dimensional linear algebra.  
 h.  Find a projection η on X. Is η2 = η? 
 
10. Let W = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 be a DSm 
semigroup linear algebra of refined labels over the 
semigroup S = Z+ ∪ {0}. 
 a.  What is the dimension of W? 
 b.  Find a subsemigroup linear subalgebra of refined 
labels over the subsemigroup T = 3Z+ ∪ {0}. 
 c.  Write W as a direct sum of semigroup linear 
subalgebra of refined labels over S. 
 d.  Prove W can also be written as a pseudo direct sum of 
linear subalgebras of refined labels over S. 
 e.  Let X = 
1 2 3
i
a a a
a R
L L L
0 0 0 L L ;1 i 3
0 0 0
  
   
∈ ≤ ≤  
  
   
 ⊆ W 
is a semigroup linear subalgebra of W of refined 
labels over the semigroup S. Define a projection η : 
W → X so that η (X) ⊆ X and η2 = η. 
 
11. Let V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 be a group 
linear algebra over the group G = R. 
 a.  Find a basis of V. 
 b.  What is the dimension of V over R? 
 c.  If R is replaced by Q or Z what will the dimensions? 
 d.  Find the algebraic structure enjoyed by LR (V, V). 
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12. Let V = ( )
1
2
1 2 3
4
a
a
a a a
a
L
L
, L L L ,
L
 
 
 
 
 
  

 
1 2 3 4 5
6 7 8 9 10
i
11 12 13 14 15
16 17 18 19 20
a a a a a
a a a a a
a R
a a a a a
a a a a a
L L L L L
L L L L L
L L ;1 i 20
L L L L L
L L L L L
 
 
  
∈ ≤ ≤  
 
 
  
 be a 
set vector space of refined labels over the set S = Z+ ∪ 
{0}. 
 a.  Find the dimension of V over Z+ ∪ {0} = S. 
 b.  Find set vector subspaces of refined labels of V over 
S = Z+ ∪ {0}. 
 c.  Write V as a direct union of set vector subspaces of V 
over S. 
 d.  Can V be written as a pseudo direct union of set 
vector subspaces of V? 
 
13. Find some interesting properties enjoyed by set linear 
algebras of refined labels over a set S. 
 
14. Let W = ( ){ }1 2 10 ia a a a RL L ... L L L ;1 i 10∈ ≤ ≤  be a 
DSm semigroup linear algebra of refined labels over the 
semigroup S = R (reals). 
 a.  Find a basis for W. 
 b.  What is the dimension of W over R? 
 c.  Write W as a direct union of semigroup linear 
subalgebras of refined labels over the semigroup S = 
R. 
 d.  If S = R is replaced by the semigroup T = R+ ∪ {0} 
study (i) and (ii) 
 e.  Study (i) and (ii) if R is replaced by 3Z+ ∪ {0} = P. 
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15. Let M =
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 be a group 
linear algebra over the group G = R (R reals). 
 a.  Find dimension of M over R. 
 b.  Find a basis of M over R. 
 c.  Does M have a linearly independent set over R? 
 d.  Find a linearly dependent set of order less than the 
order of the basis over R. 
 e.  Study (i) to (v) if R is replaced by Z. 
 
16. Let V = 
1 2 3
4 5 6
i
28 29 30
a a a
a a a
a R
a a a
L L L
L L L
L L ;1 i 30
L L L
  
  
  
∈ ≤ ≤  
  
    
  
 be a 
DSm group linear algebra refined labels over the group  
G = Z. 
 a.  What is dimension of V? 
 b.  Is V finite dimensional? 
 c.  Can V be written as a direct union of DSm group 
linear subalgebras of refined labels over R? 
 d.  Study Lz (V, V). 
 
17. Obtain some interesting properties enjoyed by semigroup 
vector spaces V of refined labels over the semigroup S = 
5Z+ ∪ {0}. If S is replaced by Z what is the special 
features enjoyed by V.  Study the problem if S is replaced 
by R (the reals). 
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18. Let ( )
1 2
3 4
1 2 i
5 6 1 2 12
3 4
7 8
9 10
a a
a a
a a a R
a a a a a
a a
a a
a a
L L
L L
L L L L ;
L LP , , L L ... L
L L 1 i 12
L L
L L
  
  
  
  ∈  
=     ≤ ≤    
  
    
 
be a group vector space of refined labels over the group G 
= Z. 
 a.  Find a basis for P. 
 b.  What is the dimension of P over Z? 
 c.  What is the dimension of V if Z is replaced by Q? 
 d.  What is the dimension of V if Z is replaced by R? 
 e.  Find T : P → P such that T is an idempotent linear 
operator on V. 
 
19. Let V = {All 5 × 5 matrices with entries from LR}. Is V a 
DSm linear algebra over R?  
 Is V a finite dimensional linear algebra over Q? 
 Study the properties and compare the structure of V 
defined on R or Q. 
 
20. Obtain some interesting properties related with group 
linear algebra of refined labels defined over the group G = 
Z. 
21. Let W = 
1 2
3 4
i
21 22
a a
a a
a R
a a
L L
L L
L L ;1 i 22
L L
  
  
  
∈ ≤ ≤  
  
    
 
 be a DSm 
group linear algebra of refined labels over the group G = 
Z. 
 a.  Find the dimension of W over Z. 
 b.  Write W as a direct union of DSm group linear 
subalgebras of refined labels over the group Z. 
 c.  Write W as a pseudo direct sum of DSm group linear 
subalgebras. 
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 d.  Find T : W → W which has a non trivial kernel. 
 
22. Let V = 
i i
i
a a R
i 0
L x L L ;0 i
∞
=
 
∈ ≤ ≤ ∞ 
 
∑  be the DSm linear 
algebra of polynomials with refined label over the field R.  
 a.  Find DSm linear subalgebra of V over R. 
 b.  Find a basis for V. 
 c.  Prove V is infinite dimensional. 
 d.  Can we write V as a direct union of DSm linear 
subalgebras? 
 
23. Let V = 
1
2
i3
8
a
a
a Ra
a
L
L
L L ;1 i 8L
L
  
  
  
   ∈ ≤ ≤  
  
  
    

 be a DSm linear 
algebra of refined labels over the field R of reals. 
 a.  Find the basis of V. 
 b.  Write V as a direct sum. 
 c.  Write V as a pseudo direct sum of DSm sublinear 
algebras of refined labels. 
 d.  Find L (V, V). 
 
 
24. Find some nice applications of DSm group linear algebras 
over the group G. 
 
25. Obtain some interesting result about DSm semigroup 
vector spaces over the semigroup 53Z. 
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26. Let  
( )
1 2
1 2 3 4 5
3 4 i
1 2 3 6 7 8 9 10
5 6
11 12 13 14 15
7 8
a a
a a a a a
a a a R
a a a a a a a a
a a
a a a a a
a a
L L
L L L L L
L L L L ;
V , L L L , L L L L L
L L 1 i 15
L L L L L
L L
  
   
∈    
=     ≤ ≤   
    
   
 
be a DSm set vector space of refined labels over the set S 
= 3Z+ ∪ 5Z+ ∪ 7Z+ ∪ {0} and  
1 2 3
4 5 6
1 2 i
7 8 91 2 8
3
10 11 12
13 14 15
a a a
a a a
a a a R
a a aa a a
a
a a a
a a a
L L L
L L L
L L L L ;
L L LW L L ... L , ,
0 L 1 i 15
L L L
L L L
  
  
  
  ∈   =        ≤ ≤    
  
    
 be 
a DSm set vector space of refined labels over the set S = 
3Z+ ∪ 5Z+ ∪ 7Z+ ∪ {0}.  
 a.  Let LS (V, W) be the collection of linear 
transformation from V into W. Study the structure of 
LS (V, W). 
 b.  Find direct sum of V and pseudo direct sum of W. 
  Define T : V → W such that T preserves set subvector 
spaces.  
 
27. Give an example of pseudo DSm semigroup linear 
subalgebra of refined labels of a DSm group linear 
algebra. 
 
28. Does there exist a DSm group linear algebra of refined 
labels which has no pseudo DSm semigroup linear 
subalgebra of refined labels? Justify your claim. 
 
29. Does there exist a DSm group linear algebra of refine 
labels which is a simple DSm group linear algebra? 
Justify your claim. 
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30. What are the essential difference between a DSm set 
linear algebra of refined labels and DSm group linear 
algebra of refined labels? 
 
31. Let W = 
1 2 3 4
5 6 7 8 i
9 10 11 12
a a a a
a a a a a R
a a a a
L L L L
L L L L L L ;1 i 12
L L L L
  
   
∈ ≤ ≤  
  
    
 
be a DSm group linear algebra of refined labels over the 
group Z = G. 
 a. Is P = 
1 2
3 4 i
5 6
a a
a a a R
a a
L L 0 0
L L 0 0 L L ;1 i 6
L L 0 0
  
   
∈ ≤ ≤  
  
    
 ⊆ W; 
a group linear subalgebra of refined labels of W over 
G = Z. 
 b.  Define T : W → W so that T (P) ⊆ P. 
 c.  Define T : W ⊆ W so that T (P) ⊄ P 
 d.  Let M =  
  
1 2
3 4 i
5 6
a a
a a a R
a a
L 0 L 0
0 L 0 L L L ;1 i 6
L 0 L 0
  
   
∈ ≤ ≤  
  
    
⊆ W. Is 
M a group linear subalgebra of refined labels over G 
= Z of W? 
 e.  Find a T such that T (M) ⊆ M. 
 f.  Does there exists a T : W ⊆ W so that T (M) ⊆ M and 
T (P) ⊆ P? 
 g.  Find a T : W → M so that T2 = T. 
 h.  Will T in (vii) be such that T (P) ⊆ P? 
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32. Let M = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 be a DSm 
semigroup linear algebra of refined labels over the 
semigroup S = R+ ∪ {0}. 
 a.  If S is replaced by Z+ ∪ {0} then what are the 
properties enjoyed by M using R+ ∪ {0}. 
 b.  N = 
1
2 i
3 4
a
a a R
a a
0 L 0
L 0 0 L L ;1 i 4
L L 0
  
   
∈ ≤ ≤  
  
    
 ⊆ M,  
  Find T : M → M such that T (N) ⊆ N. 
 c.  Find a T : M → M so that T2 = T. 
 d.  Let D = 
1 2 i
3
a a a R
a
0 0 0
L 0 L L L ;1 i 3
0 L 0
  
   
∈ ≤ ≤  
  
    
 ⊆ M, 
find a T : M → M so that T (D) ⊄ D. 
 
33. Let  
( )
1
1 2
2 i
3 4 1 2 20
5 6
9
a
a a
a a R
a a a a a
a a
a
L
L L
L L L ;
P L L , , L L ... L
1 i 20
L L
L
  
   
∈   
=     ≤ ≤   
       

 
be a set vector space of refined labels over the set S = 5Z+ 
∪ 3Z+ ∪ {0}. 
 a.  Define a T : P → P such that T2 = T. 
 b.  Write P as a direct sum. 
 c.  Write P as a pseudo direct sum of set vector 
subspaces of refined labels. 
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 d.  Let K = 
1
1 2
2
3 4 i
5 6
9
a
a a
a
a a a R
a a
a
L
L L
L
L L , L L ;1 i 9
L L
L
  
   
   
∈ ≤ ≤   
   
       

 ⊆ P. 
Is K a set vector subspace of V over S? 
 e.  Find a T : P → P so that T (K) ⊆ K. 
 f.  Find a T : P → P so that T (K) ⊄ K. 
 
34. Let V = {
1 2 3 4 1 2a a a a a a
(L ,0,L ,L ,L ),(0,L ,L ,0,0),   
1 2 3 3 4a a a a a
(L ,L ,0,0,L ),(0,0,0,L ,L ) }ia RL L ;1 i 4∈ ≤ ≤  
  be a set vector space of refined labels over the set S = 
3Z+ ∪ {0}. 
 a.  Find set vector subspaces of V over S. 
 b.  Prove V is not a set linear algebra of refined labels 
over R. 
 c.  Define T : V → V so that T2 = T. 
 d.  Define T : V → V so that T-1 exists. 
 
35. Let V = {all 8 × 8 matrices with entries from LR} be a 
group linear algebra of refined labels over the group  
G = Z. 
 a.  Define T : V → V so that T2 = T. 
 b.  Write V as a direct sum of group linear subalgebra of 
refined labels over G. 
 c.  Is M = {All 8 × 8 upper triangular matrices with 
entries from LR} ⊆ V a group linear subalgebra of 
refined labels over G? 
 d.  Let K =  
   ⊆ V, Is K a group linear subalgebra of refined labels 
over G? 
 e.  Define T : V → V such that T (K) ⊆ K. 
 f.  Define T : V → V such that T-1 : V → V exists. 
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36. Let 
1
1 2
2 i
1 2 3 3 4
5 6
12
a
a a
a a R
a a a a a
a a
a
L
L L
L L L ;
K ,(L ,L ,L ), L L
1 i 12
L L
L
  
   
∈   
=     ≤ ≤   
      

 be 
a group vector space of refined labels over the group  
G = R. 
 a.  Prove K is not a group linear algebra of refined labels 
over the group G. 
 b.  Let M = 
1
2
1 2 3 i
12
a
a
a a a a R
a
L
L(L ,L ,L ), L L ;1 i 12
L
  
  
  
∈ ≤ ≤  
  
    

 
⊆ K, be the group vector subspace of K of refined 
labels over R. 
  Define T : K → M so that T (M) ⊆ M 
 c.  Find T : K → K so that T2 = T. 
 d.  Find a T so that T-1 does not exist. 
 
37. Let  
1
1 2 1 12
2 i
1 2 3 4 13 24
3
5 6 25 36
4
a
a a a a
a a R
a a a a a a
a
a a a a
a
L
L L L ... L
L L L ;
T ,(L ,L ), L L , L ... L
L 1 i 36
L L L ... L
L
  
     
  ∈    
=      ≤ ≤            
   
 be 
a semigroup vector space of refined labels over the 
semigroup S = Q+ ∪ {0}. 
 a. Write T as a direct union of semigroup vector 
subspaces over S. 
 b.  Find LS (T, T). 
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38. If T be as in problem (37) and if 
1
2 i
3
4
a
a a R
a
a
L
L L L ;
W
L 1 i 4
L
  
  
∈   
=    ≤ ≤  
  
   
 
⊆ T. Define η : T → W so that η is a projection. 
 a.  Will η2 =η? 
 b.  Is η(W) ⊆ W? 
 c.  If P is any other subspace find η(P). 
 
39. Let  
M=
1
1 2 3
1 2 102 i
4 5 6
11 12 20
7 8 9
9
a
a a a
a a aa a R
a a a
a a a
a a a
a
L
L L L
L L ... LL L L ;
L L L , ,
L L ... L 1 i 20
L L L
L
  
   
  ∈   
       ≤ ≤    
       

 
and V = 
1 2 3
4 5 6
1 2 i
7 8 91 8
3 4
10 11 12
13 14 15
a a a
a a a
a a a R
a a aa a
a a
a a a
a a a
L L L
L L L
L L L L ;
L L L(L ,...,L ), ,
L L 1 i 15
L L L
L L L
  
  
  
  ∈  
    ≤ ≤    
  
    
 
be any two group vector spaces of refined labels over the 
group G = Z. 
 a. Find a basis of M. 
b. Find a basis of V. 
c. Find T : M → V so that ker T ≠ φ. 
 d. Find S : V → M with ker S ≠ φ. 
e. Is LZ (V, M) ≅ LZ (M, V)? 
f. Write M = ∪ Mi, Mi group vector subspaces of M 
over Z. 
g. Find θ : V → M so that θ-1 exist. 
h. Find h : M → V so that h-1 is not defined. 
 
40. Let P = (LR[x], +, ×) the polynomial ring with refined 
label coefficients from R. 
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 a.  Is LR[x] ≅ R [x]? 
 b.  Can LR[x] have ideals? 
 c.  Is LR [x] a PID? 
 d.  Can LR [x] be a S-ring? 
 
41. Let LR [x1, x2] be the polynomial ring in the variables x1 
and x2 with refined label coefficients. 
 a.  Prove LR [x1, x2] ≅ R [x1, x2]. 
 b.  Is LR [x1, x2] a vector space over the reals R? 
 c.  Is LR [x1, x2] a linear algebra over the reals R? 
 d.  Is LR [x1, x2] a principal ideal ring? 
 
42. Is LR [x] a Euclidean ring? 
 
43. Is LR [x] a principal ideal ring? 
 
44. Can any polynomial LR [x] be written in a unique manner 
as a product of irreducible polynomials in LR [x]? 
 
45. Let A = (p (x)) in LR [x] be an ideal. Is it true A is a 
maximal ideal if and only if p (x) is irreducible over LR? 
 
46. Is LR an integral domain? 
 
47. Will LR [x1, x2, x3] be an integral domain? 
 
48. Can we derive the division algorithm in case of LR [x]? 
 
49. Let LR [x] be the polynomial ring. The ideal A = (a0) is a 
maximal ideal of the ring LR [x] if and only if a0 is a 
prime element of LR (LR ≅ R). 
 
50. Can we say LR [x] is a unique factorization domain? 
 
51. Let LR [x] be the polynomial ring in the variable x. For 
f(x) ∈ LR [x] define f′(x) the derivative of the polynomial. 
Prove if f(x) ∈ LR[x] where LR is the field of refined 
labels then f(x) is divisible by the square of a polynomial 
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if and only if f (x) and f′ (x) have a greatest common 
divisor d (x) of positive degree.  
 
52. Let V be a vector space of refined labels over the reals R. 
W be a vector subspace of refined labels of V over R. 
 a.  Define quotient space.  
 b.  If T : V → U is a vector space of refined labels over 
R. (where U and V are vector space of refined labels 
over R) with kernel T = W then V is isomorphic to 
U/W and prove there exists a homomorphism of U 
onto U/W. 
 
53. Let V be a vector space of refined labels over R (or LR). 
Let W1, W2, …, Wt be vector subspaces of refined labels 
over R (or LR). Let V be direct union or direct sum of W1, 
W2, …, Wt. Can we develop the notion of external direct 
sum using W1, …, Wt. 
 
54. Let S ⊆ V, V a vector space of refined labels over R (or 
LR) L (S) be the linear span of S. 
 a.  Prove L (S) is a subspace of refined labels of V. 
 b.  If T and S are subsets of V then  
  i) T ⊆ S implies L (T) ⊆ L (S). 
  ii) L (S ∪ T) = L (S) + L (T). 
  iii) L (L (S)) = L (S). 
 
55. Let V be a finite dimensional vector space of refined 
labels over R and if W is a subspace of refined labels of V 
over R then  
 a.  W is finite dimensional.  
 b.  dim V ≥ dim W. 
 c.  dim V/W = dim V – dim W. 
 
56. If A and B are finite dimensional vector sub spaces of 
refined labels of V over R then; 
 a.  A + B is finite dimensional. 
 b.  dim (A + B) = dim A + dim B – dim (A ∩ B). 
 
 192
57. Let V and W be any two vector spaces of refined labels 
over the field R. 
 Is HomR (V, W) a vector space over R? (justify your 
answer) 
 
58. If V and W are of dimensions m and n over R (V and W 
vector spaces of refined labels over R) then will Hom (V, 
W) = LR (V, W) be of dimension mn over R? 
 
59. Let V = { }1 2 8 ia a a a R(L ,L ,...,L ) L L ;1 i 8∈ ≤ ≤  be a vector 
space of refined labels over R. 
 a.  Prove V has orthogonal vector u, v such that u.v = 
1 2 8a a a
(L ,L ,...,L ) . 
1 2 8b b b(L ,L ,...,L )  = (0, 0, …, 0).  
 b.  If W is a subspace of refined labels of V, find W⊥. 
Will (W⊥)⊥ = W? 
 
60. Let V = 1 2 9
i
10 11 18
a a a
a R
a a a
L L ... L
L L ;1 i 18
L L ... L
   
∈ ≤ ≤   
   
 be a 
DSm vector space of defined labels over the field R. How 
many hypersubspaces (hyperspace) in V exists? 
 
61. Let V be a vector space of refined labels over the field R. 
f is a linear functional on V. Study properties about V. 
 
62. Derive Taylors formula for LR. 
 
63. Define minimal polynomial for any linear operator on a 
finite dimensional DSm vector space of refined labels 
over the field F. 
 
64. Can Cayley-Hamilton theorem be derived in case of linear 
operator on vector space of refined labels over R? 
 
65. Define invariant direct sums in case of a vector space of 
refined labels over R. 
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66. Let T be a linear operator on a finite dimensional vector 
space V of refined labels over R. Find conditions on T so 
that T is diagonalizable. 
 
67. Can Primary – decomposition Theorem be derived in case 
of linear operator T on V? 
68. Let V = 
1 2 3 4
5 6 7 8
i
9 10 11 12
13 14 15 16
a a a a
a a a a
a R
a a a a
a a a a
L L L L
L L L L
L L ;1 i 16
L L L L
L L L L
  
  
   
∈ ≤ ≤  
  
  
   
 
be a DSm linear algebra of refined labels over the field R. 
 a.  Write W as a direct sum. 
 b.  Find two subspaces of V which are not disjoint. 
 c.  Find dimension of V. 
 d.  Find a basis for V. 
 e.  Find T : V → V such that ker T = φ. 
 
69. Show that the space V of refined labels over R where V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
   
   
is a linear algebra 
over R. 
 
70. Let  
1
1 2 3
2 i
1 2 10 4 5 6
3
7 8 9
4
a
a a a
a a R
a a a a a a
a
a a a
a
L
L L L
L L L ;
M ,(L ,L ,...,L ), L L L
L 1 i 9
L L L
L
  
   
∈    
=     ≤ ≤   
    
   
 be the DSm vector space of refined labels over R. 
 a.  Prove M is not a DSm linear algebra. 
 b.  Find a basis for M. 
 c.  Write M = ∪Mi as a direct sum Wi’s vector subspaces 
of M. 
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 d.  Write M = ∪Wi as pseudo direct sum. 
 e.  Define T : M → W where W = 
1
2 i
3
4
a
a a R
a
a
L
L L L ;
L 1 i 4
L
  
  
∈   
   ≤ ≤  
  
   
 ⊆ 
M is a subspace such that T (W) ⊆ W and T2 = T. 
 
71. Let X = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L L ;1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
 be a DSm 
linear algebra of refined labels over R. 
 a.  Find T : X → X such that T is non invertible. 
 b.  Find T : X → X such that T2 = T. 
 c.  Let W = 
1
2 i
3
a
a a R
a
L 0 0
0 L 0 L L ;1 i 3
0 0 L
  
   
∈ ≤ ≤  
  
    
 ⊆ X 
be a DSm linear subalgebra of X. Find a T : X → X 
such that T (W) ⊆ W. 
 
72. Show the set of unordered or partially ordered refined 
labels forms a lattice. 
 
73. Give nice results about refined label lattice. 
 
74. Give some important / interesting properties related with 
DSm semivector space of refined labels. 
 
75. What is the major difference between the DSm vector 
space of refined labels and DSm semivector space of 
refined labels. 
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76. Let V = 
1
2
1 2 i
3 1 2 3
3
4
5
a
a
a a a R
a a a a
a
a
a
L
L
L L L L ;
L ,(L ,L ,L ),
0 L 1 i 5
L
L
  
  
  
  ∈  
    ≤ ≤    
  
    
 be 
a DSm vector space of refined labels over the field R. 
 a.  Is V finite dimensional over R? 
 b.  Find a basis of V. 
 c.  Is V a linear algebra of refined labels? 
 d.  Find subspaces Wi of V so that V = i
i
W∪ . 
 e.  Write V = ∪ Wi as a pseudo direct sum of subspaces.  
 
77. Let V = 
1 2
i
3 4 1 2 7
5 6
a a
a R
a a a a a
a a
L L
L L ;
L L ,(L ,L ,...,L )
1 i 7
L L
  
 ∈  
  
≤ ≤  
    
 be a 
DSm vector space of refined labels over R. 
 a.  Let W1 = 
1
2 1 2 1 2 3 1 2 3
3 3
a
a a a a a a a a a
a a
L 0 0 0
0 L , L L ,(L ,0,0,0,0,L ,L ),(0,L ,L ,L ,0,0,0,0)
0 L 0 L
   
   
   
   
      
}ia RL L ;1 i 3∈ ≤ ≤ ⊆ V be a DSm vector subspaces 
refined labels of V over R.  
  i) Define T : V → V so that T (W1) ⊆ W1. 
  ii) T (W1) ⊄ W1 
 b. Write V = ∪ Wi as pseudo sum of vector subspaces of 
refined labels. 
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78. Let V = 
i i
i
a a
i 0
L x L R
∞
=
 
∈ 
 
∑  be the DSm vector space of 
refined labels over R. Study all the properties related with 
V. 
 
79. Let V = 
1 2
3 4
i
5 6
7 8
a a
a a
a R
a a
a a
L L
L L
L L ;1 i 8
L L
L L
  
  
   
∈ ≤ ≤  
  
  
   
 be a group 
linear algebra of refined labels over R. 
 a.  Find subspaces of refined labels of V. 
 b.  Is V simple? 
 c.  Find a basis for V. 
 d.  What is dimension of V if R is replaced by Q? 
 
80. Let M = 
a b c
d e f
g h i
L L L
L L L
L L L
 
 
 
 
 
 be a refined label matrix find the 
eigen values and eigen vectors by taking a suitable m + 1 
and a, b, c, d, e, f, g, h, i. 
 
81. Construct a model using refined label matrix to study any 
social problem. 
 
82. When will the labels be analysed using FCM or FRM? 
Illustrate this situation by some examples. 
 
83. Let V = 1 2
i
3 4
a a
a R {0}
a a
L L
L L ;1 i n
L L + ∪
   
∈ ≤ ≤  
    
 be a 
semivector space of refined labels over the semifield S = 
R+ ∪ {0}. 
 a.  Find dimension of V over S. 
 b.  Write V as a direct sum. 
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84. Obtain some interesting properties enjoyed by semivector 
space of refined labels over a semifield. 
 
85. Prove { }ia iR {0}L L a R {0}+ +∪ = ∈ ∪  is a semiring. Is that 
a semifield? justify your answer. 
 
86. Obtain some interesting properties about DSm semivector 
spaces of refined labels defined over the semifield S = Q+ 
∪ {0}. 
 
87. Let V = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R {0}
a a a
L L L
L L L L L ;1 i 9
L L L
+ ∪
  
   
∈ ≤ ≤  
  
    
 be a 
DSm semivector space of refined labels over the semifield 
S = Z+ ∪ {0}. 
 a.  Find DSm semivector subspaces of refined labels. 
 b.  What is dimension of V? 
 c.  Find a linear operator on V. 
 d.  Is V a DSm semilinear algebra of refined labels over 
S? 
 
88. Let V = 
i i
i
a a R {0}
i 0
L x L L +
∞
∪
=
 
∈ 
 
∑  be a DSm semilinear 
algebra of refined labels over the semifield S = Z+ ∪ {0}. 
 a.  Can we write V as a direct sum of DSm semilinear 
subalgebras? 
 b.  Find a basis for V. 
 c.  Is V a S-semilinear algebra of refined labels over the 
semifield S = Z+ ∪ {0}? 
 d.  Find ideals in V. 
 e.  Does V contain annihilator ideals? 
 f.  Study the collection of linear operators from V to V. 
What is the algebraic structure enjoyed by V? 
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89. Obtain some interesting properties enjoyed by DSm 
semilinear algebra of refined labels V built using square 
matrices with entries from 
R {0}L + ∪  over S = R
+
 ∪ {0}. 
 
90. Let V =  
1 2 3 4
5 6 7 8
i
9 10 11 12
13 14 15 16
17 18 19 20
a a a a
a a a a
a R {0}
a a a a
a a a a
a a a a
L L L L
L L L L
L L ;
L L L L
1 i 20
L L L L
L L L L
+ ∪
  
  
  
∈  
   ≤ ≤  
  
    
 be a 
DSm semivector space of refined labels over the semifield 
S = R+ ∪ {0}. Consider  
 
1 2 3 4
5
i
6
7
8
a a a a
a
a R {0}
a
a
a
L L L L
0 0 0 L
L L ;
0 0 L 0M
1 i 8
0 L 0 0
L 0 0 0
+ ∪
  
  
  
∈  
=    ≤ ≤  
  
    
⊆ V, M is a 
DSm semivector space of refined labels over the semifield 
S. 
 a.  Find a T: V → V so that T(W) ⊆ W. 
 b.  Write V = i
i
W∪ as a direct sum. 
 c.  Write V = i
i
S∪  as a pseudo direct sum. 
 d.  Find a basis of V. 
 e.  Find a linearly independent subset of V. 
 f.  Does there exist any relation between the questions 
(d) and (e)? 
 g.  Find V/W. Is V/W a DSm semivector space of refined 
labels over S? 
 h.  Give a T: V → V such that T-1 exists. 
 i.  Give T : V → V so that T-1 does not exist. 
 
 199
91. Can Smarandache DSm vector spaces of refined labels be 
defined? 
 
92. Can Smarandache DSm semivector space of refined 
labels be defined? 
 
93. Determine some interesting properties about unordered 
labels or partially ordered labels of finite order. 
 
94. Prove the set of partially ordered labels is always a lattice 
(L0 and Lm+1 adjoined). 
 
95. Does the lattice of labels being distributive imply any 
special property enjoyed by the label? 
 (Lm+1 the maximal label and L0 the minimal label 
adjoined) 
 
96. Can one say if the ordinary labels associated with a model 
is non distributive it enjoys special properties? 
 
97. Study the ordinary lattice of labels which is modular. 
 
98. Prove all totally ordered labels with zero and maximal 
element is isomorphic with the chain lattice. 
 
99. Prove that such labels or these chain lattices are 
semifields of finite order. 
 
100. Prove using these semifields we can build semivector 
spaces of finite order. 
 
101. Give examples of finite semivector spaces of ordinary 
labels. 
 
102. Find some applications of DSm semiring of ordinary 
labels. 
 
103. What are the possible applications of DSm semifield of 
refined labels? 
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104. Study the applications of DSm semivector space of 
ordinary labels. 
 
105. Obtain some interesting results related with the DSm 
semivector spaces of matrices built using ordinary labels 
over the semifield S = {L0 = 0, L1, L2, …, Lm, Lm+1 = 1} 
 
106. Let V = 
i i
i
a a 0 1 2 m m 1
i 0
L x L {0 L ,L ,L ,...,L ,L 1}+
=
 
∈ = = 
 
∑  
be the DSm semivector space of ordinary labels over the 
semifield S = {0 = L0, L1, …, Lm, Lm+1 = 1}. Determine 
the important properties enjoyed by these algebraic 
structure. Can these be applied to eigen value problems? 
 
107. Let V = 
1 2 3
i
4 5 6
7 8 9
a a a
a 0 1 m 1
a a a
a a a
L L L
L {0 L ,L ,...,L 1};
L L L
1 i 9
L L L
+
  
 ∈ = =  
  
≤ ≤  
    
 
be a DSm semivector space of ordinary labels over the 
semifield S = {0, L1, …, Lm, Lm+1 = 1}.  
 a.  Is V a DSm semilinear algebra of ordinary labels over 
S?  
 b.  Find a basis of V. 
 c.  Is V finite dimensional? 
 
108. Find some interesting properties enjoyed by V = 
i i
10
i
a a 0 1 m 1
i 0
L x L L {0 L ,L ,...,L 1};0 i 10+
=
 
= = = = ≤ ≤ 
 
∑  be 
the DSm semivector space of ordinary labels over L = {0 
= L0, L1, …, Lm, Lm+1 = 1} . 
 a.  Is V finite dimensional over L? 
 b.  Find some special and important properties enjoyed 
by V. 
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109. Let V = 
1
1 2
2
3 4 1 2 6
5 6
9
a
a a
a
a a a a a
a a
a
L
L L
L
, L L ,(L ,L ,...,L )
L L
L
 
  
  
  
  
     

 
 }ia 0 1 2 m m 1L {0 L ,L ,L ,...,L ,L 1};1 i 9+∈ = = ≤ ≤  
  be a DSm set vector space of ordinary labels over the set 
S = {0, L1, L3 and Lm, Lm+1 = 1}. 
 a.  Write V as a direct sum or union. 
 b.  Write V as a pseudo direct sum. 
 c.  Find a non invertible operator on V. 
 d.  Does V contain only a finite number of elements? 
 
110. Let 
1
1 2 2
1 2 20
3 4
12
a
a a a
a a a
a a
a
L
L L L
V ,(L ,L ,...,L ),
L L
L
  
  
   
=    
    
   

 
}ia 0 1 m 1L L {0 L ,L ,...,L 1};1 i 20+∈ = = = ≤ ≤  be a 
semigroup DSm vector space of ordinary labels over the 
semigroup S = {0 = L0, L1, …, Lm, Lm+1 = 1} . 
 a.  Can V have DSm semigroup vector subspaces of 
ordinary labels? 
 b.  Can V have infinite number of elements? 
 c.  Does V have a invertible linear operator? 
 d.  Write V as a direct union. 
 
111. Is it possible to construct group DSm vector space of 
ordinary labels? Justify your answer. 
 
112. Can L ={0 = L0, L1, …, Lm, Lm+1 = 1} be given a group 
structure L an ordinary label? 
 
113. Can the unordered set of ordinary labels be given a group 
structure? Justify your claim. 
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114. Will a partially ordered ordinary labels be a group? 
Justify. 
 
115. Prove the partially ordered ordinary label is a lattice. Give 
an example of a partially ordered ordinary lattice which is 
distributive. 
 
116. Let  
1 9 1
1 2 3
1 22 10 2
4 5 6
3 4
7 8 9
208 16
a a a
a a a
a aa a a
a a a
a a
a a a
aa a
L L L
L L L
L LL L L
V , , L L L ,
L L
L L L
LL L
   
    
     
=      
       
        
 
 
}ia 0 1 m 1L {0 L ,L ,...,L 1};1 i 20+∈ = = ≤ ≤  be a DSm set 
vector space over the set S = {L0 = 0, L1, …, Lm, Lm+1 = 
1}. 
 a. Find the cardinality of V. 
 b.  Write V = ∪ Wi as a direct sum. 
 c.  Write V = i
i
W∪ , as a pseudo direct sum. 
 d. Find T : V → V so that T is invertible. 
 
117. Let W = 
1 2 3
i
4 5 6
7 8 9
a a a
a 0 1 m 1
a a a
a a a
L L L
L {0 L ,L ,...,L 1};
L L L
1 i 9
L L L
+
  
 ∈ = =  
  
≤ ≤  
    
 
be a semigroup DSm vector space of ordinary labels over 
the semigroup S ={0 = L0, L1, …, Lm, Lm+1 = 1}  
 a.  Is V a semigroup DSm linear algebra of refined 
labels? 
 b.  Let T: V → V, find a linear operator on V which is 
invertible. 
 c.  Write W = ∪ Pi as a direct sum. 
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118. Let V = 
1
2
i
3
4
a
a
a 0 1 2 m m 1
a
a
L
L
L {0 L ,L ,L ,...,L ,L 1}
L
L
+
  
  
   
∈ = =  
  
  
   
 be a 
semigroup of DSm vector space over the semigroup S = 
{0 = L0, L1, …, Lm, Lm+1 = 1}.  
 a.  What is the dimension of V? 
 b.  Find number of elements in V. 
 c.  Write V = i
i
L∪  as direct sum. 
 
119. Find some interesting applications of DSm semigroup 
vector space of ordinary labels over the semigroup S = {0 
= L0, L1, …, Lm, Lm+1 = 1}. 
 
120. Can unordered ordinary labels be used as fuzzy models / 
dynamical systems using the matrices built using L = {0 = 
L0, L1, …, Lm, Lm+1 = 1}? 
 
121. Can these semifield of ordinary labels be used in web 
designing? 
 
122. Can the concept lattices be built using lattices of ordinary 
labels? 
 
123. Study the ordinary labels as a) lattices b) fields c) 
semilattices. 
 
124. Show if  
  
S = 
1
2
i
3
4
a
a
a 0 1 m 1
a
a
L
L
L {0 L ,L ,...,L 1};i 1,2,3,4
L
L
+
  
  
   
∈ = = =  
  
  
   
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 be a DSm semivector space over the semifield S = {0 = 
L0, L1, …, Lm, Lm+1 = 1}. 
 
 a.  Is S is a lattice? 
 b.  Can S be totally ordered? 
 c.  What is the order of S? 
 
125. Distinguish between the algebraic structures enjoyed by 
the refined labels and the ordinary labels. 
 
126. Study the possible algebraic structures enjoyed by  
 
 
M = 
11 1n
21 2 n
i
n1 nn
a a
a a
a R
a a
L ... L
L ... L
L {L , , }
L ... L
  
  
  
∈ + ×  
  
    
 
. 
 
 a. Is M a ring? 
b. Can M be a commutative ring? 
c. Can M have zero divisors? 
 
127. Let  
  
P = 
11 1m
21 2 m
ij
n1 nm
a a
a a
a R
a a
L ... L
L ... L
L {L , , )(m n)
L ... L
  
  
  
∈ + × ≠  
  
    
 
; 
 
 a.  What is the possible algebraic structure P can enjoy? 
 b.  Can P become a ring? 
 c.  Is P a an additive abelian group?  
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128. Let  
 
L = 
1 2
3 4 i
5 6
7 8
a a
a a a 0 1 m 1
a a
a a
L L
L L L {0 L L ... L 1};
L L 1 i 8
L L
+
  
  
∈ = < < < =   
   ≤ ≤  
  
   
 
 
 a.  Can L be a partially ordered set? 
  (under the ordering if  
 
M = 
1 2
3 4
5 6
7 8
a a
a a
a a
a a
L L
L L
L L
L L
 
 
 
 
 
 
 
 
 
  and  
N = 
1 2
3 4
5 6
7 8
b b
b b
b b
b b
L L
L L
L L
L L
 
 
 
 
 
 
 
 
 
  are in L. M > N if each 
i ia bL L> ; 1≤ i ≤8)). 
 
 b.  Can L be a semilattice under ‘∪’ or ‘∩’? 
 c.  Can L be a lattice? 
 d.  Can L be a distributive lattice? (justify) 
 
129. Let  
T = 
1 2 3
4 5 6 i
7 8 9
a a a
a a a a R
a a a
L L L
L L L L {L };1 i 9
L L L
  
   
∈ ≤ ≤  
  
    
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 be a DSm linear algebra over LR. 
 a.  Find a basis of T over LR. 
 b.  What is dimension of T? 
 c.  Write T = ∪ Wi as a direct sum. 
 
130. Study DSm vector spaces V defined over the DSm field 
LR.  Is V the same if LR is replaced by R? Justify your 
claim. 
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