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Abstract
Online Social Networks (OSNs) incorporate different forms of interactive com-munication, including microblogging services, multimedia sharing, busi-ness networking, etc. They allow users to create profiles, connect with
friends, and share their daily activities and thoughts. The popularity of OSNs is
due to the openness and the flexibility provided to the users. They can connect and
communicate with their favorite celebrity, brand, politician, athlete or even other
regular users without the obligation of a pre-existing social relationship.
The rapid expansion of OSNs, coupled with the increasing power of machine
learning and data mining, have created new privacy concerns. By participating
in OSNs, the users, voluntarily, share personal information about themselves and
sometimes even sensitive information without prior knowledge of who can access
their private data or how they are handled by the system. The data rich of per-
sonal information shared in the users’ profiles or correlated from their activities can
be stored, processed, analyzed, and sometimes sold for advertisement or statistical
purposes. It attracts also malicious users who can collect and exploit the data and
target different types of attacks. A chain of privacy-related public scandals linked
to questionable data handling practices in OSNs has started to increase in the last
past years. Thus, an effective and efficient evaluation of the privacy level provided
in such services is necessary to meet user expectations and comply with the require-
ment of the applicable laws and regulations.
In the present thesis, we take first steps towards developing an information pri-
vacy assessment framework (IPAM framework) to compute privacy scores in Online
Social Networks, and more specifically microblogging OSNs. The aim of the pro-
posed framework is to help users identify risks related to their data and how their
privacy is protected when using an OSN compared to others. The IPAM framework
allows also comparing the privacy protection level between different systems, so
that system providers can have an idea how they are positioned in the market vis-
à-vis their competition and they can implement the recommendations provided to
enhance their services.
This thesis improves the state-of-the-art in privacy evaluation and scoring in
OSNs in several areas. In particular, the thesis contributes to the following aspects:
1. Analyzing the attitude of users towards their privacy in OSNs, and the factors
that influence the sharing behavior.
2. Analyzing the state of the art and comparing 24 OSNs existing either in the
literature or deployed for use. The analysis of each system is based on 7 criteria
of comparison.
3. Presenting a generic framework to (1) guide the development of privacy met-
rics and (2) to measure and assess the privacy level of OSNs, more specifi-
cally microblogging systems. The algorithmic model is based on the impact of
privacy and security requirements, accessibility, and difficulty of information
extraction.
4. Finally, evaluating IPAM framework by comparing the surveyed social net-




L as redes sociales on-line incorporan diferentes formas de comunicación in-teractiva como servicios de microblogueo, compartición de ficheros multi-media, o redes de contactos profesionales. Permiten a los usuarios crear per-
files, conectarse con sus amigos, y compartir sus actividades y pensamientos diarios.
La popularidad de estas redes se debe a su flexibilidad de uso, ya que los usuar-
ios pueden conectarse y comunicarse con sus famosos favoritos, marcas preferidas,
políticos, u otros usuarios sin conocerse.
La rápida expansión de las redes sociales on-line, junto con el aprendizaje au-
tomático y la minería de datos, han creado nuevas amenazas de privacidad. Los
usuarios, de manera voluntaria, comparten información personal e incluso a veces
confidencial, sin conocer quién puede acceder a ella. Esta información puede ser
procesada, analizada y, a veces vendida, a terceras empresas con fines publicitar-
ios o estadísticos. En los últimos años han aumentado los escándalos públicos en
relación con prácticas cuestionables de la industria de las redes sociales en relación a
la privacidad. Así pues, es necesaria una evaluación efectiva y eficiente del nivel de
privacidad en las redes sociales on-line para cumplir con las expectativas del usuario
y cumplir con los requisitos de las leyes y regulaciones.
El foco de la presente tesis es la construcción de un esquema (IPAM) para iden-
tificar y evaluar el nivel de privacidad proporcionado por las redes sociales on-line,
en particular para los servicios de microblogueo. El objetivo de IPAM es ayudar a
los usuarios a identificar los riesgos relacionados con sus datos. El esquema también
permite comparar el nivel de protección de la privacidad entre diferentes sistemas
analizados, de modo que pueda ser también utilizado por proveedores de servicio
y desarrolladores para probar y evaluar sus sistemas y si las técnicas de privacidad
usadas son eficaces y suficientes.
Esta tesis mejora el estado del arte en la evaluación de la privacidad en sistemas
de microblogueo. En particular, la tesis contribuye en los siguientes aspectos:
• Analizar la actitud de los usuarios en relación a la privacidad en redes sociales
on-line, y los factores que influyen en el comportamiento de compartir infor-
maciones personales.
• Analizar un estudio de revisión de 24 redes sociales on-line existentes en la
literatura o implementadas para usar. El análisis de cada sistema se basa en 7
criterios de comparación.
• Presentar un esquema para (1) dirigir el desarrollo de métricas de privacidad y
(2) evaluar el nivel de privacidad de las redes sociales on-line, más específica-
mente de los sistemas de microblogueo. El modelo algorítmico usado se basa
en el impacto de los requisitos de privacidad y seguridad, la accesibilidad, y la
dificultad de extracción de información.
• Finalmente, evaluar el esquema y comparar los sistemas de redes sociales on-
line analizadas previamente con respecto a sus valores de privacidad obtenidos
con el modelo propuesto.
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Resum
L es xarxes socials online incorporen diferents formes de comunicació inter-activa com a serveis de microblogs, compartició de fitxers multimèdia, oxarxes de contactes professionals. Permeten als usuaris crear perfils, con-
nectar amb els seus amics, i compartir les seves activitats i pensaments diaris. La
popularitat d’aquestes xarxes es deu a la seva flexibilitat d’ús, ja que els usuaris po-
den connectar-se i comunicar-se amb els seus famosos favorits, marques preferides,
polítics, o altres usuaris sense conèixer-se.
La ràpida expansió de les xarxes socials en línia, juntament amb l’aprenentatge
automàtic i la mineria de dades, han creat noves amenaces de privacitat. Els usuaris,
de manera voluntària, comparteixen informació personal i fins i tot de vegades con-
fidencial, sense conèixer qui pot accedir-hi. Aquesta informació pot ser processada,
analitzada i, de vegades venuda, a terceres empreses amb finalitats publicitàries o
estadístiques. En els últims anys han augmentat els escàndols públics en relació amb
pràctiques qüestionables de la indústria de les xarxes socials en relació a la privac-
itat. Així doncs, cal una avaluació efectiva i eficient del nivell de privacitat en les
xarxes socials on-line per complir amb les expectatives de l’usuari i complir amb els
requisits de les lleis i regulacions.
El focus de la present tesi és la construcció d’un esquema (IPAM) per identificar
i avaluar el nivell de privacitat proporcionat per les xarxes socials on-line, en partic-
ular per als serveis de microblogs. L’objectiu d’IPAM és ajudar els usuaris a identi-
ficar els riscos relacionats amb les seves dades. L’esquema també permet comparar
el nivell de protecció de la privacitat entre diferents sistemes analitzats, de manera
que pugui ser també utilitzat per proveïdors de servei i desenvolupadors per provar
i avaluar els seus sistemes i si les tècniques de privacitat usades són eficaços i sufi-
cients.
Aquesta tesi millora l’estat de l’art en l’avaluació de la privacitat en sistemes de
microblogs. En particular, la tesi contribueix en els següents aspectes:
• Analitzar l’actitud dels usuaris en relació a la privacitat en xarxes socials on-
line, i els factors que influeixen en el comportament de compartir informacions
personals.
• Analitzar un estudi de revisió de 24 xarxes socials on-line existents a la lit-
eratura o implementades per utilitzar. L’anàlisi de cada sistema es basa en 7
criteris de comparació.
• Presentar un esquema per a (1) dirigir el desenvolupament de mètriques de
privacitat i (2) avaluar el nivell de privacitat de les xarxes socials en línia, més
específicament dels sistemes de microblogs. El model algorítmic usat es basa
en l’impacte dels requisits de privacitat i seguretat, l’accessibilitat, i la dificultat
d’extracció d’informació.
• Finalment, avaluar l’esquema i comparar els sistemes de xarxes socials online
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The concept of “Social networking” is not new. It has always existed in differ-ent forms and facets [1]. It refers to the act of creating social relationships(e.g. friendship, co-working, acquaintance, etc.) [2] and expanding the social
structure of individuals. Online Social Networks (OSNs) are the translation of these
physical connections and relationships to the virtual world. The first known OSN
was SixDegrees [3], it appeared in 1997. SixDegrees allowed users to create profiles
and connect with their friends. The website shut down in 2000.
Online Social Networks can be defined as application systems that represent
users and enable them to keep in touch with other contacts [4]. They can be also
defined as user-generated content services that allow (i) to create public or semi-
public profiles, (ii) to build social relationships with other users, and (iii) to post
their activities and interests and view those made by others [5, 6].
OSNs offer a free channel for users to express themselves, to share their thoughts
and activities, and to communicate with others. The popularity of OSNs has grown
impressively over the years. As of January 2019, the number of users of OSNs
reached 2.77 billion monthly active users [7]. This popularity is due mainly to the
extended number of functionalities offered in OSNs. They make it easy to share ac-
tivities, follow interests, chat with friends, upload photos and videos, play games,
etc.
The nomenclature of the services might differ from one OSN to another, but the
idea behind is the same. Mangold and Faulds [8] categorize social networks based
on their similar social characteristics (see Table 1.1).
TABLE 1.1: Classification of Online Social Networks
OSNs category Examples
Social networking Facebook, Google+
Microblogging Twitter, Tumblr
Photo sharing Instagram, Snapchat, Pinterest
Video sharing YouTube, Facebook Live
Consumer reviewing Yelp, TripAdvisor
Communication-based Skype, Viber, Whatsapp
Business networking LinkedIn, Viadeo
Virtual worlds Second Life
Advice Sharing PatientsLikeMe, BabyCenter
OSNs are not limited to a specific demographic or age group, but they encour-
age people of all ages and demographics worldwide to participate by sharing their
thoughts and interests or by advertising their products. The social changes and po-
litical movements have added a new role to OSNs. They have become a source of
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news coverage and means of propagating all sorts of information. It is quite remark-
able how news spread so fast on social networks. For example, OSNs have played a
crucial role in the recent events of the ‘Arab Spring’ [9] or the ‘London riots’ [10].
1.1 Motivation
OSNs offer various functionalities and services that attract a great number of users to
online social services. The users are instantly informed of news of their interests and
their entourage. In addition, OSNs can analyze data and correlate users’ interests to
give advanced and personalized services. They can recommend potential friends or
interests based on the information extracted from the users’ profiles and activities
(preferences, daily browsing, etc.) as well as from their followers’ activities. How-
ever, having the OSN services managed by a single authority entitles them to some
risks of availability and privacy. The Internet shutdowns and servers’ failures can
be a bottleneck to the traffic and make the services completely unavailable. For ex-
ample, in March 2019, Facebook, Instagram, and WhatsApp services shut down for
several hours and blocked all means of communication [11].
Data published in OSNs are rich in personal and sensitive information. Attackers
can gather, aggregate, and exploit the data to commit cybercrimes against the users
(e.g. identity theft, phishing, social scams, and social engineering). For example,
the website Please Rob Me [12] raises the awareness of the danger of oversharing
in social media, especially the information about the geographical location on Twit-
ter. The website scans the feeds from Twitter and shows when the users tweet out
locations other than their home.
Furthermore, most of the known OSNs companies handle the users’ data and
generate their revenue by gathering and selling the data to third-party channels for
advertisement or statistical purposes [13]. These companies claim that before selling
the data, they anonymize them, meaning that they remove any explicit information
from the dataset that can directly identify the users (name, Social Security Numbers
(SSNs)...) [14]. However, recent research has indicated that from the anonymized
dataset of 1.5 million people, Montjoye et al. were able to identify a person with 95 %
accuracy in only four spatiotemporal points [15]. Furthermore, Montjoye et al. [16]
studied an anonymized dataset of credit card transactions of 1.1 million people and
were able to re-identify 90% of individuals knowing again only four spatiotemporal
points. In other words, it is simple and easy to identify a person based on non-
identifying attributes (sex, birthdates..) other than the ID. Hence, anonymization is
not a sufficient approach to protect the users and the privacy of data is in jeopardy
when it is placed in the hand of online companies.
As the monetary value of data increases, more voices demand protection and
control over their privacy. The year 2018 saw a trend to enact new laws that regulate
data collection and enhance privacy protection. For example, the European Parlia-
ment approved the General Data Protection Regulation (GDPR) on 14 April 2016 to
be applied by 25 May 2018 [17]. The new regulation aims to give control to online
users over their personal data, to harmonize data privacy laws across Europe, and
to protect the privacy of the users [18]. However, GDPR is not the miraculous so-
lution to protect the users’ privacy. In fact, the end users have to accept the terms
and conditions as provided by the system, they are not in a position to negotiate a
separate agreement. Therefore, the users are obliged to accept to release their data
as a necessity to use the services [19]. Moreover, the regulation was criticized for the
lingering uncertainty around some undefined terms (e.g. "disproportionate effort"
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or "undue delay") which require more clarity by the courts and regulators. Further-
more, GDPR does not offer a proper definition of what constitutes a "reasonable"
level of protection for personal data, offering flexibility in the assessment of fines for
data breaches and non-compliance [20].
In recent years, various privacy-related scandals have come to light regarding
the misuse of personal data. One of the most important was in 2018. A former Cam-
bridge Analytica contractor admitted that the firm harvested more than 50 million
Facebook profiles without permission to build an algorithm that targeted US vot-
ers with personalized political advertisements based on their psychological profile
[21]. The data was collected through an app called "thisisyourdigitallife", built for
academic purposes [22]. The Cambridge Analytica scandal has generated a wave of
general anger directed at Facebook’s poor management of users’ privacy, resulted in
a Twitter campaign under the hashtag #DeleteFacebook, calling on users to delete
their Facebook accounts. However, it seems that relatively few Facebook users have
actually deleted their accounts. The number of monthly active Facebook users have
jumped from 2.19 billion users in the first quarter of 2018 to 2.38 billion users in the
first quarter of 2019 [23].
The contradiction between releasing data and the concern about the protection
of privacy is called "the privacy paradox" [24]. A great number of users of OSNs are
aware of the importance of protecting privacy [25]. They claim that they understand
the risk of releasing private data. But at the same time, they accept to disclose data
as a price to benefit from the services. The most plausible psychology explanation to
this phenomenon is that the users understand the tradeoff between losing privacy
and the benefits they get from using the OSNs services and they regard the latter
as outweighing the former. Even experienced users who are aware of their privacy
risks are sometimes willing to compromise their privacy in order to improve their
digital presence in the virtual world. That is, they prefer being popular and “cool” to
being conservative with respect to their privacy. They know that the loss of control
over their personal information poses a long-term threat, but they cannot assess the
overall and long-term risk accurately enough to compare it to the short term gain.
Also, they often do not have the expertise needed or the adequate tools to protect
their privacy nor to understand what are the potential consequences if privacy is vi-
olated. The reason for this is because privacy concern is an abstract feeling and hard
to express in specific terms. Privacy itself is an intuitive term that can be interpreted
differently depending on the culture or the situation. The sense of what should be
kept private and what should be public changes from one person to another and
from one culture to another [26]. Even in the same situation, two individuals may
act differently depending on what privacy means to them.
1.2 Purpose and Scope of the Thesis
Due to the exponential development of information technologies, protecting privacy
becomes extremely important, especially in the field of social media and microblog-
ging services. OSNs have brought new challenges to privacy-oriented companies
and the academic community. Researchers have discussed new privacy-preserving
controls and techniques and they have proposed different techniques and new sys-
tems to protect and enhance the users’ privacy. As the definition of privacy is
ambiguous and elusive, there are no standard means of how to build an efficient
privacy-protecting system.
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The abundance of privacy preserving strategies and online social networks comes
with a difficulty to quantify each system and measure its level of privacy provided to
protect the personal information of users. Therefore, a formal framework is needed
to compare online social networks and assess their degree of privacy. OSN devel-
opers can use such a framework to evaluate the performance and efficiency of the
privacy-preserving techniques used in systems. Also, the framework will be useful
for the end users to choose which platform is more adequate for their needs and
requirements in terms of privacy, especially that they do not have enough informa-
tion to understand the privacy implications of using some services on online social
networks.
In this thesis, the focus is on providing privacy metric to evaluate and assess
the level of privacy of OSNs that offer, but not exclusively, microblogging services.
Microblogging is a weblog that allows a small number of characters for each post
(between 140 and 310 characters for most of the existing microblogging systems)
[27].
Microblogging services provide light-weight and simple means to share and
publish information about life, activities, interests, opinions, news, current events,
etc. It is a fast and easy mode for communication. Comparing with regular blogging
systems, the short-nature of messages in microblogging systems shortens the time
needed to post messages, allowing users to post several messages in a single day.
For example, Twitter is a popular microblogging system [28] where the number of
monthly active users exceeds 330 million users in the first quarter of 2019 [29].
1.3 Objectives of the Thesis
The main objectives of the present thesis are:
• O1. To investigate how privacy can affect the information sharing behavior
of users in OSNs. More specifically, to examine the factors that influence how
users share their personal information on social networks and how they per-
ceive privacy in OSNs. The analysis helps to determine the preferences and
requirements of users for an ideal OSN system that provides social functional-
ities while preserving privacy.
• O2. To review the state of the art of OSNs that offer, but not exclusively, mi-
croblogging services. The systems can be either proposed in the literature or
deployed and used by real users. The analysis will help in identifying and ex-
tracting common features and characteristics of microblogging systems. These
characteristics lead later to compare different systems and measure their level
of privacy.
• O3. To propose and design a framework to evaluate the privacy level of
microblogging systems. The privacy scores obtained from using the proposed
metric will be used by the end users to choose which microblogging system is
more adequate for their needs in terms of privacy requirements. It can be also
used by systems’ providers to evaluate the efficiency and effectiveness of the
privacy mechanisms implemented in their systems.
• O4. To compare the previous surveyed systems according to their obtained
privacy scores. The study will be used to investigate the feasibility of the pro-
posed privacy scoring framework.
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It should be noted that the study of methods and technologies to extract and
gather information used in privacy metrics is beyond the scope of this thesis.
1.4 Research Methodology
The present work was carried out using 4 different research methodologies. First, an
extensive and a comprehensive literature review on privacy enhancing techniques
and microblogging systems was conducted using Literature Review [30] as research
methodology. Second, we used a questionnaire Survey [30] as research methodology
to understand the perception of users towards privacy in OSNs. Third, a framework
was created and developed to evaluate and quantify privacy level in microblogging
OSNs using Design and Creation research methodology[30]. Fourth, a series of Exper-
iments [30] was conducted to evaluate and validate the proposed framework.
1.5 Main Contributions
This thesis provides several novel contributions to the field of privacy scoring in
microblogging Online Social Networks.
• C1. Designing and conducting an online questionnaire survey intended for Online So-
cial Networks’ users. The survey aimed to analyze the perspective of the OSNs’
users on the ongoing situation of privacy protection in OSNs and their effect
on information sharing behavior. This contribution addresses the objective O1
and discussed in details in Chapter 3. The analysis and results are submitted
to the journal "Behaviour & Information Technology" 1 [P2].
• C2. Conducting a literature review and a comparative analysis of the state of the art
of the existing social network systems, with a special focus on microblogging systems
(e.g. Twitter, Diaspora, etc.). The analysis helped in identifying the common
characteristics of microblogging systems in terms of features, design, security
requirements, and privacy-enhancing techniques implemented in microblog-
ging online social systems. The results helped also in understanding the pri-
vacy issues that such services are suffering from. This extensive research aims
as well to gather data on the internal work of the microblogging systems in
order to identify privacy enhancing techniques implemented in online social
systems. This contribution addresses the objective O2 and discussed in details
in Chapter 4. The results of the comparative analysis are published as a techni-
cal report at UOC - Garlanet’s web site 2 and as a survey article in the journal
ACM Survey Computing 3 [P1].
• C3. Designing and developing information privacy assessment metric (the IPAM
framework). The aim of the framework is to quantify, assess and evaluate pri-
vacy level in microblogging OSNs. First, we presented a systematic method-
ology to develop privacy metrics in microblogging OSNs based on the Plan-
Do-Study-Act (PDSA) cycle. Second, we defined a privacy scoring metric that
is based on the impact of privacy and security requirements, accessibility, and
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O3 and discussed in details in Chapter 5. A general overview of the archi-
tecture and the methodology of the framework was presented in XV RECSI
workshop 4 [P4]. A more detailed version of the article is published in the jour-
nal IEEE Access 5 [P3].
• C4. Evaluating the performance and efficiency of the proposed framework. The anal-
ysis consisted of comparing the systems surveyed in the previous step to de-
termine their privacy level based on the scores obtained from the IPAM frame-
work. This contribution addresses the objective O4 and discussed in details in
Chapter 6.
1.6 Outline of the Thesis
The rest of this thesis is structured as follows:
• Chapter 2 summarizes the preliminary concepts and background information
used in the rest of the thesis. It includes an overview of the state of the art in
privacy metrics in the field of OSNs.
• Chapter 3 presents the results of the conducted online questionnaire survey to
understand and analyze the attitude of users towards privacy and how they
behave about information sharing in OSNs.
• Chapter 4 contains a comparative analysis study to evaluate 24 different On-
line Social Networks(OSNs) based on a set of characteristics, and to compare
them based on their usability and the level of protection of privacy they pro-
vide.
• Chapter 5 introduces an information privacy assessment metric to quantify,
assess, and evaluate privacy in microblogging OSNs.
• Chapter 6 presents a quantitative comparison of microblogging OSNs sur-
veyed in chapter 4, using the algorithmic model proposed in chapter 5.
• Finally, Chapter 7 concludes the thesis and presents guidelines for future work.
Figure 1.1 depicts the structure of this thesis and maps the chapters to their re-
spective objectives and articles.
4https://nesg.ugr.es/recsi2018/
5https://ieeeaccess.ieee.org/
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Chapter 2
Background and Literature Review
This chapter recalls some concepts and related works representing the back-ground necessary to understand the rest of this research thesis. This chapteris structured as follows: Section 2.1 introduces Microblogging Online Social
Networks (MOSNs). Section 2.2 defines the concept of privacy and presents its prin-
ciples and objectives. Section 2.3 explains some privacy threats and attacks in the
context of MOSNs and how to mitigate them. Section 2.4 presents the state-of-the-
art in privacy metrics in Online Social Networks. Section 2.5 concludes the chapter.
2.1 Microblogging Online Social Networks
As defined in the introduction 1, microblogging is a popular form of Online Social
network. It differs from traditional blogging mainly because users can broadcast
their interests and activities in the form of snippets of a small number of characters,
in general between 140 and 310 characters for most of the existing microblogging
systems [27].
Microblogging systems offer to their users the ability to create customized pro-
files, follow and be followed by friends and acquaintances, share interests and keep
updated with the trending topics and news [31]. The users might include in their
post pictures, URL links, video links, etc. They can also keep track of activities from
other friends/followers, trends, companies, brands, and celebrities [32].
When studying MOSNs, there are two major aspects that characterize them: the
targeted stakeholders involved in the usage of microblogging services and the data
used and collected in the system [33, 34].
2.1.1 MOSNs Stakeholders
MOSNs stakeholders are defined as entities that can access user-data directly or in-
directly. They can be categorized into users, service operators, third-parties, and the
general public.
• User: is any entity (an individual or an organization) that subscribes to an
MOSN to benefit from the services offered [33]. A user is represented by a
profile, her relationships, and her generated contents.
• System operator (also known as service provider): provides the underlying
services and infrastructure needed to use the system and interact with each
other [33]. They play the role of data protectors, and they can have direct or
indirect access to the user data.
• Third-parties: are entities that connect to either system operators or users for
different objectives other than social networking [33]. They can be developers
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of applications, providers of add-ons, data analysts, marketers, advertisement
agencies, etc.
• General public: are unregistered users that can access (if they are allowed) to
the services of the OSNs to visualize, monitor, or extract information.
Figure 2.1 illustrates the stakeholders in MOSNs. The direction of the arrows








FIGURE 2.1: MOSNs stakeholders
The next section identifies the types of data circulated between the stakeholders
in MOSNs.
2.1.2 MOSNs Data Types
The user data are either provided in the user’s profile, generated by the user, shared
in groups, collected from patterns, or derived from all the other types of data. Ku-
mari in [33] classifies the user data into two categories:
• Traffic data: all data generated from users’ activities, such as IP address, OS
specifications, search terms, etc.
• Payload data: all data posted by the user herself or posted about the user by
other users.
Furthermore, the payload data can be classified into [35]:
• Service data: are the data the users give to a social networking site in order to
use, like name, age, email address...
• Disclosed data: are the data generated by the users in their own pages.
• Entrusted data: are the data that a user posts on other people’s pages, like com-
menting on friends’ messages, photos, and videos, tagging friends in photos,
etc.
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• Incidental data: are the data posted by other users about the user. It is basically
similar to the entrusted data, but the user has no control over the data posted.
They can include comments on user’s photos and videos, comments on the
user’s status updates’, etc.
• Behavioral data: are the data collected about the users’ habits and activities.
• Hidden or derived data: are the data derived from all the other types of data.















FIGURE 2.2: MOSNs data types
2.2 Privacy
Privacy is recognized internationally as a fundamental human right [36]. However,
in this data-driven world, protecting privacy becomes one of the dominant issues,
as it is threatened by the terabytes of personal information revealed every day.
According to Oxford dictionary [37], privacy is defined as:
” A state in which one is not observed or disturbed by others”.
From the definition, we can see that the concept of privacy is an intuitive term, yet
not easy to define. The term is ambiguous and what it should be kept private and
what must be revealed changes from one person to another [26].
Privacy has many meanings depending on the culture, the society, or the dis-
cipline’s perspectives, i.e. law, health sciences, social sciences, and computer and
information science, yet no single definition of privacy encompasses all aspects of
the term.
There are three (3) main dimensions from which the privacy is described and
analyzed: legal, social and technical perspectives [38].
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1. Legal dimension: privacy is a right that needs to be protected by laws, reg-
ulations and policies [39]. It is defined as a set of policies that enforce the
protection of private information [40].
2. Social dimension: privacy depends on the behavior and the interactions of
individuals as they conduct their daily affairs [38]. Rachels [41] explained that
“privacy is necessary if we are to maintain the variety of social rela-
tionships with other people that we want to have”.
In such a way, privacy proves to be evolving with cultural changes and tech-
nological advances.
3. Technical dimension: the technical dimension aims to protect privacy through
technical specifications by controlling (automatically and/or manually) data
and information. This dimension is concerned with how the legal and social
understandings of privacy can be represented and implemented in systems.
Westin [42] defined information privacy as ” the claim of individuals, groups,
or institutions to determine for themselves when, how, and to what extent in-
formation about them is communicated to others”. He added to this definition
[43] "the right to determine when data are obtained and what uses will be
made of by others". Bünnig et al. [44] described privacy as protecting personal
information from malicious and unauthorized entities. Another definition of
privacy is to hide some details from others [45].
When talking about privacy in OSNs, it revolves mostly around information pri-
vacy. In the traditional web, information privacy is controlled by limiting data collec-
tion, granting access to authorized entities and by hiding the user’s identity. These
solutions may not address the new privacy challenges created by OSNs where a user
openly and willingly shares a whole data set of personal information in the profile
[46]. Due to this trade-off between the open nature of OSNs and the sensitivity of
published data, the concern about the privacy issues in OSNs is raised and the pro-
tection and management of privacy in OSNs are a lot harder.
2.2.1 Privacy Laws and Principles
Information privacy laws and regulations deal with protecting any personally iden-
tifiable data collected by any entity (public/private organizations or other individ-
uals). There are multiple information privacy laws and regulations available de-
fined by different organizations and countries. In addition, several privacy princi-
ples have been adopted to ensure the protection of privacy. In the following, we
review some known laws and regulations of information privacy.
OECD
The Organization of Economic Cooperation and Development (OECD) organization
[47, 48] provides the most commonly used privacy framework. The privacy prin-
ciples are reflected in existing and emerging privacy and data protection laws and
serve as the basis for the creation of leading practice privacy programs and addi-
tional principles. The OECD privacy principles include 1. collection limitation, 2.
data quality, 3. purpose specification, 4. use limitation, 5. security safeguards, 6.
openness, 7. individual participation, 8. accountability, and 9. free flow and legiti-
mate restrictions.
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GDPR
General Data Protection Regulation (GDPR) is a European regulation (2016/679) on
data protection and privacy for all individuals within the European Union. The
regulation becomes applicable as of May 25th, 2018 in all member states. It aims
to harmonize data privacy laws across Europe and it is applicable to any business
that holds or processes the personal data of EU citizens, regardless of their location
[18]. GDPR provides seven privacy principles [49, 50]: 1. lawfulness, fairness and
transparency, 2. purpose limitations, 3. data minimization, 4. accuracy, 5. storage
limitations, 6.integrity and confidentiality, and 7. accountability.
PIPEDA
Personal Information Protection and Electronic Documents Act (PIPEDA) is a Cana-
dian law relating to data privacy that governs the private sector [51]. PIPEDA out-
lines ten privacy principles to follow: 1. accountability, 2. identifying purposes, 3.
consent, 4. limiting collection, 5. limiting use, disclosure, and retention, 6. accuracy,
7. safeguards, 8. openness, 9. individual access, and 10. challenging compliance.
ISACA
Information Systems Audit and Control Association (ISACA) is a nonprofit, inde-
pendent association that advocates for professionals involved in information secu-
rity, assurance, risk management, and governance [52]. The ISACA privacy princi-
ples outline core principles used to ensure data privacy protection [53]: 1. choice
and consent, 2. legitimate purpose specification and use limitation, 3. personal in-
formation and sensitive information life cycle, 4. accuracy and quality, 5. openness,
transparency and notice, 6. individual participation, 7. accountability, 8. security
safeguards, 9. monitoring, measuring and reporting, 10. preventing harm, 11. third
party/vendor management, 12. breach management, 13. security and privacy by
design, and 14. free flow of information and legitimate restriction.
ISO/IEC 29100:2011
It provides a privacy framework that specifies a common privacy terminology and
defines the actors and their roles in processing personally identifiable information
(PII) [54, 55]. It describes privacy safeguarding considerations and provides refer-
ences to known privacy principles for information technology.
ISO/IEC 29100:2011 is applicable to organizations where privacy controls are re-
quired for the processing of PII. The privacy principles outlined by ISO/IEC are 1.
consent and choice, 2. purpose legitimacy and specification, 3. collection limitation,
4. data minimization, 5. use, retention, and disclosure limitation, 6. accuracy and
quality, 7. openness, transparency and notice, 8. individual participation and access,
9. accountability, 10. information security, and 11. privacy compliance.
Table 2.1 provides mapping and comparison between different privacy principles
in information privacy laws and regulations. The terminology might differ, but the
basic privacy principles of data protection are almost the same.
The common privacy principles between the cited laws and regulations are :
• Purpose specification ensures that the data controllers should describe and
specify the purpose(s) for which the data is collected.
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TABLE 2.1: Information privacy laws and regulations















Security and privacy by design
Free flow of information
Preventing harm
• User consent should be explicitly obtained prior to collecting, transferring or
using data.
• Data minimization and collection limitation ensure that the data collection is
limited to the purposes identified and what is necessary.
• Accuracy ensures that the data is accurate, complete, and up-to-date.
• Limitation of use of data ensures the appropriate mechanisms the data is dis-
closed, retained and deleted.
• Accountability ensures that someone is accountable for the management of
data and adheres to due diligence and concrete measures for its protection.
• Information security ensures that data is protected with appropriate security
safeguards.
Most of the discussed laws and regulations are geographically limited to the national
level of the applied countries. Furthermore, there is no explicit law or regulation
specific to regulate the domain of OSNs. The laws and regulations are also vague
about what measures and safeguard the organizations should take to ensure the
implementation of the principles. In addition, the cited principles allow agencies
and organizations to use private data for monetary purposes as long as the purpose
of the collection is clearly indicated and the consent is obtained from the users.
2.2.2 Privacy Objective and Requirements
Working with protection requirements is familiar in IT-security sector. They are de-
veloped to meet the demands of technical and organizational measures to achieve
the desired level of protection and to assess the risks and investigate potential threats.
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Information security refers to the protection of all types of information and sys-
tems [56]. The protection of information security relies mainly on three crucial prin-
ciples or what is known as AIC-triad (Availability, Integrity, and Confidentiality).
AIC-triad is a model designed to guide the integration of IT security protection
mechanisms within an organization [57]. The meanings of these three goals vary
depending on the context and the environment of the organization (policies, laws,
regulations...) and each asset requires a different level of protection of each of the
three AIC goals against IT threats and vulnerabilities [58, 59]. The AIC-triad can be
defined as [57, 59, 60]:
1. Availability ensures the access to authorized data and resources at any time
and from everywhere.
2. Integrity ensures the reliability of the data, stored or in transit, and guarantees
that any unauthorized modification is blocked.
3. Confidentiality protects the data content and prevents any unauthorized dis-
closure.
If the information security requirements are universally accepted and considered
crucial to evaluate the security status in any IT system, the requirements of informa-
tion privacy are still new and not yet common or well established. In this aspect,
research has tried to come up with formalized models for privacy requirements. In
the following, we present 3 sets of privacy requirements.
LINDDUN and PriS Method
LINDDUN [61] and PriS Method [62] are composed of eight privacy goals or re-
quirements to achieve the users’ privacy protection:
1. Anonymity can be defined as the impossibility of identifying a subject within
an anonymous set of subjects [63].
2. Pseudonymity refers to the possibility of using multiple pseudonyms by the
same subject for different purposes. For instance, the same subject can post
messages in a microblogging system under a pseudonym different than the
one used to send emails [63].
3. Unlinkability refers to hiding the link between two or more pieces of informa-
tion (identities, actions...) [63].
4. Unobservability refers to hiding the relationship between two activities of the
same user [63].
5. Data protection or confidentiality is defined in security requirements and it
can be achieved using encryption.
6. Plausible deniability refers to the ability to deny performing an action or pro-
ducing a piece of information[63].
7. Intervenability refers to the right of individuals to rectify, erase and withdraw
their data from the system’s databases [58].
8. Censorship-resistance prevents system’s provider from denying access to a
particular piece of information (file, resource...) and ensures that the informa-
tion is accessible to all authorized users anytime and anywhere [63] [64].
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EuroPriSe Privacy Requirements Set
The set was proposed in 2009 [65]. It was further refined in [66, 67]. It was embedded
in a standardized data protection model and proposed for use on the European level.
It defines three privacy-specific protection requirements namely:
1. Unlinkability ensures that privacy-relevant data cannot be linked to any other
privacy-relevant information outside of the domain. To achieve unlikability,
mechanisms like separation of contexts, anonymization, and pseudonymiza-
tion can be used.
2. Transparency ensures an adequate level of clarity of how privacy-relevant data
are processed. For example, reporting mechanisms, organization and respon-
sibilities, and privacy policies can be used to achieve transparency.
3. Intervenability aims at the possibility to interfere with data processing by the
parties whose data are processed. This requirement is less technical. For ex-
ample, allowing users to change settings, changing to non-personalized rec-
ommendations are ways to achieve Intervenability.
NIST Privacy Requirements Set
The set of privacy requirements is proposed by the National Institute of Standards
and Technology (NIST) [68]. In addition to the 3 security requirements (AIC), NIST
has defined three (3) privacy requirements [69]:
1. Predictability aims at building trust and accountability between the system
and the users about how the privacy-related data are processed. Predictability
can be met with technical solutions such as logging and reporting.
2. Manageability provides the capacity to administer personal information in-
cluding editing, deleting, and selecting disclosure.
3. Disassociability aims at protecting an individual’s identity and associated ac-
tivities from disclosure and ensures that processing of personal information is
disassociated to individuals.
2.2.3 Defining Privacy in MOSNs
We set the concept of privacy in OSNs by embracing the previous definitions in the
context of MOSNs and defining privacy as the right to:
• decide what information to publish and who can access it.
• manage data (edit, download, and delete data at any point in time).
• assess the use, the processing, and the dissemination of data (who, how, what).
• give consent before any collection, use, or disclosure of data.
• specify the minimum acceptable of data in the system to provide the services.
• choose where to store data (locally or using the system’s servers).
• protect all data available on the system from inquisitive entities.
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Our definition of privacy in MOSNs captures, in essence, the idea of providing
the users with the guarantee of data protection and with the autonomy (i) to assess
the use and the access to data, (ii) to take appropriate action to protect their privacy,
and (iii) to be assured that privacy is enforced and protected by the system.
2.3 Understanding Privacy in the Context of OSNs
In traditional online services, information privacy is carried out through technical
specifications by controlling (automatically and/or manually) access, limiting data
collection, and hiding users’ identities. However, in the case of OSNs, data and iden-
tities are linked and usually revealed to the public ([70]). While users are encouraged
to share and improve their digital presence in the virtual world, many are becom-
ing more aware of the information privacy breaches present in the OSNs. Next, we
discuss main privacy threats and attacks present in MOSNs, and we explain some
techniques to mitigate them.
2.3.1 Privacy Threats in MOSNs
With the increasing popularity, microblogging systems, and online social networks
in general, have become a hub for cybercriminal activities. Attackers and malicious
users are drawn to these platforms and specifically to the sensitive data disclosed,
intentionally or unintentionally, by the users. Most of the attacks are driven by the
purpose of harassment, identity theft and stealing information related to bank ac-
counts or social security numbers [71].
Some privacy risks are more amplified in MOSNs compared to traditional service
systems. These include:
• Malicious insiders can connect with the victims and act as legitimate users.
• User can unintentionally disclose personal information, like geographic loca-
tion, interests, etc.
• Joint utilization of different OSNs can bring in a new type of attacks based
upon the fusion of multiple profiles of the same user across multiple OSNs.
• Third-party applications can use the API provided by the MOSNs and access
users’ profiles. Also, these applications may have vulnerabilities that attackers
can exploit to get to the users’ accounts. For example, a vulnerability in Twitter
Counter, a popular tool for analyzing Twitter followers, was exploited in 2017,
which has led to taking control of hundreds of high-profile Twitter accounts
like the European Parliament, UNICEF, and Amnesty International [72].
There are two different categories of privacy threats: (a) user-related threats gen-
erated from the disclosure of published data to other users (whether registered or
not) and (b) system provider-related threats generated from the system (such as pri-
vate information, location details, IP address, behavioral activities). The difference
between the two types of threats is the kind of data that can be accessed and, conse-
quently, each category requires its own specific defense mechanisms.
User-Related Threats
They revolve around sensitive data disclosure to other OSNs users or unregistered
users. Privacy breaches can be either intentional (e.g. hacking) or unintentional (e.g.
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misconfiguration of privacy settings). Several threats may be included under the
user-related threat category [73, 74, 75, 76]:
• Inability to hide information from other users due to design flaws in the sys-
tem, or due to the unawareness of the existing privacy settings.
• Inadequate configuration of the present privacy settings, which may lead to
disclosing sensitive information.
• No control over what other users may publish (e.g., labeled photos, mentions,
comments).
• Using machine learning algorithms, an adversary may disclose and predict
non-explicit data.
• An adversary may analyze the feeds and disclose the hidden relationship be-
tween the users.
• An adversary may complete the profiling of a user via a secondary data collec-
tion from different OSNs.
System Provider-Related Threats
When registering in an OSN, the user implicitly puts its trust in the system provider
to handle and protect the data in fairness and accuracy. However, the OSNs have full
access to a large amount of data, including browsing behavior, metadata (e.g. users’
operating systems, browsers, IP addresses), logs, etc. Using this data, the system
provider can perform data mining techniques and extract further implicit data that
might violate the user’s privacy. Some threats that fall under this category are [73,
74]:
• The collected data by the OSN is more than the minimum needed for a user to
interact with the services.
• The system does not provide the right to be completely removed from the sys-
tem.
• Third parties are interested in the profiles of OSN users and their data.
• OSNs are vulnerable to specific attacks (like Sybil attacks [77] or social spam-
ming [78]) as well as the typical cyberattacks of any online service (DoS, SQL
injection, XSS, social spamming, flooding, phishing and malware attacks [71]).
2.3.2 Privacy Attacks in MOSNs
The popularity of microblogging systems such as Twitter has attracted attackers and
malicious users to target these online communication services and specifically the
critical data gathered and displayed on these platforms. Most of the attacks are
driven by the purpose of harassment, identity theft and stealing information related
to bank accounts or social security numbers [71]. Privacy attacks in MOSNs can be
categorized into two categories: (1) classic attacks and (2) MOSN related attacks.
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Classic Attacks
Like any online platform, MOSNs are vulnerable to classic attacks [71] [79].
• SQL injection is a traditional form of attack. It consists of inserting an SQL
query via the input data. A successful SQL injection can read sensitive data
from the database and modify or delete database data [80]. This attack affects
the availability, confidentiality, integrity of the data, and the reputation of the
system.
• Cross-Site Scripting (XSS) is one of the most common web application attacks
where adversaries introduce an illicit scripting code into the application code.
In the case of OSNs, XSS worms are injected in the form of posts to hijack
user’s accounts and steal sensitive information of the user [81, 82]. It threatens
the protection and integrity of data and the integrity of the system.
• Denial-of-Service attacks (DoS) and Distributed Denial-of-Service attacks
(DDoS) are traditional forms of attacks. The OSN is sent a large number of
requests that overload the service and deny access to it [83]. It affects the avail-
ability of the system.
• Malware is a program that gains access, disrupts normal services, gathers sen-
sitive information, or damages the system. Malware propagation is rapid due
to the trust relationships in social networks [83]. The kind of attacks disturbs
the availability and integrity of the system and data protection.
• Social spamming and phishing attacks: Social spamming depends on the ac-
cess control of the users and the level of accessibility of data. They can be
either Well-defined targeted spams or Broadcast spamming [78]. A phishing
attack targets the confidential information provided in the OSN. The adver-
sary attempts to acquire sensitive information from a victim by impersonating
a trustworthy third party. It is usually combined with social spams to achieve
total success [84, 78].
MOSN-Specific Attacks
With the increase of demand for MOSNs, specific attacks have been developed for
such platforms.
• Conversation and communication tracking: the adversary tracks the commu-
nication feed of users and collects information about the user by searching the
posts and the comments left by other users [75].
• Crawling and harvesting: the adversary is not interested in one particular
user, but in collecting and aggregating available information across the profiles
in the OSN. This information can be used for users’ activities analysis or in
marketing advertising. Harvesting is when the adversary uses multiple OSNs
platforms to collect and aggregate private information [75, 85].
• De-anonymization attacks: they refer to the process of reversing the anonymiza-
tion and de-identification performed by the system provider before publish-
ing/selling the data. De-anonymization discloses any personally identifiable
information and links the data to users. It can be achieved using prior or back-
ground knowledge [86]. It includes also group de-anonymization attack [87].
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• Identity theft: it’s an illegal use of personally identifiable information (PII)
without the consents of the owner. The adversaries use the stolen ID to au-
thenticate themselves in the system and impersonate the victims [88], then the
victims cannot create an account on the system since the ID is already taken.
• Image retrieval and analysis: free access to images and digital contents has a
risk on the privacy of the users. Image retrieval and analysis are automated
attacks that aim to collect multimedia data available on OSNs. Usually, it is
followed by pattern recognition to find the links between the OSNs profiles
and real users. The multimedia data can reveal more private information about
users (friends, education, habits, visited locations,...)[75].
• Information leakage and disclosure: the information shared via social net-
works can be extracted by the adversary or service provider for various pur-
poses (fraud, spamming...). Information leakage may sometimes lead to infer-
ence attacks in which the attacks try to disclose the user’s unrevealed infor-
mation [71]. This type of attacks includes attribute disclosure [76], social link
disclosure and prediction [76], and affiliation link disclosure [76].
• Malicious activities: this type of activities includes profile hijacking and brand-
jacking [75], fake friendship requests [75], clickjacking attacks [71, 89], social
media fraud [71, 90], malicious contents and URLs [91], and group metamor-
phosis [75].
• Social engineering attacks: the adversary uses techniques like phishing, spams,
fake profiles, etc. to psychologically manipulate an unsuspecting person into
divulging sensitive details and infiltrate networks and obtain data and access
[92].
• Social profiling: It refers to the process of collecting information and con-
structing a user’s profile. This occurs through aggregating information that
is publicly and voluntarily shared social data in OSNs [93, 94]. Social profiling
depends on the visibility of data in the profiles and it threatens the anonymity
of the users.
• Sybil attacks: the adversary attempts to create multiple identities to make as
many friends as possible with legitimate accounts. With a Sybil attack, the
power and the influence of the adversary increases in the network and thereby
engages in malevolent activities like spamming, identity fraud, clickjacking
[77]. Fake profiles are also created to increase the visibility of the content and
manipulate the view counts[95].
2.3.3 Privacy Mitigation Techniques
Given a large amount of sensitive information exposed on MOSNs and the multiple
threats that the systems suffer from, the challenge is to provide the correct tech-
niques and tools to protect the user’s information from others and from the MOSN
provider itself while taking full advantage of social networking services. This chal-
lenge translates into the need for efficient and adequate mitigation techniques to
protect privacy in MOSNs.
• Anonymization. MOSNs providers often sell user’s information to advertis-
ing or to third party partners. The data selling is the foundation of the business
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model for many OSNs and major revenue sources for the providers. To mit-
igate the privacy issues, the MOSNs providers tend to anonymize the data
by removing any “personally identifiable information” (PII) that can link the
user to the anonymized data. However, multiple re-identification attacks [96,
87, 97] can be launched to find the missing information from the anonymized
data.
More comprehensive anonymization techniques are proposed to alleviate re-
identification issues. For example, Hay et al. [98] proposed random perturba-
tions in order to achieve identity obfuscation in social graphs. Another tech-
nique for anonymization is k-anonymization [99, 100], where for every user
there are at least k − 1 other users with the same degree. Differential privacy
[101, 102, 103] is another approach for anonymization. The main idea of differ-
ential privacy is to add noise to a dataset so that an adversary cannot decide
whether a particular piece of information is included in the dataset or not.
Anonymization is an excellent approach to prevent data breaches and disclo-
sures from data selling. However, MOSNs are complex systems and it is hard
to prevent data from being combined with additional information retrieved
from external sources and recover the anonymized data.
• Decentralization. As a solution to mitigate the access of MOSNs to users data
is to design decentralized architectures for managing users information, hence
reducing or eliminating altogether the centralized view of the system over the
users’ data. Decentralization removes the issue of lack of trust in MOSNs and
the abuse of authority in data handling.
Most of the decentralized MOSNs use distributed hash tables over unstruc-
tured overlays to guarantee the performance [104]. The systems use data en-
cryption and give access to only authorized users.
Decentralization is used to control and enhance user privacy and to lower the
cost of the provider [105]. However, decentralization in MOSNs requires ap-
propriate mechanisms to distribute the storage and to update data, means to
search for friends and contents, and ways to be open and adaptable for third-
party applications [105].
Decentralized platforms give a perfect solution to the untrusted systems. But,
they should take into consideration the untrusted peers and the technical fea-
sibility for providing availability and integrity of data.
• Encryption. An approach to mitigating privacy issues in MOSNs is to shift the
access control from all users and/or service provider to only authorized users
using encryption. It can provide confidentiality and integrity, and it can be
coupled with decentralization and fine-grained privacy settings.
Jahid et al. [106] proposed EASiER to mitigating the challenge of key manage-
ment in OSNs. EASiER is a fine-grained access control architecture for OSNs
that uses Attribute-Based Encryption (AB encryption) [107]. The users encrypt
profile information and posts with attributes policies. Only the authorized
users with enough attributes to satisfy a policy can decrypt the data. EAS-
iER provides revocation without issuing new keys using trusted proxies. The
proxy uses its proper keys to convert ciphertext into a form that an unrevoked
user can combine with its secret key and decrypt the ciphertext, whereas a re-
voked user can not.
Using encryption as an attempt to protect privacy in MOSNs is not as easy as
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it seems, it brings important challenges. A proper encryption scheme should
be chosen. There should be a clear mechanism of key management and distri-
bution and it must be clear which data to encrypt and where to store it.
• Information security. Privacy and security are inseparable, they have this co-
operative interdependent relationship between the two concepts.
In addition to encryption that provides confidentiality, safety measures should
be applied to mitigate against security attacks. MOSNs providers should en-
sure authentication and data integrity and keep users’ data consistent. Au-
thentication prevents an adversary from accessing hijacked accounts and pub-
lishing false information. For example, the authentication mechanism can
be applied using multi-factor authentication [108, 109]. In addition, MOSNs
providers need to ensure availability of data published by users. Further-
more, MOSNs need to implement internal mechanisms to protect the system
against spams, fake profiles, phishing, and other threats. Lee and Kim [110]
proposed Warningbird to detect suspicious URLs on Twitter. Whereas Aggar-
wal et al. [111] presented the PhishAri to mitigate phishing attacks on Twitter.
The technique detects whether or not a tweet posted with a URL is phishing
using Twitter based, URL based, and WHOIS based features. Bhat and Abu-
laish [112] designed a framework that uses OSNs community-based features
to learn classification models and identify spammers in OSNs. Cao et al [95]
presented a tool called SybilRank that ranks users based on the likelihood of
being fake using OSN social graph properties.
• Fine-grained privacy settings and access controls. Given the huge amount of
sensitive information shared daily in MOSNs, the challenge is to provide ad-
equate tools to protect the users and their data from exposure and disclosure
while taking full advantage of social networks. This challenge can be trans-
lated to give the users more control over their data using fine-grained privacy
settings to manage the visibility and the acceptability to data.
Baatarjav et al. [113] proposed a privacy management system to recommend
privacy settings and to predict the users’ preferences based on provided profile
information by the users. A privacy wizard proposed in [114] is based on the
user’s privacy preferences to configure automatically the user’s privacy set-
tings. The wizard takes into consideration the profile information and connec-
tions. Bilogrevic et al. [115] presented an information-sharing system called
SPISM. Using machine learning techniques and user’s behavior, the system
predicts the level of detail for each sharing decision and decides what infor-
mation to share and at what granularity. Cheng et al. [116] proposed a user-to-
user relationship-based access control (UURAC) model for OSNs. The model
allows users to express more fine-grained access control policies in terms of
the depth of relationships in the network.
The challenge of such solutions is basically the tendency of users to ignore the
privacy settings and blindly trust the default privacy configurations offered
by the OSN systems. To reach the desired potential to protect the privacy of
users, privacy settings should be coupled with users awareness and change of
behavior.
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• User awareness and change of behavior. One of the countermeasures to pro-
tect the privacy in OSNs against users-related threats is enhancing user aware-
ness of the privacy issues and the necessity of the user engagement with ser-
vices providers to assure the protection of data against breaches and disclo-
sure. MOSN providers must clarify the purposes for processing data and how
it is handled in the system. In addition, they need to display the security infor-
mation of the platform and disclose the potential threats present in the system.
At the same time, the user must pay more attention to the privacy policies
and "terms and conditions" provided by the system, before registering in the
platform and also whenever a change occurs. Once registered, the users are
required to change the default visibility and privacy settings before any publi-
cation. Furthermore, the users are responsible for any publication of sensitive
information about themselves or others, and they must be very careful about
the friend requests.
2.4 Privacy Metrics in Information Systems
Privacy metrics measure the level of privacy protection provided in an information
system. They contribute to decision making and to privacy assessment and eval-
uation. A privacy metric uses the properties and functionalities of a system as an
input and generates a numerical value that allows to evaluate the privacy level in
the system and subsequently to compare different systems.
2.4.1 What are Metrics?
Understanding privacy assessment and evaluation of a system starts with a defi-
nition of what a metric is. The Oxford dictionary defines a metric as "a system or
standard of measurement" [117]. They are defined as well as "tools designed to fa-
cilitate decision making and to improve performance and accountability through
collection, analysis, and reporting of relevant performance-related data" [118].
Metric and measurements are similar enough that the two terms are commonly
used interchangeably. However, there is a difference between the two terms: mea-
surements provide single-point-in-time views of specific factors while metrics pro-
vide standardized procedures and calculation methods to generate relevant num-
bers of the measured system [119]. In other words, measurements result from obser-
vations, while metrics are abstract and they represent the observed data in kind of
scale in order to compare and analyze the results [120, 121].
2.4.2 What Constitutes "Good" Metrics?
Different characteristics have been proposed to assist in the development, selection,
and implementation of ideal metrics and measures to be used in the information
system. Some proposed factors to be considered for a good metric include:
• Quantifiable measures, readily obtainable data, repeatable information pro-
cesses, and useful measures for tracking performance and taking decisions
[122].
• SMART, that is Specific, Measurable, Attainable, Repeatable, and Time-dependent
[119].
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• Meaningful, reproducible, objective and unbiased, and able to measure progress
towards a goal [123].
• Consistently measured, cheap to gather, expressed as a cardinal number or
percentage, and contextually specific[124].
• Ease of data collection, relevant indicators, ease of interpretation, and evidence
as to the measure’s fitness for a purpose need [125].
2.4.3 Metric Life cycle
The life cycle of a metric adopts the following 3C process [120, 121]:
1. Create: gather input data about the investigated system from different providers
and sources.
2. Compute: apply a series of operations on the gathered data to derive quantifi-
able results.
3. Communicate: communicate and disseminate the metric results to the con-
cerned people.
2.4.4 Privacy Metrics in MOSNs
Recently, the number of privacy and data breaches has increased with massive leak-
age of information. For example, in 2016 the professional social network LinkedIn
was hacked and around 167 million credentials were compromised and sold in the
dark web marketplace [126]. In this regard, the users of MOSNs are still incapable
of evaluating the privacy risk existed when using the services of MOSNs. There-
fore, there is a need of formal metrics to quantify the privacy and evaluate the per-
formance and the efficiency of the privacy-preserving techniques implemented in
MOSNs.
The mathematician William Thomson stated that “to measure is to know,” and
“if you cannot measure it, you cannot improve it.” Measuring and evaluating the ef-
ficiency and effectiveness of the implemented techniques help to identify the flaws
and to improve the system in question. Privacy metrics can be used for decision
making and in assessing, monitoring and predicting potential privacy threats in the
system. Privacy measurements offer the opportunity to make informed decisions
about the design of systems, the selection of controls, and the efficiency of the im-
plemented privacy techniques. Furthermore, evaluation of privacy empowers the
community with a strong understanding of privacy and better protection of infor-
mation in the MOSNs.
With the emergence of new systems and networks that advocate for privacy pro-
tection, a need of a standardized model to quantify the effectiveness of private net-
works has appeared. However, measuring and evaluating the privacy is challenging
since privacy itself is subjective and it is not easy to define.
In principle, when talking about privacy protection in MOSNs, two different ap-
proaches emerge:
1. Those who attempt to protect the user’s identity. Privacy is achieved by im-
plementing techniques to hide the identity of the users and the relationship
between the users.
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2. Those who focus on protecting user’s data. To evaluate the effectiveness of
such approach, the privacy level of MOSNs is measured to indicate the risk
implications of the daily social network activities on the privacy of the users.
In the following, we investigate the different works proposed in the literature for the
two approaches.
Anonymity Scores in OSNs
Researchers have focused on quantifying the anonymity of private networks. The
following describes some examples of anonymity metrics that have been proposed
over the years:
• Crowds-based metric was initially developed for Crowds network, but it has
been used later to quantify other networks. Reiter et al. [127] have proposed to
use the probability p assigned by an attacker to an anonymous sender and they
have come up with an anonymity degree as d = 1 − p. The metric considers
each user separately.
• Anonymity set size was proposed by Berthold et al. [128]. It was defined as
the size of possible senders in a communication. This metric depends only on
the number of users in a system. The degree of anonymity is calculated as
d = log2 n where n is the number of users of the system.
• Shannon-Entropy-based metrics: Serjantov et al. [129] and Díaz et al. [130,
131] proposed two similar anonymity metrics. They used Shannon’s theories
on entropy to measure the effective anonymity set size. They defined this latter
as the uncertainty H (P) regarding which user sent a message:
H(P ) = −
∑n
i=1 pi log2 pi
where pi is the probability assigned by an attacker to the subject i, in the
anonymity set, linked to the item of interest. In this case, 0 6 H(P ) 6 log2n,
where is the maximum entropy of the system to measure and n is the size of the
anonymity set. However, Díaz et al. [130, 131] proposed to normalize the pre-
vious equation and get a degree of anonymity that quantifies the performance





Both the metrics can be computed from each other, however, the effective
anonymity set size is tied to the size of the anonymity set while the degree
of anonymity focuses on the performance of the system. The metrics also are
related to the probability of the attackers and they quantify the anonymity with
respect to a specific attack. Any change in the attack model induces changes in
the obtained results.
• Other entropy-based anonymity metrics have been proposed in the literature,
like:
– Local anonymity measure using min and max entropy proposed by Tóth
et al. in [132]. They argued that the attacker is successful to disclose the
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identity of a user if s/he can compromise the message with a probability
than a certain threshold, unlike the previous metrics that quantify the
number of bits required to perfectly trace the message to its sender. Θ
is defined as the maximum probability assigned to any user of being the




– As a generalization of the previous metrics (Shannon-entropy qnd Min-
Max entropy), Claußet al. [133] proposed to use Rényi entropy to measure
the uncertainty of the identity of an entity, from the attacker’s point of
view.








– scaled anonymity set size was proposed by Andersson and Lundin [134].
It’s an entropy-based metric A based on the effective anonymity set size
proposed in [129]and in [130, 131].
A = 2H(P )
• Other anonymity metrics: some other works in the literature have proposed
to use possibilistic instead of probabilistic methods like described in [135, 136].
Beach et al. [137] have evaluated the well-known anonymity models, such as
k-anonymity [99] and t-closeness [138], in case of OSNs and they have deduce that
they cannot be applied to the most common form of private data released in so-
cial networks. As a solution, the authors proposed an alternative anonymity model
called q-Anon. This new model measures the probability that an attacker may use
in a query response to map the private data released to a user. Another metric was
proposed by Kamiyama et al. [139] to measure the degree of information leakage
caused by posting in social networks. They used join entropy to measure the uncer-
tainty about related events (X, Y)




y p(x, y) log2 p(x, y)
and the conditional entropy to quantify the uncertainty X of an event given an in-
formation Y.





Puglisi et al. [140] have proposed an approach to measure the anonymity risk in-
duced from posting new contents or new activities. They used Kullback–Leibler(KL)







Where 1,..,n is the set of predefined categories of interests.
Privacy Scores in OSNs
With the great success and spread of OSNs, there has been increasing research inter-
est in mechanisms and methods that advocate for privacy protection. Many research
studies have been performed on privacy preservation in OSNs by integrating new
privacy protection mechanisms in already existing social networks functionalities or
by proposing new built-in privacy systems. The increasing number of solutions and
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systems that aim to protect privacy in OSNs has led to the necessity to evaluate the
efficiency and effectiveness of privacy protections mechanisms proposed.
One of the first attempts in the existing research on privacy metrics was proposed
by Maximilien et al.[142] in 2009. The authors proposed a framework to calculate
the privacy score based on the sensitivity βi and the visibility V (i, j) of profile items
i ∈ i, ..., n for of user j in a social network.
PR(i) =
∑
i PR(i, j) =
∑
i βi ∗ V (i, j)
They have conducted a survey where the questions were designed to determine
the privacy degree that users are willing to disclose each information in their pro-
files. The authors did not offer any dataset to measure the effectiveness of their
model.
Liu and Terzi extended the approach in [143]. The authors developed a math-
ematical model to measure the privacy score of the users in OSNs, based on the
sensitivity and the visibility of attributes, using concepts from Item Response The-
ory (IRT). To evaluate the effectiveness of the score, the authors used both synthetic
and real-world datasets. However, the proposed model assumed that the users are
independent, the attributes are independent and it did not take into consideration
the inferred data. Srivastava and Geethakumari extended Liu et al.’s model and in-
cluded the hidden data in [144]. They introduced also privacy leakage to quantify
the privacy exposure for some user from a message. The score was calculated by di-
viding the sensitivity for the message by the sum of sensitivities over all messages.
Both models [143] and [144] assumed that the sensitivity and visibility are the same
across all users.
Petkos et al. [145] enhanced the previous models and proposed a PScore frame-
work. It considered the user’s personal preferences in scoring the attributes, it in-
cluded the hidden and inferred information and it was structured based on differ-
ent types of information. Pensa and Di Blasi introduced a new privacy assessment
framework in [146] to measure the privacy leakage and set a model of privacy pref-
erences for each user. The framework calculated the privacy score from the privacy
matrix computed from the user’s preferences. If the score exceeded a given thresh-
old, the framework would notify the user about the privacy risk. The privacy score
was based on both the sensibility and the visibility of user profile attributes. This
work was inspired from the model proposed by Liu and Terzi [143], but it took into
consideration the circle (friends) of the users where the willingness ratio of a user to
disclose information is proportional to the number of her or his friends.
Bonneau and Preibusch [147] evaluated the privacy settings and policies of 45
social networks using privacy and functionalities score. The privacy score was an
arithmetic mean of 3 subscores:
• Data collection subscore was calculated from the number of data collected at a
site.
• Privacy control subscore was calculated based on the number of privacy con-
trol features in an OSN.
• Privacy policy subscore was based on the availability of policy and its accessi-
bility.
Other research evaluated privacy from another aspect other than the sensitivity
and visibility. Becker et al. [148] introduced PrivAware. The tool quantified the pri-
vacy risk from the amount of information inferred in social networks. The privacy
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score was calculated as the total of visible attributes divided by the total of attributes
in a profile. PrivAware mapped the privacy risk to a grading score and set recom-
mended actions for users. Ngoc et al. [149] presented a privacy metric calculated
based on probability and entropy theory. This metric quantified the information
leaked in the users’ posts. The authors built the metric based on the idea of how
much an attacker can reveal hidden sensitive information of a user from the sen-
tences in the posts. Talukder et al. [150] proposed Privometer to measure the leakage
of sensitive information based on the profiles of users and their social graphs. The
privacy score was the combined probability of sensitive attribute inference from the
information on the friends’ profiles. Privometer ranked the relationships of users
based on the amount of information leakage and suggested self-sanitization recom-
mendations to control the leakage. Akcora et al. in [151] suggested measuring the
risk score based on the feedback of users about others in OSNs and the sensitive
information disclosure. The framework computed the risk level in terms of friends
attitude and the similarities with the users. The authors adopted an active learning
process where a classifier was built on the user’s risk labels and was used to predict
the risk labels of other strangers. The authors used Facebook and real datasets to
evaluate the effectiveness of the model. Similar to this metric, Vidyalakshmi et al.
[152] proposed a privacy scoring framework based on the output of friends, their
ranking and the total number of friends. The framework helped the users assess the
information sharing behavior and in taking a decision of who can see what informa-
tion.
Nepali and Wang [153] presented a real-time model to calculate the privacy risk
indicator (PIDX) based on the sensitivity and the visibility of attributes. SONET
was based on 2 components, attribute to attribute (actor model) and user to user
relationships (community model). SONET included hidden information that is not
firsthand available, but they infer from direct data. The model was used to monitor
the level of privacy in OSNs and to protect users from sensitive information disclo-
sure. The authors extended the actor model of SONET in [154] and the community
model in [155]. They included 3 metrics: known attribute list (direct, hidden and
virtual), attribute sensitivity and attribute visibility. They proposed three privacy
measurement functions:
• Weighted privacy index: w-PIDX to measure an entity’s privacy based on the
attribute list weight, and w-PIDX (i,j) to measure the privacy exposure between
two actors.
• Maximum privacy index: m-PIDX measures an entity’s privacy based on the
maximum attribute impact factor of all known attributes, and m-PIDX (i,j)
measures the maximum privacy exposure.
• Composite privacy index: c-PIDX combines both privacy indexes.
The authors introduced the OSNPIDX tool in [155] as an implementation of SONET
model. OSNPIDX defines an actor with 20 static-assigned privacy impact factor
attributes.
Table 2.2 summarizes briefly the reviewed privacy scoring approaches.
2.5 Summary
This chapter has introduced the concepts of Microblogging Online Social Networks,
privacy in the context of OSNs, and privacy metrics for the purpose of setting up the
necessary knowledge for the rest of the present thesis.
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TABLE 2.2: Overview of the reviewed privacy scoring approaches




A score generated based on the sen-
sitivity and visibility of the items
posted by an OSN user. Some scor-
ing frameworks take into consider-
ation the hidden and inferred infor-
mation and the social graph.
Profile items, sensitivity per
item, visibility per item. For
some metrics, leakage per
item is also included.
PrivAware: [148] The score is calculated based on the
total of visible attributes divided by
the total of attributes in a profile.
The amount of information
inferred in social networks.
Privometer: [150] A score generated based on the sen-
sitivity of the profiles of users and
their social graphs.
Sensitive attribute inference
from the information avail-






A score calculated based on the risk
level in terms of the friends attitude
and the similarities with the users.




A real time score calculated based
on the sensitivity and the visibility
of public attributes.
Sensitivity score per item,
visibility level per item.
First, we discussed Microblogging Online Social Networks, their stakeholders
and the different types of data used. Then, we tried to define privacy and we re-
viewed the current state-of-the-art in privacy laws and privacy requirements. Fur-
thermore, we have explored the concept of privacy in the context of MOSN, we dis-
cussed the privacy threats and attacks that OSNs suffer from and we examined the
techniques and the countermeasures that address these privacy issues. Addition-
ally, we explained the importance of evaluating and quantifying privacy in MOSNs
and we presented studies related to the present research dealing with evaluation,
measuring, and computing privacy scores in the context of OSNs.
This chapter has shown that MOSNs offer various functionalities and services
that attract a great number of users to online social services. The public interest
in privacy protection has increased due to the growing amount of data breaches
of common and extended use services, especially that many users jeopardize their
private life by sharing sensitive information. In this regard, users are still incapable
of evaluating the privacy level when using the services of OSNs.
The existing literature discussed in this chapter reveals that all the privacy mod-
els evaluate the privacy in OSNs from the user’s perspective. They assessed privacy
based on the visibility and the sensitivity of the attributes from a user’s profile, such
as name, age, address, phone number, etc. However, systems vary regarding the
attributes they require users to provide, hence the usage of attributes limits the eval-
uation of privacy in OSNs. Furthermore, the models considered the impact of the
visibility of attributes to other users but not to the system provider. They did not
include other aspects of privacy protection, for example, how the storage type can
affect the privacy of the data. Another limitation of the previous models is that they
did not consider security requirements in their evaluation, however, privacy and se-
curity concepts should not be separated since they are intertwined. Furthermore,
the previous privacy metrics use system-specific measurements, thus it is difficult to
compare privacy scores across systems.
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Therefore, there is a need of a generic framework that quantifies the privacy level
provided in the systems and can be used to compare between different systems.
To respond to this need, the present thesis proposes a novel generic framework to
measure and assess the privacy level of MOSNs.
In the following chapters, an analysis of the sharing behavior of users in OSNs
and their preferences will be discussed in Chapter 3. Then, Chapter 4 will present a
qualitative comparative study of different microblogging OSNs in terms of privacy
and security characteristics. Further, an algorithmic model to evaluate and assess
privacy in MOSNs will be defined in Chapter 5. Finally, the microblogging systems
of Chapter 4 are evaluated in 6 using the privacy scores obtained from the proposed
privacy metric in Chapter 5.
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Chapter 3
Privacy and Information Sharing in
Microblogging OSNs
When it comes to privacy in OSNs, the users live in a privacy paradox ([156]),worried about protecting their privacy and at the same time accepting toshare data as a price for enhancing their digital presence ([157]). They
have the continuous fear of what happens to their private information once it is
released ([19]), however, they voluntarily join OSNs and disclose large amounts of
personal information ([158]).
Various studies have investigated the privacy paradox between the expressed
privacy concerns and information sharing in OSNs. For example, the results of the
analysis from Lutz and Strathoff’s study ([159]) showed that privacy paradox can be
confirmed in the case of users of institutional services (e.g. banks and government),
whereas users of online social networks are more vigilant to their data. Studies ([160,
161, 162, 163]) proved that indeed privacy concerns are related to information rev-
elation practices and individuals who are concerned more about their privacy are
more aware of their online interaction than the less concerned individuals. How-
ever, other studies ([164, 165, 166]) showed that there is no relationship between
perceived privacy awareness and information sharing behavior.
In light of the previous discussion, we analyze, in this chapter, two following
research questions:
• RQ1: What are the factors that influence information sharing behavior in OSNs?
• RQ2: What are the users’ preferences in terms of privacy in OSNs?
To answer these questions, throughout this chapter, we examine the results of
a statistical analysis of 542 participants from different age groups: Section 3.1 ex-
plains the followed research methodology, it outlines the methods and procedures
used to develop the questionnaire and to analyze the results. Section 3.2 answers
the first research question and presents the findings of the study, while Section 3.3
discusses the results of the study that answer the second research question. Section
3.4 concludes the current study.
3.1 Data Gathering Methodology
To answer the research questions, the study began by designing and conducting an
online questionnaire survey using Google Forms 1.
1https://www.google.com/forms/about
Chapter 3. Privacy and Information Sharing in Microblogging OSNs 31
3.1.1 Methodology
The questionnaire survey had 28 questions intended for Online Social Networks’
users (refer to appendix A), where the first question was a filter that asked the users
if they were using OSNs and 3 questions were socio-demographic questions ask-
ing about participants’ age, gender, and education. The survey was not specific to
one system but based on the most used OSN by the participants. In this study, the
population refers to students of Open University of Catalunya (UOC) 1. The survey
was available in three languages: Catalan, Spanish, and English, and distributed via
university students’ email accounts.
To maximize the response rate, the survey was sent to 4200 participants using the
Data Science Lab initiative of Internet Interdisciplinary Institute (IN3)2 from Univer-
sitat Oberta de Catalunya (UOC) located in Barcelona, Spain.
The participation was voluntary and anonymous. The participants were selected
randomly and gender balanced. They were informed of the purpose, the objectives,
and the duration of the project. Their consent was obtained before starting collecting
the data. The survey was available online for one month (April 2018). It yielded to
542 usable responses after excluding incomplete responses.
3.1.2 Summary of Descriptive Analysis
Out of the 542 respondents who answered the survey questionnaire, 72 participants
(13%) did not use any type of OSNs for various reasons (privacy concerns, OSN are
useless, waste of time, social stress, misinformation and misleading, misuse of infor-
mation by third parties, OSNs break human relationships...), while 470 participants
(87%) confirmed that they were daily using OSNs. Fig. 3.1 presents some statistics
describing the participants.
Of the 470 participants who confirmed that they were using at least one type
of OSNs, 59.15 % of the participants were female, 39.57 % were male, and 1.28 %
preferred not to reveal their gender. 50% of the participants were between 18 and
34 years. Most of the participants had already or were at that time preparing for a
university degree (60.64 %). Table 3.1 shows the demographics of the data collected.
1http://www.uoc.edu/portal/en/index.html
2http://www.uoc.edu/portal/en/in3/index.html
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(A) Usage of OSNs (B) Gender
(C) Age (D) Education
FIGURE 3.1: Demographic data of participants
TABLE 3.1: Profile of Participants
Profile Items Freq. Percentage
Gender
Female 278 59.15 %
Male 186 39.57 %
Prefer not to disclose 6 1.28 %
Age
< 18 years 0 0%
18−24 years 135 28.72 %
25−34 years 173 36.81 %
35−44 years 83 17.66 %
45−54 years 63 13.40 %
> 54 years 16 3.40 %
Education
Primary School 2 0.43 %
High School 113 24.04 %
University/college 285 60.64 %
Masters 63 13.40 %
Doctorate/PhD 7 1.49 %
3.2 What Influences Information Sharing Behavior in OSNs?
Given the number of privacy concerns in OSNs, several models have been analyzed
to understand the relationship between privacy concerns and information sharing
behavior in OSNs. The previous studies focus on analyzing the relationship between
the sharing behavior and one or two dimensions of privacy concerns. There is a
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considerable lack of studies that cover the relationship between all aspects that can
have an effect on information sharing behavior in OSNs.
3.2.1 Theoretical Framework
In this study, we provide an overall analysis of the factors that influence the infor-
mation sharing behavior of users in OSNs. We analyze 8 factors, namely: (1) infor-
mation sharing behavior, (2) perceived privacy awareness,(3) perceived control of in-
formation, (4) data collection limitation, (5) policies understanding, (6) privacy func-
tionalities and granularity, (7) age, and (8) gender. The perceived privacy awareness,
perceived control of information, and data collection limitation factors are based on
the Internet User’s Information Privacy Concerns (IUIPC) model ([167]) while the
other factors are derived previous studies (e.g. [162, 168, 169]).
The IUIPC model consists of three dimensions: (1) awareness refers to the aware-
ness of users about privacy issues and practices in data-handling companies, (2)
control refers to the right to determine how the information is processed (collected,
stored, and sold), and (3) data collection is the extent to which a person is concerned
about the amount of data possessed by others. We detail each of these factors in the
following:
1. Information Sharing Behavior (ISB)
Information sharing behavior describes the behavior of users towards reveal-
ing information about themselves. The business model of OSNs revolves around
the sharing of personal information of users. A great number of users have
open profiles and they reveal sensitive information to others. In May 2018, a
study on cyber-security and trust in Spanish households found out that 34.1%
of social network users reveal their published data to third parties and/or ev-
eryone on the Internet and 5.5% of the users declare that they do not know the
privacy level of their profile ([170]).
2. Perceived Privacy Awareness (PPA)
Perceived privacy awareness refers to the perception of the users of privacy in
OSNs. It measures the level of users’ awareness of the present privacy threats
in OSNS. OSNs’ users are concerned about the threats that social networks
present in terms of privacy breaches. Yet, they behave differently to protect
their privacy.
3. Perceived Control of Information (PCI)
Perceived control of information analyzes the attitude of users towards the
importance of controlling the access to information. According to traditional
theories ([171, 172]), individuals create imaginary boundaries and barriers to
protect their information. For example, in face-to-face situations, people tend
to whisper or tell just a group of friends a piece of private information. Sim-
ilarly, the users of the virtual world require techniques and mechanisms to
control access to their information ([173]).
4. Data Collection Limitation (DCL)
Data collection limitation refers to the understanding of the importance of lim-
iting data collections in OSNs. Privacy laws and regulations state that the
information stored must be limited to what is necessary to operate (refer to
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section 2.2.1). The amount of information collected from OSNs on each in-
dividual can be analyzed and processed to provide a complete picture of the
user. Although the OSNs are required to protect the data by anonymizing
them, the anonymization techniques are far from sufficient to protect privacy.
Anonymized datasets are still at risk because correlating the data from differ-
ent sets can leak information ([174]). Narayanan and Shmatikov ([96]) have
shown that a person can be easily identified in an anonymous graph of Twitter
using another OSN as a source of auxiliary information.
5. Policies Understanding (PU)
Policies understanding is related to how much the users understand the pri-
vacy policies provided by OSNs. OSNs come under criticism for the ambiguity
of their privacy policies. They are expressed in vague terms and in technical
jargon, which makes these policies difficult to understand ([175]).
6. Privacy Functionalities and Granularity (PFG)
Privacy functionalities and granularity refer to the perception of users about
the importance of granular privacy settings as a mechanism for privacy pro-
tection. Privacy settings vary from one social network to another and there is
no standard for controlling personal information. To protect their data, users
have two ways. The first one is to refrain from sharing information in OSNs,
but this is not practical, giving that the main purpose of OSNs is to share infor-
mation and communicate with others. The second option is to use the privacy
settings provided by the OSNs. But these mechanisms remain insufficient and
not flexible to protect the users ([176, 177]).
3.2.2 Research Hypothesis
To answer the research questions and based on the above discussion, we formulated
the following hypotheses:
• H1: Privacy awareness influences positively the behavior of information shar-
ing.
• H2: Information control influences positively the information sharing behav-
ior.
• H3: The understanding of the importance of data collection limitation influ-
ences positively the information sharing behavior
• H4: Privacy policies understanding influences positively the information shar-
ing behavior.
• H5 : Privacy settings granularity influences positively the information sharing
behavior.
• H6 : Age influences positively the information sharing behavior.
• H7 : Women and men behave the same way when it comes to sharing their
information in OSNs.
• H8 : Users tend to behave differently when sharing information with friends
and contacts (on their own timeline) than when sharing with other users (in
groups).
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3.2.3 Reliability Analysis and Items Validity
To evaluate the internal consistency of the items, a Cronbach alpha reliability test
([178]) is conducted. The output of the analysis is considered acceptable if the Cron-
bach’s alpha value is above 0.70 ([179, 180, 181]). The higher the score, the more
reliable the factor is.
To conform with other studies in the same area, for all tests, a p value < 0.05 is
considered statistically significant ([161, 160, 182]). In this study, the higher scores
indicate a greater level of understanding of the factor.
The results of reliability analysis along with the number of items, the mean and
standard deviation values are reported in table 3.2. The results show that all Cron-
bach’s alpha values are above the acceptable threshold, therefore, we can conclude
that all factors have adequate internal consistency and are suitable for the study.
TABLE 3.2: Reliability Analysis - Cronbach’s alpha Values
Factor No items Cronbach’s α Mean SD
Information sharing behavior (ISB) 3 0.948 3.543 0.726
Perceived privacy awareness (PPA) 2 0.740 4.171 0.480
Perceived control of information (PCI) 7 0.775 3.734 0.452
Data collection limitation (DCL) 3 0.817 4.149 0.572
Policies understanding (PU) 3 0.771 2.584 1.067
Privacy functionalities and granular-
ity (PFG)
4 0.852 3.602 0.531
Note: SD refers to standard deviation.
3.2.4 Analysis Results
To validate the hypothesis, we conducted different statistical analyses as follows:
• Correlation and regression
To analyze the influence of privacy awareness (H1), information control (H2),
data collection limitation (H3), privacy policies understanding (H4), privacy
settings and functionalities (H5), and age (H6) on information sharing behav-
ior, Pearson correlation ([183]) and multiple linear regression ([184]) were per-
formed. Table 3.3 reflects the results of Pearson correlation analysis. Table 3.4
represents the results of multiple regression analysis.
The results in table 3.3 show that information sharing behavior is significantly
predicted by privacy awareness, perceived control of information, data collec-
tion limitation, and privacy functionalities granularity. The results were con-
firmed by multiple ultiple regression analysis, as shown in table 3.4. These
variables statistically significantly predicted information sharing behavior, F(4,
465) = 80.37, p value < 0.000, R2=0.409, with data collection limitation show-
ing a greater influence. The overall model explains 40.9% of the variance in
information sharing behavior. The results show that age and privacy policies
understanding do not influence information sharing behavior (p value > 0.05).
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TABLE 3.3: Correlation Matrix





Corr. Coeff 0.248(*) 1
p value 5.25e-08
PCI
Corr. Coeff 0.465(*) 0.284(*) 1
p value <2.2e-16 3.67e-10
DCL
Corr. Coeff 0.569(*) 0.146(*) 0.498(*) 1
p value <2.2e-16 0.002 <2.2e-16
PU
Corr. Coeff 0.049 0.009 0.157(*) 0.149(*) 1
p value 0.288 0.838 0.0006 0.001
PFG
Corr. Coeff 0.407(*) 0.009 0.349(*) 0.417(*) 0.018 1
p value <2.2e-16 0.851 5.87e-15 <2.2e-16 0.702
Age
Corr. Coeff 0.085 -0.036 0.027 0.031 0.249(*) 0.030 1
p value 0.065 0.436 0.566 0.500 4.49e-08 0.515
(*) Correlation is considered significant at p < 0.05
Note: ISB: Information sharing behavior; PPA: Perceived privacy awareness; PCI: Per-
ceived control of information; DCL: Data collection limitation; PU: Policies Understand-
ing; PFG: Privacy functionalities and granularity.
TABLE 3.4: Multiple Linear Regression Results
B Std. Error β t p value
Constant -1.313 0.308 -4.260 0.000
PPA 0.215 0.057 0.142 3.798 0.000
PCI 0.268 0.070 0.167 3.859 0.000
DCL 0.492 0.055 0.387 8.975 0.000
PFG 0.255 0.055 0.186 4.642 0.000
R2=0.409, F(4,465)=80.37, p < 0.000
• Gender influence on information sharing behavior
To analyze the 7th hypothesis (H7) of our model, a T-test analysis ([185]) was
conducted to compare the difference between the gender concerning their be-
havior towards information sharing in OSNs. The analysis considers only two
genders (female and male) and ignored the data from the participants who
preferred to not disclose their gender since they were not statistically repre-
sentative, only 1.3% of the sample (see table 3.1). The sample size of the study
is 464 (female= 278, male=186). The assumption of homogeneity of variance is
satisfied via Levene’s F test, F=1.146, p=0.285 for information sharing behavior
and F=1.415, p=0.235 for privacy awareness.
Table 3.5 shows that there is a difference between women (M=3.528 (SD=0.729))
and men (M=3.557(SD=0.717)) in their perception of privacy threats, t(462)=2.107,
p=0.036. Women are more aware of privacy threats in OSNs than men. Fur-
thermore, the results show that there is no significant difference between the
women (M=4.209 (SD=0.438)) and men (M=4.113 (SD=0.537)) when it comes
to the way how they share information in OSNs t(462)=-0.426, p=0.670.
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TABLE 3.5: T-test Analysis: Gender Comparison
Levene’s Test t-test for Equality of Means
F p value t p value Female Male Mean Diff SD Diff
Mean SD Mean SD
ISB 1.146 0.285 -0.426 0.670 3.528 0.729 3.557 0.717 -0.029 0.069
PPA 1.415 0.235 2.107 0.036 (*) 4.209 0.438 4.113 0.537 0.096 0.045
(*) significant at p < 0.05
Note 1: SD refers to standard deviation.
Note 2: ISB: Information sharing behavior; PPA: Perceived privacy awareness.
• Group behavior vs individual behavior
To answer the 8th hypothesis (H8), the study examined the behavior of partic-
ipants in terms of sharing information with their friends and contacts versus
the information sharing behavior when the participants share the information
with other users of the OSNS (they are part of the same group of interests but
they are not acquainted). The results (see table 3.6) show that the sharing be-
havior with friends and the sharing behavior in groups (with strangers) is sta-
tistically associated. The participants behave in the same way when it comes to
sharing with friends as in sharing in groups of strangers. In other words, the
participants who tend to share more (or less) information with their friends
behave in the same way when it comes to sharing in groups with strangers.
TABLE 3.6: Sharing in Groups vs Sharing Individually
Sharing Individually Sharing in Groups
Sharing Individually





(*) Correlation is considered significant at p < 0.05
3.2.5 Hypothesis Results and Discussion
The results of the analysis showed that the users who are aware of privacy concerns
in OSNs tend to share less information about themselves (H1 supported). This is
in line with previous studies ([160, 161, 162, 163]) that revealed that privacy con-
cerns are proportionate with information revelation practices and individuals who
are concerned more about their privacy are more aware of their online interaction
than the less concerned individuals. The result is also in line with Rogers’s pro-
tection motivation theory ([186]) that argues that understanding risks motivates a
protection behavior. In this study, there is no privacy paradox to report.
Furthermore, the information sharing behavior is influenced by the perceived
information control (H2 supported), by the importance of data collection limitation
(H3 supported), and by the granularity of privacy functionalities and settings (H5
supported). This is again in line with Rogers’s theory ([186]). The users that are
inclined to protect their privacy tend to share less information. However, it is found
that understanding privacy policies do not report a significant influence on infor-
mation sharing behavior (H4 rejected). This can be explained that privacy policies
can govern the data collection and prevent abuse of personal data, but they fail to
prevent privacy threats that emerge from a social environment like cyber-bullying.
Chapter 3. Privacy and Information Sharing in Microblogging OSNs 38
In addition, the analysis revealed that age does not have an influence on the way
users share their information (H6 rejected). The result was confirmed by previous
studies ([161, 168] where age does not make a difference in the behavior in OSNs,
while [187, 188, 189]) showed that younger users are more engaged in sharing infor-
mation than older users due to the desire of popularity and impression ([157]).
Even though the gender factor was fully analyzed in previous studies ([169]), it
was included in the study for a more complete analysis. The results confirmed that
women and men are different when it comes to their perception of privacy threats.
However, there are no significant differences between men and women regarding
their information sharing behavior (H7 supported).
Furthermore, and contrary to our expectations, the results showed that there is
no difference of information sharing behavior of users with strangers or with friends
and contacts, they behave the same way when participating in groups of strangers
or when they share information with their friends (H8 rejected). Again, this is in
line with Rogers’s theory ([186]), that once an individual is aware of the privacy
risks, they tend to change their behavior, either in a trusted environment or with
strangers.
In addition to the results of the hypothesis, the analysis of the survey question-
naire has shown existing relationships between different factors. Our findings in-
clude: Privacy awareness is influenced by perceived control of information and data
collection limitation, perceived control of information can be influenced by data col-
lection limitation, understanding privacy policies, and granularity of privacy func-
tionalities, while the data collection limitation can be influenced by understanding
privacy policies and granularity of privacy functionalities. Table 3.7 summarizes the
findings.
TABLE 3.7: Relationship Between Factors
ISB PPA PCI DCL PU
Perceived privacy awareness (PPA)
Perceived control of information (PCI)
Data collection limitation (DCL)
Policies understanding (PU)
Privacy functionalities and granularity (PFG)
Note: ISB: Information sharing behavior.
3.3 What Are the Users Preferences in Terms of Privacy in
OSNs?
As defined in the introduction 1, Online Social Networks offer users (person or orga-
nizations) multiple functionalities to represent their own person in form of a profile
and to keep in touch with other users (family, friends, acquaintances, colleagues, ...).
The user profile may include demographic information, personal interests, general
information, etc. The OSN system may collect and store a record of connections
and interactions of users with others, as well as provide several services (photo and
video sharing, direct messaging, games, search for other users, etc.) to attract new
users and facilitate interactions between users.
To answer our second research question of how the users perceive OSNs, what
are their preferences for an ideal OSN system, and how it should deal with their
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data and privacy, we identified 8 basic components of OSNs. We have identified
these from the definition of OSNs provided by [5] (refer to introduction 1), also
from reviewing existing OSNs, and based on the Internet User’s Information Pri-
vacy Concerns (IUIPC) model ([167]). Below, we discuss the results obtained for
each components:
3.3.1 Users Preferences for Profile Management
Social interactions are viewed as performance in a theater, that they are shaped by
the performers, the audience members, and the environment [190]. Individuals tend
to present themselves to impress the others, which leads to the decision to reveals
certain personal aspects and construct a social identity for a particular audience.
Similarly, in OSNs, users create and manage a profile and fill it with personal infor-
mation.
When the participants of our survey questionnaire were asked about their pref-
erences about creating and managing profiles in OSNs, 60% of the participants pre-
ferred to register using their email address and logged in with either real name or
pseudonym (76% of the participants) and a strong and unique password (34%), as
shown in figure 3.2 (refer to appendix B for more details).
FIGURE 3.2: Profile management preferences
We asked the participants about the items that should be required to create a pro-
file in an OSN and to rank their sensitivity. The results showed that the participants
considered username (86%), email address (59%), and first name (51%) the items
that should be required and they are not very sensitive. Meanwhile, the participants
considered items like surname (69%), Photo (73%), age (75%), gender (77%), social
security number (93%), education (93%), phone number (96%), civil status (98%),
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postal address (99%), and political (100%) and religion (100%) affiliations should not
be required to create a profile in an OSN. They ranked postal address (67%), phone
number (73%), and social security number (78%) as very high sensitive items. Tables
B.4 and B.5 in appendix B provide details of the answers.
Furthermore, we asked the participants about their preferences of who can access
to their profile and see their provided information, most of the participants agreed
that they prefer to maintain the access at most to only their friends (those users who
they approved of). They preferred that their personal identity information must be
maintained private (34%) or at most viewed by only their friends (49%), while they
preferred that the access to the profile should be kept accessible to only their friends
(69%), as shown in table 3.8.
TABLE 3.8: Profile items visibility
My identity My profile
Freq. % Freq. %
Private 161 34% 51 11%
Friends 230 49% 323 69%
Public to all users of OSN 67 14% 86 18%
Public to Internet 12 3% 10 2%
3.3.2 Users Preferences for Friendship Management
One of the main components defining an OSNs is to create social relationships (e.g.
friends, co-workers, acquaintance, etc.). Friendship management combines all func-
tionalities that enable the user of OSNs to connect and communicate with others.
Examples for functions enabling friendship management in OSNs are the ability to
accept or reject a friendship request and manage the connections list visibility.
In our survey, we asked the participants about the importance of the ability to
accept or reject friendship request, to control or limit who can send friendship re-
quests, and the ability to set the visibility of the connections list. The participants
agreed that the ability to accept or reject a new contact (55%) and the ability to set
the visibility of connections list (53%) are extremely important in an OSN, while the
ability to control who can send friendship requests is important (28%) as shown in
table 3.9. The participants were asked also about how they preferred the visibility
of the connections list in OSNs and 57 % answered as it should accessible only their
friends and 34% said that it should not be accessible to anyone, as shown in table
3.10.
TABLE 3.9: Users’ preference for friendship management
Accept / reject re-
quests




Freq. % Freq. % Freq. %
Not important 11 2% 22 5% 19 4%
Somewhat important 21 4% 30 6% 48 11 %
Important 70 15% 63 13% 124 28%
Very important 111 24% 107 23% 119 26%
Extremely important 257 55% 248 53% 140 31%
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Public to all users of OSN 39 8%
Public to Internet 4 1%
3.3.3 Users Preferences for Message Management
OSNs are built to allow users to share their thought and activities. They encourage
users to share and improve their digital presence in the virtual world. Information
sharing in OSNs can be attributed to different reasons: peer pressure ([191]), person-
ality traits ([192, 193, 194]), trust in the protection provided by the service provider
([192, 194]), etc.
Message management refers to information shared with other users (contacts,
OSN providers, the general public, etc.) in the form of messages in the broad sense of
the word. Messages include any piece of data that is exchanged between a user and
another, like text, interests, photos, and videos. In our study, the participants were
asked about their preferences of controlling access to their messages, the sensitivity
of their posts, and some message functionalities.
First, the participants were asked about their preference of who can access and
read the message they post and who mention them in messages. The participants
agreed that only friends and contacts they approved are the ones who should be
allowed to access their messages (77%) or mention them (60%). While in the case of
mentioning, 29% of the participants preferred that no one should be able to mention
them in any message (refer to table 3.11).
Then, the participants were asked to rank the sensitivity of the different topics
that can be shared in messages. The participants ranked personal information as
very sensitive (26%) to extremely sensitive (50%). They agreed also that religion
(43%), politics (45%), health (59%), and personal financial information (61%) are ex-
tremely sensitive and should not be shared on the OSNs. While topics like general
information, education, work, and business are less sensitive. For more details refer
to table B.6 in appendix B.
TABLE 3.11: Post Visibility
Messages I post Who can post about me
Freq. % Freq. %
No one 40 9% 136 29%
Friends 360 77% 280 60%
All users of OSN 61 13% 49 10%
Public (Internet) 9 2% 5 1%
The participants were also asked about the importance of some functionalities to
manage messages and posts. They answered that sharing multimedia (e.g. photos
and video) is important (34%), while the possibility to edit (39%) and deleting (52%)
a published message were extremely important, as shown in table 3.12.
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TABLE 3.12: Post Requirements
Share multimedia Rectify Posts Delete Posts
Freq. % Freq. % Freq. %
Not important 30 6% 8 2% 12 3%
Somewhat important 84 18% 38 8% 20 4%
Important 162 34% 109 23% 79 17%
Very important 120 26% 131 28% 115 24%
Extremely important 74 16% 184 39% 244 52%
3.3.4 Users Preferences for Group Management
Group in OSNs is a functionality that allows users to interact with other users that
share similar interests but not necessarily they figure in their friendship/contact list.
Users can create, post, read, and comment to messages posted in the groups. Groups
can be open, closed or by invitation-only.
We asked our participants about their preferred method to subscribe to a group
and the majority answered that they preferred to subscribe to a group where only
the administrator can add users (40%) or the administrator and some chosen users
(51%), and where the list of members is visible only to the members (80%), as shown
in Fig. 3.3. The participants also preferred that the groups they subscribe to should
be by invitation-only (51%) and the messages they post are viewed only by the mem-
bers of the group (59%), as shown in table 3.13.
Similar to the users’ message, the participants were asked to rank the sensitivity
of different topics that can be shared in groups. They ranked personal information as
extremely sensitive (48%). They agreed also that religion (43%), politics (44%), health
(54%), and personal financial information (52%) are extremely sensitive and should
not be shared on the groups. while topics like general information, education, work,
and business are less sensitive. For more details refer to table B.9 in appendix B.
FIGURE 3.3: Group management preferences
TABLE 3.13: Group visibility
Groups I subscribe to My posts in groups
Freq. % Freq. %
Closed 167 36% 136 29%
Members 239 51% 275 59%
Public to all users of OSN 58 12% 49 10%
Public to Internet 6 1% 10 2%
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3.3.5 Users Preferences for Privacy Polices
As explained in section 3.2.1, OSNs are criticized for the ambiguity of their privacy
policies as they are expressed in vague terms and difficult jargon to understand
([175]). Privacy policies are hidden in the "Terms of Services" which are provided as
an external link and ignored most of the time [195]. Furthermore, service providers
retain the right to change the clauses of the policies at any time.
The participants were asked if they were informed about the existence of pri-
vacy policies in OSNs and 87% confirmed they knew they exist. However, only 6%
read the entire document before using the services of OSNs, while 62% read some
parts and 32% did not read the documents. Out of 68% of the participants who read
the privacy policies (entirely or partially), only 26% understood the clauses of the
policies, while 68% understood some parts and 6% did not understand the clauses
included in privacy policies.
The participants were asked also if they agreed with the terms and clauses pre-
sented in the policies and 26% answered that they agreed because they put trust in
OSNs, 57% answered that they do not agree, however, they gave their consent as a
price to use the services of OSNs, and 16% answered that if they did not agree with
privacy policies, they changed the OSN. Fig. 3.4 presents the results of the users’
preferences for the privacy polices.
FIGURE 3.4: Privacy polices preferences
3.3.6 Users Preferences for Privacy Settings
As explained in section 2.3.1, unawareness of the existing privacy settings or inad-
equate configuration of the present privacy settings may lead to disclosing sensi-
tive information to other OSNs users or unregistered users. The participants of our
study were asked if the privacy setting presented in the OSNs are easy to use, 40%
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confirmed that they were indeed easy to use, 45% found the settings a bit difficult
to configure while 15% found them very difficult to use. They were asked as well
if privacy settings were enough to protect the privacy of users and data, only 4%
confirmed that privacy settings are enough to protect privacy while 68% said that
privacy settings should be fine-grained, and 28% said that privacy settings cannot
protect users’ privacy, as represented in Fig. 3.5 and tables B.10 and B.11 in appendix
B.
The participants were asked also to rank the importance of some privacy set-
tings to control the visibility of profile, messages, personal information, and content
search. Most of the participants agreed that all these settings are very important if
not extremely important to build a privacy-protecting OSNs. Table B.12 in appendix
B gives more details about this.
FIGURE 3.5: Privacy settings preferences
3.3.7 Users Preferences for Data Collection
Most of OSNs collect, store, process and analyze user’s data and sometimes sell it
to third parties for advertising and marketing purposes. New laws and regulations
have been enacted to control data collection and enhance privacy protection.
In this study, we asked our participants if they are aware that OSNs are collecting
their data and only 14% were knowledgeable of it, while 56% claimed that they know
that OSNs are collecting data but they did not know what they are used for, and
30% of the participants did not know that their data is collected when using OSNs
services, as shown in Fig. 3.6.
FIGURE 3.6: Knowledge of data collection
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Furthermore, 81% of the participants strongly agreed that OSNs should clearly
inform users about how their collected data is used and users should decide the
usage of their data, and more than 74% agreed that the user should have the abil-
ity to choose which information can be shared with OSNs, as shown in table 3.14.
They have also ranked location (76%) and personal information (68%) as extremely
sensitive and they can have an impact on the privacy of users (refer to table B.14 in
appendix B for more information).
TABLE 3.14: Data collection usage
Inform users Usage decision Choose data to collect
Freq. % Freq. % Freq. %
Strongly disagree 2 0% 3 1% 4 1%
Disagree somewhat 8 2% 7 1% 13 3%
Neither agree nor disagree 32 7% 28 6% 41 9%
Agree somewhat 47 10% 50 11% 63 13%
Strongly agree 381 81% 382 81% 349 74%
3.3.8 Users Preferences for OSNs’ Functionalities
OSNs offer various functionalities and services that attract a great number of users to
online social services. The users are instantly informed of news of their interests and
their entourage. Each OSN implements different functionalities that make it stand
out from other systems. The functionalities are offered to advance and enhance the
usability of the systems of sharing digital information (texts, pictures, music, videos,
tags, bookmarks, etc.) and for communicating and socializing between users.
We considered the following functionalities in our study: search other users, re-
share others’ messages, user/content recommender, mention other users, comment
on others’ messages, and one-to-one messaging with users. The participants agreed
that these functionalities are important in OSNs and it will enhance their experience
in using OSNs. However, they are not vital to operating in OSNs. Table 3.15 details
the answers of the participants.
TABLE 3.15: OSNs Functionalities
Search others Reshare post Recommend Chat
Freq. % Freq. % Freq. % Freq. %
Not important 39 8% 37 8% 54 11% 38 8%
Somewhat important 75 16% 86 18% 95 20% 68 14%
Important 196 42% 179 38% 170 36% 159 34%
Very important 110 23% 102 22% 100 21% 105 22%
Extremely important 50 11% 66 14% 51 11% 100 21%
Mention Comment
Freq. % Freq. %
Not important 55 12% 53 11%
Somewhat important 121 26% 124 26%
Important 158 34% 178 38%
Very important 81 17% 76 16%
Extremely important 55 12% 39 8%
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3.4 Summary
This chapter answered two research questions on the information sharing behavior
of users and their preferences in OSNs in terms of privacy. The first question investi-
gated the attitude of users towards their information sharing behavior in OSNs, and
the factors that influence the sharing behavior. The second question investigated
how users perceive OSNs, what are their preferences for an ideal OSN system, and
how it should manage with their data and privacy. A sample of 542 participants was
analyzed and the results revealed that 13% of the participants do not use any kind
of OSNs, mostly for privacy concerns.
In the first question, the focus was put on 7 potential dimensions that might in-
fluence information sharing behavior in OSNs: (1) privacy awareness, (2) control of
information, (3) data collection limitation, (4) privacy policies understating, (5) pri-
vacy settings and functionalities, (6) age, and (7) gender of users. The analysis of the
sample revealed that information sharing behavior can be influenced by 4 factors,
namely: (1) privacy awareness, (2) control of information, (3) data collection limi-
tation, and (4) granularity of privacy settings and functionalities. In other words,
users are more engaged in sharing information in OSNs when they know that they
are protected. The analysis also showed that age and gender do not have an in-
fluence on the behavior of users in terms of sharing information in OSNs. Women
are more concerned and more aware of privacy issues in OSNs than men, but both
tend to behave the same way in sharing information. Furthermore, users behave
in the same manner when they are sharing their information either with friends or
with strangers. In addition to the theoretical study, the findings provide a better
understanding of online social providers of how privacy issues can affect the users’
acceptance of social networks and their behavior of information sharing.
In the second question, we identified 8 basic components of OSNs: (1) profile
management, (2) friendship management, (3) message management, (4) group man-
agement, (5) privacy policies, (6) privacy settings, (7) data collection management,
and (8) OSNs functionalities. The results showed that users prefer:
• to register in OSNs with an email address and login using pseudonyms and
strong passwords.
• only username, email address, and first name are required to create profiles.
• to maintain access to their profile to only their friends.
• to have the ability to accept or reject a new contact, to set the visibility of con-
nections list, and to control who can send friendship requests.
• to maintain the visibility of the connections list in OSNs to only their friends
or not be accessible to anyone.
• only their friends who can access to their messages or mention them in mes-
sages.
• to have the possibility to share multimedia and to edit and delete published
messages.
• to subscribe to a private or semi-private group where posts and member list
are viewed only by the members of the group.
• privacy policies should be easy to read and understand
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• privacy settings should be fine-grained and easy to configure.
• to be clearly informed about what type of data is collected and for what use.
• to choose what data can be collected and for what purposes.
The results of this chapter will help to derive and analyze the assessment ques-
tions discussed in chapter 5. Next chapter, we survey and analyze 24 different OSNs
and compared them based on a set of different criteria.
48
Chapter 4
A Qualitative Comparison of
Microblogging OSNs
In this chapter, we survey 24 different OSNs. The systems differ in their designchoice, the functionalities they provide, and the security and privacy modelsthey use. We classify the different systems into two classes: (1) deployed sys-
tems that are/were operational and they have/had real users, and (2) not deployed
systems that are proofs of concepts or proposals in the literature. We evaluate and
compare each system based on 7 criteria.
This chapter is structured as follows: Section 4.1 presents and introduces 24 dif-
ferent systems. Section 4.2 presents a set of 7 features and characteristics to compare
the surveyed OSNs, namely: (1) the service provided, (2) the architecture, (3) the
storage and replication techniques, (4) the encryption mechanisms and key manage-
ment, (5) the security goals, (6) the privacy goals, and (7) the functionalities. Section
4.3 is dedicated to comparing the systems based on the set of characteristics. Sec-
tion 4.4 discusses the impact of privacy-preserving techniques on the usability and
user-friendliness of systems. Section 4.5 presents a conclusion of the chapter.
4.1 OSNs: THE CURRENT PICTURE
We selected 24 OSNs for our quantitative study. 12 systems are deployed and are
used while 12 systems are prototypes for privacy-preserving OSNs exiting in the
literature, with a focus on microblogging systems.
4.1.1 Deployed Online Social Systems
In this section, we present a brief description of the 12 MOSNs that are deployed
and operational. The systems provide their users with privacy settings to tune the
level of privacy desired, and with privacy policies that disclose what is the data
gathered and how it is used, managed and disclosed depending on the applicable
laws. However, most of the deployed systems retain the right to modify the terms
of the privacy policies at any time. In addition, most of the systems generate their
revenues by processing, analyzing, aggregating, and selling data. The complete list
of the deployed systems is provided in table 4.1. The table presents also the year
when the system was built and their last update.
Facebook
It was created in one of the dorms of Harvard University in 2004 [196]. Facebook
provides social networking services to its users where they can share their daily life
with friends and connections. Currently, Facebook has 2.41 billion monthly active
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TABLE 4.1: List of deployed OSNs
OSN System Built in Last Update
Deployed
Facebook 2004 June 2019
Twitter 2006 June 2019
Jaiku 2006 Not used anymore
Tumblr 2007 June 2019
Plurk 2008 April 2019
Pump.io 2008 October 2018
Diaspora 2010 January 2019
Twitsper 2013 Not used anymore
Twister 2013 October 2018
trsst 2013 Not used anymore
http://gab.ai 2014 October 2018
GNU Social 2014 January 2018
users as of June 30, 2019, which approximately 85% are outside the US and Canada
[197].
Facebook uses a centralized architecture with MySQL database infrastructure
and Global Transaction ID with MySQL semi-synchronous replication [198, 199],
where the availability of the services depends on the single authority of Facebook.
Facebook gives its users the possibility to create accounts, add, accept or decline
friendship requests. Users can easily create their profiles providing some personal
information like the full name, phone number or email address, etc. Users can post
text messages, files, videos, etc. on their wall, and they can reshare or comment on
others’ posts. They can mention other friends and they can post directly on their
friends’ walls, provided that they are authorized to do so. Users can also follow
their interests by following or creating Facebook pages. Facebook gives its users the
possibility to privately chat using instant messaging. Also, it displays recommen-
dation based on the location and interests of users and it gives the possibility to the
users to search for a user, a page or a group. Facebook’s profile is by default public
and anyone on the Internet can access it and see what is shared and the relationship
between the users.
The provider assures that all communications between servers and clients are
encrypted using HTTPS secure channels. Recently, users have the option to encrypt
and authenticate their communications in instant messaging “Facebook Messenger”
using AES_CBC and HMAC_SHA256 [200, 201].
Facebook has implemented a real-name policy for user profiles and the policy
reads: "You will not provide any false personal information on Facebook" [202].
Facebook provides basic privacy settings for users to choose from, where they can
restrict their profile to be private or public and they can choose who can access their
profile and see their posts. But, since the architecture of Facebook is centralized and
not encrypted, the right to access all information stored in the database stay in the
hand of the provider and all deleted contents persist in the backup copies for a pe-
riod of time, making the act of censorship easier. In fact, in the privacy policies,
Facebook states that they retain the right to disable an account if they see it fit [202].
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In March 2018, Facebook was involved in a privacy-related scandal. Cambridge
Analytica admitted that they harvested up to 87 million Facebook profiles without
permission. The data collected was used to build an algorithm to influence voter
opinion on behalf of politicians who hired them [21].
Twitter
It is a microblogging service provider, created in 2006 [28]. Twitter allows users to
post, retweet, and comment on short 280-character messages called "tweets” [203].
The number of users reaches more than 321 million monthly active users as of the
fourth quarter of 2018 [29].
Twitter adopts the centralized architecture and it has built a next-generation dis-
tributed database to match their need for availability, scalability and real-time in-
teractions [204]. However, Twitter had experienced many outages concerning avail-
ability, as it happened in 2014 after Ellen DeGeneres tweeted an Oscar selfie [205].
Twitter allows users to create profiles by providing personal information like
full name and phone number. Most of the information provided in the profile is
always public like biography, location, and picture. Users can post photos, videos,
and location information. Also, they can mention other users, search for messages
related to a certain topic, and they can look for and subscribe to other users’ tweets.
In this case, the mentioned users will see the message in their timeline although
they do not follow the sender. Users can also search for messages related to a certain
topic, and they can subscribe to other users’ tweets. People may also find other users
through third-party services that have been integrated with Twitter. The Twitter’s
interface displays a list of trending topics on the sidebar along with recommended
contents or potential followees.
Twitter uses Transport Layer Security (TLS, formerly SSL) to secure the commu-
nications between the clients and the servers, and it provides an optional verified
Twitter account where the user can submit a request to authenticate the identity of
the person or company that owns the account [206].
Twitter was not built with the privacy protection of users in mind. The profile,
tweets, and list of followers are public by default and accessible to all the Internet.
But, users can restrict message delivery to just their followers or to just one follower
in the case of direct messages. However, Twitter retains the right to access the data
stored and analyze its contents to ban abusive and offensive hashtags or users [207].
Twitter suffered from multiple attacks and breaches. In 2017, a vulnerability was
exploited in a popular tool called "Twitter Counter". This third party application an-
alyzes Twitter feeds and provides usage statistics (recent Twitter visitors and num-
ber of followers). This hack has led to taking control of hundreds of high-profile
Twitter accounts like the European Parliament, UNICEF, and Amnesty International
[208].
Jaiku
It was developed in 2006 as one of the first competitors of Twitter offering microblog-
ging services. Jaiku was acquired by Google in 2007 [209]. The number of users is
not known as Jaiku was shut down in 2012 [210]. Jaiku was based on a centralized
architecture where centralized databases were responsible of storing profiles and
data of users.
Jaiku allowed users to create profiles, to send and comment on posts, to men-
tion other users and to tag interests. The posts were limited to only 100 characters.
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Jaiku released an API that allowed programmers to integrate Jaiku services in their
software. It offered also Lifestream, a feedstream service to share online activities
[211].
The profiles and posts were by default public and visible to everyone, but the
users had the option to make their posts private to only their subscribers.
Tumblr
It is a popular online social networking website [212] with more than 463 million
active users by April 2019 [213]. Tumblr is operational since 2007 and owned by
"Yahoo!" from 2013 until 2017[214]. Since 2017, Tumblr along with Yahoo is part of
Oath Inc. [215].
The platform uses a centralized architecture with Redis, HBase and MySQL [216]
and Multi-source Replication from MariaDB [217] to protect the availability of their
services.
Users are able to post texts, images, video, quotes, or links to their blogs, to com-
ment or share others’ posts, to tag interests, and to mention or search other users.
The profiles in Tumblr are by default visible to all Internet. Since 2014, Tumblr re-
leased a new update that allows the users to hide their blog from the web and be
only viewed by the users of Tumblr.com [218]. Tumblr gives recommendations on
possible friends or interests to its users based on their previous activities. The system
uses TLS to secure communications between the clients and the servers.
Tumblr’s users can restrict the accessibility of their blogs. The users can hide
their blogs from public search. Yet, the profile and all the posts shared on the blog
are visible to the other Tumblr users even if they are not in the followers’ list. Tumblr
collects personal information such as name, age, email address, location, and finan-
cial information, like credit card number, type, expiration date or other financial
information as stated in their privacy policy [218].
In 2013, Tumblr revealed that the site was breached affecting 65 million users’
email addresses and passwords [219]. The hacked data was sold on the dark web.
Plurk
It is an OSN that provides microblogging services, launched in 2008 [220]. It allows
its users to send short messages (up to 210 text characters in length), links, videos,
and photos. It’s estimated that Plurk has more than 1 million active users of which
66% are from Taiwan [221]. Plurk uses a centralized architecture where the data
(users’ profiles, messages, IP address) are stored in MySQL databases.
Plurk allows users to create profiles using personal information such as full name,
email address, and birthdate. To add friends, users send friendship requests to es-
tablish a mutual relationship, but they can also follow others without their prior
permission. The users can send messages to individuals or to groups using instant
messaging. Users can reply, reshare posts, or mention other users and tag their in-
terests. Plurk also provides a mechanism to recommend or search for other users or
interests. All communications use HTTPS secure channels.
Plurk gives its users the ability to choose to allow everyone to see their profile
and timeline or make the profile and posts visible only to friends. They have the
possibility to send anonymous posts, but all data are stored at the level of centralized
databases making the service susceptible to censorship.
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Pump.io
It is an open source censorship-resistant social network that provides microblogging
services [222]. It was known previously as Identica.ca [223] but since 2013, Iden-
tica.ca has stopped accepting new registration and migrated to pump.io.
Pump.io uses a distributed architecture with a federation of servers. Users can
choose where to sign up, and save their data. Users might also build their own
server and host the services of the social network.
Users of Pump.io can send messages, comment or share others’ messages, tag
interests, and search interests and users. By default, a post is only visible to the
users’ followers. The users can make the post visible to everyone on the Internet by
including ‘Public’ in the ‘To:’ box. The communication between servers is secured
using TLS certificates.
Pump.io has the ability to hide the profiles and data from the general public in
case the users opt to create their own servers. Otherwise, the administrators of the
servers have read and write rights to access the data stored on the servers.
Diaspora
It is the first federated, user-owned OSN that is deployed and operational since 2010
[224]. Diaspora has more than 1 million active accounts and it grows continually
[225]. Diaspora is based on the free Diaspora software [226].
Diaspora has a federated architecture, which allows users to create their own
server/pod and host their accounts. The users can choose also to create their pro-
files on an existing pod. They can choose a pod based on the physical location, the
frequency of updating software version, the domain name, or the ratings of the pod.
Users can join a pod that is open as they can join a closed pod upon receiving an
invitation. To ensure the availability of the data, the Diaspora network distributes
data replicas to multiple pods.
User’s profiles have a public part (name, interests, and photo), and a private one
which is only visible to people which the user authorizes and it contains detailed
information (biography, location, gender, and birthday),. In Diaspora, it is possible
to follow another user’s public posts without the mutual following requests required
in some other social networks.
Diaspora offers two options to publish posts: either (1) publicly where any logged-
in user can comment on, reshare, and like the public posts or (2) privately where only
followers placed in an authorized group can comment on and like the private posts.
Private posts are not resharable. Posts in Diaspora can include mentions and in-
terests. Diaspora offers also instant messaging services called conversations where
users can send private messages.
Diaspora uses Pretty Good Privacy (PGP) where a unique public/private key
pair and an ID called guid are assigned to every user created on a pod. The pod is
the one in charge of encrypting and decrypting requests before passed to users.
Diaspora focuses on three aspects to offer to its users: (1) censorship resistance,
(2) privacy and control of data, and (3) the freedom to choose what and with whom
to share posts. The administrators of pods have read and write access rights to the
unencrypted data stored on their pods [227].
Twitsper
Singh et al. introduced Twitsper [228], a wrapper over Twitter that provides privacy
controls to the users of Twitter. Twitsper was built on Android in 2013 to protect
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Twitter users’ browsing habits and routines and at the same time to preserve the
commercial interests of Twitter.
To be compatible with Twitter, Twitsper uses the same centralized architecture
adopted on Twitter. In other words, users can preserve their privacy while sharing
updates on Twitter without migrating to a new application or a new OSN. The pri-
vate messages in Twitsper are called whispers. Twitsper considers one to one mes-
sages technique to send whispers to a group. The users’ profiles and whispers are
stored on Twitter’s servers while the Twitsper’s servers store, in MySQL databases,
the mapping between the hashed message IDs and the list of users involved in the
chat group. The availability of Twitsper relies on both the availability of Twitter ser-
vices and the Twitsper’s server. In case the Twitsper’s server is offline, the users can
continue using Twitter’s services normally without the privacy option. The system
puts its trust on Twitter servers not to leak the user’s private information.
In Twitsper, the users continue to have the same functionalities that Twitter of-
fers: create profiles (public or private profiles), follow interests, post, comment, share
tweets with one or a group of followers, search for content or users, and get recom-
mendations. Besides, it offers the whispers to its users.
The Twitsper system uses TLS certificates to validate the server’s authenticity.
To hide the identities of the users involved in a whisper from Twistper’s servers,
the list ID is encrypted with a group key using AES. The recipients of the whisper
derive the group key from each message. So, even if the group key is exposed at any
moment of the conversation, it does not reveal the old nor the future messages sent
to the group. The groups in Twitsper are created and administrated by the users.
To reply to a whisper, the user replies only to an intersection between the members
of the recipients of the original message and her/his followers, then sends a direct
message as a reply to all the users in the intersection. In doing so, the user has
restricted the visibility of the reply to only the followers s/he approved of.
Twister
It is an open and free platform, operational since 2013 with 10000 registered users up
to date [229]. It offers microblogging services to its users. Twister has a decentralized
architecture composed of three overlay networks: (1) a user identity creation and
authentication network based on the Bitcoin protocol, (2) a Distributed Hash Table
(DHT) overlay network used for resource (i.e. avatar, profile) storage and retrieval,
and (3) a collection of disjoint groups of followers network used for notification de-
livery [230]. The messages of the users are stored in two networks: (1) a short-lived
value stored in a DHT network and (2) an archive file similar to BitTorrent network.
Twister uses the blockchain mechanism to create the users’ profiles and to guar-
antee their uniqueness. To propagate user’s posts, Twister uses BitTorrent, and any-
one who joins a user’s torrent can follow the posts. Followees are not notified and
do not need to authorize the followers. The users of Twister can send messages to
read-only users or to a group of followers. They can send also direct messages (DM),
provided that the recipient is a follower of the sender. The followers can also reply
to a post, tag a topic, or mention a user in a post, but they can not republish posts
of other users. The system provides its users with the option to search for arbitrary
words, but not with a recommender.
Twister ensures the anonymity of the senders and prevents identifying the users
by forwarding the posts using a number of intermediate nodes before reaching its
final destination.
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Twister is designed to protect the freedom of speech and the anonymity of user’s
activities in the platform, also it’s censorship-resistant since there is no central au-
thority to administrate the system. Twister uses ECIES (Elliptic Curve Integrated
Encryption Scheme) to end-to-end encrypt the data of users and to digitally sign
messages ensuring the authenticity and the integrity of users [231].
Trsst
It is a Twitter-like microblogging system [232], deployed as an alpha test in 2013
[233]. It adds encryption, anonymization and censorship resistance to protect the
privacy of its users.
Trsst uses a distributed network where a federation of servers agrees to store
and propagate the feeds to users. Trsst’s users have the possibility to create stan-
dalone client nodes and store their profiles and feed or they can contract with an
existing server, known as the home server to store the keystore, the feeds, and the
attachments. A copy of the stored data is sent to Trsst hub (home.trsst.com/feed) for
replication [234].
To create one or more accounts, a user first creates and encrypts a keystore with
a password. This latter is used to access and modify the keystore. The user then
generates a keypair, and stores it in the keystore. The users of Trsst may optionally
attach personal information to their account, such as name, nickname, image, etc.;
the users also have the choice to remain anonymous. The users can send, comment
and share texts, images, videos, or files with everyone or with only one person in
case of the instant messaging mode. Trsst offers the possibility to search for users
knowing their IDs (the users’ public key). Also, users can follow and mention other
users or tag interests in their posts. Trsst can recommend a list of other users to
follow.
Trsst uses both public-key and symmetric cryptography to protect the security of
contents from censorship. Trsst uses a crypto-currency system such as Bitcoin to gen-
erate the keypair. The account’s private key is kept in the keystore. To encrypt a mes-
sage, the user generates a new AES-256 key and uses it to encrypt the message, and
then s/he encrypts the generated key using ECDH (Elliptic curve Diffie–Hellman)
and appends it to the encrypted message [235]. The result is encrypted with the
intended recipient’s public key. All client-to-server and server-to-server communi-
cations are conducted over HTTPS channels and all public posts are digitally signed.
Even if Trsst promotes the protection of the privacy of users, it is still suffering
some aspect that might endanger the security and the privacy of users. In fact, Trsst
users’ profiles are public to anyone who knows their IDs and also a user can start
a conversation with others without following them. Moreover, the list of followers
is available to the public, and anyone on the Internet that knows the user’s ID can
check his/her posts unless the post is private.
Gab.ai
It was launched in August 2016 [236] and has 215,000 active users [237]. Gab of-
fers microblogging services that allow users to post, reply, and republish short mes-
sages called gabs. Gab comes in two versions: the free and limited Gab and GabPro.
GabPro is a paid and more elaborated version that allows users to create lists, use
private group chats, and to go live [238].
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Currently, Gab uses centralized architecture to store and replicate data on servers.
However, the creators of the system have announced that they will change the ar-
chitecture in the near future to a decentralized architecture in order to build a true
censorship-resistant and community-powered system [237, 239].
Gab has become open to the public recently as it was limited to join by invitation
before. The users can create a profile using a username, password, and an email.
They can choose to make their profiles public or private. Once the account is created,
the users can add new followers and they can send, quote a post, tag an interest, or
mention another user. Gab enables its users to share up to 300 characters in one gab.
The system’s dashboard comes with a search box in order to search for other users
and interests, and it recommends potential friends and hot topics. The messages
sent by users and the lists of followers and followees are public and visible to any
user of Gab. Traffic between clients and servers is encrypted using TLS to secure the
traffic between the clients and the servers.
Gab was built with the idea of providing freedom of speech and thought. But,
Gab service retains the right to store and administer users’ data. In fact, it banned
the first Gab user in January 2017 [240].
GNU Social
It is an open source program offering microblogging services [241]. GNU Social was
developed for the first time in 2010 and was known under the name of StatusNet
project. GNU Social offers similar functionalities like Twitter, but in an open and
collaborative environment where the users are in control of their data.
GNU Social uses a distributed microblogging platform and it has 301 online and
active servers to supply thousands of users [242]. GNU Social is composed of mul-
tiple instances, the current number of running instance is about 50 instances like
Quitter.es, gnusocial.de, loadaverage.org. The instances are independent and they
communicate with each others using OStatus standard [243].
GNU Social’s users can create profiles using a nickname, email address, and
password. They can choose to create an account in any instance and they can com-
municate, follow and be followed by users from other instances. They can also
choose to keep their profile visible and searchable to all Internet users as they can
limit the access to only the users of GNU Social. They have the right to choose who
can follow them and who can read their posts. The users can send texts, files, im-
ages, videos, and audio to all GNU Social users, to private groups, or only to one
individual as a direct message. The users can share and comment on a post and they
follow an interest.
GNU Social focuses on availability and censorship-resistance. The fact that there
is no central unit that can bring down the whole network or censor the content of
messages reinforces the GNU Social’s position in protecting the freedom of users.
Also, the system uses secure channels between users and servers and between servers.
However, GNU Social suffers from privacy issues. Actually, the activity of users
is public on their timeline and the lists of followers are disclosed to anyone even the
unregistered users. GNU Social also lacks controls to protect the integrity and the
confidentiality of users and posts from the administrators of the instances, consider-
ing that data are stored in clear in the databases. In fact, the administrators can have
access to the users’ posts, they can read or delete them, and they can even ban a user
from using the services of GNU Social.
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4.1.2 Non Deployed Online Social Systems
In this section, we present a brief description of 12 OSN systems that have been pro-
posed in the literature. These systems are proposed to address security and privacy
issues in OSNs and protect users’ data from privacy breaches. The complete list of
the not deployed systems is provided in table 4.2. The table presents the year of
when the proposed systems were published.
TABLE 4.2: List of not deployed OSNs















It is a decentralized OSN that provides encryption and access controls coupled with
a peer-to-peer (p2p) approach to replace the centralized authority of classical OSNs
[244].
In the proposed version of PeerSon, the developers suggested using open DHT
for the lookup service to store the data, and to replicate the social links and digital
personal spaces (i.e. timeline, posts) in other nodes.
PeerSon proposed to use e-mail addresses as unique identifiers of the users. In
order to prevent a malicious DHT-node from collecting e-mail addresses, PeerSon
computes a user ID based on the hash of the e-mail address. The users can look for
a specific user to follow using the lookup service directly to get all the necessary in-
formation. They can post and reply on messages and the can also control who reads
and replies on their messages. PeerSon uses public key cryptography to encrypt the
messages with the target peer’s public key, hence the messages are only accessible
to those who have the right keys.
Safebook
It proposes a distributed microblogging system to protect the privacy and the avail-
ability of the messages. Cutillo et al [245, 246, 247] proposed a three-tier architecture
for Safebook:
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1. The first tier, called Matryoshkas, handles communication’s privacy, data stor-
age, and availability of data.
2. The second tier is a peer-to-peer (P2P) overlay that provides the application
services (e.g., lookup service, identity management service, etc...)
3. The third tier is a Trusted Identification Service (TIS) that provides each user
with a unique identifier and public/private keys.
To join Safebook, a user needs an invitation from an already registered user. The
new user provides her/his identity set and a proof of owning it and generates a pub-
lic/private key pair. Then the TIS computes a unique identifier and generates a cer-
tificate associating the public key of the user with the identifier. Once the new user
is registered in the system, s/he can start the process of creating her/his Matryoshka
by sending friendship requests. Each new friend is associated with a trust level with
appropriate privileges to who can access the user’s profile and read her/his posts.
The users in Safebook are notified about a new friend request and they can accept it
or discard it. When the request is accepted, the two friends exchange their respective
certificates to start communicating. The users can share text messages publicly if the
post is tagged public or only with a group of chosen friends if the post is tagged
private. The users can also comment or republish messages.
Safebook provides end-to-end confidentiality, authentication, access control, cen-
sorship resistance, data integrity, and data availability. Safebook categorizes data
into three types: (1) private data (unpublished), (2) published and encrypted data,
and (3) published data without encryption. All exchanged messages are encrypted
using the receiver’s pseudonym public key and signed with the sender’s pseudonym
private key. The communication tracking in Safebook is not possible since it was
built on the concept of Matryoshka. In other words, the malicious node needs to be
the first hop for all requests going from and to a node in the Matryoshka to inter-
cept the communications. Also, the mapping between the user’s identifier and the
pseudonym is only known to the TIS and the direct first shell of friends.
FETHR
Sandler et al. [248] proposed a new infrastructure to integrate microblogging ser-
vices called FETHR (Featherweight Entangled Timelines over HTTP Requests). FETHR
enables users to communicate with each other on top of HTTP with messages of
more than 140-byte payload.
FETHR proposes a decentralized architecture where users’ data are stored locally
on each peer’s machine and new messages are gossiped to the followers using a
lightweight HTTP-based protocol.
Each user has a canonical URL that serves as a unique ID. This URL contains
the user’s profile with the personal information and the messages published. The
canonical URL is public and searchable by any other user. Followers can subscribe
to another user’s update simply using HTTP GET and POST messages. FETHR uses
a gossip-based update propagation technique where the message’s publisher pushes
the update to a subset of the followers, who in turn push the message to the rest of
the network. The gossip technique plays a role in the distribution of messages and
also in the protection of the data against suppression.
The objectives of FETHR do not include privacy preservation controls, it is con-
cerned more about the availability, the authenticity, the integrity, and the complete-
ness of messages. Also, FETHR uses some cryptographic measures such as hash
Chapter 4. A Qualitative Comparison of Microblogging OSNs 58
chaining and digital signature to preserve integrity, but they are not detailed. The
decentralized architecture of FETHR ensures that the system is censorship resistant
and not reliable on any single service.
Megaphone
It is a proposal of a multicast microblogging system based on a peer-to-peer network
[249]. Megaphone organizes the social graph of users in multicast trees where a
"poster" node is the root of the tree, and a "follower" is the child node.
The storage of data is performed at the level of the roots and replicated in child
nodes. With the decentralized architecture, Megaphone ensures that the system is
censorship resistant considering that there is no central authority responsible for
administrating the service.
The poster creates the tree, manages the join requests and the list of followers,
stores the public keys of child nodes, and sends messages to all nodes in the tree.
The poster has the right to accept or discard the new join request. A follower can
post a response to a message from the poster, and optionally encrypts and signs it.
Megaphone uses public key cryptography based on RSA. The poster generates
session keys to encrypt the messages. The session key is cached by all nodes of the
multicast tree, and readable only by the nodes that have registered a public key with
the poster. The poster might add a serial number to detect lost messages.
Using the multicast architecture, Megaphone protects confidentiality, integrity,
and availability of data. Megaphone protects also the identity of users since the IDs
are not based on any piece of information related to the users’ real identities, but
rather on their public keys. However, the followers inside the circle of the multicast
trees can know the source of the posts and who is currently following the poster.
LifeSocial.KOM
It is a decentralized OSN based on peer-to-peer network [250]. It was built to offer
the social functionalities of an OSN, with a fault-tolerant and data storage efficiency.
All personal information and shared messages in LifeSocial.KOM are stored in
the peers. It provides data availability using the replication mechanism offered by
PAST [251]. PAST is an Internet-based, peer-to-peer global storage utility that aims
to provide strong persistence, high availability, scalability, and security.
The users of LifeSocial.KOM can create profiles, manage the followers’ lists, cre-
ate, join and manage groups, follow interests, share text and photos, search for peo-
ple with common interests, browse through pictures of friends and interesting peo-
ple, and live chat with their friends. The profiles and the posts of the users are only
visible to the friends.
LifeSocial.KOM focuses on providing confidentiality, availability, and access con-
trols to its users. It uses public key cryptography for authentication (the public key is
used as a unique ID of the users) and a symmetric cryptographic key is used for en-
cryption. LifeSocial.KOM suggests a user-based access control to access the system
where users can control who can read and access their data. [252]. Leveraging the
decentralized architecture of P2P networks, LifeSocial.KOM protects against censor-
ship since no central authority is responsible for providing the service.
Cuckoo
It was proposed in 2010 by Xu et al [253, 254]. Cukoo is one of the earliest microblog-
ging systems that leverage the decentralized architecture of peer-to-peer networks.
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The architecture of Cuckoo is hybrid, meaning it’s composed of a small base
of servers named server cloud and client peers. The server cloud is used for storing
resources like users’ profiles and served also as a backup for replication to guarantee
the availability. The client peers are served as an overlay of the messages. The server
cloud is used for storage of profiles and does not intervene in the message exchange
between peers.
The profiles and messages sent by the users are public. Anyone can search for
information about any other user. Cuckoo gives its users the possibility to organize
their social relationship into friends (the two users reciprocate the social link be-
tween them) and neighbors (users who serve as an overlay to disseminate messages
based on gossip protocol).
Optionally, Cuckoo uses asymmetric key cryptography to encrypt and to sign
the messages. The public key is stored on the server cloud while the private key is
kept secret in the client peer’s machine. The users can obtain the public keys of the
followers either out of band during the following process or from the server cloud.
Cuckoo focuses on providing a microblogging system that is scalable, reliable
and censorship-resistant. In fact, Cuckoo protects the users only from censorship
since the server cloud is used for storage of profiles and does not intervene in the
message exchange between peers. However, Cuckoo does not take the privacy pro-
tection of the users into consideration.
Vis-à-Vis
It is a decentralized framework for OSNs based on the privacy-preserving technique
of a Virtual Individual Server (VIS) [255, 256]. VIS is a highly available virtual ma-
chine running in a paid compute utility, like Amazon EC2, which does not have
any claims over the contents stored in the machines. VIS is used to store the users’
personal data and posts.
The communication between users is conducted in groups where they can share
posts and follow interests, but they can not comment or republish the posts. Each
group of users consists of an administrator who creates and manages the group, the
members (other users), and the mapping of members in geographic regions. Each
member maintains an attribute within the group such as the relationship with the
administrator or an interest in a particular topic. Users also have the option to search
for a group or a user in a particular region, but the system does not provide any
recommendations of available groups or users.
Vis-à-Vis uses public-private key encryption, where users are defined by a self-
signed key pair. The public key is used to encrypt the messages and the private key
is stored securely in the VIS and it is used for digital signature and decryption of
encrypted messages. The public key of a user and the corresponding IP address of
the VIS are distributed out of band.
Vis-à-Vis is concerned mainly by the AIC triad (availability, integrity, and con-
fidentiality) of security more than privacy. In fact, VIS administrators can access to
all users personal data stored on their machines, but the intermediate computers can
only access the ciphered data and some other control data (users’ ID and timestamp).
Thus, VIS owners need to manage securely their machines, keep them up-to-date,
and implement the appropriate access controls policies.
Chapter 4. A Qualitative Comparison of Microblogging OSNs 60
Garlanet
It is a privacy-preserving microblogging system developed at Universitat Oberta de
Catalunya (UOC) [257]. It is a collaborative system where the registered users are
voluntarily contributing to the computational resources.
Garlanet uses a hybrid architecture composed of a directory service and clients’
peers. The directory service is used for lookup services and location data. Users’
data are hosted on any resources provided by any users of the system. To ensure the
availability of the service and data, Garlanet replicates the data of users on different
machines.
Garlanet offers its users the possibility to stay connected with their followers and
to express themselves in a censorship-free system. Users can share their activities
and interests with their followers and they can also follow other users of the system.
In Garlanet, the following process is one-sided and is conducted out of band. Users
can access only the public information (name, username, and photo) of another user
and they can not access the private information provided in the other users’ profiles
even if they are following them.
Garlanet is a community-owned OSN where no central authority controls the
system. It adds built-in privacy mechanisms to guarantee that only the sender and
the intended receivers are able to access the information exchanged. These capabili-
ties can protect the end users from the malicious utilization of personal information
and from public exposure of sensitive data, and they guarantee the free exchange of
information.
Garlanet protects the confidentiality of sensitive data and guarantees the desired
level of anonymity of the users. Each user in Garlanet uses RSA to generate two
public keys: (1) one to cipher the storage and (2) the other key is used to decipher
the user’s messages. The friendship relation between users is not revealed to anyone
and the users only have the list of the contacts who they are following. The data are
distributed in different repositories so an attacker cannot get information by corre-
lating all the actions that a user performs. Also, the intermediate computers only see
the ciphered data and some control data such as a pseudonym ID or a timestamp.
Hummingbird
It is a microblogging OSN that imitates Twitter’s functionalities while adding privacy-
preserving techniques to protect the personal data of users [258, 259]. Hummingbird
uses centralized architecture where the Hummingbird Server (HS) handles all the
operations of the user’s registration and tweets delivery to followers.
Hummingbird introduces the new concept of "follow-by-topic" where users can
decide to follow other users on specific hashtags of interest. It also allows users to
conceal their interests by following arbitrary hashtags. A follower issues a request to
follow a user on a specific hashtag. The following requests are subject to approval.
To preserve privacy, Hummingbird does not allow users to reply to a post or reshare
it with other followers. The users’ profiles are visible to all other Hummingbird
users.
Hummingbird uses several cryptographic protocols like Oblivious PRF (OPRF)
technique and Blind- RSA for signature. The users are responsible for generating
their own keys and distribute them out of band. The keys are stored in HFE (Hum-
mingbird Firefox extension). The proposed architecture does not handle revocation
of the following requests.
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Hummingbird is concerned mainly about providing confidentiality and autho-
rization. It adds encryption of tweets to provide confidentiality and access lists for
users in order to choose who can access their messages. The posts are hidden from
the server and all non-followers and the access to them is restricted only to the au-
thorized followers. However, the Hummingbird server has access to users’ accounts,
the following requests, and the encrypted messages. It can build a full graph of
tweeter-follower relations. In addition, the server can learn whether two followers
are subscribed to the same hashtag of a given user and it can learn whenever two
posts by the same user carry the same hashtag.
DECENT
It is a proposed project for OSNs that suggests to use a fully decentralized architec-
ture and store user data in a Distributed Hash Table (DHT) overlay [260]. Each write
operation in the DHT storage requires prior authorization. This authorization does
not reveal the social graph of a user. To protect the objects stored in malicious nodes
from vandalism and deletion, DECENT maintains several replicas of an object of a
node among its neighbor set, providing high availability to users.
A profile in DECENT contains references to biographic information, the list of
contacts, a wall, and photo albums. The users can search for a profile using the wall
reference. The users can post messages, links, photos or videos, add a comment,
refer to an existing object, and mention another user from their list of contacts. Re-
lationships in DECENT are asymmetric and the users assign levels of trust to their
followers. The level of trust assigned to a user might not be reciprocated. For exam-
ple, user A can add user B to her list of contact just as an acquaintance relationship,
while user B can label his relationship with A as friendship.
DECENT provides confidentiality, integrity, availability of the message’s content,
and privacy of user relationships. It uses AES for symmetric encryption, DSA for
signatures, and RSA to encrypt the write policy signature key. DECENT uses also
an extended version of EASiER [261]. The keys are exchanged out of band.
When creating an object, the sender creates 3 policies related to the object that
state who can read, modify/delete, or comment/annotate the content.
Cachet
It is proposed as a performance improvement of DECENT [262]. Cachet maintains
the same functionalities and services of DECENT. Similar to DECENT, Cachet uses
also Distributed Hash Table (DHT) overlay network to store and replicate data in
the selected nodes ensuring high availability of the objects. The data in Cachet are
stored in containers that include updates and photos, wall references, and references
of other containers. The containers are protected by encryption.
Cachet uses Attribute-Based Encryption (ABE) scheme [263]. All the keys are
exchanged out-of-band. The message is encrypted using a symmetric key which
in its turn is encrypted with ABE. Cachet uses the digital signature to ensure the
integrity of objects. Also, users maintain secure connections with the followers to
receive new updates directly as soon as they are released. In this upgraded version,
the authorized readers do not have to decrypt all the wall object, but only the most
recent updates.
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Twitterize
It is a system designed to preserve the privacy of Twitter’s users [264]. Twitter-
ize was built to overcome the shortcoming of Twitter in terms of anonymity and
confidentiality. It offers the option to send posts anonymously while maintaining
the normal Twitter functionalities. Twitterize maintains the same centralized archi-
tecture of Twitter. It uses Android SQLite DB to store tweets, cryptographic keys,
subscriptions, etc.
To achieve anonymity, Twitterize establishes one overlay network per each hash-
tag to connect the sender and the receiver. Each overlay contains forwarders (other
Twitter’ users who are not interested in the hashtag) to mix the tweet and forward
it to its destination. The overlay network is also used to send subscription requests
[265]. Using this architecture, forwarders can not link between the sender and the
receiver, they can only control their local view of the message’s flow and they can
not learn the origin or the destination of the tweet.
Twitterize gives the possibility to its users to create profiles and to customize the
behavior of service based on their preferences (the synchronization times and the
frequency of tweets to pull during synchronization). To publish interests, the creator
of a hashtag x encrypts and hashes it to create a pseudonym Px for the hashtag, then
the publisher can annotate Px to tweets without revealing the hashtag. Twitterize
encrypts tweets to obtain confidentiality using AES-128bit in CBC mode. The keys
are exchanged via an out of band channels. Also, the users can generate an optional
asymmetric key pair to ensure integrity.
4.2 Criteria of Comparison
Increasingly, more sensitive information is shared in OSNs, generating privacy threats,
either related to users or to the system provider. We discussed 6 techniques to miti-
gate these threats in section 2.3.3: (1) anonymization, (2) decentralization (3) encryp-
tion, (4) information security, (5) fine-grained privacy settings and access controls,
and (6) user awareness and change of behavior.
To understand how the surveyed systems operate and address the issues of pri-
vacy, we identify seven main criteria for classification and comparison, inspired by
the privacy mitigation approaches: (1) the service provided, (2) the architecture, (3)
the storage and replication techniques, (4) the encryption mechanisms and key man-
agement, (5) the security goals, (6) the privacy goals, and (7) the functionalities. In
the following section, we discuss the set of characteristics we have identified to eval-
uate and compare different OSNs.
4.2.1 Type of the Service Provided
To compare different OSNs, the first intuitive criterion is the type of services pro-
vided by the system. As explained in section 2.1, Online Social Networks provide
multiple operations and services for their users. In addition to social networking,
OSNs can offer also microblogging services, multimedia sharing, social review, on-
line chatting, etc.
4.2.2 Architecture
The first criterion for comparison is the architecture design implemented by the
OSN provider [266]. As explained in section 2.3.3, a form of decentralization can
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be an answer to mitigate against the single authority and content control of a sys-
tem provider, to support censorship-resistant systems, and to provide openness to
uses. In other words, the architecture design of an MOSN system has an effect on
the privacy of users and data. Systems adopt 3 different types of architecture:
1. Centralized architecture is a traditional approach where all functionalities of
the systems are centrally owned and managed by a single authority. It has
the advantage of the ease of implementation but at the same time, it suffers
from the issues of single points of failure and bottlenecks. The centralization
of data under a single administration poses serious threats to users privacy
and content ownership [267, 268].
2. Decentralized architecture (federated or totally decentralized) relies on the
cooperation of users. Users’ personal data are stored and maintained distribu-
tively. This approach is more privacy-preserving and cost-effective [266, 267,
269]. The drawback is that hosting peers might not be always available or can
be malicious.
3. A hybrid architecture that combines elements from both of the previous archi-
tectures to benefit from the advantages of both approaches.
4.2.3 Storage and Replication Techniques
In line with the previous criterion, MOSNs can be compared based on the type of
storage. The answer to where is it convenient to store data is related to the architec-
ture design of the system and to the issues of availability, costs and providing trust
to users. The storage of data in MOSNs differs from a system to another. In gen-
eral, there are 4 methods of storing data: (1) on centralized services maintained by
a single authority, (2) on federated servers with multiple authorities, (3) on decen-
tralized services, and (4) on a hybrid of centralized and decentralized services where
some forms of data are stored on the nodes and other forms are stored on centralized
services.
4.2.4 Encryption Mechanisms and Key Management
Another criterion to compare MOSNs is the encryption mechanisms and the crypto-
graphic key management used in the system. Encryption provides a mechanism to
provide confidentiality and protect privacy by giving access control to only autho-
rized users. MOSNs rely on different types of cryptographic algorithms: (1) sym-
metric algorithms with shared-keys known to all stakeholders, and (2) asymmetric
or public-key algorithms with a pair of keys (public and private keys).
4.2.5 Security Goals
Protecting privacy in OSNs turns back to protecting information security as well.
To understand the challenges brought by MOSNs to the protection of information
security, we review the systems based on the AIC triad (availability, integrity, and
confidentiality) [59, 57]. We exclude confidentiality as it is examined in the encryp-
tion criterion (see section 4.2.4). We add two more goals to understand how the
surveyed systems handle the users’ identity creation and authentication.
1. Availability ensures access to authorized data and resources at any time and
from everywhere.
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2. Integrity ensures the reliability of the data, stored or in transit, and guarantees
that any unauthorized modification is blocked.
3. User’s identity creation ensures the registration in the system.
4. User’s identity authorization and authentication ensure adequate access to
the system.
4.2.6 Access Control and Privacy Settings Goals
Protecting user’s privacy requires denying unauthorized entities from learning any
data that can reveal identifying information of the user. The more identifiable per-
sonal information in the system with less control over information, the greater the
chances of privacy issues. In addition, unauthorized entities should not be able to
link users with any private information, meaning that the stored data should not
leak any useful information. This implies protecting users’ anonymity and the need
for unlinkability requirement. This aspect leads directly to the need for access con-
trols and privacy settings.
The access control in MOSNs should be fine-grained and the access to data must
be only granted by the owner of the information. This criterion is inspired by the
mitigation technique of "Fine-grained privacy settings and access controls" in section
2.3.3. Each private information in the system has to be separately managed, but for
the purpose of comparison in this thesis, we identified 7 essential privacy controls
that are common and generic to all MOSNs systems. The identified controls are
derived from the definition of an OSN. In other words, protecting the data in profiles,
relationships, and in the contents [270].
1. Profile visibility by default refers to the visibility by default of the profile once
it is created.
2. Change the profile visibility refers to the possibility to restrict the default vis-
ibility of the profile.
3. Visibility of relationship by default refers to the visibility by default of the
list of relationships.
4. Visibility of posts by default refers to the visibility by default of a message
when it is posted.
5. Change the posts’ visibility refers to the possibility to restrict the default visi-
bility of a post.
6. System provider access refers to if the service provider can access the users’
data.
7. Storage control refers to if the users have control over the storage of data.
4.2.7 Functionalities
To understand the trade-off between privacy and usability in MOSNs, a discussion
of the functionalities provided in a system is needed. To reach and attract more
users, MOSN systems can offer multiple functionalities that are unique to the sys-
tem. In this thesis and in order to compare different system, we chose a set of func-
tionalities that are common to all systems. Boyd and Ellison’s definition [5] of OSNs
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distinguishes essential functionalities which needed in a system to be considered as
an OSN (refer to section 1).
1. Profile management: create and manage profiles.
2. Relationship handling: add, accept or remove friends/contacts.
3. Post and view messages and activities: share messages with the public, a
group or privately.
We add to this list a set of 4 extended features that we considered important as they
contribute to the usability of OSNs, but at the same time, each functionality presents
a risk of some degree on the privacy of users.
4. Search function: find other users, word search, search for comments, etc. The
search option can raise privacy concerns by reflecting the preferences of users.
5. Reply and comment on others’ posts: this can reveal the social graph of the
users.
6. Mentioning other users: this can reveal the social graphs of users.
7. Follow interests: this can reveal the preferences of users
4.3 Comparison and Evaluation
This section provides a comparative classification of the set of OSNs described in
section 4.1 with respect to the characteristics detailed above. For the rest of the tables,
indicates that the corresponding property is present in the discussed system while
7implies that the property does not exist. N/A means that no information was found
about the corresponding property or it was not addressed in the case of proposed
OSNs.
4.3.1 Service Provided, Architecture and Storage
The surveyed OSNs differ in the services provided to their clients, in the architecture,
and in the way the data are stored. Table 4.3 summarizes the classification of the
systems with respect to the three previous criteria.
While the focus of the surveyed systems is on systems that offer microblogging
services, some systems offer other services along with microblogging like the case of
Facebook, Vis-à-Vis, DECENT, and Cachet.
Most of the deployed social network sites adopt centralized architecture using
central databases to store the users’ data. The main reason for choosing such archi-
tecture is because centralized systems are easy to create and to maintain and they
offer better oversight over the data stored. Meanwhile, the decentralized and the
distributed systems are more complex and difficult to maintain due to lower level
details that should be taken into consideration like resource sharing and commu-
nications. However, the single authority provided by the centralized architecture
gives the service provider ownership over the user’s data stored in the databases
which can be used for monetary gain purposes which presents a threat to the user’s
privacy.
The decentralized and the federated systems benefit from the fault tolerance na-
ture of the decentralized architecture and give the users more autonomy in terms
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TABLE 4.3: Classification of OSNs by the service provided, architec-
ture and storage
System Service provided Architecture Storage
Deployed
Facebook Mixed Services Centralized Centralized databases
Twitter Microblogging Centralized Centralized databases
Jaiku Microblogging Centralized Centralized databases
Tumblr Microblogging Centralized Centralized databases
Plurk Microblogging Centralized Centralized databases
Pump.io Microblogging Federated Pods
Diaspora Microblogging Federated Pods
Twitsper Microblogging Centralized Centralized databases
Twister Microblogging Decentralized Locally on user’s machine
Trsst Microblogging Hybrid Locally on user’s machine
http://gab.ai Microblogging Centralized Centralized databases
GNU Social Microblogging Federated Pods
Not Deployed
PeerSon Mixed services Decentralized Locally on user’s machine
Safebook Microblogging Hybrid Locally on user’s machine
FETHR Microblogging Decentralized Locally on user’s machine
Megaphone Microblogging Decentralized Locally on user’s machine
LifeSocial.Kom Mixed services Decentralized Locally on user’s machine
Cuckoo Microblogging Hybrid Centralized databases
Vis-à-Vis Mixed services Federated Pods
Garlanet Microblogging Hybrid Locally on user’s machine
HummingBird Microblogging Centralized Centralized databases
DECENT Mixed services Decentralized Locally on user’s machine
Cachet Mixed services Decentralized Locally on user’s machine
Twitterize Microblogging Centralized Centralized databases
of controlling and choosing where to store their data. When the users opt to host
their data on their devices, the system becomes censorship-resistant since no single
authority hosts the data and controls the platform. However, in the case of federated
systems, the administrators of the pods should ensure the protection of the privacy
of the data hosted and the security of the pods. They have to patch, update, and
maintain regularly their pods, as well as they need to install and manage security
tools (firewalls, antivirus, IDS/IPS, ...) in order to prevent data leakage and poten-
tial security threats.
4.3.2 Encryption Mechanisms and Key Management
All surveyed systems offer cryptography mechanisms to protect the security of the
messages and the identity of users. A summary of different aspects of encryption
mechanisms in the surveyed OSNs is presented in table 4.4.
Some systems propose to use asymmetric encryption mechanism providing a
key pair (public and private keys) that can be used for confidentiality and integrity.
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TABLE 4.4: Classification of OSNs by encryption mechanism and key
management.
System Encryption Algorithms Key Management
Deployed
Facebook TLS cert & AES-256-CBC Keys are device specific.
Twitter TLS certificate N/A
Jaiku N/A N/A
Tumblr TLS certificate N/A
Plurk TLS certificate N/A
Pump.io TLS certificate N/A
Diaspora PGP Keys gen. by users and stored on pods
Twitsper TLS cert, AES, & SHA512 Group key gen. from content of each msg
Twister ECIES Keys exchanged out of band
Trsst AES-256 & ECDH Session keys encrypted with ECDH
http://gab.ai TLS certificate N/A
GNU Social TLS certificate N/A
Not Deployed
PeerSon Public-key crypto Not detailed
Safebook Public-key crypto Not detailed
FETHR Not detailed N/A
Megaphone RSA Self-signed keys exchanged when joining
LifeSocial.Kom Session and public keys Session keys encrypted with public keys
Cuckoo (Optional) public keys Keys exchanged out of band
Vis-à-Vis Public-key crypto Self-signed keys exchanged out of band
Garlanet RSA and AES Keys exchanged out of band
HummingBird RSA Keys exchanged out of band
DECENT AES, DSA, & RSA Keys exchanged out of band
Cachet Attribute-Based Encryp Keys exchanged out of band
Twitterize AES 128-CBC Keys exchanged out of band
Other systems use symmetric cryptography to ensure the confidentiality of posts.
Meanwhile, most of the deployed systems use TLS certificates to ensure secure chan-
nels for the communications between servers and clients. From table 4.4, we can
observe that the majority of the not deployed systems give the users the ability to
generate their keys and to manage them. However, the generation and the manage-
ment of keys in the centralized systems are handled by the providers and the keys
are centrally stored. In this case, there is a risk that the system might eavesdrop on
the users’ messages.
4.3.3 Security Goals
When discussing the protection of privacy, usually protection of information secu-
rity is discussed as well. So when analyzing the privacy of a system, security should
be evaluated as well. OSNs need to have robust security features to protect the users’
personal data and prevent data leakage. The security goals of each OSN system are
summarized in Table 4.5.
All the surveyed systems are concerned with providing the availability of data
Chapter 4. A Qualitative Comparison of Microblogging OSNs 68
TABLE 4.5: Classification of OSNs by security goals
System Availability Integrity ID Creation ID Verification
Deployed
Facebook Replica in SRV 7 User’s info Email/phone and pwd
Twitter Replica in SRV 7 User’s info Email and pwd
Jaiku Replica in SRV 7 User’s info User ID and pwd
Tumblr Replica in SRV 7 User’s info Email and pwd
Plurk Replica in SRV 7 User’s info User ID and pwd
Pump.io N/A 7 User’s info User ID and pwd
Diaspora Replica in pod 7 User’s info User ID and pwd
Twitsper Servers 7 User’s info User ID and pwd
Twister Replica in SRV Digital sign User’s info User ID and pwd
Trsst N/A Digital sign Key pair Public key
http://gab.ai Replica in SRV 7 User’s info User ID and pwd
GNU Social Replica 7 User’s info UserID/email and pwd
Not Deployed
PeerSon Replica N/A Hash of email User ID
Safebook Replica Digital sign TIS assign ID User ID
FETHR Replica N/A N/A The canonical URL
Megaphone Replicat Digital sign UserID & keys Public Key
LifeSocial.Kom Replica Digital sign Key pair Public key
Cuckoo Replica Digital sign Server assign ID N/A
Vis-à-Vis Replica Digital sign Key pair Public key
Garlanet Replica Digital sign UserID & keys Credentials of the users
HummingBird N/A 7 Server assign ID 7
DECENT Replica Digital sign Key pair User ID
Cachet Replica Digital sign Key pair Public key
Twitterize N/A Optional User’s info User ID and pwd
using replication mechanisms. In the case of the systems with centralized architec-
ture, the data are replicated on central services. In the case of distributed and decen-
tralized architectures, data are replicated on pods or on users’ machines. Table 4.5
shows also that not all the deployed systems are concerned with the integrity of data
except Twister and Trsst, unlike most of the non deployed OSNs that are concerned
about protecting the integrity using a digital signature.
The mechanisms of the user’s identity creation and verification differ from a sys-
tem to another, but we can observe that all the deployed systems have implemented
an identity creation and verification techniques as a way to protect the identity of
users unlike the proposals OSNs where the authentication is based on verification
on public keys or canonical URLs. By doing this, the identity of users is kept anony-
mous and hidden and adversaries cannot link the profile of a user with her real
identity.
4.3.4 Access Control and Privacy Settings Goals
The surveyed OSNs provide different privacy settings to control the visibility of
profiles and data to the public, to other users, or to the service providers. For the
sake of comparison, we chose 7 privacy settings that are primitive and essential for
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protecting privacy in OSNs. Table 4.6 summarizes the privacy goals featured in the
different OSNs.



















Facebook Public Public Public 7
Twitter Public Public Public 7
Jaiku Public 7 Public Public 7
Tumblr Public 7 Public Public 7 7
Plurk Public Public Public 7
Pump.io Public Private Followers Admins
Diaspora Public 7 Private Public Admins
Twitsper Public Public Public 7
Twister Private 7 Private Private Admins
Trsst Public 7 Public Private 7
http://gab.ai Public Public Public 7 7
GNU Social Public Public Public Admins
Not Deployed
PeerSon Public Public Private 7 7
Safebook Private Private Public 7
FETHR Public 7 Public Followers7 7
Megaphone Public 7 Private Public 7
LifeSocial.Kom Private Private Private 7 7
Cuckoo Public 7 Public Public 7
Vis-à-Vis Public Private Followers7 Admins 7
Garlanet Private 7 Private Followers7 7
HummingBird Public 7 Public Private 7 7
DECENT Public 7 Private Public 7
Cachet Public Private Followers7 7
Twitterize Public Public Public 7
All the surveyed systems are concerned about protecting the users and their data.
The systems provide privacy settings to control the visibility of the profile and con-
tents. However, the privacy issues raised are that the visibility is public by default,
in other words, for less aware users who do not change the settings, their informa-
tion and data are public to be viewed by everyone. If the visibility of profile is public
by default in some non deployed systems, like FETHR or Megaphone, is because the
identity of users is never directly revealed to the supporting server/peers and pro-
tected under a pseudonym (public key or URLs provided by the user), protecting
the identity of the users.
Furthermore, the users of the systems that have adopted centralized architecture
do not have any control over their information. The data stored are handled cen-
trally which makes the censorship of information easy. Unlike the decentralized, the
distributed or the hybrid systems that give their users the possibility to manage the
profiles and posts and choose where to host the data.
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4.3.5 Functionalities
Like any other online platform, preserving the privacy of users in OSNs comes with
a price in terms of the ease of use and the usability level of services provided to the
users [271]. To qualify an online platform as an online social network 3 essential
features must be realized. With this respect, we included 4 other features that we
reckon are fundamental to boost the usability and the friendliness of OSNs but at
the same time, they present risks of the privacy of users. This section compares
the surveyed systems based on the functionalities highlighted previously. Table 4.7
gives a summary of the comparison of the surveyed OSNs.
TABLE 4.7: Classification of OSNs based on the functionalities
System Profile
Mgt



















FETHR 7 7 7
Megaphone 7
LifeSocial.Kom 7 7
Cuckoo 7 7 7
Vis-à-Vis 7 7
Garlanet 7 7 7 7




We can observe that all the discussed (deployed and not deployed) systems are
indeed classified as online social network platforms. They provide for their users
with the mechanisms to create profiles, to handle their relationships, and to share
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messages or view their friends’/contacts’ posts. When it comes to the usability of
the systems, the deployed OSNs attract their users by offering a richer variety of
functionalities and ease of use, but this can present risks on the privacy of the users.
User’s social graphs, interests, and activities can be revealed to other users, which
with simple data mining techniques more hidden information can be revealed.
As for the proposed systems, not all functionalities are implemented. Some pro-
posals do not support services such as replying or mentioning other users in the
posts like the case of Hummingbird, Safebook, Twitterize or Garlanet. This is due
to a design choice in order to protect the privacy of users and prevent data breaches
resulting from leakage from social graphs or from messages. The non deployed sys-
tems focus more on limiting the access and the visibility of user’s data to other users
and to the service provider.
4.4 Discussion and Analysis
In the previous section, we have compared different OSNs systems based on 7 crite-
ria. We found that all systems are about meeting the privacy principles discussed in
section 2.2.1 and protecting the users and their data to some degree. The surveyed
systems can be divided into two groups: the ones that have centralized architec-
ture and the ones that opted for federated and decentralized architectures. Some
solutions abolished the system provider completely and opted for user-assisted sys-
tems where the users choose where to store the data. However, the system can learn
the habit of users from the metadata and usage pattern. Meanwhile, the system
providers of centralized systems have the full control of data stored as well as the
metadata, making the systems susceptible to censorship and the third-party enti-
ties can acquire access to users’ profile and retrieve private information without the
user’s knowledge and consent.
Furthermore, all systems implement some kind of encryption, either TLS cer-
tificate, public-key, or symmetric cryptography. In some systems, the encryption
serves as an identity creation mechanism, thus the user identity is not revealed to
other users nor to the system protecting the anonymity of users, e.g. DECENT. In
some other systems, the encryption is used to protect the data in transit or at rest, like
the case of Twister and Megaphone. In these cases, the adversaries can not decrypt
the protected data, but they can still be able to analyze the flow of communication
and deduce the communicated parties and the type of data exchanged (text, photos,
videos, etc.).
In addition, the surveyed OSNs provide their users with different privacy set-
tings and controls where the users can limit the access to the data and hide their
identity, relationship list, and their data contents. If the OSNs provide efficient fine-
grained privacy settings and the users properly tweak them, the success of learn-
ing private information about a user will be very weak. The proper access controls
that deny accessing relationship list will protect the users from mass data collectors
(they use crawling techniques and iterate over friends list to discover the connected
friends and contacts). In addition, privacy settings can protect the user from attacks
generated from connections that aim to access more information than authorized.
Figure 4.1 is a graphical representation of the comparison of the surveyed sys-
tems. The figure compares the privacy protection techniques used in a system ver-
sus the functionalities offered by the system. It compares also the privacy risks and
violations of each system. The figure gives an insight about the level of privacy pro-
tection provided in a system versus the privacy risks and violations that the system
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suffers from. These risks can be generated either from the functionalities or from
lack of protection mechanisms of privacy.
FIGURE 4.1: Comparison of systems based on functionalities, risks,
and privacy protection.
4.5 Summary
In this chapter, we have reviewed 24 different OSN systems, with a focus on mi-
croblogging systems. The systems are divided into two categories: (i) 12 systems
that are/were deployed and operational, and (ii) 12 systems that are proposals found
in the literature. We have compared the systems based on a set of 7 criteria: (1) the
service provided by the systems, (2) the design architecture, (3) the storage mecha-
nisms, (4) the encryption algorithms, (5) the security goals, (6) the privacy controls
implemented in each system, and (7) the functionalities provided. Furthermore, we
have presented a comparative evaluation of the surveyed OSN systems based on
the security and privacy violations and mitigation techniques implemented. Tables
4.8 and 4.9 summarize the main privacy violations and threats that the surveyed
systems suffer from.
Protecting privacy and security in OSNs is a twofold challenge: first, privacy
term is ambiguous and its definition differs from a person and from a system to
another; second, the concept of OSNs is based on sharing information and various
features are continually added to facilitate this for users. The data shared is rich in
content and sensitive information about users and their life which risks disclosing
their privacy. Vigilance and caution should be taken when implementing privacy
protection techniques and approaches. Naive believe of relying on a simple imple-
mentation of methods that provide privacy and security in an OSNs cannot protect
the privacy in OSNs. Users and system designers should be aware that new security
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TABLE 4.8: Main privacy violation in the deployed OSNs
OSN system Privacy violations and threats
Deployed
Facebook The data are stored in centralized databases
The access control to all data stored is in the hand of the provider
The deleted content persist after deletion
Easy to ban users and pages
Twitter The data are stored in centralized databases
The access control to all data stored is in the hand of the provider
The profiles are public by default and accessible to anyone on the
Internet
Easy to ban users and hashtags
Jaiku The profiles and the posts are visible by default and the users can
change only the visibility of the posts
Tumblr The profile and all the posts are visible to the other Tumblr users
The data are stored in centralized databases
The access control to all data stored is in the hand of the provider
Plurk The profile and the posts are public by default
All data are stored at the level of centralized databases
The service is susceptible to censorship
Pump.io The administrators have read and write rights to data stored on
their servers
Diaspora The profile is public by default
The administrators can access the data stored on their servers
Twitsper The data are stored in Twitter databases and the protection relies
on Twitter
Twister The administrators of the pods can access the data stored
The list of followers is public
Trsst The profiles are public to anyone who knows the users’ Ids
There is no need to follow a user in order to start a conversation
The list of followers is public by default
http://gab.ai All data are stored at the level of centralized databases
GNU Social The activity of users is public
The list of followers is public to unregistered users
The administrators have read and write rights to access the data
stored on their servers
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TABLE 4.9: Privacy Violation in the non deployed OSNs
OSN System Privacy Violations and Threats
Not Deployed
PeerSon The profile is public by default
Safebook Direct friends can track the sender and the recipient of a message
FETHR The profile and the posts are public by default
Cryptographic measures are not detailed
Megaphone The followers inside the multicast trees can track the source of the
posts and who is currently following the poster
LifeSocial.Kom The data are isolated from other users and peers access them in-
dividually
Cuckoo The profile and the posts are public by default
All data are stored at the level of centralized databases
Vis-à-Vis The administrators have read and write rights to access the data
stored on their VIS
intermediate computers can access control data (users’ ID and
timestamp)
Garlanet The following is asymmetric and the users can remove a contact
from following them
HummingBird The servers have access all data stored
The system can build a full graph of tweeter-follower relations
DECENT The profile and posts are public by default
Cachet The profile is public by default
Twitterize The data are stored in centralized databases
The profiles are public by default and accessible to anyone on the
Internet
and privacy attacks will materialize every day. Technical approaches are limited if
not supported by the awareness of users and legislative measures adopted to OSNs
to protect the users.
Hence, there is a need of a formal framework that quantifies privacy and eval-
uates the performance and the efficiency of the privacy-preserving techniques im-
plemented in OSNs. Chapter 5 provides (i) a guide for the development of privacy
metrics and (ii) an algorithmic model to compute privacy scores based on the im-
pact of privacy and security requirements, accessibility, and difficulty of informa-
tion extraction. Chapter 6 extends the discussion of the present chapter and apply




Assessment Metric for MOSNs
This chapter introduces a novel framework to calculate the privacy score in mi-croblogging Online Social Networks. The framework is comprehensive andgeneric and it computes privacy scores based on the impact of privacy and
security requirements, accessibility, and difficulty of information extraction. The aim
of the proposed framework is to provide users as well as system providers with a
measure of how much the investigated system is protecting users’ privacy. It allows,
as well, comparing the privacy protection level between different systems.
For the rest of the chapter, Section 5.1 proposes an approach to develop privacy
metrics in MOSNs based on the Plan-Do-Study-Act (PDSA) cycle. Section 5.2 ex-
plains the novel algorithmic model to compute privacy score for an MOSN. Sec-
tion 5.3 presents procedures to compare different systems. Section 5.4 concludes the
present chapter.
5.1 Privacy Metrics Development Approach
The proposed framework is designed to guide end users to understand the impact of
using OSNs on their privacy. It presents an instrument to measure the privacy level
of a MOSN and to compare between different systems. The proposed framework
also can be useful for system developers to assess the privacy controls implemented
and to have recommendations to enhance the privacy of their systems.
5.1.1 Plan-Do-Study-Act (PDSA) cycle
Plan, Do, Study, Act (PDSA) [272], known as well as Plan, Do, Check, Act, is a well-
known iterative approach used to plan and implement a process or a product. The
method comprises four steps, as shown in Fig. 5.1:
1. Plan: this step is used to clarify the aim and objectives of the defined process or
product. This stage includes also defining data and resources to be collected.
It results in setting out the outputs and a baseline for improvement.
2. Do: it involves collecting data needed for the analysis in the next step.
3. Study: this step revolves around converting the collected data into a form that
can be used for the next step. It includes analyzing the data and comparing the
results with the expected outcomes. It converts the collected data into a form
that can be used in the next step.
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4. Act, also called "Adjust": results from the previous steps include adjustment
or opportunities for improvement should be documented in this step to initiate
a new PDSA cycle.
Act Plan
Study Do 
FIGURE 5.1: Plan-Do-Study-Act (PDSA) cycle.
5.1.2 IPAM Methodology
The proposed framework is based on a four-step methodology following the Plan-
Do-Study-Act cycle (PDSA). The output is aimed for decision making and for as-
sessing, monitoring, and predicting potential privacy threats in the system under
investigation (SUI). It will enable the system providers to gauge how well their sys-
tem is meeting the privacy objectives, and how well it protects the private data of
the users.
• Step 1 (Plan): the proposed framework methodology begins by identifying the
system under investigation and setting the scope and the depth of the assess-
ment.
• Step 2 (Do): this step is concerned with gathering information about the SUI.
It starts with a system architecture analysis to identify and understand the sys-
tem structure, the business processes, the internal and external environment,
the key assets and services, the security boundaries, and the implemented con-
trols. Data can be gathered from different sources, including user feedback,
risk assessment reports, research surveys, event loggers, etc.
• Step 3 (Study): the proposed framework, then, computes an overall privacy
score based on the assessment of the impact of information security require-
ments (availability, integrity, and confidentiality) in addition to the privacy
requirements as defined by the National Institute of Standards and Technol-
ogy (NIST): predictability, manageability and disassociability. The framework
answers 4 goals.
– Goal 1: How the system protects itself from privacy and security point of
view.
– Goal 2: How the privacy and the security of data are handled in the sys-
tem.
– Goal 3: How the system protects the users and the data.
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– Goal 4: How various assumptions and functionalities provided by the
system might affect privacy and security.
This step is detailed in section 5.2
• Step 4 (Act): Based on the obtained score from step 3, the framework offers
suggestions and recommendations for effectively controlling the privacy of the
system.
During the assessment, it can be iterated back to step 2 at any time if the infor-
mation gathered is not sufficient.




















Goal 2Goal 1 Goal 3 Goal 4
FIGURE 5.2: Framework methodology process.
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5.2 Privacy Assessment Engine (PAE)
Once the SUI is identified and analyzed and the data is gathered, the next step is to
compute the privacy score. The privacy assessment engine (PAE) represents the core
of the framework. It is responsible for analyzing the collected data and computing
privacy score for the system. It should be noted that this research does not include
methods and technologies to extract and gather information. With these operational
characterizations in mind, the privacy assessment engine (PAE) is developed follow-
ing a Goal-Question-Metric (GQM) paradigm.
5.2.1 Goal-Question-Metric (GQM)
Goal-Question-Metric (GQM) paradigm [273, 274, 275, 276] is a top down derivation
and a bottom-up interpretation approach that defines the relationship between the
goals and the metrics.
In GQM model, several questions are defined in such a way the metrics answer
each question in a quantitative way, which leads to the achievement of the defined
goal. GQM defines a measurement model on three levels, as presented in Fig. 5.3:





FIGURE 5.3: Goal-Question-Metric paradigm.
1. Conceptual level (Goal): a goal is defined for an object (product, process, re-
sources), from different points of view, relative to a particular environment.
2. Operational level (Question): a set of questions is used to characterize the way
the assessment of a specific goal is going to be performed in order to determine
its quality from the selected viewpoint.
3. Quantitative level (Metric): a set of measurements associated with every ques-
tion in order to answer it in a quantitative way. The same metric can be used
in order to answer different questions.
5.2.2 Goals of the Framework
Following the GQM model, the goals of the proposed framework are to analyze the
SUI for the purpose of assessing and evaluating the level of privacy of:
1. how the system provider protects the users.
2. how the system provider protects the data.
3. how the system provider protects itself.
4. how various assumptions and functions in the system might affect the privacy
and the security of the system.
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5.2.3 Assessments Questions of the Framework
The assessment questions (AQs) in the framework can be answered as either Yes,
No, or Not Addressed (N/A). The questions are designed to cover and counter the
known privacy threats and issues in OSNs [277, 278, 71, 104] and they are derived
from the set of criteria for classification and comparison discussed in [279]: (1) the
type of service provided, (2) the architecture, (3) the storage and replication tech-
niques, (4) the encryption mechanisms and key management, (5) the security goals,
(6) the privacy goals, and (7) the functionalities. Furthermore, they are refined from
the proposed requirements to protect privacy in social networks [33, 280, 281, 282,
283, 284]. They are also derived in compliance with our definition of privacy as
discussed in section 2.2.3.
Since the privacy scores resulted from the framework are used to compare dif-
ferent system, the assessment questions (AQs) are divided into two categories:
1. Common AQs: all assessment questions are common and generic to all sys-
tems. They are based on the definition of OSNs (refer to introduction 1) and
they cover OSNs stakeholders and data as defined in section 2.1.1 and 2.1.2.
All the systems should answer the common question and the scores resulted
from this set are used to compare different systems.
2. Specific AQs: the questions are not common to all systems but specific to only
some systems. For example, some systems provide direct messaging while
others do not, or some systems provide the functionality of groups while oth-
ers do not. This set of questions has an influence on privacy (either in a positive
or a negative way).
Furthermore, considering that the framework computes an overall privacy score
based on the privacy risk present in the system and the privacy protection provided,
the assessment questions are formulated in two different manners:
1. Positive questions (Pos) are oriented towards privacy protection.
2. Negative questions (Neg) have a negative impact on privacy (risk).
Table 5.1 gives an for example of assessment questions. (For a complete list of
the AQs, refer to appendix C).
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TABLE 5.1: Example of assessment questions
Assessment Questions (Indicative)
Common
1. Can the unregistered users access the service without creating a pro-
file?
2. Are the friendship requests accepted automatically without consent?
3. Is a new post visible to the public by default on the user’s timeline?
4. Can the SUI delete user’s data without consent?
5. Are the encrypted communication channel used when transferring
data?
Specific
1. Does the SUI add location information by default to the posts?
2. Can users be added to a group without their consent?
3. Can the users mention/tag any other user (non-friends) in the com-
ments?
4. Does the SUI provide users with updates, news and advertisement
contents based on their behavior and interests?
5. Does the SUI implement user’s feedback about the usability of pri-
vacy settings?
5.2.4 Metrics: Theoretical Calculation
Once each assessment question AQi in the common and specific set is answered and
the result is stored inAnswerAQi, the framework computes a privacy score from the
responses. Table 5.2 presents the notations used in this chapter.
TABLE 5.2: Notation
Notation Description
TPS Total Privacy Score
PPS Privacy Protection Score
PRS Privacy Risk Score
N Total number of questions applicable to the SUI
NCommon Number of answered questions in case of common set
NSpecific Number of answered questions in case of specific set
NPP Number of answered privacy protection questions
NPR Number of answered privacy risk questions
NNA Number of answered N/A questions
ScoreAQ Privacy score calculated for a question
ImpPriv Privacy impact score
ImpSec Security impact score
AV Accessibility Value
Diff Data Extraction Difficulty
The privacy score obtained from the proposed framework quantifies the level
of the privacy protection provided in a system, under consideration of the existing
privacy risk when using the services of the system. In other words, the overall score
of an SUI is calculated based on the privacy risk of disclosed information and the
privacy protection provided by the system. It is calculated as expressed in (5.1) and
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Where N depends if TPS is a common score or a specific score.
• In case of the common score, all questions are mandatory and should be counted
including the questions answered as "N/A". Hence, N is expressed as equa-
tion (5.2)
N = NCommon = NPP +NPR +NNA (5.2)
• In case of specific score, N includes only the questions answered as "Yes" or
"No", whereas questions answered as "N/A" are ignored, as it is expressed in
equation (5.3).
N = NSpecific = NPP +NPR (5.3)
To compute the privacy score PPS and risk score PRS, the privacy assessment
engine proceeds as follows:
1. Detect the category of the question (Common / Specific)
2. Detect the type of the question (Pos / Neg)
3. Compute ScoreAQ.
• Option1. In case of common score
ScoreAQ is added to the privacy score PPS if positive questions have
positive answers and negative questions have negative or N/A answers.
Otherwise, ScoreAQ is added to the risk score PRS if positive questions
have negative or N/A answers and negative questions have positive an-
swers. Algorithm 1 explains how privacy protection and privacy risk
scores are computed in the case of common questions.
Algorithm 1: Algorithm for computing PPS and PRS in case of common
score.
1 i← 1 while i ≤ numberofquestions do
2 if (AQi is Pos && AnswerAQi = Yes) || (AQi is Neg && AnswerAQi = No)
|| (AQi is Neg && AnswerAQi = N/A) then
3 PPS = PPS + ScoreAQi;
4 else if AQi is Neg && AnswerAQi = Yes) || (AQi is Pos && AnswerAQi =
No) || (AQi is Pos && AnswerAQi = N/A) then
5 PRS = PRS + ScoreAQi;
6 end
• Option2. In case of specific score
ScoreAQ is added to the privacy score PPS if positive questions have
positive answers and negative questions have negative answers. Other-
wise, ScoreAQ is added to the risk score PRS both positive questions
have negative answers and negative questions have positive answers.
The questions answered as N/A are ignored. Algorithm 2 explains how
privacy protection and privacy risk scores are computed in the case of
specific questions.
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Algorithm 2: Algorithm for computing PPS and PRS in case of specific score.
1 i← 1 while i ≤ numberofquestions do
2 if (AQi is Pos && AnswerAQi = Yes) || (AQi is Neg && AnswerAQi = No)
then
3 PPS = PPS + ScoreAQi;
4 else if AQi is Neg && AnswerAQi = Yes) || (AQi is Pos && AnswerAQi =
No) then
5 PRS = PRS + ScoreAQi;
6 else if AnswerAQi = N/A) then
7 ScoreAQi = 0 (Question is ignored)
8 end
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FIGURE 5.4: Privacy assessment engine workflow.
Calculation of ScoreAQ
To compute PPS and PRS, PAE computes a score ScoreAQ that differs for each
AQ. This variable measures the impact of the question in terms of privacy, security
and visibility and it is calculated as a function of three factors: (i) privacy impact, (ii)
security impact, and (iii) visibility as shown in equation (5.4).
ScoreAQ = f(ImpPriv, ImpSec, V isibility) (5.4)
The formula to calculate ScoreAQ is based on the privacy score proposed in
previous studies [143] and [144] (sensitivity of items multiplied by their visibility).
However, in this proposed framework, instead of the sensitivity, we calculate the
privacy and security impact of the items. This change was because the impact is
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a wider concept than sensitivity, while this later is a property or component of the
impact [285].
To calculate the values of the factors to obtain ScoreAQ, different sources can be
used [286, 287, 288, 289, 290].
1. Calculation of privacy impact
Privacy Impact score ImpPriv reflects the impact of the assessment question on
the privacy. It is calculated as shown in equation (5.5):
ImpPriv = ImpPred + ImpManage + ImpDiss. (5.5)
Where:
• ImpPred: measures the impact of the question on predictability.
• ImpManage: measures the impact of the question on manageability.
• ImpDiss: measures the impact of the question on disassociability.
The possible values of ImpPred, ImpPred, and ImpDiss are between 0 and 5 as
shown in table 5.3. Thus, the value of privacy impact is between 0 and 15.








2. Calculation of security impact
Security Impact score ImpSec reflects the impact of the assessment question on
the security. It is calculated as shown in equation (5.6):
ImpSec = ImpAvail + ImpConf + ImpInteg. (5.6)
Where:
• ImpAvail: measures the impact of the question on availability.
• ImpConf : measures the impact of the question on confidentiality.
• ImpInteg: measures the impact of the question on integrity.
The possible values of ImpAvail, ImpConf , and ImpInteg are between 0 and 5 as
shown in table 5.4. Given these ranges of values, the final security impact has
a score between 0 and 15.
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3. Calculation of visibility
The visibility score determines how accessible the data discussed in the ques-
tion. For calculating the visibility, we consider two factors: accessibility and
data extraction difficulty. For visibility score, we are using the formulas de-
rived by Aghasian et al [291] The visibility score is calculated as shown in
equation (5.7).
V isibility = AV ∗Diff. (5.7)
• Accessibility (AV ) measures the permissions given to share information
with others. In other words, it indicates how many people can access
the shared information. The accessibility value depends on whether the
score calculated is PPS or PRS. Table 5.5 shows the possible accessibility
values.
TABLE 5.5: Accessibility value
Values AV in case of PPS AV in case of PRS
Publicly available 1 5
Accessible by friends of friends 2 4
Accessible by system provider 3 3
Accessible by friends 4 2
Not accessible except data owner 5 1
None 0 0
• Data extraction difficulty (Diff ) measures the difficulty of extracting pri-
vate information from the formats of data discussed in the assessment
question. For calculation of difficulty, 4 levels have been defined from 0
to 3. The extraction difficulty value depends also on whether the score
calculated is PPS or PRS. Table 5.6 shows the possible values for extrac-
tion difficulty. Naturally, the more accessible an item is, the less difficult
is to extract data.
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TABLE 5.6: Data extraction difficulty values
Values Diff in case of PPS Diff in case of PRS
Low difficulty 1 3
Medium difficulty 2 2
High difficulty 3 1
None 0 0
The value of visibility is between 0 and 15.
4. Calculations of assessment question score ScoreAQ
As expressed in equation (5.4), ScoreAQ depends on three factors (i) privacy
impact ImpPriv, (ii) security impact ImpSec, and (iii) visibility V isibility. It
is not necessary that all factors are applied in calculating ScoreAQ. The as-
sessment questions can have an impact only on one factor (for example only
privacy is applicable ), or on two factors (for example: privacy and visibility
are applicable), or on all three factors (privacy, security, and visibility). Thus,
there are 3 cases to calculate ScoreAQ.









∗ Factor1 ∗ Factor2. (5.9)








The possible values of ScoreAQ are between 0 and 100. The purpose of the
weight added to the equations is to harmonize the score between all the cases
since the maximum value possible for each factor is 15.
5.3 SUIs Comparison and Assessment
To understand the overall privacy score obtained in the system under investigation,
we compare it against two systems of reference (an ideal system and a flawed sys-
tem). The systems of reference are hypothetical microblogging systems where the
ideal system is 100% efficient in protecting the privacy of users and data, while the
flawed system is 100% deficient in protecting privacy. In other words, the total score
of the ideal system is based only of PPS (PRS = 0), as shown in equation (5.11),
and the total score of the flawed system is based only of PRS (PPS = 0), as shown
in equation (5.12). The total privacy score obtained of every investigated system is
between TPSFlawed and TPSIdeal (see (5.13)).









TPSFlawed ≤ TPSSUI ≤ TPSIdeal. (5.13)
To understand further the obtained overall privacy score and to facilitate the
comparison between different systems, we convert the values TPS into a percentage
(%) ranging between the flawed system (TPSFlawed would represent 0%) and the
ideal system (which would represent 100%).
Another type of score evaluation is to compute the accuracy of the SUI. To do so,
we compare the SUI against the ideal system based on the answers of the assessment
questions for each system (ideal and SUI). We calculate the number of true results
where the answers of SUI match the answers from the ideal system (true positives
(TP) and true negatives (TN)), as shown in the example in table 5.7.
TABLE 5.7: Example to calculate the accuracy
Answers in Ideal Answers in SUI Outcome
AQ1 Yes Yes 1
AQ2 Yes No 0
AQ3 No Yes 0
AQ4 No No 1
The accuracy of SUI then is computed as the number of questions that match the
answers from the ideal system among the total number of assessment questions, as
shown in equation (5.14). Naturally, the accuracy of the ideal system is 100% and the
accuracy of the flawed system is 0% (see equation (5.15) and equation (5.16)), while





AccuracyIdeal = 100% (5.15)
AccuracyFlawed = 0% (5.16)
AccuracyFlawed ≤ AccuracySUI ≤ AccuracyIdeal (5.17)
TPSSUI gives a general overview of the score of privacy level provided in the
system under investigation. It can be used by users to compare between different
systems and choose the most adequate system based on their necessity. While the
accuracy measures to what extent the system under investigation conforms to a stan-
dard and how close it is to an ideal system that protects the privacy of users. The
result obtained from computing the accuracy can help the developers to compare
their system with an ideal one and to evaluate and fix the privacy flaws in the sys-
tems.
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5.4 Summary
In this chapter, we have presented a comprehensive and generic framework to com-
pute privacy scores in microblogging Online Social Networks. We presented a sys-
tematic methodology to develop privacy metrics in MOSNs based on the Plan-Do-
Study-Act (PDSA) cycle. Then, we proposed an algorithmic model to compute pri-
vacy scores in MOSNs.
The model is based is on the Goal-Question-Metric (GQM) paradigm. We have
defined 4 goals to analyze and assess the privacy in terms of how the SUI protects
the users, the data, itself, and the functionalities provided that might affect privacy.
Then, we derived assessment questions, they are classified into common questions
that are generic to all systems and used to compare between different systems and
specific questions that are specific to the system under the investigation. The metric
developed to compute privacy scores is based on the impact of privacy and security
requirements, accessibility, and extraction difficulty of information in MOSNs. Fur-
thermore, the chapter presented two methods to evaluate the obtained scores: the
first method is to compare the score against two systems of reference (an ideal sys-
tem and a flawed system), and the second method is to evaluate the accuracy of the
SUI and calculate the number of the answers of SUI that match the answers from the
ideal system.
In summary, the results of the proposed framework can be used to obtain evi-
dence of the effectiveness and the efficiency of the privacy mechanisms implemented
in the system under investigations. Furthermore, the framework aims to quantify,
measure, and evaluate the privacy of the system under investigation and compare
between different MOSNs. For the next chapter, we demonstrate the feasibility of




A Quantitative Comparison of
Microblogging OSNs
The previous chapter presented the IPAM framework, an information privacyassessment metric to calculate privacy scores in microblogging Online SocialNetworks. In order to study the applicability of IPAM in the case of real-
world online social networks, this chapter describes a feasibility study using the
proposed algorithmic model to compare between the systems discussed in chapter
4.
Section 6.1 will follow the framework methodology to obtain privacy scores for
each system. Then, Section 6.2 will discuss and compare between the surveyed sys-
tems based on the scores obtained from the metric. Section 6.3 will discuss and
compare between our proposed framework and related work. While Section 6.4 will
conclude the present chapter.
6.1 Information Privacy Scores and Results
To prove the applicability and feasibility of the proposed framework, first we apply
the methodology Plan-Do-Study-Act outlined in 5.1 on the online social networks
surveyed in chapter 4.
6.1.1 Step 1: Scope and Objectives Definition
The proposed framework is used to assess and evaluate the level of privacy of differ-
ent microblogging OSNs. The purpose is to assess the privacy issues in each system
and to monitor the status of the levels of privacy provided. The proposed framework
will facilitate the improvement and enhancement of the privacy level by applying
corrective actions, based on the observed results.
6.1.2 Step 2: SUI Analysis and Data Gathering
The second step starts with analyzing the architecture of systems and the function-
alities provided. As seen in chapter 4, we have studied 24 different OSNs divided
into categories: (1) 12 deployed systems that are in service or were operational and
they have real users, and (2) 12 not deployed systems that are proofs of concepts or
proposals found in the literature (see tables 4.1 and 4.2).
In this comparison, we consider only 9 deployed systems and 11 non deployed
systems. Table 6.1 displays the list of the OSNs considered for this comparison,
along with a reminder of the year when the system was built and their last update
for deployed systems and the year when the proposals of the non deployed systems
were published. The reason we did not consider Jaiku, Twitsper, and trsst is because
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they are no longer used, and Vis-à-Vis from the non deployed set is because it does
not offer microblogging services, while the focus of the present metric is online social
systems that offer among other services microblogging services.
TABLE 6.1: List of OSNs considered in the comparison
OSN System Built in Last Update OSN Proposal Published in
Deployed Not Deployed
Facebook 2004 June 2019 PeerSon 2009
Twitter 2006 June 2019 Safebook 2009
Tumblr 2007 June 2019 FETHR 2009
Plurk 2008 April 2019 Megaphone 2010
Pump.io 2008 October 2018 LifeSocial.Kom 2010
Diaspora 2010 January 2019 Cuckoo 2010
Twister 2013 October 2018 Garlanet 2011
http://gab.ai 2014 October 2018 HummingBird 2012
GNU Social 2014 January 2018 DECENT 2012
Cachet 2012
Twitterize 2013
The data gathered about the systems is summarized in chapter 4.
6.1.3 Step 3: Privacy Score Computation
As explained in section 5.2, in this study, we derived the assessment questions for
common and specific scores. In total, we have 48 common assessment questions and
68 system-specific assessment questions (refer to appendix C).
The questions are divided in the common set into 6 parts: (1) profile, (2) relation-
ship, (3) posts, (4) data storage, (5) data collection, (6) data encryption. The common
questions should all be answered with Yes, No, or N/A.
The questions in the specific are divided into 11 parts: (1) profile, (2) posts, (3)
groups, (4) data collection, (5) data encryption, (6) functionalities, (7) architecture
and application, (8) settings, (9) privacy policies, (8) feedback, and (9) API and third-
party relationships. That questions can be answered with Yes or No while the ques-
tions answered as N/A are ignored (ScoreAQ = 0).
To compute the privacy score for each system, we applied the formulas (5.8), (5.9)
or (5.10) to compute the assessment questions scores ScoreAQ in each system. As
discussed in chapter5, ScoreAQ is based on the impact of the question in terms of
privacy, security, and visibility. The complete lists of the AQ scores are presented in
appendix D.
Common Privacy Scores
Following algorithm 1, we calculated the privacy risk score PRS based on how
much information is disclosed and the privacy protection score PPS based on how
the privacy of users is protected in each investigated system. The results of PRS and
PPS are presented in 6.2 for the score of the reference systems, 6.3 for the deployed
systems, and 6.4 for the non deployed systems.
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TABLE 6.2: Common PPS and PRS for the reference systems





TABLE 6.3: Common PPS and PRS for the deployed systems
Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
NPP 19 23 27 28 30 40 40 19 16
PPSCommon 497 524 630 635 756 978 1152 600 799
NPR 29 25 21 20 18 8 8 29 32
PRSCommon -619 -716 -632 -539 -533 -279 -273 -597 -569
TABLE 6.4: Common PPS and PRS for the non deployed systems
PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo
NPP 36 39 36 38 35 18
PPSCommon 1041 1110 1029 1096 1034 757
NPR 12 9 12 10 13 30
PRSCommon -387 -228 -404 -310 -384 -523
Garlanet HummingBird DECENT Cachet Twitterize
NPP 37 31 36 36 26
PPSCommon 1038 820 1057 1057 633
NPR 11 17 12 12 22
PRSCommon -259 -476 -366 -331 -571
Once the privacy risk score PRS and the privacy protection score PPS are com-
puted for each investigated system, using equation (5.1), we calculated the common
overall privacy score TPS for the reference systems, the deployed systems and the
non deployed systems, as shown in tables 6.5, 6.6, and 6.7.




Percentage (%) 0% 100%
TABLE 6.6: Common TPS for the deployed systems
Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
NCommon 48 48 48 48 48 48 48 48 48
TPSCommon -2,54 -4,00 -0,04 2,00 4,65 14,56 18,31 0,06 4,79
% 43% 40% 47% 51% 55% 72% 79% 47% 55%
Chapter 6. A Quantitative Comparison of Microblogging OSNs 91
TABLE 6.7: Common TPS for the non deployed systems
PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo
NCommon 48 48 48 48 48 48
TPSCommon 13,63 18,38 13,02 16,38 13,54 4,88
% 71% 79% 70% 75% 70% 56%
Garlanet HummingBird DECENT Cachet Twitterize
NCommon 48 48 48 48 48
TPSCommon 16,23 7,17 14,40 15,13 1,29
% 75% 59% 72% 73% 49%
Specific Privacy Scores
Similar to the common privacy score calculated in the previous section, we calculate
the specific privacy scores for the systems under investigation. Using algorithm 2,
we calculated the privacy risk score PRS and the privacy protection score PPS for
each investigated system. The results of PRS and PPS are presented in 6.8 for the
score of the reference systems, 6.9 for the deployed systems, and 6.10 for the non
deployed systems.
TABLE 6.8: Specific PPS and PRS for the reference systems





TABLE 6.9: Specific PPS and PRS for the deployed systems
Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
NPP 32 34 31 22 20 33 24 27 26
PPSSpecific 856 983 928 619 600 889 845 838 852
NPR 31 30 23 29 19 14 19 34 30
PRSSpecific -882 -827 -532 -713 -462 -317 -491 -959 -815
TABLE 6.10: Specific PPS and PRS for the non deployed systems
PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo
NPP 7 8 4 20 8 8
PPSSpecific 161 228 95 633 323 197
NPR 4 3 2 0 3 6
PRSSpecific -73 -56 -46 0 -80 -121
Garlanet HummingBird DECENT Cachet Twitterize
NPP 19 11 17 17 28
PPSSpecific 711 407 589 589 900
NPR 2 2 1 1 27
PRSSpecific -49 -84 -22 -22 -715
Once the privacy risk score PRS and the privacy protection score PPS are com-
puted for each investigated system, using equation (5.1), we calculated the common
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overall privacy score TPS for the reference systems, the deployed systems and the
non deployed systems, as shown in tables 6.11, 6.12, and 6.13.




Percentage (%) 0% 100%
TABLE 6.12: Specific TPS for the deployed systems
Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
NSpecific 63 64 54 51 39 47 43 61 56
TPSSpecific -0.41 2.44 7.33 -1.84 3.54 12.17 8.23 -1.98 0.66
% 47% 51% 60% 44% 53% 68% 61% 44% 48%
TABLE 6.13: Specific TPS for the non deployed systems
PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo
NSpecific 11 11 6 20 11 14
TPSSpecific 8.00 15.64 8.17 31.65 22.09 5.43
% 61% 73% 61% 100% 84% 56%
Garlanet HummingBird DECENT Cachet Twitterize
NSpecific 21 13 18 18 55
TPSSpecific 31.52 24.85 31.50 31.50 3.36
% 100% 89% 100% 100% 53%
Accuracy Scores
In addition, we computed the accuracy of investigated systems with the ideal system
by applying equation (5.14). Tables 6.14, 6.15, and 6.16
TABLE 6.14: Accuracy for the reference systems
Flawed Ideal
N 48 48
N o correctly answered 0 48
Accuracy 0% 100%
TABLE 6.15: Accuracy for the deployed systems
Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
N 48 48 48 48 48 48 48 48 48
Correct
Ans
19 23 27 28 30 40 40 29 32
Accuracy 40% 48% 56% 58% 63% 83% 83% 60% 67%
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TABLE 6.16: Accuracy for the non deployed systems
PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo
N 48 48 48 48 48 48
Correct
Ans
36 39 36 38 35 30
Accuracy 75% 81% 75% 79% 73% 63%
Garlanet HummingBird DECENT Cachet Twitterize
N 48 48 48 48 48
Correct
Ans
37 31 36 36 26
Accuracy 77% 65% 75% 75% 54%
6.1.4 Step 4: Comparison and Analysis
Once the privacy scores are computed using the proposed algorithmic model, the
framework offers recommendations and suggestions to enhance the obtained score
and minimize the privacy risk score. The privacy assessment of the SUIs identifies
the risk items that should be addressed by the system provider. It gives also instruc-
tions to users about the privacy settings and parameters that should be changed
from the default status before starting using the services of the system investigated.
Table 6.17 shows an example of recommendations provided by the framework in the
case of Twitter.
TABLE 6.17: Example of recommendations for Twitter
Assessment Questions (indicative) Answer Recommendations
Can the unregistered users access the ser-
vice w/o creating a profile? (Neg)
Yes Only the authorized users should
be able to access the profile
Can the users change the default visibil-
ity of the profile? (Pos)
Yes No Recommendation
Can the users change the visibility of
their relationship list? (Pos)
No Implement settings to restrict the
visibility of the relationship list
Is a new post visible to the public by de-
fault on the user’s timeline? (Neg)
Yes Post should be private by default
Does the SUI ask for users’ consent to col-
lect data? (Pos)
Yes No Recommendation
Can the users receive direct messages
from anyone by default? (Neg)
Yes DM should be received from only
authorized users.
Does the SUI provide privacy policies?
(Pos)
Yes No Recommendation
Does the SUI allow the users to report
malicious behavior? (Pos)
Yes No Recommendation
6.2 Findings and Comparison
The goal of this study was to compare the privacy scores obtained in the investigated
systems. The comparison between the systems uses the common privacy scores
since all the SUI have to answer the same number of assessment question (48 in
the case of this study). The obtained reference common values in this test model are
−27.38 for the flawed system and 30.73, as shown in table 6.5.
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By comparing the results in table 6.3, it can be seen that both Diaspora and
Twister have answered 40 questions as protecting the privacy and only 8 questions
as risk generating, followed by Pump.io that has answered 30 privacy-protecting
questions. Even though both Facebook and Gab have answered 19 questions as
protecting privacy and 29 questions as risk generating, the difference between two
systems is that GAP gives more access control over data in comparison with Face-
book.
In the batch of non deployed systems, table 6.4 showed that Safebook (39 privacy-
protecting questions), followed by Megaphone (38 privacy-protecting questions) and
Garlanet (37 privacy-protecting questions) are the systems that ranked high in an-
swering the privacy-protecting questions, while Cuckoo is the least of the non de-
ployed systems to answer privacy-protecting questions. Fig. 6.1 and 6.2 compare
the scores between PPS and PRS scores obtained respectively for deployed and non
deployed systems.
FIGURE 6.1: Comparison between common scores PPS and PRS for
the deployed systems.
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FIGURE 6.2: Comparison between common scores PPS and PRS for
the non deployed systems.
Applying equation (5.4) and algorithm 1, we found that the overall common
privacy score of Twitter is -4.00 (40% in comparison with the ideal system). It has the
lowest score obtained in comparison with other systems in the deployed systems,
followed by Facebook (TPS = −2, 54, TPS_% = 43%). While Twister obtained
18.31 (79% in comparison with the ideal system) and Diaspora obtained 14.56 (72%
in comparison with the ideal system). Results showed as well that GAP and Tumblr
got similar results 47% in comparison with the ideal system (refer to table 6.6 for
more details).
The reason why Twitter got a lower privacy score comparing with Facebook is
because of the access settings implemented for the users to control the visibility of
their profiles, list of followers, and posts. For example, in Twitter, users cannot spec-
ify from whom to receive follow requests or change the visibility of the followers list
contrary to Facebook. As for GAP, the developers claimed that they provide free-
dom of speech and thought, however, the platform has centralized architecture and
the providers can access and administer the data of users. Fig. 6.3 shows a graphical
representation of the different results obtained for the deployed system.
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FIGURE 6.3: Comparison the deployed systems in terms of TPS (%).
For the non deployed systems, we found that in overall Safebook scored the
highest in terms of overall privacy score (TPS = 18.38, TPS_% = 79%), followed by
Megaphone (TPS = 16.38, TPS_% = 75%) and Garlanet (TPS = 16.23, TPS_% =
75%). While Cuckoo obtained 4.88 (56% in comparison with the ideal system) and
Twitterize obtained 1.29 (49% in comparison with the ideal system) (refer to table 6.7
for more details).
The reason why Twitterize got the lowest privacy score because it uses the same
functionalities as Twitter and depends on Twitter for the storage of data. As for
Cuckoo, the prototype was not built to protect the privacy of uses but to provide the
users the similar functionalities of online social networks. Fig. 6.4 shows a graphical
representation of the different results obtained for the non deployed system.
FIGURE 6.4: Comparison the non deployed systems in terms of TPS
(%).
Specific privacy scores can not be used to compare different systems, but they
can be used to compare between the privacy protection score PPS and privacy risk
score PRS in each system. Fig. 6.5 and 6.6 compare the specific scores between PPS
and PRS scores obtained respectively for deployed and non deployed systems.
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FIGURE 6.5: Comparison between specific scores PPS and PRS for the
deployed systems.
FIGURE 6.6: Comparison between specific scores PPS and PRS for the
non deployed systems.
6.3 Discussion
One of the well-known processes to assess and evaluate privacy risk in systems is
by conducting a privacy impact assessment (PIA). PIA is part of Privacy by Design
[292] and it is proposed to identify and quantify privacy risks in a system and take
decisions on whether and how to mitigate, transfer, or accept these privacy risks
[285]. In 2018, PIAs become mandatory for companies under article 35 in GDPR
[293] (called Data Protection Impact Assessment-DPIA). PIAs are important tools
for accountability and to ensure compliance with the regulation.
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The present framework methodology is similar to the methodology proposed by
the French Data Protection Authority (CNIL) [294] to carry out PIA in the context
of GDPR. The CNIL methodology is composed of 4 iterative steps: (1) study of the
context to gain a clear overview of the data processing operations under considera-
tion, (2) study of the fundamental principles and assessment of controls protecting
data subjects’ rights, (3) study of the risks related to the security of data (how much
damage would be caused by all the potential impacts), and (4) validation of the PIA
and decide whether or not to accept the results in light of the findings. However,
the CNIL methodology differs from the proposed framework in many regards. The
CNIL methodology is not specific to online social networks and it is intended for
internal use only by system providers and data controllers, the results of the assess-
ment are not shared with the end users but they are used to improve the imple-
mentation of privacy protection techniques and to demonstrate the compliance with
laws and regulation. Moreover, it does not provide a privacy score and it considers
only the calculation of potential privacy risks without considering the mechanisms
implemented to protect the privacy in the system.
The proposed framework differs significantly from existing privacy scores and
privacy assessment processes. As discussed in chapter 2, previous models computed
privacy scores in OSNs based on the sensitivity and the visibility of users’ attributes
(such as profile’s items, relationships,...). Our approach is related to these models,
the formula proposed to calculate the ScoreAQ is based on the visibility and we re-
placed the sensitivity by the impact of privacy and security as two additional factors
in calculating privacy score, since the sensitivity is a property of the impact. Further-
more, the overall privacy score is not based only on the assessment risk available in
the investigated system, but also on the privacy protection provided by the system
to their users.
6.4 Summary
This chapter provided a means of evaluation for privacy scoring framework intro-
duced in the previous chapter. We conducted an empirical study using the proposed
information privacy metric to evaluate and compare between different online social
networks divided into two categories: (i) 9 systems that are deployed and oper-
ational, and (ii) 11 systems that are proposals found in the literature. Our study
revealed some interesting findings. In general, the non deployed systems in our
dataset got higher scores than most of the deployed systems, this is expected since
that the non deployed systems are prototypes built to mainly protect the privacy
at the cost of providing functionalities that can attract users. Fig. 6.7 and 6.8 sum-
marize the comparison between all systems (deployed and non-deployed systems),
respectively, in terms of common PPS and PRS.
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FIGURE 6.7: Comparison between common PPS for all systems.
FIGURE 6.8: Comparison between common PRS for all systems.
While most of the deployed systems favor attracting users with more function-
alities, especially that the services provided are free of charges and the user’s data
stored in the databases are used for monetary gain. Fig. 6.9 and 6.10 summarize
the comparison between all systems (deployed and non-deployed systems), respec-
tively, in terms of specific PPS and PRS.
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FIGURE 6.9: Comparison between specific PPS for all systems.
FIGURE 6.10: Comparison between specific PRS for all systems.
Overall, our information privacy assessment score demonstrates its feasibility of
providing users with a simple-to-use tool to establish an overview of the level of
information privacy of OSNs and compare privacy protections and risks between
different systems. The obtained results showed the potential of the proposed frame-
work. Additionally, the study contributes to the privacy scoring research field to
understand more the inner functioning of OSNs. It shows also the importance of
protecting the privacy and how it can be a challenge especially with the existing
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trade-off between the necessity to make the platforms usable, friendly and easy to
use and between the protection of the private life.
To the best of our knowledge, we are the first to present an algorithmic model




Conclusion and Future Work
In the last past years, Online Social Networks (OSNs) have shifted the traditionalparadigm of human interactions and communication into a digital representa-tion of their relationships and daily activities. Ranging from blogging services
to social communities, multimedia sharing, and virtual worlds, the demand on such
online services grows continually. They supply services to a broad range of users of
all ages, various social backgrounds, and users with limited technical skills.
Users enjoy sharing their activities and interests and connecting with friends us-
ing the services of OSNs. However, this advantage comes at the cost of privacy
risks and data breaches. A large amount of personal information (sensitive or non-
sensitive) is accessible to all the Internet. Moreover, advanced data analytics have
made it easy to collect and aggregate data to reveal hidden information.
With the large number of threats and attacks on OSNs, privacy-oriented service
providers and researchers have introduced new systems that offer online social func-
tionalities and at the same time advocate for privacy protection. Some systems add
a privacy layer while others are built using privacy by design methodologies.
With a multitude of privacy controls and techniques implemented in these new
MOSNs, a necessity of tools to evaluate the privacy protection techniques in OSNs
have appeared. Privacy scoring models are used to evaluate the effectiveness of
the privacy level in OSNs. However, the challenge is how to measure and evaluate
the privacy in OSNs since defining privacy itself is a challenging issue. Privacy is
elusive and subjective because it is related to what people consider sensitive, i.e.
which information each person wants to keep secret.
The present thesis proposes IPAM framework, an enhancing generic privacy
scoring framework to quantify, assess, and evaluate privacy in OSNs, with a focus
on microblogging systems.
This final chapter summarizes the key contributions and findings of the present
thesis (Section 7.1) and outlines some guidelines for future work in Section 7.2.
7.1 Conclusions
In chapter 2, we introduced Microblogging Online Social Networks and illustrated
their main stakeholders and the data types used in such systems. We defined privacy
and its requirements and we discussed some known laws and regulations that gov-
ern information privacy. Furthermore, we identified and classified privacy threats
and attacks that can be perpetrated in OSNs and we discussed some mitigation tech-
niques and countermeasures to overcome these threats. Then we presented some
existing privacy-specific measurement models in OSNs. The discussion revealed
that the existing privacy scoring models in OSNs have some limitation to accurately
calculate privacy scores:
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• they evaluate privacy in OSNs from the user’s perspective. They assess pri-
vacy based on the visibility and the sensitivity of the attributes from a user’s
profile.
• they consider the impact of the visibility of attributes to other users but not to
the system provider.
• they do not consider the impact of security requirements in their evaluation.
• they are system-specific and cannot be used to compare privacy scores across
different systems.
Before designing the framework, we conducted an online questionnaire survey
to understand and analyze the attitude of users towards privacy in OSNs, as pre-
sented in Chapter 3. The survey was designed to answer two research questions of
how users’ information sharing behavior in OSNs is influenced and what are their
preferences in terms of privacy in OSNs.
A sample of 542 participants was analyzed and the results reveal that 13% of the
participants did not use any kind of OSNs, mostly for privacy concerns. The analysis
of remaining 87% of the sample revealed that information sharing behavior can be
influenced by 4 factors, namely: (1) privacy awareness, (2) control of information, (3)
data collection limitation, and (4) granularity of privacy settings and functionalities.
The study did not report any privacy paradox. The analysis also showed that age
and gender do not have an influence on the behavior of users in terms of sharing
information in OSNs. Women are more concerned and more aware of privacy issues
in OSNs than men, but both tend to behave the same way in sharing information.
Furthermore, users behave in the same manner when they are sharing their infor-
mation either with friends or with strangers. Results also showed that users prefer
to have a balance between functionalities and privacy protection.
The presented results can be explained by the protection motivation theory that
argues that protection behavior is motivated by the perceived severity of a risk or a
threatening event. In other words, users are inclined to share less information as a
result of the privacy risks and threats present in OSNs, which defeats the main pur-
pose of social networking to communicate with users and share information. Thus,
protecting information privacy and implementing further privacy enhancing con-
trols can attract more users to use OSNs. The results of Chapter 3 have been written
in a paper entitled "Revisiting Privacy: Do We Really Care About Our Privacy in
Online Social Networks?" and submitted to the journal Behaviour & Information Tech-
nology (currently under review).
Furthermore, this thesis conducted an extensive state-of-the-art of the existing
microblogging and social network systems in chapter 4. In line with the mitigation
approaches and privacy principles discussed in chapter 2, we identified a set of 7
criteria to compare 24 different OSN systems divided into two categories: (i) 12 sys-
tems that are/were deployed and operational, and (ii) 12 systems that are proposals
found in the literature. As each system has its own features and characteristics, we
chose generic and common items to OSNs. We introduced the service provided by
the systems, the design architecture, the storage mechanisms, the encryption algo-
rithms, the security goals, the privacy settings and controls implemented in each
system, and the functionalities provided. Furthermore, we presented a comparative
evaluation of the surveyed OSN systems based on the security and privacy viola-
tions and mitigation techniques implemented. The comparative study showed that
most of the systems are about meeting the privacy principles in order to be in com-
pliance with the applicable laws and regulation (e.g. EUGDPR). Also, most of the
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systems provide privacy settings (differ from a system to another) and privacy poli-
cies. They implemented some kind of encryption, either TLS certificate, public-key,
or symmetric cryptography. Furthermore, some solutions eliminated the central sys-
tem provider and opted for decentralized systems where the users can choose where
to store the data. The results of Chapter 4 have been written in a paper entitled "Pri-
vacy Analysis on Microblogging Online Social Networks: A Survey" and published
in the journal ACM Survey Computing.
In chapter 5, we presented information privacy assessment metric (IPAM). IPAM
is a novel generic framework to compute the privacy score in microblogging On-
line Social Networks. The framework helps (i) to guide the development of privacy
metrics and (ii) to measure and assess the privacy level of OSNs, more specifically
microblogging systems. The proposed methodology is based on the Plan-Do-Study-
Act (PDSA) cycle and the proposed algorithmic model to compute privacy scores
is based on the Goal-Question-Metric (GQM) paradigm. The information privacy
scores are calculated from the impact of privacy and security requirements, accessi-
bility, and extraction difficulty of information in MOSNs. The privacy scores com-
puted using the framework are intended to help the end users to understand the
potential impact of microblogging OSNs on their privacy. System providers can also
use the results of the framework to implement the privacy recommendations pro-
vided by the framework and strengthen the position of their systems in the market.
The proposed framework differs from existing privacy scores in OSNs and pri-
vacy impact assessment processes. Existing proposed models calculated the privacy
score based on the sensitivity of profiles’ attributes and their visibility to other users,
without considering the risks generated from systems providers and the functionali-
ties provided. An overview of the IPAM framework have been presented in a work-
shop paper entitled "Privacy in Microblogging Online Social Networks: Issues and
Metrics" presented in XV RECSI workshop. A detailed version of the results have
been written in a paper entitled "IPAM: Information Privacy Assessment Metric in
Microblogging Online Social Networks" and published in the journal IEEE Access.
In chapter 6, we analyzed and evaluated the feasibility of the proposed frame-
work. We compared the privacy scores obtained from using the algorithmic model
for the systems surveyed in chapter 4. The obtained results show the potential of
the proposed framework and revealed some interesting findings. In both deployed
and non deployed sets, Twitter got the lowest privacy scores, followed by Facebook.
While Safebook, from the non deployed set, got the highest score. This is expected
since the non deployed systems are prototypes built in the purpose of preserving
privacy in online social networks. Part of of this study was reported in the arti-
cle "IPAM: Information Privacy Assessment Metric in Microblogging Online Social
Networks" published in the journal IEEE Access.
This work represents the first steps towards developing a practical framework
to quantify privacy in microblogging systems using the impact of privacy and secu-
rity requirements, accessibility, and extraction difficulty of information in MOSNs.
The prototypical study of the information privacy metric illustrated its utility to
obtain an easy-to-use overview of the information privacy score in microblogging
OSNs and compare information privacy risk factors between different systems. The
framework will increase the transparency of information privacy protection and will
empower end users to make better decisions about selecting and using OSNs.
To the best of our knowledge, we are the first to present an algorithmic model
that computes privacy score from this perspective and focuses on microblogging
OSNs.
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7.2 Future Work
Future research can make use of our framework to develop tools to further enhance
the assessment of information privacy in Online Social Networks.
In relation to the studied online questionnaire survey, cross-cultural research is
recommended to compare and investigate further the impact of different cultures
on the perception of privacy on OSNs, also a study about the effect of education on
information sharing behavior and on privacy concerns should be investigated.
In relation to the proposed framework, future research can focus on automating
the extraction of values and answers of assessment questions for the parameters that
our framework uses to compute privacy scores. The automatic analysis of different
sources like user feedback, risk assessment reports, research surveys, event loggers,
etc. can be used as input for the framework. The extraction of the online social
network’s structure, business processes, assets and services, security boundaries,
and implemented controls will be automatically generated.
Also, to further evaluate the feasibility future research can focus on extending
the evaluation of the results by running usability tests and surveying real users of
microblogging systems. This evaluation can be used to test the utility of the pro-
posed framework to end users and to validate the results obtained from applying
the privacy metric.
Furthermore, the proposed privacy score metric can be converted to an API to be
integrated into the internal functioning of OSN systems. The incorporation of the in-
formation privacy score by system providers can give end users insurance about the
privacy controls and mechanisms implemented in the system. Additionally, the pri-
vacy score can be used as part of the Data Privacy Assessment (DPIA) in compliance
with article 35 of GDPR.
The information privacy assessment metric can be complemented with a graphi-
cal user interface to enable easy use of the metric and an accessible platform to com-
pare the privacy scores of multiple OSNs. With the graphical user interface, users
can get a fast overview of privacy protection and risks in a system and make a quick
decision about selecting an OSN.
In addition, future research can generalize the use of the proposed methodol-
ogy and information privacy metric to other types of OSNs, for example, photo and
video sharing or business networking systems. Another generalization can be for
online systems other than Online social networks, like evaluating and assessing pri-




A.1 Information Sharing Behavior (ISB)
1. Please, indicate how sensitive the following items to you from 1 (not sensitive)













• Personal interests and preferences




2. Please indicate how sensitive the following items that you can share about you
from 1 (not sensitive) to 5 (extremely sensitive):
• Lifestyle information (personal photos, post history, personal details as
your love life, location, etc.)
• Curriculum vitae information (languages . . . )




• Health related information
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• Financial information or consumption habits (what things do you buy,
where do you buy them, etc.)
• Casual information (food, restaurants, sports, cars, etc.)
• Sensational information (news, location, etc.)
3. Please indicate how sensitive you consider each type of information shared on
OSN’s groups from 1 (not sensitive) to 5 (extremely sensitive):
• Lifestyle information (personal photos, post history, personal details as
your love life, location, etc.)
• Curriculum vitae information (languages . . . )




• Health related information
• Financial information or consumption habits (what things do you buy,
where do you buy them, etc.)
• Casual information (food, restaurants, sports, cars, etc.)
• Sensational information (news, location, etc.)
A.2 Perceived Privacy Awareness (PPA)
1. Are you aware of the privacy threats present in OSNs?
2. Do you worry about your personal data (videos, photos, audios,...) to be ac-
cessed by other users or third parties without your consent?
A.3 Perceived Control of Information (PCI)
1. To register in a OSN, I prefer using:
• My personal data as name, age, gender, etc.
• My email address
• Random identification generated by the system
• Free access: No identification required
2. I prefer that the OSN offers me the possibility to sign up:
• Only with my real name
• I can choose between my real name or a pseudonym
• Only with a pseudonym
3. To access my account in the OSN, I prefer the password to be:
• The same password that I use in other sites
• A unique password, but short and easy to remember.
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• A unique password but at least 10 characters (numbers, letters and sym-
bols) in length
• When possible I use an authentication based on a double factor such as
password and mobile number
4. Please indicate your preference for the following items:
• My identity (name, age, gender. . . )
• My profile
• My friendship list
• My posts (messages, images, videos. . . )
• What other users post about me
• Groups I create
• Groups I am subscribed to
• The posts I share in groups
•
5. I prefer that the membership list of the groups I am subscribed in to be:
• Visible to all the users of the OSN and Internet
• Only visible to group members
• Not visible at all
6. I prefer to subscribe to groups where:
• Only the group administrator can add users
• The group administrator and the chosen users by the administrator can
add users
• Any user of the group can add users
7. Please evaluate the importance of the following actions from 1 (not important)
to 5 (very important) :
• Rectify published content
• Remove published content
• Erase published content
• Change who can access to the published content
A.4 Data Collection Limitation (DCL)
1. Do you know what kind of data is collected in the OSN you use and why it is
collected for?
2. Regarding the data usage collected by the service provider, to what extent do
you agree or disagree with the statements shown below?
• The OSN should clearly inform the user about the data collected usage
• Users should decide the use that will be given to the data collected by the
OSN
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• Users should have the ability to choose which data to share with the OSN
• The OSN should clearly inform the user about the data that will be col-
lected
3. Please indicate how sensitive you consider each kind of data collected from 1
(not sensitive) to 5 (extremely sensitive):
• Information that you provide like name, etc. . .
• Things that you do on the OSN (posting, ...)
• Information about your network- connections
• Information about access devices to OSN
• Location information
A.5 Policies Understanding (PU)
1. Do you read the terms and conditions before creating an account in an OSN?
2. Do you understand these policies?
3. Do you always agree to the term and conditions presented by the OSN?
A.6 Privacy Functionalities and Granularity (PFG)
1. Please rate how important the following functionalities are to you in an OSN
from 1 (not important) to 5 (extremely important):
• Create profiles
• Set the visibility of my profile (who can see it)
• Set my personal interests like news, music section. . .
• Modify my profiles
• Delete my account
• Accept or reject friendship requests
• Set the visibility of my friendship list (who can see it)
• Search other users
• Set with whom I want to share the content I post
• Share or resend posts
• Share multimedia data (images, videos, audio . . . )
• Mention other users on comments
• Comment on other users’ posts
• Be able to see where I am mentioned
• Recommend content, places or users
• Chat with my friends
2. Are the privacy settings offered by the OSN easy to use?
3. Do you feel that the privacy settings provided by the OSN are enough to pro-
tect your privacy?
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4. Please indicate how important you consider the following privacy settings
from 1 (not important) to 5 (extremely important):
• Profile visibility settings
• Share content visibility settings
• Settings about information related with me
• Set the control on how others can find you





B.1 Users Preferences for Profile Management
TABLE B.1: How do users prefer to register to the OSN services
Freq. %
My personal data as name, age, gender, etc. 68 14%
My email address 282 60%
Random identification generated by the system 68 14%
Free access: No identification required 52 11%
TABLE B.2: How do users prefer to log in to the OSN services
Freq.. %
Only with my real name 70 15%
I can choose between my real name or a pseudonym 355 76%
Only with a pseudonym 45 10%
TABLE B.3: Users password’s preferences in OSNs
Freq. %
The same password that I use in other sites 121 26%
A unique password, but short and easy to remember. 89 19%
A unique password but at least 10 characters (numbers, let-
ters and symbols) in length
158 34%
When possible I use an authentication based on a double
factor such as password and mobile number
102 22%
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TABLE B.4: Profile items requirement
Name Surname Username SSN Age
Freq. % Freq. % Freq. % Freq. % Freq. %
Required 242 51% 147 31% 404 86% 33 7% 119 25%
Optional 228 49% 323 69% 66 14% 437 93% 351 75%
Birthdate Gender Avatar Civil status Phone No
Freq. % Freq. % Freq. % Freq. % Freq. %
Required 97 21% 110 23% 128 27% 8 2% 21 4%
Optional 373 79% 360 77% 342 73% 462 98% 449 96%
Email@ Postal@ Interests Education Political affil
Freq. % Freq. % Freq. % Freq. % Freq. %
Required 277 59% 7 1% 47 10% 35 7% 2 0%
Optional 193 41% 463 99% 423 90% 435 93% 468 100%
Religion affil Sexual affil
Freq. % Freq. %
Required 2 0% 4 1%
Optional 468 100% 466 99%
TABLE B.5: Profile items sensitivity
Name Surname Username SSN Age
Freq. % Freq. % Freq. % Freq. % Freq. %
Not sens. 105 22% 34 7% 261 56% 10 2% 78 17%
Not that sens. 90 19% 79 17% 98 21% 10 2% 114 24%
Sensitive 134 29% 112 24% 74 16% 34 7% 159 34%
Very sens. 68 14% 112 24% 19 4% 48 10% 69 15%
Extremely sens. 73 16% 133 28% 18 4% 368 78% 50 11%
Birthdate Gender Avatar Civil status Phone No
Freq. % Freq. % Freq. % Freq. % Freq. %
Not sens. 47 10% 114 24% 134 29% 84 18% 12 3%
Not that sens. 103 22% 103 22% 88 19% 82 17% 14 3%
Sensitive 139 30% 129 27% 133 28% 134 29% 35 7%
Very sens. 90 19% 58 12% 62 13% 71 15% 65 14%
Extremely sens. 91 19% 66 14% 53 11% 99 21% 344 73%
Email@ Postal@ Interests Education Political affil
Freq. % Freq. % Freq. % Freq. % Freq. %
Not sens. 36 8% 19 4% 66 14% 37 8% 51 11%
Not that sens. 62 13% 27 6% 95 20% 79 17% 93 20%
Sensitive 130 28% 39 8% 154 33% 141 30% 137 29%
Very sens. 108 23% 72 15% 76 16% 102 22% 99 21%
Extremely sens. 134 29% 313 67% 79 17% 92 20% 90 19%
Religion affil Sexual affil
Freq. % Freq. %
Not sens. 35 7% 45 10%
Not that sens. 42 9% 40 9%
Sensitive 83 18% 85 18%
Very sens. 86 18% 75 16%
Extremely sens. 224 48% 225 48%
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B.2 Users Preferences for Message Management
TABLE B.6: Post Sensitivity
Personal info CV info Work-related Religion General Info
Freq. % Freq. % Freq. % Freq. % Freq. %
Not sensitive 7 1% 18 4% 20 4% 40 9% 55 12%
Not much sensitive 23 5% 58 12% 60 13% 54 12% 112 24%
Sensitive 84 18% 135 29% 137 29% 85 18% 145 31%
Very sensitive 122 26% 107 23% 115 25% 88 19% 74 16%
Extremely sensitive 233 50% 150 32% 136 29% 199 43% 80 17%
Politics Business Health Financial info
Freq. % Freq. % Freq. % Freq. %
Not sensitive 30 6% 26 6% 11 2% 9 2%
Not much sensitive 52 11% 68 15% 32 7% 26 6%
Sensitive 91 19% 122 26% 56 12% 52 11%
Very sensitive 84 18% 107 23% 91 19% 96 21%
Extremely sensitive 210 45% 144 31% 278 59% 285 61%
B.3 Users Preferences for Group Management
TABLE B.7: Group subscription
Freq. %
Only the group administrator can add
users
186 40%
The group administrator and the chosen
users by the administrator can add users
240 51%
Any user of the group can add users 44 9%
TABLE B.8: Group membership list visibility
Freq. %
Visible to all the users of the OSN and Internet 24 5%
Only visible to group members 377 80%
Not visible at all 69 15%
470 100%
TABLE B.9: Group message sensitivity
Personal info CV info Work-related Religion General Info
Freq. % Freq. % Freq. % Freq. % Freq. %
Not sensitive 11 2% 20 4% 26 6% 42 9% 70 15%
Not much sensitive 36 8% 59 13% 67 14% 50 11% 110 23%
Sensitive 99 21% 142 30% 131 28% 93 20% 135 29%
Very sensitive 99 21% 98 21% 107 23% 85 18% 79 17%
Extremely sensitive 225 48% 151 32% 139 30% 200 43% 76 16%
Politics Business Health Financial info
Freq. % Freq. % Freq. % Freq. %
Not sensitive 31 7% 27 6% 13 3% 16 3%
Not much sensitive 55 12% 66 14% 37 8% 32 7%
Sensitive 93 20% 131 28% 73 16% 71 15%
Very sensitive 85 18% 97 21% 94 20% 105 22%
Extremely sensitive 206 44% 149 32% 253 54% 246 52%
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B.4 Users Preferences for Privacy Settings
TABLE B.10: Easy usage of Privacy settings
Freq. %
Yes, they are pretty easy to use 189 40%
Partially, I find them a bit difficult to use 210 45%
No, they are not easy to use 71 15%
TABLE B.11: Privacy settings are they enough to protect privacy?
Freq. %
Yes, they completely protect my private life 17 4%
Partially, but they can be more fine-grained to protect me more 321 68%
No, they don’t protect me at all 132 28%
TABLE B.12: Privacy settings importance
Profile Vis Content Vis Personal Info Control Search
Freq. % Freq. % Freq. % Freq. %
Not important 6 1% 5 1% 3 1% 6 1%
Somewhat important 22 5% 13 3% 10 2% 22 5%
Important 73 16% 87 19% 49 10% 92 20%
Very important 127 27% 135 29% 97 21% 120 26%
Extremely important 242 51% 230 49% 311 66% 230 49%
B.5 Users Preferences for Data Collection
TABLE B.13: Data collection knowledge
Freq. %
Yes, I have been informed clearly of the data collected and
its usage
68 14%
Partially, I know what kind of data is collected but I don’t
know what it will be used for
261 56%
No, I don’t know what data is collected or what its usage is 141 30%
TABLE B.14: Data collected sensitivity
Personal Info Shared Contents Connections Traffic data Location
Freq. % Freq. % Freq. % Freq. % Freq. %
Not sensitive 10 2% 10 2% 8 2% 10 2% 5 1%
Not much sensitive 26 6% 39 8% 31 7% 35 7% 10 2%
Sensitive 48 10% 131 28% 96 20% 96 20% 38 8%
Very sensitive 68 14% 148 31% 144 31% 121 26% 60 13%






1. Can the unregistered users access the service without creating a profile?













– Personal interests and preferences





3. Is it required to be authenticated to access the services?
4. Can the users create multiple profiles with the same credentials?
5. Once the profile is created, is it public by default?
6. Can the user change the visibility of the profile?
7. Can the user edit the items in the profile?
8. Can the user delete the profiles?
9. Can the SUI edit the user information without consent?
10. Can the SUI delete profiles without the consent of their owners?
• Relationships
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11. Are the friendship requests accepted automatically without consent?
12. Can the users accept a friendship request?
13. Can the users deny a friendship request?
14. Can the user restrict from whom to receive friendship requests?
15. Is the relationship list public by default?
16. Can the user change the visibility of the relationship list?
17. Can the user delete friends from the friendship list?
• Posts
18. Is a new post visible to public by default on the user’s timeline?
19. Can the users specify the audience of a new post?
20. Can the users edit their posts?
21. Can the users delete their posts?
22. Can the SUI edit user’s data without consent?
23. Can the SUI delete user’s data without consent?
• Data Storage
– Option 1.
24. Is data stored in centralized databases handled by the SUI?
25. Does the SUI replicate the data stored?
26. Does the SUI provider have a secondary site for data storage?
27. Does the SUI delete the data stored once the users delete it?
– Option 2.
24. Is data stored in pods or clients’ machines?
25. Does the SUI duplicate and store the data stored in the pods?
26. Is the data replicated?
27. Can the SUI delete the data stored without consent?
– Option 3.
24. Is data stored in Hybrid servers?
25. Does the SUI handle the storage of the data of users?
26. Is the data replicated?
27. Can the SUI delete the data stored without consent?
• Data Collection
28. Does the SUI collect data from users? (If yes, go to Specific AQs)
29. Does the SUI analyze and sell data? (If yes, go to Specific AQs)
• Data Encryption
30. Is the data stored encrypted? (If yes, go to Specific AQs)
31. Are the encrypted communication channel used when transferring data?
(If yes, go to Specific AQs)
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C.2 Specific Set
• Profile
1. Can the users reset their authentication?
2. Can the users recover their authentication?
3. Does the SUI enforce a limit of consecutive invalid login attempts by a
user during a period of time?
4. Does the SUI send alerts for unknown logins?
5. Can the users deactivate their profiles without deleting them?
• Posts
6. Does the SUI add location information by default to the posts?
7. If yes, can the users deactivate the option of location information?
• Groups
8. Is the group once created visible to all by default?
9. Can the group administration restrict the visibility of the group?
10. Can the users be added to a group without their consent?
11. Can anyone add users to the group?
12. Can anyone delete users to the group?
13. Is the membership list public by default in the group?
14. Can the group administrator control the visibility of the membership list?
15. Can the users quit a group?
16. Can SUI delete a group without the consent of its owner?
• Data Collection
– Does the SUI collect data from users? (if yes continue) (Not counted)
17. Does the SUI explain the data collected, what type and what for?
18. Does the SUI ask for users’ consent to collect data?
19. Can the users withdraw their consent?
20. Does the user control the data to be collected by the SUI?
– Does the SUI analyze and sell data? (if yes continue) (Not counted)
21. Does the SUI ask users’ permission to analyze and sell the data?
22. Does the SUI use anonymization mechanisms before publishing data?
23. Does the SUI specify to whom the data are sold?
24. Can the users specify to whom the data will be sold?
• Data Encryption
– Is the data stored encrypted? (if yes continue) (Not counted)
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25. Is the encryption algorithm used weak?
26. Are the key lengths weak?
27. Does the SUI generate the keys?
28. Are the keys stored in the SUI?
Are the encrypted communication channel used when transferring data? (if
yes continue) (Not counted)
29. Does the SUI use weak protocols for SSL/TLS?
30. Does the SUI use weak key length for SSL/TLS?
• Functionalities
31. Can the users post messages on others’ timelines (non friends)?
32. Can the user control who can post a message in their timeline?
33. Can the users mention/tag any other user (non friends) in the comments?
34. Can the user control who can mention them in the comments?
35. Can the users share or resend friends’ posts?
36. Can the users share or resend any other user’s posts?
37. Can the users comment on any other users’ posts?
38. Can the users receive direct messages from anyone?
39. Can the users restrict from whom to receive a DM?
40. Does the SUI provide users with updates, news and advertisement con-
tents based on their behavior and interests?
41. Is yes, can the users accept or refuse to receive updates, news and adver-
tisement contents?
42. Can the users search other users by identifier (name, email,...)?
43. If yes, can the users control who can search for them by identifier?
44. If yes, can the users control who can search for them by email?
45. Can the users search other users by interest?
46. Does the SUI detect the user’s location?
47. Does the SUI recommend potential friends?
48. Does the SUI recommend potential interests?
• Architecture and Application
49. Does the SUI keep up to date all the appliances/ Software/ Hardware on
a continual basis?
50. Does the SUI perform regular vulnerability assessments?
51. Does the SUI use layered protections?
52. Does the SUI provider use the security best practices in developing their
applications?
53. Does the SUI developer update and patch regularly the application?
54. Does the SUI developer review and test the application for security vul-
nerabilities?
Appendix C. Assessment Questions 119
• Settings
55. Does the SUI allow the users to adjust their privacy settings?
56. Does the SUI provide automated privacy settings that learns from the
user’s behavior and preferences?
57. Are the settings clear and easy to use?
• Privacy Policies
58. Does the SUI provide privacy policies?
59. Is yes, does the SUI inform the users about changes in the privacy poli-
cies?
60. Are the privacy policies written in clear and understandable terms?
61. Does the SUI update the policies regularly?
• Feedback
62. Does the SUI implement user’s feedback about the usability of privacy
settings?
63. Does the SUI allow the users to report malicious behavior ?
64. Does the SUI allow the users to report compromised accounts or mali-
cious users ?
• API and third party relationships
65. Does the SUI developer use trusted external libraries?
66. Does the SUI provide an API for developers to integrate the OSN services
in their apps?
67. Does the SUI allow third party applications to access and collect data?







TABLE D.1: Common score for the reference systems
AQs Flawed system Ideal System AQs Flawed system Ideal System
Profile Posts
AQ1 -44 44 AQ18 -38 38
AQ2 AQ19 -38 38
Name -15 15 AQ20 -44 44
Surname -16 16 AQ21 -44 44
Username -13 13 AQ22 -23 38
SSN -16 16 AQ23 -23 38
Age -13 13 Data storage Option 1 Option 2
Birthdate -13 13 AQ24 -30 56
Gender -13 13 AQ25 -32 56
Avatar -15 15 AQ26 -20 49
Civil Status -15 15 AQ27 -30 64
Phone No -15 15 Data collection
Email -15 15 AQ28 -32 32
Postal -16 16 AQ29 -32 32
Interests -13 13 Data encryption
Profession -13 13 AQ30 -69 69
Politics -16 16 AQ31 -44 44
Religion -16 16






























TABLE D.2: Common score for the deployed systems
AQs Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
Profile
AQ1 -44 -44 -44 6 6 3 44 -44 -44
AQ2
Name -15 -15 15 15 15 15 15 -15 -15
Surname -16 -16 16 16 16 16 16 -16 -16
Username 1 1 1 2 2 4 7 1 1
SSN 16 16 16 16 16 16 16 16 16
Age -13 13 -8 13 13 13 13 13 13
Birthdate -13 -13 13 -13 13 13 13 13 13
Gender -13 13 13 -13 13 13 13 13 13
Avatar -15 -15 15 15 -12 15 15 15 15
Civil Status -6 15 15 -15 15 15 15 15 15
Phone No -15 -15 -15 15 15 15 15 15 15
Email 1 1 1 1 2 4 15 15 15
Postal -7 16 16 -16 -13 16 16 16 16
Interests -5 13 -13 -13 -10 13 13 -13 -13
Profession -13 13 13 13 13 13 13 13 13
Politics -7 16 16 16 16 16 16 16 16
Religion -7 16 16 16 16 16 16 16 16
Sexual PRef -7 16 16 16 16 16 16 16 16
Contact -6 15 15 15 15 15 15 15 15
AQ3 69 69 69 69 69 69 69 69 69
AQ4 64 64 64 64 -64 64 64 64 -64
AQ5 -38 -38 -38 -38 30 -20 10 -38 -38
AQ6 -38 20 -38 10 20 30 -38 10 20
AQ7 18 18 18 18 18 18 18 18 18













AQs Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
AQ9 -13 -13 -13 -13 -13 22 22 5 22
AQ10 -13 -13 -13 -13 -13 22 22 -13 22
Relationships
AQ11 38 -38 -38 38 -38 -38 -38 -38 -38
AQ12 38 38 -38 38 -38 -38 -38 -38 38
AQ13 32 32 -32 32 -32 -32 -32 -32 32
AQ14 4 -18 -27 -27 -27 -27 -27 -27 -27
AQ15 -38 -38 -38 -38 -38 3 38 -38 -38
AQ16 5 -38 38 -38 -38 3 -38 10 -38
AQ17 25 -25 25 -25 -25 25 25 25 25
Posts
AQ18 -38 -38 -38 -38 30 30 30 -38 -38
AQ19 5 -38 38 10 30 30 30 -38 20
AQ20 44 -44 44 44 44 44 -44 44 -44
AQ21 44 44 44 44 44 44 44 44 44
AQ22 -23 -23 -23 -23 -23 8 38 -23 38
AQ23 -23 -23 -23 -23 -23 -23 38 -23 -23
Data storage Option 1 Option 1 Option 1 Option 1 Option 2 Option 2 Option 2 Option 1 Option 2
AQ24 -30 -30 -30 -30 56 56 56 -30 12
AQ25 11 11 11 11 56 56 56 11 56
AQ26 20 20 20 20 49 49 49 20 49
AQ27 -30 -30 -30 -30 -39 64 64 10 64
Data collection
AQ28 -32 -32 -32 -32 32 -32 32 -32 -32
AQ29 -32 -32 -32 -32 32 32 32 -32 -32
Data encryption
AQ30 -69 -69 -69 -69 -69 -69 69 -69 -69













TABLE D.3: Common score for the non deployed systems
AQs PeerSon Safebook FETHR Megaphone LifeSocialCuckoo Garlanet HummingBird DECENT Cachet Twitterize
Profile
AQ1 44 44 44 44 44 44 44 44 44 44 -44
AQ2
Name 15 15 15 15 15 15 15 15 15 15 -15
Surname 16 16 16 16 16 16 16 16 16 16 -16
Username -1 5 1 7 -1 5 7 1 -1 -1 1
SSN 16 16 16 16 16 16 16 16 16 16 16
Age 13 13 13 13 13 13 13 13 13 13 13
Birthdate 13 13 13 13 13 13 13 13 13 13 -13
Gender 13 13 13 13 13 13 13 13 13 13 13
Avatar 15 15 15 15 -10 15 15 15 15 15 -15
Civil Status 15 15 15 15 15 15 15 15 15 15 15
Phone No 15 15 15 15 15 15 15 15 15 15 -15
Email 1 -1 -1 -1 -1 -1 15 -1 -1 -1 1
Postal 16 16 16 16 16 16 16 16 16 16 16
Interests 13 13 13 13 13 13 13 13 13 13 13
Profession 13 13 13 13 13 13 13 13 13 13 13
Politics 16 16 16 16 16 16 16 16 16 16 16
Religion 16 16 16 16 16 16 16 16 16 16 16
Sexual Pref 16 16 16 16 16 16 16 16 16 16 16
Contact 15 15 15 15 15 15 15 15 15 15 15
AQ3 -69 69 -69 -69 -69 -69 69 69 -69 -69 69
AQ4 64 64 64 64 64 64 64 64 64 64 64
AQ5 -38 10 -38 -20 20 -38 20 -38 -25 -25 -38
AQ6 -38 15 -38 -38 -38 -38 -3 -20 -38 -38 20
AQ7 -18 -18 -18 -18 -18 -18 18 -18 -18 -18 18













AQs PeerSon Safebook FETHR Megaphone LifeSocialCuckoo Garlanet HummingBird DECENT Cachet Twitterize
AQ9 22 22 22 22 22 -13 22 -13 22 22 -13
AQ10 22 22 22 22 22 -13 22 -13 22 22 -13
Relationships
AQ11 38 38 38 38 38 38 -38 38 38 38 -38
AQ12 38 38 38 38 38 38 -38 38 38 38 38
AQ13 -32 32 32 32 32 -32 -32 32 -32 -32 32
AQ14 -22 22 -27 22 -27 -15 -4 -18 22 22 -18
AQ15 38 30 38 38 -38 -38 38 -38 38 38 -38
AQ16 -38 -38 -38 -38 -38 -38 -3 -38 -38 -38 -38
AQ17 -25 -25 -25 25 25 -25 -25 -25 25 25 -25
Posts
AQ18 30 -20 30 -20 30 -10 20 20 -38 30 20
AQ19 30 -20 30 30 -38 20 -10 20 30 -3 20
AQ20 -44 -44 -44 -44 -44 -44 -44 -44 -44 -44 -44
AQ21 -44 -44 -44 -44 -44 -44 -44 -44 -44 -44 44
AQ22 38 38 38 38 38 38 38 38 38 38 -23
AQ23 38 38 38 38 38 38 38 38 38 38 -23
Storage Opt 2 Opt 2 Opt 2 Opt 2 Opt 2 Opt 3 Opt 3 Opt 1 Opt 2 Opt 2 Opt 1
AQ24 56 48 56 56 56 10 48 -30 56 56 -30
AQ25 56 49 56 56 56 -30 49 -54 56 56 11
AQ26 49 49 49 49 49 49 49 -20 49 49 20
AQ27 64 64 64 64 64 -39 64 49 64 64 -30
Data collection
AQ28 32 32 32 32 32 32 32 32 32 32 -32
AQ29 32 32 32 32 32 32 32 32 32 32 -32
Data encryption
AQ30 69 69 69 69 69 69 69 69 69 69 69
AQ31 44 44 -44 44 44 44 44 -44 44 44 44
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D.2 Specific Set
TABLE D.4: Specific score for the reference systems
AQs Flawed system Ideal System AQs Flawed system Ideal System
Profile Architecture and application
AQ1 -35 35 AQ49 -35 35
AQ2 -29 29 AQ50 -29 29
AQ3 -23 23 AQ51 -38 38
AQ4 -23 23 AQ52 -29 29
AQ5 -18 18 AQ53 -18 18
Posts AQ54 -29 29
AQ6 -13 8 Settings
AQ7 -13 0 AQ55 -27 27
Groups AQ56 -13 13
AQ8 -38 38 AQ57 -15 15
AQ9 -38 30 Privacy policies
AQ10 -54 54 AQ58 -22 22
AQ11 -43 43 AQ59 -32 32
AQ12 -43 43 AQ60 -22 22
AQ13 -38 38 AQ61 -32 32
AQ14 -27 27 Feedbacks
AQ15 -27 27 AQ62 -20 20
AQ16 -32 54 AQ63 -30 30
Data collection AQ64 -30 30
AQ17 -32 0 API and third-party relationships
AQ18 -32 0 AQ65 -41 41
AQ19 -32 0 AQ66 -32 32
AQ20 -32 0 AQ67 -75 75










































TABLE D.5: Specific score for the deployed systems
AQs Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
Profile
AQ1 35 35 35 35 35 35 -35 35 35
AQ2 29 29 29 29 29 29 -29 29 29
AQ3 -23 -23 23 -23 -23 -23 -23 -23 -23
AQ4 23 23 23 -23 -23 -23 -23 -23 -23
AQ5 18 18 -18 18 -18 -18 -18 -18 -18
Posts
AQ6 8 -23 8 -23 -23 8 38 23 -38
AQ7 0 38 0 -38 38 0 0 0 38
Groups
AQ8 -38 -38 0 0 0 0 0 -38 -38
AQ9 10 30 0 0 0 0 0 -38 30
AQ10 -54 -54 0 0 0 0 0 54 54
AQ11 -43 -43 0 0 0 0 0 -43 43
AQ12 -43 -43 0 0 0 0 0 43 43
AQ13 -38 -38 0 0 0 0 0 -38 -38
AQ14 8 -27 0 0 0 0 0 -27 0
AQ15 27 27 0 0 0 0 0 27 27
AQ16 -32 -32 0 0 0 0 0 -32 54
Data collection
AQ17 32 32 32 32 0 32 0 32 32
AQ18 32 32 32 -32 0 32 0 32 32
AQ19 -32 -32 32 -32 0 -32 0 -32 -32
AQ20 -32 -32 -32 -32 0 -32 0 -32 -32
AQ21 -35 35 -35 -35 0 0 0 -35 35
AQ22 40 40 40 40 0 0 0 40 -40













AQs Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
AQ24 -24 -24 -24 -24 0 0 0 -24 -24
Data encryption
AQ25 0 0 0 0 0 0 69 0 0
AQ26 0 0 0 0 0 0 64 0 0
AQ27 0 0 0 0 0 0 70 0 0
AQ28 0 0 0 0 0 0 70 0 0
AQ29 44 44 44 44 44 44 44 44 44
AQ30 44 44 44 44 44 44 44 44 44
Functionalities
AQ31 -20 -8 -20 -20 20 11 20 20 -20
AQ32 22 18 18 -3 0 12 0 0 -22
AQ33 -20 -16 -20 -14 20 11 -11 -20 -20
AQ34 22 -22 18 -3 0 12 -22 -22 -22
AQ35 -20 -8 -20 -14 -8 -6 20 -20 -6
AQ36 -20 -20 -20 14 -16 11 20 -20 -20
AQ37 -20 -20 -20 -14 -16 -6 -20 -20 -20
AQ38 -20 -20 -20 -14 0 0 11 -20 11
AQ39 6 18 18 12 0 0 18 -22 0
AQ40 -12 -12 -12 20 20 4 20 20 4
AQ41 -25 25 25 0 0 0 0 0 0
AQ42 -22 -22 -22 -22 -22 -22 22 -22 -22
AQ43 24 24 -24 -24 -24 24 0 -24 -24
AQ44 24 24 -24 -24 -24 24 0 -24 -24
AQ45 -24 -24 -24 -24 24 -24 24 -24 -24
AQ46 -16 -16 27 -16 27 27 27 27 27
AQ47 -13 -13 -13 -13 22 22 22 -13 22













AQs Facebook Twitter Tumblr Plurk Pump.io Diaspora Twister Gab GNU
Architecture and application
AQ49 35 35 35 35 35 35 35 35 35
AQ50 29 29 29 0 0 29 -29 29 0
AQ51 38 38 38 0 0 38 -38 38 0
AQ52 29 29 29 29 0 29 29 29 0
AQ53 18 18 18 18 18 18 -18 18 18
AQ54 29 29 29 0 29 29 -29 29 0
Settings
AQ55 27 27 27 27 -27 27 27 -27 -27
AQ56 13 13 13 13 13 13 13 13 13
AQ57 -15 -15 -15 -15 -15 -15 -15 -15 0
Privacy policies
AQ58 22 22 22 22 22 22 -22 22 22
AQ59 -32 32 32 -32 -32 -32 0 -32 -32
AQ60 -22 22 -22 -22 22 22 0 -22 22
AQ61 32 32 32 32 -32 -32 0 32 -32
Feedbacks
AQ62 -20 20 -20 -20 -20 -20 -20 -20 -20
AQ63 30 30 30 30 -30 30 -30 30 -30
AQ64 30 30 30 30 -30 30 -30 30 -30
API and third-party relationships
AQ65 41 41 41 41 41 41 41 41 41
AQ66 -32 -32 -32 32 -32 -32 -32 -32 -32
AQ67 -75 -75 75 -75 75 75 75 -75 75













TABLE D.6: Specific score for the non deployed systems
AQs PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo Garlanet HummingBird DECENT Cachet Twitterize
Profile
AQ1 0 0 0 0 0 0 0 0 0 0 35
AQ2 0 0 0 0 0 0 0 0 0 0 29
AQ3 0 0 0 0 0 0 0 0 0 0 -23
AQ4 0 0 0 0 0 0 0 0 0 0 23
AQ5 0 0 0 0 0 0 0 0 0 0 18
Posts
AQ6 38 38 0 38 38 38 38 38 38 38 -23
AQ7 0 0 0 0 0 0 0 0 0 0 38
Groups
AQ8 0 0 0 0 -38 0 0 0 0 0 -38
AQ9 0 0 0 0 0 0 0 0 0 0 30
AQ10 0 0 0 0 0 0 0 0 0 0 -54
AQ11 0 0 0 0 0 0 0 0 0 0 -43
AQ12 0 0 0 0 0 0 0 0 0 0 -43
AQ13 0 0 0 0 0 0 0 0 0 0 -38
AQ14 0 0 0 0 0 0 0 0 0 0 -27
AQ15 0 0 0 0 0 0 0 0 0 0 27
AQ16 0 0 0 0 54 0 0 0 0 0 -32
Data collection
AQ17 0 0 0 0 0 0 0 0 0 0 32
AQ18 0 0 0 0 0 0 0 0 0 0 32
AQ19 0 0 0 0 0 0 0 0 0 0 -32
AQ20 0 0 0 0 0 0 0 0 0 0 -32
AQ21 0 0 0 0 0 0 0 0 0 0 35
AQ22 0 0 0 0 0 0 0 0 0 0 40













AQs PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo Garlanet HummingBird DECENT Cachet Twitterize
AQ24 0 0 0 0 0 0 0 0 0 0 -24
Data encryption
AQ25 0 0 0 69 0 0 69 69 69 69 69
AQ26 0 0 0 64 0 0 64 64 64 64 64
AQ27 0 -28 0 70 70 -28 70 -42 70 70 70
AQ28 0 70 0 70 70 -28 70 -42 70 70 -42
AQ29 0 0 0 44 0 0 0 44 44 44 44
AQ30 0 0 0 44 0 0 0 44 44 44 44
Functionalities
AQ31 0 11 0 20 0 0 20 0 20 20 -8
AQ32 0 18 0 12 0 0 0 0 12 12 18
AQ33 0 0 0 0 0 0 0 0 20 20 -16
AQ34 0 0 0 0 0 0 0 0 12 12 -22
AQ35 0 0 0 11 0 -3 0 0 0 0 -8
AQ36 0 0 0 11 0 -20 0 0 0 0 -20
AQ37 -3 0 0 11 0 20 0 0 11 11 -20
AQ38 20 -6 0 20 -20 -20 0 0 0 0 -20
AQ39 12 0 0 12 -22 0 0 0 0 0 18
AQ40 20 20 0 20 20 20 20 12 20 20 -12
AQ41 0 0 0 0 0 0 0 0 0 0 25
AQ42 -22 -22 -22 22 0 -22 22 0 -22 -22 -22
AQ43 -24 0 -24 0 0 24 0 0 24 24 24
AQ44 -24 0 0 0 0 24 0 0 0 0 24
AQ45 0 0 24 24 0 0 24 24 0 0 -24
AQ46 27 27 27 27 27 27 27 27 27 27 -16
AQ47 22 22 22 22 22 22 22 22 22 22 -13













AQs PeerSon Safebook FETHR Megaphone LifeSocial Cuckoo Garlanet HummingBird DECENT Cachet Twitterize
Architecture and application
AQ49 0 0 0 0 0 0 35 0 0 0 0
AQ50 0 0 0 0 0 0 0 0 0 0 0
AQ51 0 0 0 0 0 0 0 0 0 0 0
AQ52 0 0 0 0 0 0 29 0 0 0 0
AQ53 0 0 0 0 0 0 18 0 0 0 0
AQ54 0 0 0 0 0 0 0 0 0 0 0
Settings
AQ55 0 0 0 0 0 0 -27 0 0 0 27
AQ56 0 0 0 0 0 0 13 0 0 0 13
AQ57 0 0 0 0 0 0 0 0 0 0 -15
Privacy policies
AQ58 0 0 0 0 0 0 -22 0 0 0 0
AQ59 0 0 0 0 0 0 0 0 0 0 0
AQ60 0 0 0 0 0 0 0 0 0 0 0
AQ61 0 0 0 0 0 0 0 0 0 0 0
Feedbacks
AQ62 0 0 0 0 0 0 0 0 0 0 20
AQ63 0 0 0 0 0 0 0 0 0 0 30
AQ64 0 0 0 0 0 0 0 0 0 0 30
API and third-party relationships
AQ65 0 0 0 0 0 0 41 41 0 0 41
AQ66 0 0 0 0 0 0 32 0 0 0 0
AQ67 0 0 0 0 0 0 75 0 0 0 0
AQ68 0 0 0 0 0 0 0 0 0 0 0
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