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ABSTRACT
The use of Bayesian methodologies for solving optimal experimental design problems has increased in the last
few years. Many of these methods have been found to be computationally intensive for high dimensional design
problems. Here we present a simulation-based approach that can be used to solve high dimensional optimal
design problems. Our approach involves the use of lower dimensional parameterisations that consist of two
design variables, which generate multiple design points. Using this approach, one simply has to search over two
design variables, rather than searching for a large number of optimal design points, thus providing substantial
computational savings. We demonstrate our methodologies on applications that come from pharmacokinetic
studies and chemistry, and involve nonlinear models. We also compare and contrast several Bayesian and
pseudo-Bayesian design criteria, as well as several different lower dimensional parameterisation schemes for
generating the high dimensional designs.
KEYWORDS: Bayesian optimal design; High dimensional design; Robust design; Markov chain Monte Carlo;
Stochastic optimisation.
1. Introduction
1.1. Background
Optimal experimental design provides rules for the allocation of resources for studies which require data col-
lection but where there is variability present, whether it is under the full control of the experimenter or not.
Experimental designs are concerned with the incorporation of features into studies to control systematic error
(bias), reduce random variations, and increase precision. Experimental design problems are commonly viewed
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as optimisation problems. Optimal experimental designs may be used to achieve the experimental goals more
rapidly and hence reduce experimental costs.
Experimental design has been widely developed within the classical framework, in both theory and practice
(e.g., Atkinson & Donev (1992)). In the classical framework, optimal experimental designs are commonly de-
rived using optimality criteria that are based on the Fisher information matrix (e.g., Fedorov (1972); Pukelsheim
& Torsney (1991); Atkinson & Donev (1992)).
The use of Bayesian methodologies for optimal experimental design has increased in the last few years (e.g.,
Mu¨ller (1999); Stroud et al. (2001); Amzal et al. (2006); Mu¨ller et al. (2006); Cook et al. (2008)). When con-
structing Bayesian optimal designs, the maximum expected utility principle is employed (see de Groot (1970)),
in which the preferences of the decision maker are assumed to be encoded by a utility function, U(d, θ, y). The
utility function describes the worth of choosing the design d from the design space D, yielding data y from a
sample space Y, given model parameters (and latent variables) θ ∈ Θ. The form of the utility function is spe-
cific to the application and should incorporate the experimental aims (see Lindley (1972); Chaloner & Verdinelli
(1995)). A probabilistic model, p(θ, y|d), is also required for all relevant random variables and future data. The
probability model is split into a prior distribution p(θ) and a sampling distribution p(y|d, θ).
For nonlinear models, designs are locally dependent on the values which are chosen for the model parameters.
Since interest is often focused on the design of experiments that can provide accurate parameter estimates, this
means that selection of the parameters from which to construct the design is of critical importance and the use of
unsuitable parameter values may result in suboptimal designs. To overcome the dependence of the design on the
initial estimates of the parameters, several studies have incorporated statistical distributions on the parameters
in the form of prior distributions (e.g., D’Argenio (1990); Duffull et al. (2005); Ogungbenro & Aarons (2007);
Duffull et al. (2012)) so that the designs obtained may be robust to the initial choice of the parameter values.
Lindley (1972) suggests that the choice of a design should be regarded as a decision problem and that the design
d which maximises the expected utility should be selected. Historical data may be incorporated into the model
by conditioning the decision process on the available information. The Bayesian framework seeks to determine
the optimal design, d∗, that maximises the expected utility function U(d) over the design space D with respect
to the unknown future observations y and model parameters θ:
d∗ = arg max
d∈D
E[U(d, θ, y)]
= arg max
d∈D
∫
Y
∫
Θ
U(d, θ, y)p(θ, y|d)dθdy. (1)
In this article we assume that d∗ exists.
There are several difficulties associated with maximising the expected utility surfaces. First, the decision space
is often quite intricate in practical problems. Second, equation (1) does not usually have a closed form solution
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and requires multiple integrations and a maximisation (often) over a large decision space to obtain the optimum,
d∗. Even if the decision space is small and easily parameterised, the utility function may be difficult to integrate.
Unless the likelihood and prior are specifically chosen to enable analytic evaluation of the integration problem,
the maximisation and integration problem requires numerical approximation or stochastic solution methods. In
this article we will focus on stochastic solution methods.
1.2. Simulation-based Methods
A range of stochastic algorithms have been proposed in the literature to approximate the maximisation and
integration problem. These include: prior simulation (Mu¨ller (1999)); smoothing of Monte Carlo simulations
(Mu¨ller (1999)); gridding methods which involve numerical quadrature or Laplace approximations (Brockwell
& Kadane (2003)); Markov chain Monte Carlo (MCMC) simulation in an augmented probability model (Mu¨ller
(1999)); and sequential Monte Carlo methods (Amzal et al. (2006)). Most of these simulation methods are based
on the assumption that the integral(s) (equation (1)) may be evaluated by Monte Carlo simulations with relative
ease. In the majority of situations, p(θ, y|d) is available for efficient random variable generation and the utility
function can be evaluated point-wise using the simulated (θi, yi) for i = 1, ..., M. The integral may then be
approximated by using:
ˆU(d) = 1
M
M∑
i=1
U(d, θi, yi). (2)
One can then use ˆU(d) to find the optimal design, d∗ = arg max ˆU(d), by using a suitable maximisation method
(see Mu¨ller (1999)). However, straightforward Monte Carlo integration over (θ, y) for each design d can be
computationally intensive for high dimensional design problems since a large value of M is required to obtain
reasonable accuracy of the estimate of U(d).
Clyde et al. (1996), Bielza et al. (1999) and Mu¨ller (1999) instead treated the expected utility described in
equation (1) as an unnormalised marginal probability density function. This was achieved by placing a joint
distribution on (d, θ, y) to form an augmented probability model h(d, θ, y), which is given by:
h(d, θ, y) ∝ U(d, θ, y)p(θ)p(y|d, θ),
assuming that U(d, θ, y) satisfies the appropriate conditions for h(·) to be positive and integrable over (D,Θ,Y).
The resulting probability distribution h(·) is defined such that the marginal distribution of d is proportional to
the expected utility, i.e.,
h(d) ∝
∫ ∫
U(d, θ, y)p(θ, y|d)dθdy = U(d).
Usually it is assumed that the design space D is bounded and that the utility U(d, θ, y) is non-negative and
bounded. One can then simulate from h(·) using, say, a Metropolis-Hastings MCMC scheme to solve the
optimal design problem by selecting random draws from the design space that are proportional to the utility
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that is attached to the design. The MCMC simulation focuses on sampling in areas of high expected utility and
discourages sampling in areas of low expected utility (see Mu¨ller (1999)). The sample of simulated d may be
used to provide an estimate of h(d) and the joint mode of h(d), d∗, corresponds to the optimal design. We note
that the joint mode of h(d) needs to be found rather than the marginal modes for each element of d as the latter
may be very different from the former. The MCMC samples also enable one to investigate the sensitivity of the
design problem with relative ease, since a single optimum may not exist.
However, the shape of the expected utility surface, and thus h(d), can be flat around its mode and prohibitively
large simulation sample sizes may be required to estimate the mode. To overcome these problems, a sample is
instead simulated from hJ(d) where J is an integer, usually large (say 20 or higher). This relies on the same
idea as in simulated annealing (see Van Laarhoven & Aarts (1987)) where T = 1/J may be interpreted as the
‘annealing temperature’. As T → 0, the original target function is replaced with a point mass at the mode
(Mu¨ller (1999)). For ‘large’ J, the utility surface will become more peaked and simulations will cluster more
tightly around the mode. The joint augmented distribution to simulate is now:
hJ(d, θ1, ..., θJ , y1, ..., yJ) ∝
J∏
j=1
U(d, θ j, y j)p(θ j, y j|d).
That is, for each d, one simulates J experiments (θ j, y j), j = 1, ..., J, independently from p(θ, y|d) and considers
the product of the calculated utilities. The product of the calculated utilities (rather than the sum) is used to
ensure that hJ(d) ∝ U J(d). An annealing schedule is not required, i.e., the same value of J may be used
for all simulations, but this is not efficient for high dimensional problems (see Amzal et al. (2006)). For high
dimensional problems a ‘cooling’ schedule may be used where J increases to +∞, which is similar to decreasing
the temperature to 0 in simulated annealing. Mu¨ller (1999) stated that for sufficiently large J, the sample mean
of the simulated designs provides a good approximation of the optimal design, so that h(d) does not have to be
reconstructed. This implicitly assumes that hJ(d) is proportional to a multivariate Gaussian density for d for
large values of J.
Whilst the algorithm presented by Mu¨ller (1999) has ‘theoretically appealing’ properties, it has been found to
have slow convergence in practice, particularly for high dimensional cases for which this algorithm becomes
inefficient (Stroud et al. (2001); Amzal et al. (2006)). Therefore, a better and more rapid exploration of the
design space is required. Also, for experimental design problems where the design space is a simplex (e.g.,
ordered sampling times), one should search for the multivariate or joint mode over the simplex rather than the
marginal modes of the design variables, since the marginal modes may give misleading designs. However, for
high dimensional design problems, the problem of finding the multivariate mode is more difficult than finding
marginal modes.
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1.3. Contribution and Outline
In this paper we propose methods which enable one to use the above-mentioned simulation-based approaches
for finding (sub) optimal designs for high dimensional design problems whose data are described by nonlinear
models. Our approach involves the use of lower dimensional parameterisations that consist of two design
variables which generate multiple design points. This avoids the need to search for a large number of optimal
design points since one simply has to search over two design variables, thus providing substantial computational
savings. Also, it is much easier to obtain the multivariate mode for two design variables than it is for a large
number of design variables, and so use of these lower dimensional parameterisations enables the mode to be
found with greater ease for high dimensional design problems.
In Section 2 we describe how these simulation-based approaches are adapted for high dimensional designs.
Section 3 introduces the utility functions and design methodologies used in this work. In Section 4 we apply
the algorithm to two examples. The paper concludes with a discussion in Section 5.
2. High Dimensional Designs
Here we extend the work of Clyde et al. (1996), Bielza et al. (1999) and Mu¨ller (1999) to enable high di-
mensional designs to be found using Metropolis-Hastings MCMC simulations. Using an approach suggested
by Stroud et al. (2001), we investigate various lower dimensional parameterisations of multiple design points.
This involves the use of functions that consist of the first design point d1, a spacing parameter δ, and an index s
where s = 1, ..., nd and nd is the number of design points. The first design point d1 and the spacing parameter
δ are proposed from appropriate distributions, say, a normal random walk. The remaining design points are
then generated by using these proposed values of (d1, δ) in conjunction with a lower dimensional parameterisa-
tion (see below). We also investigated a proposal scheme in which the design points were generated from the
(evenly-spaced) percentiles of a beta distribution which was defined by two positive shape parameters (a, b).
In this article, we have investigated the use of the following lower dimensional parameterisation schemes to
generate the design points:
1. ds = d1δ(s−1), where d1 ≥ 0, δ > 1 (‘geometric scheme’);
2. ds = d1 + δ × (s − 1), where d1 ≥ 0, δ > 0 (‘even spacing scheme’); and
3. Percentiles of a Beta(a, b) distribution, scaled to [0,T] - the design space, where a, b > 0 (‘beta scheme’).
Under the geometric and even spacing schemes, both the spacing parameter δ and the first sampling time d1
required values to be proposed for each iteration of the Metropolis-Hastings algorithm, and the remaining de-
sign points were calculated using these proposed values and either the even spacing or geometric schemes. The
beta scheme required values of the shape parameters a and b to be proposed at each iteration of the Metropolis-
Hastings algorithm. Under these lower dimensional parameterisations of the design points, the Mu¨ller (1999) al-
5
gorithm searched over two design variables (d1, δ), or (a, b), depending on the scheme that was used. This avoids
the need to search for a large number of optimal design points and provides substantial computational savings.
These lower dimensional parameterisation schemes were chosen with particular design problems/applications in
mind (see Section 4), but alternative parameterisations may easily be incorporated into the algorithm, depending
on the user’s application.
3. Design Methodology
3.1. MCMC Algorithm
To solve the optimal design problems (equation (1)), we implemented the Metropolis-Hastings MCMC algo-
rithm presented by Mu¨ller (1999), which is described in Algorithm 1, to perform simulation from h(·). In Line
7 of Algorithm 1, a proposal distribution q(·) may be selected by the user. To adapt Algorithm 1 for the inves-
tigation of high dimensional designs, one simply uses one of the lower dimensional parameterisation schemes
introduced in Section 2 in Line 7 of Algorithm 1. Use of these lower dimensional parameterisations are not
restricted to the Mu¨ller (1999) MCMC algorithm, and one could use these schemes with other algorithms such
as the algorithm proposed by Amzal et al. (2006).
Algorithm 1 MCMC algorithm for Bayesian optimal design (Mu¨ller (1999))
1: %%%% Initialise - set ‘current’ design, parameter values and simulate data
2: Start with an initial design d(1).
3: Simulate (θ j, y j) from p(θ, y|d(1)) = p(θ)p(y|d(1), θ) for j = 1, ..., J.
4: Compute U(1) =∏Jj=1 U(d(1), θ j, y j).
5: for i = 1 : iters do
6: %%%% Proposals
7: Generate a candidate design ˜d from a proposal distribution q(·|di) or a lower dimensional parameterisation
scheme.
8: Generate proposals for the parameters and simulate data (˜θ j, y˜ j) from p(θ, y| ˜d) = p(θ)p(y| ˜d, θ) for j =
1, ..., J.
9: Compute ˜U =∏Jj=1 U( ˜d, ˜θ j, y˜ j).
10: Calculate the MH acceptance probability, a = min(1, A) where
A =
˜U × q(d(i)| ˜d)
U(i) × q( ˜d|d(i))
when the proposals for (θ, y) come from the prior predictive distribution as above. Here U(i) and d(i) are
the current utility and design point values, respectively, and ˜U and ˜d are the proposed utility and design
point values, respectively.
11: Set
(d(i+1),U(i+1)) = ( ˜d, ˜U)
with probability a, and
(d(i+1),U(i+1)) = (d(i),U(i))
with probability 1 − a.
12: end for
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3.2. Utility Functions
In this article we investigate both Bayesian and pseudo-Bayesian design criteria for efficient parameter esti-
mation. More specifically, the design criteria that we investigate are: the determinant of the expected Fisher
information matrix, the Kullback-Leibler divergence between the prior and posterior, the inverse of the deter-
minant of the posterior variance-covariance matrix, and a response variance criterion presented by Solonen et
al. (2012) (described below). Use of the determinant of the expected Fisher information matrix as a utility
function assumes that a classical analysis will be performed on any data that is generated from the experimental
design. Use of the Kullback-Leibler divergence between the prior and posterior, the inverse of the determinant
of the posterior variance-covariance matrix, or the response variance criterion (Solonen et al. (2012)) as the
utility function assumes that a Bayesian analysis will be performed on any data that is generated from the exper-
imental design. Use of the Bayesian criteria involves integration over the parameter space, and so these design
criteria are not a function of θ. For all of the utility functions mentioned below, we are interested in finding the
optimal design d∗, that maximises the expected utility function U(d) over the design space D, with respect to
the unknown data y and model parameters θ. Since the Bayesian utility functions U(d, y) do not typically have
a closed form, we will use Monte Carlo methods (described below) to obtain suitable estimates of these utility
functions.
Determinant of the Expected Fisher Information Matrix
One of the most commonly-used utility functions in the design literature is the determinant of the expected
Fisher information matrix (the inverse of the expected Fisher information matrix gives the expected variance-
covariance matrix of the parameter estimates). Fisher information involves averaging over the data, and so
utility functions which arise from Fisher information may be functions of the parameters and design variables.
In order to obtain designs that are robust to parameter uncertainty, prior distributions are used to describe the
level of uncertainty regarding the parameter values before the experiment is carried out. The optimal design
is the design which produces the highest expected value of the determinant of the Fisher information matrix,
where the Fisher information is averaged over the prior space of the parameters. Designs which arise from this
criterion are termed ‘pseudo-Bayesian’, and are also known as ED-optimal designs (Pronzato & Walter (1985)).
In this work, the Fisher information for our nonlinear models was derived using the results of Retout and Mentre´
(2003).
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Kullback-Leibler Divergence
The Kullback-Leibler divergence (KLD) (Kullback & Leibler (1951)) between the prior and posterior distribu-
tions is given by:
U(d, y) = Eθ|d,y(log p(θ|d, y) − log p(θ))
=
∫
θ
p(θ|d, y) log
(
p(θ|d, y)
p(θ)
)
dθ
=
∫
θ
p(θ|d, y) log
(
p(y|d, θ)
p(y|d)
)
dθ
=
∫
θ
p(θ|d, y) log p(y|d, θ)dθ − log p(y|d)
where d are the design points and y is the data yielded by the experiment. To calculate the KLD, we used the
approach given by Cook et al. (2008), in which the prior is discretised by drawing Np values of θ from it. In our
applications we used Np = 10000 or Np = 20000, depending on the application. Importance sampling is then
used to approximate the posterior distribution, where the prior is the importance distribution and the likelihood
is used to calculate the importance weights. The following estimator is used to calculate the discretised KLD:
Û(d, y) =
Np∑
i=1
p(y|d, θi)∑Np
l=1 p(y|d, θl)
log p(y|d, θi) − log 1Np
Np∑
i=1
p(y|d, θi)
where p(y|d, θi)/∑Npl=1 p(y|d, θl) are the importance weights. The discretisation of the prior was performed to
facilitate the computation of the KLD. However, this estimator would perform poorly for high dimensional
models, when large amounts of data and/or uninformative priors are involved.
Determinant of the Posterior Variance-covariance Matrix
The inverse of the determinant of the posterior variance-covariance matrix of the model parameters is also
known as the ‘Bayesian D-posterior precision’ (Drovandi et al., 2013) and is given by:
U(d, y) = 1det(cov(θ|d, y)) .
This utility is estimated by finding the reciprocal of the determinant of the variance-covariance matrix of the
θ sample from the posterior. Importance sampling was again used to approximate the posterior distribution to
calculate this utility function.
Mean Response Variance Utility
We will also investigate the utility presented by Solonen et al. (2012) where the next design point is placed
where the prior variance of the mean response is largest. The utility is calculated by bringing in the observations
one-at-a-time. The utility function is given by:
U(d, y) =
K∏
k=1
(σ2 + Varθ|y1:(k−1) (mk(θ)), (3)
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where mk(θ) = E(yk |dk, θ) and K is the number of observations. The expression Varθ|y1:(k−1) (mk(θ)) gives the
variance of the mean response at dk, given measurements y1:(k−1) at points d1:(k−1). The utility at dk is evaluated
using a weighted variance, where each simulated response is weighted based on the likelihood of previous
simulated measurements, p(y1:(k−1)|d1:(k−1), θ):
V̂arθ|y1:(k−1) (mk(θ)) =
Np∑
l=1
wl(mk(θl) − mk(θ))2,
where
mk(θ) =
Np∑
l=1
wlmk(θl)
and
wl ∝ p(y1:(k−1)|d1:(k−1), θl) =
k−1∏
m=1
p(ym|dm, θl).
The weights are normalised to sum to one.
4. Examples
Here we apply our proposed design approach to two examples. The first example involves selecting the optimal
blood sampling times for a pharmacokinetic (PK) model. The second example is a heat transfer problem that
was also investigated by Solonen et al. (2012). Both of these models are nonlinear fixed effects models. These
examples could be extended to mixed effects models if one were interested in placing random effects on the
model parameters. The approaches discussed in this paper could also be used for linear models, although a
simpler approach would be better adopted for linear models.
The examples in this paper contain continuous design variables, but the approaches presented in this paper could
be generalised for applications that require discrete design variables. For high dimensional design problems
that involve discrete variables, one would have to choose a lower dimensional parameterisation that generates
discrete values for the proposed values of the design points (Line 7 of Algorithm 1).
All simulations were performed on a desktop PC with a single 3.33-GHz Intel Core i5 processor.
4.1. Example 1: Sampling times for a PK study
4.1.1. Introduction
Here we demonstrate our approach for the design problem of determining the optimal, or near optimal, place-
ment of blood sampling times for a simple PK model. PK studies involve the administration of a specified
quantity of a drug to an individual subject or group of subjects, and investigate the absorption, distribution and
elimination of the drug and its metabolites (i.e., what the subjects’ body does to the treatment). The kinetics
of a drug cannot be directly observed in the study subjects. Instead, samples are taken from biological fluids
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such as blood, plasma, saliva or urine at specific times and the amount or concentration of drug and metabolites
present in the sample are measured.
Compartmental models are commonly used to model the mean PK response of a subject, or group of subjects,
to the drug and are derived by solving a series of ordinary differential equations that describe the time course
of the drug’s disposition (see Gibaldi & Perrier (1982)). Systematic and natural variation are present in the
sample drug concentration data, and so statistical models are constructed by incorporating error terms into the
compartmental model to account for this. These error terms are often heteroscedastic and various approaches for
modelling the error structures have been suggested in the literature (e.g., Lunn et al. (2002); Davidian & Giltinan
(2003)), most of which involve specifying the error in terms of some variance parameter, say σ2, and a variance
function g(θ, λ; t) which depends on the model parameters θ, dispersion parameters λ and sampling times t.
However, it is often difficult to accurately estimate PK parameters on an individual level, since it is impossible
to take a large number of samples from each of the study subjects, and consequently only sparse individual
samples are available. Thus, the planning of the timing and number of samples is of critical importance, so as
to gain accurate estimates of the parameters but also prevent physical and mental strain on the study subjects.
4.1.2. Model
For our motivating example, we chose to determine the (near) optimal blood sampling times for a one-compartment,
first-order absorption and elimination, fixed effects PK model. This model does not account for individual vari-
ability. The model consists of three parameters: the volume of distribution V, which is a theoretical volume that
a drug would have to occupy to provide the same concentration as is currently present in the blood plasma (if
the drug were uniformly distributed); the first-order absorption rate constant ka; and the first-order elimination
rate constant ke. If yt denotes the observed concentration at time t following the administration of the drug, then
the model may be given by:
yt =
D
V
ka
ka − ke
(exp(−ket) − exp(−kat)) · (1 + ǫ1t) + ǫ2t. (4)
It is assumed that a single fixed dose D = 400 units is administered at the beginning of the experiment. It was
also assumed that
log θ ∼ N


log(1)
log(0.1)
log(20)
 ,

0.01 0 0
0 0.01 0
0 0 0.01

 ,
where θ = (ka, ke,V), ka > ke, ǫ1t ∼ N(0, σ2prop), σ2prop = 0.1, ǫ2t ∼ N(0, σ2add), σ2add = 1 and t ∈ [0, 24].
Here our design points d are the sampling times t. This model assumes that the components of θ are indepen-
dent with equal uncertainty of prior specification. The values of the proportional and additive variance terms
(variance of ǫ1t and ǫ2t respectively) were chosen to give plausible models.
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4.1.3. Results
For the PK example, we investigated all three lower dimensional parameterisation schemes mentioned in Sec-
tion 2 (geometric, even spacing and beta schemes) and used these schemes to generate 15 sampling times that
occurred between 0 and 24 hours. The Mu¨ller (1999) algorithm was used to search over two design variables,
(d1, δ), or (a, b), depending on the scheme which was used, and the utility functions in Section 3.2 were investi-
gated.
The utility function developed by Solonen et al. (2012) assumes a constant variance (equation (3)). However,
our PK model has a non-constant variance since the model contains both additive and proportional error (which
depends on the mean at time t). To account for this heterogeneity, we generalised the utility function presented
by Solonen et al. (2012) by using the unconditional variance of the response rather than the variance of the
mean of the response. Our generalised utility function is given by:
U(d, y) =
K∏
k=1
Var(yk |y1:(k−1))
=
K∏
k=1
Eµk |y1:(k−1) (Var(yk |µk) + Var(µk))
=
K∏
k=1
(σ2add + σ2prop · Eµk |y1:(k−1) (µ2k) + Varµk |y1:(k−1) (µk)), (5)
where E(y|µ) = µ. The idea behind this generalised version of Solonen et al’s. (2012) utility function is to
place the next design point where the prior predictive variance of y is largest. We will term this utility function
the ‘prior predictive response variance’ utility. For comparison, we will also investigate the ‘mean response
variance’ utility function (Solonen et al. (2012)) where we assume that only additive error is present in the
model, i.e., σ2prop = 0.
The optimal designs were found by searching for the bivariate mode of the multivariate normal kernel smoothing
density estimates of the design variables (see Cook et al. (2008); Drovandi & Pettitt (2012)). The densities were
estimated based on (thinned) samples of the design variables obtained during the MCMC. Two-dimensional
histograms of the thinned posterior samples of the design variables for the various lower dimensional param-
eterisations that were generated using the determinant of expected FIM as the utility function are displayed in
Figure 1. The marginal densities of the design variables were also examined, but these were found to be mis-
leading in some situations since the joint densities were found to have a ‘banana’ shape. The utility function
values for the optimal designs (Tables 1, 2) were calculated using Monte Carlo integration (equation (2)) with
M = 10000.
For each of the different lower dimensional proposal schemes, it was found that similar designs occurred across
the different utilities, apart from those generated by the beta and even spacing schemes under the mean response
variance utility function (Figure 2; online figures are in colour). The mean response variance utility function was
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Figure 1: Two-dimensional histograms of the expected utility surface (det(FIM)) for the various lower dimensional parameterisations for
the PK example (a) Beta scheme, (b) Even spacing scheme, and (c) Geometric scheme.
found to be very sensitive to the placement of each of the 15 design points. It is important to note that the designs
that were generated using the mean response variance utility came from a model with a constant variance, unlike
the designs that were generated under the other utility functions which had non-constant variance in the model
specification. Within each of the different utility functions, the spread of the designs was somewhat similar
(especially for the beta and even spacing schemes), apart from the mean response variance design criterion.
The lower dimensional proposal scheme which gave the highest utility value varied with the utility functions
(Table 1). The Bayesian design criteria were generally found to be more computationally intensive than the
pseudo-Bayesian design criterion (determinant of the expected FIM), due to the fact that these criteria involved
the use of data.
To assess the validity of our lower dimensional parameterisation schemes, we also searched for optimal designs
for a three design (support) point problem using the Mu¨ller (1999) algorithm, where the design variables were
(d1, d2, d3), i.e., the three sampling times for the PK study. This involved searching for three optimal sampling
times which were generated in the MH algorithm via normal random walks, and did not involve the use of
the lower dimensional parameterisation schemes. To obtain the multivariate mode of (d1, d2, d3), we used the
approach described by Drovandi and Pettitt (2012) which involved the use of a multivariate Gaussian smoothing
kernel (see, for example, Wand & Jones (1994)) on the samples of the design variables from the MCMC runs
(see also Cook et al. (2008)). These designs were substantially different across the utility functions.
Once these three sampling times were determined, 5 replicates were placed on each of these support points.
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Figure 2: Sampling times for the PK example generated under the three parameterisation schemes using (a) the determinant of the expected
FIM, (b) the KLD, (c) the inverse of the determinant of the posterior variance-covariance matrix, and (d) the mean response variance as the
utility function. Displayed in the top row of each plot are the optimal designs for a three design (support) point problem that were obtained
using unrestricted proposals (i.e., no lower dimensional parameterisations were used to obtain these sampling times).
Design criterion Proposal scheme Utility function value (95% CI)∗∗ Run time
(hr)
Beta 5.92 × 106(5.79 × 106, 6.04 × 106)
det(FIM) Even spacing 4.23 × 106(4.14 × 106, 4.31 × 106) 0.1
Geometric 7.54 × 106(7.38 × 106, 7.69 × 106)
Beta 0.74(0.73, 0.75)
KLD Even spacing 0.77(0.75, 0.78) 2
Geometric 0.70 (0.69, 0.71)
Beta 1.23 × 106(1.22 × 106, 1.24 × 106)
1/det(posterior var-cov) Even spacing 1.20 × 106(1.19 × 106, 1.21 × 106) 2
Geometric 1.07 × 106(1.06 × 106, 1.08 × 106)
Beta 60.33 (60.33, 60.33)
Mean response variance Even spacing 46.48 (46.48, 46.48) 1
Geometric 66.86(66.86, 66.86)
∗∗ The proposal schemes which produced the designs that gave the highest utility values have been boldfaced for each utility function.
Table 1: Utility function values for the various proposal schemes for the PK example.
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Design criterion No. design points Utility function value (95% CI) Run time
(hr)
det(FIM) 3 9.13 × 104(8.94 × 104, 9.33 × 104) 1.4
KLD 3 0.25 (0.24, 0.25) 5
1/det(posterior var-cov) 3 4.23 × 105(4.20 × 105, 4.26 × 105) 5
Mean response variance 3 7.34 (7.34, 7.34) 2
det(FIM) 15 (replicates∗∗) 1.01 × 107(9.84 × 106, 10.03 × 107)
KLD 15 (replicates∗∗) 0.75 (0.74, 0.76)
1/det(posterior var-cov) 15 (replicates∗∗) 1.52 × 106(1.40 × 106, 1.65 × 106)
Mean response variance 15 (replicates∗∗) 55.26 (55.26, 55.26)
∗∗ Once optimal designs were found for the unrestricted proposals for the 3 design point problem using the Mu¨ller (1999) algorithm, 5 replicates were placed on each of the support
points and the utilities for the resulting 15 design point designs were calculated.
Table 2: Utility function values for a three design point problem, and for designs consisting of replicates of the three optimal design points
(15 design points), under various utility functions for the PK example.
Since true replication is not practically feasible for a PK study, these ‘replicates’ were separated by a time
interval of 15 minutes (sampling times 15 and 30 minutes before the support point, and sampling times 15 and
30 minutes after the support point). The utilities for both the three design point and replicate (15 design point)
problems were calculated (Table 2) and compared to utility values that were obtained using the three lower
dimensional parameterisation schemes (Table 1).
For all utility functions investigated, it was found that the fifteen sampling times that were obtained via either
the lower dimensional parameterisation schemes or by replication gave higher utility values than the optimal
three sampling times that were obtained, as was expected. For both the KLD and the mean response variance
criteria, it was found that at least one of the lower dimensional parameterisation schemes gave designs that pro-
duced higher expected utility values than the designs that were obtained via replication. When the determinant
of the expected FIM and the inverse of the determinant of the posterior variance-covariance matrix were used
as the design criterion, the replicated designs gave a higher utility value than the designs found using a lower
dimensional parameterisation scheme. The simulations which made use of the lower dimensional parameterisa-
tion schemes were found to be much less computationally intensive than simulations which searched for three
design points.
When we investigated the ‘prior predictive response variance’ utility function, we found that all of the sampling
times tended to cluster around the beginning of the design space (results not shown here), giving designs that
were very different to the designs found under the other utility functions. The idea behind this utility function
is that once you place a design point in a high-variance region, more information is gained in that region which
decreases the posterior predictive variance in that area. One should then sample elsewhere for the next design
point. However, since the variance of the response is dependent upon the mean, the variability in the response
will be higher where the mean is larger. Under the prior distributions used for this example, the maximum of
the mean response occurred at approximately 2.6 hours, which is where the designs tended to cluster. It may
be that utility functions of this form that are based on the response variance are not appropriate for models with
non-constant variance, especially where the variance depends on the mean and the mean varies substantially
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over the region of interest. It is also important to note that when the predictive variance of the data is used as
the utility function, the optimal design suggests that all of the design points should be replicated at the single-
experiment design optimum (Huan & Marzouk (2013)), which may explain the clustering that was observed in
our results.
4.2. Example 2: Exothermic/Cooling study
4.2.1. Model
For this application we use the same model as that which is presented by Solonen et al. (2012), but have changed
the design problem slightly.
A glass of liquid that has an initial temperature of T (0) is cooled or heated by water that is at a temperature of
Tw. The surrounding air has a temperature of Ta. The model for the liquid temperature is given by
dT
dt = −
kwAw
Mc
(T − Tw) − kaAaMc (T − Ta), (6)
where kw and ka are the heat transfer coefficients through glass and through the air-liquid interphase, respec-
tively; Aw and Aa are the areas of water-liquid and air-liquid interfaces, respectively; c is the specific heat
capacity; and M is the mass of liquid. We placed a restriction on the prior design space where T (0) > Tw so that
the mean response function decreased with time (i.e., was a cooling curve). The observations are given by the
solution to equation (6), T (t), which is given by equation (7), plus normally distributed, independent error with
a constant variance σ2 = 0.33:
T (t) = AaTaka −C1e
−t(Aaka+Awkw)/Mc) + AwTwkw
Aaka + Awkw
, (7)
where C1 = −T (0)(Aaka + Awkw) + AaTaka + AwTwkw.
The purpose of the experiment is to estimate θ = (kw, ka). In Solonen et al.’s (2012) work, the design problem
was to determine the optimal T (0) and Tw values. Measurements of the temperature were taken every two
minutes, stopping at 20 minutes.
We extend the work of Solonen et al. (2012) by looking for ‘closer to optimal’ times at which to take the 10
temperature measurements, rather than simply taking the measurements at two minute intervals. Here the design
parameters to be optimised are d = (T (0),Tw, d1, δ), or d = (T (0),Tw, a, b), depending on the lower dimensional
parameterisation that is used. The design space for the sampling times was extended from [0, 1200] seconds
to [0, 2000] seconds. The 10 sampling times were generated using the lower dimensional parameterisation
schemes mentioned in Section 2 (geometric, even spacing, and beta).
It was assumed that one set of measurements had already been taken at (T (0),Tw) = (60, 4) and the parameter
estimates that resulted from the MCMC simulations that fitted the model to the data were used to construct the
prior distribution for θ.
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Figure 3: Two-dimensional histograms of the expected utility surface (mean response variance) for the various lower dimensional parame-
terisations for the cooling example (a) Beta scheme, (b) Even spacing scheme, and (c) Geometric scheme.
For this example, we investigated the three Bayesian utility functions discussed in Section 3.2. We used 20
000 particles to estimate our utility functions via importance sampling. The run time for these examples was
approximately 0.5 hr when the mean response variance utility was used (for each of the proposal schemes) and
1.5 hrs for when the KLD and inverse of the determinant of the posterior variance-covariance matrix were used
as the utility functions.
4.2.2. Results
For all three design criteria, and all three proposal schemes, the optimal temperatures were found to occur
at either extreme of the design space: (T (0),Tw) = (60, 4) (i.e., hot liquid, cold water). We therefore set
(T (0),Tw) = (60, 4) and re-ran the MCMC simulations to find the optimal designs for two design variables
(d1, δ) or (a, b), depending on the scheme that was used. Two-dimensional histograms of the thinned posterior
samples of the design variables for the various lower dimensional parameterisations that were generated using
the mean response variance as the utility function are displayed in Figure 3.
The sampling times generated by the different utility functions and proposal schemes are given in Figure 4
(online figures are in colour), and the utility function values for the different proposal schemes are given in Table
3. The utility function values for the optimal designs (Table 3) were calculated using Monte Carlo integration
(equation (2)) with M = 20000.
For all three utility functions, the geometric scheme produced designs which gave the highest utility values,
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Figure 4: Sampling times (in seconds) for the cooling example generated under the three lower dimensional parameterisation schemes using
(a) the KLD, (b) the (inverse of the) determinant of the posterior variance-covariance matrix, and (c) the mean response variance as the
utility function.
followed by the even spacing scheme, and the beta scheme (which gave the lowest utility values) (Table 3).
The designs that resulted from each of the lower dimensional parameterisation schemes were found to be quite
similar across the different utility functions. Within each of the utility functions, the designs were somewhat
similar across the different lower dimensional parameterisations in that they were fairly clustered and occurred
around a similar region of the design space, with the beta scheme giving a wider coverage than the other two
schemes. None of the parameterisation schemes generated designs that were spread over the entire design space.
Design criterion Proposal scheme Log utility function value (95% CI)∗∗
Even spacing 0.50 (0.50, 0.51)
KLD Beta 0.45 (0.45, 0.46)
Geometric 0.54 (0.54, 0.55)
Even spacing 60.55 (60.55,60.55)
1/det(posterior var-cov) Beta 60.46 (60.46, 60.47)
Geometric 60.75 (60.75,60.75)
Even spacing 3.45 (3.45, 3.45)
Mean response variance Beta 3.34 (3.34, 3.34)
Geometric 3.73 (3.73, 3.73)
∗∗ The proposal schemes which produced the designs that gave the highest utility values have been boldfaced for each utility function.
Table 3: Utility function values for the various proposal schemes for the cooling example.
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5. Discussion
In this paper we have introduced a method for determining high dimensional designs through incorporation of
lower dimensional parameterisations into existing stochastic optimisation algorithms. These lower dimensional
parameterisations consisted of two design variables, which were then input into various functions to generate
multiple design points. This approach was found to have substantial computational savings since one simply
has to search over two design variables, rather than a large number of design variables. Also, it was much easier
to obtain the multivariate mode for two design variables than for a large number of design variables. However,
it should be stressed that the high dimensional designs presented in this paper are not optimal but near optimal,
which is a compromise of the computational savings achieved through these methods.
The functions that were used in this paper to generate the high dimensional designs were purely illustrative for
the examples chosen for this paper. There are many other functions and transformations available that one could
choose to generate their high dimensional designs and choice of an appropriate function would depend on the
application of interest. To determine which function is most appropriate for a particular application, one could
run several different parameterisations in parallel on different CPUs and choose the function which gives rise to
the design with the highest utility.
We found that the beta proposal scheme, where the designs come from the (evenly-spaced) percentiles of a beta
distribution, gave quite flexible designs, and so this function may be appropriate in many situations to generate
high dimensional designs. One could also extend the beta proposal scheme to propose from a generalised
beta distribution (e.g., Sepanski & Kong (2007)), which may offer further flexibility in constructing the high
dimensional designs. One could also include another design variable in the parameterisation of the beta proposal
scheme that determines the optimal percentiles of the beta distribution to use, e.g., percentile = 100(
(
i
n
)α) where
α is an additional design variable to search over.
In some of our examples, replicate designs gave higher utility values than those obtained via the lower dimen-
sional parameterisation schemes. However, in some applications it may not be feasible to take replicate designs,
for example, experiments in which one is interested in determining the optimal sampling times, and so a design
generated by a lower dimensional parameterisation scheme may be preferred even if it gives a slightly lower
utility value. If replicate designs are practically feasible for the experiment of interest, then one may wish to in-
stead generate high dimensional designs based on the estimated weights of a continuous or approximate design.
We will be investigating this in future work.
A fixed number of sampling times were assumed for the examples used in this study, so that we could demon-
strate our methodology for high dimensional designs. The number of sampling times used in this study may not
be optimal and future studies may wish to investigate the optimal number of design points for their applications.
In particular, for PK studies, there are often practical constraints on the sampling times that must be considered.
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For example, two samples cannot be taken simultaneously, and so these constraints should be incorporated into
the proposal scheme for the high dimensional designs.
The methods used for estimating the KLD in this paper would not perform well for nonlinear models with
a large number of observations. Alternative methods for estimating the KLD would need to be investigated,
such as Laplace approximations, thermodynamic integration, sequential Monte Carlo, or adaptive importance
sampling (e.g., Friel & Pettitt (2008); Drovandi et al. (2013)). These will be investigated in future work.
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