Abstract: A closed-loop balanced truncation technique has been applied to an integral-type optimal servomechanism (IOS) expressed in graph-operator form of normalized right coprime factorization to produce a reduced-size state-feedback gain matrix, which is then converted into proportional-derivative (PD) gain matrices. On the other hand, the states of the integral of control error in the IOS are not truncated, so that the feedback gain matrix of the IOS for the states becomes the integral (I) gain matrix. All the design procedure is completed with the state-space approach, which is convenient especially in dealing with multiple-input multiple-output (MIMO) systems. Application of the proposed method to the boiler system of the PID '12 benchmark problem demonstrates the effectiveness of the design method.
INTRODUCTION
Model-based proportional-integral-derivative (PID) control synthesis is a typical low-order controller design problem. As well known, there are three approaches to design of a loworder controller: 1) first reduce a given plant, and then design a controller using the reduced plant, 2) first design a highorder controller using a given plant, and then reduce the controller to a lower-order controller, 3) directly find a loworder controller using the original plant. Conventionally, the second approach has often been taken, since it is considered that the model error due to plant reduction results in degrading performance of the low-order controller (Anderson and Liu, 1989) . Although this is true in general, it depends on the reduction method employed. In fact, the first approach is useful, when the plant is appropriately reduced. Particularly for the controller design purpose, closed-loop model reduction provides a more desirable plant model than openloop model reduction (Codrons, 2005) .
The present author proposed a simple and effective design method of a single-input single-output (SISO) PID controller using the first approach, where the -gap (Vinnicombe, 1993) is taken as a criterion representing the plant-model reduction error in the closed-loop sense (Ochi and Kondo, 2010) . A problem with the method is that it is difficult to extend to MIMO systems because of the increase of the number of plant parameters. In practice of PID control, MIMO systems are usually modelled as a set of SISO systems and a decentralized control system is constructed with the controllers designed for each SISO system, where crosscoupling among plant variables are ignored and design procedure tends to be complicated, often accompanying decoupling control or numerical optimization (Åström and Hägglund, 2006; Johnson and Moradi, 2005; Silva and Erraz, 2006) . On the other hand, centralized controller synthesis was considered using the state-space design approaches such as pole placement, linear quadratic regulator (LQR), or H  control (Seraji, 1980; Zheng, Wang, and Lee, 2002) . However, those methods are not necessarily simple or efficient, accompanying calculation with the Laplace operator or using an iterative algorithm. In contrast, the design method recently proposed by the present author is simple and efficient (Kondo, Ochi, and Sasano, 2011) . The method employs fractional balanced reduction (FBR) (Mayer, 1990) , a closed-loop model reduction method, for plant reduction, followed by state transformation and design of an integraltype optimal servomechanism (IOS) (Smith and Davison, 1972) . Note that both FBR and IOS are state-space based methods, which significantly facilitates MIMO control synthesis. Although Suh and Yang (2005) also applied IOS to PID controller design, the plant considered was a SISO second-order system. The present paper proposes another design method base on IOS and FBR, in which an IOS designed for a given plant is reduced, instead of the plant. More specifically, balanced truncation (BT) (Moore, 1981) has been applied to the IOS to produce a reduced-size state-feedback gain matrix, which is then converted into proportional-derivative (PD) gain matrices, whereas the states for the integral of control error in the IOS are not truncated, so that the corresponding feedback gain matrix of the IOS itself becomes the integral (I) gain matrix. The design method also requires neither iterative algorithm nor numerical optimization. The difference from the method by plant reduction is that FBR is used for controller (feedback gain matrix) reduction, although a reduced-order plant is also obtained simultaneously and used in the design. Numerical simulation and stability analysis have been conducted using the plant model of the benchmark problem (Benchmark PID 2012) (Morilla, 2011a, b) .
CONTROLLER DESIGN

Integral-Type Optimal Servomechanism
Consider a linear plant model given by 
The matrices, A, B, and C are constant matrices of appropriate size, and it is assumed that this system is controllable, C is of row full rank, and (A, C) is observable.
Define the control error, e = ry I , and its integral,
where
is a constant reference-output vector. Then, define the following augmented system:
and I p is a pp identity matrix. Also, define the cost function:
where T x y  Q C Q C and R = I m . Further, The weighting matrices given as Q y = diag(q y1 2 , …, q yp 2 ), Q  = diag(q 1 , …, I p q  ) are positive-definite, where diag() denotes a diagonal matrix. The LQR theory gives the optimal control law that minimizes the cost function, i.e.,
(7) In (7), X a is the positive-definite solution of the algebraic Riccati equation:
where Q a is a block-diagonal matrix comprsing Q x and Q  . The closed-loop system is then expressed as
The output equation can be written as
Reduction of IOS by BT
The IOS designed above is reduced to an integral-precededby-proportional-derivative (I-PD) controller by applying BT to a subsystem of the IOS as follows. First, define the weighted output vector:
where C w = Q y 1/2 C. Then, consider the system described by (4) and (12), and represent in the normalized right coprime factorization (NRCF) form as
where N(s) and M(s) are given by
. (14) Balancing the system requires positive-definite solutions of the following Lyapunov equations:
(16) Equation (15) is a Lyapunov equation with respect to X, which is observability Gramian, and (16) is a Lyapunov equation with respect to Y, which is controllability Gramian. The solutions, X and Y, are positive definite matrices, because A acl is a stable matrix. Note that (15) is equivalent to (8), which is proved by substituting (7) into (8) and using the definition of Q a . Hence, X a =X and K a = K hold.
In FBR, the balanced system is truncated by removing the subsystem for the state variables corresponding to smaller Hankel singular values. In the I-PD controller design, however, only the subsystem of (14) corresponding to the state vector x is balanced and truncated as follows (Schelfhout and Moor, 1996) , since the state vector  should appear for integral action in the resulting control law.
Let the state transformation matrix for balancing the subsystem be T x and define the entire transformation matrix:
Let the balanced state vector for the subsystem be x bl , which is defined as x bl = T x 1 x. The following procedure gives T x .
1) Solve (15) and (16) for X and Y, respectively, and partition the solutions as
where X x and Y x are nn positive-definite matrices and X  and Y  are p I p I positive-definite matrices. 2) Diagonalize X x and Y x , i.e., find the orthogonal matrices, V X and V Y , and the diagonal matrices,  X and  Y , satisfying
, where U x and W x are nn orthogonal matrices and
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(18) where A xcl = A +BK x . Partition the transformed state vector as
, and let the dimension of x blL be n r (<n). Removing the subsystem regarding the state vector, x blS , from the system, (18), gives the reduced system:
Thus, the feedback gain matrix with the reduced size, m(n r + p I ), is obtained, i.e., Remark: A notable feature of the above BT is that the output of the system to be reduced is chosen not to be y but to be y aw , which makes the Lyapunov equation, (15), identical to the Riccati equation, (8). This feature is the same as that of FBR. In FBR, the augmented plant given by (4) and (12), where the external input r is disregarded, is represented as (14) in the form of NRCF. This NRCF representation called graphoperator form (Meyer, 1990) utilizes the LQR gain, K a , given by (7) that minimizes the cost function, (5), or 0 ( )
The cost function implies that the system described by (14) produces the amount of the output similar to that of the input in the sense of H 2 norm. This property is desirable for determining which state variables are influential not only on the outputs but also on the inputs given by the LQR or IOS control law. Hence, applying BT to the system given by (14) probably yields a good feedback gain matrix with a reduced size that approximately preserves the closed-loop properties of the original IOS. The performance degradation, which corresponds to the variation of the IOS due to the reduction, can be measured as the model error in BT, whose norm bounds are clearly given (Meyer, 1990; Vinnicombe, 1993) .
Conversion into I-PD Control Law
Set the order of the reduced model to n r = p+p D , in order to define the state vector composed of the outputs and their derivative, i.e.,
where y D = C xrD x blL , and C xrD is a matrix comprising the rows of C xr corresponding to y D . Equation (22) can be rewritten as
0 ( )
Under the assumption that M s is non-singular, from (23), the state vector, x lbL , is given by
Define u xr := K xr x blL and u  := K  , and the IOS control law can approximately be written with the reduced state vector as u = u xr + u  .
(27) From the definition of u xr and (26), the following equation holds:
(28) Solving (28) for u xr and substituting the solution into (27) yields the I-PD control law:
The design procedure is summarized as follows: 1) Design an IOS using a given plant model, i.e., compute K a in (7). 2) Solve the Lyapunov equations, (15) and (16). 3) Compute the transformation matrix, T x , to obtain T. 4) Apply the state transformation to (14) to obtain (18). 5) Truncate the subsystem corresponding to the state vector,
x blS , to obtain the n r (= p+p D )-th-order system of (19). 6) Extract the state feedback gain matrix, K r in (20), and the coefficient matrices of the reduced plant, A xr , B xr , and C xr from (19). 7) Compute the PID gain matrices given by (30) and (31). The I-PD control law can further be converted into proportional-integral-preceded-by-derivative (PI-D) and PID control laws (y=y D ), respectively, as
Note that this conversion does not affect the internal stability of the closed-loop system.
Design of I-P/PD Control Law
Set the order of the reduced model to n r = p, and C xr becomes a square matrix. Under the assumption that C xr is nonsingular, the state vector of the reduced plant is given by
The integral-preceded-by-proportional (I-P) control law is then given by
where K P = K xr C xr 1 and K I = K  . The I-P control law can also be converted into the PI control law:
Designing an optimal servomechanism for (1) and (2), and following the design procedure provides the PD control law:
Some remarks on the design method here may be in order:
IFAC Conference on Advances in PID Control PID'12 Brescia (Italy), March 28-30, 2012 ThA2.4 1) The resulting controller preserves, if not perfectly, properties of the LQR, since IOS is a type of the LQR; namely, the controller provides the closed-loop system with adequate stability margins and good time responses. 2) Stability margins and control performance are easily traded off through selection of the weighting matrices of the quadratic cost function of the LQR. 3) As (29) suggests, the outputs used for P, I, and D actions do not need to be the same, although P action is applied to all the outputs. Therefore, if the outputs that can be measured but are not required to track reference outputs are available, those outputs should be used for P or PDaction, which makes the control system approximate to the 'state-feedback' one and consequently will improve stability.
APPLICATION TO PID'12 BENCHMARK PROBLEM
Linear Plant Model
The nonlinear state-space model of the boiler system considered in the benchmark problem is based on the following model given by Pellegrinetti and Bentsman (1996) : (   1  1  26  2  2  25  2  1  1  24   1  1  23  2  2  22  2  21 
where x 1 is the drum pressure (kgf/cm 2 ), y 1 is the measured drum pressure (PSI), y 2 and x 2 are the measured excess oxygen level (%) and its state (%), respectively, x 3 is the system fluid density (kg/m 3 ), y 3 is the drum water level (in), x 4 is the exogenous variable related to the load disturbance intensity which takes value between 0 and 1, u 1 , u 2 , and u 3 are, respectively, the fuel, air, and feed water flow rate inputs which are scaled to take values between 0 and 1, w d is the , where u f and u w are scaled fuel and water flow rate. Note that the air flow rate is assumed to be regulated by the air control subsystem, which allows u 2 to be modelled as an affine function of u f . Let the converted output vectors be y p and the scaled load level be w l .
The time delay is modelled as a first-order system by applying the first-order Padé approximation. Let the state vector of the above nonlinear model be x p and the state vectors representing the time delay for the inputs and outputs be x d1 and x d2 , respectively. The total state vector is then given by
Assuming that the nonlinear model represents the plant, the present authors have identified the plant parameters by applying the least-squares method to input-output data of the implemented Simulink  model (Morilla, 2011b Linearizing the nonlinear model around the equilibrium point and using the states for the time delays yields the following 10th-order linear model:
, y(t) = y p (t) y p * , and the coefficient matrices are defined as 
, and D =D p T 3 .
In the above matrices, 0 pq denotes a pq zero-matrix and other sub-matrices are given as follows: where the delay times are  1 = 2 =2,  3 = 4 =3,  5 =4, and  6 =2.
Controller Design and Simulation
Since the model has dc-elements as shown in (47), the firstorder dynamics, 1/(0.1s+1), is added in series at the inputs. The filter, however, is used only in controller design, and not used in robust stability analysis and nonlinear simulation.
The resulting model becomes of the 12th order. Although y 2 is measured, the outputs to be controlled are y 1 and y 3 only. The output vector is then redefined as y=[y 1 y 3 ]
T . Accordingly, the second rows of C and D are removed in the plant model IFAC Conference on Advances in PID Control PID'12 Brescia (Italy), March 28-30, 2012 ThA2.4 for controller design. In the following the I-P controller of (36) is designed, and then converted into the PI-type of (37), in which y =y I ; hence, y P , y PD , and y D are null. In order to avoid a problem with numerical computation, the model is reduced to the ninth order by truncating the states corresponding to the Hankel singular values smaller than 10 15 with FBR.
An IOS is synthesized for the ninth-order model with the weighting matrices: Q y = I 2 and Q  = diag(0.12, 0.06), which are selected by trial-and-error, as is the case with LQR design. Applying BT to the IOS and reducing the dimension of x to two yields the PI gain matrices: Morilla (2011a) . One controller, which is used for reference, has the PI gains, K P = diag (2.5, 1.25) and K I = K P /50 and the other PI controller for evaluation has the gains, K P = diag (5.0, 2.5) and K I = K P /25. Let the latter controller be Controller B. These controllers are the decentralized type. Tables 2, 3 and 4, in which  c denotes the gain crossover frequency, summarize the stability margins of the controllers. Although part of the stability margins of the proposed PI controller are smaller than those of the decentralized controllers, the phase margin of the proposed PI controller for the open-loop system broken at u 2 or y 3 is considerably larger, which makes the time responses of y 3 less oscillatory. The generalized stability margin (Vinnicombe, 2001) , which is a criterion of robust stability for MIMO systems, is also computed to be 0.06472 for Controller A, 0.05519 for Controller B, and 0.1467 for the reference controller. Hence, Controller A is probably more robust than Controller B in the MIMO environment. Nonlinear simulation results for step and ramp changes of the load level, and step change of the set point of the steam pressure are shown in Figs. 1, 2, and 3, respectively. The evaluation indexes of control performance of the controllers relative to that of the reference controller, such as the ratio of integrated absolute error (RIAE), are summarized in Tables 5,  6 , and 7. Each index is defined in Morilla (2011a) . The sampling period is set to 5s for Controllers A and B and 10s for the reference controller. Although the control error in the response of y 3 to the ramp change is larger as shown in Fig. 2 , which results in the increase of the combined index, J M , as a whole the control performance of Controller A is better than that of Controller B. 
CONCLUSIONS
The proposed method is basically composed of two steps: design and truncation of an IOS, i.e., design and reduction of a higher-order controller. The simple method makes design of a centralized PID controller highly efficient, allowing gain adjustment through selection of the weighting matrices of the IOS. A notable feature of the method is that part of the outputs that are not required to track reference outputs can be used for P action only, although this feature was not taken advantage of in the design example, since the excess oxygen level is a noisy measurement and does not affect other states. This feature is also true of the design method based on plant reduction by FBR (Kondo, Ochi, and Sasano, 2010) . A future work is to make a comparative study about merits and demerits of each design method. 
