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Abstract
The zero cell of a parametric class of random hyperplane tessellations depending on a distance
exponent and an intensity parameter is investigated, as the space dimension tends to infinity.
The model includes the zero cell of stationary and isotropic Poisson hyperplane tessellations as
well as the typical cell of a stationary Poisson Voronoi tessellation as special cases. It is shown
that asymptotically in the space dimension, with overwhelming probability these cells satisfy the
hyperplane conjecture, if the distance exponent and the intensity parameter are suitably chosen
dimension-dependent functions. Also the high dimensional limits of the mean number of faces are
explored and the asymptotic behaviour of an isoperimetric ratio is analysed. In the background
are new identities linking the f -vector of the zero cell to certain dual intrinsic volumes.
Keywords. Dual intrinsic volume, f -vector, high dimensional polyhedra, hyperplane conjecture,
hyperplane tessellation, isoperimetric ratio, random polyhedron, Poisson Voronoi tessellation, zero
cell.
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1 Introduction
Over the past two decades, the theory of random polytopes and random polyhedra has advanced
significantly. This development has been driven by new geometric and probabilistic techniques for
establishing asymptotic results for random polytopes, but also by various connections and applications
to other branches of mathematics such as optimization [8], convex geometric analysis [24], extreme
value theory [26, 11, 14], multivariate statistics [12], random matrices [27], and algorithmic geometry
[13, 33]. We refer to the survey articles [19] and [35] for more background material and further
references.
Random constructions and basic probabilistic reasoning often provide the existence of an object
with desirable properties which is not accessible via a purely deterministic approach. A notoriously
difficult problem, to which this fundamental observation may well apply, is the hyperplane conjecture
or slicing problem. In one of several equivalent formulations, it asserts the existence of a universal
constant c > 0 such that for any space dimension n and for any convex body K ⊂ Rn of volume one,
there is a hyperplane L in Rn such that the intersection K ∩L has (n−1)-dimensional volume at least
c. This problem has inspired a very fruitful line of research which has been initiated by Bourgain in [9]
and since then has become one of the major open problems in geometric and functional analysis and
in asymptotic convex geometry. The best lower bound for c known up to date is decreasing with the
space dimension n and is of the order n−1/4, due to a result of Klartag [23]. For further background
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material we refer to works of Ball [5], Junge [22], Klartag and Kozma [24], E. Milman [31] or V.
Milman and Pajor [32], to the recent monograph [10], as well as to the references cited therein.
The hyperplane conjecture is known to be true for special classes of convex bodies, like zonoids or
dual zonoids [5], unconditional convex bodies [9, 32] or unit balls of Schatten norms [25], to name just
a few. However, despite considerable effort over a period of now nearly 30 years, a general proof is still
missing. Instead, Klartag’s bound may even be a natural threshold. These insights have recently led to
contributions which investigate possible counterexamples, with a special focus on randomly generated
polytopes (see [1, 15, 24]). It is also worth mentioning that there are re-formulations of the hyperplane
conjecture in terms of random polytopes. A prominent example is related to Sylvester’s problem on the
expected volume EVn(K,n+1) of a random simplex in an n-dimensional convex body K. It is known
that the hyperplane conjecture would follow from the inequality supK EVn(K,n+1) ≤ EVn(∆n, n+1),
where ∆n is a unit-volume simplex in R
n and where the supremum is extended over all convex bodies
K ⊂ Rn with volume one (compare with [10] or with the appendix of [34]).
The major object of investigation in the present paper is a parametric class of random polyhedra.
For an arbitrary space dimension n ≥ 2, we will define an isotropic Poisson hyperplane process in Rn
which depends on a distance exponent r > 0 and an intensity γ. This hyperplane process gives rise
to a random hyperplane tessellation and thus to a system of random polyhedra, which are the cells
of the tessellation. In the focus of our attention is the cell containing the origin, the zero cell of the
tessellation, which is denoted by Z0. If for instance r = n, then the zero cell is equal in distribution
to the typical cell of a classical Poisson-Voronoi tessellation [40, Chapter 10.2]. In the following, we
consider the normalized zero cell, which is a re-scaled version of Z0 of unit volume. A special case of
one of our main results (see Theorem 3.17) is the following theorem.
Theorem 1.1. Assume that r = b nα for some b > 0 and α > 1/2. Then, as the space dimension n
tends to infinity, the probability that the hyperplane conjecture holds for the normalized zero cell tends
to one.
Theorem 1.1 is related to general investigations dealing with the combinatorial structure and the
geometry of the zero cells Z0 obtained within the class of random tessellations considered in this paper.
The starting point is a set of identities connecting the number of ℓ-dimensional faces with certain dual
intrinsic volumes of Z0. In the special case r = 1, these identities reduce to a result of Schneider
[37] involving the well-known intrinsic volumes. It is worth mentioning that our identities are very
much in the spirit of Efron’s identity for random convex hulls [16]. They provide a link between the
combinatorial structure of Z0 and certain metric quantities of the zero cell. In a next step, bounds for
the expected dual intrinsic volumes are established and our identities are then used to obtain bounds
for the expected number of faces of the random polyhedra. We also investigate the expected measure
of the ℓ-skeleton. Evaluating these bounds as n→∞ is the basis for our asymptotic results.
Besides the zero cell Z0 itself, for r = 1 we also deal with lower-dimensional weighted faces of
the tessellation. Alternatively, in our setting these weighted faces can be obtained as intersections
of Z0 with a stochastically independent isotropic linear subspace. This interpretation is one of the
motivations for studying properties of Z0 ∩ L, where L is an m-dimensional linear subspace of Rn.
Thanks to the special structure of our tessellation model, we are able to show a transfer principle,
which allows us to translate results from Z0 to intersections Z0∩L of Z0 with a subspace L. Combined
with a recent result from [18] this yields Theorem 1.1.
Another aspect our paper deals with, is the question of how close the random polyhedra Z0 are to a
Euclidean ball. More specifically, we study how the isoperimetric ratio of mean surface area and mean
volume behaves as the dimension goes to infinity. Roughly speaking, we will see, for example, that
typical Poisson-Voronoi cells and their close relatives corresponding to a distance exponent r = b n are
approximately spherical in the mean, whereas the shape of the zero cell for fixed distance exponents
r is degenerate, in this sense. More generally, we will investigate the isoperimetric ratio for general
distance exponents of the form r = b nα with b > 0 and α ∈ R, see Theorem 3.20.
In a last step, we determine the asymptotic behaviour of Efℓ(Z0), which is the mean number of
ℓ-dimensional faces of the zero cell Z0, for some fixed ℓ ∈ N0, as the space dimension n tends to
2
infinity. Again, there is a remarkable difference, for example, between the case r = b n and that of a
constant distance exponent r. To highlight this difference, we formulate the result at this point only
in the special cases where r is fixed or r is proportional to the dimension, and refer to Theorem 3.21,
Theorem 3.22 and Theorem 3.23 below for extensions in several directions.
Theorem 1.2. Let Z0 be the zero cell of a hyperplane tessellation with distance exponent r > 0. Let
ℓ ∈ N0 be fixed. If r is fixed, then
lim
n→∞
n
√
Efℓ(Z0) =
ωr+1
κr
,
where ωr+1 and κr are constants given by (2.2) below. If r = b n for some fixed b > 0, then
lim
n→∞n
−1/2 n√
Efℓ(Z0) =
√
2πb .
The paper is structured as follows. After setting up our framework together with some background
material in Section 2, our basic identities are presented in Section 3.1. Special formulae for r = 1
are contained in Section 3.2, whereas Section 3.3 focuses on sections with subspaces and the transfer
principle. The hyperplane conjecture for Z0 is discussed in Section 3.4, while Section 3.5 deals with
the asymptotic behaviour of the isoperimetric ratio and with the combinatorial structure of the zero
cell in high dimensions. The detailed proofs of our results are provided in the final Section 4.
2 Preliminaries
Basic notation. In this paper we work in the Euclidean vector space Rn, n ≥ 2, whose standard
scalar product and induced norm will be denoted by 〈 · , · 〉 and ‖ · ‖, respectively. The unit sphere Sn−1
and the unit ball Bn in Rn are given by Sn−1 = {x ∈ Rn : ‖x‖ = 1} and Bn = {x ∈ Rn : ‖x‖ ≤ 1}.
We write {e1, . . . , en} for the standard basis of Rn. For a subspace U of Rn we denote by U⊥ its
orthogonal complement.
Let G(n, ℓ) be the space of ℓ-dimensional linear subspaces of Rn, which is equipped with the
standard topology and the unique Haar probability measure νℓ. For a subspace L ∈ G(n, ℓ) we write
SL and BL for the unit sphere and the unit ball in L, respectively. Let us further denote by Hs, s ≥ 0,
the s-dimensional Hausdorff measure. By A(n, ℓ) we mean the space of ℓ-dimensional affine subspaces
of Rn, together with the canonical topology. On A(n, ℓ) we have the translation invariant measure µℓ
defined by the relation
(2.1)
∫
A(n,ℓ)
h(E)µℓ(dE) =
∫
G(n,ℓ)
∫
L⊥
h(L+ x)Hn−ℓ(dx) νℓ(dL) ,
where h ≥ 0 is a measurable function on A(n, ℓ) (in a topological space, measurability in this paper
always refers to the Borel σ-field). If L ∈ G(n, ℓ), for some ℓ ∈ {0, 1, . . . , n− 1}, we write κℓ = Hℓ(BL)
for the ℓ-volume of BL, and we write ωℓ = Hℓ−1(SL) for the (ℓ− 1)-volume of SL if ℓ ∈ {1, . . . , n− 1}.
It is well known that
(2.2) ωℓ =
2π
ℓ
2
Γ
(
ℓ
2
) and κℓ = π ℓ2
Γ
(
ℓ
2 + 1
) ,
where Γ( · ) denotes the gamma function. We will keep the notation ωr and κr as shorthand for (2.2)
also for real-valued parameters r ≥ 0. We repeatedly use the relation
(2.3)
π
2∫
0
(sinϕ)α(cosϕ)βdϕ =
ωα+β+2
ωα+1ωβ+1
,
for α, β > −1; see [4, Equation (5.6)] or [42, Equation (12.42)]. For u1, . . . , um ∈ Rn, we define
∇m(u1, . . . , um) as the m-volume of the parallelepiped spanned by the vectors u1, . . . , um. Moreover,
for a set K ⊂ Rn and a subspace L ∈ G(n, ℓ), we write K|L for the orthogonal projection of K to
L. For a polytope P and j ∈ {0, . . . , n} we denote by Fj(P ) the set of j-dimensional faces of P . For
x ∈ R the positive part of x is x+ = max{x, 0}.
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Intrinsic volumes. For a convex body (a non-empty, compact and convex subset) K ⊂ Rn and
arbitrary s > 0 we consider the volume Hn(Ks) of the s-parallel set Ks = {x ∈ Rn : d(x,K) ≤ s} of
K, where d(x,K) = inf{‖x − y‖ : y ∈ K} is the distance between x and K. According to Steiner’s
formula [39, Equation (4.1)], Hn(Ks) is a polynomial in s of degree n. Thus, there are constants
V0(K), . . . , Vn(K), the intrinsic volumes of K, such that
Hn(Ks) =
n∑
j=0
sn−jκn−jVj(K) , s ≥ 0 .
In particular, if 0 < Hn(K) < ∞, then Vn(K) = Hn(K), Vn−1(K) is half of the (n − 1)-dimensional
surface area of K and V0(K) = 1. It is a particular feature of the normalization of the intrinsic
volumes that they do not depend on the dimension of the surrounding space. In other words, if a
convex body K ⊂ Rn is contained in some lower-dimensional subspace L ∈ G(n,m) of dimension
m ∈ {1, . . . , n − 1}, then Vj(K) = 0 for j > m and for j ≤ m, Vj(K) evaluated in Rn yields the same
result as Vj(K) evaluated within L.
Dual intrinsic volumes. Let s ∈ R and let K ⊂ Rn be a convex body with 0 ∈ K and radial
function ̺K(u) = max{λ : λu ∈ K} in direction u ∈ Sn−1. We call
V˜s(K) =
1
n
∫
Sn−1
̺K(u)
n−sHn−1(du)
the dual intrinsic volume of order n− s of K, see [28]. If L ∈ G(n, ℓ) and K ⊂ L, we define
V˜ Ls (K) =
1
ℓ
∫
SL
̺K(u)
ℓ−sHℓ−1(du)
as the dual intrinsic volume of order ℓ− s with respect to L. We stress the fact that the dual intrinsic
volumes depend on the dimension of the surrounding space, which means that their values may differ
if they are evaluated in subspaces of different dimensions. For this reason, we indicate in our notation
V˜ Ls (K) the subspace L in which they are evaluated whenever it differs from R
n. We finally note that
for a convex body K contained in a subspace L of dimension 0 < ℓ < n such that Hℓ(K) > 0 we have
V˜ L0 (K) =
1
ℓ
∫
SL
̺K(u)
ℓHℓ−1(du) = Hℓ(K) = Vℓ(K) ,
which connects the dual intrinsic volume of order zero and the ordinary intrinsic volumes.
Dual intrinsic volumes turned out to be a crucial and unifying concept for the investigation of in-
tersection bodies and the solution of the Busemann-Petty problem, see [29, 17] as well as the references
cited therein. For a connection between the dual intrinsic volumes and the hyperplane conjecture we
refer to [31].
Poisson hyperplane processes and their zero cell. For fixed r > 0 and γ > 0, we define the
measure Θ on A(n, n− 1) by
(2.4) Θ( · ) = γ
ωn
∫
Sn−1
∫
R
1{H(u, t) ∈ · } |t|r−1 dtHn−1(du) ,
where
H(u, t) = {x ∈ Rn : 〈x, u〉 = t}, u ∈ Sn−1, t ∈ R.
The measure Θ is rotation invariant for any value of the parameter r > 0, which is called distance
exponent. Moreover, Θ is translation invariant if and only if r = 1. We call γ the intensity (parameter)
associated with Θ (clearly, r and γ are uniquely determined by Θ).
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In this paper, we consider Poisson hyperplane processes X in Rn, defined on an underlying probab-
ility space (Ω,A,P), whose intensity measures Θ = EX are given by (2.4), for some distance exponent
r and some intensity γ. Thus, X has the property that for a measurable set A ⊂ Sn−1 × [0,∞) the
number of parametrized hyperplanes from X falling in A is Poisson distributed with mean Θ(A) (usu-
ally, one also requires a certain independence property for X, which in our situation is automatically
fulfilled, see Corollary 3.2.2 in [40]). The hyperplane process X can be written as X =
∑
i≥1 δHi ,
where δHi is the unit mass Dirac measure concentrated at Hi and where the random hyperplanes Hi,
i ≥ 1, are pairwise distinct. For each realization of X, the hyperplanes Hi, i ∈ N, partition Rn into a
countable collection of random convex polyhedra, which are called cells in the following. For H ∈ X,
let H− be the closed half-space determined by H which contains the origin. The random polyhedron
Z0 =
⋂
H∈X
H−
is the almost surely uniquely determined cell that contains the origin. It is called the zero cell of X.
The distribution of Z0 is invariant under rotations and Z0 is almost surely bounded. Hence, Z0 is
an isotropic random compact set. Since the hyperplane process is locally finite, Z0 is indeed almost
surely a random polytope (a bounded random polyhedron).
Some special cases of our model are worth to be mentioned. If the distance exponent r equals
the space dimension n, then Z0 has the same distribution as the typical cell of a translation invariant
Poisson-Voronoi tessellation (of suitable intensity), see [20]. Moreover, if r = 1, then Z0 is equal in
distribution to the zero cell of a translation and rotation invariant Poisson hyperplane tessellation.
These two models are well known and have extensively been studied in the literature, see [40] and the
references cited therein. In this sense, the zero cells Z0 of the Poisson hyperplane processes X from
the parametric class we consider interpolate between the typical cell of a Poisson-Voronoi tessellation
and the zero cell of a Poisson hyperplane tessellation, see [18].
3 Statement of the results
3.1 Faces, skeletons and dual intrinsic volumes of the zero cells
A first motivation for our analysis was Efron’s identity for the convex hull of random points. The study
of convex hulls of uniformly distributed random points placed in a convex domain goes back to the
early days of geometric probabilities. In 1864, Sylvester has asked for the probability that the convex
hull of four random points in the plane is a triangle. The systematic investigation of random polytopes
began with the works [16] and [36] of Efron, and Re´nyi and Sulanke. For modern developments we
refer the interested reader to the survey articles [6, 19, 35] and to [40, Chapter 8.2].
Efron’s identity connects the number of vertices to the volume of a random polytope. Let K ⊂ Rn
be a convex set with unit volume, and let η =
∑
i≥1 δxi be the restriction to K of a homogeneous
Poisson point process in Rn of intensity λ > 0. The convex hull Kλ = conv(η) of the points of η is a
random polytope contained in K. We denote by Ef0(Kλ) the mean number of vertices of Kλ and by
EVn(Kλ) its mean volume. Since a point x ∈ η is a vertex of Kλ if and only if it is not contained in
the convex hull of the other points, we get
Ef0(Kλ) = E
∑
x∈η
1
{
x /∈ conv(η − δx)
}
.
Applying Mecke’s identity for Poisson point process (see [40, Theorem 3.2.5] and also (4.2) below), we
conclude that
Ef0(Kλ) = λE
∫
K
1
{
x /∈ Kλ
}
dx = λ
(
1− EVn(Kλ)
)
.(3.1)
This is the Poissonian analogue of Efron’s identity from [16] for random convex hulls, which originally
deals with a fixed number of random points in K.
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In the present paper, we explore a setting which is dual to the one described above. First, our
random polyhedra are not generated by a collection of random points, but by a random collection
of hyperplanes, which form a tessellation of Rn. Secondly, instead of taking the convex hull we are
interested in the zero cell Z0, which arises as an intersection of random half-spaces.
Recently, Schneider [37] has obtained an Efron-type identity for the zero cell Z0 induced by a
translation and rotation invariant Poisson hyperplane process of intensity γ > 0. For this random
polyhedron he proved that
(3.2) Ef0(Z0) = γ
n
(
κn−1
ωn
)n
κn EVn(Z0) .
In fact, this is a special case of a set of identities obtained in [37] (see also (3.6) below) for stationary
but possibly anisotropic hyperplane tessellations and which should be compared with Efron’s identity
(3.1). In analogy to (3.1), it relates the combinatorial quantity Ef0(Z0) to the mean volume EVn(Z0)
of Z0.
The first part of this paper deals with a generalization of this result for the number of ℓ-dimensional
faces of the zero cell of a Poisson hyperplane tessellation with distance exponent r > 0 and intensity
γ. For 0 ≤ ℓ ≤ n− 1 we denote by fℓ(Z0) the number of ℓ-dimensional faces of Z0 and by
f(Z0) =
(
f0(Z0), . . . , fn−1(Z0)
)
the f -vector of Z0. Our first main result relates the combinatorial quantity f(Z0) to certain metric
parameters of Z0. This generalizes the identities from the translation invariant case (3.2) to our general
model. In particular, Theorem 3.1 includes Efron-type identities for typical cells of Poisson-Voronoi
tessellations, as discussed in the introduction.
Theorem 3.1. Let Z0 be the zero cell of a Poisson hyperplane process with intensity measure Θ as
in (2.4), and let ℓ ∈ {1, . . . , n}. Then
(3.3) Efn−ℓ(Z0) = cr(n, ℓ) γℓ EV˜ Eℓ(1−r)(Z0|E) ,
where E = span{e1, . . . , eℓ} and where the constant cr(n, ℓ) is given by
cr(n, ℓ) =
1
r ℓ!
ω−ℓn
ωn−ℓ+1 · · ·ωn
ω1 · · ·ωℓ
×
∫
(Sℓ−1)
ℓ
∇ℓ(u1, . . . , uℓ)n−ℓ+1
ℓ∏
j=1
|〈uj , el〉|r−1Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
.
Remark 3.2. Although the factor γℓ appears in (3.3), Efn−ℓ(Z0) is independent of the scaling para-
meter γ. This is due to the fact that on the right-hand side of (3.3), the size of Z0 depends on γ and
V˜ Eℓ(1−r)(Z0|E) measures a metric quantity of Z0.
It is worth considering the case ℓ = n separately. It corresponds to the number of vertices of Z0,
where identity (3.3) in Theorem 3.1 takes a particularly appealing form.
Corollary 3.3. The mean number of vertices of Z0 is given by
Ef0(Z0) =
κn
r
(
r
2
ωr+1
ωr+n
)n
cr(n)
with
cr(n) =
∫
(Sn−1)n
∇n(u1, . . . , un)
n∏
j=1
|〈uj , en〉|r−1Hn(n−1)
(
d(u1, . . . , un)
)
.
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For ℓ ∈ {0, . . . , n−1}, we are in general not able to simplify the expression obtained for Efn−ℓ(Z0)
further. However, since Z0 is almost surely a simple polytope (recall that a polytope is simple if and
only if each vertex has exactly n outgoing edges, or if and only if each vertex is contained in exactly n
facets), with probability one we have f1(Z0) =
n
2 f0(Z0). In particular, for n = 3 we have the additional
Euler relation f2(Z0) = 2− f0(Z0) + f1(Z0), so that
Ef(Z0) =
(
Ef0(Z0),
3
2
Ef0(Z0), 2 +
1
2
Ef0(Z0)
)
.
This means that for n = 3 the mean f -vector of Z0 is completely determined by the mean number of
vertices. For general space dimensions we have the following inequalities.
Corollary 3.4. If ℓ ∈ {1, . . . , n− 1}, then
cr(n, ℓ) (ℓ− 1)!ωℓ
(
r
ωnωr+1
2ωr+n
)ℓ
≤ Efn−ℓ(Z0) ≤
(
n
ℓ
)
Ef0(Z0)
with cr(n, ℓ) as in Theorem 3.1.
So far we have obtained exact formulae (or upper and lower bounds) for the mean number of faces
of Z0. These expressions involve the constants cr(n, ℓ) and cr(n), which are difficult to handle. For
this reason, it is desirable to have upper and lower bounds for cr(n, ℓ), and thus also for cr(n). Our
next result provides such bounds.
Proposition 3.5. For ℓ ∈ {1, . . . , n} and r > 0, the inequalities
A(n, ℓ, r) ≤ cr(n, ℓ) ≤ ℓn−ℓ+1A(n, ℓ, r)
are satisfied with
A(n, ℓ, r) =
2ℓ
r ℓ!
ωrωn−ℓ+1
ωℓωn−ℓ+r+1
(
ωn+r
ωrωn
)ℓ
.
In particular,
cr(n, 1) = A(n, 1, r) = r
−1.
Corollary 3.6. If ℓ ∈ {1, . . . , n}, then
(3.4)
κr
ℓ
ωn−ℓ+1
ωn−ℓ+1+r
(
ωr+1
κr
)ℓ
≤ Efn−ℓ(Z0) ≤ 2
(
n
ℓ
)(
ωr+1
κr
)n−1
.
In particular,
(3.5)
2
n
(
ωr+1
κr
)n−1
≤ Ef0(Z0) ≤ 2
(
ωr+1
κr
)n−1
.
After having investigated the f -vector of Z0, let us finally turn to certain metric parameters of the
zero cell. For ℓ ∈ {0, . . . , n − 1} the ℓ-skeleton skelℓ(Z0) of Z0 is the union of all ℓ-dimensional faces
of Z0. Our next result provides an explicit expression for EHℓ(skelℓ(Z0)), the expected ℓ-dimensional
Hausdorff measure of skelℓ(Z0). This generalizes Theorem 10 in [41] (see also [40, Equation (10.51)])
from r = 1 to general distance exponents.
Theorem 3.7. Let ℓ ∈ {1, . . . , n}. Then
EHn−ℓ(skeln−ℓ(Z0)) = 2 cr(n, ℓ) γ−
n−ℓ
r
ωℓωℓr+n−ℓ
ωℓrω2(ℓ+n−ℓ
r
)
(
r
π
2
ωnωr+1
ωr+n
)ℓ+n−ℓ
r
with cr(n, ℓ) as in Theorem 3.1.
7
3.2 Special formulae for r = 1
Now we turn to Poisson hyperplane processes with an intensity measure as in (2.4) and specialize to
the case r = 1, where X is not only rotation but also translation invariant. The mean f -vector of the
corresponding zero cell Z0 has been studied for a long time and has turned out to be a notoriously
difficult object. The only known explicit result is Ef0(Z0) = n! 2
−n κ2n, see [40, Theorem 10.4.9]. In
[37] the f -vector of Z0 has been studied for translation invariant but anisotropic hyperplane processes.
One of the main results of that paper relates Efn−ℓ(Z0) to an integral average of expected projection
volumes of the zero cell (see [37, Equation (21)]). Hence, in the isotropic case, Efn−ℓ(Z0) is propor-
tional to the expected ℓ-th intrinsic volume of Z0 (see [37, p. 693]). The latter result is also recovered
by our Theorem 3.1. We want to go one step further by unifying and extending several formulas for
the Poisson zero cell that are available in the literature. For this reason, we define
Fℓ;j(P ) =
∑
F∈Fℓ(P )
Vj(F )
for a polytope P in Rn, ℓ ∈ {0, . . . , n} and j ∈ {0, . . . , ℓ}.
Theorem 3.8. If r = 1, then
EFn−ℓ;j(Z0) = γℓ
(
ℓ+ j
ℓ
) (
κn−1
ωn
)ℓ κℓ+j
κj
EVℓ+j(Z0)
for all ℓ ∈ {0, . . . , n} and j ∈ {0, . . . , n− ℓ}.
Let us have a closer look at two particular instances of this identity. If j = 0, then the formula in
Theorem 3.8 reduces to
(3.6) EFn−ℓ;0(Z0) = Efn−ℓ(Z0) = γℓ
(
κn−1
ωn
)ℓ
κℓ EVℓ(Z0) ,
which is the previously mentioned consequence in [37]. On the other hand, if j = n− ℓ, then
EFn−ℓ;n−ℓ = EHn−ℓ(skeln−ℓ(Z0)) = γℓ
(
n
ℓ
) (
κn−1
ωn
)ℓ κn
κn−ℓ
EVn(Z0) .
This is known from [41], see also [40, Theorem 10.4.9].
Furthermore, we can relate the f -vector of Z0 to the quantities Fn−ℓ;j, leading to identities that
have, to the best of our knowledge, not been noticed in the literature, except for the case ℓ = 0.
Corollary 3.9. If ℓ ∈ {0, . . . , n} and j ∈ {0, . . . , n− ℓ}, then
Efn−ℓ−j(Z0) = γj
(
ℓ+ j
ℓ
)−1 (κn−1
ωn
)j
κj EFn−ℓ;j(Z0) .
Theorem 3.8 allows us to consider lower-dimensional weighted faces of the tessellation, which are
the natural lower-dimensional analogues of the zero cell Z0. For m ∈ {1, . . . , n− 1} we denote by Zm
the m-volume weighted typical m-face of the rotation and translation invariant tessellation induced by
X, cf. [37] and [40] for precise definitions. If h ≥ 0 is a measurable function on the space of polytopes,
a special case of Theorem 1 in [37] implies that
(3.7) Eh(Zm) =
∫
G(n,m)
Eh(Z0 ∩ L) νm(dL) .
Identity (3.7) can also be used as a definition of (the distribution of) Zm. Similar to the case of the
zero cell considered above, we now relate EFm−j;i(Zm) to other parameters of Zm.
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Corollary 3.10. If m ∈ {1, . . . , n}, j ∈ {0, . . . ,m} and i ∈ {0, . . . ,m− j}, then
EFm−j;i(Zm) =
(
i+ j
j
) (
κn−1
ωn
)j κi+j
κi
γj EVi+j(Zm).
In contrast to the general case, for r = 1 one of our identities extends to higher-order moments.
Namely, we are able to deduce a general relation between the number of facets fm−1(Zm) and the first
intrinsic volume V1(Zm) of the m-volume weighted typical m-face Zm. It seems to be a challenging
task to extend this to other functionals.
Theorem 3.11. If m ∈ {1, . . . , n} and k ∈ N, then
EV k1 (Zm) =
(
1
2γ
ωn
κn−1
)k k∑
q=1
[
k
q
]
Ef qm−1(Zm) ,
where
[
k
q
]
are the Stirling numbers of the first kind.
3.3 Sections with subspaces
In the previous subsection, we have seen that for r = 1 functionals of the m-volume weighted typical
m-face Zm can be calculated as rotational means of sections of the zero cell with linear subspaces,
recall (3.7). Let us say that Zm has direction L ∈ G(n,m) if Zm is contained in an m-dimensional
affine subspace parallel to L. In [21] the notion of the m-volume weighted typical m-face Z
(L)
m with
given direction L ∈ G(n,m) has been introduced. One can think of the distribution of Z(L)m as
the conditional distribution of Zm, given the direction of Zm is L (one has to be careful with this
interpretation, because the latter event has probability zero). Having this in mind, one can rephrase
relation (3.7) by saying that Z0 ∩ L has the same distribution as Z(L)m for νm-almost all L ∈ G(n,m).
For r 6= 1, there is no meaningful notion of lower-dimensional typical faces, because of the lack
of translation invariance. However, in view of the discussion for r = 1 above, we consider for general
r > 0 sections of the zero cell Z0 with an m-dimensional subspace L ∈ G(n,m) as analogues of the
m-volume weighted typical m-face Z
(L)
m with given direction L. On the other hand, one can think of
Z
(L)
m as the zero cell of the sectional tessellation X ∩ L, which is defined as
X ∩ L =
∑
H∈X,H∩L 6=∅
δH∩L .
Since X ∩ L is a Poisson process of (m− 1)-dimensional hyperplanes within L, it is characterized by
its intensity measure ΘL. The next result expresses ΘL in terms of the underlying hyperplane process
X and L.
Proposition 3.12. Let m ∈ {1, . . . , n − 1} and L ∈ G(n,m). Then,
ΘL( · ) = γm
ωm
∫
SL
∫
R
1
{
t u+ (u⊥ ∩ L) ∈ ·} |t|r−1 dtHm−1(du)
with γm =
ωmωn+r
ωnωm+r
γ.
Proposition 3.12 allows us to translate all results derived in Section 3.1 for the zero cell Z0 to
intersections of Z0 with a fixed subspace L ∈ G(n,m), since Z0 ∩ L is the zero cell of the sectional
tessellation X∩L. The only difference is that the parameter γ has to be replaced by γm. For example,
Theorem 3.1 implies that for all m ∈ {1, . . . , n − 1}, ℓ ∈ {1, . . . ,m} and L ∈ G(n,m),
Efm−ℓ(Z0 ∩ L) = cr(m, ℓ) γℓm EV˜ Eℓ(1−r)(Z0 ∩ L|E) ,
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where E = span{e1, . . . , eℓ} and cr(m, ℓ) is the constant from Theorem 3.1. Moreover,
Ef0(Z0 ∩ L) = κm
r
(
r
2
ωr+1
ωr+m
)m
cr(m)
with cr(m) as in Corollary 3.3. For the constant c1(m) we get
c1(m) = m!κ
m
m−1 κm
as a consequence of [40, Theorem 8.2.2]. Thus, also Ef0(Zm) = m! 2
−m κ2m, a value known from [38,
Theorem 2]. Similarly, the result of Theorem 3.7 transfers to the ℓ-skeleton of Z0 ∩ L.
To prepare for the results in Section 3.4, we need bounds for higher moments of the volume of
Z0 ∩ L. The following is a re-formulation of Proposition 1 in [18] with Z0 replaced by Z0 ∩ L and γ
by γm.
Proposition 3.13. Let m ∈ {1, . . . , n − 1}, k ∈ N and L ∈ G(n,m). Then,
Γ
(m
r
+ 1
)k
κkm
(
r
ωnωr+1
2γωn+r
) km
r
≤ EV km(Z0 ∩ L) ≤ Γ
(
km
r
+ 1
)
κkm
(
r
ωnωr+1
2γωn+r
) km
r
.
In particular, for k = 1 we have the exact formula
EVm(Z0 ∩ L) = Γ
(m
r
+ 1
)
κm
(
r
ωnωr+1
2γωn+r
)m
r
.
Remark 3.14. Proposition 3.13 continues to hold form = n, in which case Z0∩L has to be interpreted
as Z0 itself. In particular, the mean volume of Z0 equals
(3.8) EVn(Z0) = Γ
(n
r
+ 1
)
κn
(
r
ωnωr+1
2γωn+r
)n
r
,
see Proposition 1 in [18].
To rephrase bounds for the variance var(Vm(Z0 ∩ L)) of Vm(Z0 ∩ L), we need auxiliary notation
and results from [18, Section 4]. Firstly, we need the quantity E(m, r) which is defined for m ∈ N and
r > 0 as an involved multiple integral, see [18]. Instead of stating its definition we recall upper and
lower bounds derived in [18, Lemma 5], which are the only information about E(m, r) needed later.
Namely, if r > 0 and m ≥ 3, then
c
(
1 + rm
)− 1
2
√
r + 1
2
m
2
(
1 +
r
2m
)−m
2
(
1 +
m
m+ r
)−m+r
2
≤ E(m, r) ≤ C (1 +
r
m )√
r + 1
2
m
2
(
1 +
r
2m
)−m
2
(
1 +
m
m+ r
)−m+r
2
(3.9)
with constants c, C > 0 which are independent of r and m. For integers 0 < m < n we also introduce
the quantity D(n,m, r) by
(3.10) D(n,m, r) =
mκ2m
r
Γ
(
2m
r
+ 1
) (
r
4γ
ωnωr+1
ωn+r
)2m
r
.
It corresponds to D(m, r) in [18, Section 4] with γ replaced by γm there. Now, the following bounds
are direct consequences of Theorem 2 in [18].
Proposition 3.15. For m ∈ {1, . . . , n− 1} and L ∈ G(n,m) we have
D(n,m, r)E(m, r) ≤ var(Vm(Z0 ∩ L)) ≤ 4 2mr +1D(n,m, r)E(m, r) .
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3.4 Relation to the hyperplane conjecture
Recall that the hyperplane conjecture asserts the existence of a universal constant c > 0 such that for
any convex body K ⊂ Rn of volume one there is a hyperplane L ∈ A(n, n − 1) with
Vn−1(K ∩ L) > c .
In this section, we show that the hyperplane conjecture holds asymptotically almost surely for the
suitably normalized zero cells generated by the hyperplane process X with distance exponent r = b nα
where b > 0 and α > 1/2 or b >
√
8 and α = 1/2. This implies in particular that the hyperplane
conjecture holds asymptotically almost surely for the typical cell of a translation invariant Poisson-
Voronoi tessellation. We start with the following consequence of Propositions 3.13 and 3.15.
Corollary 3.16. Let r = b nα with b > 0 and α ∈ R. Let Z0 be the zero cell of a Poisson hyperplane
process with distance exponent r and intensity γ̂(r, n) given by
(3.11) γ̂(r, n) =
r
2
ωnωr+1
ωn+r
(
Γ
(n
r
+ 1
)
κn
)r/n
.
Then EVn(Z0) = 1 for all choices of r and n ≥ 2. Let ℓ ∈ N0 be fixed and let L ∈ G(n, n − ℓ). Then
as n→∞ we obtain that
lim
n→∞EVn−ℓ(Z0 ∩ L) =

0 : α < 0 and ℓ > 0
e−
ℓ
b
+ ℓ
2 : α = 0
eℓ/2 : α > 0
and
var(Vn−ℓ(Z0 ∩ L))→

∞ : α < 0 and ℓ = 0
open : α < 0 and ℓ > 0
∞ : α = 0
open : α ∈ (0, 1/2) or
α = 1/2 and b ∈ (0,√8 ]
0 : α = 1/2 and b >
√
8 or
α > 1/2,
where ‘open’ means that the behaviour cannot be deduced from Proposition 3.15 since the lower bound
converges to zero and the upper bound to ∞. Furthermore, the rate of convergence for α = 1/2 and
b >
√
8 or α > 1/2 is given as follows:
(i) If α = 1/2 and b >
√
8, then
(2−b/2 − ǫ)
√
n ≤ var(Vn−ℓ(Z0 ∩ L)) ≤ (24/b−b/2 + ǫ)
√
n ,
for every ǫ ∈ (0, 2−b/2) and all n ≥ Nε, for some Nε ∈ N.
(ii) If 1/2 < α < 1, then
(2−b/2 − ǫ)nα ≤ var(Vn−ℓ(Z0 ∩ L)) ≤ (2−b/2 + ǫ)nα ,
for every ǫ ∈ (0, 2−b/2) and all n ≥ Nε, for some Nε ∈ N.
(iii) If α = 1, then
c1
1√
n
(
4(b+ 1)b+1
(b+ 2)b+2
)n/2
≤ var(Vn−ℓ(Z0 ∩ L)) ≤ c2 1√
n
(
4(b+ 1)b+1
(b+ 2)b+2
)n/2
with constants c1, c2 > 0 not depending on n.
11
(iv) If α > 1, then (
c1n
1−α)n/2 ≤ var(Vn−ℓ(Z0 ∩ L)) ≤ (c2n1−α)n/2
with constants c1, c2 > 0 not depending on n.
Since the hyperplane conjecture refers to convex bodies with volume one, we define the normalized
zero cell Z0 by Z0 = (Vn(Z0))
−1/n Z0. Hence, for L ∈ G(n, n − 1), we have
Vn−1(Z0 ∩ L) = (Vn(Z0))−(n−1)/n Vn−1(Z0 ∩ L) .
We can now present the main result of this section.
Theorem 3.17. Let r = b nα with b > 0 and α > 1/2 or b >
√
8 and α = 1/2, and let the
intensity of the underlying hyperplane process X be given as at (3.11). Then, for any ε ∈ (0,√e) and
L ∈ G(n, n − 1) it holds that
P
(
Vn−1(Z0 ∩ L) >
√
e− ε) ≥ 1− C ε−2H(α, b, n),
where
H(α, b, n) =

(
22/b−b/4
)√n
: α = 1/2 and b >
√
8(
2−b/4
)nα
: 1/2 < α < 1
1√
n
(
4(b+1)b+1
(b+2)b+2
)n/2
: α = 1
(C n1−α)n/2 : α > 1
with n ≥ Nε, for some Nε ∈ N, and with a constant C > 0 not depending on n. In particular, the
hyperplane conjecture holds asymptotically almost surely for the normalized zero cell Z0 in the sense
that
lim
n→∞P(Vn−1(Z0 ∩ L) >
√
e− ε) = 1
for all ε ∈ (0,√e) and L ∈ G(n, n − 1).
Remark 3.18. It is interesting to compare the result of the previous theorem with another approach
to the hyperplane conjecture. Namely, it is known that if K is a convex body in Rn with unit volume,
then
(3.12) sup
L∈A(n,n−1)
Vn−1(K ∩ L) ≥ C
LK
,
where C > 0 is a universal constant and LK denotes the isotropic constant of K (see [24]). Hence, if
one could show the existence of a constant c > 0 with LK ≤ c for every convex body K of unit volume
and dimension n, the hyperplane conjecture would follow immediately. To connect (3.12) with our
analysis from Section 3.5, let us recall from [2] that for polytopes P ⊂ Rn with volume 0 < Vn(P ) <∞
one has the relation
(3.13) LP ≤ C ′
√
f0(P )
n
for an absolute constant C ′ > 0 not depending on P or n. For distance exponents r = b nα with b > 0
and α > 0 and intensities given by (3.11), we can find – as a consequence of Theorem 3.21 – constants
0 < c1, c2 <∞ such that
(c1 n
α)n/2 ≤ Ef0(Z0) = Ef0(Z0) ≤ (c2 nα)n/2 .
This strongly suggests that the result of Theorem 3.17 cannot be derived by combining (3.12) with
(3.13).
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Remark 3.19. So far, we have considered the case r = b nα with α > 1/2 or α = 1/2 and b >
√
8
only. In fact, for α ≤ 0 our method, which is based on the use of Chebychev’s inequality, does not
lead to a result similar to that of Theorem 3.17. This is due to the fact that for α ≤ 0 the variance
of Vn(Z0) tends to ∞ as n→∞. For 0 < α < 1/2 or α = 1/2 and b ≤
√
8 the asymptotic behaviour
of the variance is still open. Searching for a counterexample to the hyperplane conjecture, the case
α < 0 seems to be most promising because then for every hyperplane L ∈ G(n, n − 1) the expected
sectional volume EVn−1(Z0 ∩ L) converges to zero.
3.5 High dimensional limits
In this section we investigate the behaviour of the isoperimetric ratio and of the f -vector of the zero
cells Z0, as the space dimension n tends to infinity. To start with, let us define for a random convex
body K ⊂ Rn the isoperimetric ratio In(K) of half the expected surface area and the expected volume
by
In(K) = (EVn−1(K))
n/(n−1)
EVn(K)
.
In this context, we call a function ϕ : N→ R a gauge function for a sequence of random convex bodies
Kn ⊂ Rn if
lim
n→∞ϕ(n)In(Kn) = 1 .
For example, ϕ(n) = 1√
2πe
n−1/2 defines a gauge function for the Euclidean unit ball, interpreted as
the constant random convex body K ≡ Bn.
Theorem 3.20. If the distance exponent is r = b nα for some b > 0 and α ∈ R, then a gauge function
for the zero cell Z0 is
ϕ(n) =

b
2
√
e
nα−1
(
1− 1n
)−n1−α
: α < 0
e
1
b
− 1
2
ωb
ωb+1
n−1 : α = 0√
b
2πe n
−(1−α/2) : 0 < α < 1√
b
(b+1)(2eπ) n
−1/2 : α = 1
1√
2πe
n−1/2 : α > 1 .
This result is independent of the intensity, since the intensities cancel out in the ratio. The most
surprising observation is that only for α < 0 the gauge function is divergent, as n tends to infinity, since
the term
(
1− 1n
)−n1−α
grows exponentially fast. This indicates that for negative α the asymptotic
nature of the zero cell is fundamentally different. Theorem 3.20 in particular covers the case of the
zero cell of a rotation and translation invariant Poisson hyperplane tessellation (r = 1) and that of the
typical cell of a translation invariant Poisson-Voronoi tessellation (r = n) and highlights the different
shapes of these cells in high dimensions. Comparing the gauge functions with that of a ball, we roughly
speaking see that typical Poisson-Voronoi cells are approximately spherical in the mean, whereas the
shape of the zero cell for r = 1 is degenerate, in this sense.
Next we investigate the behaviour of the f -vector of the zero cell Z0 in different asymptotic regimes.
The limiting behaviour of the bounds from (3.5) in Corollary 3.6 can be obtained by applying Stirling’s
formula. This yields the growth rate for the expected number of vertices of the zero cell in the general
regime r = b nα with b > 0 and α ∈ R. Since Z0 is almost surely a simple polytope, f1(Z0) = n2 f0(Z0)
almost surely, and thus we also obtain a corresponding result for the number of edges. A refinement
of this argument, based on (3.4) in Corollary 3.6, exhibits the asymptotic behaviour for the other face
numbers as well.
Theorem 3.21. Let r = b nα with b > 0 and α ∈ R. Let ℓ ∈ N0 be fixed.
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(i) If α < 0, then
lim
n→∞
n
√
Efℓ(Z0) = 2.
(ii) If α = 0, then
lim
n→∞
n
√
Efℓ(Z0) =
ωb+1
κb
.
(iii) If α > 0, then
lim
n→∞n
−α/2 n√
Efℓ(Z0) =
√
2πb.
In (i) and (ii) of the following theorem, our approach yields lim inf
n→∞
n
√
Efn−ℓ(Z0) ≥ 1, which is
trivial and therefore not stated as part of the result.
Theorem 3.22. Let r = b nα with b > 0 and α ∈ R. Let ℓ ∈ N be fixed.
(i) If α ≤ 0, then
lim sup
n→∞
n
√
Efn−ℓ(Z0) ≤
{
2 : α < 0
ωb+1
κb
: α = 0.
(ii) If α ∈ (0, 1), then
lim sup
n→∞
n−α/2 n
√
Efn−ℓ(Z0) ≤
√
2πb.
(iii) If α = 1, then
√
1 + b
(
1 +
1
b
) b
2
≤ lim inf
n→∞
n
√
Efn−ℓ(Z0), lim sup
n→∞
n−
α
2
n
√
Efn−ℓ(Z0) ≤
√
2πb.
(iv) If α > 1, then
√
eb ≤ lim inf
n→∞ n
1−α
2
n
√
Efn−ℓ(Z0), lim sup
n→∞
n−
α
2
n
√
Efn−ℓ(Z0) ≤
√
2πb.
In the preceding two theorems, we considered the growth rates of Efℓ(Z0) and of Efn−ℓ(Z0) for
fixed ℓ and n → ∞. We complement the picture by studying an intermediate regime, where ℓ is
proportional to n, that is, ℓ = ⌊an⌋ with a ∈ (0, 1).
Theorem 3.23. Let r = b nα with b > 0 and α ∈ R. Let a ∈ (0, 1) and ℓ = ⌊an⌋. Put c(a) =
(aa(1− a)1−a)−1.
(i) If α < 0, then
21−a ≤ lim inf
n→∞
n
√
Efℓ(Z0), lim sup
n→∞
n
√
Efℓ(Z0) ≤ 2 c(a) .
(ii) If α = 0, then(
ωb+1
κb
)1−a
≤ lim inf
n→∞
n
√
Efℓ(Z0), lim sup
n→∞
n
√
Efℓ(Z0) ≤ c(a) ωb+1
κb
.
(iii) If α > 0, then
lim sup
n→∞
n−α/2 n
√
Efℓ(Z0) ≤ c(a)
√
2πb ,
lim inf
n→∞ n
−α(1−a)/2 n√
Efℓ(Z0) ≥
{√
2πb
1−a
: α ∈ (0, 1)√
2πb
1−a (
1 + ba
) a
2
(
1 + ab
) b
2 : α = 1
and
lim inf
n→∞ n
−(α−a)/2 n√
Efℓ(Z0) ≥
√
2πb
1−a
(
eb
a
)a
2
, α > 1 .
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4 Proofs
4.1 Preparations
We will often use the following well-known fact: if X is a non-negative random variable with EXp <∞
for some integer p ≥ 1, then
(4.1) EXp = p
∞∫
0
sp−1 P(X > s) ds .
Let us recall the multivariate Mecke formula for the Poisson hyperplane process X, see [40, Corol-
lary 3.2.3]. It is one of our main tools to establish the identity stated in Theorem 3.1. For ℓ ∈ N and
any non-negative measurable function f depending on ℓ hyperplanes and on X, it states that
E
∑
(H1,...,Hℓ)∈Xℓ6=
f(H1, . . . ,Hℓ,X)
=
∫
A(n,n−1)ℓ
Ef(H1, . . . ,Hℓ,X + δH1 + . . .+ δHℓ)Θ
ℓ
(
d(H1, . . . ,Hℓ)
)
,
(4.2)
where X+ δH1 + . . .+ δHℓ is the Poisson hyperplane process X with the hyperplanes H1, . . . ,Hℓ added
and Xℓ6= denotes the set of all (H1, . . . ,Hℓ) with Hi ∈ X for i = 1, . . . , n and Hi 6= Hj for i 6= j.
In the following, we will need an expression for the Θ-measure of the set of hyperplanes that
intersect a line segment having one of its endpoints at the origin. Recall that Θ is given by (2.4).
Lemma 4.1. If z ∈ Rn, then
Θ
(
A[0,z]
)
=
2γ
r
ωr+n
ωnωr+1
‖z‖r ,
where A[0,z] = {H ∈ A(n, n − 1) : H ∩ [0, z] 6= ∅} is the set of hyperplanes which intersect the line
segment [0, z] = {sz : s ∈ [0, 1]}.
Proof. Using (2.4) we can write
Θ
(
A[0,z]
)
=
γ
ωn
∫
Sn−1
∫
R
1
{
H(u, t) ∩ [0, z] 6= ∅} |t|r−1 dtHn−1(du)
=
2γ
ωn
∫
Sn−1
∞∫
0
1
{
0 ≤ t ≤ 〈z, u〉+
}
tr−1 dtHn−1(du)
=
2γ
ωn
‖z‖r
r
∫
Sn−1
〈ez , u〉r+ Hn−1(du) ,
where ez ∈ Sn−1 is such that z = ‖z‖ez . Expressing u ∈ Sn−1 as u = cos θ ez + sin θ v with 0 ≤ θ ≤ π
and v ∈ Sn−1 ∩ e⊥z and using (2.3), we obtain∫
Sn−1
〈ez , u〉r+Hn−1(du) =
π∫
0
∫
Sn−1∩e⊥z
max{0, 〈ez , cos θ ez + sin θ v〉}rHn−2(dv) (sin θ)n−2 dθ
= ωn−1
π/2∫
0
(cos θ)r(sin θ)n−2 dθ =
ωr+n
ωr+1
.
Thus,
Θ(A[0,z]) =
2γ
r
ωr+n
ωnωr+1
‖z‖r ,
which completes the proof.
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4.2 Proof of Theorem 3.1 and its corollaries
Proof of Theorem 3.1. For ℓ ∈ {0, . . . , n}, any (n − ℓ)-dimensional face F ∈ Fn−ℓ(Z0) of Z0 is the
intersection Z0 ∩ H1 ∩ . . . ∩ Hℓ of the zero cell with ℓ hyperplanes from X. On the other hand, it
follows as in the proof of [40, Theorem 4.4.5] that almost surely any ℓ distinct hyperplanes from
X have linearly independent normal vectors. Therefore, almost surely every nonempty intersection
Z0 ∩ H1 ∩ . . . ∩Hℓ of the zero cell with ℓ hyperplanes from X is an (n − ℓ)-dimensional face of Z0.
Thus, we can re-write Efn−ℓ(Z0) as
Efn−ℓ(Z0) =
1
ℓ!
E
∑
(H1,...,Hℓ)∈Xℓ6=
1{H1 ∩ . . . ∩Hℓ ∩ Z0 6= ∅}
and use the multivariate Mecke formula (4.2) together with (2.4) to see that
Efn−ℓ(Z0) =
1
ℓ!
(
γ
ωn
)ℓ
E
∫
(Sn−1)ℓ
∫
Rℓ
1{H(u1, t1) ∩ . . . ∩H(uℓ, tℓ) ∩ Z0 6= ∅}
× |t1 · · · tℓ|r−1 d(t1, . . . , tℓ)Hℓ(n−1)
(
d(u1, . . . , uℓ)
)
.
Fix linearly independent u1, ..., uℓ ∈ Sn−1 and put U = span{u1, . . . , uℓ}. For t1, . . . , tℓ ∈ R let
T (t1, . . . , tℓ) be the intersection point of the hyperplanes H(u1, t1), . . . ,H(uℓ, tℓ) with U . The mapping
T : Rℓ → U is bijective and its inverse is given by T−1(z) = (〈z, u1〉, . . . , 〈z, uℓ〉). The Jacobian of T−1
is ∇ℓ(u1, ..., uℓ), that is, the ℓ-dimensional volume of the parallelepiped spanned by u1, . . . , uℓ, see [37,
Equation (13)]. Moreover, we have
H(u1, t1) ∩ . . . ∩H(uℓ, tℓ) ∩ Z0 6= ∅
if and only if
(
T (t1, . . . , tℓ) + U
⊥) ∩ Z0 6= ∅ which is equivalent to T (t1, . . . , tℓ) ∈ Z0|U . Thus,
Efn−ℓ(Z0) =
1
ℓ!
(
γ
ωn
)ℓ
E
∫
(Sn−1)ℓ
∫
U
∇ℓ(u1, . . . , uℓ)1{z ∈ Z0|U}
×
ℓ∏
j=1
|〈uj , z〉|r−1Hℓ(dz)Hℓ(n−1)
(
d(u1, . . . , uℓ)
)
.
Since the integrand is symmetric in u1, . . . , uℓ ∈ Sn−1 we can replace the integration over
(
S
n−1)ℓ by
an integration over (G(n, 1))ℓ. Then, we apply in a second step an integral-geometric transformation
formula of Blaschke-Petkantschin-type, [40, Theorem 7.2.3] (alternatively, the more general Theorem
1 in [3] can be applied directly), which implies that the integration over (G(n, 1))ℓ is replaced by an
integration over G(n, ℓ). Thus, we obtain
Efn−ℓ(Z0) =
b
ℓ!
(
γ
ωn
)ℓ
E
∫
G(n,ℓ)
∫
(SL)ℓ
∫
L
∇ℓ(u1, . . . , uℓ)n−ℓ+1 1{z ∈ Z0|U}
×
ℓ∏
j=1
|〈uj , z〉|r−1Hℓ(dz)Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
νℓ(dL)
=
b
ℓ!
(
γ
ωn
)ℓ
E
∫
G(n,ℓ)
∫
(SL)ℓ
∫
L
∇ℓ(u1, . . . , uℓ)n−ℓ+1 ‖z‖ℓ(r−1) 1{z ∈ Z0|L}
×
ℓ∏
j=1
|〈uj , ez〉|r−1Hℓ(dz)Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
νℓ(dL),
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where ez is a unit vector such that z = ‖z‖ ez . The precise value of the constant b follows from
Equation (7.12) in [40] and equals
(4.3) b =
ωn−ℓ+1 · · ·ωn
ω1 · · ·ωℓ .
Let E = span {e1, . . . , eℓ} and ̺ ∈ SOn be such that ̺L = E and ̺ez = eℓ. Then∫
(SL)ℓ
∇ℓ(u1, . . . , uℓ)n−ℓ+1
ℓ∏
j=1
|〈uj , ez〉|r−1Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
=
∫
(SL)ℓ
∇ℓ(̺u1, . . . , ̺uℓ)n−ℓ+1
ℓ∏
j=1
|〈̺uj , ̺ez〉|r−1Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
=
∫
(SE)ℓ
∇ℓ(u1, . . . , uℓ)n−ℓ+1
ℓ∏
j=1
|〈uj , eℓ〉|r−1Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
=: c,
which is independent of z and L. Using the isotropy of Z0, we obtain
Efn−ℓ(Z0) =
bc
ℓ!
(
γ
ωn
)ℓ
E
∫
G(n,ℓ)
∫
L
‖z‖ℓ(r−1) 1{z ∈ Z0|L}Hℓ(dz) νℓ(dL)
=
bc
ℓ!
(
γ
ωn
)ℓ
E
∫
E
‖z‖ℓ(r−1) 1{z ∈ Z0|E}Hℓ(dz) .
The claim follows by writing
Efn−ℓ(Z0) =
bc
ℓ!
(
γ
ωn
)ℓ
E
∫
SE
̺Z0|E(u)∫
0
sℓr−1 dsHℓ−1(du)
=
1
rℓ
bc
ℓ!
(
γ
ωn
)ℓ
E
∫
SE
̺Z0|E(u)
ℓrHℓ−1(du)
=
1
r
bc
ℓ!
(
γ
ωn
)ℓ
EV˜ Eℓ(1−r)(Z0|E)
with cr(n, ℓ) =
1
r
bc
ℓ!ω
−ℓ
n .
Proof of Corollary 3.3. Using the definition of cr(n) in the statement of the corollary, the identity for
ℓ = n in Theorem 3.1 reads as follows:
Ef0(Z0) =
1
r
1
n!
ω−nn cr(n) γ
n
EV˜n(1−r)(Z0) .
Using the definition of the dual intrinsic volume we find that
EV˜n(1−r)(Z0) =
1
n
E
∫
Sn−1
̺Z0(u)
nrHn−1(du) .
We next use identity (4.1) and obtain together with the isotropy of Z0 that
1
n
E
∫
Sn−1
̺Z0(u)
nrHn−1(du) = ωn
n
nr
∞∫
0
snr−1 P(̺Z0(en) > s) ds .
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Since Z0 is the zero cell of the Poisson hyperplane process X, which has intensity measure Θ, we have
P(̺Z0(en) > s) = e
−Θ(A[0,sen]). Lemma 4.1 then implies that
Ef0(Z0) =
1
n!
ω−nn cr(n) γ
n ωn
∞∫
0
snr−1 e−
2γ
r
ωr+n
ωnωr+1
sr
ds .
The proof is completed by a straightforward integration.
Proof of Corollary 3.4. We start with the lower bound. By Theorem 3.1 we have
Efn−ℓ(Z0) = cr(n, ℓ) γℓ EV˜ Eℓ(1−r)(Z0|E) = cr(n, ℓ) γℓ
1
ℓ
E
∫
SE
̺Z0|E(u)
ℓrHℓ−1(du)
with E = span{e1, . . . , eℓ}. Observe that, since u ∈ SE,
̺Z0|E(u) ≥ ̺Z0∩E(u) = ̺Z0(u) .
For u ∈ SE and s ≥ 0, we combine (4.1) with Lemma 4.1 to see that
Efn−ℓ(Z0) ≥ cr(n, ℓ) γℓ ωℓ
ℓ
rℓ
∞∫
0
srℓ−1 P(̺Z0(u) > s) ds .
The lower bound follows now as in the proof of Corollary 3.3.
If P ⊂ Rn is a simple polytope, then each vertex is contained in precisely (nj) faces of dimension j
and each j-face has at least j + 1 vertices. Hence, a simple counting argument yields
fj(P ) ≤ 1
j + 1
(
n
j
)
f0(P ), 1 ≤ j ≤ n− 1.
This implies the upper bound, since the zero cell is almost surely a simple polytope.
4.3 Proof of Proposition 3.5
Obviously, the relation holds for ℓ = 1. For ℓ ∈ {2, . . . , n}, using spherical coordinates we obtain that∫
(Sℓ−1)ℓ
∇ℓ(u1, . . . , uℓ)n−ℓ+1
ℓ∏
j=1
|〈uj , eℓ〉|r−1Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
=
∫
(0,π)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ
∇ℓ(cos θ1 eℓ + sin θ1 v1, . . . , cos θℓ eℓ + sin θℓ vℓ)n−ℓ+1
×
ℓ∏
j=1
(| cos θj|r−1(sin θj)ℓ−2)Hℓ(ℓ−2)(d(v1, . . . , vℓ)) d(θ1 . . . θℓ) .
(4.4)
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Next we use multilinearity and Laplace’s expansion for the determinant to see that the last expression
equals
2ℓ
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ
∣∣∣ ℓ∑
j=1
(−1)j cos θj sin θ1 · · · sin θj−1 sin θj+1 · · · sin θℓ
× det(v1, . . . , vj−1, vj+1, . . . , vℓ)
∣∣∣n−ℓ+1 ℓ∏
j=1
(
(cos θj)
r−1(sin θj)ℓ−2
)
Hℓ(ℓ−2)(d(v1, . . . , vℓ)) d(θ1 . . . θℓ)
= 2ℓ
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ
∣∣∣∣∣∣
ℓ∑
j=1
(−1)j cos θj
sin θj
det(v1, . . . , vj−1, vj+1, . . . , vℓ)
∣∣∣∣∣∣
n−ℓ+1
×
ℓ∏
j=1
(
(cos θj)
r−1(sin θj)n−1
)Hℓ(ℓ−2)(d(v1, . . . , vℓ)) d(θ1 . . . θℓ) .
(4.5)
Using Ho¨lder’s inequality, it follows for a measurable function f : Sℓ−1 ∩ e⊥ℓ → R that ∫
Sℓ−1∩e⊥
ℓ
|f(v)|n−ℓ+1Hℓ−2(dv)

1
n−ℓ+1
≥ ω−
n−ℓ
n−ℓ+1
ℓ−1
∫
Sℓ−1∩e⊥
ℓ
|f(v)| Hℓ−2(dv) ,
which implies that
2ℓ
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ
∣∣∣∣∣∣
ℓ∑
j=1
(−1)j cos θj
sin θj
det(v1, . . . , vj−1, vj+1, . . . , vℓ)
∣∣∣∣∣∣
n−ℓ+1
×
ℓ∏
j=1
(
(cos θj)
r−1(sin θj)n−1
)Hℓ(ℓ−2)(d(v1, . . . , vℓ)) d(θ1 . . . θℓ)
= 2ℓ
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ−1
 ∫
Sℓ−1∩e⊥
ℓ
∣∣∣∣∣∣
ℓ∑
j=1
(−1)j cos θj
sin θj
det(v1, . . . , vj−1, vj+1, . . . , vℓ)
∣∣∣∣∣∣
n−ℓ+1
Hℓ−2(dv1)

×
ℓ∏
j=1
(
(cos θj)
r−1(sin θj)n−1
)H(ℓ−1)(ℓ−2)(d(v2, . . . , vℓ)) d(θ1 . . . θℓ)
≥ 2ℓ
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ−1
ω
−(n−ℓ)
ℓ−1
×
 ∫
Sℓ−1∩e⊥
ℓ
∣∣∣∣∣∣
ℓ∑
j=1
(−1)j cos θj
sin θj
det(v1, . . . , vj−1, vj+1, . . . , vℓ)
∣∣∣∣∣∣Hℓ−2(dv1)

n−ℓ+1
×
ℓ∏
j=1
(
(cos θj)
r−1(sin θj)n−1
)H(ℓ−1)(ℓ−2)(d(v2, . . . , vℓ)) d(θ1 . . . θℓ) .
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This is made smaller by taking the inner integral into the absolute values, which yields∫
(Sℓ−1)ℓ
∇ℓ(u1, . . . , uℓ)n−ℓ+1
ℓ∏
j=1
|〈uj , eℓ〉|r−1 Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
≥ 2ℓ
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ−1
ω
−(n−ℓ)
ℓ−1
∣∣∣∣∣∣∣
ℓ∑
j=1
(−1)j cos θj
sin θj
∫
Sℓ−1∩e⊥
ℓ
det(v1, . . . , vj−1, vj+1, . . . , vℓ)Hℓ−2(dv1)
∣∣∣∣∣∣∣
n−ℓ+1
×
ℓ∏
j=1
(
(cos θj)
r−1(sin θj)n−1
)H(ℓ−1)(ℓ−2)(d(v2, . . . , vℓ)) d(θ1 . . . θℓ)
= 2ℓ ωℓ−1

π
2∫
0
(cos θ1)
n−ℓ+r (sin θ1)ℓ−2 dθ1


π
2∫
0
(cos θ)r−1 (sin θ)n−1 dθ

ℓ−1
×
∫
(Sℓ−1∩e⊥
ℓ
)ℓ−1
∇ℓ−1(v1, . . . , vl−1)n−ℓ+1H(ℓ−1)(ℓ−2)
(
d(v1, . . . , vℓ−1)
)
,
since
ℓ∑
j=1
(−1)j cos θj
sin θj
∫
Sℓ−1∩e⊥
ℓ
det(v1, . . . , vj−1, vj+1, . . . , vℓ)Hℓ−2(dv1) = −cos θ1
sin θ1
ωℓ−1 det(v2, . . . , vℓ) .
The integrals in the first two brackets can be evaluated directly using (2.3). They equal
ωn+r
ωn−ℓ+r+1ωℓ−1
and
(
ωn+r
ωrωn
)ℓ−1
,
respectively. The remaining factor can be treated by means of the Blaschke-Petkanschin formula [40,
Theorem 7.2.3] (applied backwards with d = n, p = q = ℓ− 1, r1 = . . . = rℓ−1 = 1 and f ≡ 1 there).
This gives ∫
(Sℓ−1∩e⊥
ℓ
)ℓ−1
∇ℓ−1(v1, . . . , vℓ−1)n−ℓ+1H(ℓ−1)(ℓ−2)
(
d(v1, . . . , vℓ−1)
)
= ωℓ−1n
ω1 . . . ωℓ−1
ωn−ℓ+2 . . . ωn
.
Now the lower estimate follows immediately.
To obtain an upper bound, we use the inequality
ℓ∑
j=1
|xj | ≤ ℓ
n−ℓ
n−ℓ+1
 ℓ∑
j=1
|xj|n−ℓ+1
 1n−ℓ+1 ,
valid for arbitrary real numbers x1, . . . , xℓ as a consequence of Ho¨lder’s inequality, to see that
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ
∣∣∣∣∣∣
ℓ∑
j=1
(−1)j cos θj
sin θj
det(v1, . . . , vj−1, vj+1, . . . , vℓ)
∣∣∣∣∣∣
n−ℓ+1
×
ℓ∏
j=1
(
(cos θj)
r−1(sin θj)n−1
)Hℓ(ℓ−2)(d(v1, . . . , vℓ)) d(θ1 . . . θℓ)
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≤ ℓn−ℓ
∫
(0,π
2
)ℓ
∫
(Sℓ−1∩e⊥
ℓ
)ℓ
ℓ∑
j=1
∣∣∣∣cos θjsin θj det(v1, . . . , vj−1, vj+1, . . . , vℓ)
∣∣∣∣n−ℓ+1
×
ℓ∏
j=1
(
(cos θj)
r−1(sin θj)n−1
)Hℓ(ℓ−2)(d(v1, . . . , vℓ))d(θ1 . . . θℓ) .(4.6)
To complete the proof of the upper bound, we combine (4.4) with (4.5) and then, the inequality (4.6)
eventually leads to the estimate cr(n, ℓ) ≤ ℓn−ℓ+1A(n, ℓ, r), which completes the proof. 
Proof of Corollary 3.6. The bounds for Ef0(Z0) follow from Corollary 3.3 and the bounds for
cr(n, n) in Proposition 3.5 if cr(n) = rn!ω
n
ncr(n, n) is used.
For ℓ ∈ {1, . . . , n−1} the bounds for Efn−ℓ(Z0) are obtained by substituting the bounds for cr(n, ℓ)
from Proposition 3.5 into the bounds from Corollary 3.4 and by using the upper bound for Ef0(Z0).
4.4 Proof of Theorem 3.7
Arguing as at the beginning of the proof of Theorem 3.1, we see that
EHn−ℓ(skeln−ℓ(Z0)) = 1
ℓ!
E
∑
(H1,...,Hℓ)∈Xℓ6=
Hn−ℓ(Z0 ∩H1 ∩ . . . ∩Hℓ) .
We can proceed as in the first part of the proof of Theorem 3.1 and obtain with b as at (4.3) that
EHn−ℓ(skeln−ℓ(Z0))
= b
1
ℓ!
(
γ
ωn
)ℓ
E
∫
G(n,ℓ)
∫
(SL)ℓ
∫
L
∇ℓ(u1, . . . , uℓ)n−ℓ+1Hn−ℓ((u⊥1 + z) ∩ . . . ∩ (u⊥ℓ + z) ∩ Z0)
×
ℓ∏
j=1
|〈uj , z〉|r−1Hℓ(dz)Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
νℓ(dL)
= b
1
ℓ!
(
γ
ωn
)ℓ
E
∫
G(n,ℓ)
∫
(SL)ℓ
∫
L
∇ℓ(u1, . . . , uℓ)n−ℓ+1Hn−ℓ((z + L⊥) ∩ Z0)
×
ℓ∏
j=1
|〈uj , z〉|r−1Hℓ(dz)Hℓ(ℓ−1)
(
d(u1, . . . , uℓ)
)
νℓ(dL).
Next we argue as in the second part of the proof of Theorem 3.1. Then we arrive at
EHn−ℓ(skeln−ℓ(Z0)) = r cr(n, ℓ) γℓ E
∫
E
‖z‖ℓ(r−1)Hn−ℓ((z + E⊥) ∩ Z0)Hℓ(dz) .
Using Fubini’s Theorem, spherical coordinates, Lemma 4.1 and (2.3), we get
EHn−ℓ(skeln−ℓ(Z0)) = r cr(n, ℓ) γℓ
∫
E
‖z‖ℓ(r−1)
∫
E⊥
P(x+ z ∈ Z0) dxdz
= r cr(n, ℓ) γ
ℓ ωℓωn−ℓ
∞∫
0
∞∫
0
sℓr−1 tn−ℓ−1 P
(√
s2 + t2 e1 ∈ Z0
)
dt ds
= r cr(n, ℓ) γ
ℓ ωℓωn−ℓ
∞∫
0
e
− 2γ
r
ωr+n
ωnωr+1
xr
xℓr+n−ℓ−1 dx
π/2∫
0
(cos θ)ℓr−1(sin θ)n−ℓ−1 dθ
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= 2 cr(n, ℓ) γ
−n−ℓ
r
ωℓωℓr+n−ℓ
ωℓrω2(ℓ+n−ℓ
r
)
(
r
π
2
ωnωr+1
ωr+n
)ℓ+n−ℓ
r
.
The statement of the theorem is thus proved. 
4.5 Proofs of the formulae for r = 1
Proof of Theorem 3.8. For ℓ = 0 the relation is obvious. For ℓ ∈ {1, . . . , n} we first use the multivariate
Mecke formula (4.2) and then ℓ-times Crofton’s formula [40, Theorem 5.1.1] to see that
EFn−ℓ;j(Z0) =
1
ℓ!
E
∑
(H1,...,Hℓ)∈Xℓ6=
Vj(Z0 ∩H1 ∩ . . . ∩Hℓ)
=
γℓ
ℓ!
E
∫
A(n,n−1)ℓ
Vj(Z0 ∩H1 ∩ . . . ∩Hℓ)µℓn−1
(
d(H1 . . . dHℓ)
)
=
γℓ
ℓ!
(
κn−1
ωn
)ℓ (ℓ+ j)!
j!
κℓ+j
κj
EVℓ+j(Z0) ,
where the measure µn−1 has been defined in (2.1). This proves the claim.
Proof of Corollary 3.9. This follows by comparing the expression (3.6) for Efn−ℓ−j with that of
EFn−ℓ;j given by Theorem 3.8.
Proof of Corollary 3.10. By (3.7), for fixed L ∈ G(n,m) them-dimensional random polyhedron Z0∩L
is almost surely the zero cell of X ∩ L, the random tessellation induced by the intersection of X with
L. This sectional tessellation has intensity γL given by
γL =
ωmωn+1
ωnωm+1
γ,
independently of the subspace L, as a consequence of the rotation invariance of X, cf. [30, Equation
(3.29T)] or Proposition 3.12 with r = 1 there. Thus, applying Theorem 3.8 to the zero cell Z0 ∩ L of
X ∩ L and combining with (3.7), we get
EFm−j;i(Zm) = γ
j
L
(
i+ j
j
) (
κm−1
ωm
)j κi+j
κi
∫
G(n,m)
EVi+j(Z0 ∩ L) νm(dL) ,
which in view of (3.7) is – after simplification of the constants – the formula in Corollary 3.10.
Proof of Theorem 3.11. Let us introduce the abbreviation ψ(Zm) =
2κn−1
ωn
V1(Zm) and apply Theorem
6.1 in [7] to deduce that the conditional distribution of ψ(Zm), given fm−1(Zm) = i for some integer
i ≥ m+ 1, is a Gamma distribution with parameters i and γ and mean iγ . Thus, we get
E
[
ψ(Zm)
k | fm−1(Zm) = i
]
= γ−k
k−1∏
q=0
(i+ q), k ∈ N.
Consequently, writing pi for the probability that fm−1(Zm) = i, we conclude that
(4.7) E
[
ψ(Zm)
k
]
=
∞∑
i=m+1
pi γ
−k
k−1∏
q=0
(i+ q), k ∈ N.
Now we observe that
k−1∏
q=0
(i+ q) =
k∑
q=1
[
k
q
]
iq ,
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which in view of (4.7) implies that
Eψ(Zm)
k = γ−k
k∑
q=1
[
k
q
] ∞∑
i=m+1
pi i
q = γ−k
k∑
q=1
[
k
q
]
Ef qm−1(Zm) .
Substituting finally the expression for ψ(Zm), we complete the proof.
4.6 Proof of Proposition 3.12
By definition of X ∩ L we have
ΘL( · ) = γ
ωn
∫
Sn−1
∫
R
1{H(u, t) ∩ L ∈ · } |t|r−1 dtHn−1(du) .
The map
F :
{
SL × (0, π2 )× SL⊥ → Sn−1
(u1, θ, u2) 7→ cos(θ)u1 + sin(θ)u2
is injective and its image covers Sn−1 up to a set of measure zero. Its Jacobian is
JF (u1, θ, u2) = (cos θ)
m−1(sin θ)n−m−1.
Thus,
ΘL( · ) = γ
ωn
∫
S
L⊥
∫
SL
π
2∫
0
∫
R
1
(
H(cos(θ)u1 + sin(θ)u2, t) ∩ L ∈ ·
) |t|r−1 dt
× (cos θ)m−1(sin θ)n−m−1 dθHm−1(du1)Hn−m−1(du2) .
Moreover, a short computation shows that
H(cos(θ)u1 + sin(θ)u2, t) ∩ L =
(
t
cos(θ)
)
u1 + (u
⊥
1 ∩ L) ,
which implies together with (2.3) that
ΘL( · ) = γ
ωn
∫
S
L⊥
∫
SL
π
2∫
0
∫
R
1
((
t
cos(θ)
)
u1 + (u
⊥
1 ∩ L) ∈ ·
)
|t|r−1 dt
× (cos θ)m−1(sin θ)n−m−1 dθHm−1(du1)Hn−m−1(du2)
=
γ
ωn
∫
S
L⊥
∫
SL
π
2∫
0
∫
R
1
(
tu1 + (u
⊥
1 ∩ L) ∈ ·
) |t|r−1 dt
× (cos θ)m+r−1(sin θ)n−m−1 dθHm−1(du1)Hn−m−1(du2)
=
γ
ωn
ωn+r
ωm+r
∫
SL
∫
R
1
(
tu+ (u⊥ ∩ L) ∈ · ) |t|r−1 dtHm−1(du) .
This completes the proof. 
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4.7 Proofs related to Section 3.4
Proof of Corollary 3.16. Stirling’s formula states that
(4.8) Γ(x) =
√
2π
x
(x
e
)x
e
λ(x)
12x
with λ(x) ∈ (0, 1) for all x > 0 (see [42, Equation (12.33)] or [4, p. 24]). For two expressions
A(n), B(n), depending on n, we write A(n) ∼ B(n) as n→∞ if lim
n→∞
A(n)
B(n) = 1. The limiting relation
for EVn−ℓ(Z0∩L) follows from Proposition 3.13 by choosing the intensity as γ̂(r, n). For r = b nα with
b > 0 and α ∈ R, we apply Equation (4.8) and use for α ≥ 1 the continuity of the gamma function.
For fixed ℓ ∈ N and L ∈ G(n, n − ℓ), as n→∞ we obtain
EVn−ℓ(Z0 ∩ L) =
Γ(n−ℓr + 1)
Γ(n−ℓ2 + 1)
(
Γ(n2 + 1)
Γ(nr + 1)
)n−ℓ
n
∼
((
1− ℓ
n
)(n−ℓ)) 1r(
1− ℓ
n
)−n−ℓ
2
→

0 : α < 0
e−
ℓ
b
+ ℓ
2 : α = 0
eℓ/2 : α > 0 .
To see the variance bound, we analyse the behaviour of the quantities D(n, n − ℓ, r) and E(n − ℓ, r)
occurring in Proposition 3.15 with m = n− ℓ.
To the constant D(n, n − ℓ, r) defined in (3.10) we apply Stirling’s formula and for α ≥ 1 we use
the continuity of the gamma function on (0,∞). Thus, for fixed ℓ ∈ N and L ∈ G(n, n− ℓ), as n→∞
we deduce that
D(n, n− ℓ, r) = n− ℓ
r
(
Γ(n2 + 1)
Γ(nr + 1)
) 2(n−ℓ)
n Γ(2(n−ℓ)r + 1)
(Γ(n−ℓ2 + 1))2
2−
2(n−ℓ)
r
∼

1√
π
√
n√
r
(1− ℓn)−(n−ℓ)
((
1− ℓn
)2(n−ℓ)) 1r
: α < 1(
1− ℓn
)−(n−ℓ) (n−ℓ
r
)
2−2
(n−ℓ)
r
Γ(
2(n−ℓ)
r
+1)
(Γ(n
r
+1))
2(n−ℓ)
n
: α ≥ 1

∈
[(
e−
2
b − ǫ
)ℓ n−α
,
(
e−
2
b + ǫ
)ℓ n−α]
: α < 0 and ℓ > 0
∼ c1 n 1−α2 : α < 0 and ℓ = 0
or 0 ≤ α < 1
→ eℓ Γ(
2
b
)
(Γ( 1
b
))2
21−
2
b : α = 1
∼ c2 n1−α : α > 1 ,
where c1, c2 > 0 and ǫ ∈
(
0, e−
2
b
)
are constants not depending on n and n ≥ Nε, for some Nε ∈ N.
From inequality (3.9) we obtain
c
(
1 +
r
n− ℓ
)− 1
2
F (n− ℓ, r) ≤ E(n − ℓ, r) ≤ C
(
1 +
r
n− ℓ
)
F (n − ℓ, r),
with constants c, C > 0, independent of r and n, and
F (n− ℓ, r) = 1√
r + 1
2
n−ℓ
2
(
1 +
r
2(n − ℓ)
)−n−ℓ
2
(
1 +
n− ℓ
n− ℓ+ r
)−n−ℓ+r
2
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
= 1√
r+1
(
1
2
(
1 + 1
2n−ℓ
r
)−n−ℓ
r
(
1− 1/2
1+n−ℓ
r
)−1−n−ℓ
r
) r
2
: α ≤ 1
∼ c3 1√r
(
n
r 4
(
1 + 2(n−ℓ)r
)−1 (
1 + 11+ r
n−ℓ
)−1− r
n−ℓ
)n−ℓ
2
: α > 1

∼ c4n−α2 : α < 0
→ ((b+ 1) 2b)− 12 : α = 0
∈
[
(2−
b
2 − ǫ)nα , (2− b2 + ǫ)nα
]
: 0 < α < 1
∼ c5 1√n
(
4(b+1)b+1
(b+2)b+2
)n
2
: α = 1
∈
[(
n1−α 4be − ǫ
)n
2 ,
(
n1−α 4be + ǫ
)n
2
]
: α > 1
for constants c3, c4, c5 > 0 and ǫ ∈ (0, 2− b2 ) not depending on n and n ≥ Nε, for some Nε ∈ N. The
limiting behaviour of the additional factor in the upper bound of Proposition 3.15 is
4
2(n−ℓ)
r
+1

∼
(
4
2
b
)n1−α
: α < 1
→ 4 2b+1 : α = 1
→ 4 : α > 1.
For the behaviour of var(Vn−ℓ(Z0 ∩ L)) we thus obtain
var(Vn−ℓ(Z0 ∩ L))

∈
[
c6 n
1
2
−α, c7 n
1
2
−α
(
4
2
b
)n1−α]
: α < 0 and ℓ = 0
∈
[(
e−
2
b − ε
)ℓ n−α
,
(
4
2
b
)n1−α]
: α < 0 and ℓ > 0
∈
[
c8
√
n, c9
√
n
(
4
2
b
)n]
: α = 0
∈
[(
2−
b
2 − ε
)nα
,
(
2−
b
2 + ε
)nα (
4
2
b
)n1−α]
: 0 < α < 12
∈
[(
2−
b
2 − ε
)√n
,
(
2
4
b
− b
2 + ε
)√n]
: α = 12
∈
[(
2−
b
2 − ε
)nα
,
(
2−
b
2 + ε
)nα]
: 12 < α < 1
∼ c10 1√n
(
4(b+1)b+1
(b+2)b+2
)n
2
: α = 1
∈
[(
n1−α 4be − ε
)n
2 ,
(
n1−α 4be + ε
)n
2
]
: α > 1
for constants c6, c7, c8, c9, c10 > 0 and ε ∈
(
0, e−
2
b
)
not depending on n and n ≥ Nε, for some Nε ∈ N.
Therefore, if α < 0 and l = 0, or if α = 0, then var(Vn−ℓ(Z0 ∩L)) goes to infinity as n goes to infinity.
Observe that 4b − b2 ≥ 0 is equivalent to b ≤
√
8. Thus, the limiting behaviour of var(Vn−ℓ(Z0 ∩ L))
remains open if α < 0 and ℓ > 0, or if α ∈ (0, 12), or if α = 12 and b ∈ (0,√8]. Finally, var(Vn−ℓ(Z0∩L))
converges to zero as n goes to infinity if α = 12 and b >
√
8, or if α > 12 . Together this yields the
assertion.
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Proof of Theorem 3.17. By our choice of the intensity we have EVn(Z0) = 1 and by Corollary 3.16 it
holds that limn→∞ EVn−1(Z0 ∩ L) =
√
e. Hence, for any ε ∈ (0,√e) there exists an Nε ∈ N such that
for space dimensions n ≥ Nε we have
EVn−1(Z0 ∩ L) ∈
(√
e− ε
4
,
√
e+
ε
4
)
.
For such n ≥ Nε we can write
P
(
Vn−1(Z0 ∩ L) >
√
e− ε) ≥ P(Vn(Z0) < 1 + ε
2(
√
e− ε) and Vn−1(Z0 ∩ L) >
√
e− ε
)
= P
(
Vn(Z0) < 1 +
ε
2(
√
e− ε) and Vn−1(Z0 ∩ L) > (
√
e− ε)Vn(Z0)
n−1
n
)
≥ P
(
Vn(Z0) < 1 +
ε
2(
√
e− ε) and Vn−1(Z0 ∩ L) > (
√
e− ε)
(
1 +
ε
2(
√
e− ε)
)n−1
n
)
≥ P
(
Vn(Z0) < 1 +
ε
2(
√
e− ε) and Vn−1(Z0 ∩ L) >
√
e− ε
2
)
.
Considering now the complement of the event in the last line and using the Chebychev inequality, we
obtain
P
(
Vn−1
(
Z0 ∩ L
)
>
√
e− ε)
≥ 1− P
(
|Vn(Z0)− EVn(Z0)| ≥ ε
2(
√
e− ε)
)
− P
(
|Vn−1(Z0 ∩ L)− EVn−1(Z0 ∩ L)| ≥ ε
4
)
≥ 1− ε−2 (4(√e− ε)2 var(Vn(Z0))− 16 var(Vn−1(Z0 ∩ L))) .
The variance estimate from Corollary 3.16 then yields an upper bound for P
(
Vn−1(Z0 ∩L) >
√
e− ε)
and the limiting relation follows directly from this upper bound.
4.8 Proofs for Section 3.5
Proof of Theorems 3.20. Theorem 3.7 with ℓ = 1 provides an expression for
EVn−1(Z0) =
1
2
EHn−1(skeln−1(Z0))
and the mean volume of Z0 is given by (3.8). The result then follows by an application of Stirling’s
formula.
Proof of Theorem 3.21. From Corollary 3.4 we obtain for any fixed ℓ ∈ N0 and n > l that
(4.9) n
√
Efℓ(Z0) ≤ n
ℓ
n
n
√
Ef0(Z0) .
To derive a lower bound, we use the lower bound from (3.4) in Corollary 3.6 to get
Efℓ(Z0) ≥ κr
n− ℓ
ωℓ+1
ωℓ+1+r
(
ωr+1
κr
)n−ℓ
,
which holds for all ℓ ∈ N0 and n > ℓ. Hence,
lim inf
n→∞
n
√
Efℓ(Z0) ≥ lim inf
n→∞
{(
κr
ωℓ+1+r
) 1
n
(
ωr+1
κr
)1− ℓ
n
}
.
Subsequently, we use that(
κr
ωℓ+1+r
) 1
n
∼
(
Γ
(
ℓ+1+r
2
)
Γ
(
r+2
2
) ) 1n and ωr+1
κr
= 2
√
π
Γ
(
r+2
2
)
Γ
(
r+1
2
) .
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We distinguish three cases.
(i) Let α < 0. Then r = b nα → 0 as n→∞, and (3.5) in Corollary 3.6 implies that
(4.10) lim
n→∞
n
√
Ef0(Z0) = lim
n→∞
(
ωr+1
κr
)
=
ω1
κ0
= 2 .
Since
(4.11) lim inf
n→∞
n
√
Efℓ(Z0) ≥ lim inf
n→∞
(
2
√
π
Γ
(
1
2
))1− ℓn = 2 ,
the assertion follows from (4.9), (4.10) and (4.11).
(ii) Let α = 0. Then r = b is independent of n and (3.5) in Corollary 3.6 yields
(4.12) lim
n→∞
n
√
Ef0(Z0) =
ωb+1
κb
.
In this case, we conclude that
(4.13) lim inf
n→∞
n
√
Efℓ(Z0) ≥ lim inf
n→∞
(
ωb+1
κb
)1− ℓ
n
=
ωb+1
κb
,
hence the assertion follows from (4.9), (4.12) and (4.13).
(iii) Let α > 0. Then r = b nα →∞ as n→∞. We use Stirling’s formula to get
lim
n→∞n
−α
2
n
√
Ef0(Z0) = lim
n→∞n
−α
2
(
2
√
π
Γ( r+22 )
Γ( r+12 )
)n−1
n
= lim
n→∞n
−α
2
(√
2π√
e
√
r + 1
(
r + 2
r + 1
) r+1
2
)n−1
n
=
√
2π lim
n→∞
(√
b√
e
(
1 +
1
r + 1
) r+1
2
)n−1
n
=
√
2πb .(4.14)
Repeating the preceding calculations and using again Stirling’s formula, we get
lim inf
n→∞ n
−α
2
n
√
Efℓ(Z0) ≥ lim inf
n→∞ n
−α
2
(
Γ( ℓ+1+r2 )
r+2
2
) 1
n
(
2
√
π
Γ( r+22 )
Γ( r+12 )
)1− ℓ
n
= lim inf
n→∞
(
Γ( ℓ+1+r2 )
Γ( r+22 )
) 1
n √
2πb
= lim inf
n→∞

√
r+2
2√
ℓ+1+r
2

1
n (
ℓ+1+r
2e
) ℓ+1+r
2n(
r+2
2e
) r+2
2n
√
2πb
= lim inf
n→∞
(ℓ+ 1 + r)
ℓ+1+r
2n
(r + 2)
r+2
2n
√
2πb
= lim inf
n→∞
(
1 +
ℓ− 1
r + 2
) r+2
2n
(ℓ+ 1 + r)
ℓ−1
2n
√
2πb =
√
2πb .(4.15)
Hence, the assertion is implied by (4.9), (4.14) and (4.15).
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Proof of Theorem 3.22. (i) If α ≤ 0, then Corollary 3.4 and Theorem 3.21 imply that
lim sup
n→∞
n
√
Efn−ℓ(Z0) ≤ lim sup
n→∞
n
√
Ef0(Z0) =
{
2 : α < 0
ωb+1
κb
: α = 0 .
(ii) – (iv) Let α > 0. Then r = b nα →∞ as n→∞ and the upper bound follows again from Corollary
3.4 and from Theorem 3.21. Let ℓ ∈ N be fixed. For the lower bounds, we use (3.4) in Corollary 3.6
to get for an arbitrary β > 0 (which will be specified later) that
lim inf
n→∞ n
−β
2
n
√
Efn−ℓ(Z0) ≥ lim inf
n→∞ n
−β
2
(
κr
ωn−ℓ+1
ωn−ℓ+1+r
(
ωr+1
κr
)ℓ) 1n
= lim inf
n→∞ n
−β
2
(
Γ(n−ℓ+1+r2 )
Γ( r+22 )Γ(
n−ℓ+1
2 )
) 1
n
(
2
√
π
Γ( r+22 )
Γ( r+12 )
) ℓ
n
= lim inf
n→∞ n
−β
2
(n− ℓ+ 1 + r)n+r2n
(r + 2)
r
2n (n − ℓ+ 1) 12
,
where we used Stirling’s formula and basic asymptotic relations as before. Proceeding from this, we
get
lim inf
n→∞ n
−β
2
n
√
Efn−ℓ(Z0) ≥ lim inf
n→∞ n
−β
2
(n+ r)
n+r
2n
r
r
2n
√
n
= lim inf
n→∞ n
−β
2
√
n+ r√
n
(
n+ r
r
) r
2n
= lim inf
n→∞ n
−β
2
√
1 +
r
n
(
1 +
n
r
) r
2n
.
If α ∈ (0, 1), we choose β = 0 and have
lim inf
n→∞
n
√
Efn−ℓ(Z0) ≥ lim inf
n→∞
√
1 + bnα−1
(
1 +
n1−α
b
) b
2n1−α
= 1.
If α = 1, we choose β = 0 and conclude
lim inf
n→∞
n
√
Efn−ℓ(Z0) ≥
√
1 + b
(
1 +
1
b
) b
2
.
If α > 1, we choose β = α− 1 and get
lim inf
n→∞ n
1−α
2
n
√
Efn−ℓ(Z0) ≥ lim inf
n→∞ n
1−α
2
√
1 + bnα−1
(
1 +
1
bnα−1
) bnα−1
2
= lim inf
n→∞
√
n1−α + b
√
e =
√
be,
which proves the theorem in all cases.
Proof of Theorem 3.23. We omit the proof, since it is similar to the arguments for the preceding two
theorems.
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