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Abstrat
We explore the feasibility of implementing a reli-
able, high performane, distributed storage system
on a ommodity omputing luster. Files are dis-
tributed aross storage nodes using erasure oding
with small Low-Density Parity-Chek (LDPC) odes
whih provide high reliability while keeping the stor-
age and performane overhead small. We present per-
formane measurements done on a prototype system
omprising 50 nodes whih are self organised using a
peer-to-peer overlay.
1 Introdution
With the growing popularity of Grid and luster om-
puting, omputer lusters built out of heap ommod-
ity omputers are beoming ommonplae. While
their CPU power is readily made available through
bath or grid omputing systems, the often substan-
tial amount of disk spae on the omputer nodes is
usually not made available for mid or long term stor-
age. In this paper we investigate how to make this
spae available to be used as high performant and
reliable le storage for appliations where les are
written one and read often.
Statistial analysis on the availability of dis-
tributed les shows that erasure oding, where the
le is deomposed into n data and m oding bloks
of equal size and an be reonstruted from any n
bloks. Statistial analysis shows [11, 19℄ that when
the hosts on whih the data is stored are relatively re-
liable, erasure oding is able to ensure a muh higher
availability than full le repliation, while introdu-
ing a smaller storage overhead. However, in pratie,
most of the storage systems used on Loal Area Net-
works rely on repliation to ensure reliability. The
reason is that traditional erasure oding like Reed-
Solomon-Codes demand a high omputational eort,
whih grows quadratially with n and m, to reassem-
ble the original data out of any n data or oding
bloks.
Low-Density Parity-Chek odes (LDPC) [6℄ pro-
vide a solution to this problem beause they allow
to reonstrut the original data using relatively few
and heap XOR operations. They do not, however,
ode the data optimally (in ontrast to Reed-Solomon
odes) but require fn bloks to reonstrut the stored
le, where f ≥ 1. The properties of LDPC odes
are well understood in the asymptotis of n → ∞
where f → 1, but little is known about how to on-
strut smaller odes (n,m < 1000). The disovery
of eient algorithms for reating large LDPC odes
(n > 10000) with very fast enoding and deoding
[12℄ has lead to a surge in the interest in these odes,
in partiular for the resilient storage of les on Grid
and peer-to-peer networks. In this senario a le is
deomposed into many (n+m large) bloks whih are
stored in a distributed manner on hosts onneted by
a Wide Area Network (WAN) [3℄.
The paper is organised as follows. In setion 2,
we ompare the availability provided by LDPC odes
versus erasure oding and repliation. We explain
why small LDPC odes (n,m ≈ 10) t better the ri-
teria needed for the implementation of a distributed
storage system in a ommodity omputing luster.
These small odes annot be onstruted with stan-
dard tehniques. We therefore present a way of on-
struting graphs with good guarantees on their re-
dundany using Monte Carlo tehniques in setion 3.
In setion 4, we desribe the implementation of a le
storage system based on small LDPC odes. Perfor-
mane measurements are presented in setion 5. The
remainder of the paper is a disussion of the imple-
mentation and the results obtained so far inluding
referenes to related work (setion 6) and nally on-
lusions and a preview of our ongoing and future work
(setion 7).
2 Availability Analysis of LDPC
vs Erasure Coding vs Replia-
tion
In the following we will give an overview on the stor-
age overhead and availability of normal erasure odes,
LDPC odes and ommon le repliation. A detailed
study an be found in e.g. [11, 20℄.
Written in a ommon form, the availability of a
le repliated S times (S = (n +m)/n is alled the
streth fator) are
Ar(µ, S) =
S∑
i=1
(
S
i
)
µ1(1− µ)S−i (1)
and for an erasure oded le
Ae(µ, n,m) =
n+m∑
i=n
(
n+m
i
)
µi(1−µ)n+m−i , (2)
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Figure 1: The average failure rate of les stored
redundantly using repliation and using LDPC odes
versus a given storage overhead. We hoose n = 8
for the LDPC odes and assume an overhead fator
of f = 1.1.
where µ is the availability of a host. The rate of the
odes is
R =
1
S
=
n
n+m
. (3)
LDPC odes whih do not ode optimally introdue
an overhead fator f , this means they are only able
to reonstrut the original le from in average fn
hunks, where f > 1. Conerning the overhead,
LDPC odes are omparable to normal erasure odes
with
n′ = fn and m′ = (1 − f)n+m . (4)
An upper bound for the availability of an LDPC en-
oded le an be given by (2) using fmax, the max-
imum overhead of a graph (that is the original data
an be reonstruted from any fmaxn bloks).
Figure 1 shows a omparison of the failure rate
(1 − A) of les stored redundantly using repliation
with LDPC enoded les with n = 8 and with an
assumed overhead fator of f = 1.1 for three dif-
ferent node availabilities of µ = 0.5, 0.95 and 0.99.
For bad availability of les, LDPC odes with suh
small number of oding bloks perform worse than
le repliation, at least for small storage overhead
2
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Figure 2: An example of a systemati graph with
n = 3 and m = 2.
fators of S < 1.5. However for a good availability
µ = 0.95 (an estimate for the availability of nodes
in a luster of ustom hardware) or even 0.99 small
LDPC odes an provide a muh better availability of
the les for smaller overheads. This means that small
LDPC odes have the potential to provide small stor-
age overhead and exellent le availability on LANs
while introduing only a small networking overhead
due to the relatively small number of n parallel down-
loads.
3 LDPC Codes
In the following we will give a brief overview of LDPC
odes, for a full introdution see e.g. [21℄. An ex-
ample of a graph desribing a simple LDPC ode is
shown in g. 2: From n = 3 data words d1, d2, d3 (bits
in the simplest ase), m = 2 oding words c1, c2 are
alulated by xoring the oding words. For example
c1 = d1 + d2. Enoding the redundant information
in the oding words is done in a time growing linear
with the number of edges in the graph. The data and
oding words are then assembled into data and od-
ing bloks and an be stored in a distributed manner.
The original information of a le an be reon-
struted diretly from the data bloks by simply on-
atenating them. This will be possible in the majority
of ases if they were distributed loally on a relatively
reliable LAN. If data bloks are unavailable then they
an be reonstruted from oding bloks using the fol-
lowing algorithm: If for a known oding blok all but
one of the data bloks from whih it has been al-
ulated are known, then the words in that unknown
data blok are the exlusive or of the orresponding
words in the oding blok and the known data bloks.
By applying this algorithm reursively to the down-
loaded or reonstruted bloks, the original data an
be reonstruted in linear time, if a suient number
of data and oding bloks is available.
The amount of information enoded using an
LDPC graph is the rate R = n/(n+m). Sine LDPC
odes do not enode optimally more than n bloks
are needed to reonstrut the original le, when ran-
domly downloading bloks. The overhead fator f is
dened by the average number fn of bloks whih
need to be downloaded to reonstrut the le, where
f > 1. In the limit of very large (n,m→∞), LDPC
odes beome optimal (f → 1), for small and medium
sized odes (n,m < 10000) the overhead is typially
in the order of 10%, depending on R [14℄.
When using large LDPC odes for the distributed
storage on WANs, odes with f as small as possible
are needed whih allows to pik bloks for download
based on lateny or available bandwidth. However,
for the usage we envision, that is the reliable and
high-performane storage of les on a LAN, a small
f is not neessarily required sine the availability of
the bloks will be good and the available bandwidth
does not dier for the distint bloks (ignoring for
now the problem of hot les and bloks). In fat
for performane reasons in the normal ase a lient
will try to download only the n data bloks in order
to be able to reonstrut the original le by simple
onatenation. However, we are also interested to
give ertain guarantees on the availability of a le,
whih means we need to know the worst-ase over-
head fmax, suh that we an guarantee a suessful
download of a le in ase of fmaxn bloks of the le
being available.
3.1 Generating Eient Codes
For high performane and reliable storage of les
on a LAN, intended to replae a typial disk-server
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Figure 3: Average overhead f(n) of best generated
odes ompared to the overhead of published odes
fpublished(n) (taken from [15, 13℄) for R = 1/2. In
addition the worst-ase overhead fator fmax of the
best generated graphs is shown.
with several ordinary omputer nodes, optimal odes
of relatively small (n,m = O(10)) size are nees-
sary. This sale is set on the one side by the fat
that suh disk servers normally have about ten times
faster network links and hard-disks whih an be
ahieved in a distributed storage by downloading sev-
eral oded bloks in parallel, on the other side by the
fat that large n +m introdue an overhead on the
network as well as for the organisation of the system.
While the onstrution of very small (n ∈ {2, 3} and
m ∈ {3, 4, 5}) optimal odes has been reently done
[13℄, larger odes an only be onstruted and evalu-
ated by Monte Carlo tehniques [15℄.
Using suh a Monte Carlo tehnique we reate
graphs randomly for a xed n and m and a probabil-
ity p for a right-hand node to be onneted to a given
left-hand node. We use 0.4 < p < 0.6 depending on
n,m based on the ndings in [13℄. Instead of eval-
uating the average overhead fator by sampling the
neessary overhead for many dierent downloading
sequenes of bloks, we ompute fmax for the given
graph. Calulating the average overhead with s sam-
ples in average
E = s
fn∏
i=n
i (5)
evaluations whether with the given set of bloks the
original data an be reonstruted. The resulting er-
ror on f is f/
√
s. Computing fmax requires at most
E′ =
n+m−1∏
i=fmaxn
i (6)
reonstrution tries where E′ < E for small graphs
(n≪ s). Sine in pratie most generated graphs will
be unable to ope with even a very small number of
missing oding bloks and fmax is found as soon as
a single download sequene fails, the average number
of tries is lose to n(n − 1) (most graphs failing to
ompensate for 2 missing data bloks in all ases).
Figure 3 shows that the performane of the graphs
generated and evaluated in this manner for R = 1/2
an ompete with the best known graphs for n < 15.
3.2 Performane of LDPC Codes
In this setion, we evaluate the performane of LDPC
odes of dierent rates in order to selet good values
for m and n. We then use the solution presented in
setion 3.1 to generate a graph with good properties.
We implement this graph in our storage system pro-
totype and evaluate the overhead of deoding with a
varying number of missing data hunks.
Fig. 4 shows the system failure rate provided by
four dierent ode rates as a funtion of the number
of data hunks n. Rates like 1/2 and 1/3 provide a
low failure rate at the prie of a high storage over-
head. Rate R = 2/3 has a low overhead but a high
failure rate. For example, with R = 2/3, we need
n = 14 and m = 7 for reahing a failure rate of 10−6,
while the same availability an be obtained with a
R = 4/7 (whih has almost the same storage over-
head) with n = 8 and m = 6. For our availability
goals, rate R = 4/7 provides a good tradeo in stor-
age overhead and availability. We use n = 8 and
m = 6.
To generate a good graph for the parameters n = 8
and m = 6, we ran the graph generation algorithm
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n of data 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Figure 5: An example of a graph with n = 8 and
m = 6 whih an be reonstruted with any 11 nodes.
The average overhead fator is f = 1.108.
presented in setion 3.1. The resulting graph is shown
on g. 5. It has the property of tolerating the loss of
any three data hunks, that is, the le an always
be reonstruted even if any three data hunks are
missing.
Reonstruting a le out of both ontrol and data
hunks has some overhead beause it requires om-
putations instead of simple onatenation of hunks.
We evaluated this overhead by deoding les with
variable number of missing hunks. The tests were
run on the Münster testbed. Tab. 1 shows the data
rates obtained when downloading hunks from sev-
eral servers, as a funtion of the number of failing
data hunks. The le size is 500MB. It was enoded
using the graph shown on g. 5. Sine this graph
Table 1: Performane of reading a 500MB le as a
funtion of missing data hunks.
missing hunks time (s) rate (MB/s)
0 4.79 109.5
1 5.23 100.25
2 5.73 91.5
3 6.47 81.0
allows to reonstrut a le with up to three missing
hunks out of fourteen, we vary the number of miss-
ing data hunks from zero to three. The lient also
ran on the Münster luster (see set. 5 for a desrip-
tion of the luster). We show here the average of 50
downloads.
There is an obvious ost in deoding missing data
hunks out of ontrol hunks. However, the perfor-
mane is still aeptable, even in the worse ase of
three missing hunks. Considering that the worse
ase will not our often in a LAN, the overhead in
general would be muh smaller.
4 A Prototype Implementation
A prototype for the system presented in the artile
has been implemented. We give in this setion a de-
sription of the implementation.
4.1 Overall Arhiteture of the Sys-
tem
Files will be distributed to servers running on nodes
involved in the system. Appliations using the system
are linked to a lient library.
Servers The system is deployed over a set of nodes
in a omputing enter. Eah host runs an in-
stane of the server. The server is responsible
to host le hunks, distributing them to lients
(and also to reeive them when a lient stores a
le in the system). We use HTTP both for le
transfers and for ontrol messages.
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We assoiate with eah server a unique identier
obtained by omputing a hash on the name of the
host it is running on. This impliitly denes an
order on servers. When looking for a le hunk
(either for storing it or retrieving it), the same
hash funtion is omputed on the hunk name
and the server having the losest hash value is
identied as the one hosting it.
Clients Aess to les is implemented in a C++
lient library that appliations link against. The
library urrently provides one all to make a lo-
al opy of a stored le or to opy a loal le
to the system. Files are identied by a at le
name. We do not intend to implement a le
system interfae to the system but rather a le
server interfae.
When a lient is started, it needs to update its loal
list of hosts in the system so that it will be able to get
le hunks from them. For bootstrapping, lients are
ongured manually with a list of well-known hosts
that they ontat at startup to obtain an updated
list. Clients store their list persistently, so that when
they are restarted they an quikly reestablish on-
tat with existing hosts. The list of hosts is kept
onsistent using a peer-to-peer overlay network. See
set. 4.4 for more details.
4.2 Storing a File
File hunks are randomly stored on a set of hosts. To
store a le, the lient rst splits it into n+m hunks
and assigns to eah a name onsisting on original le-
name plus the index of the hunk. It then omputes
the hash of eah hunk's name. Eah hunk is stored
on the server whose identier is loser to the hash.
Using a hash funtion enables hunks to be randomly
distributed in the system. To read a le, the lient
an ontat the hosts storing the hunks diretly by
just knowing the hunk names.
In ase of failure of some destination nodes, the
urrent implementation disards the failing hunks,
not storing them on the system. If the missing hunks
are less than three, lients will still be able to read the
le from the available ones. This is of ourse not the
ideal solution and we are working on mehanisms for
tolerating these failures. This question is addressed
in set. 4.5.
4.3 Retrieving a le
In order to download a le, the lient omputes the
hash of eah hunk's name to determine the hosts
storing eah hunk. Initially, it tries to download only
the n data hunks. Unless some nodes are unreah-
able or some hunks are not found, these n fragments
are suient to reassemble the le very eiently, as
they only have to be onatenated. In ase of failure,
the lient uses the graph to nd the ontrol hunks
required and downloads them instead. It is possible
that some ontrol hunks fail, in whih ase the graph
may permit to rebuild them with other hunks. If the
available hunks do not permit to reonstrut the le,
that is, if there are more than three missing hunks,
the all fails.
HTTP provides a way of obtaining a slie of a le
by speifying a start and an end oset. We use this to
swith from a failing server to another in the middle
of a le transfer. However, the lient API does not yet
provide a all for downloading a spei part of a le.
The le is download entirely. This feature would per-
mit the lient library to ignore hunks whih would
not be needed (in ase the data length allows it).
There are a ouple of interesting strategies to im-
plement in downloading a le in a robust manner.
In the urrent implementation, we have only im-
plemented reovery based on the graph. However,
other optimisations for improving the availability of
les, with strategies implemented in both lients
and servers an be envisaged and are presented in
set. 4.5.
4.4 Consisteny of the host list
Having a lient ontat the right servers for getting
the right le hunks strongly relies on it initially ob-
taining a onsistent list of hosts. We ensure onsis-
teny of the host list using lightweight group om-
muniation between servers. When a lient starts, it
asks any server for this list and uses it to download
hunks.
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We use weak-onsisteny for maintaining the host
list. Although strong onsisteny would be desirable,
we onsider that it is more important to provide good
salability and aept some temporary inonsisten-
ies. The protool is designed in a way that if the
system is left on a stable state, the information on
the hosts will onverge (eventual onsisteny).
An interesting feature is that although the weak
onsisteny means that a lient an start with a
wrong host list, it does not neessarily imply the ser-
vie beomes unavailable. After the system is run-
ning for some time, there might still be in the system
some hosts whih have a slightly inonsistent host
list and would then provide a slightly wrong infor-
mation to lients. A lient reeiving the host list
from one of these nodes would then fail to download
some hunks, not beause of node failure but simply
beause it ontats the wrong nodes. In this ase, it
would still implement reovery proedures and hope-
fully suessfully download ontrol hunks in order to
rebuild the le.
In a similar way the whole system may still provide
100% availability with some hunks permanently lost.
The same applies in the ase the host list lients start
with is slightly inonsistent.
Host list onsisteny is implemented using a ru-
mour mongering protool [8℄ whih ombines pushing
and pulling of rumours. At random times, a server
sends (pushes) to a subset of its known peers infor-
mation like host H1 joined, host H2 left. The in-
formation is then forwarded to further nodes with
a deaying probability. Additional information on
host availability is gained by the rumour mongering
proess itself (hosts ontating eah other are in fat
pulling information on their availability).
Assuming the frequeny at whih nodes enter and
leave the system is large ompared to the rate at
whih information is gossipped in the system, the
information onverges to a stable and onsistent
state. Convergene speed is important when the sys-
tem is started and an be improved by tuning this fre-
queny. However, after the system has been running
for a long period, inonsistenies should be harmless
as explained above and a stable servie should be
available.
4.5 Fault tolerane
We have explained how the system ahieves robust-
ness by using LDPC odes for enoding les. There
are several interesting optimisations to be put in
plae onerning fault tolerane whih are explained
in this setion.
Reonstrution of lost bloks Servers an deide
to host missing hunks due to another host fail-
ure. In ase a server disappears, all the hunks
it is hosting are lost. Due to the erasure oding,
this does not neessarily entail loss of les. How-
ever, for improved reliability, the host whih is
losest in the host hash ring ould rereate the
hunks from available ones so that they would
be found again. This should not be implemented
systematially. However, one the host list has
denitely lost the host and this server onstantly
gets polled for these lost hunks, it would take
the initiative of hosting them.
Client's host list In the urrent implementation,
the lient library gets a host list from the rst
available node and uses it to store les. This
may be an ineient strategy when the system
is bootstrapping and many nodes have an inor-
ret host list. We are implementing heks in
the lient library by getting several lists simul-
taneously in order to inrease the validity of the
initial host list.
Uploading failing hunks to alternative hosts
We have explained above that the proess of
writing les is implemented in a rather opti-
misti way: if a destination host is failing, the
hunk is simply not stored. Unless the lient
would get a more up to date list of host and
store the hunks normally, a strategy ould
onsist of storing the hunks in hosts whih
would take over from failing servers. This
would inrease availability without waiting for
these servers to reonstrut the missing hunks
themselves.
Load balaning When a server is overloaded it
ould refuse the download requests from some
lients. These lients ould then ontat another
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server to download an alternative ontrol hunk.
The lient would need to deode the le from the
ontrol hunk or even have to download more
than n hunks, but this might still be faster if
the transfers an omplete more quikly beause
the load is better balaned. Implementation of
this load balaning strategy requires a very e-
ient implementation of deoding, so that lients
an still reonstrut the le quikly.
4.6 File server operations
We have hosen to provide aess to the system in a
similar way to a le server with broad le aess and
a simple semanti. Features mandatory to le aess
are not the topi of this paper whih onentrates on
the use of LDPC odes for storing les.
File inventory Currently the system itself does not
know whih les are stored. Instead we rely on
an external atalogue to keep an inventory of the
stored les.
Aess ontrol The software here does not inlude
sophistiated le aess (aess ontrol, le up-
dates, et.). We intend to use this system in pro-
dution and this type of feature will be quikly
implemented.
5 Performane
In this setion, we show performane measurements
obtained with our prototype implementation. The
main goal of these measurements arried over these
testbeds is to have an idea of the overall data rate
one an ahieve with a system like the one presented
here. Deeper studies regarding availability are on-
going work whih we intend to implement through
simulations instead. This would permit to evaluate
the robustness of the system with various failure pat-
tern. Later, we shall run the system in a prodution
like manner.
We present the testbeds in set. 5.1 and measure-
ments are shown in set. 5.2. LDPC odes are known
to be eient in terms of deoding. We measure the
overhead of downloading a le with more or less re-
onstrution involved in an other setion dediated
to performane of LDPC odes (set. 3.2).
5.1 Testbeds
We ran the prototype on two dierent platforms.
CERN lxplus omputing farm is a luster of
about 100 dual Xeon 2.8GHz with 2GB of RAM
with a Fast-Ethernet aess to the network. We
used 40 of them.
Münster luster is a set of 50 dual Opteron 2GHz
with 2GB of RAM. There are interonneted
with a Gigabit network.
On eah node, we run a server. Then we store les to
the system by sending hunks to servers. When the
les have been stored, we start a lient on eah of the
nodes.
Clients are ongured to download all the les in a
random order so that at any time, they aess dier-
ent les. They also start downloading les one after
eah other so that we have measurements for a dif-
ferent number of lients running in parallel.
Both lusters are used in prodution and many
nodes are very busy with omputations during our
tests. This is not a drawbak beause our system is
intended to be under suh onditions in pratie.
5.2 Measurements
Measurements are shown of g. 6 and 7. We plot on
g. 6 the aggregated rate of the whole system as a
funtion of the number of lients running. On g. 7,
we plot the equivalent data rate it provides per lient.
Aggregated data rate Overall rate measured on
both lusters is plotted on g. 6. We see that in
both ases, the rate inreases eah time a lient
enters in the system. For a number of lients
larger than 10 to 12 nodes, the overall rate stops
growing. On lxplus, the maximum rate is about
110MB/s. It is 350MB/s in the Münster luster.
Rate per lient It is shown on g. 7. Rate per node
obtained on lxplus remains quite onstant for a
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Figure 6: Aggregated rate obtained on both lusters
as a funtion of the number of lient nodes.
number of lients between 1 and 12. It is about
10MB/s. For a high number of lients, the rate
dereases to 3MB/s. On the Münster luster,
the rate per node dereases from 80MB/s to
7.15MB/s for 50 lients.
For a large number of hosts, the whole set of servers
and lients obviously hits a limit of the luster whih
depends on the average CPU, disk and network usage.
For a low number of hosts, although the rate per
node dereases when inreasing the number of lients,
the loss in performane is relatively low ompared to
the number of nodes. On lxplus, the gain in perfor-
mane per node is about 9.78MB/s. On Münster's
luster, the inrease in performane per node is about
50MB/s. While performing these measurements, we
notied the inrease in rate is lower than what one
would expet. We know that TCP transfers an run
at a higher rate on this type of hardware.
We believe this is a onsequene of some nodes be-
ing more loaded than others and the fat we keep
onnetions synhronised for avoiding storing hunks
on disk. When ran against CPU intensive tasks run-
ning in the same system, the performane of both
sending and reeiving data drops signiantly. For
example when running tests on Münster's luster,
we notied a simple le transfer an run at 12 to
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Figure 7: Rate per node obtained on both lusters as
a funtion of the number of lient nodes.
20MB/s from ertain busy nodes. Running system-
ati tests with several TCP transfers in parallel, we
have observed that these onnetions not only suer
from running on a busy node. The fat we are keep-
ing hunk downloads synhronised (so that deoding
is performed in memory) leads the well performing
onnetions to send tra in bursts when a blok has
been deoded. Suh pattern aets even more the al-
ready low speed of slow onnetions beause they get
interrupted often and system timeouts lead them to
restart in slow-start more often. The rate of a whole
le download is aeted by this as we ould observe
it in system tests while preparing these experiments.
We are investigating the problem but we onsider
the numbers shown in this setion promising. In fat,
sine we intend to implement this storage system on
ommodity omputing lusters, we expet data rate
to be aeted more strongly by other fators like
other tasks running on the nodes, the disk usage, and
network usage. The most ritial goal is to ensure
high availability of the servie.
6 Related Work
Reed-Solomon odes have been used by several
storage systems, both for WAN environments
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(OeanStore [16℄) and for LAN (RepStore [10℄ and
FAB [5℄). All these systems use erasure oding only
for arhival storage, sine Reed-Solomon odes have a
signiant storage overhead. For frequently aessed
les and for supporting updates, these systems rely
on repliation. Many other distributed storage sys-
tems rely solely on repliation, inluding Gnutella
[17℄, CFS [4℄ and PAST [18℄ for WANs, and Petal [9℄
and the Google File System (GFS) [7℄ for LANs. In
ontrast to these systems, we rely solely on erasure
oding by using LDPC odes. This is possible due
to the LDPC odes' near real-time deoding speed,
whih allows us to have spae eieny without sa-
riing performane.
LDPC odes have not been explored as muh for
storage appliations. The most signiant example
of their use is the Digital Fountain system [2℄, where
LDPC odes are used for the dissemination of bulk
data to a large number of reeivers over Wide Area
Networks. There is also some reent work [3℄ that
studies the suitability of LDPC odes for Wide Area
Network storage. But to our knowledge, there is no
previous work on the use of LDPC odes for storage
on a Loal Area Network environment, where the fo-
us is on performane and a small storage overhead.
Our system is based on a Peer-to-Peer topology
due to its fault-tolerane and salability properties.
For the same reasons, many other storage systems
use Peer-to-Peer or deentralised topologies. On the
Wide-Area Network some examples inlude Gnutella,
CFS, PAST and OeanStore. Gnutella is based on an
unstrutured topology, while the other three systems
are strutured using a distributed hash table. For
Loal Area Networks, xFS [1℄, Petal and FAB are all
deentralised systems that rely on voting and onsen-
sus algorithms for organising their topology. Also for
the Loal Area Network, RepStore uses a one-hop dis-
tributed hash table. In ontrast to these systems, our
gossiping protool is more light weight and salable,
having as a drawbak the possibility of temporary
inonsistenies.
7 Conlusion and Future Work
We have presented a novel arhiteture for a reli-
able, high performane, distributed storage system
on a ommodity omputing luster. Storage of les
is based on erasure oding with small Low-Density
Parity-Chek (LDPC) odes. These odes provide
high reliability given a low storage and performane
overhead. The main ontributions of this paper are:
• an analyti evaluation of the availability pro-
vided by LDPC odes versus repliation and era-
sure oding,
• a way of onstruting small LDPC odes with
good guarantees on their redundany,
• the desription of an implementation of a le
storage system based on LDPC enoding and
performane measurements obtained with it on
two dierent omputing lusters of both the
overall rate it provides and evaluation of the
overhead of deoding.
Availability provided by LDPC enoding teh-
niques makes it a satisfying redundany shema for
the implementation of a storage system on a om-
puting luster. Our work on generation small graphs
allows us to obtain a good availability of the servie
against possible failures of nodes. The initial perfor-
mane results are promising.
The work presented here is ongoing work and many
interesting details are under study.
• Tehniques regarding LDPC odes are still being
investigated. We ontinue our ativity on gener-
ating good graphs with more sophistiated ways
of ontrolling the probability distribution of the
edges in the graphs as proposed in [14℄.
• So far we presented an analyti evaluation of the
availability provided by the use of LDPC odes.
In the future we intend to use simulations of the
entire system instead, so that we an study var-
ious failure patterns, e.g. introdued due to fail-
ures in the peer-to-peer overlay.
10
• The implementation itself is still at an early
stage. We mainly provide a reovery based on
the underlying LDPC graph. Using the peer-to-
peer overlay it would be also possible for the sys-
tem to atively reover missing bloks. In fat,
given the nature of the oding graphs this would
involve only a small number of hosts whih have
bloks that are related to the missing one.
• There is urrently no load-balaning done by
the implementation apart from the trivial ase
that node beomes unavailable due to their load
suh that bloks are taken from elsewhere. How-
ever, the servers ould also distribute informa-
tion about their load through the P2P network
and atively reroute lients or initiate further
repliation.
• Sine we intend to use this system in produ-
tion, in partiular on grid omputing sites, part
of our ativity will be dediated to its integration
into grid le atalogues whih will also allow to
implement aess ontrols.
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