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Customer behavior is often assumed to follow weak rationality, which implies that adding a product to
an assortment will not increase the choice probability of another product in that assortment. However, an
increasing amount of research has revealed that customers are not necessarily rational when making decisions.
In this paper, we study a new nonparametric choice model that relaxes this assumption and can model a
wider range of customer behavior, such as decoy effects between products. In this model, each customer type
is associated with a binary decision tree, which represents a decision process for making a purchase based
on checking for the existence of specific products in the assortment. Together with a probability distribution
over customer types, we show that the resulting model – a decision forest – is able to represent any customer
choice model, including models that are inconsistent with weak rationality. We theoretically characterize the
depth of the forest needed to fit a data set of historical assortments and prove that asymptotically, a forest
whose depth scales logarithmically in the number of assortments is sufficient to fit most data sets. We also
propose an efficient algorithm for estimating such models from data, based on combining randomization and
optimization. Using synthetic data and real transaction data exhibiting non-rational behavior, we show that
the model outperforms the multinomial logit and ranking-based models in out-of-sample predictive ability.
Key words : nonparametric choice modeling; decision trees; non-rational behavior; linear optimization
1. Introduction
A common problem in business is to decide which products to offer to customers by using historical
sales data. The problem can be generally stated as follows: a firm offers a set of products (an
assortment) to a group of customers. Each customer makes a decision to either purchase one of the
products or not purchase any of the products. The goal of the firm is to decide which products to
offer, so as to maximize the expected revenue when customers exercise their preferences.
In order to make such decisions, it is critical to have access to a model for predicting customer
choices. Customer choice models have been used to model and predict the substitution behavior of
customers when they are offered different assortments of products. In general, a choice model can
be thought of as a conditional probability distribution over all purchase options given an assort-
ment that is offered. A rich literature spanning marketing, psychology, economics, and operations
management has contributed to the understanding of choice models.
A widely-used assumption is that customers are rational, i.e., choice models are assumed to follow
rational choice theory and are based on the random utility maximization (RUM) property. The
RUM property requires that each product is endowed with a stochastic utility. When a customer
encounters the assortment and needs to make a purchase decision, all utilities are realized and
the customer will choose the product from the assortment with the highest realized utility. A
consequence of the RUM property is that whenever we add a product to an assortment, the choice
probability of each incumbent product either stays the same or decreases. This property is known
as regularity or weak rationality.
1
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Table 1 Result of behavioral experiment involving subscriptions to magazine The Economist; reproduced from
Ariely (2008)
Option Price Num. of Subscribers
Internet-Only $59.00 68
Print-&-Internet $125.00 32
Option Price Num. of Subscribers
Internet-Only $59.00 16
Print-Only $125.00 0
Print-&-Internet $125.00 84
However, customers are not always rational. There is an increasing body of experimental evi-
dence, arising in the fields of marketing, economics, and psychology, which suggests that the aggre-
gate choice behavior of individuals is not always consistent with the RUM property. A well-known
example is the experiment involving subscriptions to The Economist magazine from Ariely (2008),
which is re-created in Table 1. One hundred MIT students were asked to make decisions given two
different assortments of subscription options. In the first assortment in Table 1, two subscription
options are given: “Internet-Only” ($59.00) and “Print-&-Internet” ($125.00). The first option is
chosen by the majority of the students (68 out of 100). In the second assortment, the students
are given one more option: “Print-Only” ($125.00)”. For this second assortment, due to the obvi-
ous advantage in “Print-&-Internet” over “Print-Only”, no one chose the latter option. But with
the addition of the the “Print-Only” option, the number of subscribers of the “Print-&-Internet”
option actually increased from 32 to 84, thus demonstrating a violation of the weak rationality
property. Here, the option “Print-Only” serves as a decoy or an anchor: its presence can influence
an individual’s preference over the two other options “Internet-Only” and “Print-&-Internet”.
The example that we have described above is important for two reasons. First, even for this very
simple example, no choice model based on RUM can perfectly capture the subscribers’ observed
behaviors; as such, choice predictions based on RUM models will be inherently biased if customers
do not behave according to a RUM model. Second, the presence of irrationality in customer choice
behavior can have significant operational implications on which products should be offered. As a
concrete example, observe that in Table 1, assuming that customers have no outside option, the
expected per-customer revenue arising from the first assortment is $80.12, whereas the expected
per-customer revenue of the second assortment is $114.44 - an increase of more than 40%! Indeed,
outside of experimental settings (as in the above example), deviations from rational behavior have
been observed – and exploited – in business practice. For example, when Williams-Sonoma observed
low sales of a bread bakery machine priced at $275, it introduced a larger and more expensive
version priced at $429; few customers bought the new model, but sales of the original model almost
doubled (Poundstone 2010).1
In this paper, we propose a new type of choice model, called the decision forest model, that
is flexible enough to model non-rational choice behavior, i.e., choice behavior that is inconsistent
with the RUM property. In this choice model, one assumes that the customer population can be
described as a finite collection of customer types, where each customer type is associated with a
binary decision tree, together with a probability distribution over those types. Each decision tree
defines a sequence of queries that the customer follows in order to reach a purchase decision, where
each query involves checking whether a particular product is contained in the assortment or not.
We make the following specific contributions:
1We gratefully acknowledge the paper of Golrezaei et al. (2014) for bringing this example to our attention.
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1. Model: We propose a new model for customer choice, based on representing the customer
population as a probability distribution over decision trees. We provide several examples of how
well-known behavioral anomalies, such as the decoy effect and the preference cycle, can be repre-
sented by this model. We also prove two theoretical results that characterize the representational
power of this family of models. First, we show that every RUM-based choice model has a repre-
sentation as a probability distribution over trees, but there exist models from the latter class that
cannot be represented by the former. Second, we prove that any choice model, whether it obeys the
RUM property or not, can be represented as a probability distribution over binary decision trees.
As a result, our model can be regarded as a nonparametric model for general choice behavior. To
the best of our knowledge, this is the only model that can represent any kind of irrational choices
in the context of discrete choice modeling.
2. Model complexity guarantees: We consider the problem of how to estimate our forest
model from data and establish two guarantees on the complexity of the trees required to learn
the model. Our first result states that for any data set of M historical assortments, there exists a
decision forest model consisting of trees of depth M +1 that perfectly fits the training data. Our
second result states that, with very high probability over the sample of M historical assortments,
forests consisting of trees of depth scaling logarithmically with M are sufficient to perfectly fit the
data. Thus, when data is limited, we can use less complex (simpler) models to fit the data.
3. Estimation method: We propose a novel estimation method, based on randomized tree
sampling, for efficiently estimating a decision forest model from data. This randomized method
consists of two procedures, where the first involves using randomization to combine two trees of a
given depth d into a larger tree of depth d+1, and the second involves using optimization to filter
out unnecessary trees.
4. Practical performance: We evaluate the performance of our estimation and optimization
methodology in two experiments. In the first experiment, we use synthetic data to show that the
decision forest model outperforms the MNL and ranking-based model in both out-of-sample pre-
dictions and assortment decisions when the ground truth model is outside of the RUM class. In
the second experiment, we use real sales data from the IRI Academic Data Set (Bronnenberg et al.
2008). Here, we show that decision forest models lead to a significant improvement in out-of-sample
prediction, as measured by Kullback-Leibler divergence, over MNL and ranking-based models
across a large range of product categories.
The rest of this paper is organized as follows. In Section 2, we review the relevant literature in
rational and non-rational choice modeling. In Section 3, we present our decision forest model and
theoretically characterize its expressive power. In Section 4, we present our theoretical result on
model complexity, and present our randomized sampling method for estimating the model from
data. In Sections 5 and 6, we numerically show the effectiveness of our approach on synthetic
and real-world data, respectively. In Section 7, we conclude. With a few exceptions, all proofs are
provided in the electronic companion.
2. Literature Review
In this section, we review the relevant literature. We first review prior work in rational choice
modeling (Section 2.1), followed by prior research in non-rational choice modeling (Section 2.2)
and other areas (Section 2.3).
2.1. Rational Choice Modeling
Numerous discrete choice models have been proposed based on the RUM principle, such as the
multinomial logit (MNL), mixture MNL (MMNL), and nested logit (NL) model; we refer the
reader to Ben-Akiva and Lerman (1985) and Train (2009) for more details, and to the recent
study of Berbeglia et al. (2018) for a comprehensive comparison of the predictive performance of
different models. There has also been significant research on solving the corresponding assortment
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optimization for different types of choice models; we refer the reader to the literature review of
Bertsimas and Miˇsic´ (2018) for an overview.
There has been some effort to develop “universal” choice models. Farias et al. (2013) developed
the ranking-based model as a way to represent any choice model in the RUM class. They proposed
a method for predicting revenues in which one predicts the worst-case revenue of an assortment,
where the worst-case is with respect to all probability distributions over rankings that are consis-
tent with the available data. Subsequent research on ranking-based models has studied other esti-
mation approaches (van Ryzin and Vulcano 2014, Miˇsic´ 2016, Jagabathula and Rusmevichientong
2016, 2018), as well as methods for obtaining optimal or near-optimal assortments (Aouad et al.
2015, 2018, Feldman et al. 2018, Bertsimas and Miˇsic´ 2018). Another model is the Markov chain
model of customer choice (Blanchet et al. 2016). By modeling substitution behavior between prod-
ucts as transitions between states in the Markov chain, the model provides a good approximation
to any choice model based on the RUM principle. Since the original paper of Blanchet et al.
(2016), later research has considered other methods of estimating such models from limited data
(S¸ims¸ek and Topaloglu 2018) as well as methods for solving core revenue management problems
under such models (Feldman and Topaloglu 2017, De´sir et al. 2015a,b). In a different direction,
the papers of Natarajan et al. (2009) and Mishra et al. (2014) proposed the marginal distribution
model, which is the choice model obtained by finding the joint distribution of errors in the ran-
dom utility model that is consistent with given marginal error distributions and maximize the
customer’s expected utility.
As discussed before, there exist many experimental and empirical examples of choice behav-
ior that deviates from RUM, and thus cannot be modeled using the ranking-based model. Our
model, on the other hand, is general enough to represent models that cannot be represented
using RUM. Our model can be regarded as a natural extension of the nonparametric model of
Farias et al. (2013) to the realm of non-rational choice models. With regard to estimation, we
note that our estimation method based on randomized tree sampling is conceptually quite dif-
ferent from estimation methods for ranking-based models, which are based on iteratively adding
new rankings to a growing collection of rankings using column generation (van Ryzin and Vulcano
2014, Miˇsic´ 2016, Jagabathula and Rusmevichientong 2016) or the conditional gradient method
(Jagabathula and Rusmevichientong 2018). In contrast, our method uses randomization to com-
bine trees from a shallower forest so as to obtain a deeper forest, and optimization (specifically
linear optimization) to filter out trees from the deeper forest that do not contribute to the forest’s
fit to the available training data. This approach is inspired by the proof of our theoretical result
on the necessary tree depth needed for fitting and is specifically designed for estimating forests of
binary decision trees. To the best of our knowledge, the concept of massive randomization has not
been considered in prior research on discrete choice models.
2.2. Non-rational Choice Modeling
The study of non-rational choice has its roots in the seminal work of Kahneman and Tversky
(1979), which demonstrated how expected utility theory fails to explain certain choice phenomena,
and proposed prospect theory as an alternative model. Since this paper, significant research effort
has been devoted to the study of non-rational decision making. Within this body of research, our
work relates to the significant empirical and theoretical work in behavioral economics on context-
dependent choice (Tversky and Simonson 1993), which includes important context effects such as
the compromise effect (Simonson 1989), the attraction effect (Huber et al. 1982), and the similarity
effect (Tversky 1972). For an overview of different principles of rationality and empirical evidence
of violations of these principles, we refer the reader to the review paper of Rieskamp et al. (2006).
Recently, new choice models have been proposed for modeling behavior outside of the RUM class.
Within behavioral economics, examples include the generalized Luce model (Echenique and Saito
2015) and the perception-adjusted Luce model (PALM) (Echenique et al. 2018). The focus of these
papers is descriptive, in that they develop axiomatic theories for new models. In contrast, the focus
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of our paper is prescriptive, as we develop optimization-based methods for estimating our decision
forest models from limited data.
Within operations management, examples of new choice models include the general attraction
model (GAM) (Gallego et al. 2014), the HALO-MNL model (Maragheh et al. 2018) and the gener-
alized stochastic preference (GSP) model (Berbeglia 2018). The main difference between our model
and these prior models is in expressive power. As we will show in Section 3.5, our choice model is
universal and is able to represent any discrete choice model that may or may not be in the RUM
class; in contrast, for each of the generalized Luce model, PALM, GAM, HALO-MNL model and
GSP model, there either exist choice models that do not obey the RUM principle and cannot be
represented by the model, or the representational power of the model is unknown.
Lastly, the recent paper of Jagabathula and Rusmevichientong (2018) introduced the concept of
loss of rationality. The loss of rationality is defined as the lowest possible information loss attained
by fitting an RUM model to a given choice dataset; in other words, it is the lack of fit between the
given data and the entire RUM class. By computing this lack of fit, one can determine whether
it is necessary to consider models outside of the RUM class. The paper introduces a methodology
for computing the loss of rationality, and delineates settings in which this computation can be
carried out efficiently. The focus of our paper is different, in that we propose a specific answer to
the question of how one should model customer behavior that may be irrational, and as such is
complementary to that of Jagabathula and Rusmevichientong (2018).
2.3. Other areas
Lastly, our model is also related to the rich literature on tree models in machine learning. Many
machine learning methods construct binary tree models that can be used for classification or
regression, such as ID3 (Quinlan 1986), C4.5 (Quinlan 1993) and classification and regression
trees (CART; Breiman et al. 1984). In addition, there are also many predictive models that con-
sist of ensembles or forests of trees, such as random forests (Breiman 2001) and boosted trees
(Freund and Schapire 1996). The main difference between our work and prior work in machine
learning is in the use of forests for discrete choice modeling, that is, using a forest to model
probabilistic purchasing behavior how customers choose from an assortment. To the best of our
knowledge, the use of tree ensemble models for discrete choice modeling has not been proposed
before.
We do note that some work in operations management has considered the use of tree ensemble
models for demand modeling. Two examples of such papers are Ferreira et al. (2015) and Miˇsic´
(2017), which use random forests to model aggregate demand or profit as a function of product
prices. These papers, however, do not model substitution effects as a function of the product
assortment.
3. Decision Forest Customer Choice Model
In this section, we present our decision forest choice model. We begin in Section 3.1 by introducing
binary decision trees and defining how customers make purchases according to such decision trees.
We then define our choice model in Section 3.2, and compare it to the ranking-based model of
Farias et al. (2013) in Section 3.3. We describe a couple of well-known examples of behavioral
anomalies that can be represented by our model in Section 3.4. Finally, we establish our first key
theoretical result, namely that decision forest models can represent any customer choice model, in
Section 3.5.
3.1. Decision Trees
Consider a universe of N products, denoted by the set N ≡ {1,2, . . . ,N}. The full set of purchase
options is denoted by N+ ≡ {0,1,2, . . . ,N}, where 0 corresponds to an outside or “no-purchase”
option. An assortment S is a subset of N .
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A customer type is associated with a purchase decision tree t, which is structured as a directed
binary tree graph. We use leaves(t) and splits(t) to denote the sets of leaf nodes and non-leaf
nodes (also called split nodes) of decision tree t, respectively. For each split node s in splits(t), we
define LL(s) and RL(s) as the sets of leaves that belong to the left and right subtree rooted at
split node s, respectively. Similarly, for each leaf node ℓ, we define LS(ℓ) and RS(ℓ) as the sets of
all split nodes for which ℓ is to the left or to the right, respectively. We use r(t) to denote the root
node of tree t. Each node in the tree, whether it is a split or a leaf, is associated with a purchase
option; let xv denote the purchase option associated with node v.
Given an assortment S ⊆N and a customer following purchase decision tree t, the customer will
make their purchase decision as follows: starting at the root node r(t), the customer will check
whether the purchase option of that node is contained in the assortment S or not. If this option is a
member of S, the customer proceeds to the left child node; otherwise, if it is not in the assortment
S, the customer proceeds to the right child node. The process then repeats until a leaf node is
reached. The purchase option o that corresponds to the leaf node is then the customer’s purchase
decision.
Figure 1 visualizes an example of a purchase decision tree. Consider a customer following the
tree in Figure 1, and consider three assortments: SA = {1,2,4}, SB = {2,4}, and SC = {1,3}. When
offered SA, she will choose product 2; when offered B, she will choose product 4; and finally, when
offered SC , she will choose the no-purchase option 0.
To ensure that a purchase decision tree is well-defined, we impose two additional requirements
on it:
Requirement 1: For each split s∈ splits(t), xs ∈N .
Requirement 2: For each leaf ℓ∈ leaves(t), xℓ ∈
(
{0}∪
⋃
s∈LS(ℓ){xs}
)
.
Requirement 1 is needed because the no-purchase option can never belong to the assortment;
thus, setting xs = 0 at a particular split will force the decision process to always proceed to the right.
Requirement 2 is needed to ensure that each possible purchase decision is consistent with the path
followed in the tree and that the customer is only able to select products that have been observed
to exist in the assortment. An example of a tree that does not satisfy the second requirement is
given in Figure 2. Observe that if the assortment {1,2} is offered to a customer following this tree,
the customer will choose to purchase product 3, which is not part of the assortment. As another
example, if the assortment {2,3} is offered, the customer would choose product 1, which again does
not exist in the assortment.
1
2
3
1 2
4
1 0
3
2
2 3
4
4 0
Figure 1 An example of a decision tree.
1
2
3 1
3
1 0
Figure 2 An example of a decision tree that does
not satisfy Requirements 1 and 2.
Before describing our choice model, we introduce a useful definition. We define the depth of tree
t as Depth(t) = max{d(r(t), ℓ) + 1 | ℓ ∈ leaves(t)}, where the distance d(r(t), l) is the number of
edges connecting leaf ℓ and root r(t). We also say that a tree is balanced if and only if all leaves
in the tree have same distance to the root. For example, the tree in Figure 1 is a balanced tree of
depth 4.
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3.2. Choice Model
We now present our choice model based on purchase decision trees. In general, a choice model is
a conditional probability distribution P(· | ·) : N+ × 2N → [0,1] that gives the probability of an
option in N+ being purchased given the set of products, i.e., assortment, available to the customer.
Consider a collection F of purchase decision trees; we will refer to F as a decision forest. Let
λ : F → [0,1] be a probability distribution over all decision trees in forest F . Each tree t in the
decision forest F can be thought of as a customer type. For each type t, the probability λt can be
thought of as the percentage of customers in the population that behave according to the purchase
decision tree t; alternatively, one can think of λt as the probability that a random customer will
choose according to tree t. Define Aˆ(S, t)∈N+ as the purchase option that a customer associated
with decision tree t would choose when an assortment S is given. Therefore, for any assortment S,
the probability that a random customer selects option o∈ {0,1,2, . . . ,N} is
P(F,λ)(o | S) =
∑
t∈F
λt · I{o= Aˆ(S, t)}, (1)
where I{·} is the indicator function (I{B}= 1 if B is true and 0 otherwise). Note that if a product
p∈N = {1,2, . . . ,N} is not in assortment S, i.e., p /∈ S, then P(F,λ)(p | S) = 0; this is a consequence
of Requirement 2 from Section 3.1, that is, for any leaf, we must have xℓ ∈
(
{0}∪
⋃
s∈LS(ℓ){xs}
)
).
We refer to the model P(F,λ) as a decision forest model.
3.3. Comparison to ranking-based model
Our decision forest model resembles the ranking-based model of Farias et al. (2013). In the model
of Farias et al. (2013), each customer type corresponds to a ranking over all products and the
no-purchase option. When offered an assortment, a customer will choose the product in the assort-
ment that is most preferred according to that customer’s ranking. A ranking-based model can be
represented as a collection Σ of rankings and a probability distribution λ over rankings in Σ. The
ranking-based choice model is thus given by
P(Σ,λ)(o | S) =
∑
σ∈Σ
λσ · I{ranking σ selects option o given S}.
The ranking-based model and the decision forest model are structurally similar, in that they are
both probability distributions over a collection of “primitive” choice models. However, it turns out
that the decision forest model is more general than the ranking-based model, which we formalize
in the two propositions below.
Proposition 1. Let Σ= {σ1, . . . , σm} be a collection of rankings and λ be a probability distri-
bution over them. Then there exists a forest F such that, for all o∈N+ and S ⊆N ,
P(F,λ)(o | S) =P(Σ,λ)(o | S).
Proof of Proposition 1: For each ranking σj, j = 1,2, . . . ,m, we can write down its preference
order explicitly as σj = {p
(j)
1 ≻ p
(j)
2 ≻ . . .≻ p
(j)
Kj
≻ 0}, where a≻ b denotes that a is preferred to b;
for this ranking, Kj products are preferred over the no-purchase option, and product p
(j)
1 is the
most preferred. Assume each ranking σj has probability weight λj. Now we construct the forest
F as follows: for j = 1, . . . ,m, we build a decision tree tj with the structure shown in Figure 3.
Additionally, we associate tree tj with probability λj. Note that ranking σj = {p
(j)
1 ≻ p
(j)
2 ≻ . . .≻
p
(j)
Kj
≻ 0} and the decision tree in Figure 3 give the same decision process: if product p(j)1 is in the
assortment, we buy it; otherwise, if product p(j)1 is not in the assortment but p
(j)
2 is, we buy p
(j)
2 ;
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otherwise, if both p
(j)
1 and p
(j)
1 are not in assortment but p
(j)
3 is, we buy p
(j)
3 ; and so on. Therefore,
for any option o and any assortment S, we have
P(F,λ)(o | S) =
m∑
j=1
λj · I{o= Aˆ(S, tj)}
=
m∑
j=1
λj · I{ranking σj selects option o given S}
=P(Σ,λ)(o | S),
where the second equality comes from the fact that ranking σi and tree ti makes same decision
given S, and the third equality is from the definition of a ranking-based model. 
p
(j)
1
p
(j)
1 p
(j)
2
p
(j)
2 p
(j)
3
p
(j)
3
...
p
(j)
Kj 0
Figure 3 Ranking σj = {p
(j)
1 ≻ p
(j)
2 ≻ . . . ≻ p
(j)
Kj
≻ 0} can be repre-
sented as a purchase decision tree.
2
1
1 0
0
Figure 4 A decision tree that
cannot be modeled by
rankings
According to Proposition 1, any ranking-based choice model can be represented as a decision
forest model. However, the reverse statement is not true, as described in the following proposition.
Proposition 2. There exist decision forest models that cannot be represented as a ranking-based
model.
Proof of Proposition 2: Consider N = {1,2} and a decision forest model consisting of a single
purchase decision tree t as in Figure 4, for which the probability λt must be 1. According to
equation (1), the decision tree t gives the following choice probabilities for the assortments {1,2},
{2} and {1}:
P (1 | {1,2}) = 1; P (2 | {1,2}) = 0; P (0 | {1,2}) = 0;
P (1 | {2}) = 0; P (2 | {2}) = 0; P (0 | {2}) = 1;
P (1 | {1}) = 0; P (2 | {1}) = 0; P (0 | {1}) = 1.
(2)
Assume there exists a ranking-based model that can represent P(· | ·) in Equation (2). The
model is written as Σ = {σ1, σ2, σ3, σ4, σ5} with λ = (λ1, λ2, λ3, λ4, λ5), where σ1 = {1 ≻ 2 ≻ 0},
σ2 = {2 ≻ 1 ≻ 0}, σ3 = {1 ≻ 0}, σ4 = {2 ≻ 0}, and σ5 = {0}. The three conditions of the first row
of the system of equations (2) give λ2 = λ4 = λ5 = 0. The second row gives λ1 = λ2 = λ4 = 0. The
third row gives λ1 = λ2 = λ3 = 0. That is to say, λi = 0 for i= 1, . . . ,5, which contradicts the fact
that
∑5
i=1 λi = 1. Thus, there exists a decision forest model that cannot be represented by any
ranking-based model. 
Chen and Miˇsic´: Decision Forest: A Nonparametric Approach to Modeling Irrational Choice
9
Before continuing, it is worth reinforcing the difference between how choices are made by a
ranking and by a purchase decision tree. Proposition 1 shows how a ranking is effectively a purchase
decision tree that is constrained so as to always grows to the right, with each purchase decision
corresponding to the product on its parent split (with the exception of the right-most leaf, which
is always the no-purchase option). A customer who chooses according to a ranking behaves in
the following way: they check the assortment in accordance with a sequence of products (their
ranking); as soon as they reach a product that is contained in the assortment, they choose it; and
if they go through their entire sequence without successfully finding a product, they choose the
no-purchase option. Such a decision process is always forced to immediately choose a product when
the existence of the product in the assortment has been verified. In contrast, for a purchase decision
tree, the decision process can be more complicated: if the customer checks for a product and finds
that it is indeed contained in the assortment, the customer is not forced to immediately choose the
product; instead, the customer can continue checking for other products in the assortment before
making a purchase decision. This difference is why purchase decision trees are potentially valuable:
a purchase decision tree can model more complicated, product-dependent customer behavior than
a ranking can. Indeed, in Section 3.4, we will see some simple examples of non-rational behavior
that can be represented in the decision forest framework.
In addition, it also worth providing the reader with another perspective on the motivation of
the paper. Both the ranking-based model and the decision forest model are choice models that use
simpler choice models as their building blocks: rankings for the ranking-based model, and purchase
decision trees for the decision forest model. Proposition 1 shows how a ranking is effectively a
purchase decision tree that is constrained in a specific way. From this perspective, our paper
essentially seeks to understand what happens when we remove this constraint on the purchase
decision tree, and allow the basic building block of the choice model to be more general than a
ranking.
3.4. Modeling Irrational Behavior by Decision Forest Models
Research in marketing, psychology, and economics has documented numerous examples of choice
behavior that is inconsistent with the RUM principle. Here, we show how two well-known examples
of irrational choice behavior, the decoy effect and the preference cycle, can be modeled by decision
forests.
Example 1 (Decoy Effect) In marketing, the decoy effect is the phenomenon whereby consumers
tends to change preference between two options when a third option exists and it is asymmetrically
dominated. The Economist from Ariely (2008) is an example and re-created as in Table 1. When
the option “Print-Only” is strictly dominated by option “Print-&-Internet” (same price but with
additional online access), the preference between the other two options changes.
We model the example in Table 1 as follows: denote the subscription options “Internet-Only”,
“Print-Only”, and “Print-&-Internet” as product 1, 2, and 3, respectively. Define F = {t1, t2, t3}
as in Figure 5 and the corresponding distribution as λ = (0.52,0.16,0.32); it can be verified that
this model leads to the choice probability in Table 1. Note that customers following t2 will always
choose “Internet-Only”(option 1), regardless of whether “Print-Only”(option 2) is available or
not. Similarly, customers following t3 will always choose “Print-&-Internet” (option 3). But for
customers following t1, the preference between “Internet-Only” (option 1) and “Print-&-Internet”
(option 3) changes when“Print-Only” (product 2) exists. As in Figure 5a, if product 2 is included
in the assortment, the decision process proceeds to the left subtree and chooses according to the
ranking {3 ≻ 0}, i.e., if product 3 exists then we buy it; otherwise, we do not buy anything. If
product 2 is not included in the assortment, the decision process proceeds to the right subtree and
chooses according to the ranking {1≻ 0}, i.e., if product 1 exists then we buy it; otherwise, we do
not buy anything. Thus, customers of type t1 account for the decoy effect observed in Table 1.
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2
3
3 0
1
1 0
(a) Tree t1 with λ1 = 0.52
1
1 0
(b) Tree t2 with λ2 =0.16
3
3 0
(c) Tree t3 with λ2 = 0.32
Figure 5 The forest-distribution pair F = {t1, t2, t3} and λ= (λ1, λ2, λ3) that can model the decoy effect in The
Economist subscription example in Table 1.
Gambles A B C D E
Prob. of Winning 7/24 8/24 9/24 10/24 11/24
Payoff $5.00 $4.75 $4.50 $4.25 $4.00
Table 2 Gambles used by Tversky (1969) to demonstrate preference cycle.
A
E
E A
B
B C
C D
D 0
Figure 6 A decision tree representation of a preference cycle.
Example 2 (Preference Cycle) The preference cycle is a behavorial anomaly in which the pref-
erence relation is not transitive. A classic example is given by Tversky (1969) and re-created as
in Table 2 (see also Rieskamp et al. 2006). Participants were offered gambles varying in winning
probabilities but with similar payoffs. One group of participants behaved in the following way: when
offered two gambles with similar probabilities, they preferred the gamble with the larger payoff.
Specifically, they preferred A to B, B to C, C to D, and D to E. However, when offered gambles
where the winning probabilities were significantly different, they would prefer the gamble with the
higher winning probability, e.g., preferring E to A.
We can use a purchase decision tree to model this type of preference cycle, as in Figure 6. It is
easy to see that, when assortments {A,B}, {B,C}, {C,D}, {D,E}, {A,E} are given, participants
who follow the decision tree would choose A, B, C, D, and E, respectively. Note that the right
subtree of the root node corresponds to the ranking {A ≻ B ≻ C ≻ D ≻ E} but the left subtree
corresponds to the ranking {E ≻A}, therefore leading to the cycle.
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3.5. Decision Forest Models are Universal
As we have shown that two classic examples of irrational choices can be modeled by decision forest
model, a natural question to ask is: what is the class of the choice models that can be represented
by a decision forest model? Stated differently, for any given general choice model P(· | ·), does
there exist a forest F and a probability distribution λ such that P(o | S) =P(F,λ)(o | S) for every
assortment S and purchase option o? The answer, given by Theorem 1, is in the affirmative.
Theorem 1. Assume a universe of N products. Let Fd be the forest that comprises all decision
trees of depth at most d. For any customer choice model P(· | ·), there exists a distribution λ over
FN+1 such that
P(o | S) =P(FN+1,λ)(o | S), (3)
for any assortment S and purchase option o∈N+.
The proof of Theorem 1, given in Section EC.1.1, follows by explicitly constructing a forest
of depth N + 1 that gives identical choice probabilities to P, where each tree corresponds to a
possible combination of purchase decisions on all 2N assortments and the probability of each tree is
given by the product of the choice probabilities of those purchase decisions. Theorem 1 shows that
the decision forest model is universal : any choice model can be represented by a decision forest
model. To our knowledge, this is the first universal model for representing choice models outside
of the RUM class; we do not know of any other non-RUM model that has this property. We prove
Theorem 1 by explicitly constructing a forest and the corresponding distribution. Additionally,
Theorem 1 gives another way to prove Proposition 1: since any choice model can be modeled by
the decision forest model, ranking-based choice models are thus included as a special case.
4. Estimating Decision Forest Models from Data
In this section, we introduce two methods for estimating a decision forest model (F,λ) from data.
We will assume that we have access to sales rate information for a collection of historical assortments
S1, . . . , SM , and we let vo,Sm denote the probability with which customers selected option o ∈N
+
when assortment Sm was offered, for m= 1,2, . . . ,M . We let vS denote the vector of vo,S values
for each historical assortment S, and we use S = {S1, . . . , SM} to denote the set of historical
assortments.
We will make the assumption that vo,Sm is known exactly, that is, vo,Sm = P(o |Sm) for every
(o,Sm), where P(· | ·) is the ground truth choice model. This is a reasonable assumption if the
number of transaction records for each assortment is large enough that each vo,Sm will be close
to the true choice probability P(o |Sm). Later, in Section 4.3, we will discuss how our estimation
methodology can be readily adapted to the setting where the vo,Sm values are derived from limited
data.
With these assumptions, we now define the estimation problem. For now, let us assume that we
have fixed a forest F of candidate trees. For each tree t ∈ F , let us define At,(o,S) to be 1 if tree
t chooses option o when offered assortment S, and 0 otherwise. Let us also define At,S to be the
vector of At,(o,S) values for o ∈N
+ with a given assortment S. Let λ= (λt)t∈F be the probability
distribution over F . With these definitions, to find the probability distribution for the decision
forest model, we must find a vector λ that satisfies the following system of constraints:∑
t∈F
At,Sλt = vS , ∀ S ∈ S, (4a)
1Tλ= 1, (4b)
λ≥ 0. (4c)
In the above constraint system, constraints (4b) and (4c) model the requirement that λ be a
probability distribution, while constraint (4a) requires that for each assortment S in the data, the
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vector of predicted choice probabilities,
∑
t∈F At,Sλt, is exactly equal to the vector of actual choice
probabilities, vS . Thus, if we could select a reasonable set of candidate trees for our decision forest,
then we could, at least in theory, solve the feasibility problem (4) to obtain the corresponding
probability distribution λ.
Notwithstanding any computational questions surrounding problem (4), the question that
remains, therefore, is how one should choose the forest F of candidate trees. According to Theo-
rem 1, decision forest models that are defined with F = FN+1, where FN+1 is the set of balanced
trees of depth N +1, are sufficient to represent any choice model, whether it belongs to the RUM
class or not. Thus, an immediate choice of F is FN+1, and we would simply solve the feasibility
problem (4) with FN+1 to obtain the corresponding probability distribution λ. However, upon
closer examination, this particular choice of F is problematic. The flexibility of the FN+1 decision
forest model that we established in Theorem 1 implies that, without any additional structure, it
is impossible to learn this model from data. Specifically, a consequence of Theorem 1 is that there
always exists a distribution and a set of trees of depth N +1 such that (i) the model perfectly fits
the training data Ω, and (ii) the model also perfectly fits any other possible choice probabilities
on the assortments outside of the training data. For example, there exists a forest model that is
consistent with the training data Ω, but always chooses the no-purchase option for every other
assortment, i.e., P(0 | S) = 1 for any S /∈ S = {S1, . . . , SM}.
This challenge with estimating the decision forest model motivates the need to impose some
form of structure on the set F of candidate trees that may be used in the decision forest model.
The structure we shall impose is that the depth of the trees in the forest be limited, that is, we will
consider estimating forests that are comprised of shallow trees. The depth of the trees is closely
linked to model complexity: intuitively, as the purchase decision trees in the forest become deeper,
each tree is able to exhibit a wider range of behavior as the assortment varies.
There are three advantages to estimating forests consisting of shallow trees.
1. Generalization. Given two decision forest models that perfectly fit a set of training assort-
ments, it is reasonable to expect that the decision forest consisting of shallower trees will be more
likely to yield good predictions on new assortments outside of the training set. We show this to be
the case in our numerical experiments in Section 5.
2. Tractability. It is also reasonable to expect that the estimation problem will become more
tractable, as the set of possible trees of a particular depth d′≪N +1 will be much smaller than
the set of all possible trees of depth N +1 as required by Theorem 1.
3. Behavioral plausibility. Lastly, forests of shallow trees are more behaviorally plausible
than forests of deep trees. As discussed in Hauser (2014), customers often make purchase decisions
by first forming a consideration set (a small set of products out of the whole assortment) and
then choosing from among the considered products. Restricting the depth of the trees in the forest
implies that customers only check for a small collection of products, and is congruent with empirical
research on how customers choose.
We organize the remainder of this section as follows. Section 4.1 provides theoretical results
showing that, under a reasonable assumption on how the assortments S1, . . . , SM are generated,
the tree depth needed to perfectly fit the data is logarithmic in the number of assortments M in
the data. These results justify the use of shallow trees when choice probabilities are only known
for a small number of assortments. In Section 4.2, we propose our main estimation method, based
on randomized tree sampling, for efficiently estimating a decision forest model (F,λ) from data.
Finally, in Section 4.3, we show how our estimation procedures can be extended to other forms of
data and other types of objective.
Before presenting the results, we require two additional definitions. We define the size of a forest
F as the number of trees in the forest, |F |. We define the depth of a forest F as maxt∈F Depth(t),
the maximal depth of any tree in the forest.
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4.1. Shallow Trees Can Perfectly Fit Data
Previously, we motivated the estimation of forests comprised of shallow trees, i.e., trees whose
depth is bounded by some value d. However, selecting the right depth d is not straightforward.
While Theorem 1 guarantees the existence of a forest of depth N + 1 that is consistent with the
training data S, it is not clear whether there exists a forest of depth d≪N +1 that is consistent
with the training data.
In this section, we explore the relation between forest depth and the number of historical assort-
ments M . We propose two theoretical results that provide guidance on how the depth d may be
selected. The first result is that for any collection of M historical assortments S = {S1, . . . , SM},
one can find a forest of depthM +1 that perfectly fits the training data S. Thus, when the number
of historical assortmentsM is small, this result implies that a forest of shallow trees is sufficient to
represent the data. The second result is that, if the number of historical assortments is large and
one assumes a simple generative model of how historical assortments are chosen, then with high
probability one can find a forest whose depth scales logarithmically with M and that perfectly fits
the training data.
In the results that we will shortly develop, we will make use of the following helpful fact.
Lemma 1. For any decision tree t of depth d and any arbitrary depth d′ > d, there exists a
balanced tree t′ of depth d′ such that Aˆ(S, t) = Aˆ(S, t′) for any assortment S ⊆N .
The proof can be found in Section EC.1.2. We now state two lemmas:
Lemma 2. For any dataset S consisting of only one assortment S, there exists a forest F of
depth 2 and a probability distribution λ over F such that P(F,λ)(o | S) = vo,S for every o∈N
+.
Proof of Lemma 2: Consider a forest F of depth 2 such that F = {t1, t2, . . . , tN , t0}, where each
tree is as shown in Figure 7, and define the probability distribution λ so that λo = vo,S for each
o∈N+; by construction,
∑
t∈F λt = 1 and λt ≥ 0 for each t∈F . For this forest, each option o∈N
+
is chosen by exactly one tree, to, and the probability mass of that tree is vo,S, which establishes
that P(F,λ)(o | S) = vo,S for all o∈N
+. 
1
1 0
2
2 0
. . .
n
n 0
1
0 0
Figure 7 Trees t1, t2, . . . , tN and t0 (shown from left to right) for the forest F described in Lemma 2
Lemma 3. Consider two sets of assortments S1 and S2 satisfying the following two conditions:
(1) For i= 1,2, there exists a forest Fi of depth di and a probability distribution λ
(i) such that
P(Fi,λ
(i))(o | S) = vo,S for all S ∈ Si; and
(2) There exists a product p such that p∈ S for all S ∈ S1 and p /∈ S for all S ∈ S2.
Then there exists a forest F of depth 1+max{d1, d2} and a probability distribution λ such that
P(F,λ)(o | S) = vo,S for all S ∈ S1 ∪S2.
Proof of Lemma 3: We prove the statement by constructing an appropriate forest F and a
probability distribution λ such that P(F,λ)(o | S) = vo,S for all S ∈ S1 ∪ S2. For i = 1,2, let us
denote the trees in forest Fi by t
(i)
1 , t
(i)
2 , . . . , t
(i)
ni
and the corresponding probability distribution by
λ
(i) = (λ
(i)
1 , . . . λ
(i)
ni
).
Let us construct the forest F and probability distribution λ for S1∪S2 as follows. Let F = {tα,β |
α∈ {1,2, . . . , n1}, β ∈ {1,2, . . . , n2}}, where each tree tα,β is formed by placing product p at the root
node, placing t(1)α as the left subtree of the root node, and t
(2)
β as the right subtree of the root node.
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For the probability distribution λ over F , we set the probability of each tree λα,β = λ
(1)
α ·λ
(2)
β . By
construction, λ is nonnegative, and adds up to 1, since
n1∑
α=1
n2∑
β=1
λα,β =
n1∑
α=1
n2∑
β=1
λ(1)α ·λ
(2)
β =
(
n1∑
α=1
λ(1)α
)(
n2∑
β=1
λ(2)β
)
= 1.
We now show that (F,λ) ensures that P(F,λ)(o | S) = vo,S for all S ∈ S1 ∪ S2. For any S ∈ S1,
we know that p ∈ S, and thus each purchase decision tree tα,β ∈ F will immediately take the left
branch at the root node. This implies that the purchase decision of tree tα,β will be exactly the
same as its left subtree t(1)α when any S ∈ S1 is given. Thus, for any S ∈ S1 and o∈N
+:
P(F,λ)(o | S) =
n1∑
α=1
n2∑
β=1
λα,β · I{o= Aˆ(S, tα,β)}
=
n1∑
α=1
n2∑
β=1
λ(1)α ·λ
(2)
β · I{o= Aˆ(S, t
(1)
α )}
=
n1∑
α=1
λ(1)α · I{o= Aˆ(S, t
(1)
α )}=P
(F1,λ
(1))(o | S) = vo,S,
where we recall that Aˆ(S, t) is the option chosen by tree t when given assortment S.
Similarly, we can also establish that for any S ∈ S2 and o ∈ N
+, each tree tα,β will make the
same purchase decision as t
(2)
β , and so P
(F,λ)(o | S) =P(F2,λ
(2))(o | S) = vo,S. This establishes that
(F,λ) satisfies P(F,λ)(o | S) = vo,S for all S ∈ S1 ∪S2.
Finally, with regard to the depth of F , we observe that each tree in F is built by adding one
level to trees from F1 and F2, and so the forest F will be of depth 1+max{d1, d2}. This establishes
the lemma. 
Lemma 2 states that a data set of a single assortment can be perfectly fit by a depth 2 decision
forest. Lemma 3 states that when we have two collections of assortments, where one collection
contains a product p while the other does not, then we can create decision forest model for the
union of the two collections by combining the decision forest models that fit each subcollection.
This will yield a forest with depth 1+max{d1, d2}, where d1 and d2 are the depths corresponding to
the two collection. Our next result uses these two lemmas to argue, by induction, that any training
set with M assortments can be fit with a decision forest of depth M +1.
Theorem 2. For any training data S with M distinct historical assortments, S = {S1, . . . , SM},
there exists a forest F of depth M +1 and a probability distribution λ such that P(F,λ)(o | S) = vo,S
for all S ∈ S.
Proof of Theorem 2: We prove the theorem by induction on the number of assortmentsM . The
base case is established by Lemma 2. Assume the statement holds for all integers k <M . With M
historical assortments S1, S2, . . . , SM , let p be a product included in at least one assortment and
meanwhile not included in all assortments. Such a pmust exist, otherwise S1 = S2 = . . .= SM , which
violates the requirement of distinct assortments. Denote Sp = {S | S ∈ S, p ∈ S} as the collection
of historical assortments that include product p, and Scp = {S | S ∈ S, p /∈ S} as the collection
of historical assortments that do not include product p. We further denote their cardinalities as
Mp = |Sp| and M
c
p = |S
c
p|.
Note that 1 ≤Mp ≤M − 1 and 1 ≤M
c
p ≤M − 1 by the definition of product p. To prove the
inductive step, we assume that there exists a forest Fp of depth Mp+1 and a distribution λp such
that P(Fp,λp)(o | S) = vo,S for all o∈N
+ and S ∈ Sp. Similarly, we also assume there exists a forest
F cp of depth M
c
p+1 and a distribution λ
c
p such that P
(F cp ,λ
c
p)(o | S) = vo,S for all o∈N
+ and S ∈ Scp.
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By Lemma 3, a forest F of depth 1+max{Mp + 1,M
c
p + 1} and a distribution λ exist such that
P(F,λ) = vo,S for S ∈ S. The depth satisfies 1+max{Mp+1,M
c
p +1} ≤ 1+M . Along with Lemma
1, this completes the proof. 
While Theorem 1 guarantees that we can fit the data with a forest of depth N + 1, Theorem
2 ensures that we can fit the data with a forest of depth M + 1. Thus, this result is particularly
attractive when M <N . For example, if a seller has only offered 5 historical assortments over 20
products, then instead of building a decision forest of depth 21 as in Theorem 1, the seller can fit
the customer behavior in the data perfectly by a forest of depth 6. Theorem 2 thus sheds light on
how data size can relate to model complexity of decision forest model, especially when the size of
data is small.
In the case that the number of products N and the number of assortments M are both large,
then the forests furnished by Theorems 1 and 2 will be very deep. A natural question is whether
it is possible to do better than min{N + 1,M + 1} in this setting. To address model complexity
when both N and M are sufficiently large, we propose our next theorem. This theorem assumes a
simple generative model of how historical assortments are chosen and establishes that, with high
probability over the historical assortments, one can fit the data with a decision forest whose depth
scales logarithmically in M .
Theorem 3. Assume the M assortments S = {S1, S2, S3, . . . , SM} of N products are drawn uni-
formly at random and independently from the set of all 2N possible assortments. With probability
at least 1−O
(
M 2 · 2−CN/ log2M
)
, there exists a distribution λ and a forest F of depth O (log2M)
such that P(F,λ)(o | S) = vo,S for all s∈ S and o∈N+, where C > 0 is a positive constant.
The proof of this result is quite involved, and is thus relegated to Section EC.1.3 of the electronic
companion. Theorem 3 provides an asymptotic lower bound on the probability of the event that
there exists a forest of depth logarithmic in M that can perfectly fit the training set Ω, where the
randomness is over the draw of M assortments from the set of all 2N assortments. Note that the
inequality N ≥ log2M always holds, since one will have at most 2
N assortments for N products.
On the other hand, in real-world data, M is unlikely to scale exponentially with respect to N ; for
example, a retailer offering 1000 products is unlikely to have offered 21000 ≈ 10300 subsets of those
products in the past. Thus, when N is large andM does not scale exponentially with respect to N ,
the factor N/ log2M makes the probability lower bound very close to 1. Stated differently, when
N is large and M is not too large, most data sets – that is, most collections of assortments S of
M assortments of the N products – will admit a forest representation that has depth O(log2M).
To prove Theorem 3, we prove an intermediate result, Theorem EC.1 (see Section EC.1.3), which
provides an explicit upper bound on the probability of not being able to find a forest of a specific
choice of depth that is O(log2M) that fits the data. To give a sense of the scale of the probability
bound, for a retailer with N = 1000 products and M = 2000 historical assortments, the bound
suggests that the probability that the data set cannot be fit by a decision forest of depth 40 is no
greater than 1.82× 10−12. In contrast, Theorem 1 and Theorem 2 yield decision forests of depths
1001 and 2001 respectively.
We comment on two other interesting aspects of this result. The first aspect is that the result
is completely independent of the vector of choice probabilities v: the result holds no matter what
v is. Empirically, while the theoretical depth scales like log2M , we have observed that depending
on v, the forests that come out of our estimation approach in Section 4.2 can sometimes be of a
depth that scales slower than logarithmically in M .
The second aspect is how this result compares to other complexity results in nonparametric
choice modeling. For ranking-based models, the paper of Farias et al. (2013) showed that, given a
vector of choice probabilities of dimension K from a RUM model, one can always find a probability
distribution λ over rankings that is consistent with those choice probabilities such that the size
of the model (the number of rankings with nonzero probability) is at most K + 1. This result
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follows because the set of consistent λ’s can be written as a polyhedron, so one can invoke standard
linear optimization arguments to guarantee the existence of a basic feasible solution λ for which
the number of variables that are non-zero is no more than the number of constraints, which is
K + 1. (We remark here that the same upper bound also holds for our decision forest model,
because our constraint system (4) is analogous to the constraint system of Farias et al. (2013);
this is a fact that we will also exploit when we present our randomized estimation algorithm in
Section 4.2.) The important point to emphasize here is that this prior result concerns the size
(number of rankings) of the ranking-based model. In contrast, Theorem 3 concerns the depth of the
forest. In the ranking-based context, depth essentially corresponds to the size of the consideration
set (how many products are ranked above the no-purchase option). To the best of our knowledge,
a result analogous to Theorem 3 has not been previously established for ranking-based models.
Thus, Theorem 3 provides an important complement to existing results on model complexity from
the ranking model literature.
4.2. Randomized Tree Sampling
We now introduce a practical method to estimate a decision forest model from data. Suppose
that we select a large set F of candidate trees. As discussed earlier, we wish to find a probability
distribution λ over F that satisfies the constraint system (4) for F . Let Fd be the set of all possible
balanced decision trees of depth d, where d can be the upper bound of depth of shallow trees.
Lemma 1 guarantees that for any decision tree of depth d′ < d, we can find a tree in Fd that is
equivalent to it. Therefore, it is sufficient to just estimate decision trees from Fd (instead of, e.g.,
the set F1 ∪F2 ∪ · · · ∪Fd).
If we specify the set of candidate trees as F = FN+1, then Theorem 1 guarantees the existence
of a probability distribution λ that satisfies the constraint system (4). However, if we set d to
an integer smaller than n+ 1, then it may not be possible to find a λ that exactly satisfies this
constraint system. Thus, we will instead focus on finding a λ for which
∑
t∈F At,Sλ, which is the
vector of predicted choice probabilities for the assortment S, is close to vS , the vector of actual
choice probabilities for S, for all S ∈ S. One approach to finding such a λ is to formulate an
optimization problem where the objective is to minimize the total L1 norm of the prediction errors
in the choice probabilities over all historical assortments:
minimize
λ
∑
S∈S
∥∥∥∥∥
∑
t∈F
At,Sλ−vS
∥∥∥∥∥
1
(5a)
subject to 1Tλ=1, (5b)
λ≥ 0. (5c)
By introducing additional variables ǫ+S and ǫ
−
S for each assortment S ∈ S, we can reformulate
problem (5) as a linear optimization problem. For a given data set S and forest F , we refer to this
problem as EstLO, which we define below:
EstLO(S, F ) = minimize
λ,ǫ+,ǫ−
∑
S∈S
1Tǫ+S +
∑
S∈S
1Tǫ−S (6a)
subject to
∑
t∈F
At,Sλ+ ǫ
−
S − ǫ
+
S = vS, ∀ S ∈ S, (6b)
1Tλ= 1, (6c)
ǫ+S ,ǫ
−
S ≥ 0, ∀ S ∈ S, (6d)
λ≥ 0. (6e)
Before presenting our algorithm for solving this problem, we pause to comment on problem (6).
Problem (6) is similar to the estimation problem that arises for ranking-based models. In partic-
ular, van Ryzin and Vulcano (2014) study a maximum likelihood estimation problem, while Miˇsic´
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(2016) studies a similar L1 estimation problem, both of which are formulated in a similar way to
problem (6). Both van Ryzin and Vulcano (2014) and Miˇsic´ (2016) study solution methods for this
general type of problem that are based on column generation, where one alternates between solving
a master problem like (6) for a fixed set of rankings, and solving a subproblem to obtain the new
ranking that should be added to the collection of rankings. In a different direction, the conditional
gradient approach of Jagabathula and Rusmevichientong (2018) also involves iteratively adding
rankings to a ranking-based model, which also involves solving a similar subproblem.
In the same way, one can also apply a column generation strategy to solving the decision forest
estimation problem (6). We provide the details of this approach in Section EC.2 of the ecompanion.
The key difference in the column generation approach for decision forests compared to column
generation approaches for ranking-based models is the subproblem: rather than optimizing over
the set of all rankings of the N +1 options, one must optimize over a set of trees of a fixed depth d.
This subproblem can be formulated exactly as an integer program, with a structure that is different
from the integer program that arises in ranking-based models (as in van Ryzin and Vulcano 2014).
Although the column generation approach is able to solve problem (6) to provable optimality, it
is unfortunately not scalable; for example, in synthetic instances with trees of depth d= 5, N = 9
products and M =50 training assortments, the approach could require as long as 12 hours.
We thus propose a different method, called randomized tree sampling, which can solve large-scale
instances of problem (6) efficiently. The method consists of two parts: (1) building a given forest
into deeper one through a randomized process; (2) removing unnecessary trees from the forest by
solving the linear optimization problem EstLO(S, F ). The method alternates between these two
procedures to build a forest of arbitrary depth starting from a forest of depth 2.
The first step, of growing a given forest by one layer through randomization, is formalized as
the procedure RandomlyGrowLayer in Algorithm 1. The procedure RandomlyGrowLayer
creates a forest F ′ that comprises nF trees of depth d+1 from a given forest F of depth d, where
both F and nF are inputs of the procedure. In each iteration of the procedure, we randomly select
two trees t1 and t2 from F , and we randomly select a product p uniformly from the set N . We then
construct two trees, τ1 and τ2, as follows. We construct tree τ1 by setting p to be the root node,
with t1 as the left subtree of p and t2 as the right subtree of p. We similarly create τ2 by setting p
as the root node, and placing t1 as the right subtree of p and t2 as the left subtree of p. (We note
that this is similar to how the forest in the proof of Lemma 3 is constructed.) Before adding τ1 and
τ2 to the new forest F
′, we apply a procedure, RandomizeLeaves, to both trees. The procedure
Randomize leaves, described in Algorithm 2, randomizes the purchase decision of each leaf of a
given tree. Note that, for each leaf position ℓ, the feasible purchase options are described by the
set
(
{0}∪
⋃
s∈LS(ℓ){xs}
)
, where
⋃
s∈LS(ℓ){xs} is the purchase options at left splits of ℓ and 0 is the
no-purchase option; we thus randomize the purchase option at leaf ℓ by selecting an element from(
{0}∪
⋃
s∈LS(ℓ){xs}
)
uniformly at random. Without this procedure, the purchase options at the
leaves would stay the same as in the original trees (t1 and t2), and the root product would never
be taken into consideration as a purchase option.
The second step, of removing unnecessary trees by optimization, is formalized as the procedure
Filter in Algorithm 3. For a given forest F , the procedure Filter solves the estimation prob-
lem EstLO(S, F ) to obtain an optimal basic feasible solution (λ,ǫ+,ǫ−). Since EstLO(S, F ) is
a linear optimization problem in standard form with a non-empty feasible region and bounded
objective value, standard results in linear optimization theory (see, e.g., Bertsimas and Tsitsiklis
1997) guarantee the existence of such an optimal solution. For a λ that is part of such a solution,
there can be at most (N + 1)M trees for which λt > 0, and the filtered set of trees F˜ will have
cardinality of at most (N + 1)M . In this way, the Filter procedure removes trees that do not
contribute to fitting the data.
With these two steps defined, the overall procedure, GrowForest, is summarized in Algo-
rithm 4. The procedure grows a forest comprised of at most nF trees of a pre-specified depth d.
The procedure starts from a basic forest. The basic forest consists of N +1 trees of depth 2, where
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Algorithm 1 Procedure to grow a forest by one layer in a randomized way.
1: procedure RandomlyGrowLayer(F ,nF )
2: Initialize F ′ = ∅.
3: for i = 1 to nF/2 do
4: Select trees t1, t2 ∈F and a product p∈N uniformly at random.
5: Build a new tree τ1 with p as root node, t1 as left subtree, and t2 as right subtree.
6: Build a new tree τ2 with p as root node, t2 as left subtree, and t1 as right subtree.
7: RandomizeLeaves(τ1).
8: RandomizeLeaves(τ2).
9: Set F ′= F ′∪{τ1, τ2}.
10: end for
11: return F ′
12: end procedure
Algorithm 2 Procedure to randomize leaf purchase decisions of a given tree.
1: procedure RandomizeLeaves(t)
2: for ℓ in leaves(t) do
3: Select an option o from the set
(
{0}∪
⋃
s∈LS(ℓ){xs}
)
uniformly at random.
4: Set xℓ= o.
5: end for
6: return t
7: end procedure
Algorithm 3 Procedure to remove unnecessary trees from a forest by optimization.
1: procedure Filter(F )
2: Solve EstLO(S, F ) to obtain an optimal basic feasible solution (λ,ǫ+,ǫ−).
3: Set F˜ = {t∈ F | λt > 0}.
4: return F˜
5: end procedure
N of the N +1 trees correspond to the customer checking if product i exists in the assortment and
buying it if it exists (and choosing the no-purchase option otherwise), while the (N +1)-th tree is
a balanced tree of depth two that only chooses the no-purchase option 0 at the leaves. (We note
that this basic forest is exactly the same forest used in the proof of Lemma 2 and is visualized
in Figure 7.) After constructing the basic forest, the procedure GrowForest repeatedly expands
the forest size and depth by invoking the procedure RandomlyGrowLayer, then invoking the
procedure Filter to remove unnecessary trees from the forest. The procedure repeats until the
desired depth of d has been reached.
4.3. Estimating Decision Forests with Other Objectives
So far, we have assumed that the number of transactions is sufficiently large for each assortment
so that the the frequency vo,S is equal to or close to the true choice probabilities P(o | S). Our
goal has thus been to minimize the error between v= (vo,S)o∈N+,S∈S and (
∑
t∈F At,Sλt)S∈S, where
the latter is the purchase distribution predicted by a decision forest model, and we have measured
error using the L1 norm.
In real-world settings, transaction records may be abundant for some assortments but scarce
for others. In this case, we may wish to adjust our estimation problem to penalize more heavily
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Algorithm 4 Overall procedure to grow a forest of nF trees of depth d.
1: procedure GrowForest(d,nF )
2: Initialize F to a basic forest (as in Figure 7)
3: for l=2 to d do
4: Set F ′ = RandomlyGrowLayer(F ,nF ).
5: Set F = Filter(F ′).
6: end for
7: return F
8: end procedure
for prediction errors on assortments with more transaction records. Let c(o,S) be the number of
transactions in which o was chosen given assortment S, and let c(S) =
∑
o∈N+ c(o,S) be the number
of observed transaction when assortment S is offered. Instead of penalizing the error by placing
the same weight on each assortment as in objective (6a), one can specify the objective as∑
S∈S
c(S)1Tǫ+S +
∑
S∈S
c(S)1Tǫ−S . (7)
Through this objective, the estimation procedure will be biased towards probability distributions λ
that lead to lower prediction errors on assortments with many transaction records. For this objective
function, one can apply the randomized tree sampling procedure of Section 4.2 by appropriately
modifying the linear optimization problem (6) that is solved in the Filter procedure. Note that
when all assortments have same number of transactions, using the objective function (7) results in
a linear optimization problem that is equivalent to the original problem (6).
A more common objective function for dealing with finite samples is log-likelihood. The maximum
likelihood problem can be represented as a concave program with linear constraints as follows:
maximize
λ,η
∑
S∈S
∑
o∈N+
c(o,S) · log ηo,S (8a)
subject to
∑
t∈F
At,Sλt = ηS, ∀ S ∈ S, (8b)
1Tλ= 1, (8c)
λ≥ 0, (8d)
where the objective is the log-likelihood of the transaction records and ηo,S is the choice probability
of the forest model for option o given assortment S. When each column (At,S)S∈S corresponds to a
ranking, then problem (8) coincides with the maximum likelihood problem that is solved, through
column generation, in van Ryzin and Vulcano (2014).
To solve the maximum likelihood problem, we proceed in the following way: (a) we use our
randomized tree sampling algorithm solve problem (6) with the objective function (7), to obtain a
collection of trees F ; and (b) solving problem (8) using the EM algorithm of van Ryzin and Vulcano
(2017). Although the EM algorithm was designed to solve problem (8) for a fixed collection of
rankings, it turns out that the same algorithm readily extends to the problem of estimating a prob-
ability distribution over a forest. With regard to step (a), we remark that this step still involves
solving a collection of problems formulated using a linear objective (as opposed to the likelihood
objective (8a)). One could consider adapting algorithm so that the Filter step would solve prob-
lem (8) instead of problem (6). However, this approach comes with two disadvantages: first, because
the objective is nonlinear, the problem is no longer a linear optimization problem, and one does
not obtain sparse solutions; second, each solve of the nonlinear problem (8) is computationally
more expensive than solving the linear problem (6). Thus, in step (a) we use the randomized tree
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sampling algorithm, together with the transaction-weighted objective (7), in a heuristic way to
identify a “good” set of trees, and then use step (b) to find a probability distribution over those
trees that maximizes the log likelihood.
5. Numerical Results with Synthetic Data
In this section, we evaluate the predictive performance of our decision forest model using synthetic
data, and show that our model is competitive with existing choice models, both in terms of estima-
tion error and robustness to model misspecification. We proceed in the following way. First, we fix
a ground truth choice model. Given this choice model, we then generate purchase distributions for
all assortments based on the underlying choice model as Ω = {(Si,vi)}i=1:2N as in Section 4. Out
of all 2N assortments, M assortments are selected uniformly at random to serve as the training
data, Ωtrain = {(Si,vi)}
M
i=1, and the purchase distributions of the remaining assortments are used
as the testing data, Ωtest = {(Si,vi)}
2N
i=M+1. We then estimate a model from a given class of choice
models using the training data, and use the estimated model to predict on the testing data.
We use two metrics to compare different predictive models: the L1 error between the predicted
and true purchase probabilities, and the approximation rate to the maximal expected revenue. We
define the out-of-sample L1 error as
1
|Ωtest|
·
2N∑
m=M+1
∥∥∥Pˆ(· | Sm)−vm∥∥∥
1
,
where Pˆ(· | Sm) is the predicted purchase probability distribution for Sm. A value of zero for the
L1 error implies a perfect fit. The approximation rate to maximal expected revenue is given by
Rev
(
argmaxm=1,...,2N
∑N
i=1 riPˆ(i | Sm)
)
Rev
(
argmaxm=1,...,2N
∑N
i=1 riP(i | Sm)
) ,
where the numerator is the expected revenue of the optimal assortment returned by the esti-
mated/learned model and the denominator is the true optimal expected revenue. This metric
quantifies how useful the model is for the purpose of deriving an optimal or near-optimal assort-
ment; a value of one for the approximation rate implies that the learned model leads to optimal
assortments.
We test the predictive performance of three classes of models: the MNL model, the ranking-
based model and the decision forest model. We estimate the MNL model using maximum likelihood
estimation, and estimate the ranking-based model using the exact column generation algorithm
from Miˇsic´ (2016). For the decision forest model, we use our randomized tree sampling algorithm.
We consider four different classes of models for the ground truth model: the MNL model, the
ranking-based model, the HALO-MNL model and the decision forest model. For each choice of
ground truth choice model, we conduct 500 trials, and the performance in terms of the two measures
is averaged. All experiments are conducted with N = 9 products and M = 50 training assortments,
to be consistent with our later experiments in Section 6. We randomly generate parameters for our
ground truth models as follows:
1. MNL model: The MNL model is characterized by parameters u1, . . . , uN , which represent
the mean utility of each product. Given u1, . . . , uN , the probability of choosing product j given
assortment S is P(j | S) = exp(uj)/(1+
∑
i∈S exp(ui)). For each trial, we generate our ground truth
model by drawing each ui from [−1,1] according to an independent uniform distribution.
2. Ranking-based model: The ranking-based model is characterized by a set of rankings Σ and
the associated probability distribution λ, as described in Section 3.3. For each trial, we uniformly
at random generate 50 rankings and the probability distribution.
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Table 3 Comparison of MNL, the ranking-based model and the decision forest models of various depths, given
that the ground truth choice model is either the MNL or the ranking-based model.
Measure Ground Truth MNL Ranking Forest(3) Forest(4) Forest(5) Forest(6)
L1 error MNL 0.0005 0.0947 0.2373 0.1137 0.1221 0.1616
Ranking 0.1488 0.1006 0.2651 0.1482 0.1512 0.1667
HALO-MNL 0.2092 0.1955 0.3027 0.1643 0.1567 0.1748
Forest(3) 0.1525 0.1082 0.0001 0.0397 0.0807 0.1146
Forest(5) 0.2199 0.1876 0.2026 0.1568 0.1578 0.1748
(maximum) 0.2199 0.1955 0.3027 0.1643 0.1578 0.1739
Approx. Rate MNL 1.0000 0.9903 0.9011 0.9604 0.9802 0.9655
Ranking 0.9785 0.9824 0.9084 0.9662 0.9680 0.9760
HALO-MNL 0.9559 0.9606 0.8993 0.9649 0.9708 0.9711
Forest(3) 0.8800 0.9381 1.0000 0.9903 0.9587 0.9301
Forest(5) 0.8685 0.9015 0.8953 0.9368 0.9334 0.9287
(minimum) 0.8685 0.9015 0.8953 0.9368 0.9334 0.9287
3. HALO-MNL model: The HALO-MNL model, proposed by Maragheh et al. (2018), is char-
acterized by parameters {uij}1≤i,j≤N . The probability of choosing product j given assortment S is
defined as:
P(j | S) =
exp(ujj +
∑
k/∈S ukj)
1+
∑
i∈S exp(uii+
∑
k/∈S uki)
.
The model is a natural extension to the MNL model, where additional parameters ukj , k 6= j are
used to depict pairwise interactions. The model is named after the “halo effect”, a cognitive bias in
which one product being present or absent in an assortment affects customers’ preferences, and is
outside of the RUM class. In each trial, we generate diagonal terms of u by uii ∼Unif[-1,1], which
is same as the MNL models. To create pairwise interactions, we randomly select 5% of all product
pairs and set the corresponding off-diagonal terms of u to 1.
4. Decision forest model: The decision forest model is characterized by a forest F and the
associated probability distribution λ. For each trial, we randomly generate 50 decision trees and
the probability distribution. We test depths of 3 and 5.
Table 3 shows the out-of-sample performance of MNL, the ranking-based model and the decision
forest models for different depths d∈ {3,4,5,6} (denoted by “Forest(d)” in the table) on synthetic
data. In the table, the models used to generate the synthetic data are indicated under the column
labeled as “Ground Truth”. Each row corresponds to a different combination of ground truth model
and metric (L1 error or approximation rate). For L1 error, the row labeled “(maximum)” reports
the worst-case L1 error over the five different ground truth models, while for approximation rate,
the row labeled “(minimum)” reports the worst-case approximation rate over the same models.
These two rows are included to facilitate the comparison of the predictive models (MNL, rankings
and decision forest) with regard to model misspecification.
We first study the performance when the ground truth model is in the RUM class. When the
ground truth choice model is the MNL model, the MNL model performs the best in terms of both
prediction L1 error and approximation rate, as we would expect. Similarly, when the ground truth
model is the ranking-based model, the ranking-based model gives the best performance. However,
despite the fact that the MNL and ranking-based models have an advantage over the decision forest
model, the decision forest models can still give good performance; for example, when the ground
truth model is the ranking-based model and when the decision forest depth is between 4 and 6, the
approximation rate of the decision forest model ranges from 0.96 to 0.98, which is competitive with
the approximation rates for the MNL and ranking-based models. This shows that despite being
more general than the MNL and ranking-based models, decision forest models can still be effective
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in the classical rational choice domain. For the RUM ground truth models, we can also see the
benefit of using shallower trees: the forest model of depth 4 gives better out-of-sample predictions
than the models of depths 5 and 6.
In the non-RUM domain (i.e., when the ground truth is either the decision forest model or
the HALO-MNL model), the MNL and the ranking-based models do not have good out-of-sample
performance as in the RUM domain. For example, the ranking-based model returns an assortment
with revenue of only 93.81% of the optimal solution when the underlying model is a decision forest
model of depth three. The decision forest model, on the other hand, gives approximation rates that
range from about 93% (depth 6) to 100% (depth 3).
Finally, when we consider the maximum L1 error and the minimum approximation rate metrics,
we can see that the decision forest model attains consistently good performance across all of the
models, regardless of whether the underlying choice model is rational or not. For example, the
decision forest model of depth four consistently returns assortments with revenue at least 93.68% of
optimal across all experiments in both Table 3, whereas in the worst case, the MNL model and the
ranking-based model return assortments achieving 86.85% and 90.15% of the optimal revenue. This
shows the advantage of the decision forest model when the level of rationality in the underlying
data is unknown.
6. Numerical Experiments with Real Customer Transaction Data
In this section, we apply our decision forest model to the IRI Academic Dataset (Bronnenberg et al.
2008) and compare its predictive performance to that of the MNL and the ranking-based models.
6.1. Background
The IRI dataset is comprised of real-world transaction records of store sales and consumer panels
for thirty product categories, and includes sales information for products collected from 47 U.S.
markets. The purpose of this experiment is to show how the decision forest model can lead to
better predictions of real-world customer choices. We note that the same data set was used in
Jagabathula and Rusmevichientong (2018) to empirically demonstrate the loss of rationality in real
customer purchase data. In what follows, we will focus on the top twenty categories, out of the
thirty, in rationality loss; in other words, we focus on those product categories with the highest
degree of non-rational behavior, as measured in Jagabathula and Rusmevichientong (2018).
To pre-process the data, we follow the same pre-processing steps as in
Jagabathula and Rusmevichientong (2018). In the dataset, each item is labeled with its respective
universal product code (UPC). By aggregating the items with the same vendor code (denoted
by digits four through eight of the UPC) as a product, we can identify products from the raw
transactions; we note that this is a common pre-processing technique (see Bronnenberg and Mela
2004, Nijs et al. 2007). By selecting the top nine purchased products and combining the remaining
products as the no-purchase option, we create transaction records for the model setup. Due to
the large number of transactions, we follow Jagabathula and Rusmevichientong (2018) by only
focusing on data from the first two weeks of calendar year 2007.
After pre-processing the data, we convert the sales transactions for each product category into
assortment-choice pairs {(St, ot)}t∈T , where T is a collection of transactions, as follows. Each
transaction t contains the following information: the week of the purchase (wt), the store ID where
the purchase was recorded (zt), the UPC of the purchased product (pt). Let W and Z be the
non-repeated collection of {wt}t∈T and {zt}t∈T , respectively. With week w ∈W and store z ∈ Z,
we define the offer set Sw,z =
{⋃
t∈T {pt |wt =w,zt = z}
}
∪{0}, as the collection of the products as
well as the no-purchase option, purchased at least once at store z in week w. As in Section 4.3, we
define c(o,S) as the purchase count for option o given assortment S, i.e.,
c(o,S) =
∑
t∈T
I{St = S,ot = o}. (9)
We let S denote the collection of assortments.
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6.2. Out-of-sample performance for transaction splitting
In our first experiment, we test the out-of-sample predictive ability of our models using ten-fold
cross validation, where the splitting is done with respect to transactions. We split the set of
transactions T into ten equal sized folds, T1, . . . ,T10. Then, for each fold Ti, we use the other nine
folds T1, . . . ,Ti−1,Ti+1, . . . ,T10 to estimate each predictive model, and then compute the predicted
probability for each transaction in Ti.
To quantify the out-of-sample performance of each predictive model on each fold Ti, we use
Kullback-Leibler (KL) divergence, which is defined as
KL(Ti) =−
1
|Ti|
∑
S∈S(Ti)
∑
o∈N+
c(S,o,Ti) log (po,S/vo,S(Ti)) ,
where S(Ti) is the set of assortments found in fold Ti, c(o,S,Ti) is the number of purchases of
option o given assortment S observed in the fold Ti, po,S is the predicted choice probability for option
o given assortment S, and vo,S(Ti) is the empirical choice probability for option o given assortment
S derived from the transaction set Ti. Specifically, vo,S(Ti) = c(o,S,Ti)/
∑
o′∈N+ c(o
′, S,Ti). We
remark that Jagabathula and Rusmevichientong (2018) also used KL divergence as a measure of
goodness of fit. While their work focused on the in-sample information loss from fitting any RUM
model, our numerical experiments here emphasize out-of-sample predictive ability.
We test the MNL model, the ranking-based model, and the decision forest model for depths
d∈ {3,4,5,6,7} as predictive models. For the MNL model, we estimate its parameters using maxi-
mum likelihood estimation. For the ranking-based model, we estimate the model using the column
generation method of van Ryzin and Vulcano (2014), where the master problem is solved using
the expectation-maximization (EM) algorithm in van Ryzin and Vulcano (2017). For our decision
forest model, we use the randomized tree sampling method in Section 4.2, with the modifications
described in Section 4.3 – namely, we run the randomized method with the weighted L1 norm (7)
as the objective to obtain a forest F , and we then use the EM algorithm of van Ryzin and Vulcano
(2017) to find the probability distribution λ over this forest that maximizes the log-likelihood.
Table 4 summarizes the out-of-sample performance of the MNL, the ranking-based, and the
decision forest model for depth d ∈ {3,4,5,6,7} over the twenty product categories in the data set.
We can see that the decision forest model with d= 7 outperforms the MNL and the ranking-based
models in the twenty product categories. The performance of the ranking-based model and the
decision forest model with d= 7 is visualized in Figure 8. In this figure, each point corresponds to
a product category, and the x and y coordinates correspond to the out-of-sample KL divergence
for that category under the ranking model and the decision forest model with d= 7, respectively.
The lower triangular area below the y = x line contains those categories where the decision forest
model leads to more accurate out-of-sample predictions than the ranking-based model. All product
categories fall into this lower triangular area, which shows the effectiveness of the decision forest
model. Surprisingly, the simplest decision forest model, which is of depth three, returns predictions
that are generally more accurate than the ranking-based model. Figure 9 visualizes the performance
of these two models for all twenty product categories; in 14 out of 20 product categories, the
decision forest model with d= 3 exhibits better out-of-sample performance.
6.3. Out-of-sample performance for assortment splitting
In our first experiment, we performed ten-fold cross-validation by splitting the overall set of transac-
tions; in this way, the transactions for one assortment may appear in multiple folds, and a test fold is
likely to contain assortments that also appear in the other nine training folds. In our second exper-
iment, we consider a different cross-validation approach, where the transactions are split by assort-
ments. In particular, the set of assortments S is divided into ten equal-sized subsets S1, . . . ,S10,
and for each i ∈ {1, . . . ,10}, we use the transaction data for assortments S1, . . . ,Si−1,Si+1, . . . ,S10
to build each predictive model and the remaining fold Si is used for testing. We note that this is a
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Product Category MNL Ranking Forest(3) Forest(4) Forest(5) Forest(6) Forest(7)
Beer 0.897 0.756 0.467 0.315 0.272 0.253 0.243
Cigarettes 2.740 1.867 1.291 0.973 0.883 0.838 0.813
Coffee 2.398 1.163 0.736 0.382 0.319 0.294 0.290
Cold Cereal 1.230 1.004 0.305 0.114 0.112 0.116 0.116
Frozen Pizza 2.715 1.717 1.124 0.738 0.587 0.532 0.514
Hot dog 3.595 2.477 2.637 1.741 1.567 1.491 1.451
Laundry Detergent 2.210 1.338 1.209 0.855 0.762 0.723 0.708
Margarine/Butter 1.129 0.849 0.507 0.394 0.416 0.424 0.430
Mayonnaise 2.406 1.759 1.700 1.404 1.353 1.334 1.319
Milk 5.185 3.605 2.891 2.156 2.127 2.182 2.214
Mustard 1.562 1.082 0.817 0.628 0.645 0.654 0.660
Paper Towel 2.456 1.692 1.705 1.345 1.278 1.212 1.190
Peanut Butter 2.920 2.178 2.321 1.554 1.420 1.353 1.313
Salty Snacks 1.198 0.705 0.570 0.323 0.131 0.125 0.121
Shampoo 0.446 0.312 0.336 0.304 0.301 0.299 0.297
Soup 0.418 0.196 0.088 0.056 0.059 0.059 0.060
Spaghetti/Sausage 2.399 1.400 0.763 0.414 0.372 0.362 0.356
Toilet Tissue 1.651 1.145 1.164 0.922 0.715 0.724 0.732
Tooth Brush 1.115 0.774 0.795 0.702 0.680 0.677 0.677
Yogurt 4.660 3.077 1.812 0.882 0.702 0.608 0.550
Table 4 Out-of-sample KL divergence (in units of 10−2) for the MNL, the ranking-based, and the decision
forest models, where splitting is done with respect to transactions, over twenty product categories in the IRI
dataset. Each value is the average over ten folds. For each product category, bold indicates the best
out-of-sample KL divergence.
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Figure 8 Comparison of the ranking-based model and the decision forest model of depth seven for transaction-
based splitting.
more stringent test of the predictive performance of the models. As in our first experiment, we use
KL divergence, and we consider the same predictive models: the MNL model, the ranking-based
model, and the decision forest model for depths d∈ {3, . . . ,7}.
Table 5 reports the out-of-sample KL divergence for each product category for this experiment.
Out of 20 product categories, the MNL model attains the lowest KL divergence in 8 categories, the
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Figure 9 Comparison of the ranking-based model and the decision forest model of depth three for transaction-
based splitting.
ranking-based model attains the lowest in 2 categories, and the decision forest model attains the
lowest KL divergence in 10 categories. These results suggest the potential of the decision forest to
provide accurate predictions of choice probabilities on new, unseen assortments.
To further understand the performance of the models, Figure 10 visualizes the performance of the
ranking-based model and the decision forest model of depth 4 for each product category (similar
to Figures 8 and 9). Interestingly, over the 20 categories, the decision forest model provides lower
prediction error than the ranking-based model in 15 product categories. We also note from Table 5
that even with depth 3, the decision forest model provides more accurate predictions than the
ranking-based model in 13 out of 20 categories.
7. Conclusions
In this paper, we propose a decision forest approach that can model any discrete choice behavior,
regardless of whether it follows the RUM principle or not. In this model, the decision process of
each customer type is represented by a binary decision tree. Along with a probability distribution
associated with the decision trees, this approach is flexible enough to model any form of non-
rational choice behavior, such as the decoy effect and the preference cycle. Given a finite collection
of historical assortments, we prove that shallow trees, whose depth scales logarithmically with
the size of historical assortments, are capable of perfectly fitting the data. We further propose
a practical estimation method for learning the decision forest model from historical assortments.
Experiments on both synthetic and real-world data demonstrate the effectiveness of the decision
forest model. In particular, our experiments with real data show that the decision forest model
generally outperforms the MNL and the ranking-based model in terms of out-of-sample prediction
measured by KL divergence in twenty product categories.
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Product Category MNL Ranking Forest(3) Forest(4) Forest(5) Forest(6) Forest(7)
Beer 5.939 12.005 2.943 2.335 2.059 4.399 4.254
Cigarettes 2.405 2.515 1.262 1.303 1.724 1.643 1.883
Coffee 3.048 3.248 2.565 2.922 3.154 3.015 3.326
Cold Cereal 1.863 8.267 4.124 1.943 2.068 2.977 3.290
Frozen Pizza 2.879 2.903 2.255 2.273 2.355 2.656 2.710
Hogdog 3.630 2.727 5.157 3.241 3.645 3.752 3.775
Laundry Detergent 1.983 2.405 2.397 2.158 2.489 2.685 2.969
Margarine/Butter 1.544 2.183 2.893 2.992 2.381 2.491 3.138
Mayonnaise 1.280 0.992 0.989 0.943 1.056 1.137 1.191
Milk 6.112 4.940 5.923 5.323 6.217 6.059 6.598
Mustard 1.942 3.186 1.985 1.180 1.305 2.011 1.953
Paper Towel 1.549 1.759 3.027 4.408 4.947 5.152 5.376
Peanut Butter 1.942 1.762 1.813 1.656 1.879 1.967 2.239
Salty Snacks 1.804 1.865 2.579 2.063 1.970 2.491 2.604
Shampoo 0.725 2.258 0.619 2.505 2.278 2.255 1.772
Soup 1.015 5.366 3.524 1.826 3.887 2.915 3.656
Spaghetti/Sausage 3.675 5.121 9.016 5.088 3.901 4.362 4.596
Toilet Tissue 1.476 2.147 1.499 1.878 2.090 2.193 2.451
Tooth Brush 1.921 2.496 1.629 1.522 2.157 2.345 3.022
Yogurt 6.109 7.880 4.138 3.592 3.876 4.670 5.468
Table 5 Out-of-sample KL divergence (in units of 10−2) for the MNL, the ranking-based, and the decision
forest models, where splitting is done with respect to assortments, over twenty product categories in the IRI
dataset. Each value is the average over ten folds. For each product category, bold indicates the best
out-of-sample KL divergence.
0 1 2 3 4 5 6 7 8 9 10 11 12
0
2
4
6
8
10
beer
cigrets
coffee
coldcer
fzpizza
hotdog
laundet
margbutr
mayo
milk
mustketc
paptowl
peanbutr
saltsnck
shamp
soup
spagsauc
toitsu toothbr
yogurt
KL divergence (10−2) for ranking-based model
K
L
d
iv
er
g
en
ce
(1
0
−
2
)
fo
r
d
ec
is
io
n
fo
re
st
(d
ep
th
4
)
Figure 10 Comparison of the ranking-based model and the decision forest model of depth four for assortment-
based splitting.
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EC.1. Proofs
EC.1.1. Proof of Theorem 1
We prove the theorem by constructing a forest F consist of (N + 1)2
N
balanced trees. We first
define the common structure of each tree in the forest. Each tree t in the forest has depth N +1
and shares the following structure for first the N levels:
xs = 1, ∀ s∈ splits(t) such that d(r(t), s)= 0, (EC.1)
xs = 2, ∀ s∈ splits(t) such that d(r(t), s)= 1, (EC.2)
xs = 3, ∀ s∈ splits(t) such that d(r(t), s)= 2, (EC.3)
...
xs =N, ∀ s ∈ splits(t) such that d(r(t), s)=N − 1, (EC.4)
In words, the root split node r(t) checks for the existence of product 1 in the assortment; the split
nodes in the second level of the tree (those with d(r(t), s)= 1) check for product 2; the split nodes
in the third level check for product 3; and so on, all the way to the Nth level, at which all splits
node check for productN . Figure EC.1 provides an example of this tree structure for N = 3. In this
tree, the left-most leaf node corresponds to assortment S = {1,2,3}, the second leaf node from the
left corresponds to assortment S = {1,3}, and so on, until the right-most leaf which corresponds
to the empty assortment (S = ∅).
1
2
3
o1 o2
3
o3 o4
2
3
o5 o6
3
o7 o8
Figure EC.1 An example of the structure of the trees in the forest needed for the proof of Theorem 1 for N = 3.
In this tree structure, there are exactly 2N leaf nodes, which we will index from left to right as
l1, . . . , l2N . Note that each leaf node of a tree in F has a one-to-one correspondence with one of the
2N possible assortments of the products.
To specify the leaves, we require some additional definitions. Let us denote the 2N possible
assortments of the N products by S1, S2, . . . , S2N , in correspondence with the leaf nodes l1, . . . , l2N ,
respectively. For the leaves ℓ1, . . . , ℓ2N , we use o1, o2, . . . , o2N to denote the purchase decisions asso-
ciated with those leaves, and we use o= (o1, . . . , o2N ) to denote the 2
N -tuple of purchase decisions.
Let o1, . . . ,o(N+1)
2N
be a complete enumeration of the (N+1)2
N
possible 2N -tuples of the purchase
decisions from
∏2N
i=1N
+.
With these definitions, we define our forest F as consisting of (N +1)2
N
trees, where each tree
follows the structure in equations (EC.1) - (EC.4), each tree is indexed from t= 1 to t= (N +1)2
N
and the purchase decisions of the leaves in tree t are given by the tuple ot as defined above. We
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define the probability distribution λ= (λ1, . . . , λ(N+1)2N ) by defining the probability λt of each tree
t as:
λt =
2N∏
j=1
P(otj | Sj). (EC.5)
It is straightforward to verify that λ is nonnegative and sums to one.
We now show that the decision forest model (F,λ) outputs the same choice probabilities as the
true model P(· | ·). For any assortment Si and option o, we have
P(F,λ)(o | Si) =
(N+1)2
N∑
t=1
λt · I{o= Aˆ(Si, t)}
=
∑
t :ot
i
=o
λt
=
∑
t :ot
i
=o
2N∏
i′=1
P(oti′ | Si′)
=
N∑
o1=0
· · ·
N∑
oi−1=0
N∑
oi+1=0
· · ·
N∑
o
2N
=0
P(o1 | S1) · · ·P(oi−1 | Si−1) ·P(o | Si) ·P(oi+1 | Si+1) · · ·P(o2N | S2N )
=P(o | Si)
[
N+1∑
o1=0
P(o1 | S1)
]
· · ·

 N+1∑
oi−1=0
P(oi−1 | Si−1)



 N+1∑
oi+1=0
P(oi+1 | Si+1)

 · · ·

 N+1∑
o
2N
=0
P(o2N | S2N )


=P(o | Si),
where the first equality follows from how choice probabilities under the decision forest model are
defined in equation (1); the second follows from how our forest is constructed and how the ot tuples
are defined; the third equality follows from the definition of λ; the fourth from the definition of
the ot tuples; the fifth by algebra; and the last by recognizing that the choice probabilities for a
given assortment must sum to one. 
EC.1.2. Proof of Lemma 1
To prove the lemma, we provide a procedure by which any tree of depth d can be converted into
a balanced tree of an arbitrary depth d′ > d. Consider a leaf ℓ such that the distance dℓ between
that leaf and the root node is smaller than d. There are two cases:
1. Case 1: xℓ ∈N . If the purchase option of leaf ℓ is xℓ = p∈N , then we replace the leaf node
ℓ by a balanced tree of depth d′− dℓ+1, with all split nodes in that balanced tree corresponding
to product p, and the left-most leaf in the balanced tree corresponding to product p.
2. Case 2: xℓ = 0. If the purchase option associated with leaf ℓ is xℓ = 0, then we replace the
leaf node ℓ by a balanced tree of depth d− dℓ + 1, and all split nodes in that balanced tree are
associated with any arbitrary product p ∈ N , and the purchase option for each leaf node in the
subtree is set to the no-purchase option 0.
In both cases, by replacing the leaf with an appropriate subtree defined above, an assortment
mapped to leaf ℓ by the original tree will be mapped to a new leaf in the modified tree with the
same purchase option as leaf ℓ in the original tree. By repeating the above procedure for every leaf
with dℓ < d, the final modified tree will be a tree of depth d
′ > d that makes the same purchase
decisions as the original tree. 
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EC.1.3. Proof of Theorem 3
Before we are able to prove this theorem, we require some additional definitions. Let ǫ∈ (0,1) be an
arbitrary fixed constant and let M0 > 1 be an arbitrary fixed positive integer. For convenience, we
will also use the constant k to denote k = ǫ2/(2(2− ǫ)2), and the constant β to denote β = 1/(2− ǫ).
Note that for all ǫ∈ (0,1), k > 0 and β ∈ (1/2,1).
Given a number of assortments M >M0, we define the integer d¯ as
d¯(M,M0, ǫ) =
⌈
log2−ǫ
(
M
M0
)⌉
. (EC.6)
To understand the meaning of d¯, observe that β < 1. The proof that we will present shortly relies on
repeatedly dividing a collection of assortments by selecting a product p such that the subcollection
of assortments with p and the subcollection that does not contain p both have cardinality that is at
most β of the parent collection. The minimum number of such divisions needed to reach a collection
of assortments of size M0 or lower, starting with a collection of M assortments, is exactly d¯. For
ease of exposition, we will suppress the arguments of d¯, but it should be regarded as a function of
the number of assortments in the data set M , as well as the constants M0 and ǫ.
We define the integer function q(N,M,M0) as
q(M,M0,N) =
⌊
N/d¯
⌋
. (EC.7)
Given ǫ and M0, we define the function g(d) as
g(d) = (2d−M0−1− 1) · 2−q(kM0−1). (EC.8)
The event in the statement of the theorem is that there exists a forest of a particular depth
that fits a set of assortments that are sampled uniformly the set of all assortments over a fixed
number of products. For an arbitrary number of assortments M ′ > 0 and an arbitrary depth d′,
let us define R(M ′, d′) to be the event that there exists a forest of depth d′ over the universe of N
products that fits a set of M ′ assortments.
We now need to carefully define the probability distribution with which we will measure the
probability of this event and its complement. We will use F to denote a distribution according to
which a collection of M ′ assortments are drawn. The probability PF (R(M
′, d′)c) is the probability
that we do not succeed in finding a tree of depth d′ that fitsM ′ assortments sampled from F . Define
F(N ′,M ′) as the set of distributions over collections of M ′ assortments of the N products, such
that at least N ′ products are sampled independently with probability 1/2. (To “sample a product p
independently with probability 1/2” means to draw an independent Bernoulli(1/2) random variable
that is 1 if the product p is to be included, and 0 if it is not to be included.) We then define the
maximum failure probability as
Q(M ′,N ′, d′) = sup
F∈F(M ′,N ′)
PF (R(M
′, d′)c). (EC.9)
Note that in the statement of Theorem 3,M assortments are sampled uniformly at random from
the set of all assortments, which is exactly the same as independently sampling each of the N
products with probability 1/2, i.e., each assortment is generated by drawing, for each p∈ {1, . . . ,N},
a Bernoulli(1/2) variable that is 1 if product p is to be included, and 0 if it is not included. The set of
distribution F(N,M) is thus a singleton consisting of exactly this distribution overM assortments.
To prove Theorem 3, we will prove a more general result concerning the maximum failure prob-
ability Q. Once we prove this general result, we will show that for specific choices of ǫ and M0,
the tree depth and the corresponding probability of the forest fitting the data will exhibit the
asymptotic behavior stated in Theorem 3.
The general result we will prove is stated as follows:
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Theorem EC.1. Let M > 0, N > 0. Let ǫ ∈ (0,1) be a fixed constant and M0 be a positive
integer such that M0 <M , and let k, q, d¯ and g(d) be defined as above. We then have, for any
M ′ ≤M ,
Q(M ′,N, d¯+M0+1)≤ g(d¯+M0+1)= (2
d¯− 1) · 2−q(kM0−1). (EC.10)
We will prove this result by induction. To set up the induction proof, we need to set up two
auxiliary results. The first result, Lemma EC.1, will serve to establish the base case for the induction
proof.
Lemma EC.1. For any positive integer M ′ ≤M0, N
′ > 0, we have:
Q(M ′,N ′,M0+1)≤ g(M0+1). (EC.11)
Proof of Lemma EC.1: Let M ′′ ≤ M ′ ≤ M0 be the number of distinct assortments in the
collection S ′ of M ′ assortments. Theorem 2 guarantees almost surely that there exists a forest
of depth M ′′ + 1 such that P(F,λ)(o | S) = vo,S for every o and S ∈ S
′. Since M ′′ ≤M0, Lemma 1
ensures that this forest can be extended to a forest of depth M0+1. Thus, the maximum failure
probability Q(M ′,N ′,M0 + 1) will be equal to zero for any M
′ ≤M0. Since the upper bound
g(M0+1) is exactly zero (by the definition of g in equation (EC.8)), the lemma follows. 
The second auxiliary result, Lemma EC.2, will serve to establish the induction hypothesis.
Lemma EC.2. Let N ′ > q, d≥M0+2 and M
′ > 0. If the collection of inequalities
Q(M ′′,N ′− q, d− 1)≤ g(d− 1), ∀ M ′′ ≤ ⌊M ′β⌋ (EC.12)
holds, then we have
Q(M ′,N ′, d)≤ g(d). (EC.13)
Proof of Lemma EC.2: First, let us handle the case when M ′ ≤M0. Note that in this case,
by exactly the same reasoning as in Lemma EC.1, we automatically have Q(M ′,N ′, d) ≤ g(d) –
we apply Theorem 2 to obtain a forest of depth M ′, and since d≥M0+ 2≥M
′, we again apply
Lemma 1 to convert that forest to a depth d forest; this establishes that Q(M ′,N ′, d) = 0, and
since g(d)≥ 0, the statement follows, without any use of the hypothesis (EC.12). Thus, in what
follows, we will focus on the case when M ′>M0.
Let F be any distribution from F(M ′,N ′). Let S be the set of M ′ assortments drawn from F .
Fix a set of products Ξ of size q from the set of products of size at least N ′ that are known to be
independent. Define the set Ξ∗ as
Ξ∗ =
{
p∈Ξ
M ′(1−β)≤ |Sp| ≤M
′β,
M ′(1−β)≤ |Scp| ≤M
′β
}
, (EC.14)
where the collections Sp and S
c
p are defined as in the proof of Theorem 2:
Sp = {S ∈ S p∈ S}, (EC.15)
Scp = {S ∈ S p /∈ S}. (EC.16)
In words, Sp is the collection of assortments that include product p, while S
c
p is the collection of
assortments that do not include product p. The set Ξ∗ is the set of all products p that essentially
divide the collection of assortments S in a “balanced” way, such that the resulting collections of
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assortments Sp and S
c
p contain at least (1−β) fraction of the assortments and at most β fraction
of the assortments.
With Ξ∗ defined, let us define the product p∗ as
p∗ =
{
minp∈Ξ p if Ξ
∗ = ∅,
minp∈Ξ∗ p if Ξ
∗ 6= ∅.
In words, the product p∗ is the lowest index product from Ξ∗ if the latter turns out to not be
empty, and otherwise it is the lowest index product from Ξ. Both p∗ and Ξ∗ are random. Note that
the definition of p∗ when Ξ∗ is empty is not important for the proof; it is just needed to ensure
that some events we will construct shortly are well-defined.
Having defined p∗, let us now define the following events:
• A: the event that Ξ∗ = ∅.
• B1: the event that there exists a decision forest model (F1,λ1) of depth d − 1 such that
P(F1,λ1)(o | S) = vo,S for all o and S ∈ Sp∗ .
• B2: the event that there exists a decision forest model (F2,λ2) of depth d − 1 such that
P(F2,λ2)(o | S) = vo,S for all o and S ∈ S
c
p∗ .
Observe that if all three events hold, then Lemma 3 guarantees that there exists a decision forest
model (F,λ) of depth
1+max{d− 1, d− 1}= d
such that P(F,λ)(o | S) = vo,S for all o and S ∈ S. In other words, if the events A, B1 and B2 occur,
then the event R(M ′, d) occurs.
By taking the contrapositive of the above statement, we can bound the probability PF (R(M
′, d)c)
as
PF (R(M
′, d)c)≤ PF ( (A∩B1 ∩B2)
c )
= PF (A
c ∪Bc1 ∪B
c
2)
= PF (A
c)+PF (A∩ (B
c
1 ∪B
c
2))
≤ PF (A
c)+PF (B
c
1 ∪B
c
2 |A)
≤ PF (A
c)+PF (B
c
1 |A)+PF (B
c
2 |A), (EC.17)
where the fourth step follows by the definition of conditional probability and the last step follows
by the union bound.
Our goal now will be to bound each of the three terms in the inequality (EC.17). For P(Ac),
observe that we can write this event as
PF (A
c) = PF
(⋂
p∈Ξ
{|Sp|>M
′β or |Sp|<M
′(1−β)}
)
.
By the assumption that F ∈ F(M ′,N ′) and that Ξ is a subset of those products which are
sampled independently, the random variables I{p ∈ S} for each p ∈ Ξ and S ∈ S are inde-
pendent Bernoulli(1/2) random variables. The size of the subcollection Sp can be written as
|Sp| =
∑
S∈S I{p ∈ S}; thus, the random variables {|Sp|}p∈Ξ are distributed as independent
Binomial(M ′,1/2) random variables. Letting Xp denote each such binomial random variable, we
can bound the probability PF (A
c) as
PF (A
c) = PF
(⋂
p∈Ξ
{Xp >M
′β or Xp <M
′(1−β)}
)
=
∏
p∈Ξ
P (Xp>M
′β or Xp<M
′(1−β))
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≤
∏
p∈Ξ
(2e−M
′k)
= 2qe−M
′kq
≤ 2−q(M
′k−1)
≤ 2−q(M0k−1)
where the second step follows by the independence of the Xp random variables; the third step
follows by Hoeffding’s inequality for a sum of M ′ Bernoulli random variables and recognizing that
M ′β −M/2 =M/2−M ′(1− β) =Mǫ/(2(2− ǫ)); the fourth step follows by the fact that |Ξ|= q;
the fifth step follows by the fact that e < 2 and algebra; and the last step by the fact that q > 0
and M0<M
′.
To bound PF (B
c
1 |A) and PF (B
c
2 |A), let us first define two conditional random variables, Γ and
Γc, as
Γ = |Sp∗ | A, (EC.18)
Γc = |Scp∗ | A, (EC.19)
i.e., Γ is the number of assortments containing p∗ given that A occurs, while Γc is the number of
assortments not containing p∗ given that A occurs. We can now write PF (B
c
1 |A) and PF (B
c
2 |A)
by conditioning and de-conditioning on Γ and Γc respectively:
PF (B
c
1 |A) =EΓ [PF (B
c
1 |A,Γ)] , (EC.20)
PF (B
c
2 |A) =EΓc [PF (B
c
2 |A,Γ
c)] , (EC.21)
where the expectations are taken with respect to the conditional random variables Γ and Γc respec-
tively.
To understand how we will next proceed, let us focus on PF (B
c
1 |A). Let M˜ be a given realization
of Γ and consider the conditional probability PF (B
c
1 |A,Γ= M˜). We now claim that:
PF (B
c
1 |A,Γ= M˜) = PF˜ (R(M˜, d− 1)
c) (EC.22)
≤Q(M˜,N ′− q, d− 1), (EC.23)
where F˜ is the distribution over collections of M˜ assortments that is induced by conditioning on
the event A and the event Γ= M˜ . (To actually sample from such a distribution, one can repeatedly
sample M ′ assortments according to F , discard those draws of the M ′ assortments that do not
satisfy both A and |Sp∗ |= M˜ , and return each collection Sp∗ for the remaining draws.) The first
step in the above follows from the definition of F˜ . The second step follows by the fact that, by
definition, F˜ is a member of F(M˜,N ′− q). To understand why, observe that after conditioning on
A, which is an event that involves a set of products of size q from the set of at least N ′ products
that are known to be independent with respect to F , the distribution F˜ may be such that the
independence of the q products is no longer guaranteed. However, after conditioning in this way,
we know that there still remain at least N ′− q products that are independent, because they have
not yet been used in any way (we have not conditioned on any event that involves these products).
Thus, we obtain the upper bound of Q(M˜,N ′− q, d− 1). This observation is critical, because it is
what ultimately allows us to link Q(M ′,N ′, d) to Q(M ′′,N ′− q, d− 1).
With this insight in hand, let us continue with bounding PF (B
c
1 |A). We have
PF (B
c
1 |A) =EΓ [P(B
c
1 |A,Γ)] (EC.24)
≤EΓ [Q(Γ,N
′− q, d− 1)] (EC.25)
≤ g(d− 1) (EC.26)
= (2d−M0−2− 1)2−q(kM0−1) (EC.27)
e-companion to Chen and Miˇsic´: Decision Forest: A Nonparametric Approach to Modeling Irrational Choice ec7
where the first inequality follows by our reasoning above; the second inequality follows by our
induction hypothesis (EC.12), and the fact that the integer random variable Γ is almost surely
bounded by ⌊M ′β⌋; and the last step follows by the definition of g.
Applying the same steps for PF (B
c
2 |A), allows us to also conclude that
PF (B
c
2 |A)≤ (2
d−M0−2− 1)2−q(kM0−1) (EC.28)
Now that we have constructed a bound for PF (A), PF (B
c
1 |A) and PF (B
c
2 |A), we can return to
completing the bound in (EC.17). We have:
PF (R(M
′, d)c)≤ PF (A
c)+PF (B
c
1 |A)+PF (B
c
2 |A) (EC.29)
≤ 2−q(kM0−1)+2(2d−M0−2− 1)2−q(kM0−1) (EC.30)
=
(
1+2d−M0−1− 2
)
· 2−q(kM0−1) (EC.31)
= (2d−M0−1− 1) · 2−q(kM0−1) (EC.32)
= g(d). (EC.33)
Since our choice of the starting distribution F was arbitrary, we have that PF (R(M
′, d)c) is upper
bounded by g(d) for any F in F(M ′,N ′); since Q(M ′,N ′, d) is defined as the supremum of this
probability over all distributions F in F(M ′,N ′), we thus have
Q(M ′,N ′, d)≤ g(d), (EC.34)
as required. 
Having established Lemmas EC.1 and EC.2, we put these two results together to establish
Theorem EC.1.
Proof of Theorem EC.1: For i= 0,1, . . . , d¯, we define the quantity µi as follows:
µ0 =M,
µi = ⌊β ·µi−1⌋, i=1, . . . , d¯.
It is straightforward to see that µi <Mβ
i for i= 0, . . . , d¯.
We now show that the following collection of inequalities holds:
Q(M ′,N − d¯q,M0+1) ≤ g(M0+1), ∀M
′≤ µd¯, (Q-0)
Q(M ′,N − (d¯− 1)q,M0+2) ≤ g(M0+2), ∀M
′≤ µd¯−1, (Q-1)
Q(M ′,N − (d¯− 2)q,M0+3) ≤ g(M0+3), ∀M
′≤ µd¯−2, (Q-2)
...
Q(M ′,N − (d¯− i+1)q,M0+ i) ≤ g(M0+ i), ∀M
′≤ µd¯−i+1, (Q-(i− 1))
Q(M ′,N − (d¯− i)q,M0+ i+1) ≤ g(M0+ i+1), ∀M
′≤ µd¯−i, (Q-i)
...
Q(M ′,N − q,M0+ d¯) ≤ g(M0+ d¯), ∀M
′≤ µ1, (Q-(d¯− 1))
Q(M ′,N,M0+ d¯+1) ≤ g(M0+ d¯+1), ∀M
′≤ µ0. (Q-d¯)
The first inequality (Q-0) holds because N − d¯q > 0 by the definition of q, so we can invoke
Lemma EC.1 to guarantee that Q(M ′,N − d¯q,M0+1)≤ g(M0+1) holds for any M
′ ≤M0. Note
that the inequality holds for the rangeM ′ ≤ µd¯, because µd¯ ≤M0 (this is a consequence of µd¯ <Mβ
d¯
and the definition of d¯ as ⌈log2−ǫ(M/M0)⌉).
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For i= 1, . . . , d¯, suppose that (Q-(i− 1)) holds. For any M ′ ≤ µd¯−i, observe that the inequality
of (Q-i) will hold for M ′ because ⌊βM ′⌋ ≤ ⌊βµd¯−i⌋= µd¯−i+1 and because of Lemma EC.2. Thus,
(Q-(i− 1)) implies (Q-i).
Since (Q-0) holds and (Q-(i− 1)) implies (Q-i) for i = 1, . . . , d¯, it follows by induction that
(Q-d¯) holds. Theorem EC.1 follows because the desired inequality (EC.10) is contained in the
inequalities of (Q-d¯). 
Having proved Theorem EC.1, we are now in a position to prove Theorem 3.
Proof of Theorem 3: The statement of Theorem EC.1 allows us to use any M0 and ǫ; let us fix
M0 =20 and ǫ= 0.5.
With these choices for M0 and ǫ, we will now simplify the probability bound in (EC.10). We
define the constant ξ as ξ = log2−ǫ 2= log1.5 2. We observe that
d¯= ⌈log2−ǫ(M/M0)⌉
= ⌈log1.5M − log1.5M0⌉
≤ log1.5M
= ξ log2M, (EC.35)
where the inequality follows because log1.5 20> 1. Thus, the forest depth, which is M0+ 1+ d¯, is
of order O(log2M). In addition, we have that
(2d¯− 1)≤ 2ξ log2M =M ξ ≤M 2, (EC.36)
which follows because ξ ≤ 2. Lastly, we have
2−q(kM0−1) =2−⌊N/d¯⌋·(0.111)
≤ 2−(N/d¯−1)(0.111)
≤ 2−(N/(ξ log2M)−1)(0.111)
=20.111 · 2−(0.111/1.710)(N/ log2M)
=20.111 · 2−0.065N/ log2M (EC.37)
which is of order O(2−CN/ log2M ), where C is a positive constant. Putting together (EC.36) and
(EC.37), we thus obtain a bound on Q(M,N, d¯+M0+1), which is of order O(M
2 · 2−CN/ log2M ).
The statement of the theorem thus follows. 
We note that the probability bound of Theorem EC.1 may not always be less than or equal to
1; a necessary but not sufficient condition for the bound to be less than or equal to 1 is that ǫ and
M0 are chosen so that kM0> 1, ensuring that the coefficient of q in 2
−q(kM0−1) is negative.
To obtain the probability bound for the example given in Section 4.1 with N = 1000 and M =
2000, we set M0 = 28 and ǫ=0.5. We then obtain:
d¯= ⌈log2−0.5(2000/28)⌉= 11,
q=
⌊
1000
11
⌋
= 90,
kM0− 1= 5/9,
and
Q(1000,2000,40)≤ (211− 1) · 2−90·5/9= 1.82× 10−12,
which is exactly the bound we require. The tree depth is 1+M0+ d¯=1+28+11 = 40, as required.
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EC.2. Column generation approach
In this section, we introduce a column generation approach for solving problem (6). The procedure
consists of two steps, which we apply repeatedly until terminating with an optimal solution. In the
first step, we solve the linear optimization problem EstLO(S, F ) for a given collection of trees F
to obtain the optimal dual variables for constraints for constraints (6b) and (6c). In the second
step, we solve a subproblem, which we will describe shortly, to identify a new tree t′ with the lowest
reduced cost with respect those dual variables. If the cost is negative, we add tree t′ to the set of
trees F and go back to the first step; otherwise we terminate the procedure with F as the optimal
set of trees. We begin the procedure with no trees and alternate between the two steps until the
procedure terminates.
We now discuss the details of the subproblem for column generation. Let α = (αS)S∈S and ν
be the dual variables corresponding to constraints (6b) and (6c), respectively. The subproblem is
to find a decision tree t and the corresponding 0-1 vectors At,S for S ∈ S such that the reduced
cost of the corresponding λ variable, given by −
∑
S∈S α
T
SAt,S − ν, is minimized. To formulate the
subproblem, we introduce a binary decision variable yℓo for each leaf node ℓ∈ leaves(t) and option
o ∈N+ that is 1 if the purchase decision of leaf ℓ is option o, and 0 otherwise. Similarly, for each
split node s ∈ splits(t) and product p ∈ N , we define the binary decision variable ysp to be 1 if
product p participates in split node s, and 0 otherwise. For each ℓ∈ leaves(t), we define the binary
decision variable wℓS which is 1 if assortment S is mapped to leaf node ℓ under the current purchase
decision tree. For each leaf ℓ ∈ leaves(t), option o ∈ N+ and assortment S, we define the binary
decision variable uℓo,S to be 1 if assortment S is mapped to leaf node ℓ and option o is the resulting
purchase decision. Finally, we define the binary decision variable Ao,S to indicate whether the tree
chooses option o when given assortment S, for each historical assortment S ∈ S; the vector of these
decision variables for a given S is denoted by AS . With these definitions, we can formulate the
subproblem as the following mixed-integer optimization problem:
minimize
A,u,w,y
−
∑
S∈S
αTAS − ν (EC.38a)
subject to
∑
p∈N
ysp = 1, ∀ s ∈ splits(t), (EC.38b)
∑
o∈N+
yℓo = 1, ∀ ℓ∈ leaves(t), (EC.38c)
∑
ℓ∈leaves(t)
wℓS =1, ∀ m∈ {1, . . . ,M}, (EC.38d)
∑
ℓ∈LL(s)
wℓS ≤
∑
p∈S
ysp, ∀ s∈ splits(t), S ∈ S, (EC.38e)
∑
ℓ∈RL(s)
wℓS ≤ 1−
∑
p∈S
ysp, ∀ s ∈ splits(t), S ∈ S, (EC.38f)
wℓS =
∑
o∈N+
uℓo,S, ∀ ℓ∈ leaves(t), S ∈ S, (EC.38g)
uℓo,S ≤ y
ℓ
o, ∀ ℓ∈ leaves(t), o∈N
+, S ∈ S, (EC.38h)
Ao,S =
∑
ℓ∈leaves(t)
uℓo,S, ∀ o∈N
+, S ∈ S, (EC.38i)
wℓS ∈ {0,1}, ∀ ℓ∈ leaves(t), S ∈ S, (EC.38j)
Ao,S ∈ {0,1}, ∀ o∈N
+, S ∈ S, (EC.38k)
yℓo ∈ {0,1}, ∀ ℓ∈ leaves(t), o∈N
+, (EC.38l)
ysp ∈ {0,1}, ∀ s∈ splits(t), p∈N , (EC.38m)
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uℓo,S ∈ {0,1}, ∀ ℓ∈ leaves(t), o∈N
+, S ∈ S. (EC.38n)
In order of appearance, the constraints have the following meaning. Constraint (EC.38b) requires
that exactly one product is chosen for each split in the tree. Constraint (EC.38c) similarly requires
exactly one option to be selected to serve as the purchase decision for each leaf. Constraint (EC.38d)
ensures that each assortment is mapped to exactly one leaf. Constraints (EC.38e) and (EC.38f)
model how the tree maps each of the assortments to a leaf. To understand these constraints, observe
that the expression
∑
p∈S y
s
p is 1 if any of the products in S is chosen for split s, in other words,
it is 1 if the purchase decision process proceeds to the left child of split s, and 0 if it proceeds
to the right child. If the expression evaluates to 1, the decision process proceed to the left, and
constraint (EC.38f) forces all the wℓS variables of all leaves ℓ that are to the right of split s to
zero. Similarly, if the expression evaluates to 0, the decision process proceeds to the right, and con-
straint (EC.38e) forcess all wℓS variables for leaves to the left of split s to zero. Constraints (EC.38g)
and (EC.38h) ensure that uℓo,S is consistent with w
ℓ
S and y
ℓ
o. Constraint (EC.38i) ensures that each
value Ao,S of the tree is properly defined given u
ℓ
o,S. Lastly, constraints (EC.38j) to (EC.38n) ensure
that all of the decision variables are binary.
