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Abstract
This thesis presents experimental measurements, supported by particle-in-cell simula-
tions, of ion beams accelerated from ultra thin plastic foils by high intensity laser plasma
interactions in the sheath acceleration and relativistic transparency regimes. An appli-
cation of accelerated proton beams is radiography, which can be used to image the fields
in high intensity laser plasma interactions. Experimental measurements are presented
of observations of strong electromagnetic fields associated with plasma instabilities.
The use of thin foils in high intensity laser experiments is attractive, because for
thin foils the radiation pressure acceleration and relativistic transparency regimes begin
to dominate. For intensities ⇠ 1020Wcm 2, and target thicknesses  0.5 µm, laser
heating causes the target to expand so that it becomes transparent to the laser. It has
been postulated that targets that are transparent during the peak of the laser pulse,
will experience increased electron heating and e cient proton acceleration. Optimum
acceleration conditions were observed for target thicknesses, 100 < d < 250 nm.
The control of plasma instabilities is one of the ultimate prizes in high energy density
physics. These e↵ects can limit the energy absorption into a plasma, which is of interest
in all areas of plasma physics. However, control of these e↵ects could lead to the
amplification of laser pulses to very high powers. In this work, a ⇠15 ps laser pulse
with intensity ⇠ 1018Wcm 2 was focussed onto a near critical density argon gas jet.
Transverse proton probing was enabled by focussing a ⇠1 ps laser pulse with intensity
⇠ 1019Wcm 2 onto a 20 µm gold foil. The protons imaged the electromagnetic fields
and revealed a strong, low frequency, oscillatory field. Experimental evidence suggests
this field is due to an ion acoustic wave driven by stimulated Brillouin scattering.
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1 Introduction
1.1 The development of particle accelerators
Particle accelerators are used in many di↵erent research fields, from fundamental physics
research at the Large Hadron Collider (LHC) to material science. There has been
a continuous drive for higher energies, the motivation in particle physics being that
higher energies give the capability to reveal finer detail of the structure of fundamental
particles since the De Broglie wavelength is shorter for higher energy particles.
Research into accelerating particles has been going on for a number of years, the first
accelerator being the cathode ray tube, which simply accelerated electrons from a heated
filament towards a positive anode plate. The electrons are accelerated by the potential
di↵erence, pass through a pinhole and escape the electric field. The first accelerators to
approach 1MeV were built by Cockroft and Walton [Cockcroft and Walton, 1932], who
generated the high voltages required using transformer circuits. In 1946 Alvarez built
the first radiofrequency (RF) linear accelerator (linac), which overcomes the limits of
single stage accelerators. Particles gain energy over a series of cavities, which have a
potential di↵erence that accelerate the particle. The potential is reversed as the particle
reaches the end of the cavity to continue the acceleration. The accelerating field is kept
in phase with the particle by flipping the field at radio frequencies. The energy limit of
a linac is the length of the accelerator and the number of accelerating stages. This limit
can be partially overcome by having the particles travel in circular orbits. Circular orbits
were realised with the cyclotron and synchrotron, which use magnetic fields to bend the
particle beam to repeatedly pass through the same accelerating potential [Wilson, 2001].
The magnetic field, B, required to bend a particle of charge, q, in a circular path of
radius, r, is related to the momentum, p, of the particles by the centripetal force,
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B =
p
rq
. (1.1)
The peak particle energy in a synchrotron, is therefore limited by the maximum
magnetic field available, although the magnetic field required can be reduced by building
the accelerators larger, thereby increasing r.
A limit on the peak energy from modern accelerators is the maximum accelerating
potential. The accelerating gradient of the LHC is 5MVm 1 and the planned Compact
Linear Collider (CLIC) will have an accelerating gradient of 100MVm 1. Above these
gradients the probability of electrical breakdown becomes too high and the breakdown
events reduce the life of the machine. The only other way to increase the energy of
the accelerated particles is to build larger machines, but the expense of machines large
enough for the purpose is usually prohibitive.
1.2 Laser-Plasma accelerators
A laser-plasma accelerator overcomes the limit of the breakdown potential by using
plasma, a partially ionised gas, as the acceleration medium. Since the electrons and
ions in a plasma are already separated there is no risk of further breakdown. Using a
plasma as an accelerator was first fully explored by Tajima and Dawson in 1979 [Tajima
and Dawson, 1979], who showed fields of up to 100GVm 1 could be reached by exciting
electron plasma waves, which act as accelerating structures for the plasma electrons. By
utilising these extreme accelerating gradients it is possible to create extremely compact
accelerators.
The lasers available in 1979 were not intense enough for the experiments suggested by
Tajima and Dawson. It was only in 1985 that the development of chirped pulse amplifi-
cation (CPA) [Strickland and Mourou, 1985], allowed short laser pulses to be amplified
to terawatt powers. CPA involves stretching a pulse temporally before amplification to
avoid damage of the gain medium, before recompressing the pulse. Acceleration gradi-
ents of 100GVm 1 were experimentally realised in 1995 with the landmark paper from
Modena et al. [Modena et al., 1995] producing 44MeV electrons. Following this, there
were a series of milestone papers which repeatedly pushed forward the energy frontier.
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Ions can also be accelerated by a laser-plasma accelerator, but due to the higher mass
of ions, accelerating them using plasma waves is challenging. An ion initially at rest
will quickly be overtaken by the plasma wave and therefore would need to be injected
at relativistic energies. The first studies carried out [Gitomer et al., 1986,Fews et al.,
1994,Beg et al., 1997] showed maximum ion energies ⇠ 10MeV . Therefore, a number
of di↵erent ion acceleration mechanisms have been investigated.
One of the most studied ion acceleration mechanisms is sheath acceleration (SA), often
referred to as target normal sheath acceleration (TNSA) [Hatchett et al., 2000,Snavely
et al., 2000,Wilks et al., 2001,Mackinnon et al., 2002,Mora, 2003]. In SA the laser
transfers energy into hot electrons, which penetrate through the target to form an
electric charge-separation field at the rear of the target. Protons, either present in the
target itself or in a surface contaminant layer, are preferentially accelerated from the
target rear by this charge separation due to their high charge to mass ratio. Proton
energies of 58MeV have been observed via the SA mechanism with a 3⇥ 1020Wcm 2
laser pulse [Snavely et al., 2000] on the first petawatt laser [Perry et al., 1999]. Research
has also focussed on ultra-short (⌧ < 100 fs) laser pulses, with proton energies of 30MeV
produced from a nanosphere target irradiated by a 30 fs 7 ⇥ 1020Wcm 2 [Margarone
et al., 2015]
For ultra-high laser intensities, IL > 1020Wcm 2 the radiation pressure can exceed
60Gbar. It was suggested that this pressure could be used to accelerate ions [Esirkepov
et al., 2004, Robinson et al., 2008]. Radiation pressure acceleration (RPA) has been
shown experimentally in a number of experiments [Henig et al., 2009b,Kar et al., 2008].
Results have shown that with RPA it is possible to produce monoenergetic beams (  =
4%) [Palmer et al., 2011], since during hole-boring, a type of RPA, a hole boring front
of electrons is pushed through the target by the laser pulse. Protons down-stream of the
front are reflected at a single velocity, leading to monoenergetic beams [Palmer et al.,
2011]. Hydrodynamic shocks in gas targets can also be used to create monoenergetic
beams [Silva et al., 2004,Haberberger et al., 2011], although both these methods result
in a reduction in the observed proton energy.
Another ion acceleration studied, which is discussed further in chapter 4 of this thesis,
is relativistic transparency acceleration, also referred to as break out afterburner [Yin
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et al., 2006,Yin et al., 2007,Albright et al., 2007,Henig et al., 2009a,Yin et al., 2011,
Palaniyappan et al., 2012]. When a high intensity ⇠ps laser pulse is incident on a
solid density target, heating occurs causing the target to expand. Eventually the target
density reduces to below the relativistic critical density [Cattani et al., 2000], ncr =
 nc, due to the combined e↵ect of target expansion and the increased Lorentz factor,
  / (1 + kI), which is discussed in Chapter 2. When the target becomes transparent
the laser e ciently heats the plasma electrons and sets up a strong electric field. This
then leads to e cient ion acceleration.
The current record proton energy is 67.5MeV [Gaillard et al., 2011] and carbon ion
energy is 83MeV/amu [Jung et al., 2013]. There is also a push for higher e ciency
laser-plasma accelerators, particularly important for fusion applications. A record laser
energy to proton energy e ciency of 15% was achieved by Brenner et al. [Brenner et al.,
2014] by adding a double-pulse temporal envelope to the laser pulse.
1.3 Comparison with conventional accelerators
The direct competition laser-plasma ion accelerators are radio-frequency (RF) accelera-
tors, namely the cyclotron and the synchrotron. Cyclotrons accelerate charged particles
between two ‘D’ shaped electrodes by alternating the polarity of the ‘D’s at radio-
frequencies. A magnetic field applied out of the plane of motion constrains the ions,
causing them to travel in spiral trajectories, taking wider orbits as they gain more en-
ergy. Synchrotron use the same principles as cyclotrons, but by varying the magnetic
field the particles are constrained to travel in a circle.
Laser-plasma ion sources have a number of advantages over conventional RF-based
sources. Firstly the acceleration length is very short, allowing a potentially extremely
compact source. Secondly, very high current beams are possible because electrons co-
moving with the ions neutralise the overall charge [Cowan et al., 2004], avoiding space
charge e↵ects. RF accelerators produce very narrow energy spread beams whereas
laser-plasma accelerators typically produce large energy spread beams. There has been
a push for monoenergetic beams from laser-plasma accelerators, but Maxwellian beams
can be useful for radiography applications, which is expanded on further in section 1.4.2.
The production time of the ion beam is very short(<ps), allowing very high power ion
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beams. Although the power reduces as the beam propagates through space because the
Maxwellian distribution typical of laser generated ion beams causes the ions to rapidly
spread out in space. Laser-plasma accelerators have also been shown to produce very
low transverse emittance beams compared to RF accelerators [Cowan et al., 2004], which
make them useful for imaging applications.
Significant improvements are required for laser-plasma to compete with conventional
accelerators.
1.4 Applications
These compact accelerators have a number of possible applications, from radiography
and hadron therapy to neutron sources.
1.4.1 Hadron Therapy
Hadron therapy is a medical technique to treat cancerous tumours, as an alternative to
conventional X-ray radiotherapy. Both techniques rely on delivering a certain amount
of energy, or dose, to cancer tissue in order to kill it. The advantage of using hadrons
instead of X-rays is that hadrons deliver the dose in a more localised area due to their
Bragg peak deposition profile. Figure 1.1 shows depth dose curves for X-rays, protons
and carbon ions.
Using X-rays, dose is delivered along a straight line all the way through the patient,
with the highest dose delivered near the surface, damaging cancer tissue and healthy
tissue alike. The X-rays are sent through the tumour from multiple di↵erent angles,
resulting in an overall dose concentrated at the tumour. Even with this technique
significant radiation is received by healthy tissue.
There have been significant advances in the use of X-rays for radiotherapy since it
was first used by Emil Grubbe´ [Grubbe´, 1933], such as three-dimensional conformal
radiation therapy and intensity-modulated radiation therapy where the radiation beam
is shaped to match the tumour [Galvin et al., 2004]. Using these techniques it is possible
to reduce the dose received by the healthy tissue.
The use of fast protons was first suggested for radiotherapy by Wilson in 1946 [Wilson,
1946]. Because protons deposit their energy at a characteristic depth, a tumour of a
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Figure 1.1: Dose deposition depths in human tissue for di↵erent types of radiotherapy, 6MeV
X-rays (data from [Sardari et al., 2010]), 150MeV protons and 3.2GeV carbon ions (calculated
from TRIM described in section 3.2.1). The protons and carbon ions have a typical Bragg peak;
where the majority of the dose is deposited at an energy dependent depth within the target,
whereas the X-ray dose deposition peaks near the surface.
known depth can be treated by tuning the proton energy. For a given tumour shape the
proton energy can be adjusted during the treatment to cover the entire tumour depth,
and either the pointing of the proton beam adjusted or the patient moved to cover the
transverse extent of the tumour. The protons will deliver a small dose to the tissue they
propagate through to get to the tumour, but once the characteristic distance is reached
the proton stops and deposits no dose further along the propagation axis, unlike X-
rays. Hadron therapy is particularly beneficial for paediatric tumours because the risk
of secondary tumours is reduced [Schulz-Ertner and Tsujii, 2007]. A comparison of the
dose deposition by photons and protons in a human head is given in figure 1.2. The
photons, in the left hand panels, can be seen to deposit the highest dose levels in a
similar volume to the protons on the right, although lower doses throughout the whole
head. Protons, on the other hand, do not deposit energy past their Bragg peak. This
can be seen in figure 1.2, since no dose is deposited in the rear half of the head.
Carbon ion therapy can also be used and is advantageous because the fraction of the
dose deposited outside the Bragg peak is smaller than for protons, although the downside
is that much higher energies per atomic mass unit (a.m.u.) are required to reach similar
depths compared to protons. As can be seen in figure 1.1 a 3.2GeV (266MeV/a.m.u.)
carbon ion reaches a similar depth to a 150MeV proton. The disadvantage of using
carbon ions is that fragmentation causes ions to deposit a small amount of energy
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Figure 1.2: Dose distribution comparison for photon therapy (left) and proton therapy (right) in
axial (above) and sagittal (below) views. The dose outside the central region is reduced compared
to photon therapy, especially at the back of the head, where there is no dose since the protons
were stopped by the preceding tissue [Taheri-Kadkhoda et al., 2008].
beyond the Bragg peak, potentially damaging healthy tissue.
Currently treatment uses conventional accelerators that are large and expensive to
build. But despite this there are facilities in 16 countries around the world. As of
December 2014 over 137,000 patients had hadron therapy, of which 86% of patients
were treated with proton therapy and a further 11% treated with carbon ion therapy
[Jermann, 2015].
There are many requirements for a hadron beam for radiotherapy. Two of these
requirements stem from the Bragg peak deposition curve. Often thought of as the
blessing of hadron therapy it is also its curse; since the majority of the dose from a
hadron is deposited at its characteristic depth, a small change in hadron energy can
result in a large fraction of the dose being delivered to healthy tissue. Therefore very
fine control of the energy is required. The beam is also required to have a narrow energy
spread, in order to deliver dose to small tumours.
Even with high control over the proton beam itself, an accurate map of the patient’s
tissue is required. X-ray CT provides such a map based on X-ray absorption coe cients.
Fortunately there exist transformations from these absorption coe cients to proton-
stopping powers.
One large cost in building a hadron therapy machine is shielding from secondary
radiation. A typical hadron therapy centre will have an accelerator in one room which
delivers hadrons down multiple beam lines to various treatment rooms. To steer the
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beam of hadrons to the treatments rooms magnets are required to bend the beam, which
results in the release of secondary radiation.
It has been proposed that ions generated from laser plasma interactions could be used
for radiotherapy [Bulanov and Khoroshkov, 2001,Bulanov et al., 2002,Linz and Alonso,
2007,Murakami et al., 2008]. In a laser plasma ion therapy machine the laser would
sit in one room and be delivered to various treatment rooms using mirrors, where the
laser plasma interaction would take place and the ion beam produced. The generated
ion beams have additional characteristics that could lead to new methods of therapy
such as the ease for changing pulse intensity, the focus spread and the dose delivery
in general [Murakami et al., 2008]. But there is more development needed before laser
plasma based accelerators can be used for radiotherapy [Linz and Alonso, 2007].
1.4.2 Proton radiography
Laser plasma accelerated proton beams can be used to probe laser plasma experiments
[Borghesi et al., 2001]. Typically a short laser pulse incident on a thin foil is used to
generate a proton beam propagating perpendicular to a long pulse laser driving the
main interaction.
Protons are deflected by electromagnetic fields in the interaction plasma and are
detected by a radiochromic film (RCF) stack, which is described in Chapter 3. The
fields within the plasma can be deconvolved from the proton deflection.
An advantage of proton radiography over other probing techniques such as optical
probing is that spatially and temporally resolved data can be extracted. The temporal
resolution comes from the Bragg peak deposition of the protons. High-energy protons
will reach the main interaction region first so probe early in the interaction. They will
go onto an RCF stack detector and deposit their energy deep in the stack. Low energy
protons will reach the interaction later and deposit their energy at the front of the stack.
Therefore films at the front of the stack will provide images from early in the interaction
and film at the back of the stack images of later in the interaction. A schematic diagram
for a proton radiography set up is shown in figure 1.3.
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Figure 1.3: A typical set up for a proton radiography experiment
1.4.3 Ion fast ignition in inertial confinement fusion
Inertial confinement fusion (ICF) is a method of energy production in which a deuterium-
tritium microsphere, is heated and compressed so that they undergo nuclear fusion.
There are currently two approaches being investigated, direct- and indirect-drive ICF.
In direct drive ICF high power lasers irradiate the surface of the microsphere to ablate
the outer surface thereby compressing the inner part. This creates a hot spark at the
centre of the fuel, which drives a thermonuclear burn wave, which propagates through
the pellet. In indirect drive ICF a fuel pellet is placed inside a radiation containment
cavity called a hohlraum. Lasers, ion beams or X-rays are used to heat the interior
walls of the hohlraum which results in soft X-ray radiation. This drives the implosion
of the fuel pellet at a high degree of symmetry compared to direct drive but at the cost
of much higher driver energies due to the limited conversion energies to soft X-rays.
Fast ignition (FI) was proposed as a means to increase the gain, reduce the driver
energy and relax the symmetry requirements, primarily in direct-drive ICF [Tabak et al.,
1994]. The concept is to use separate laser or particle pulses to compress and ignite the
fuel. There are several di culties with laser driven FI that an ion beam could overcome.
Unlike a laser beam, an ion beam will maintain a straight trajectory through the plasma
surrounding the pellet and then deposit its energy in a small volume due to its Bragg
peak. It is not yet known whether electrons generated from the absorption of a laser
igniter pulse will do this [Roth et al., 2001,Key, 2007]. The conversion e ciency from
laser energy to ion beam energy is crucial for all ICF applications.
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1.4.4 Neutron Source
Neutrons are used to probe samples in biology, material sciences, engineering and for
security applications. Neutron radiography has advantages over proton radiography
because neutrons can potentially image large, bulky objects and are una↵ected by elec-
tromagnetic fields. Neutrons can also di↵erentiate between high and low Z materials,
since low Z ions scatter neutrons more e ciently than high Z ions.
Neutron beams exist at large accelerator facilities, but as in many laser plasma ap-
plications there is an advantage in making a compact version of an existing technology.
Unlike protons, neutrons cannot be accelerated directly by electromagnetic fields due
to their neutral charge. Experiments have shown that laser plasma accelerators can be
used to generate bright neutron beams by accelerating protons into a secondary cold
target [Lancaster et al., 2004,Roth et al., 2013,Higginson et al., 2011].
1.4.5 Isochoric Heating
Isochoric heating is the heating of material at constant volume and is required to form
uniformly heated plasmas at a single temperature and density. Laboratory measure-
ments of plasmas are ideally made on plasmas in this uniform state, and so energy
deposition that is both extremely rapid and uniform is required. There are established
methods such as laser-driven shock heating, X-ray heating and ion heating, although
these methods are still not fast enough to avoid hydrodynamic expansion e↵ects. In
2003, Patel suggested using a laser-generated proton beam to volumetrically heat solid
density material on the picosecond timescale. [Patel et al., 2003].
1.4.6 Medical Isotopes For Positron Emission Tomography
Positron emission tomography (PET) is a visualisation technique that uses unstable
isotopes of oxygen, nitrogen, carbon or fluorine injected into a patient. The choice of
isotope depends on the tissue to be imaged. These unstable isotopes decay by positron
emission. The positrons then annihilate with an electron in the patients body and two
photons are emitted travelling in approximately opposite directions. The photons are
detected by a ring of detectors around the patients and used to build up an image of
the patient [Raichle, 1983].
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The radionuclides used for PET have short half-lives, between 2.05min for 15O and
110min for 18F. Two advantages of the short half-lives are that a) the dose of radiation
to the subject and handler is significantly reduced and b) that repeated studies in the
same subject are possible because of the low radiation dose and also the minimal amount
of background activity from one study to the next. The big disadvantage of the short
half-life of these radionuclides is that they must be produced close to where they are
to be used, or alternatively in very large quantities so that is still significant activity in
the sample at the time it is used, although this is expensive.
The generation of PET isotopes with laser-plasma accelerated protons is desirable as
a less expensive compact source would lead to more PET machines and more patients
treated. PET isotope generation with a laser-plasma accelerator has been demonstrated
[Spencer et al., 2001,Fritzler et al., 2003], specifically of 11C and 18F. A high activity
of the isotopes is required, given that a typical patient dose is between 2⇥ 108 Bq and
8⇥ 108MBq and the isotopes have a short the short half-life.
Spencer [Spencer et al., 2001] demonstrated 105 Bq of 18F per shot on the Vulcan
laser system. Given the 110min half-life and the 30min repetition rate of Vulcan, this
type of laser system is not well suited for producing isotopes.
Fritzler [Fritzler et al., 2003] focussed on high repetition rate laser systems, at the
expense of per shot isotope activity. 2Bq of 18F were generated per shot, giving 1.7⇥
105 Bq integrated over a 30 minute period, taking into account the radioactive decay.
This is of the same order of magnitude as the time averaged activity generated on
Vulcan. The di↵erence of over 3 orders of magnitude with the required activity makes
Fritzler’s current set-up unsuitable, but he notes that an upgrade of the laser system
to a system delivering 1 J pulses focussed to 1020Wcm 2 operating at 1 kHz would
produce a su cient isotope activity.
Cyclotrons are also used for isotope production, with some commercial systems able
to produce 20MeV protons. Although a full cost analysis is required for a comparison,
taking into account the pulsed nature of laser-plasma sources.
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1.5 Thesis summary
The work in this thesis combines experimental results and particle-in-cell simulations
to explore ion acceleration and radiography in laser plasma interactions.
Chapter 2 contains an overview of the theory referred to in this work, starting with
attributes of a plasma and how a laser interacts with a plasma. Later in the chapter
the mechanisms of energy transfer from the laser to the plasma are detailed and the
di↵erent mechanisms by which ions can be accelerated.
Chapter 3 contains an overview of the experimental methods used to obtain the data in
this work, starting with the di↵erent ion detectors and diagnostics deployed and moving
onto di↵erent types of targets used and details of the laser system the experiment were
carried out on.
Chapter 4 contains details of an experiment carried out on the Vulcan Petawatt laser
system, where a thickness scan of thin foils from 25 nm to 3 µm was carried out to
investigate the optimum conditions for peak ion energies and the mechanisms of thin-
foil ion acceleration. Simulations were carried out to support the experimental work
and an analytical model to support the experimental findings and simulation results.
Chapter 5 contains details on an experiment carried out on the Vulcan Target Area
West facility investigating the channelling of a long pulse laser with proton radiogra-
phy. An oscillatory structure was created and observed using proton radiography. The
possible causes of the structure are discussed.
Chapter 6 concludes the work and gives some thoughts on future work.
2 Theory of Laser Plasma ion
acceleration
To understand how ions can be accelerated in a laser plasma accelerator it is important
to understand the background theory of plasma physics and how a laser interacts with a
plasma. Various mechanisms couple the laser’s energy into the plasma, and this energy
is then transferred into the accelerated ion beam.
2.1 Plasma characteristics
A plasma is defined in Chen [Chen, 1990] as a “quasineutral gas of charged and neutral
particles which exhibits collective behaviour”. Plasmas have many unique characteris-
tics, alluded to by Chen as collective behaviour. These characteristics are summarised
in this section.
2.1.1 Electron plasma waves
If we take an initially neutral plasma of electrons and ions, as shown in figure 2.1, and
displace a small population of electrons, an electric field will be set up with a restoring
force opposing the displacement. This restoring force will pull the electrons back to their
initial positions, but their inertia of the electrons causes them to overshoot, reversing
the electric field. The electrons will continue to oscillate in what is known as an electron
plasma wave. The electrons will oscillate with the electron plasma frequency !pe.
Assuming fixed ions, no temperature and no magnetic field and small perturbations.
the electron plasma frequency can be given by
!pe =
✓
nee2
✏0me
◆ 1
2
. (2.1)
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Figure 2.1: When neutral
plasma is disturbed an electric
field will be set up which acts
to restore neutrality.
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Figure 2.2: The dispersion relation of plasma elec-
tron waves in a plasma.
The oscillation is so fast that the ions do not have time to respond [Chen, 1990]. The
electron plasma frequency is derived in appendix A. It would appear then, that for a
plasma, ! does not depend on k, that the group velocity d!dk = 0 and that the oscillation
does not propagate. But thermal e↵ects must also be taken into account. Electrons will
travel with their thermal velocity into neighbouring regions carrying information from
the oscillating region. The dispersion relation is given by
!2 = !2pe +
3
2
k2v2th. (2.2)
where vth =
2kbTe
me
. The frequency of the plasma wave now depends on k and the
dispersion relation is plotted in figure 2.2.
2.1.2 Ion plasma waves
When the electrons become very hot they can be assumed to form a neutral background
around which ions oscillate. The ion plasma frequency, !pi, is given by
!pi =
✓
neZ2e2
✏0mi
◆ 1
2
. (2.3)
2.1.3 Ion acoustic wave
As well as electron plasma waves, plasmas also support charge density oscillations of
much lower frequency determined by ion inertia. Ion acoustic waves are the analogue
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of sound waves in a normal gas.
The ion acoustic wave can be shown to have the dispersion relation
! = ±kcs, (2.4)
where cs =
q
ZTe+3Ti
mi
is the the ion sound speed, Te and Ti are the electron and ion
temperatures and mi the ion mass.
The electric field magnitude for an ion acoustic wave, assuming Te   Ti is given by,
E =  kbTe
e
~rn˜e
n0
, (2.5)
where the electron density, ne, is the sum of the background electron density n0 and
a small perturbation n˜e. For a sinusoidal density oscillation with wavevector k, the
magnitude of the electric field is given as,
|E| = kbTe
e
|n˜e|
n0
k. (2.6)
The damping rate of an ion acoustic wave, for a Maxwellian electron distribution is
given by,
  =  
r
⇡
8
!2pi !
2
|k3|v3th
exp
✓
  !
2
2k2v2th
◆
. (2.7)
2.1.4 Debye length
A fundamental characteristic of a plasma is its ability to shield a charge placed in it.
If a ball of charged particles is placed in a cold plasma, a cloud of oppositely charged
particles surround the ball and there would be an equal number of particles in the ball
as in the surrounding cloud. Thus the shielding would be perfect and no electric field
would be present outside of the cloud.
If the plasma had a finite temperature, particles at the edge of the cloud would have
enough thermal energy to escape the ball’s electrostatic potential well. The ‘edge’ of
the cloud is where the potential energy is equal to the thermal energy, kT . The radius
of this cloud is known as a Debye length. This e↵ect is known as Debye shielding and
it means that a particle in a plasma will only feel forces from particles within a sphere
of Debye length radius around it, known as a Debye sphere.
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Figure 2.3: The electric potential around a point charge in a plasma at x = 0. Oppositely
charged particles surround the particle and shield the surrounding plasma from the field of the
point charge over a characteristic length  d .
The potential of the cloud, of magnitude  0, can be shown to behave as,
  =  0e
 |x|
 d , (2.8)
where the Debye length is given by,
 d =
✓
✏0kbTe
ne2
◆1/2
. (2.9)
The potential caused by the ball of charged particles at x = 0 is shown in figure 2.3.
The potential reduces over a characteristic length  d. A full derivation of the Debye
length is given in appendix B.
2.2 Laser Plasma interactions
This section looks specifically at the interaction of a laser with a plasma, which leads
on to how lasers transfer energy into a plasma and eventually accelerate ions.
2.2.1 Plasma dispersion relation
The dispersion relation for a laser in a plasma is an important starting point in under-
standing how the laser propagates through the plasma. The dispersion relation leads on
to finding the plasma critical density, the group and phase velocities and the refractive
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Figure 2.4: The phase and group velocity for a laser in a plasma for a laser wavelength
 L=1.053 µm.
index of the plasma. The dispersion relation, derived in appendix C, is given by
!2L = !
2
pe + c
2k2. (2.10)
2.2.2 The phase and group velocity in a plasma
The phase velocity in the plasma can be calculated from the dispersion relation. It is
given by
vph =
c⇣
1  !2pe
!2L
⌘ 1
2
, (2.11)
and the group velocity is given by
vg = c
 
1  !
2
pe
!2L
! 1
2
. (2.12)
The phase and group velocities are plotted in figure 2.4 as a function of electron
density for a laser wavelength,  L = 1.053 µm. It can be seen that for a plasma vph > c
and vg < c.
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2.2.3 Critical Density
Figure 2.4 shows that at a density of 1021 cm 3 the group velocity goes to zero, meaning
the laser pulse can no longer propagate through the plasma. This density is known as the
critical density and is where the plasma frequency equals the laser frequency, !p = !L.
For low intensities, we can define the classical critical density,
nc =
✏0m!2L
e2
. (2.13)
When !p < !L the plasma is described as underdense and the laser can propagate
through. When !p > !L the plasma is described as overdense and k is imaginary. If
the electrons move at relativistic velocities there is a Lorentz factor correction to the
plasma frequency and the critical density due to the increased mass of the electrons.
The relativistic plasma frequency is given by,
!pe,rel =
✓
nee2
 ✏0me
◆ 1
2
=
!pe
 
1
2
,
(2.14)
and the relativistic critical density is given by
ncr =  
✏0m!2L
e2
. (2.15)
This e↵ect is important when dealing with very intense laser pulses as these high
intensities can cause electrons to move at relativistic velocities, as discussed later in this
chapter and in chapter 4.
2.2.4 Plasma skin depth
If the plasma is very overdense, i.e. !pe   !L then equation 2.10 can be modified to
obtain k for very overdense plasmas
k =
!pe,rel
c
i. (2.16)
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The electric field of the laser can be described in 1D as [Gibbon, 2005]
E(x, t) = E(t)eikx, (2.17)
and therefore for imaginary k as in equation 2.16 the electric field decays exponentially
into the plasma as an evanescent wave of the form
E(x, t) = E(t)e
 x
ls , (2.18)
with a characteristic length known as the collisional skin depth, ls, where
ls =
c
 !pe
. (2.19)
For a laser with wavelength  L = 1.053 µm in a 4 ⇥ 1023 cm 3 plasma with non-
relativistic electrons the skin depth is ls = 8.4 nm.
2.2.5 Ponderomotive force
The ponderomotive force acts on an electron in a plasma due to gradients in the mag-
nitude of the magnetic and electric fields. In an infinite plane wave these gradients do
not exist, but a typical laser pulse is Gaussian in spatial shape. This causes an electron
in the laser beam to oscillate in space and to move away from the centre of the beam.
In the new position, the laser intensity is reduced so the restoring force on the electron
is less than the original force. Therefore the electron does not return to its original
position. Over longer time scales the electron moves down the intensity gradient away
from the centre of the laser beam, as shown in figure 2.5. The ponderomotive force is
derived in appendix D, the main result is given by
Fp =   e
2
4m!L2
~rhE2i. (2.20)
2.2.6 Laser self-focussing
The refractive index, ⌘, of a medium is defined as the inverse of the ratio of the phase
velocity, vph, in the medium to the speed of light, c. Using the relation for the phase
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Figure 2.5: A cartoon demonstrating the ponderomotive force. As a laser pulse (shown in red)
propagates through a plasma, electrons are oscillate transversely. An electron originally near the
peak of the laser pulse that moves away will feel a smaller restoring force due to the lower laser
intensity in the new position. Therefore the electron will feel an average force down the intensity
gradient.
velocity in equation 2.11 and the relativistic correction to the plasma frequency from
equation 2.14 the refractive index is given by
⌘ =
c
vph
=
s
1  1
 
!2pe
!2L
.
(2.21)
From equation 2.21, it is clear that the refractive index for a plasma is always less
than or equal to 1, ⌘  1. The refractive index can also be related to the electron
density of the plasma as
⌘ =
r
1  1
 
ne
nc
. (2.22)
The Lorentz factor in equation 2.22 leads to relativistic self-focussing. For a high
intensity beam with a spatial profile, I(r) which is peaked on axis, the Lorentz factor,
 (r) will also be peaked on axis. The change in refractive index with r is given by,
d⌘
dr
=
ne
nc
1
2 (r)2⌘
d (r)
dr
. (2.23)
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Figure 2.6: The e↵ect on the refractive index of a plasma, for a) a centrally peaked  , typical
for a high intensity laser pulse, results in an axially peaked refractive index leading to relativistic
self focussing. b) a hollowed out laser channel also results in an axially peaked refractive index
which causes the laser to self focus. c) a density profile peaked on axis, which can occur due to
ionisation at the peak of laser pulse.
For a   peaked on axis, d dr < 0 and therefore
d⌘
dr < 0, which represents a focussing
lens, as shown in figure 2.6a.
Similarly for a flat wave front but with an electron density that varies with r, the
refractive index varies with r as
d⌘
dr
=   1
2⌘ nc
dne(r)
dr
. (2.24)
For a hollowed out electron channel dne(r)dr < 0,
d⌘
dr < 0, which again represents a
focussing lens, as shown in figure 2.6b. A hollowed out electron channel can be formed
by the ponderomotive force of the laser (see subsection 2.2.5) which pushes electrons
away from the high intensity regions of the laser, thus generating a negative dne(r)dr and
self-focussing the laser [Krushelnick et al., 1997].
Field ionisation can cause defocussing of the laser by producing highly ionised ions
at the centre and therefore highest intensity part of the laser pulse. This creates an
electron density profile that is peaked on-axis, generating a d⌘dr > 0, which represents a
defocussing lens, as shown in figure 2.6c.
2.2.7 Motion of a single electron in a laser field
When a laser interacts with a plasma the particles respond to the electromagnetic fields,
leading to particle motion. Ions have a much smaller charge to mass ratio than electrons
so over short time scales remain stationary. The laser energy is therefore typically
transferred to ions via electrons. To understand ion acceleration, it is important to
understand the electron acceleration mechanisms starting from the motion of a single
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particle. The force on an electron in an electromagnetic field is given by,
F =
dp
dt
=  eE  eve ⇥B. (2.25)
For a linearly polarised laser with electric field of the form E = E0 sin(kz !Lt)xˆ and
magnetic field of the form B = B0 sin(kz   !Lt)yˆ the magnitudes of the electric and
magnetic field can be related to show E0 = cB0. The transverse equation of motion for
v ⌧ c is then given by
mev˙x =  eE0 sin(kz   !Lt)
mevx =
eE0
!L
cos(kz   !Lt).
(2.26)
It is common to normalise the electron transverse momentum to mec to give the
normalised vector potential, a = mevxmec =
eE
me!Lc
. The peak normalised vector potential
is at the peak of the laser pulse,
a0 =
eE0
m!Lc
. (2.27)
The peak normalised vector potential is a very useful quantity since it parametrises
the response of an electron to the electromagnetic field. Because of this, it is often used
to compare di↵erent laser systems.
The peak normalised vector potential can be related to the laser intensity by util-
ising the Poynting vector, S = 1µ0E ⇥ B, which describes the energy flow along an
electromagnetic wave.
Taking again a linearly polarised laser with electric field of the form E = E0 sin(kz 
!Lt)xˆ and magnetic field of the form B =
E0
c sin(kz   !Lt)yˆ, the Poynting vector is
S(t) = ✏0cE20 sin
2(!Lt   kz). The intensity of the pulse is equal to the time average of
the Poynting vector, from which we obtain,
I = hSi = ↵
2
✏0cE
2
0 =
2↵⇡2"0m2c5
e2
✓
a20
 2
◆
, (2.28)
where ↵ = 1 for linear polarisation and ↵ = 2 for circular polarisation.
From equation 2.28 it is clear that a0 /
p
I 2 and that for a given intensity and
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Figure 2.7: a) the motion of an electron in a laser field in the x  z plane and b) the motion
of an electron in the x  z plane in the inertial frame moving at the electron drift velocity, vdrift.
wavelength, a0(linear) =
p
2a0(circular). A useful way to quantitatively relate a0 is to
collect the constants in equation 2.28 giving,
a0 =
 
I1018Wcm 2 
2
µm
1.37↵
! 1
2
, (2.29)
where the intensity, I, and the wavelength,  , are in units of 1018Wcm 2 and µm
respectively. The transverse electron momentum can then be written as
px = meca0 cos(kz   !t). (2.30)
The longitudinal equation of motion can be shown to be
pz =
✓
a02mec
4
◆
sin2(kz   !Lt). (2.31)
Integrating equations 2.30 and 2.31, the electron position in time is given by
x =
a0c
!L
[1  cos(kz   !Lt)] ,
y = 0,
z =
✓
a02c
4
◆
t  a0
2c
8!L
sin 2(kz   !Lt).
(2.32)
This shows a constant drift in z on top of a figure-of-eight motion in the x  z plane.
The electron motion in the x   z plane is plotted in figure 2.7a. The figure-of-eight
motion is clear when the constant drift velocity in z, vdrift =
a02c
8 , is subtracted as
shown in figure 2.7b.
For high intensity laser systems, a0 > 1, therefore the transverse electron motion will
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become relativistic as px > mec. Therefore the Lorentz factor,  , must be taken into
account. The Lorentz factor can be related to the normalised vector potential by taking
the time average of the transverse electron momentum.
  =
 
1 +
⌦
p2x
↵
m2ec
2
! 1
2
=
✓
1 + ↵
a02
2
◆ 1
2
,
(2.33)
where again, ↵ = 1 for linear polarisation and ↵ = 2 for circular polarisation.
2.3 Plasma heating mechanisms
To fully understand the mechanisms of ion acceleration, the mechanisms by which the
laser couples to the plasma must first be understood. The intensity of the laser pulse is
very important in determining which heating mechanisms are dominant.
2.3.1 Collisional heating
Collisional heating, also known as inverse bremsstrahlung heating, occurs when electrons
moving in the laser field collide with the cold ion background, transferring energy into
the plasma. The electron ion collision frequency is given by [Kruer, 2003]
⌫ei =
1
3(2⇡)3/2
neZe4 ln⇤
✏02me1/2(kbTe[K])3/2
⇡ 2.9⇥ 10 6[eV 32 cm3s 1]Zne[cm
 3]
T 3/2e [eV]
, (2.34)
where ne is the electron density, Z is the charge state of the ions, ln⇤ =
12⇡ne d
2
Z
is the Coulomb logarithm and Te is the electron temperature. From equation 2.34,
we can see that more collisions occur in cool, dense plasma. The absorption fraction
varies between a uniform plasma and a non-uniform plasma. For a uniform plasma the
absorption fraction, fC,uniform is given by [Stefano Atzeni, 2004],
fC,uniform = 1  exp
✓
 
Z
Kdx
◆
, (2.35)
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where K is the absorption coe cient given by,
K =
⌫ei
c
✓
ne
nc
◆2✓
1  ne
nc
◆ 1/2
, (2.36)
and the integral is taken along the laser path.
For a non-uniform plasma the fractional energy absorption, fC , is a sensitive function
of the density profile, but for a linear profile of length L and laser incidence ✓, it can be
shown to be [Kruer, 2003],
fC,non-uniform = 1  exp
✓
 32
15
⌫eiL
c
cos5 ✓
◆
. (2.37)
For both plasma profiles, the absorption is highest for a high electron-ion collision
frequency, and this frequency is largest for cool, dense plasmas. For a non-uniform
plasma, we can see that collisional absorption is most e↵ective for long density gradients
and normal incidence. Electron temperature is a strong function of the laser intensity;
therefore collisional absorption is strongest at low laser intensities. In fact the e↵ect is
found to be dominant for laser intensities I < 1015Wcm 2.
2.3.2 Resonance heating
Resonance heating is an important e↵ect that di↵ers from collisional heating in that it
is collisionless, and also requires a non-normal incidence laser. If a laser is incident on a
plasma at an incidence angle, ✓ 6= 0, then there is a component of the electric field vector
which oscillates electrons along the direction of the density gradient. An electric field
component perpendicular to the plasma surface is required, i.e. p-polarisation. This
obliquely incident laser reflects at a density lower than the critical surface, where ne =
nc cos2 ✓. Beyond this surface the evanescent electric field drives a plasma wave which
is resonant where the plasma frequency equals the laser frequency, i.e. approximately
at the critical density surface where ne = nc. Therefore part of the energy of the
incident laser is transferred into an electrostatic wave in the form of an electron plasma
wave [Kruer, 2003], as shown in figure 2.8. For a linear density of length L and incident
laser of wavevector k, the absorption of energy into the plasma, fR, is given by [Gibbon,
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Figure 2.8: A laser pulse with incident angle, ✓, will reflect o↵ the density surface where
ne = nc cos ✓. Evanescent electric fields penetrate beyond this surface for p-polarised pulses,
which generate an electron plasma wave resonant at ne = nc.
2005],
fR = 2.65⇠
2 exp
 4⇠3
3
, (2.38)
where ⇠ = (kLL)
1
3 sin ✓.
From the definition of ⇠ and equation 2.38, it is clear that this energy absorption
is zero for ✓ = 0, and that there is an optimum value of ⇠ from the quadratic and
exponential factors. This is because for more oblique angles there is a larger component
of the electric field perpendicular to the critical surface, E? = E0 cos ✓, resulting in more
heating. However also for larger angles the surface the rays propagate to, ne = nc cos ✓,
is further from the ne = nc surface, leading to less heating.
The fractional energy absorption for collisional heating and resonance heating for
two di↵erent density scale-lengths is plotted in figure 2.9. The collisional absorption
was calculated for a hydrogen plasma with electron density, ne = 1018 cm 3 and a
temperature of 1 eV.
An electron-ion collision frequency of ⌫ei = 1 ⇥ 1014 s 1 was used for the collisional
absorption and a wavelength of   = 1.064 µm for resonance heating. Collisional heating
can be seen to be stronger at lower incidence angles and longer density scale-lengths,
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Figure 2.9: The fractional energy absorption from collisional heating, fC , and resonance heat-
ing, fR, as a function of incident laser angle for two di↵erent density scale-lengths, L = 0.5 µm
and L = 10 µm.
whereas resonance heating has an optimum angle. This optimum angle results from
a competition between the fraction of the electric field perpendicular to the density
surface and the decay of the evanescent field between ne = nc cos ✓ and ne = nc. This
optimum can be shown to be at ⇠ = 0.8, which for our scale-lengths corresponds to
✓ = 33.9  for L=0.5 µm and ✓ = 11.9  for L=10 µm.
2.3.3 Vacuum Heating
For very steep density gradients the description of resonance heating in section 2.3.2
no longer holds. We can show this by considering a resonantly driven plasma wave at
the critical density surface in a sharp-edged profile. The critical density surface will be
close to the plasma boundary and so the plasma wave electric field amplitude Ep u EL.
Electrons will oscillate in this field with magnitude xp =
a0
kL
. The resonance breaks
down if the amplitude is greater than the density scale length, L [Gibbon, 2005].
Electrons close to the plasma boundary at the right moment in a laser cycle can
be violently dragged out of the plasma and accelerated back in when the electric field
changes direction in the next laser cycle. When the electron returns to the critical
density surface with a non-zero velocity it enters into the bulk plasma. Since the electric
field only penetrates to a skin depth the electron can travel unhindered before being
absorbed through collisions [Gibbon, 2005].
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This process was first discovered by [Brunel, 1987], who referred to it as not so
resonant, resonant absorption, due to its similarities with resonance absorption. Brunel
uses a capacitor model where the two plates are the bulk plasma and the electron sheet
formed by the electrons that are pulled from the plasma by the component of the laser
field normal to the density gradient. The fractional absorption for vacuum heating in
the strongly relativistic case is given by
fV H =
4⇡ sin
2 ✓
cos ✓⇣
⇡ + sin
2 ✓
cos ✓
⌘2 . (2.39)
Gibbon and Bell [Gibbon and Bell, 1992] carried out particle-in-cell simulations to
study the transition between resonance heating and vacuum heating, and showed that
vacuum heating dominates over resonance heating for scale-lengths of L  < 0.1.
2.3.4 J⇥B heating
The previous electron heating mechanisms discussed have all relied on the electric field,
since for a0 ⌧ 1, then E  v ⇥B. But for higher intensities with a0 > 1, the electron
quiver velocity becomes relativistic and E and v⇥B become comparable. The magnetic
field gives the electron a longitudinal component to its motion. As equation 2.32 shows,
there is an oscillatory and non-oscillatory component to this forward motion. For an
electron on the edge of a step density profile, the laser pulse accelerates the electron
into the plasma at twice the laser frequency [Wilks et al., 1992], where it is beyond the
reach of the laser and escapes into the target. The a02 dependence of the longitudinal
electron velocity can be seen in equation 2.31, again showing the requirement for high
a0 discussed above. Since J⇥B heating depends on the oscillatory component of the
electron motion, this heating mechanism is heavily suppressed for circular polarisation.
2.3.5 Electron Temperature scaling
The scaling of electron temperature with laser intensity is very important, since many
of the heating mechanisms depend on the electron temperature, as do consequently the
ion acceleration mechanisms described in section 2.4. It is di cult to come up with as
definitive scaling since often there are many e↵ects occurring simultaneously. As laser
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technologies improve and higher intensities have been reached in experiments, more of
the parameter space of a0 has been explored, resulting in revisions of the scaling. In
1986 Gitomer [Gitomer et al., 1986] produced a review of recent experimental progress
with values of a0 up to 0.85 and found a trend of
Te = ↵a0
8
9 , (2.40)
where ↵ is a proportionality constant, ↵ = 170 keV.
In 1997 Beg [Beg et al., 1997] conducted a number of experiments with values of a0
between 0.3 and 2.0. He proposed a scaling of
Te =  a0
2
3 , (2.41)
where   is a proportionality constant,   = 229 keV. Beg suggested the main heating
mechanism for these experiments to be resonance absorption. This scaling agreed with
previous simulation work by Tan et al [Tan et al., 1984].
In 1992 Wilks [Wilks et al., 1992] conducted 2D particle-in-cell simulations and pro-
posed scaling based on the ponderomotive potential of the laser, with an a0 of between
0.6 and 3.0. The Wilks scaling, also known as the ponderomotive scaling, is given by
Te =
✓q
1 + a20   1
◆
mec
2, (2.42)
which for high intensities simplifies to
Te = a0mec
2. (2.43)
A more recent study by Kluge [Kluge et al., 2011] carried out 2D PIC simulations
and found a hot electron scaling, which for a0 ⌧ 1 goes as
Te =
a02
4
mec
2, (2.44)
whereas for a0   1
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Figure 2.10: Di↵erent electron temperature scalings covering di↵erent ranges of a0.
Te =
✓
⇡a0
2 ln 16 + 2 ln a0
  1
◆
mec
2. (2.45)
This scaling has been shown to be in good agreement with results from simulations and
follows the trend seen in recent experiments.
The various electron temperature scalings are plotted in figure 2.10.
2.4 Ion acceleration Mechanisms
2.4.1 Sheath Acceleration
As discussed in section 2.3, when a laser pulse interacts with a plasma, electrons are
heated at the surface and accelerated into the bulk plasma. The electrons can travel all
the way through the plasma and emerge from the rear surface of the plasma. The ion
population does not respond on the same time scale due to their larger mass. As a result
a charge separation is created which generates a large electric field called the sheath
field. Ions can be accelerated by this sheath field to high energies [Wilks et al., 2001], as
shown pictorially in figure 2.11. This process is known as sheath acceleration, SA, and
is also referred to as target normal sheath acceleration (TNSA), since the acceleration is
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Figure 2.11: An incident laser pulse accelerates hot electrons out of the front and rear surfaces
of the target. These electrons set up a space charge field known as a sheath that accelerates ions
out of the bulk plasma. [Borghesi et al., 2007]
often normal to the target. The fields present are of the order of 1012Vm 1 [Hatchett
et al., 2000,Wilks et al., 2001], which is the reason for the interest in laser plasma ion
sources.
Mora [Mora, 2003], showed that the scaling of the maximum energy, ✏max, for !pit  1
goes as,
✏max = 2ZkbTe
"
ln
 r
2
e1
!pit
!#2
, (2.46)
which scales with the electron temperature, Te. Since Te primarily varies with the laser
intensity, I, the maximum ion energy scales as I0.5 and is optimised for longer pulse
lengths.
2.4.2 Radiation Pressure Acceleration
When radiation is incident on an object it exerts a pressure due to the momenta of
the photons, this pressure can be used to accelerate ions in a way analogous to the
IKAROS space craft, which was launched in 2010 and utilises a solar sail, amongst
other techniques, for propulsion.
Radiation pressure acceleration, RPA, is the general term used to describe acceleration
of ions at high intensities where the radiation pressure, PR, is greater than the thermal
pressure from the expanding plasma. The radiation pressure exerted by a laser pulse
onto a plasma can be shown to be
PR = (1 +R)
IL
c
, (2.47)
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Figure 2.12: The ion density isosurface of a target accelerated by radiation pressure acceleration
by Esirkepov et al. [Esirkepov et al., 2004]
where R is the reflectivity of the target. A derivation of the radiation pressure can be
found in appendix E. For a laser intensity of IL = 1020Wcm 2, the radiation pressure
can be over 60Gbar, which is much greater than the thermal pressure.
It was first suggested that intensities of 1023Wcm 2 would be required for RPA
using a linearly polarised pulse [Esirkepov et al., 2004], but it was later shown that
these requirements can be reduced by using a high contrast, circularly polarised pulse at
intensities around 1020-1021Wcm 2 [Robinson et al., 2008]. A solid target undergoing
RPA is shown in figure 2.12.
RPA consists of two di↵erent phases. Firstly, a hole is bored into the plasma, referred
to as hole boring, secondly, for thin enough targets a slab of plasma can detach from the
bulk plasma and be accelerated as a whole, in what is known as the light-sail regime.
Hole boring
A high intensity laser can cause a hole to be bored through a plasma as the electrons
are pushed forward by the radiation pressure. The ions are slow to respond due to their
greater mass and a charge separation is formed. In the frame of the hole boring (HB)
front the ions stream towards front at the HB velocity and are reflected. Therefore in
the lab frame the ions travel downstream at twice the HB velocity.
The hole boring velocity, vhb, can be calculated by considering the momentum change
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of the laser photons and plasma ions and is given by,
vhb =
✓
1
mic
1 +R
2
IL
ni
◆ 1
2
, (2.48)
where mi is the ion mass, R is the reflectivity of the gas target, IL is the laser intensity
and ni is the ion density. A derivation of the hole boring velocity can be found in
appendix F. The full, relativistically correct derivation is given in [Robinson et al.,
2009], where the energy of the ions is shown to be
✏hb = mic
2

2⌅
1 + 2⌅
1
2
 
, (2.49)
where ⌅ = IL⇢c3 and ⇢ is the mass density.
We see that the ion energy scales well with intensity, ✏hb / I, and is also inversely
proportional to the mass density of the target, ✏hb / 1⇢ . Since the ions are reflected at a
single velocity, vhb, it is possible to create monoenergetic proton beams [Palmer et al.,
2011].
For a target of density ⇢ = 1.23 g cm 3 and an intensity, IL = 1020Wcm 2, protons
do not reach relativistic velocities reaching energies of 56 keV. But due to the favourable
energy scaling, a laser pulse with intensity 1025Wcm 2 would accelerate protons to GeV
energies.
Shock Acceleration
A laser can act like a piston and launch a collisionless shock into a plasma. A colli-
sionless shock has a scale-length that is less than the collisional mean free path of the
electrons. Protons can be reflected o↵ the shock front, at velocities greater than the
shock velocity [Dover et al., 2011]. Collisionless shocks have been observed in 1D and
2D PIC simulations [Silva et al., 2004] and observed via proton probing [Romagnani
et al., 2008b].
Light-sail
Ions accelerated by hole boring reflect o↵ the electric potential associated with the hole
boring front but then are no longer accelerated because vions = 2vHB. Thinner targets
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can be used to maintain continuous acceleration in what is known to be in the light-
sail (LS) regime. This is when the ions and electrons move together, representing a
relativistic mirror co-moving with the laser pulse. Even if the foil is partly transparent
to begin with, as it approaches relativistic velocities it becomes highly reflective, due to
the Doppler shift in the laser frequency.
The light-sail velocity can be calculated by considering the forces on a slab of plasma
of cross section A, thickness d and mass density ⇢. The radiation pressure exerts a force
PRA on the slab, which itself has a mass of Ad⇢. Therefore
PRA = Ad⇢v˙. (2.50)
Eliminating the area of the slab, A, and using the radiation pressure from equation 2.47,
the light-sail velocity is given by
vLS =
1
cd⇢
Z +1
 1
I(t)dt, (2.51)
where I(t) is the intensity distribution.
For a gaussian pulse with maximum intensity Imax and a FWHM ⌧FWHM the light-sail
velocity is given by
vLS =
Imax
d⇢
⌧FWHM
2c
r
⇡
ln(2)
, (2.52)
and the ion energy given by
✏LS =
⇡mi
ln(2)
✓
⌧FWHM
2d⇢c
◆2
Imax
2. (2.53)
Equation 2.53 shows that light-sail acceleration has a favourable scaling with intensity
of IL
2 and is most e cient for thin, low density targets; although if the target is too thin
there is an insu cient number of electrons to support the radiation pressure. Particle-
in-cell simulations have shown the optimum target thickness to be
dopt =
a0nc
kLne
, (2.54)
for a Gaussian laser intensity envelope [Rykovanov et al., 2008].
For formvar, the target used in chapter 4 and discussed in section 4.1.2, the mass den-
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sity is ⇢ = 1.23 g cm 3, electron density, ne = 400nc, and intensity, IL = 1020Wcm 2,
the optimum target thickness is 3.7 nm, from which protons can reach light-sail en-
ergies of ✏LS = 6.2GeV. Light sail has been shown to be optimised for circular po-
larisation [Henig et al., 2009b], because electron heating and therefore expansion is
suppressed, thus an electron density su cient for light-sail is maintained.
Rayleigh-Taylor-like instability
Accelerating ions by RPA has complications. Since the targets are usually very thin,
they are liable to be broken apart by the laser pulse or a pre-pulse. The rapid accel-
eration of a dense fluid by a lighter fluid is susceptible to the Rayleigh-Taylor (RT)
instability. In the case of LS acceleration, the plasma is the dense fluid and the laser
behaves as a photon fluid.
The growth rate of this instability for a p-polarised laser pulse is given by
  =
s
2
3
kLIL
⇢ls
, (2.55)
where ⇢ is the mass density of the target and ls is the skin depth [Gamaly, 1993].
It has been seen that a Rayleigh-Taylor-like instability driven by the radiation pressure
of an ultra-intense laser pulse can occur when accelerating ultra-thin foils [Palmer et al.,
2012], as seen in figure 2.13. Regions of low proton flux surrounded by thin regions of
high flux were observed on the detector; the regions of low flux were aligned with laser
burn on the protective foil in front of the stack. This was attributed to the laser breaking
through the target in certain regions and pushing the ions to either side. The laser then
damaged the foil while the ions pushed aside were accelerated to give the pattern on
the detector.
2.4.3 Relativistic Transparency Acceleration
Relativistic transparency (RT) acceleration, also known as laser breakout afterburner
(BOA), is a mechanism that was first investigated with particle-in-cell simulations [Yin
et al., 2006,Yin et al., 2007] of ultrathin targets irradiated by high-contrast-ratio lasers.
RT acceleration has been shown to have 3 distinct phases, the first being an initial
sheath acceleration phase that heats the target and causes it to expand. During this
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Figure 2.13: The left image is a proton profile from a thin diamond-like-carbon foil. The right
image is a corresponding burn pattern from protective foil. The white burn marks on the foil
correlate to the areas of lower proton dose. [Palmer et al., 2012]
time the target is opaque to the laser since ne   nc. As the laser increases in intensity
the Lorentz factor,   =
q
1 + a0
2
2 , increases, therefore increasing the relativistic critical
density, as introduced in section 2.2.3.
For su ciently thin targets, the combined e↵ects of the sheath acceleration reducing
the electron number in the target and the reduction in the plasma frequency cause the
plasma skin depth to be of the same order as the target thickness. During this phase,
known as the enhanced sheath acceleration phase, the finite but oscillating laser field
heats all the electrons within the focal spot region.
The third phase, the laser BOA phase, occurs when the target expands further and
the density reduces and becomes lower than the relativistic critical density, ncr =  nc.
The laser then penetrates to the rear of the target, where it interacts with the sheath
electrons to produce a highly relativistic high-temperature electron beam. The electron
beam energy is passed to the relatively slow ions by a Buneman-like instability [Albright
et al., 2007] described below. As electrons lose energy to the ions they regain it from
the co-moving laser pulse, maintaining the acceleration over a long period of time.
Buneman instability
The Buneman instability occurs when two counter-propagating beams of ions and elec-
trons interact and energy can be passed from the electron beam to the ion beam. A
small fluctuation in the electron beam sets up an electric field, which then gives nearby
ions a small velocity. These small fluctuations and ion velocities can grow, thereby
passing energy from the electrons to the ions [Buneman, 1959].
In BOA, the Buneman instability growth rate is   = 0.01!pe, assuming the instability
2.5 Ionisation 67
Figure 2.14: A schematic of relativistic transparency. When a high intensity laser pulse is
incident on a solid target the target density is much greater than the relativistic critical density
and so the laser energy is reflected or absorbed. The absorbed energy heats the target surface
and causes it to expand, thereby reducing its density. When the electron density is equal to the
relativistic critical density the laser light heats the bulk plasma until it transmits through the
target.
is seeded by the modulation of the electron beam from the ponderomotive force of the
laser. In the PIC simulations by Albright [Albright et al., 2007], this gave a phase speed
of vph ⇠ 0.1c, which is similar to the speed attained by the ions after the enhanced
sheath acceleration of BOA.
2.5 Ionisation
Laser plasmas form when target atoms become ionised in the laser field. The degree of
ionisation is important as it directly a↵ects the electron density of the plasma. There
are a number of di↵erent mechanisms by which a gas can be ionised. A lower bound is
barrier suppression ionisation (BSI), which is covered below.
2.5.1 Barrier Suppression Ionisation
BSI is where the electric field of the laser is greater than the Coulomb force of the
nucleus, instantaneously liberating the electrons. We calculate the maximum potential
experienced by the electron as a combination of the Coulomb field due to a charge
Z⇤, the nuclear charge minus the number of other ionised electrons, and the maximum
quasi-steady electric field due to the laser. The BSI threshold intensity is the value for
which this maximum potential equals the ionisation potential and is given by [Najmudin
et al., 1995],
Ithr.(W cm
 2) =
(4⇡✏0)2
µ0ce2
✏4i
Z⇤2
. (2.56)
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Argon ionisation
state
Potential
Threshold/ eV
Intensity (BSI)/
W cm 2
Ar! Ar+ 15.8 7.7⇥1011
Ar+ ! Ar2+ 27.6 7.2⇥1012
Ar2+ ! Ar3+ 40.7 3.4⇥1013
Ar3+ ! Ar4+ 59.8 1.6⇥1014
Ar4+ ! Ar5+ 75.0 3.8⇥1014
Ar5+ ! Ar6+ 91.6 8.7⇥1014
Ar6+ ! Ar7+ 124.0 2.9⇥1015
Ar7+ ! Ar8+ 143.6 5.2⇥1015
Ar8+ ! Ar9+ 422.8 3.9⇥1017
Ar9+ ! Ar10+ 485.6 6.92⇥1017
Ar10+ ! Ar11+ 539.4 1.0⇥1018
Ar11+ ! Ar12+ 618.8 1.81⇥1018
Ar12+ ! Ar13+ 686.7 2.7⇥1018
Ar13+ ! Ar14+ 756.4 4.0⇥1018
Ar14+ ! Ar15+ 855.5 6.6⇥1018
Ar15+ ! Ar16+ 918.8 8.8⇥1018
Ar16+ ! Ar17+ 4124.5 3.6⇥1021
Ar17+ ! Ar18+ 4938.4 7.3⇥1021
Table 2.1: Ionisation energies and threshold intensities for the ionisation of argon using a BSI
model.
The potential thresholds and BSI intensity thresholds are given in table 2.1.
Figure 2.15 plots the threshold BSI intensity for argon as a function of the argon
ionisation state.
2.6 Parametric instabilities
A parametric oscillation is an oscillation driven by varying some parameter of the sys-
tem. A simple example is a child standing on a playground swing can drive an oscillation
by standing and crouching at some frequency, even if the swing is initially still [Case,
1996]. This can occur even if the two oscillations appear not to be resonant because
of the slightly non-linear motion of each [Najmudin et al., 1995]. Plasmas can support
many di↵erent parametric instabilities, three of which are summarised below.
2.6 Parametric instabilities 69
Argon ionisation state
0 2 4 6 8 10 12 14 16 18
In
te
n
si
ty
(B
S
I)
W
cm
−
2
1014
1016
1018
1020
1022
Figure 2.15: Threshold barrier suppression ionisation (BSI) intensity for argon, as a function
of the argon ionisation state.
2.6.1 Two plasmon decay
There exists a plasma instability where the laser light decays into two electron plasma
waves. The frequency and wavenumber matching conditions are,
!L = !ek1 + !ek2
kL = k1 + k2,
(2.57)
where !L and kL are the frequency and wave-vector of the incident photon, !ek1 and
!ek2 are the frequencies of the two plasma waves and k1 and k2 are the wavevectors of
the scattered plasma waves.
Since for the two plasma waves !ek1 ⇡ !ek2 ⇡ !pe, then this instability clearly occurs
where !pe =
!L
2 , which is where ne =
nc
4 , at the quarter critical surface [Kruer, 2003].
2.6.2 Stimulated Raman scattering
Stimulated Raman scattering (SRS) is the resonant decay of an incident photon into
a scattered photon plus an electron plasma wave. The frequency matching and wave-
number matching conditions are
!L = !s + !pe (2.58)
kL = ks + kpe, (2.59)
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where !s and ks are the frequency and wavevector of the scattered photon and !pe
and kpe are the frequency and wavevector of the electron plasma wave.
The minimum frequency a light wave can have in a plasma is !pe, therefore for SRS
to occur we require !0   2!pe which occurs for plasma densities ne  nc4 .
The energy of a photon is ~!; therefore by multiplying equation 2.58 by ~ we can see
that the fractional energy deposited in the plasma is !s!L . This heating is of concern in
all laser plasma applications.
The dispersion relation for back or side Raman scattering is given by
 
!2   !ek2
  h
(!   !L)2   (k  kL)2 c2   !pe2
i
=
!pe2k2vos2
4
, (2.60)
where !ek =
 
!pe2 + 3k2ve2
 1/2
is the Bohm-Gross frequency [Kruer, 2003].
2.6.3 Stimulated Brillouin scattering
Stimulated Brillouin scattering (SBS) is similar to SRS, except that the density fluctu-
ation that provides the coupling between the laser and the plasma is a low frequency
ion acoustic wave. The frequency matching and wave-vector matching conditions for
SBS are,
!L = !s + !iaw (2.61)
kL = ks + kiaw, (2.62)
where !iaw and kiaw are the frequency and wave-vector of the ion acoustic wave.
The dispersion relation for back or side Brillouin scatter is given by [Kruer, 2003],
 
!2   k2iawcs2
   
!2   2!!L + 2kL · kiawc2
 
=
k2iawvos
2
4
!pi. (2.63)
Since the ion acoustic wave is a low frequency oscillation, !iaw ⌧ !pe, then SBS
can occur throughout an underdense plasma and nearly all the energy is transferred
to the scattered light wave, ~!L ⇠ ~!s, limiting the heating of the plasma. SBS has
been shown to amplify laser beams in plasmas [Guillaume et al., 2014], a possible route
forward for increasing the laser power frontier.
3 Experimental Methods
This chapter describes common methods used in experiments carried out as part of the
work presented in this thesis. A description of the di↵erent diagnostics used in these
experiments is given first, followed by a description of the Vulcan Laser.
3.1 Detectors
This section describes two ion detectors used on this experiment, radiochromic film and
image plate. Both detectors undergo a chemical reaction when incident ions deposit
energy in them.
3.1.1 Radiochromic Film
Radiochromic film (RCF) is a particle detector, typically used for detecting protons
[Young et al., 1999]. There are many di↵erent types of RCF, three di↵erent types were
used in the experiments in this work, all produced by GAFCHROMIC ®. In the Vulcan
Petawatt experiment in chapter 4 the types of RCF used were HD-810 and MD-55. The
type exclusively used in the Vulcan Target-Area-West experiment in chapter 5 was HD-
V2. The structure of each of the types of RCF is shown in figure 3.1. When energy
is deposited in the active layer of an RCF, it reacts to form a blue-coloured polymer.
The film is then scanned using a Nikon Super Cool Scan 9000 ED transmission scanner
to give a 16 bit red-green-blue (RGB) image of the film, an example of which is given
in figure 3.2a. The RCF scan is of a proton beam accelerated from a 100 nm formvar
target by a 390± 40 J, 1.0± 0.2 ps laser pulse from the experiment described in chapter
4. Figure 3.2b-d show the 3 colour channels separated. Of the three channels, the red
is darkest and the blue is lightest. This is a common trend in blue pigment RCF and
gives this technique high dynamic range.
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Surface layer - 0.75µm
Active layer - 6.5µm
Clear Polyester-165µm
a)
Adhesive - 25.4µm
Active layer - 16µm
Clear Polyester-66µm
Clear Polyester-66µm
Adhesive - 25.4µm
Clear Polyester-25.4µm
Active layer - 16µm
b)
Active Layer - 8µm
Clear Polyester-97µm
c)
Figure 3.1: The structure of the three types of radiochromic film used in this work. a)
GAFCHROMIC HD-810, b) GAFCHROMIC MD-55 and c) GAFCHROMIC HD-V2.
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Figure 3.2: An irradiated radiochromic film (RCF), from a 100 nm formvar target irradiated
by a 390 ± 40 J, 1.0 ± 0.2 ps laser pulse from the experiment described in chapter 4. Protons
deposited in this film had an energy of 20.9MeV. a) The RGB scan of the film, more blue
pigment forms where more dose is deposited. The red, green and blue channels of the RGB
image are shown in frames b), c) and d) respectively.
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Figure 3.3: A calibration of HD-810 Radiochromic film, showing the pixel response from a
single pixel irradiated with a known dose. The red channel saturates at 330Gy so cannot be used
for high dose detections, whereas for low doses the red channel has a larger dynamic range than
the blue channel. The sum of the channels’ pixel values was used for analysis to take advantage
of both channels
A calibration of HD-810 film was carried out at the Birmingham synchrotron by
irradiating several films, each with di↵erent known proton dose. The films were scanned
using the Nikon Super Cool Scan 9000 ED transmission scanner and calibration curves
of pixel value as a function of dose were obtained, as shown in figure 3.3.
At low doses the pixel value for both channels is high, corresponding to the RCF
being transparent. As the dose is increased more blue pigment is formed and the RCF
becomes less transparent. At 330Gy the film is opaque to red light and the red channel
cannot be used to retrieve the dose. The RCF is transparent to blue light up to the
highest dose of the calibration at 150 kGy. Therefore the blue channel is best suited for
measuring high doses and because of its higher sensitivity, the red channel is best suited
for measuring low doses. To be able to use a single calibration for all doses, the sum of
the red and blue channels was taken, which is also plotted in figure 3.3. This summed
calibration was used to convert between pixel value and dose in chapters 3 and 5.
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Figure 3.4: The blue pixel value as a function of the green pixel value for a typical radiochromic
film stack. The relative frequency of the points is shown with a colour bar with a low frequency
cut-o↵. The points outside of the low frequency cut-o↵ are also plotted in black. The dashed
cyan lines show the upper and lower bounds of the accepted region, 2.5 standard deviations above
and below the mean. 0.62% of points lay outside the 2.5 standard deviation region for this stack
and were removed.
Removing dust from Radiochromic film scans
Often dust can be caught on the surface of radiochromic film after it is removed from the
target chamber but before it is scanned. This dust can be removed with post-processing
that uses the extra information gained from scanning the RCF as an RGB image rather
than grayscale.
The process uses just the green and blue signal from each pixel, since these do not
saturate. The relation between the green and blue pixel values for a section of proton
signal is shown in 3.4, a random selection was taken to reduce the total number of points
to reveal the strong trend. The points that lie o↵ this line correspond to dust pixels and
by identifying these correctly we can interpolate over these pixels to e↵ectively remove
the dust.
The standard deviation of the points around the best fit line was found and pixels
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Figure 3.5: Radiochromic film (RCF) when first scanned is frequently noisy with dust as shown
in a) an RCF from the stack used for proton radiography in the experiment detailed in chapter
5. b) The RCF after being digitally cleaned. First bad pixels are defined as pixels that do not
follow the established trend of pixel values seen in figure 3.4. These pixels and their immediate
neighbours are discounted and interpolated over using a median filter. The images are converted
to grayscale and the di↵erences shown in c), which highlights where dust and scratches have been
removed.
that lay more than 2.5 standard deviations were assigned a ”not-a-number” (NaN)
value, while pixels that lay close to the line kept their original value. The NaN values
were interpolated over, using the inpaintnans function in Matlab. An example film is
shown in 3.5 showing the dust removal.
3.1.2 Image Plates
Image plate (IP) is a reusable detector that is sensitive to all incoming radiation. IP is
used in a number of diagnostics including Thomson parabolas, electron spectrometers
and RCF stacks, all of which are described later in this chapter. IP has to be scanned
after every shot but once the data has been retrieved the plate can be exposed to a
white light source to wipe the data so that it can be reused. Image-plate works on the
basis of photo-stimulated luminescence (PSL).
After a shot, the image plate is scanned on a FujiFilm FLA-5000 image plate scanner,
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which measures the quantum level, QL. To extract the total dose deposited, a conversion
from quantum level to PSL is required.
PSL =
✓
R
100
◆2✓4000
S
◆
10L(
QL
G   12) (3.1)
where R is the scanner resolution in microns, S is the sensitivity, L the latitude and G
the bit depth. A typical scan resolution is 25 µm, S is normally set to 4000 and L to 5.
G = 216 for 16-bit images and 28 for 8-bit images. To then convert the PSL to a dose
the scanner used must be calibrated. Image plate can be calibrated for ions by placing
a slotted piece of CR-39 in front of the IP and dispersing ions by energy. CR-39 allows
the absolute number of protons to be measured by counting pits created by ions. A
calibration of IP for protons with energies 0.5-20MeV is given in [Mancˇic´ et al., 2008].
3.2 Ion diagnostics
3.2.1 Radiochromic Film Stack
RCF is often layered into a stack with metal filters; a typical design is shown in figure
3.6. Low-energy ions are stopped early in the stack whereas high-energy ions deposit
little energy in the front layers of RCF due to their energy deposition pattern, which
is dominated by a Bragg peak, as seen in each curve in figure 3.7. The curves were
generated using the TRIM (Transport of Ions in Matter) functionality in the freely
available software, SRIM (Stopping Range of Ions in Matter) [Ziegler et al., 2010].
SRIM can perform Monte Carlo simulations on user-defined combinations of target
materials and outputs the energy deposited in di↵erent spatial bins. Aluminium foil
was wrapped around the stacks to keep them light-tight.
Hence the ion beam profile in any given layer is dominated by ions close to their
stopping range in that piece of RCF. With su cient layers of RCF a spatially resolved
ion spectrum can be retrieved. Typically, protons are the only ions to propagate beyond
the very front of the stack due to their lower rate of dose deposition, and so RCF stacks
are useful in characterising proton beams having large energy spreads.
Typically it is assumed that only protons with a propagation range equivalent to the
depth of a specific film within the stack contribute to the dose deposited in that film; or
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Figure 3.6: A typical radiochromic film (RCF) stack design used in an ion acceleration exper-
iment. Less sensitive HD-810 RCF is placed near the front of the stack to detect the high dose
low-energy ions and more sensitive MD-55 RCF is used near the back of the stack to detect the
low doses of high-energy ions. Highly sensitive image plate is also used in the stack to detect
very low doses of ions. Aluminium foil is wrapped around the stack to keep the it light-tight.
Figure 3.7: The energy deposited in the active layer of a piece of radiochromic film (RCF) as
a function of the incident proton energy obtained using SRIM. The stack design used is shown
in figure 3.6. Each blue line corresponds to a di↵erent piece of RCF in a stack and the red lines
are the 1e values of the distribution.
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stated alternatively, that an ion deposits all its energy at the point in the stack where
it stops. However this of course neglects the dose that an ion deposits in RCF layers
that it traverses before finally being stopped, as seen in figure 3.7. In fact, for the first
layer of the RCF stack described in chapter 4, only 11.4% of the energy is absorbed
from the protons with energy corresponding to the Bragg peak, and this value increases
deeper into the stack to 41.7% at layer 10. The dose deposition by high-energy protons
in RCF layers at the front of the stack is addressed below. Without this correction to
the spectrum, the number of low-energy protons is over-estimated.
The total energy deposited by incident protons in an RCF layer i, Ri, was calculated
by converting all the pixel values from one scan into dose using the calibration in figure
3.3. A particular area of film for analysis can then be chosen to obtain a spatially
resolved energy spectrum, or simply the entire observed beam can be used. The total
dose for the selected area is summed and converted to energy deposited by simply
multiplying by the mass of the active layer for the given film area.
To reconstruct the spectrum, we start by considering the total energy deposited in a
layer of RCF, Ri. This is given by the number of protons incident on a film, per energy
band, dNdE , multiplied by the energy deposited by one proton of that energy, Si(E),
integrated over the incident proton energy E.
Ri =
Z 1
0
dNi
dE
(E)Si(E)dE. (3.2)
Both dNidE (E), and Si, are dependent on incident proton energy. Si was calculated in
SRIM. Figure 3.7 shows that Si(E) is strongly dependent on incident proton energy.
The conversion from total energy deposited in a layer of RCF, Ri, to the number
of protons in an energy band, dNidE (E) is non-trivial, since the information needs to
be extracted from the integral in equation 3.2. The first method, which includes two
assumptions, is detailed below, followed by a description of a second, more advanced,
method required to retrieve the correct spectrum.
All the deposition curves, S1!n(E) in figure 3.7 follow the same general shape, so to
extract the spectrum from the integral it is common to make two assumptions. The
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first is that Si(E) takes the form,
Si(E)
⇤ =
8>>>>>><>>>>>>:
0 if E < E1
Si(E) if E1  E  E2
0 if E > E2,
(3.3)
where E1 and E2 are the
1
e values Si(E)
This assumption will be referred to as the Bragg peak dominated (BPD) assumption.
The second assumption is that dNdE is constant for E1   E  E2. Both these assumptions
are poor, but are a useful starting point. Equation 3.2 then can be rearranged to
dN
dE
=
RiR E2
E1
Si(E)dE
. (3.4)
From the definition of dose, D, and the geometry of the RCF,
dN
dE
=
D ⇢RCF A tR E2
E1
Ed(E)dE
, (3.5)
where ⇢RCF is the mass density of the active layer of the RCF, A is the area under
consideration and t the thickness of the active layer. It is typical to consider the number
of protons per some solid angle to make comparisons more easily. The solid angle, ⌦, of a
square based pyramid with width w and height d is given by ⌦ = 4arctan
⇣
w2
2d
p
4d2+2w2
⌘
,
for one pixel, where w ⌧ d, this can be simplified to ⌦ = Ad2 , where A = w2 i the area
of the pixel. Therefore the number of protons per energy bin per solid angle can be
written as
d2N
dEd⌦
=
D ⇢RCF t d2R E2
E1
Ed(E)dE
. (3.6)
From this we can see that the number of protons per some solid angle does not depend
on the size of the region of RCF we consider, as is expected. There is a small correction
for pixels o↵-axis, since for these pixels the square based pyramid description no longer
holds. Equation 3.6 gives one point in the spectrum for each layer of RCF; a full
spectrum can be retrieved by interpolating between these points.
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Figure 3.8: A flowchart of the RCF Algorithm. Firstly, the last and the second-to-last particle
numbers, dNdE , were calculated and interpolated between to give a truncated spectrum. The total
energy deposited in the second-to-last layer, R⇤, can be calculated from this spectrum and com-
pared to the real energy deposited, R. The particle number in the second-to-last layer is adjusted
until the energies match. The algorithm then works backwards through the stack, adjusting the
particle numbers in each layer so that the energy deposited in each layer agrees with the measured
dose. The truncated spectrum is extended each loop until it covers all energy space of the stack.
High energy proton deposition correction
As was discussed earlier in this section, there is a correction to the above method due
to high-energy protons that deposit energy in the films towards the front of the RCF
stack. This correction results in large changes in total proton number of up to a factor
of 2. This long high-energy tail can be seen in figure 3.7; high-energy protons deposit
energy as they pass through the first few layers of RCF.
The correction routine uses equations 3.2 and 3.4 in a loop that works from the back
of the stack forwards, since the correction is due to protons of higher energy than those
with a Bragg peak for that particular layer. The routine is shown schematically in figure
3.8.
Figure 3.9 shows the initial spectrum and the corrected spectrum for a 100 nm thick
plastic target irradiated by a 392 J, 1 ps pulse focussed to a 9 µm spot, and the same
shot as the RCF layer in figure 3.2. The corrected spectrum is reduced, since the BPD
assumption attributes the entire signal on the front layers of RCF to protons around
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Figure 3.9: Change in spectrum after correction script of the proton beam accelerated for a
100 nm thick plastic target irradiated by a 392 J, 1 ps pulse focussed to a 9 µm spot.
that layers Bragg peak; whereas in fact a subset of the apparent dose is due to high-
energy protons that have propagated through these layers. So the real dose due to the
Bragg peak protons is given by:
Real Dose = Total Dose Dose due to high-energy ions (3.7)
This shift in the spectrum significantly changes the total number of protons acceler-
ated and therefore the beam energy and conversion e ciency. The beam temperature
is also a↵ected.
For the shot shown in figure 3.2 the number of protons is reduced from 1.9⇥ 1013 to
8.0⇥1012, a factor of 2.4. The beam energy was consequently reduced by a factor of 2.2,
which means that the conversion e ciency from laser energy to beam energy was natu-
rally reduced by the same factor from 8.9% to 4.0%, a very large correction, especially
when the conversion e ciency of a laser-plasma accelerator is used as a strong measure
of its quality. The proton temperature, fitted using the equation N = A(exp E/T ),
increased from 6.5MeV to 7.6MeV.
The reliability of the code was tested by initialising the spectrum with arbitrary
values, for example a flat spectrum at 1011 protons MeV 1. The corrected spectrum
was the same as when starting from the approximated spectrum.
There are a number of limitations with this method. Firstly, there is an uncertainty
as to where the high-energy cut-o↵ of the beam is. Ideally there is a layer of RCF at
the back of the stack with no signal, so it can be assumed that there are no protons
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Figure 3.10: The ion trajectory in a Thomson parabola, viewing the x  z plane.
of energy higher than the Bragg peak energy for the layer before this. Secondly, this
method requires more SRIM simulations than when making the Bragg peak deposition
assumption, since simulations need to be done up to the highest proton energy detected,
rather than just around the Bragg peak. The routine also does not take into account
carbon species, which deposit energy in the very earliest layers. This e↵ect should be
limited to those layers, but would artificially increase the proton numbers. A routine to
correct this would either use information on the carbon spectrum from other diagnostics,
or an assumption that for every proton accelerated of a particular energy there are a
certain number of carbon ions with a certain energy.
The spectrum beyond the detection limit must be estimated. Assuming a worst case,
where the spectrum falls exponentially from the detection limit to zero, we estimate
the error from higher-energy protons to be 4% of the total number of protons and the
error on the total beam energy to be 17%. In reality, the protons would have a definite
cut-o↵ energy, and so the errors are likely to be lower than that.
3.2.2 Thomson Parabola
The Thomson parabola (TP) is an ion spectrometer that employs both magnetic and
electric fields to measure the energy of ions and also di↵erentiate between di↵erent ion
species [Thomson, 1911, Harres et al., 2008]. Inside a TP a magnetic and an electric
field are oriented perpendicular to the ion beam propagation direction and parallel to
each other. A typical TP set-up is shown in figure 3.10.
The ion energy can be extracted from the magnetic deflection alone, but without an
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Figure 3.11: A Thomson Parabola trace of ions accelerated from a 250 nm formvar target
accelerated by 2.3 ± 0.6W cm 2 laser pulse. A number of ion species are labelled and the non-
linear ion energy axis is displayed on the right.
electric field the traces of all the ions would overlap. An example Thomson parabola
trace is shown in figure 3.11, with various ion traces labelled. The ion beam was
accelerated from a 250 nm formvar target by a 400 ± 40 J by a 1.0 ± 0.2 ps laser pulse
focussed to a 9.5 µm focal spot.
The ions are deflected by the Lorentz force, F = q (E+ v ⇥B), in the direction
parallel to the electric field, E, and perpendicular to the magnetic field, B. v is the ion
velocity and q = Z ⇥ e the ion charge. For an ion with velocity v = |v|zˆ, the electric
field, E = |E|xˆ, will cause a displacement in the x direction and the magnetic field,
B = |B|xˆ will cause a displacement in the y direction.
The equation of motion for a charged particle inside the spectrometer is given by
x¨ =
q
m
vzB y¨ =
q
m
E z˙ = vz. (3.8)
The dispersion in x can be calculated by summing the two stages of motion, firstly
the dispersion while propagating within the field and secondly the additional dispersion
while propagating from the plates to the detector.
The velocity in x due to deflection in the magnetic field is given by
x˙ =
qB
m
z. (3.9)
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Therefore the deflection in the free space between the plates and the detector, x2, is
given by
x2 =
qB
mvz
lbLb, (3.10)
assuming vz is unchanged. The deflection while the ion is within the magnetic field is
given by
x1 =
qB
mvz
L2b
2
, (3.11)
assuming vz is unchanged. Therefore the total displacement in x is given by
x =
qB
mvz
Lb
✓
Lb
2
+ lb
◆
. (3.12)
Similarly, the y displacement between the end of the plates and the detector, y2, can
be given by
y2 =
qE
mv2z
Lele. (3.13)
The displacement within the electric field can be given by
y1 =
qE
mv2z
L2e
2
. (3.14)
The total y displacement is then given by.
y =
qE
mv2z
Le
✓
Le
2
+ le
◆
. (3.15)
A more detailed derivation is given in appendix G.1 For angled plates the derivation
is more involved, but the final result is
y =
qV L2e
mv2z d
✓
1 +
d0
 d
+
le
Le
◆
ln
✓
1 +
 d
d0
◆
  1
 
, (3.16)
where d0 is the plate separation where the ion enters the plates and  D the change in
separation over the length of the plates. V is the voltage applied to the plates. For a
full derivation see appendix G.2.
The shape of the dispersion curve can be calculated by eliminating vz from equations
3.12 and 3.15. The dispersion curve is given by,
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Figure 3.12: A schematic of an electron spectrometer. Electrons enter the spectrometer through
a pinhole and are deflected by a uniform magnetic field. The electrons are imaged on a suitable
detector.
y =
mE
qB2
Le
L2b
 
Le
2 + le
 ⇣
Lb
2 + lb
⌘2x2. (3.17)
For a distribution of energies of ions of identical charge-to-mass ratio the dispersion
curve therefore forms a parabola in the detection plane, hence the detector is called a
Thomson Parabola after JJ Thomson. Alternatively, for angled electric field plates the
dispersion curve is given by
y =
mV
qB2 d
L2e
L2b

Lb
2
+ lb
  2 ✓
1 +
d0
 d
+
le
Le
◆
ln
✓
1 +
 d
d0
◆
  1
 
x2. (3.18)
3.3 Other diagnostics
3.3.1 Electron Spectrometer
An electron spectrometer uses magnetic fields to disperse electrons based on their energy
onto a detector. The distribution of signal on the detector can be deconvolved into a
spectrum.
The equation for the displacement of an electron in a uniform rectangular magnetic
field is the same as equation 3.12, but with substituting the ion charge and mass for the
electron charge and mass.
x =
eB
mevz
Lb
✓
Lb
2
+ lb
◆
, (3.19)
where Lb and lb are the length of the magnetic field and the distance from the magnetic
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field to the detector respectively.
Both rectangular and circular magnets are used in this work, and the total deflection
due to a circular field is di↵erent from that due to a rectangular field. An electron
spectrometer with a circular magnetic field is shown in figure 3.12. The trajectory of
the electron through the magnetic field is an arc with a radius of the Larmor radius, rL,
rL =
|p|
eBx
, (3.20)
where |p| is the electron momentum.
From the geometry of the trajectory the angular deflection, ✓, can be found to be,
tan  =
rL
rB
tan
✓
⇡   ✓
2
◆[1]
=
|p|
eBxrB
tan
✓
2
[2]
=
eBxrB
|p| ,
(3.21)
and the total deflection on the detector is
x = (rb + lb) tan ✓. (3.22)
3.3.2 Optical Probe Beams
A common diagnostic in laser-plasma interactions is an optical probe beams. An optical
probe beam typically probes interactions transverse to the main driver pulse and is
attached to a ‘delay line’ to vary the probe path length allowing di↵erent times in the
interaction to be probed. Additionally we commonly separate the probe beam into two
orthogonal polarisation components. The two components are separated in time and
imaged by two di↵erent cameras allowing two di↵erent times to be probed on a single
shot.
Depending on the electron density of the plasma the interior structure of the plasma
1since 2 + ✓ = ⇡
2tan
 
⇡ ✓
2
 
=
tan ⇡2 tan ✓2
1+tan ⇡2 tan
✓
2
=
1 cot ⇡2 tan ✓2
cot ⇡2+tan
✓
2
= cot ✓2 , since cot
⇡
2 = 0
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can be probed. Typically, the wavelength of the probe beam,  p, is chosen to be less
than the wavelength of the driver beam,  l, primarily so that the probe light is not
drowned by the self-emission, but it also allows over-critical structures to be probed.
Although n = nc(probe) = nc(driver)
 l
 p
is the limit for light to be transmitted
through a plasma, for high sub-critical densities rays can be refracted out of the col-
lection cone of the collection lens. Therefore it is important to have a low f-number
collection lens to image high density plasmas. Typically densities up to nc(probe)4 can
be probed. Two typical techniques used with optical probe beams, shadowgraphy and
interferometry, are described below.
Shadowgraphy
A probe beam is passed transversely through the plasma and imaging on a CCD. The
beam is refracted after passing through density gradients and reflected or absorbed by
overdense plasma, producing an image of light and dark regions. For small angles the
angle of deflection of a ray is given by [Hutchinson, 2002],
✓ =
d
dy
Z
⌘ dl, (3.23)
where ⌘ is the refractive index of the probed region. Therefore the position of a beam
starting at y in the detecting plane a distance L away is,
y0 = y + L
d
dy
Z
⌘ dl. (3.24)
If the incident beam is of uniform intensity, Ii, then the detected intensity is given by,
Iddy
0 = Iidy. (3.25)
Therefore,
Ii
Id
= 1 + L
d2
dy2
✓Z
⌘ dl
◆
. (3.26)
Therefore a refraction of the beam results in a change in brightness of the image pro-
portional to a change in the second derivative of the plasma density.
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Interferometry
Interferometry can be used to measure the target density in underdense regions. There
are a number of di↵erent interferometry set-ups. On the experiment discussed in chapter
4, a Mach-Zehnder interferometer was used.
Mach-Zehnder interferometry involves splitting the probe beam into two and passing
one beam through the target and the other through vacuum, before recombining the
two beams with a slight angular o↵set. However both branches must be the same length
to within the coherence length to ensure the beams overlap temporally and spatially.
For short pulse experiments this requires very high accuracy, for example, for a 1 ps
pulse an accuracy of 300µm.
On the experiment described in chapter 4, a variation of the Mach-Zehnder was used.
In this case a beam much larger than the region of interest was directed such that part
of the beam went through the plasma and part of it went through vacuum, and the
latter was used as a reference. The beam is then split after the interaction and the
plasma part of one beam overlapped with the reference part of the second beam. This
has the advantage of making the interferometer more compact.
When two laser beams with di↵ering phase are incident on a detector they construc-
tively and destructively interfere to produce a fringe pattern. In a Mach-Zehnder, this
di↵erence in phase occurs because the beams have an angular o↵set. Passing the beams
through media of di↵erent refractive indices introduces a further phase shift that can be
measured. The change in phase,   , due to the di↵erence in refractive indices is given
by [Hutchinson, 2002]
   =
1
 L
Z
(⌘   1) dl
=
1
 L
Z ✓
1  ne
nc
◆1/2
  1 dl.
(3.27)
The refractive index of a plasma is given by,
⌘ =
r
1  1
 
ne
nc
. (3.28)
For low densities ne ⌧ nc, ⌘ can be rewritten as ⌘ = 1  12 nenc . Therefore the change in
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phase can be written as [Hutchinson, 2002],
   =
 1
2 Lnc
Z
ne dl. (3.29)
The treatment for interferometry on a neutral gas is a little di↵erent, since the re-
fractive index, ⌘ > 1. The phase shift is given by,
   =
Z
(k0   kgas) dl
=
1
 L
Z
(⌘g   1) dl,
(3.30)
where ⌘g is the refractive index of the gas. The refractive index for gases can be given
as ⌘g = 1 + k
⇢
⇢0
, where ⇢⇢0 is the gas density, normalised to standard temperature and
pressure.
This is the chord averaged density of the plasma. Extracting the density from equation
3.29 is non-trivial and an assumption must be made about the shape of the object
being probed. For gas jets and typical plasmas, density fluctuations are cylindrically
symmetric, therefore an Abel transform can be applied to the phase to retrieve the
density. The Abel transform is summarised in Appendix H.
3.3.3 Proton Radiography
Proton radiography is a very useful tool for probing laser-plasma interactions, since
it can provide both spatially and temporally resolved electric field profiles. A typical
proton radiography set-up has two perpendicular laser pulses, a main drive pulse and
a proton probe pulse. The proton probe pulse is focussed onto a thin foil to gener-
ate an energetic proton beam which probes the interaction between the drive beam
and a plasma. An example proton radiography set-up is shown in figure 3.13. The
magnification of the laser-plasma interaction region is given by
M =
l + L
l
, (3.31)
where L is the distance from the foil to the interaction and l the distance from the
interaction to the detector.
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Figure 3.13: A typical proton radiography set-up. The main interaction pulse is incident on
a gas jet and forms a plasma, while a short pulse is incident on a thin metal foil. Protons are
accelerated from the thin foil, are deflected by fields in the plasma and form an image of the
plasma fields on the radiochromic film.
RCF layer Bragg peak proton
energy/ MeV
Proton propagation
time/ ps
1 0.8 485
2 3.1 243
3 4.5 203
4 5.6 182
5 6.5 168
6 7.4 158
7 8.2 151
8 8.9 144
9 9.6 139
Table 3.1: Details of the proton energies corresponding to the Bragg peak of each layer of
radiochromic film in the stack. The propagation time from the proton probing target to the main
interaction is also listed.
The energetic protons accelerated from the foil by the proton probe pulse have a
thermal spectrum and therefore have a range of velocities. The proton bunch therefore
spreads out temporally between the foil and the interaction and deposits energy in
a layer of radiochromic film depending on its energy. Therefore each layer of RCF
corresponds to a di↵erent probing time, which can be detected di↵erentially in an RCF
stack. Proton probing was used in the experiment described in chapter 5. Both range
of energies for the stack used in chapter 5, and the proton propagation times are given
in table 3.1. A delay can be chosen between the drive beam and the proton probing
beam to adjust the times at which the interaction is probed.
The protons are deflected as they pass through the plasma by local electric fields,
according to the Lorentz force. A 2D slice of the electric field can be extracted from
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the detected proton signal.
3.4 The Vulcan Laser
Vulcan is a high-power laser system composed of an Nd:glass amplifier chain with wave-
length 1.053 µm and capable of delivering up to 2.6 kJ of laser energy in long pulses
(nanosecond duration) and up to 1 PW peak power in a short pulse (500 fs duration) at
1053nm. It currently has eight beam lines; two that can operate in either short or long
pulse mode and six that operate only in long pulse mode. The laser can be directed to
two di↵erent target areas, Target Area Petawatt (TAP) and Target Area West (TAW).
3.4.1 Chirped pulse amplification
Current laser-plasma ion acceleration techniques require short pulses in the range 30 fs
to 1 ps and very high intensities of 10 20Wcm 2, both are achieved through chirped
pulse amplification (CPA). Even for modest laser pulses the high laser intensity can
induce beam distortions and optical damage in the optical components that the laser
pulse propagates through, such as self-focusing and self-phase modulation [Jovanovic,
2010]. The idea of CPA is to manipulate the laser pulse so that the laser amplifier never
encounters an ultra-short laser pulse.
A CPA system consists of a stretcher, the laser amplifier and a compressor as shown
in figure 3.14. The stretcher chirps a short seed-pulse, such as from a mode-locked laser.
Chirping refers to adding delay,  t, to the laser pulse, depending on its frequency, !,
such that  t / !. In the stretcher low-frequency components of the laser pulse travel a
shorter path so that the high-frequency components lag in time, therefore the pulse is
longer and the intensity lower. The laser pulse then passes through the laser amplifier
at a lower intensity before being returned to a short pulse length by the compressor in
the reverse process of the stretcher [Strickland and Mourou, 1985].
To amplify laser pulses to higher intensities using CPA, there are two main routes;
either using large beams sizes or using high bandwidth seed pulses. Both of these routes
aim to reduce the laser intensity through the gain medium. The cost of large stretcher
and compressor gratings for large beam sizes can be prohibitive. The limit on laser
bandwidth is the bandwidth of the gain media. The bandwidth of a laser pulse is
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Figure 3.14: A schematic of a chirped pulse amplification A short seed pulse is temporally
stretched by chirping, so that the high frequency components travel a longer path relative to the
short frequency components, therefore reducing the laser intensity. The stretched pulse is then
amplified and compressed in the reverse process to the stretching to give a short amplified pulse.
reduced by low bandwidth gain media as certain wavelengths are amplified more than
others. This reduction in bandwidth increases the pulse duration and therefore limits
the intensity.
Optical parametric chirped pulse amplification (OPCPA) allows access to even higher
powers than CPA by allowing compression of even shorter pulses [Ross et al., 1997].
In OPCPA a seed pulse from an ultrashort laser, with frequency !seed, is chirped as in
CPA. The seed pulse is passed through a non-linear amplifying crystal, such as  -barium
borate (BBO). A pump pulse of frequency !pump is simultaneously passed through the
crystal, parametrically converting the pump energy to the seed frequency. A third pulse
with frequency !idler is generated to satisfy energy conservation. All three pulses must
satisfy the phase matching condition, kpump = kseed + kidler. The seed laser is finally
recompressed, as in CPA, to generate a short, high-energy pulse.
3.4.2 Vulcan Petawatt
The Vulcan Petawatt upgrade to the Vulcan laser was commissioned in 2003 [Danson
et al., 2004,Danson et al., 2005]. The upgrade relies on optical parametric chirped pulse
amplification (OPCPA) to limit the intensity during the amplification process. The
specification of the petawatt upgrade is a beam delivery of 670 J in the stretched pulse
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delivering 500 J on target in a compressed pulse of 500 fs, giving a peak intensity of 1021
Wcm 2 in a 5 µm focal spot.
3.4.3 Vulcan Target Area West
Vulcan Target Area West is capable of delivering two CPA beam lines, one with 100 J
in 1 ps and the other with either 500 J in 10 ps or 100 J in 1 ps. This is in addition to six
long pulse beams that can deliver energies up to 1.8 kJ [Hernandez-Gomez et al., 2007].

4 Relativistic Transparency in
Ultra-Thin Foils
This chapter describes an experiment on the Vulcan Petawatt laser system in January
and February 2012. The experiment was a collaboration between Imperial College,
Strathclyde University, Queen’s University, Max-Planck-Institut fu¨r Quantenoptik and
the Central Laser Facility. The Vulcan Petawatt laser irradiated thin plastic foils of
various thicknesses. The goal of the experiment was to observe relativistic transparency
in the thin foils, diagnose the interaction and to explore the acceleration regime. This
chapter starts by presenting the motivations for the experiment and the set-up used,
including the various diagnostics. The results from the experiment are then presented,
followed by a summary of the particle-in-cell simulations carried out to support the
experimental results. Lastly, an analytical model is presented and compared with the
experimental data and the simulations.
4.1 Motivations and set-up
Radiation Pressure Acceleration (RPA) is an attractive mechanism to study, since re-
sults show a favourable scaling of ion energy with laser intensity [Daido et al., 2012]. For
very thin foils, it has been shown that light sail (LS) acceleration can o↵er e cient pro-
ton acceleration by accelerating a thin slab of a target to relativistic velocities [Robinson
et al., 2008]. Studies by Yin et al. [Yin et al., 2006,Yin et al., 2007,Yin et al., 2011] on
the Trident laser system, which is similar in specification to Vulcan, have shown that
relativistic transparency is the dominant process for these thin foils. They showed that
a very high laser contrast is required to reduce the target expansion before the main
pulse arrives. Thin-foil experiments have been carried out on the Vulcan laser before
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Figure 4.1: The prepulse measured by laser sta↵ at the central laser facility.
and have shown that the interaction is very prone to instabilities, resulting in a bubble-
like structure of regions of low proton dose surrounded by a thin region of high proton
dose [Palmer et al., 2012]. Laser burn on the foil protecting the radiochromic film stack
(RCF) was correlated with the regions of low proton dose, suggesting in these regions
the laser had broken through the target, pushing material to either side. These higher
density regions were then accelerated, producing the bubble-like structure on the RCF.
4.1.1 The Laser
Thin-foil experiments require a very high laser contrast so that the laser energy before
the main pulse does not greatly expand the target. Due to an improved OPCPA front
end [Winstone et al., 2012], contrast ratios of ⇠ 1010 at 1 ns are now possible on the
Vulcan Petawatt laser. This means that it is of interest to directly illuminate ultra-
thin targets without the use of plasma mirrors. This not only greatly simplified the
experimental arrangement but also increased the energy available on target. The laser
intensity over a nanosecond before the main pulse is shown in figure 4.1.
A laser pulse of energy 340±40 J (on-target) and duration 1.0±0.2 ps was focussed
into a focal spot containing 33% of the on-target energy with a full-width half-maximum
(FWHM) of 9.5 µm. The errors on the energy and the pulse length relate to a com-
bination of the errors in the measurement by the laser sta↵ and the spread of energies
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during the data scan. The on-shot laser energy measurement is taken before the pulse is
compressed to a short pulse and so a typical transmission through to the target is 60%,
as of a measurement in 2010 on a similar experiment. The Vulcan laser has a low-power
continuous-wave (CW) mode for alignment and beam measurement. This CW beam
focal spot size was measured by imaging the focal spot at the target position using a
microscope objective and fitting an ellipse to the image. The percentage of the energy
in the focal spot FWHM was calculated by summing the background subtracted pixel
value within the FWHM ellipse and dividing by the integrated pixel count for the whole
image. The CW focal spot was measured to have a 3.5 µm diameter, this was much
smaller than typical focal-spot measurements in previous experiments of 9.5 µm, and
also gave a higher intensity than fitted with models and simulations discussed later in
this chapter. Therefore the previous measurement of 9.5 µm was used here. These laser
parameters give an intensity of 2.1± 0.5⇥ 1020Wcm 2, this gives an a0 of 13.2± 2. All
the laser parameters are summarised in table 4.1.
Parameter Value
Mean energy on target 340±40 J
Focal spot FWHM 9.5 µm
Percentage energy in focal spot FWHM 33%
Pulse length 1.0± 0.2 ps
Intensity at focus 2.1± 0.5⇥ 1020Wcm 3
a0 at focus 13.2± 2
Contrast 1.2⇥ 10 10 @ 1ns
Table 4.1: Laser parameters used in the experimental run.
4.1.2 Targetry
A range of targets were used on the experimental run, although this chapter focusses on
a thickness scan on a type of plastic called formvar. Formvar has the chemical structure
C3H6O and a mass density of 1.23 g cm 3. This composition gives an electron density
of 4.06⇥1023 cm 3. The targets used on this experiment varied in thickness from 25 nm
up to 3 µm and laser shots were taken at normal incidence to the target surface.
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Figure 4.2: A schematic of the diagnostics around the target (not to scale). The Vulcan
Petawatt laser beam is focussed onto a formvar target. The particle beam produced was diagnosed
by a radiochromic film stack, Thomson parabolas and an electron spectrometer.
4.1.3 Radiochromic Film Stack
The radiochromic film (RCF) stack diagnostic, which is described in section 3.1.1, was
placed 7.4 cm from the interaction point on the target normal axis, as shown in figure
4.2, which also shows the positions of the other diagnostics. The RCF stack was made
up of layers of two di↵erent types of RCF, GAFCHROMIC HD-810 and GAFCHROMIC
MD-55. HD-810 saturates at higher proton doses than MD-55, so is suited to the front
of the stack; whereas MD-55 is more sensitive, so is suitable for the rear of the stack
where it can detect the low doses of high-energy protons. Films were layered with metal
filters and image plate as shown in figure 4.3.
The stack was a split design with an upper and lower mount, each containing the
same structured layer of RCF and metal filters. A 9mm gap between the two halves
of the stack allowed line of site between the diagnostics further downstream and the
target. All the components in the stack were cut to be 2.5” by 1” to fit in the two
mounts, although due to a 2.5mm lip to hold the RCF in place the viewable area of
each RCF was 58.5mm by 21.7mm. This gave a horizontal capture angle of 43.1  and a
vertical capture angle of 40.9  with the central 8.0  missing. Hence the total capture was
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Figure 4.3: The internal structure of two stack designs used in the experiment. Two types of
RCF were used HD-810 and MD-55. Image Plate was also used towards the back of the stack
due to its higher sensitivity.
0.52 srad, with the central 0.10 srad missing. Each pixel on the RCF scan corresponds
to a solid angle of 1.6 ⇥ 10 4 srad. A sample RCF is shown in figure 4.4 showing the
split design, lip of the target mount and the positions of the viewing angles of the other
diagnostics.
Each film was scanned using a Nikon Super Coolscan 9000 ED transmission scanner.
Dust and the reference number on the film were removed using the methods described
in section 3.2.1.
4.1.4 Thomson Parabola Spectrometers
Three Thomson parabola (TP) spectrometers, described in section 3.2.2, were fielded on
this experiment. The ions were deflected by magnetic fields of 523mT and electric fields
of ±2.5 kV onto image plate described in section 3.1.2. The angular positions, pinhole
sizes and solid angles of the TPs are summarised in table 4.2. Two di↵erent pinhole
sizes were used on the experiment. The smaller pinhole was used for the majority of
the shots, some shots used the larger pinholes to facilitate alignment.
Protons with energy Ep < 1.1MeV were deflected o↵ the image plate and protons
with energy E > 7.6GeV would overlap with the neutral point, although the energy
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Thomson Parabola positions
Electron Spectrometer position
43.1˚
40.9˚ 8.0˚
Figure 4.4: The positioning of the particle diagnostics. The radiochromic film covers a large
area of the beam with a gap in the centre while the Thomson Parabolas are in the horizontal
plane at -15 , 0 and 10 and the electron spectrometer at -2 .
TP number Angle/  Pinhole Size/µm Distance from TCC/ mm Solid Angle/srad
1 -14.2 100 or 500 822 1.85⇥10 9
2 +5.9 100 or 300 791 2.0⇥10 9
3 0 100 or 500 772 2.1⇥10 9
Table 4.2: Parameters of the Thomson parabola diagnostic.
resolution at such high energies is poor ( E = 2.8GeV), due to small proton deflections
and the finite pinhole size.
The solid angle of the TP pinholes was 5 orders of magnitude less than the solid angle
of even one pixel of the RCF scan.
4.1.5 Electron Spectrometer
The electron spectrometer was positioned 3.326 ± 0.001m from the target at an angle
2  from target normal, as shown in figure 4.2. The electrons passed through a 50 µm
pinhole before being deflected by a 91.5mT 2.6 cm diameter magnet onto image plate.
The solid angle of detection of the electron spectrometer was 4.5⇥ 10 7 srad.
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4.2 Experimental Results
This section will present results from the three particle diagnostics used on this exper-
imental run, starting with the radiochromic film, followed by the other ion diagnostic,
the Thomson parabola. Lastly, data from the electron spectrometer will be presented.
4.2.1 Radiochromic film stack
An example of the radiochromic film data is presented in figure 4.5, each row is from
a single shot on a target with thickness A) 3 µm, B) 250 nm and C) 25 nm formvar.
Each column of RCF corresponds to the same layer in each stack, thereby showing the
spatial proton beam profile for a single energy. The energies shown vary from 4.4MeV
to 32.8MeV.
As described in section 3.1.1, the darker the blue, the higher the proton flux in
the corresponding energy bin. From this we can instantly observe a dependency on
thickness. The 32.8MeV proton beam profile for the 250 nm target shows many more
particles than both the thicker 3 µm and thinner 25 nm target and the proton number
decrease at higher energies is much stronger for the 25 nm and 250 nm target.
For the lower energy protons, and specifically at 8.7MeV, a ring structure is observed
for all target thicknesses. This feature is strongest for the 25 nm target beam and only
visible at low energies. Ring structures have been observed in previous experiments with
thin foils [Dover et al., 2014], and have been attributed to localised electron heating on
the laser axis increasing the transverse momentum of the protons.
Another feature in figure 4.5 is the bubble-like structure, although this is only observed
for the 25 nm target beam. The structure is present at all energy bands and only
missing when overlapped by the ring structure. This feature has also been observed in
previous Vulcan experiments [Palmer et al., 2012] and is attributed to the Rayleigh-
Taylor instability of a heavy fluid resting on top of a lighter fluid. In this case, the
plasma is the heavy fluid and the laser photons are the light fluid. In some areas of the
target the laser breaks through and pushes plasma ions to either side. Areas where the
laser breaks through the target have low proton flux, whereas the surrounding regions
consequently have a higher proton density, resulting in higher proton flux.
The divergence of the proton beam is seen to reduce with energy. For the 3 µm target
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Figure 4.6: Spectra extracted from the RCF in figure 4.5 using the method described in section
3.2.1. Each line corresponds to a di↵erent target thickness, 3 µm, 250 nm or 25 nm.
in figure 4.5 the FWHM divergence angle reduces from 31 to 14 . The divergence angles
were taken from the dose deposition profiles. Due to the non-linear response of RCF,
the beams in figure 4.5 may appear to have a di↵erent divergence angle than those
stated.
The trend in target thickness is mirrored in the spectra extracted from the RCF using
the method described in section 3.2.1 and plotted in figure 4.6. Above ⇠ 11MeV the
proton flux from the 250 nm target is greater than the proton flux from the thinner and
thicker target.
This can be seen in figure 4.7, which plots the maximum proton energy as a function
of formvar target thickness. The red crosses correspond to individual shots and the
blue crosses correspond to weighted averages for each target thickness. The error bars
were calculated by a combination of the systematic error associated with the energy
resolution of the RCF stack and the spread of the data points. The maximum proton
energy is the energy corresponding to the RCF deepest in the stack where more than 2%
of the pixels of the background subtracted were greater than 2  of the noise. The trend
described above can be seen, with an optimum thickness for high proton energies in the
100 nm-250 nm region. The 15 individual shots that were averaged are also plotted in
red, with some overlapping points. The most striking feature in the graph is the drop
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Figure 4.7: The variation of the maximum proton energy detected in the RCF stack with
formvar target thickness. Each red cross correspond to individual shot, and the blue crosses
correspond to weighted averages of all the shots at a given target thickness.
Thickness/ nm Beam charge/ nC Conversion e ciency/ %
25 530 0.81
50 520 0.90
100 430 0.73
250 390 0.73
500 360 0.49
3000 470 0.70
Table 4.3: Properties of the accelerated proton beams
in proton energy above 250 nm, although there is also a reduction for target thickness
below 250 nm.
The coarse energy resolution of the RCF stack diagnostic can be visualised in figures
4.6 and 4.7. The proton number can only be measured at the energy corresponding to
each RCF layer. Therefore the points in the figures lie on striations perpendicular to
the energy axis.
The average charge in the beam and beam conversion e ciency are summarised in
table 4.3. However, the highest conversion e ciency observed was 1.2% for a 50 nm
target.
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4.2.2 Thomson parabola
A sample of the Thomson parabola (TP) data is presented in figure 4.8 for targets
a)25 nm, b)250 nm and c) a 3 µm thick. The multiple parabolic traces typical of a TP
output are clear. These are due to the di↵erent accelerating species which have di↵erent
charge-to-mass ratios. A number of parabolas are labelled with their corresponding ion
species in figure 4.8b. The ion species detected show that the plasma is highly ionised,
with very small populations of O+, O2+ and C+ detected and a large population of fully
ionised carbon. It is worth noting that the O4+ and O8+ traces overlap with the C3+
and C6+ traces, which results in those traces appearing relatively stronger. O7+ is also
detected, the trace can be seen just above and to the left of the C5+ trace, near where
the traces start to overlap. It is expected that fewer oxygen ions would be detected,
since the target oxygen density was 3 times smaller than the carbon density.
The shot on the 250 nm target was taken with a 500 µm pinhole in front of the TP,
in contrast to the 100 µm pinhole used for the 25 nm and 3 µm shots, this was to aid in
the alignment of the TP.
The spectra were extracted from the proton traces and maximum energies were calcu-
lated. The maximum energy was taken as the energy where the background subtracted
signal dropped to within 2  of the noise. A much lower peak energy is observed for the
thicker targets with thicknesses   250 nm compared with the thinner targets. The high-
est energy is observed for the 100 nm target as opposed to the 250 nm for the RCF data.
Because of this e↵ect, the trend taken forward to the simulations and the discussion is
the trend observed in the radiochromic film in figure 4.7.
As summarised in table 4.2, the detection angle of the TP is 5 orders of magnitude
less than even one pixel of the RCF scan. Given the modulation of the proton beams
seen, especially in the thinner targets (see figure 4.5), this small angle can lead to
disagreements between the two parts of the data set.
4.2.3 Electron spectrometer
A sample of the electron spectrometer data is presented in figure 4.10 for a) 25 nm, b)
250 nm and c) 3 µm targets.
The peak electron energy, measured where the signal drops to within 2  of the noise,
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Figure 4.8: Thomson parabola traces of proton beams from formvar targets of thickness a)
25 nm, b) 250 nm and c) 3 µm. Each red cross correspond to individual shot, and the blue
crosses correspond to weighted averages of all the shots at a given target thickness.
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Figure 4.9: The variation of the peak proton energy detected on the Thomson parabola with
formvar target thickness.
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Figure 4.10: Electron spectrometer traces from formvar targets of thickness a) 25 nm, b) 250 nm
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Figure 4.11: The peak electron energy, 2  above the noise, detected by the electron spectrometer
as a function of target thickness.
is plotted as a function of thickness in figure 4.11 with the associated errors. The large
error bar at 50 nm is due to the large spread in energies observed for the target of this
thickness. The reason for this spread is that the detection solid angle of the electron
spectrometer was 4.5⇥10 7 srad and so any electron beam modulation could cause high-
energy regions of the beam to not overlap with the pinhole. This e↵ect has also occurred
for the 250 nm target and so it has not been taken into account for the general trend.
Higher electron energies were observed for the intermediate thickness targets, 50 nm 
d  500 nm. This matches the general trend observed in proton energies.
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Box size x 100 µm
Box size y 50 µm
Grid size x 12500
Grid size y 1250
Target front surface position 42 µm
Laser Intensity 2.05⇥1021Wcm 2
Laser pulse temporal FWHM 1.01 ps
Laser focal spot FWHM 9.5 µm
Laser peak intensity time 1.72 ps
Target initial electron density 4.064⇥ 1023 cm 3
Target thicknesses 25 nm, 50 nm, 100 nm, 250 nm, 500 nm, 3 µm
Initial electron temperature 200 eV
Initial ion temperature 0 eV
Table 4.4: The parameters used in the particle-in-cell simulations.
4.3 Particle-in-cell simulations
Simulations were carried out in the EPOCH particle-in-cell (PIC) code [Arber et al.,
2015] to attempt to understand the results of the experiment. The simulations were
computationally demanding and a balance was found between accuracy and simulation
run-times by carrying out a convergence test for the longitudinal cell size and number
of particles per cell. The details of the convergence test are given in Appendix I, to
summarise the longitudinal cell size chosen was 8 nm and the number of particles per
cell chosen was 2048. The simulation grid was chosen to be 100 µm by 50 µm and 12500
by 1250 cells. These parameters are summarised in table 4.4. The laser propagated in
the x direction, hence a higher spatial resolution was used in x than y.
Simulations of the 6 di↵erent target thicknesses were carried out. To start the discus-
sion of the simulations, the temporal evolution of the electron density for the 6 targets is
shown in figure 4.12. All the targets show initial expansion causing the dense regions to
contract. The expansion occurs from both surfaces with the thinner targets appearing
to expand symmetrically. The thinner targets become underdense the earliest, with the
25 nm target underdense within 0.7 ps of the start of the simulation. A closer look at
the expansion of the targets with time is covered in the following section.
An important observation to make is whether the target becomes relativistically-
transparent. Figure 4.13 plots the transverse electric field and 3 contours of the electron
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Figure 4.12: The time evolution of the electron density for the 6 target thicknesses. The time
evolution of the laser intensity is also plotted.
density for 2 di↵erent times in the simulation of a 250 nm target. At 0.8 ps, the target
is opaque and the laser fields constrained to the left hand side of the target. By this
time the target has started to expand on the rear surface due to laser heating, although
the front surface expansion is constrained by the laser pressure. This is in contrast the
the symmetric expansion observed in figure 4.12, due to the colourscale used the 1nc
density, where nc = 1.01⇥ 1021Wcm 2, is completely white. The uniform expansion is
matched by the higher density contours.
The second snapshot of the simulation, at 1.6 ps shows the laser field to have pene-
trated the 6nc surface of the target, whilst the 13.2nc surface remains opaque to the
laser. Here we observe relativistic transparency, since the laser propagates through
classically overdense material.
4.3.1 Peak proton energy
Proton spectra were extracted from each simulation output dump and are plotted in
figure 4.14, where each row in the image represents a simulation output dump. Firstly,
disregarding the colour scale, the peak proton energy shows a distinct drop for targets
thicker than 250 nm. For the thinner targets, a dense bunch of protons can be seen to
be accelerated at early times and this bunch is accelerated to the peak energy of the
simulation until it leaves the simulation box. Since these high-energy protons leave the
simulation box, at late times the peak proton energy drops. The gradual reduction in
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Figure 4.13: The transverse electric field at a)0.8 ps and b)1.6 ps in the simulation. Also
plotted are three contours of the electron density, 1nc, 6nc and 13.2nc.
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Figure 4.14: Time evolution of the proton spectrum for targets of thickness a)25 nm, b) 50 nm,
c) 100 nm, d) 250 nm e)500 nm and f)3 µm.
peak energy is only interrupted by the acceleration of the remaining protons in the laser
focal area by residual fields.
4.3.2 Target expansion with time
The target expansion dynamics play an important role in the laser-foil interaction. It
has been proposed that the optimum target thickness for proton acceleration is one that
becomes transparent close to the peak of the laser pulse [Henig et al., 2009a]. Figure
4.15 plots the electron density of 6 targets of di↵erent thicknesses as a function of time.
Simulations with no laser were carried out as a control and showed no significant expan-
sion over the time scales of the simulation. The mean of a 100 nm-wide region extending
the length of the simulation box was taken, giving the longitudinal electron density. The
electron density plotted in figure 4.15 is the maximum value of the longitudinal electron
density. The time the targets become transparent is plotted for each target as a cross.
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Figure 4.15: Time evolution of the electron density for the 6 di↵erent target thicknesses used
on the experimental campaign. The relativistic critical density,  nc is plotted in black and the
time the targets becomes transparent marked by a cross for each target.
The transparency was measured as the time the laser fields could pass through target.
Also plotted is the relativistic critical density  nc in black, which varies with time since it
is a function of the laser intensity, I, where   =
p
1 + a2 =
q
1 + 0.8562 I1018Wcm 2 2µm.
As expected, the thinner targets expand the fastest, therefore becoming transparent
earliest in the simulation, with thicker targets becoming transparent progressively later
in the simulation, except for the 3 µm target, which never becomes transparent.
The time the targets become transparent matches well with nc,rel =  nc for thicker
targets, but is a poorer match for targets with thicknesses 6 100 nm. This feature is
discussed later in this chapter.
Figure 4.15 shows the 250 nm and 500 nm targets becoming transparent close to the
peak of the laser pulse. The important parameter according to Henig et al. is the
instantaneous intensity at the time the target becomes transparent, displayed in figure
4.16 as a function of target thickness.
Experimentally, the maximum proton energy was observed to be smaller for target
thicknesses, d > 500 nm. Nevertheless, according to the simulations, not only does the
500 nm target becomes transparent, but it also becomes transparent while the laser is
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Figure 4.16: The instantaneous laser intensity at the time each target becomes transparent as
observed in the particle-in-cell simulations. The 3 µm target, while simulated did not become
transparent so is not plotted.
at a higher intensity than all the thinner targets, suggesting that the highest-energy
protons should have been observed for 500 nm targets for these parameters.
When the target becomes transparent volumetric heating of the target can occur,
which can only happen when the laser can penetrate the overdense plasma. Therefore
it is important to consider a start and end time for volumetric heating and the intensity
over this time. We can take the start time to be when the target becomes transparent,
shown in figure 4.15, and the end time as the time the target becomes underdense.
These times and the time evolution of the laser intensity are shown in figure 4.17, and
it is clear that the 250 nm target can be volumetrically heated during the peak of the
laser pulse. For the 500 nm target, even though it becomes transparent at the peak of
the laser pulse, the majority of the laser energy has been reflected away and depleted in
heating the surface electrons, leaving less energy to heat the bulk electron population,
resulting in poor heating e ciency.
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Figure 4.17: The range of times over which each target is overdense but transparent for the
five targets which become transparent, plotted over the time evolution of the laser intensity. The
early end of each bar corresponds to when the laser electric field penetrates the target and the
late end corresponds to when the electron density ne = nc. The electron density is taken as the
maximum electron density in the central 1 µm region.
4.3.3 Electron Temperature scaling
Because the ion acceleration is driven by the thermal expansion of the target, the
electron temperature is a crucial factor in the amount of acceleration. The electron
temperature scaling with laser intensity is a popular area of research [Gitomer et al.,
1986, Wilks et al., 1992, Beg et al., 1997, Kluge et al., 2011]. Figure 4.18 plots the
electron temperature as a function of time. The temperature was measured by fitting
an exponential to the electron energy spectrum of the form dNdE = A exp
  ET  . A
comparison is made with the Wilks and Beg electron temperature scaling, although we
observe much higher temperatures. The thicker targets are found to follow an
 
I 2
 3/2
relation, which is also plotted, in contrast to the Wilks scaling of
 
I 2
 1/2
and the Beg
scaling of
 
I 2
 1/3
.
The electrons reach much hotter temperatures than Wilks ponderomotive scaling,
which is discussed further later in this chapter.
The highest electron temperatures were observed for the thinnest target, and pro-
gressively lower temperatures for the thicker targets. The reason this does not equate
to lower observed proton energies is to do with the total number of electrons. One can
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Figure 4.18: The time evolution of the electron temperature as measured in particle in cell
simulations. The electron temperature was measured by fitting an exponential of the from Ee =
A exp
⇣
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.
envisage that a small number of very hot electrons would produce a smaller accelerat-
ing field than a large number of slightly less energetic electrons. Figure 4.19 plots the
time evolution of the number of electrons above 5MeV. The arrows along the x-axis
are in pairs and colour-coded for each target. The first arrow is at the time each target
becomes transparent and the second at the time it becomes underdense. There are no
arrows for the 3 µm because it does not become transparent in the simulation.
The first thing to note is that the total number of hot electrons generated is much
greater for the 250 nm target and these hot electrons have the ability to set up a very
large space-charge field to accelerate protons to very high energies.
Secondly, for the 100 nm and 250 nm targets, there is a distinct change in gradient at
1.45 and 1.8 ps where the number of hot electron rapidly increases. For both targets this
occurs shortly after transparency occurs, and the increase ends once the target becomes
underdense. This strongly supports the hypothesis that the targets are volumetrically
heated by the laser in the times between the target becoming transparent (nelectron =
ncr) and becoming underdense (nelectron = nc).
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Figure 4.19: The time evolution of the number of hot electrons, which are defined as being
over 5MeV. Also plotted are the times shown in figure 4.17, which are the times between which
the target is transparent but overdense.
4.3.4 Particle Tracking
Particle tracking is computationally expensive, but can reveal information that binned
data does not. EPOCH allows tracer particle species to be defined, which are in ad-
dition to the real species. The tracer species are identical to the real species and are
a↵ected by electromagnetic fields, although they do not a↵ect other particles or add
to electromagnetic fields themselves. This allows for a low-density tracer species to
be initiated throughout the target and traced as the particles propagate through the
system. All information about the particles can be recorded and doing so can yield
interesting information, such as the dependency of the maximum energy reached by a
proton on its starting position in the simulation. Figure 4.20 plots this information for
a transverse target size of 50 µm, where the laser axis is at the transverse position of
0 µm. As expected, the protons that reach the highest energies have initial positions
near the laser focus.
Similar modelling can be applied to electrons. Figure 4.21 plots the electron energy
as a function of the transverse position for a 250 nm target at three di↵erent times in the
simulation. These times are relevant to figure 4.19 in reference to the time the target
becomes transparent. At early times t < 1.5 ps, before the target becomes transparent,
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Figure 4.20: The maximum proton energy as a function of the proton’s initial transverse
position in the simulation.
the electrons are heated predominantly around the laser focal region ( 5 µm < y <
5 µm), but a cold electron population remains throughout the target.
As the target is heated it expands and becomes transparent to the laser at t = 1.6 ps,
as shown in figure 4.13b. After transparency occurs the electrons in the laser focal
region are volumetrically heated and the cold population is rapidly raised to ⇠ 10MeV
energies. A semicircular region of dense electrons can be seen in figure 4.21 a short time
after transparency occurs at t = 1.8 ps.
Later in time, around the time the target becomes underdense at t = 2.1 ps, there is
a void in the position-energy space in the laser focal region. All the electrons in this
region have been heated to high temperatures or moved transversely out of the focal
region to other regions of the target.
4.3.5 Proton energy gain by electric fields
The mechanism by which protons gain energy is important, and information about this
can be extracted by particle tracking in PIC codes. To calculate the energy gain of a
particle by electromagnetic fields we start by considering the work done, W , by a force
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Figure 4.21: The electron energy as a function of transverse position at three di↵erent times
in the simulation.
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F, moving the particle a distance dr.
W =
Z
F.dr
= q
Z
(E+ v ⇥B) .dr
=
q
m
Z
1
 
E.p dt+
q
m
Z
1
 
(v ⇥B).p dt.
(4.1)
The second term in equation 4.1 is zero since v k dr. Taking the time derivative of the
work done gives the power, P .
P =
q
 m
E.p. (4.2)
From equation 4.2 we can calculate the energy gained by the particles as a function
of time for both the longitudinal, Ex(x, y) and transverse Ey(x, y) electric fields. The
longitudinal field from a simulation of a 250 nm formvar target 90 fs after the laser has
broken through the target is shown in figure 4.22a. The oscillations of the laser field
can be seen, predominately to the left of the target and also downstream of where the
laser has passed through the target.
The Fourier transform of the longitudinal field, Fxy(Ex) is shown in figure 4.22c. The
concentric rings correspond to the laser field and its harmonics. A filter, G, shown in
figure 4.22g and consisting of concentric rings with radius, r = klaser, and a Gaussian
profile was applied to Fxy(Ex) yielding the Fourier space 4.22e. After the concentric
rings were removed by the filter, taking the inverse Fourier transform gives the o↵-
harmonic fields,
Eo↵ harm = F 1kxky [GFxy(Ex)] , (4.3)
shown in figure 4.22b. The filter 1   G was also applied to Ex to give the harmonic
electric fields,
Eharm = F 1kxky [(1 G)Fxy(Ex)] , (4.4)
shown in figure 4.22c.
The harmonic fields are due to the laserl whereas the o↵-harmonic fields are most
likely due to charge separation, which occurs as the laser heats the target and expels
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Figure 4.22: The longitudinal electric field in the simulation of a 250 nm formvar target, 90 fs
after transparency occurs. The a) total field, b) fields due to o↵-harmonics and c) fields due to
laser harmonics are shown alongside their associated d-f) Fourier transforms. g) The filter, G,
applied to the Fourier transform in d).
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Figure 4.23: The energy gain of a proton with time, from transverse fields, longitudinal charge
separation fields and longitudinal laser fields.
electrons as the target undergoes an initial phase of sheath acceleration.
The laser electric fields have propagated only ⇠20 µm into the target, whereas the
charge separation fields fill the entire simulation box. This shows that before trans-
parency occurs the laser is confined to the left hand side of the box by the opaque
target, although accelerating fields still exist due to the charge separation of electrons
and ions.
The energy gained by protons can be calculated for these separate fields, as well as
for the transverse electric field. The transverse electric field can give energy to the
protons, but only in the transverse direction. Although particles can gain longitudinal
momentum through a combination of the transverse electric field and the magnetic field
in the 3rd dimension (out of the simulation plane), where the electric field accelerates
the particle transversely and the magnetic field bends the proton trajectory round.
The energy gained by the most energetic particle in the simulation from the longitu-
dinal, transverse, harmonic and o↵-harmonic fields is plotted in figure 4.23. The energy
gained from the transverse electric fields and harmonic longitudinal fields is very small
compared to the o↵-harmonic longitudinal fields, showing that proton energy gain was
due to acceleration by charge separation electric fields.
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The same treatment can be applied to electrons, although di culties arise due to
the frequency of the simulation outputs. An electron with energy, Ee=10MeV has a
velocity, v = 0.975c and will travel 1.47 µm in 5 fs, the time between every output of
field and particle data. From one output to the next the electron power from the fields
will not be measured correctly since the fields will be undersampled.
For full sampling, the output frequency of the particle data requirement would be
similar to the Courant condition which determines the minimum timestep of the sim-
ulation. The Courant condition ensures a particle cannot move more than one cell
in one simulation timestep. For the simulation parameters used in this chapter, this
corresponds to a timestep of 0.13 fs.
4.4 Analytical model
To attempt to explain the optimum target thickness for the high proton energies ob-
served, we developed an analytical model to attempt to describe the interaction. The
goal of the analytical model was to produce a tool that could predict an optimum tar-
get thickness for a given set of laser and target conditions, taking into account laser
intensity, pulse length and target density.
As the laser interacts with the target, it will begin to heat up the electrons. Making
the assumption that the target is so thin that all the electrons are heated to the same
temperature,
Te(t) =
2
3
( (t)  1)mec2, (4.5)
where  (t) is the the target Lorentz factor and is calculated from the normalised vector
potential
  =
p
(1 + a2). (4.6)
The target expands at the ion sound speed,
cs =
s
ZiTe(t)
mi
, (4.7)
where Zi is the nuclear charge, which in the case of a carbon dominated foil is Z =
6. There is no adiabatic index because the electron compressions are assumed to be
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isothermal. The target thickness will therefore vary with time as;
d(t) = d0 + 2
Z +1
 1
cs(t) dt, (4.8)
where d0 is the initial target thickness. For a first approximation, the assumption
was made that the target only expands from both surfaces, as observed in figure 4.12.
Therefore the electron density varies as;
ne(t) = n0
d0
d(t)
, (4.9)
where n0 is the initial target density.
Figure 4.24a shows how the target electron density varies with time for each target
thickness studied. The relativistic critical density ncr =  nc is plotted in black, and
increases and decreases with the laser intensity. The density of every one of the six
targets decreases from when the laser is turned on, since the electrons gain energy and
thermally expand. The thinner targets expand fastest, in accordance with equations 4.8
and 4.9.
The expansion is shown to have a poor match with the simulations. A major obser-
vation is that the expansion of the target does not start until a certain time after the
start of the simulation. Secondly, once expansion starts the rate at which the density
decreases is much higher in the simulations. Figure 4.24b includes a delay to the expan-
sion, calculated as the time when the target reaches 95% of its peak density, and also
uses the electron temperature measured from the simulations instead of the temperature
from equation 4.5. With these two changes, the expansion is a much closer fit.
4.5 Summary
To summarise the chapter an experiment was carried out on the Vulcan Petawatt laser
system, without the use of a plasma mirror. This allowed for higher energies on target
while an improved laser front-end meant a contrast ratio of 1 ⇥ 1010, which enabled
ultra-thin targets to be irradiated. A thickness scan of formvar, a type of plastic, was
carried out for targets with thickness 25 nm to 3 µm and an optimum thickness for proton
acceleration was observed for targets of thickness ⇠ 100 -250 nm. This observation was
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made using the radiochromic film stack diagnostic. Thomson parabola spectrometers
and an electron spectrometer were also used, although on some shots spatial modulation
in the beam profile meant low energy beams were seen.
The peak proton energy observed by the RCF stack diagnostic was 56MeV, close
to the record peak proton energy of 67.5MeV [Gaillard et al., 2011]. The accelerated
proton beam has properties that make it useful for the applications discussed in chapter
1. The accelerated proton beams had very high charge > 500 nC. Such proton beams
have applications in proton radiography, as a very high dose can be deposited in a very
short time. The deposition mechanism of high-power proton beams in biological samples
is an active area of research [Yogo et al., 2011,Doria et al., 2012]. The divergence of
the beam at moderate energies, E = 32.8MeV was found to be narrow, ⇠ 14 . The
small divergence and the high current mean this class of proton beam is suited to energy
selection processes using a Gabor lens [Gabor, 1947,Pozimski and Aslaninejad, 2013].
The proton beams have conversion e ciencies of order ⇠ 0.8%, with a highest observed
e ciency of 1.2%, these e ciencies are an order of magnitude lower than observed
on Vulcan Petawatt by [Brenner et al., 2014], but their set-up utilised a double pulse
geometry for enhanced conversion e ciencies.
The high-energy parts of the proton beams were found to have a much lower diver-
gence (⇠ 14 ) than the low energy parts of the beam (⇠ 31 ). This agrees with the
results presented by [Dover et al., 2015], although a lower minimum divergence was ob-
served for their experimental set-up. The low- and high- divergence parts of the beam
were shown to be due to radiation pressure and sheath fields respectively by [Powell
et al., ]. They also showed that the two beams were separable by using a non-zero laser
incidence angle.
Simulations were carried out in the EPOCH particle-in-cell code for the six thick-
nesses used experimentally. The laser fields were observed to penetrate the target and
volumetrically heat the target, a signature of relativistic transparency. The large pop-
ulation of hot electrons form a strong longitudinal electric field which accelerates the
protons to high energies.
The 250 nm target was found to be transparent and overdense over the peak of the
laser pulse, leading to the most e cient heating of the electrons. A large increase in the
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number of hot electrons was observed during the time the targets were transparent and
overdense, supporting the suggestion that the electrons become volumetrically heated
during this period. The electrons were observed to reach very high temperatures, that
were much higher than the ponderomotive potential. The temperature was found to
follow a scaling matching
 
I 2
 1.5
, in contrast to other scalings suggested, by various
researchers.
An analytical model was developed to support the experimental observations and the
particle-in-cell simulations. The model includes target expansion as the laser heats the
target and supports the view that only the thinner targets become transparent. The
model predicts the optimum target thickness correctly, but fails to accurately predict
the rate of the density decrease, suggesting that the target expands much faster than
the ion acoustic velocity.
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Figure 4.24: The time evolution of the electron density as per a) the analytical model and b)
the analytical model modified to include the temperature change observed in the simulations and
a delay in the start of the expansion. Both plots have the simulation peak electron density in the
central 1 µm region of the target plotted as dashed lines.
5 Proton radiography of a near-critical
density plasma
The experiment described in this section was carried out on the Vulcan Laser system
in the Target Area West (TAW) experimental area at the Rutherford Appleton Labo-
ratory, UK. The experiment was a collaboration between Imperial College, the Central
Laser Facility and Queen’s University Belfast. Laser channelling in plasmas relevant to
inertial-confinement-fusion (ICF) was investigated by employing proton radiography to
study the strong electromagnetic fields generated. The chapter starts by describing the
motivation for the work and the experimental set up. Following this the experimental
results are presented, in particular an oscillatory structure that was observed in the
proton radiography. These are presented alongside proton tracking codes used to de-
convolve the electromagnetic fields. Lastly, a discussion of the results is presented with
possible causes of the oscillatory structure.
5.1 Motivations and set up
This experiment was a multi-stage experiment to study channel formation and also
to study energy transfer between multiple beams by both ion acoustic and Langmuir
waves.
The interaction of high-intensity laser pulses with solid and gaseous targets can trig-
ger the onset of very large magnetic and electric fields that can evolve on very fast
timescales. These fields are not only of interest in fundamental plasma physics studies,
such as laser channelling [Willingale et al., 2011, Sarri et al., 2012] and soliton forma-
tion [Naumova et al., 2001, Sarri et al., 2010] , but also of practical interest in laser-
acceleration [Romagnani et al., 2008b] and inertial-confinement-fusion-relevant (ICF)
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plasmas [Borghesi et al., 2001, Borghesi et al., 2002b, Cobble et al., 2002, Romagnani
et al., 2008a,Kar et al., 2008,Borghesi et al., 2010]. In ICF, it is important to minimise
heating of the compressed fuel before ignition [Lindl et al., 2004] which can be caused by
stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS) [Kruer,
2003]. If one is able to control these processes, then they could be used to amplify laser
pulses to multi-petawatt peak powers [Trines et al., 2011a,Trines et al., 2011b].
The experiment showed energy transfer by SBS from a long pump pulse (15 ps) to a
short seed pulse (1 ps). An energy transfer of 2.5% was observed at a plasma density of
ne = 0.17 = nc, with promising scalings with density [Guillaume et al., 2014]. However,
this chapter focuses on the channel formation aspect of the experiment.
Laser channelling can lead to beam filamentation [Najmudin et al., 2003,Nilson et al.,
2010] and soliton formation [Borghesi et al., 2002a]. An example radiochromic film
(RCF) from the experiment described in this chapter is given in figure 5.1. The RCF
was taken on a shot where a 140±10 J, 15 ps laser pulse was incident on an Argon plasma
with density ne = 7.5 ⇥ 1019 cm 3. The laser propagates from left to right across the
image and a thin channel can be seen at the entrance of the gas jet. The laser filaments
after 1mm and bubble structures can be seen between 1.5 and 2.6mm. These bubble
structures are solitons, with electric fields directed from the lighter blue regions of low
proton flux to the darker blue regions of high proton flux [Sarri et al., 2010]. The
solitons appear to overlap each other in this 2D projection, possibly surrounding the
laser channel. Such a cloud of solitons was observed experimentally and numerically
[Borghesi et al., 2002a].
TAW operates with two short-pulse CPA beams [Hawkes, 2002], making it ideally
suited for proton radiography experiments. In this experiment a 1 ps short-pulse was
used to accelerate protons from a 25 µm gold foil. These protons were then used to
probe the main interaction before being detected in a radiochromic film (RCF) stack.
The main interaction consisted of a 15 ps drive beam incident on a near-critical density
argon gas jet as shown in figure 5.2. A summary of the laser parameters is shown in
table 5.1. The drive beam was focussed 1.1mm downstream from the symmetry axis of
the gas jet. The laser parameters are summarised in table 5.1.
The distance between the foil and the gas jet, l, was chosen to be 6mm. This distance
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Figure 5.1: An example radiochromic film, with the laser coming from the left, incident on an
argon plasma. The modulation caused by beam filamentation is visible
Figure 5.2: Set-up diagram for the experiment on the Vulcan Target Area West facility. An
interaction between a 15 ps laser pulse and an argon gas jet was probed by protons produced by
a 1 ps laser pulse and a 25 µm gold foil. The distances l and L here were 6mm and 30mm
respectively.
allowed the short proton bunch produced by the interaction of the short-pulse beam with
the gold foil to spread out spatially and temporally. The spatial expansion ensures the
proton beam probes all of the interaction region and controls the magnification onto
the stack. The temporal expansion occurs because the beam has a Maxwellian non-
relativistic energy spread and therefore a range of velocities. Because of the temporal
expansion of the beam, high-energy protons probe early in the interaction and low-
energy protons probe late in the interaction.
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5.1.1 Radiochromic Film Stack
The distance between the the gas jet and the radiochromic film (RCF) stack, L, was
chosen to be 30mm. This gave a geometrical magnification, Mg =
l+L
l = 6. The
true magnification, Mt, is di↵erent from the geometrical magnification because protons
emitted from a thin foil are emitted from a point source behind the target, as studied
by Borghesi et al. [Borghesi et al., 2004]. They showed that the true magnification can
be given by,
Mt =Mg
l + L+ x
l + L+Mgx
(5.1)
where x is the distance between the back of the foil and the position of the virtual
source. The virtual source was found to be x = 400 ± 150 µm behind the gold foil for
parameters in [Borghesi et al., 2004], to which our parameters are similar. This value
of x gives a true magnification of Mt = 5.7± 0.1.
Due to the temporal expansion of the proton beam each energy band of protons
detected by an RCF in the stack probed the interaction between the drive beam and
the gas jet at a di↵erent time. Since both the depth a proton penetrates the stack and
the time each proton probes the main interaction depend on the proton’s energy, each
film in the stack is an image of the interaction at a di↵erent time. The energy of the
protons is not significantly a↵ected by the argon gas, and the temporal broadening of
the proton bunch between the gas and the RCF stack does not a↵ect the measurement.
The radiochromic film stack consisted of 9 layers of GAFCHROMIC® HD-V2 RCF
in a stack with 20 µm aluminium foil at the front to keep the stack light-tight. The
Drive beam Short pulse beam
Energy/ J 100±10 55±5
Pulse Duration/ps 15 1
Focal spot size/ µm 20 20
Peak Intensity/ W cm 2 9.5±0.9⇥ 1017 7.5±0.7⇥ 1018
a0 0.88±0.04 2.5±0.1
Table 5.1: Parameters of the two beams used on the experimental campaign. The short-pulse
beam was used to accelerate protons from a 25 µm gold foil, whereas the drive beam was incident
on the argon gas jet.
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Figure 5.3: The arrangement of the RCF layers in the stack, showing the protective aluminium
layer at the front and the 9 RCF behind.
structure of HD-V2 is shown in figure 3.1c and is the thinnest RCF allowing closely
spaced energy bands. No metal filters were used, giving the most tightly spaced energy
bands possible, at the expense of more RCF per stack to achieve the same energy range.
The arrangement of the RCF in the stack is shown in figure 5.3.
The energy bands corresponding to each layer of RCF were calculated using the
software SRIM (Stopping Range of Ions in Matter) discussed in section 3.2.1. Figure
5.4a shows the energy deposited by protons in the active layer of the RCF as a function
of incident proton energy for all nine layers. The range in energies results in a range of
proton velocities; for example the Bragg peak for layer 1 is at 1.3MeV and corresponds
to a velocity of 1.6 ⇥ 107ms 1, whereas the Bragg peak for layer 9 is at 9.3MeV and
corresponds to a velocity of 4.3 ⇥ 107ms 1. The proton energies that are detected in
each stack layer are summarised in table 5.2.
The time delay between the drive pulse reaching the target position (TCC) and the
short-pulse reaching the gold foil was calculated by measuring the relative timing of the
two pulses at TCC with a streak camera. The probing times for the protons were then
calculated from their velocities. The relative delay between the drive-pulse and short-
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Figure 5.4: The energy deposited in each RCF layer as a) a function of the incident proton
energy and b) as a function of the time the proton traversed the main interaction region. c) the
range of times probed by protons as a function of the layer in the stack. Layers 7-9 are ignored
here as they probe very late. The error bars correspond to the 1e values of energy, and the cross
corresponds to the peak energy deposition time, i.e. the peak of the curves in b.
pulse was adjusted using a timing slide to achieve the desired proton probing times. The
range of probing times resulting from this range of velocities is shown in figure 5.4b.
One downside of using proton probing is that temporal blurring can occur. This
blurring is most obvious in layer 1 in figure 5.4b; the protons that form the image on
this RCF probed the interaction from t=136 ps to t=323 ps. This means that any e↵ects
moving on time-scales <200 ps will be blurred out. The range of times probed in each
layer is shown in figure 5.4c, where the error bars correspond to the 1e values of the
energy deposition curves in 5.4a and the crosses correspond to the peaks of the same
curves. The probing times and ranges of probing times are summarised in table 5.2.
5.1.2 Argon gas jet target
Figure 5.5 shows a schematic diagram of the gas jet used on this experiment. The gas
density was measured after the experiment using a dedicated Mach-Zehnder interferom-
eter. The profile is shown in 2D in figure 5.6a. The drive beam was focussed 940±30 µm
above the nozzle, a lineout at this position is given in figure 5.6b. The laser was focussed
at di↵erent x positions throughout the experiment.
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RCF layer Bragg peak proton
energy/ MeV
Probing time
relative to main
pulse/ ps
Range of probing
times/ ps
1 0.8 307 136!323
2 3.1 79 61!81
3 4.5 39 29!41
4 5.6 18 9 !20
5 6.5 5.4 -3.9! 6.4
6 7.4 -4.8 -12.1! -3.5
7 8.2 -12.3 -18.7!-11.2
8 8.9 -18.7 -24.8!-17.4
9 9.6 -23.4 -29.2!-22.6
Table 5.2: Details of the proton energies corresponding to the Bragg peak of each layer of
radiochromic film in the stack. The probing time relative to the peak of the main pulse is also
listed.
1mm
2 mm
6 mm
Figure 5.5: A schematic drawing of the gas jet used in the experiment. The nozzle consisted
of a hole tapering from 1mm to 2mm, gas was injected at the bottom.
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Figure 5.6: The gas jet profile produced by the gas jet nozzle used in a) 2D and b) a transverse
profile at 940 µm. A sum of three Gaussians was fitted to produce a smooth profile.
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Figure 5.7: The barrier suppression ionisation intensity thresholds for argon. The experimental
intensity is plotted in red, showing that we expect the argon gas to be ionised at least to Ar8+.
5.1.3 Argon ionisation state
The true electron density for the experiment is the gas jet profile in figure 5.6 multiplied
by the ionisation state of the argon gas. The lower bound for the ionisation is barrier
suppression ionisation (BSI) as described in section 2.5.1. According to BSI, the thresh-
old intensity to ionise Ar7+ is I7 = 2.66 ⇥ 1016Wcm 2 and the threshold intensity to
ionise Ar8+ is I8 = 1.58⇥ 1018Wcm 2. The experimental intensity of 9⇥1017Wcm 2
gives a lower bound for the argon ionisation state of Ar8+, as shown in figure 5.7. The
corresponding plasma density range can be calculated from the gas jet profile in figure
5.6b. Assuming every Argon atom is ionised to Ar8+, the peak electron density was
6.4 ± 0.1 ⇥ 1020 cm 3. This density reduced to 1.22 ± 0.22 cm 3 at x = 2mm. This
is an interesting regime, since the density, ne,max = 0.63nc, is above the threshold for
stimulated Raman scattering, yet still underdense. This means that the laser could
propagate through the plasma and that other plasma instabilities, such as stimulated
Brillouin scattering, could occur.
5.2 Experimental data
For high intensity shots, the laser was focussed near the front edge of the gas jet. During
the experiment, some shots were trialled focussing the laser at di↵erent depths within
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the gas jet. The focus position x was measured relative to the centre of the gas nozzle
at the peak of the density profile. In one of the experimental shots, when focussing at
x ⇠ 1mm within the gas jet, an unexpected fringe pattern was observed in the proton
probing stack. The RCF scans from the stack are shown in figure 5.8a; they have been
digitally cleaned as described in 3.2.1. The RCF are a darker blue where a high proton
dose has been detected. The protons are deflected by fields in the plasma and provide
an image of the fields produced in the interaction. In each image the gas jet is visible at
the bottom, in the proton-depleted region, and the laser propagates from left to right
forming a plasma channel ⇠7.2 µm wide on the left reducing to ⇠2.4 µm on the right.
There is also an unexpected oscillatory structure on the right hand side of the images,
highlighted by the red rectangles. This structure is shown in more detail in figure 5.8b.
Only the front six layers are shown since the oscillatory structure is not visible in the
back three RCF, corresponding to earlier times in the interaction. The 7th RCF layer
detects protons that probe the interaction 11!19 ps before the main pulse, providing
an early bound on the formation of the structure.
Quantitative analysis requires the number of protons to be considered, rather than the
raw RGB images in figure 5.4. Figure 5.9 shows the proton number for the oscillatory
structure; the technique used for proton number retrieval is detailed in section 3.2.1.
The most obvious di↵erence between figures 5.8b and 5.9 are that the brightness has
been reversed, bright regions are now dark and vice-versa. This is because dark regions
on the RCF are where more blue pigment has been formed due to the deposition of
energy by protons.
From the colour-scales in figure 5.9, it can be seen that high-energy protons that
probed at early times were much fewer in number. The integrated spectrum over the
entire detected region was extracted from the RCF for this shot and is shown in figure
5.10.
5.2.1 Interpolation
To quantify the deflection of the protons we need to know the background proton profile
produced from the thin foil. A simple way to do this is to interpolate over the oscillatory
structure, since it only takes up a very small area of the image. The original image was
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Figure 5.8: Proton radiographs showing a) the whole probed region, with the area of interest
containing the oscillatory structure highlighted in red and b) a zoomed area of the oscillatory
structure. The times of the probing event relative to the peak of main laser pulse is shown in
the top right of each frame
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Figure 5.9: The number of protons detected on each layer of radiochromic film. Each film is
labelled with the time the protons probe the main interaction.
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Figure 5.10: The energy spectrum of the protons accelerated from a 25 µm gold foil by a 52 J,
1 ps laser pulse with intensity 1.80⇥ 1019Wcm 2. The highest energy point in the spectrum is
not necessarily the highest energy of proton produced, it is simply the energy deposited in the
last layer of RCF in the stack.
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Figure 5.11: The deflection of protons in the oscillatory structure, measured as a ratio to the
background proton profile. A ratio of zero corresponds to no deflection.
divided by the interpolated profile giving the proton deflection as a ratio centred at 1,
where there has been no deflection. A ratio smaller than 1 corresponds to a proton-
depleted region where protons have been deflected away, whereas a ratio larger than 1
corresponds to a proton-rich region where protons have been deflected in. Figure 5.11
shows this deflection ratio; the colour limits vary from frame to frame for clarity and it
can be seen that the largest deflections occur for the 24 ps and 44 ps frames.
Taking a 1D profile of the structure by averaging over the central 203 µm yields figure
5.12, which shows that the oscillatory structure is approximately stationary for the first
79 ps and has moved longitudinally in the 307 ps frame. This structure therefore lasts
much longer than the laser pulse length, which is only 15 ps, so is likely to be driven by
the laser but does not require the laser to sustain it.
There are structures with two distinct wavelengths visible in figure 5.12 for the three
snapshots 18-79 ps, with the transition between the two occurring around x =6mm.
This feature is discussed further in section 5.2.2.
5.2.2 Continuous Wavelet Transform analysis
A continuous wavelet transform (CWT) technique can be used to extract less noisy
phase information from the oscillatory structure. The cwt function in MATALB was
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Figure 5.12: The deflection of protons in the oscillatory structure. The mean along the central
203 µm of the oscillation for each RCF and plotted against position. The time of each probing
event is also shown, showing the oscillation is long-lived, much longer than the 15 ps laser pulse
length.
used [Daubechies, 1992], which attempts to fit Gaussian profiles of various widths
centred at every pixel in the image; each pixel then has a goodness-of-fit value for
each Gaussian attempted. For each pixel, the width of the Gaussian with the highest
goodness-of-fit is taken as the local wavelength for that pixel. The phase of the im-
age and the local wavelength are plotted in figures 5.13b and 5.13c repetitively. The
original proton number image is plotted in figure 5.13a. The structure is more clearly
visible when selectively filtered, as shown in figure 5.13b, especially for the 307 ps frame
where previously the signal-to-noise ratio was poor. Lines to guide the eye have been
added to show the limited longitudinal motion of the structure until after 79 ps when
the wavelength increases as the structure spreads out. We can be confident that there
has not simply been a motion of exactly one wavelength, since in figure 5.13b there is a
recognisable “double fringe”, shown by the red lines in figure 5.13a, that does not move
longitudinally.
Figure 5.13c shows the distinct change in wavelength discussed in section 5.2.1. The
temporal evolution of the mean wavelength for the two regions is plotted in figure
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Figure 5.13: A continuous wavelet transform analysis of the oscillatory structure seen in a
proton radiography stack. a) Proton number extracted directly from the radiochromic film. b)
Filtered proton number where only the best-fit wavelength structure values are extracted. The
black lines are a guide for the eye showing longitudinal motion, or lack thereof, of the structure.
c) Local wavelength for each pixel averaged (median) over the transverse extent of the feature,
based on the best fit from the continuous wavelet transform.
5.14. The shorter wavelength,  1, is approximately constant from 18!79 ps, with the
mean wavelength being  1(t = 18 ! 79 ps) = 36 ± 3 µm. The longer wavelength,  2,
shows little variation from -5!79 ps, the mean wavelength being  2(t = 5 ! 79 ps) =
63 ± 3 µm. Both wavelengths show a distinct increase with time, increasing to  1(t =
307 ps) = 54± 7 µm and  2(t = 307 ps) = 72± 7 µm.
5.3 Electric field deconvolution
The image formed on the RCF is a sum of the proton beam profile of the protons
accelerated from the gold foil and the electromagnetic fields present in the argon plasma.
Only electric fields are considered initially, with magnetic fields considered later in this
chapter. The e↵ect of the electric field on incoming protons is more easily understood
with the aid of a diagram. Figure 5.15 plots an example electric field and the resulting
proton number distribution. Protons that pass through a region of positive electric field
feel a force in +x and protons that pass through a region of negative electric field feel
a force in  x. Therefore protons become concentrated in regions where Ex = 0 and
dEx
dx < 0 and protons are evacuated from regions where Ex = 0 and
dEx
dx < 0; although
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Figure 5.14: Time evolution of the two di↵erent electric field wavelengths in the plasma plane;
measured using the continuous wavelength transform method.
clearly no force is felt by a proton in a region where Ex = 0. This argument only
holds for a field weak enough that the protons are only weakly focussed, otherwise the
periodic structure of the proton number would break down.
To calculate the electric field that caused the proton deflection pattern observed, two
proton tracking codes were developed, an analytical tracker, which obtains an analytical
expression for the proton number ratio, and a numerical tracker where a number of
protons are stepped through the field using an Euler method.
Figure 5.16 defines some of the variables used in the tracking codes. Firstly,   is the
angle a proton leaves the source relative to the axis normal to the RCF surface. ✓ is
the angle of the proton trajectory after the deflection by the electric field and clearly
 = ✓  . Here a virtual point source 400 µm behind the gold foil was used, as discussed
in [Borghesi et al., 2004].
Both codes are two-dimensional and make the assumptions that the field is of constant
depth, lE , as shown in figure 5.16 and that the proton deflection  is small. It can also
be assumed that no further change in trajectory of the proton occurs as the proton
leaves the electric field. This assumption that the deflection is small is valid when the
distance a proton is deflected, during its propagation through the interaction region, is
much less than the electric field wavelength,  . For a peak electric field of E0 and a
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Figure 5.15: A diagram to show the e↵ect of a sinusoidal electric field on probing protons.
Protons in regions where Ex > 0 feel a force in +x and protons in regions where Ex < 0 feel
a force in  x. Therefore protons are deflected into regions where Ex = 0 and dExdx < 0, shown
with red dashed lines. The proton depleted regions are indicated with blue dashed lines where the
electric field is again zero, Ex = 0, but
dEx
dx > 0.
proton energy of ✏p, the requirement is therefore,
eE0lE
2
4✏p cos2  
⌧  . (5.2)
5.3.1 Analytical proton tracking
To calculate the electric field inside the deflection region analytically, we first consider
the change in velocity of a proton due to the field. We assume that all particles of the
same energy have the same velocity towards the RCF, vy, and so spend the same length
of time in the field.
The transverse velocities, vx, can be related to the trajectory angles simply as
vxin = vy tan  (5.3)
vxout = vy tan ✓, (5.4)
where the notation vxin refers to the transverse velocity of a proton as it enters the
electric field, for y < l; and vxout refers to the transverse velocity of a proton as it leaves
the electric field, for y > l + lE .
We can therefore relate the proton trajectory before and after the field using the
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Figure 5.16: A schematic diagram of the proton tracking showing the a proton trajectory in
green, the 3 angles,  , ✓ and  ; the 3 distances l, lE and L; and the electric field in blue and
red. The distances l and L are the same as the l and L in figure 5.2. The diagram is not to
scale.
Lorentz force,
vxout = vxin +
Z tfield
0
dvx
dt
dt
vy tan ✓ = vy tan +
q
mvy tan 
Z (l+lE) tan 
l tan 
E(x, t) dx
tan ✓ = tan + ↵( ),
(5.5)
where the electric field dependency has been collected into the ↵ term.
↵( ) =
q
2✏p tan 
Z (l+lE) tan 
l tan 
E(x) dx, (5.6)
where ✏p is the proton kinetic energy for non-relativistic energies.  can be related to
↵ using the small angle approximation
 ' tan = tan (✓    )
=
tan ✓   tan 
1 + tan ✓ tan 
=
↵( )
1 + ↵( ) tan + tan2  
.
(5.7)
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Next we obtain an expression for how the position on the screen depends on the
position the proton enters the field. If we define x1 as the position a proton enters the
electric field and x2 as the position it leaves, then,
x1 = l tan  x2 = x1 + lE tan 
dx1
d 
= l sec2  
dx2
dx1
= 1 + lE sec
2  
d 
dx1
(5.8)
= 1 +
lE
l
d✓
dx1
=
d✓
d 
✓
dx1
d 
◆ 1 d✓
dx2
=
d✓
dx1
dx1
dx2
(5.9)
=
1 + d d 
l sec2  
=
d✓
dx1
✓
1 +
lE
l
◆
.
The position of a proton on the RCF, xRCF can be related to x2,
xRCF (x2) = L tan ✓ + x2. (5.10)
Therefore,
dxRCF
dx2
= L
d
dx2
tan ✓ + 1
=
L
l
cos2  
cos2 ✓
✓
1 +
d 
d 
◆✓
1 +
lE
l
◆
+ 1.
(5.11)
If there were no electric field, equation 5.11 gives,
dxRCF
dx2
(E = 0) =
L+ l
l
, (5.12)
which is also the magnification of the system.
Experimentally we measure the proton flux, the e↵ect of the electric field is a change
in flux at the RCF relative to the proton flux entering the electric field. The proton flux
in a small section dx2 at the end of the field can be related to the flux at the screen in
a small region dxRCF .
Fx2dx2 = FxRCF dxRCF
FxRCF
Fx2
=
1
dxRCF
dx2
.
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The change in flux due to the field is given by the ratio between the flux without a field
and the flux with a field.
 F (x) =
Fz
F 0z
=
1
dxRCF
dx
dxRCF
dx (E = 0)
1
=
L+ l
l

L
l
cos2  
cos2( +  )
✓
1 +
d 
d 
◆✓
1 +
lE
l
◆
+ 1
  1
,
(5.13)
where  is defined in equation 5.7 and ↵ is defined in equation 5.6.
Since  ⇠ ↵ and lE ⌧ l, the intensity change can be expressed by,
 F (x) ⇡ L+ l
l
"
1 +
L
l
q
2✏p
d
d 
 
1
tan 
 Z (l+lE) tan 
l tan 
E(x) dx
!!# 1
, (5.14)
where ✏p is the proton kinetic energy.
It is clear from equation 5.14 that  F varies around 1 depending on the strength of
the electric field. This is the same oscillation around 1 seen in figures 5.11 and 5.12.
 F is plotted in figure 5.17a for 8MeV protons passing through sinusoidal electric
fields with strengths varying between 5 ⇥ 107Vm 1 and 2 ⇥ 108Vm 1. Conversely,
figure 5.17b plots the proton distribution for protons with energies between 4MeV and
16MeV passing through a 1⇥108Vm 1 strength sinusoidal electric field. In both cases
the wavelength of the field was chosen to be 63 µm. For strong fields and low-energy
electrons, the fields can be seen to become non-sinusoidal.
Equation 5.14 can be inverted to give the electric field,
d
d 
Z (l+lE) tan 
l tan 
E(x) dx =

L+ l
l F (x)
  1
 
l
L
2✏p
q
, (5.15)
Working backwards from the experimental proton profiles in figure 5.12 to an electric
field profile is very involved, since it requires the deconvolution of equation 5.6. Figure
5.12 shows the proton ratios to be approximately sinusoidal with a spatially varying
magnitude. The shape of the spatially varying electric field magnitude was calculated
by finding the peaks in the proton number ratio and multiplying the electric field by
this spatially varying envelope. An example fit to the proton number is shown in figure
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Figure 5.17: The proton number ratio for varying proton energy and electric field. The distri-
butions plotted in a) are all from protons propagating through a 1⇥108Vm 1 strength sinusoidal
electric field with varying proton energy. b) shows the proton number for 8MeV protons passing
through sinusoidal electric fields of varying strength. For strong fields and low-energy protons,
the distribution becomes non-sinusoidal.
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Figure 5.18: Proton number ratio of the 5.6MmeV protons measured in the radiochromic film
stack plotted in blue. The red and yellow lines plot the wave envelope by detection of peaks and
troughs of the proton distribution.
5.18 and the sinusoidal field multiplied by the extracted envelope is plotted in figure
5.19.
The now modified electric field was used in the analytical proton tracking code to
obtain the fit to the experimental data in figure 5.19b. A good agreement is shown
for the electric field magnitude for xRCF < 6mm, since the wavelength for this region
was used to predict an electric field. An ideal fit would use an electric field with two
di↵erent wavelengths.
5.3.2 Numerical proton tracking
A numerical tracking code was developed in MATLAB to calculate the proton deflection
to benchmark the analytical calculations. The numerical proton tracker was set up as
in figure 5.16. 10,000 protons were moved in a single step from a point source to the
edge of the electric field. Each proton then had an initial position and velocity as it
5.3 Electric field deconvolution 147
Xfield/ mm
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
El
ec
tri
c 
fie
ld
/ V
m
-
1
×108
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
a)
XRCF/ mm
4 5 6 7 8
Pr
ot
on
 n
um
be
r r
at
io
0.5
1
1.5
2
b)
Experiment
Analytical fit
Figure 5.19: a) A sinusoidal electric field was multiplied by the spatially varying envelope
extracted from figure 5.18. b) The field was applied in the analytical proton tracker code to
obtain a fit to the experimental proton number ratio. The experimental data and the analytical
fit are shown in b.
Figure 5.20: The graphical output from the numerical proton tracker. Each proton trajectory
is represented as a black line and the thin electric field is visible at y = 6. The proton trajectories
are seen to be concentrated in some regions.
entered the field. The protons were stepped through the field by calculating the field at
the spatial position of each proton and applying the Lorentz force to adjust the velocity
and position of each proton. At the end of the field the propagation direction of each
proton was calculated from the ratio of the velocities and this direction used to move
them in a single step onto the RCF in the same fashion as the initial step. A histogram
was then created from the vector of final proton positions. This was converted into a
proton number ratio to compare with the experimental data and the analytical proton
tracker. Figure 5.21 shows the proton number ratio through a sinusoidal field using
the numerical tracker as compared with the analytical expression which was integrated
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Figure 5.21: Proton number ratio distributions for a sinusoidal electric field for three di↵erent
tracker methods. The numerical tracker described in section 5.3.2, the expression in equation
5.14 integrated numerically and the expression in equation 5.14 integrated analytically
both numerically and analytically. The agreement is very good, and since the analytical
tracker is much less intensive, this was used instead of the numerical tracker. The
di↵erence between the numerical tracker and the analytical tracker is that the latter
assumes the protons follow a straight path through the electric field.
5.4 Discussion
Analytical proton number ratios were fitted to the proton number ratios measured on
the radiochromic film. The maximum electric field was found to vary strongly with time
as shown in figure 5.22a. A double exponential was fitted to the data of the form
E(t) = a exp b(t  t0) + c exp d(t  t0), (5.16)
where a = 2.5 ⇥ 108Vm 1, b =  2.3 ⇥ 10 2 s 1, c =  1.6 ⇥ 108Vm 1, d =  6.3 ⇥
10 2 s 1 and t0=1.2 ps. The electric field has a characteristic rise time of 16 ps, and
peaks at 120±10MVm 1 18+2 10 ps after the peak of the laser pulse, suggesting the field
is due to an interaction with the laser that grows throughout the length of the pulse.
The electric field then decays over a characteristic time of 60+3 10 ps.
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Figure 5.22: The temporal evolution of the maximum magnetic field of the oscillation. The
blue crosses correspond to the error on each data and the red dashed lines is a weighted double
exponential fit to the data points.
The validity of the assumptions made during the analytical derivation of the proton
deflection can now be tested for the fields measured. For the most extreme case in
equation 5.2, we take the strongest field detected, E0 = 120MVm 1, the lowest-energy
proton detected, 0.8MeV and the largest proton divergence angle, 14  . Equation 5.2
then becomes,
eE0lE
2
4✏p cos 
= 8.2 nm⌧   = 63µm. (5.17)
Therefore the assumption that the protons travel in a straight line in the field is valid.
This assumes the deflecting field was purely electric. If the field were purely magnetic,
the previous analysis holds, but the magnetic field is given by,
Bi =
Ei
vi
, (5.18)
where vi is the probing proton velocity. The direction of the fields is also di↵erent;
in terms of the coordinate system in figure 5.16, an electric field would be in xˆ and a
magnetic field would be in yˆ in the region in which we observe the oscillatory structure.
But, because ~r · ~B = 0 the field would turn around too and would cause an observable
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Figure 5.23: The change in position of 11
fringes in figure 5.13 as a function of time.
Higher numbered fringes correspond to larger
values of XRCF .
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Figure 5.24: The velocity of each fringe in
figure 5.13, at t ⇠ 173 ps as a function of the
starting position of the fringe. The change in
position was calculated from the 39!307 ps po-
sitions in figure 5.23.
proton deflection. This is not consistent with what we see, and so the field can be
assumed to be purely electric.
The motion of the field is an important factor in the identification of the cause of the
field. The position of each fringe in the proton number ratio was extracted from the
CWT discussed in section 5.2.2 and plotted in 5.13b. The temporal evolution of the
fringe positions is plotted in figure 5.23.
The final velocities of each fringe can be extracted from figure 5.23 by fitting a straight
line to the final free time snapshots for each fringe. The velocities are plotted in figure
5.24 as a function of the initial position of the fringe. The increase in fringe velocity for
larger x mirrors the increased wavelength observed in figure 5.14. The field is e↵ectively
“locked in” to the plasma and as it expands the wavelength increases as each fringe
moves out.
The electron density varies over the region the oscillatory structure is observed, from
4.2±0.2⇥1018 cm 3 at the left end of the short wavelength region, to 2.3±0.2⇥1018 cm 3
at the transition between the two regions and to 0.7 ± 0.1 ⇥ 1018 cm 3 at the edge of
the image. An ionisation state of Ar8+ has been assumed based on the BSI intensity
thresholds in section 5.1.3.
For the density at the transition between the two wavelength regions the electron
plasma frequency is, !pe = 7.6 ± 0.3 ⇥ 1014 s 1, and the ion plasma frequency is !pi =
1.19± 0.05⇥ 1013 s 1. Therefore the electron inertial length is de = c!pe = 390± 20 nm,
and the ion inertial length, di =
c
!pi
= 25± 1 µm. The wavelengths observed are of the
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Figure 5.25: The spatial variation of the magnitude and of the wavevector of the electric field,
measured by proton probing with 5.6MeV protons 18 ps after the peak of the drive pulse.
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Figure 5.26: The central wavelength of the
growing Brillouin mode
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Figure 5.27: The growth rate of the growing
Brillouin mode
same order as the ion inertial length, suggesting that the oscillation is ion-based.
5.4.1 Stimulated Brillouin scattering
A possible mechanism for an ion wave to be generated is by stimulated Brillouin scat-
tering (SBS), discussed in section 2.6.3. The Brillouin instability involves the scattering
of a large amplitude into a scattered light wave and an ion acoustic wave. The SBS
dispersion relation, given in equation 2.63, depends on the background density and the
wave vector of the coupled ion acoustic wave; both of these quantities are plotted in
figure 5.25 for the region of interest at 18 ps after the drive pulse. The SBS dispersion
relation can be solved for this region and yields one growing mode. The central fre-
quency of this mode is plotted in figure 5.26 and the growth rate is plotted in figure
5.27.
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The sound speed, cs, also varies over the region of interest, but it was found that
variations in cs from the observed peak of cs = 4.5⇥ 105ms 1 to cs = 0ms 1 showed
insignificant changes in the frequency and growth rate. For the growth rates measured,
we can calculate characteristic times of between 1 and 3.3 ps, this is in reasonable
agreement with the observed time between the peak of the laser pulse and the peak of
the electric field.
Considering the ion acoustic wave associated with SBS, we start by considering the
electric field magnitude of an ion acoustic wave. The electric field magnitude, assuming
Te   Ti is given by,
E =  kbTe
e
~rn˜e
ne0
, (5.19)
where the electron density, ne, is the sum of the background electron density n0 and
a small perturbation n˜e. For a sinusoidal density oscillation with wavevector k, the
magnitude of the electric field is given as,
|E| = kbTe
e
|n˜e|
n0
k. (5.20)
The electron temperature was not measured experimentally, but can be inferred from
the expansion of the plasma observed in figure 5.24, assuming the plasma expands at
the ion acoustic velocity. The velocity of the wave for x > 7.4mm was cs = 4.5± 0.1⇥
105ms 1. The ion acoustic velocity as given as,
cs =
r
ZkbTe
mi
, (5.21)
assuming a charge state of Z = 8.
This gives an electron temperature of Te = 10.1 keV. For the observed longer wave-
length of 63 µm and electric field maximum of 1.2⇥108Vm 1, the electron density
perturbation was n˜e = 0.12 ± 0.2n0. Although, this method of electron temperature
measurement uses the wave movement is observed at later times to calculate the elec-
tron temperature. An experimental measurement of the electron temperature would be
required in order to be certain.
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5.4.2 Landau damping
Damping of ion acoustic waves is usually by Landau damping [Kruer, 2003]. The Landau
damping rate,  , for an ion wave is given by,
  =  
r
⇡
8
!2pi !
2
|k3|v3th
exp
✓
  !
2
2k2v2th
◆
, (5.22)
where vth =
q
kbTe
me
and assuming a Maxwellian electron distribution. For our ex-
perimental parameters, using the central frequencies shown in figure 5.26,   varies
from 1.4 ⇥ 106 s 1 to 7.4 ⇥ 106 s 1. These damping rates therefore have e↵ect over
µs timescales, much longer than the observed damping time. This suggests that Lan-
dau damping is not the damping mechanism for the instability.
5.4.3 Collisional damping
The wave could damp through electron-ion collisions and ion-ion collisions. For the
experimental parameters the Debye length is the electron-ion collision rate, which is
given by [Kruer, 2003]
⌫ei = 3⇥ 10 6 ln⇤neZ
Te
3
2
, (5.23)
where ⇤ = 12⇡ne d
3
Z .
The electron-ion collision frequency for the experimental parameters is ⌫ei = 5.9 ⇥
1010 s 1, from which we obtain a characteristic time of 1⌫ei = 17ps. This much longer
damping time is in reasonable agreement with the observed damping time, suggesting
that the instability is collisionally damped.
5.5 Summary
To summarise the chapter, an ion acoustic wave was observed in an argon plasma with
its electron density spatially varying from 3.3±0.2⇥1020 cm 3 to 5.6±0.8⇥1019 cm 3,
generated by the interaction with a 9.5⇥ 1017Wcm 2 laser pulse. The density pertur-
bation was probed by a proton beam generated by the interaction of a 7.1⇥1018Wcm 2
laser with a 25 µm gold foil. The probing protons were then detected in a radiochromic
film stack to give six time-resolved images of the wave at 5.7±0.2 times magnification.
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The proton images revealed that the density perturbation generated a 120±10MVm 1
electric field, which corresponds to a density perturbation of 0.24±0.4n0.
The wave was generated between 5 ps and 12 ps before the peak of the laser pulse
and the electric field produced peaked 18 ps after the peak of the laser pulse. The
electric field generated by the ion acoustic wave was damped over a characteristic time
of 61 ps. The observed growth rate of the ion acoustic wave suggests it was generated
by stimulated Brillouin scattering (SBS), since the electric field grows throughout the
length of the pulse. The SBS growth rate of 1! 3.3 ps is also of the same order as the
growth rate observed. Calculated damping rates suggest the instability is damped by
electron-ion collisions.
Since the frequency of an ion acoustic wave is much less than that of the laser, SBS
can occur anywhere in an underdense plasma and also nearly all the energy can be
transferred into the scattered light wave, therefore SBS is of major interest in inertial
confinement fusion [Kruer, 2003].
6 Summary and Future Work
This thesis has presented experimental data on the acceleration of high-energy protons,
focussing on the optimisation of target thickness for relativistic transparency acceler-
ation. The application of laser plasma accelerated proton beams, radiography, was
utilised to investigate plasma instabilities in a near critical density gas jet.
6.1 Ultra thin foils
In chapter 4, a 2.2±0.7Wcm 2 laser pulse was focussed onto thin formvar (C3H6O) foils
with thicknesses varying from 25 nm to 3 µm. An optimum thickness for acceleration
of 250 nm was observed from radiochromic film stack data. Particle-in-cell simulations
support experimental observations and show an increased population of hot electrons
that is e ciently heated while the target is transparent and overdense.
Based on the simulation scaling, with accurate knowledge of the laser temporal shape,
it is possible to predict the optimum thickness for other laser systems. Higher energy
and longer pulse length laser systems would increase the optimum thickness. This theory
could be tested by carrying out a similar experiment on a di↵erent laser system.
Fourier analysis was carried out on the longitudinal electric field, analysis of the
proton energy gain from these fields revealed the expected result that the protons gain
energy from low frequency, charge separation fields. A similar treatment for electrons
would require very frequent data outputs, of order the simulation timestep. Future work
could include this analysis, with computing requirements eased by reducing the number
of tracked particles while maintaining enough to form a representative sample of the
whole population.
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6.2 Proton radiography
In chapter 5, proton radiography has been used to measure a long-lived, low-frequency,
quasi-sinusoidal electric field in a near critical density argon plasma. The oscillation was
observed by a range of proton energies giving 6 temporally resolved images. The e↵ect
was first observed 5 ps before the drive pulse arrived and the lowest energy protons
detected imaged the e↵ect 307 ps after the drive pulse. A continuous wavelet trans-
form method revealed a spatially varying wavelength with two distinct regions with
wavelengths  1 = 36± 3 µm and  2 = 63± 3 µm.
The field was found to peak at 120 ±10MVm 1. Analysis of the stimulated Brillouin
scattering (SBS) dispersion relation suggests the field is due to an ion acoustic wave with
density perturbation n˜e = 0.12±0.02ne, generated from stimulated Brillouin scattering.
This thesis reports the first direct measurement of an SBS daughter wave.
Future work would include testing of the sensitivity of the structure on experimen-
tal parameters such as laser intensity, which directly a↵ects electron temperature, and
plasma density, with a focus on creating high amplitude waves. Interferometric tech-
niques could aid in the diagnosis of the interaction, since an extra ‘time’ could be probed,
possibly very late in time, while avoiding the temporal blurring associated with low-
energy protons. Although in contrast to proton probing, interferometry does not image
the electric fields of the plasma, rather the electron density. Experimental measurements
of electron density would have two merits. The first being an accurate measure of the
background density would be useful, since any variation of density over many shots
could be detected. Secondly a direct measurement of the density perturbation could
be made, without having to infer it from other measurements. These density measure-
ments, paired with the electric field measurement from the proton probing, would give
an estimate on the electron temperature. An additional experimental diagnostic for a
future experiment would be a diagnostic for measurement of the backscatter from the
interaction. This would enable us to confirm the presence of SBS.
Appendices
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A Derivation of the plasma frequency
The plasma frequency can be derived by considering a background electron density ne,
with a small perturbation n1(x, t) that varies in time and space.
ne = n0 + n1(x, t). (A.1)
The displaced electrons will have a velocity and electric field, which we take to be
small such that,
ve = v1(x, t) (A.2)
E = E1(x, t). (A.3)
From Faraday’s law, the equation of motion and the continuity equation we obtain,
✏0r ·E1 =  en1 (A.4)
me
@v1
@t
=  eE1 (A.5)
@n1
@t
+ n0r · v1 = 0. (A.6)
Assuming an ei(kx !pet) relationship for the electric field and the velocity, equations
A.4-A.6 becomes
✏0ikE1 =  en1 (A.7)
 ime!pev1 =  eE1 (A.8)
 i!pen1 =  n0ikv1. (A.9)
The perturbations can be eliminated and n0 replaced with ne to give the plasma
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frequency
!pe =
✓
nee2
✏0me
◆ 1
2
. (A.10)
B Derivation of the debye length
To calculate Debye length, we consider a point charge placed in a neutral plasma. The
point charge generates an electric potential,  . Assuming that the inpfertia of the ions
prevents them from moving on the time scale of the experiment, then the density of the
ions is invariant and is equal to the plasma density far from the ball, n1, ni = n1.
The force equation for the electron fluid, with temperature Te, can be balanced as,
kbTerne = eneE
rne =  ene
kbTe
r .
(B.1)
Therefore the electron density is given by, ne = n1 exp
⇣
e 
kbTe
⌘
. Using Poisson’s
equation,
r2  = ⇢
✏0
=
 e(ni   ne)
✏0
, (B.2)
and substituting in the ion and electron densities,
✏0r2  =  en1
✓
exp
✓
e 
kbTe
◆
  1
◆
. (B.3)
In the region where |e /kT |⌧ 1 we can expand the exponential,
✏0r2  =  en1
 "
1 +
e 
kbTe
+
1
2
✓
e 
kbTe
◆2
+ ...
#
  1
!
. (B.4)
Taking only the first order terms, ✏0r2  = n1e2kbTe  
  =  0e
 |x|
 d , (B.5)
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where
 d =
✓
✏0kbTe
ne2
◆1/2
, (B.6)
where n1 is now referred to as n.
C Laser Plasma Dispersion relation
To derive the plasma dispersion relation we first take the time derivative of Ampere’s
Law,
r⇥ B˙ = µ0J˙+ µ0"0E¨, (C.1)
and the curl of Faraday’s Law
r⇥ (r⇥E) =  r⇥ B˙
r (r ·E) r2E =  r⇥ B˙,
(C.2)
using a well known vector identity.
If we assume an exp [i (k · r  !Lt)] dependence on the electric and magnetic fields
and eliminate r⇥ B˙ from equations C.1 and C.2,
 k (k ·E)  k2E = i!L
c2"0
j+
!2L
c2
E. (C.3)
For transverse waves k ·E = 0,
 
!2L   c2k2
 
E =  i!Lj/✏0. (C.4)
On the times scales of interest the ions will remain stationery, so the current j comes
entirely from the electron motion
j =  neeve. (C.5)
Where ne is the plasma electron density and ve is the electron velocity.
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The electron equation of motion is
mv˙e =  eE, (C.6)
again assuming an exponential dependence and integrating we get the electron velocity,
ve =
eE
im!L
. (C.7)
Combining equations C.5 and C.7 give the relation between the current and electric
field,
j = i
nee2
m!L
E. (C.8)
Therefore we can eliminate both the electric field and the current by combining equations
C.4 and C.8 and eliminating the electric field gives,
 
!2L   c2k2
 
=
nee2
✏0m
. (C.9)
Recognising the left hand side of this equation as the plasma frequency we can write
the dispersion relation for a plasma as
!2L = !
2
pe + c
2k2. (C.10)
D Ponderomotive Force
Gradients in electromagnetic fields give rise to a force known as the ponderomotive
force. To begin we consider a field with a spatially varying magnitude of the form,
E = E(x) sin!t. (D.1)
Neglecting the electron pressure, the force equation is,
@ue
@t
+ ue ·rue =   e
m
E(x) sin!t. (D.2)
We can consider equation D.2 for both fast electron oscillations, where we neglect the
spatially varying velocity, and slower, time averaged motion. Neglecting the spatially
varying term of the electron velocity we obtain,
@uh
@t
=   e
m
E(x) sin!t
uh =
e
m!
E(x) cos!t.
(D.3)
Taking the time average of equation D.2,
@
⌦
ue
↵
t
@t
+
⌦
uh ·ruh
↵
t
=   e
2m
E(x), (D.4)
substituting equation D.3 into equation D.4, we obtain,
m
@
⌦
ue
↵
t
@t
=  e
2
E(x)  1
4
e2
m!2
rE2(x). (D.5)
The second term on the RHS in equation D.5 is known as the ponderomotive force Fp,
where,
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Fp =  1
4
e2
m!2
rE2(x)
=  1
2
e2
mc✏0!2
rI(x),
(D.6)
where the relation between E and I in equation 2.28 has been used.
Equation D.6 shows that the ponderomotive force is proportional to gradients in the
laser intensity, pushing electrons away from regions of high intensity.
E Radiation Pressure Acceleration
An expression for the radiation pressure on a plasma from a laser can be derived by
considering the momentum of the laser photons. The photon flux is the number of
photons contained within a cylinder of height, ct, and base area, A,
Nph = nphctA, (E.1)
where nph is the photon particle density. The power is simply the photon flux multiplied
by the photon energy, ~!,
W = Nph~! (E.2)
= nphctA~!. (E.3)
Therefore the laser intensity is given by
I =
W
A
(E.4)
= nphct~!. (E.5)
The change in momentum of a photon as it collides with a plasma will be either ~k or
2~k depending on if the photon is reflected or absorbed. Hence,
4p = (1 +R) ~k, (E.6)
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and the force exerted on the plasma slab is simply the change in momentum of one
photon multiplied by the flux
F = 4pNph (E.7)
= (1 +R) ~knphctA, (E.8)
therefore the pressure of the laser on the plasma is given by
P =
F
A
(E.9)
= (1 +R) ~knphct. (E.10)
Substituting equation E.5 into equation E.10 gives the radiation pressure in terms of
the laser intensity,
P = (1 +R)
I
c
. (E.11)
F Hole Boring Velocity
The hole boring velocity, vhb, can be calculated by taking balancing momenta on a slab
of plasma moving with the hole boring velocity.
The momentum exerted on the plasma by the laser will be
plaser = PAdt, (F.1)
where P is the radiation pressure, A the area of the slab, and dt the unit time. The
change in velocity a plasma ion downstream of the hole boring front is  vion = 2vhb,
assuming the ion is initially at rest and reflected perfectly o↵ the hole boring front. The
change in momentum of a single ion is therefore,
4 pion = 2Mvhb, (F.2)
and the total number of ions reflected in unit time, dt is given by,
Nions = nAvhbdt, (F.3)
where n is the plasma density. The momentum of the plasma is therefore the momentum
change of one ion multiplied by the number of ions,
pplasma =  pionNions
= 2Mv2hbnAdt.
(F.4)
Balancing the plasma and ion momenta in equations F.1 and F.4 and substituting in
the radiation pressure in equation E.10, yields the hole boring velocity in terms of the
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laser intensity
vhb =
✓
1
Mc
1 +R
2
I
n
◆ 1
2
. (F.5)
Ions are reflected at twice the hole boring velocity, so the ion energy therefore scales
as
✏ions / vhb2 / I. (F.6)
The ion energy from hole boring acceleration can therefore be seen to have a favourable
scaling with laser intensity.
G Ion disperion in a Thomson parabola
spectrometer
This appendix presents a derivation of the dispersion of an ion inside a Thomson
parabola (TP) spectrometer for both parallel and angled plates. The derivation uses the
distance defined in figure 3.10 throughout. The di↵erence between the two derivations
is that for parallel plates the electric field does not vary along the length of the electric
plates.
G.1 Parallel electric plates
For parallel plates the electric field is given by E = Vd , where V is the voltage across
the electric field plates and d the separation between the plates.
Firstly, we consider the equation of motion of an ion,
x¨ =
q
m
vzB y¨ =
q
m
E z = vzt. (G.1)
The dispersion in x can be calculated by summing the two stages of motion, firstly
the dispersion while propagating within the field and secondly the additional dispersion
while propagating from the plates to the detector.
The velocity in x, due to deflection in the magnetic field, is given by,
x˙ =
q
m
vzB
Z
dt
=
qB
m
z.
(G.2)
Therefore the deflection in the free space between the plates and the detector, x2 is
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given by
x2 =
lB
vz
x˙(Lb)
=
qB
mvz
lbLb,
(G.3)
assuming vz is unchanged.
The deflection while the ion is within the magnetic field is given by,
x1 =
qB
m
Z Lb
vz
0
zdt
=
qB
mvz
Z Lb
0
zdz
=
qB
mvz
L2b
2
,
(G.4)
again assuming vz is unchanged. Therefore the total displacement in x is given by,
x =
qB
mvz
Lb
✓
Lb
2
+ lb
◆
. (G.5)
The displacement in y due to the electric plates is given by,
y˙ =
qE
m
t
=
qE
mvz
z.
(G.6)
Similarly the y displacement between the end of the plates and the detector, y2 can be
given by
y2 = y˙(z=Le)
le
vz
=
qE
mv2z
Lele.
(G.7)
The displacement within the electric field can be given by
y1 =
qE
mvz
Z t= levz
0
z dt
=
qE
mv2z
Z le
0
z dz
=
qE
mv2z
L2e
2
.
(G.8)
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The total y displacement is then given by
y =
qE
mv2z
Le
✓
Le
2
+ le
◆
. (G.9)
The shape of the dispersion curve can be calculated by eliminating vz from equations
G.5 and G.9. The dispersion curve is given by,
y =
mE
qB2
Le
L2b
 
Le
2 + le
 ⇣
Lb
2 + lb
⌘2x2. (G.10)
For a distribution of energies of identical charge-to-mass ratio ions the dispersion curve
therefore forms a parabola in the detection plane, hence the detector is called a Thomson
Parabola after JJ Thomson.
G.2 Angled electric plates
For angled plates the situation is more complex, now the electric field is varying in x.
We can model it as
E(x) =
V
d(x)
=
V
d0 +
 d
Le
z
, (G.11)
and the equation of motion for y is given by,
y¨ =
q
m
E(x). (G.12)
Integrating as before to get the velocity
y˙ =
qV
m
Z
1
d0 +
 d
Le
z
dt
=
qV
md0
Z
1
1 +  dLed0 z
dt
=
qV
mvzd0
Z
1
1 +  dLed0 z
dz
=
qV
mvz
Le
 d
ln
✓
1 +
 d
Led0
z
◆
,
(G.13)
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where we take the constant of integration to be 0 since y˙(z = 0) = 0. The y displacement
between the end of the plates and the detector, y2, can be given by
y2 = y˙(z=Le)
le
vz
=
qV
mv2z
Lele
 d
ln
✓
1 +
 d
d0
◆
.
(G.14)
The displacement within the plates can be found by integration by parts of the velocity
within the plates.
y1 =
qV
mvz
Le
 d
Z le
vz
0
ln
✓
1 +
 d
Led0
z
◆
dt
=
qV
mv2z
Le
 d
Z le
0
ln
✓
1 +
 d
Led0
z
◆
dz
=
qV L2ed0
mv2z d
2
✓
1 +
 d
Led0
z
◆
ln
✓
1 +
 d
Led0
z
◆
   d
Led0
z
 z=Le
z=0
=
qV L2e
mv2z d
✓
1 +
d0
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where y1 = 0 when z = 0. Therefore the total displacement is given by,
y = y1 + y2
=
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(G.16)
As  d ! 0 this result becomes the parallel plate case. Since the logarithm can be
expanded to second order as,
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Then equation G.16 becomes
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The shape of the dispersion curve can be found by eliminating vz to give,
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It is important to note that the angled electric plates do not change the dispersion from
being parabolic.

H Gas density retrieval
The gas density can be extracted from phase maps by using the Abel Inversion. Firstly
we consider the refractive index of a gas,
⌘ = 1 +K⇢(r, z), (H.1)
where K is a constant of proportionality that is di↵erent for di↵erent gases.
The phase shift can be given by
  (y, z) =
2⇡
 L
Z +1
 1
(⌘(r, z)  1)dx
=
4⇡
 L
Z +1
0
(⌘(r, z)  1)dx,
(H.2)
where dl is along the cord length of the gas jet cylinder.
Substituting in the refractive index,
  (y, z) =
4⇡K
 L
Z +1
0
⇢(r, z)dx. (H.3)
We can change the variable of integration to r, where r2 = x2 + y2,
  (y, z) =
4⇡K
 L
Z +1
y
⇢(r, z)
rp
r2   y2dr. (H.4)
Equation H.4 is of the same form as the Abel transform. The Abel transform takes
a cylindrically symmetric quantity f(r), such as the gas density,which is measured by
chord integrals F (r) of the form
F (y) = 2
Z a
y
f(r)
rdrp
r2   y2dr. (H.5)
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The symmetric quantity can then be written as
f(r) =   1
⇡
Z a
r
dF
dy
dyp
y2   r2 . (H.6)
Therefore we can write the gas density as
⇢(r, z) =    L
4⇡2K
Z +1
r
d  (y, z)
dy
dyp
y2   r2 . (H.7)
The density can therefore be extracted from a phase map by measuring d  (y,z)dy , the
gradient of the phase across the image. This process is repeated for all z value in the
image.
I Particle in cell simulation convergence
testing
To be confident the simulations are using high enough spatial resolution and enough
particles-per-cell, a convergence test was carried out. Figure I.1a shows a set of sim-
ulations of 50 nm formvar with varying resolution, while keeping the particles per cell
constant. Increasing the resolution to 8 nm longitudinal cells dramatically decreased
the target expansion, further increases in resolution did not change the target expan-
sion further. The resolution chosen for future simulations was 8 nm cells. The transverse
resolution of the simulation was not investigated here, although it was fixed at 2.5 times
the longitudinal cell size.
Figure I.1b shows a set of simulation of 50 nm formvar with varying particles-per-cell,
while keeping the resolution constant. The di↵erences here a less pronounced than when
varying resolution, but there is a reduction in target expansion for increased particles-
per-cell. 2048 particles-per-cell was chosen for future simulations.
Time/ ps0 0.5 1
Cr
itic
al
 S
ur
fa
ce
 p
os
itio
n/
 µ
m
-1
-0.5
0
0.5
1
a)
16nm cell
8nm cell
4nm cell
2nm cell
0 0.5 1
b)
8ppc
32ppc
128ppc
512ppc
2048ppc
8192ppc
Laser Laser 
Figure I.1: The motion of the critical surface of a 50 nm formvar target for simulations with
varying resolution and particles-per-cell. There is a significant change in particle-expansion
when reducing the longitudinal cell size from 16 nm to 8 nm, and very little further change, so
8 nm cells were chosen for future simulations. The expansion behaviour converges when using
2048 particles-per-cell and more, so this was chosen for future simulations.
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