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Abstract. We study the effects of inhomogeneities on the evolution of the Universe,
by considering a range of cosmological models with discretized matter content. This
is done using exact and fully relativistic methods that exploit the symmetries in and
about submanifolds of spacetimes that themselves possess no continuous global sym-
metries. These methods allow us to follow the evolution of our models throughout their
entire history, far beyond what has previously been possible. We find that while some
space-like curves collapse to anisotropic singularities in finite time, others remain non-
singular forever. The resulting picture is of a cosmological spacetime in which some
behaviour remains close to Friedmann-like, while other behaviours deviate radically.
In particular, we find that large-scale acceleration is possible without any violation of
the energy conditions.
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1 Introduction
A key question in cosmology at present is how to determine the effects of small-scale
inhomogeneity on the large-scale evolution of the Universe. In the standard approach to
cosmological modelling, one starts by assuming the spacetime to possess symmetries (or
algebraic properties) on large enough scales, and then allows small fluctuations around
this background as a way of accounting for the structures that astronomers observe.
In such an approach the large-scale evolution is therefore put in by hand, rather than
being derived systematically. Ideally, we may wish to be able to complement this top-
down approach with bottom-up approaches, in which one starts by first specifying the
building blocks constituting the Universe, such as galaxies, clusters of galaxies etc.,
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and then calculates the large-scale evolution that results from the interaction between
these constituent parts. In this way the large-scale expansion can be considered as an
emergent phenomenon, rather than as a fixed and immutable background.
The observed Universe is, however, far too complicated to allow a fully realistic
construction of this type, as it possesses a great deal of structure on a variety of different
scales. Furthermore, the fact that we are limited to making observations along a single
past-directed light-cone makes it extremely difficult to even determine which structures
exist (see e.g. [1]). Given this complexity, an important approach in estimating the
effects of inhomogeneity on the large-scale dynamics of the Universe is to proceed
by making a detailed step-by-step study of the effects of breaking the assumption of
homogeneity in cosmological models in a controlled way. In this connection, a number
of studies have recently been made in which the mass in the Universe is taken to be
confined to discrete sources, rather than being represented by a continuous fluid that
permeates throughout space. These studies fall into three broad categories: exact
solutions [2], approximate-analytic approaches [3–9], and numerical integration of the
full Einstein equations [10–13].
In this paper, as a step towards constructing a realistic bottom-up model of the
Universe, we employ an exact approach, and consider a sequence of models with an in-
creasing number of discrete sources, taken to be non-rotating, uncharged Schwarzschild-
like black holes. These sources are arranged in regular configurations, so that they
might be considered as approximately homogeneous when course-grained over suffi-
ciently large scales, but at the same time allow the effects of small-scale inhomo-
geneities on the large-scale evolution of the Universe to be studied in a non-perturbative
way. Our central tool in this analysis will be the exploitation of symmetries in and
about submanifolds of spacetimes that exhibit no continuous global symmetries what-
soever. This type of approach has been very successful when applied to the study
of black holes [14–17], and more recently was employed by three of us to construct
the initial data for relativistic cosmological models that consist of a finite number of
discrete masses regularly arranged on a closed lattice [2]. The corresponding problem
in Newtonian cosmology has been studied in [18–25].
The goal of the present work is to extend our previous treatment, and study the
evolution of relativistic cosmological models with regularly arranged discrete masses.
We do this by identifying curves that exhibit local rotational symmetry; a one-dimensional
isotropy group that allows the Einstein equations to be integrated exactly. This allows
us to calculate the lengths of the space-like geodesic curves that connect neighbouring
masses, as well as those that correspond to the demarcation lines at the edges of the
lattice cells. This is sufficient to allow us to determine a number of interesting prop-
erties of the full spacetime, including (i) the fact that the big bang/crunch manifests
itself at the marginally trapped surfaces of black holes long before it is ever arrived
at in the corresponding Friedmann solution, (ii) the fact that the edges of cell faces
never become singular at any time during their evolution, and (iii) the fact that the
corners of lattice cells are strongly locally isometric to Minkowski space. They also
allow us to consider a number of different measures of the large-scale evolution of these
spacetimes, each of which can be compared to Friedmann solutions, and all of which
– 2 –
show at least some deviations from Friedmann-like behaviour.
An important feature of the methods we employ in this paper is that they enable
us to incorporate all general relativistic effects in a fully non-perturbative way, while
at the same time allowing the evolution of interesting points and lines in space to be
followed throughout their entire history. This is far beyond what has so far been possi-
ble using other techniques. Moreover, while the primary aim in this paper is to study
the cosmological consequences of discretizing the matter content of the Universe, the
results we present here also provide potentially interesting insights into the effects of
cosmological expansion on otherwise isolated gravitationally bound objects. In partic-
ular, we are able to calculate the curvature of spacetime at particular high symmetry
points on the marginally trapped surfaces of black holes as a function of cosmological
time. This is a quantity that stays constant in stationary black hole solutions, but
that can diverge in cosmological models at the big bang/crunch.
In Section II we give a brief account of the orthonormal frame approach that
we employ throughout the rest of the paper, as well as the evolution and constraint
equations, and the initial data that will be used in the following sections. Section III
contains a brief description of the lattice constructions that we use to build our discrete
models, and in Section IV we consider curves that exhibit local rotational symmetry.
We write down the evolution equations that such curves must satisfy, and go on to give
the exact solutions for the evolution of space at every point along them. In Section
V we discuss the evolution of the edge lengths for our six different lattice models,
together with the corresponding Hubble rates and deceleration parameters. In Section
VI we then discuss the evolution of the distance between the horizons of neighbouring
masses, both along curves that pass through cell centres, as well as along curves that
pass through their corners. Finally, we conclude in Section VII.
Throughout this work spacetime coordinate indices will be taken to run over the
second half of the Greek alphabet (µ, ν, ρ... = 0 − 3), while spatial coordinate indices
will be taken to run over the second half of the Latin alphabet (i, j, k... = 1 − 3).
Orthonormal frame spacetime indices will then be taken to run over the first half of
the Latin alphabet (a, b, c... = 0− 3), while spatial orthonormal frame indices will run
over the first half of the Greek alphabet (α, β, γ... = 1− 3).
2 Orthonormal Frame Approach
In much of this paper we will use an orthonormal frame approach, and the notation
of van Elst and Uggla [26]. The first frame vector we consider is the unit time-like
vector uµ, defined such that uµu
µ = −1. The covariant derivative of this vector can be
decomposed into irreducible parts such that
∇µuν = −uµu˙ν + θµν = −uµu˙ν + σµν + 1
3
Θhµν − ωµν , (2.1)
where hµν = gµν+uµuν is the projection tensor, and a dot denotes a covariant derivative
along uµ, such that X˙ = uµ∇µX. The quantities Θ, σµν and ωµν are the expansion
scalar, the shear tensor and the vorticity tensor, respectively. They are the trace,
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symmetric trace-free and antisymmetric parts of θµν , which is the spatial projection of
∇µuν . It is convenient to also define
σ2 =
1
2
σµνσ
µν (2.2)
ω2 =
1
2
ωµνω
µν (2.3)
ωµ =
1
2
ηµνρσωνρuσ, (2.4)
where ηµνρσ is a totally antisymmetric tensor with η0123 = (−g)− 12 , and to decompose
the Weyl tensor into an electric and a magnetic part relative to uµ:
Eµν = Cµρνσu
ρuσ (2.5)
Hµν =
?Cµρνσu
ρuσ, (2.6)
where ?Cµρνσ =
1
2
η τφµρ Cτφνσ is the dual of the Weyl tensor.
To proceed we need to introduce three more mutually orthogonal space-like unit
vectors, each of which is orthogonal to uµ. We can define such a set of vectors as
{e µα }, where α = 1 − 3 labels each vector individually, and where these vectors are
chosen such that eαµe
µ
β = δ
α
β and e
µ
α uµ = 0. Relabelling so that u
µ = e µ0 , and
adding this vector to the set containing the other three, then results in a set of four
orthonormal frame vectors {e µa }, where a = 0 − 3. These vectors can be contracted
with the components of tensors expressed in a coordinate basis to give them in terms
of orthonormal frame indices in the following way:
T ab...cd... = e
a
µe
b
ν · · · e ρc e σd · · · T µν...ρσ.... (2.7)
The remaining parameters that interest us are then the local angular velocity of the
spatial frame vectors,
Ωα =
1
2
αβγe µβ e˙γµ, (2.8)
and the spatial commutation functions γαβγ, defined by
[eβ, eγ] = γ
α
βγeα, (2.9)
where ea = e
µ
a ∂µ. These functions can be decomposed into a 1-index object, aα, and
a symmetric 2-index object, nαβ, according to [27]
γαβγ = 2a[βδ
α
γ] + βγδn
δα, (2.10)
where αβγ is a totally antisymmetric tensor with 123 = 1. They can also be related
to the Ricci rotation coefficients, Γcab = ecie
j
b ∇je ia , by
γabc = − (Γabc − Γacb) , Γabc =
1
2
(
gadγ
d
cb − gbdγdca + gcdγdab
)
, (2.11)
where Γ(ab)c = 0. The vacuum field equations, Jacobi identities and Bianchi identities
can now all be written in terms of the orthonormal frame vectors {e µa }, the kinematic
quantities defined in Eqs. (2.1)-(2.4), the electric and magnetic parts of the Weyl
tensor defined in Eqs. (2.5) and (2.6), and the rotation and commutation functions
defined in Eqs. (2.8) and (2.10) [26].
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2.1 Evolution and Constraint Equations
If we choose u˙µ = 0 then the evolution equations in vacuum, and in the absence of a
cosmological constant, can be written as follows [26]:
e0(Θ) = −1
3
Θ2 − 2σ2 + 2ω2 (2.12)
e0(σ
αβ) = −Θσαβ + 2ω(αΩβ) − ?Sαβ − 2
3
δαβωγΩ
γ + 2γδ(αΩγσ
β)
δ (2.13)
e0(ω
α) = −2
3
Θωα + σαβω
β − αβγωβΩγ (2.14)
e0(E
αβ) = −ΘEαβ + 3σ(αγEβ)γ +
1
2
nγγH
αβ − 3n(αγHβ)γ (2.15)
−δαβ [σγδEγδ − nγδHγδ]+ γδ(α [(eγ − aγ)(Hβ)δ)− (ωγ − 2Ωγ)Eβ)δ]
e0(H
αβ) = −ΘHαβ + 3σ(αγHβ)γ −
1
2
nγγE
αβ + 3n
(α
γE
β)γ (2.16)
−δαβ [σγδHγδ + nγδEγδ]− γδ(α [(eγ − aγ)(Eβ)δ) + (ωγ − 2Ωγ)Hβ)δ]
e0(a
α) = −1
3
(δαβeβ + a
α)(Θ) +
1
2
(eβ − 2aβ)(σαβ)− 1
2
αβγ(eβ − 2aβ)(ωγ − Ωγ) (2.17)
e0(n
αβ) = −1
3
Θnαβ − δγ(αeγ(ωβ) − Ωβ)) + 2σ(αγnβ)γ
+δαβeγ(ω
γ − Ωγ)− γδ(α
[
eγ(σ
β)
δ)− 2nβ)γ(ωδ − Ωδ)
]
, (2.18)
while the relevant constraints are
0 = −1
3
Θ2 + σ2 − ω2 − 2ωαΩα − 1
2
?R (2.19)
Eαβ =
1
3
Θσαβ − σαγσγβ − ωαωβ − 2ω(αΩβ) +
1
3
δαβ
[
2σ2 + ω2 + 2ωγΩ
γ
]
+ ?Sαβ (2.20)
Hαβ = (e(α + a(α)(ωβ)) +
1
2
nγγσαβ − 3nγ(ασβ)γ −
1
3
δαβ
[
(eγ + aγ)(ω
γ)− 3nγδσγδ
]
+γδ(α
[
(e|γ| − a|γ|)(σβ)δ)− nβ)γωδ
]
(2.21)
0 = −2
3
δαβeβ(Θ) + (eβ − 3aβ)(σαβ) + nαβωβ − αβγ
[
(eβ − aβ)(ωγ) + nβδσδγ
]
(2.22)
0 = (eβ − 2aβ)(nαβ)− 2
3
Θωα − 2σαβωβ + αβγ [eβ(aγ) + 2ωβΩγ] (2.23)
0 = (eα − 2aα)(ωα) (2.24)
0 = (eβ − 3aβ)(Eαβ) + 3ωβHαβ − αβγ
[
σβδH
δ
γ + nβδE
δ
γ
]
(2.25)
0 = (eβ − 3aβ)(Hαβ)− 3ωβEαβ + αβγ
[
σβδE
δ
γ − nβδHδγ
]
, (2.26)
where
?R = 2(2eα − 3aα)(aα)− 1
2
bαα (2.27)
?Sαβ = e(α(aβ)) + bαβ − 1
3
δαβ
[
eγ(a
γ) + bγγ
]− γδ(α(e|γ| − 2a|γ|)(nβ)δ), (2.28)
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and bαβ = 2nαγn
γ
β − nγγnαβ. If ωα = 0 then ?R and ?Sαβ are the trace and trace-free
parts of the Ricci tensor of the space to which uµ is orthogonal, respectively. If ωα 6= 0
then these quantities are simply defined by the equations above, and do not correspond
to any curvature tensor.
The covariantly defined tensors σαβ, Eαβ and Hαβ all share the properties of being
space-like, symmetric and trace-free. They can therefore always be written in terms of
a set of five variables in the following way [26]:
σ+ = −3
2
σ11 (2.29)
σ− =
√
3
2
(σ22 − σ33) (2.30)
and
σ1 =
√
3σ23 (2.31)
σ2 =
√
3σ31 (2.32)
σ3 =
√
3σ12, (2.33)
such that σ2 = 1
3
[(σ+)
2 +(σ−)2 +(σ1)2 +(σ2)2 +(σ3)2]. Similar definitions can be made
for Eαβ and Hαβ, mutatis mutandis. In the sections that follow we will make use of
this notation, as it simplifies the equations.
2.2 Initial Data
We will construct our initial data in the same way as in reference [2]. That is, we will
consider a space-like hypersurface about which there exists time-reversal symmetry.
Any quantity on this surface that changes sign under the transformation uµ → −uµ
must then vanish. From Eq. (2.1) it can immediately be seen that this includes all of
the kinematic quantities:
σµν = ωµν = 0 = Θ. (2.34)
The spatial rotation vector defined in Eq. (2.8) must also vanish, as it contains a
derivative along uµ. This is also true of Hµν , as ηµνρσ must change sign under u
µ → −uµ
if the spatial volume element ηµνρσu
σ is to remain invariant. This gives
Ωα = 0 = Hµν . (2.35)
Let us now consider the constraint equations that result from this simplification. Under
these restrictions Eq. (2.19) becomes
?R = 0. (2.36)
This is the principal equation of geometrostatics. The vanishing of ωµ ensures that
there exist 3-spaces that are everywhere orthogonal to uµ. From Eqs. (2.20) and (2.36)
it can then be seen that the electric part of the Weyl tensor is identical to the Ricci
tensor of these spaces:
Eαβ =
?Rαβ. (2.37)
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Together with the vanishing of ωµ and σµν this result means that Eq. (2.25) is auto-
matically satisfied by the contracted Bianchi identity on the 3-space. Eq. (2.23) gives
three constraints on the commutation functions of the three spatial frame vectors, and
all other constraint equations can then be seen to vanish identically. It is therefore the
case that Eq. (2.36) is the only constraint that needs to be solved, as is well known
from the study of geometrostatics [14].
The solution to Eq. (2.36) on a time-symmetric 3-sphere is already known, and
is given by [2]
dl2 = ψ4
(
dχ2 + sin2 χdΩ2
)
, (2.38)
where dΩ2 = dθ2 + sin2 θdφ2, and where ψ = ψ(χ, θ, φ) is given by
ψ(χ, θ, φ) =
N∑
i=1
√
m˜i
2fi(χ, θ, φ)
. (2.39)
The parameters m˜i in this expression are a set of constants for each of the i terms that
appear in Eq. (2.39), while the functions fi are given by fi(χ, θ, φ) = sin(χi/2). The
variables χi here correspond to a new set of coordinates (χi, θi, φi) that are obtained
from rotating the original coordinates (χ, θ, φ) until the i’th source appears at the
position χi = 0. It is important to realise that the constants m˜i that appear in Eq.
(2.39) do not themselves directly correspond to the proper mass of each of the i sources
that appear in this equation, but instead must be transformed into this quantity in an
appropriate way (see [2] for details).
As our aim is to study the evolution of this initial data, it is interesting to see
what form the evolution equations take on the surface of time-symmetry. Eqs. (2.12),
(2.13) and (2.14) reduce to
e0(Θ) = 0 (2.40)
e0(σ
αβ) = −Eαβ (2.41)
e0(ω
α) = 0. (2.42)
This shows that at the time-symmetric hypersurface, which corresponds to a maximum
of expansion in the cosmological context [2], the first derivative of the expansion scalar
must vanish, while the first derivative of the shear tensor will in general be non-zero.
This is very different behaviour to the Friedmann solutions, where shear plays no role
at all in the evolution, and where e0(Θ) 6= 0 at the maximum of expansion. The last
of these equations shows that the vorticity tensor does not have any dynamics at the
initial surface, and it can be seen from Eq. (2.14) that this is in fact true of the entire
evolution: ωα = 0 for all time if it is zero initially. This means that uµ is always
hypersurface orthogonal, and that we can write uµ = t,µ, where t is proper time along
the integral curves of uµ.
All other evolution equations vanish identically, with the exception of Eq. (2.16),
which becomes
e0(H
αβ) = −1
2
nγγE
αβ + 3n
(α
γE
β)γ (2.43)
−δαβnγδEγδ − γδ(α(eγ − aγ)(Eβ)δ).
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From this equation it may initially appear that in general we have e0(H
αβ) 6= 0 on a
time-symmetric surface. However, it can be shown that in this case the 3-Cotton-York
tensor can be written ?Cαβ = −e0(Hαβ) (see [26] for the expression in general). As the
Cotton-York tensor vanishes in conformally flat spaces, it can be seen that the initial
data specified in Eq. (2.38) results in
e0(H
αβ) = 0. (2.44)
Eq. (2.43) then just states that Eµν must be curl-free at the moment of time-symmetry
(see [28] for the definition of curl in this context).
In what follows we will often refer to events close to the time-symmetric surface
as having happened at “early times”. This is because we choose to specify our initial
data on this surface, and the reader should not confuse this phrase with a reference to
an event that happens close to the big bang. Likewise, by “late times” we will mean
to refer to times that occur in the far future of our initial data, rather than being far
from the big bang.
3 Lattice Constructions
As already stated, in this paper we will be considering the evolution of the lattices
constructed in reference [2]. For completeness, we will briefly summarise these con-
structions here.
We wish to regularly arrange a finite number of masses on a 3-sphere. The sim-
plest way to achieve this is to consider the six possible convex regular polychora (4-
polytopes). These are the 4-dimensional analogues of the Platonic solids, and are the
only regular constructions it is possible to make from the 3-dimensional polyhedra
[29]. In the same way that each regular convex polyhedron can be used to prescribe
a regular tiling of a 2-sphere, each polychoron can be used to provide a regular tiling
of a 3-sphere. The polyhedra that make up each polychoron are then described as
the “cells” of the lattice that this tiling creates, and the polygons that make up the
polyhedra are described as the “faces” of the cells. We then construct our lattice by
placing a mass at the centre of each cell. We will call the boundary curves of each of
the polygons the “edges” of the lattice cells, and the points at which these edges meet
will be called the “vertices”. Each vertex has associated with it its own figure, which
is the shape formed if the vertex was cut off the polychoron. We will find in what
follows that the vertices will be very important in the evolution of the edges, and that
the vertex figure in particular will signify what type of behaviour is expected. This
information is summarised in Table 1.
3.1 The 5-Cell
Let us first consider the 5-cell. This is the smallest lattice in Table 1, and has masses
positioned as specified in Table 2. The source functions, fi, from Eq. (2.39), are then
– 8 –
Lattice
Type
Number
of Faces
Number
of Edges
Number
of Vertices
Vertex
Figure
Schla¨fli
Symbols
5−cell
(Tetrahedra)
10
(Triangles)
10 5 Tetrahedron {333}
8−cell
(Cubes)
24
(Squares)
32 16 Tetrahedron {433}
16−cell
(Tetrahedra)
32
(Triangles)
24 8 Octahedron {334}
24−cell
(Octahedra)
96
(Triangles)
96 24 Cube {343}
120−cell
(Dodecahedra)
720
(Pentagons)
1200 600 Tetrahedron {533}
600−cell
(Tetrahedra)
1200
(Triangles)
720 120 Icosahedron {335}
Table 1. All possible lattices that can be constructed on a 3-sphere using the regular convex
polychora. The Schla¨fli symbols {pqr} denote the number of edges to a face, p, the number
of faces that meet at the vertex of a cell, q, and the number of cells that meet at an edge, r.
given by fi = sin
[
1
2
cos−1(hi)
]
, where the functions hi are given by
1
h1 = cosχ (3.1)
h2 =
√
15
4
cos θ sinχ− cosχ
4
(3.2)
h3 =
√
5
6
sinχ sin θ cosφ
−
√
5
48
sinχ cos θ − cosχ
4
(3.3)
h4 =
√
5
6
sinχ sin θ sin
(
φ− pi
6
)
−
√
5
48
sinχ cos θ − cosχ
4
(3.4)
h5 = −
√
5
6
sinχ sin θ sin
(
φ+
pi
6
)
−
√
5
48
sinχ cos θ − cosχ
4
. (3.5)
1This corrects a typo in h3 in the published version of [2].
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Point (χ, θ, φ)
(i)
(
0, pi
2
, pi
2
)
(ii)
(
cos−1(−1
4
), 0, pi
2
)
(iii)
(
cos−1(−1
4
), cos−1(−1
3
), 0
)
(iv)
(
cos−1(−1
4
), cos−1(−1
3
), 2pi
3
)
(v)
(
cos−1(−1
4
), cos−1(−1
3
), 4pi
3
)
Table 2. Coordinates (χ, θ, φ) of the positions of the masses on the background 3-sphere. In
this table, and throughout, cos−1 refers to the inverse cosine, and not its reciprocal.
3.2 The 8-Cell
Let us now consider the 8-cell. The positions of the masses in this case are given in
Table 3. The fi from Eq. (2.39) are then found to be
f1 = sin
[χ
2
]
(3.6)
f2 = cos
[χ
2
]
(3.7)
f3 = sin
[
1
2
cos−1 (cos θ sinχ)
]
(3.8)
f4 = cos
[
1
2
cos−1 (cos θ sinχ)
]
(3.9)
f5 = sin
[
1
2
cos−1 (cosφ sin θ sinχ)
]
(3.10)
f6 = cos
[
1
2
cos−1 (cosφ sin θ sinχ)
]
(3.11)
f7 = sin
[
1
2
cos−1 (sinφ sin θ sinχ)
]
(3.12)
f8 = cos
[
1
2
cos−1 (sinφ sin θ sinχ)
]
. (3.13)
3.3 Models with 16-600 Equally Spaced Masses
The coordinate positions and functions associated with the 16, 24, 120 and 600 equally
spaced masses in the other lattices will not be presented explicitly here. They are con-
structed in a similar way to the cases discussed in detail above. Visual representations
of all of these structures are presented in reference [2], and the evolution of the initial
data found there will be studied in what follows.
– 10 –
Point (χ, θ, φ)
(i)
(
0, pi
2
, pi
2
)
(ii)
(
pi, pi
2
, pi
2
)
(iii)
(
pi
2
, 0, pi
2
)
(iv)
(
pi
2
, pi, pi
2
)
(v)
(
pi
2
, pi
2
, 0
)
(vi)
(
pi
2
, pi
2
, pi
)
(vii)
(
pi
2
, pi
2
, pi
2
)
(viii)
(
pi
2
, pi
2
, 3pi
2
)
Table 3. Coordinates (χ, θ, φ) of the positions of the masses on the background 3-sphere.
4 Curves With Local Rotational Symmetry
There are a number of curves within each of the lattices described in Sec. 3 about which
there exists an n-fold symmetry under a set of discrete rotations. What we mean by
this is that there exist curves along which there exists a space-like direction (the axis
of symmetry) that can be aligned with one of our orthonormal basis vectors, such that
all covariantly defined quantities that are picked out by the geometry, and that are
written in terms of an orthonormal tetrad that contains this vector, are invariant under
spatial rotations that leave this vector unchanged. That is, there exists a space-like
unit vector e1 such that under the transformation e˜1 = e1, e˜0 = e0 and
e˜2 = e2 cosφm − e3 sinφm (4.1)
e˜3 = e3 cosφm + e2 sinφm (4.2)
all covariantly defined quantities picked out by the geometry remain identical before
and after the transformation:
T a˜b˜c˜...
d˜e˜f˜ ...
= T abc...def.... (4.3)
where T is a tensor, and where indices with a tilde denote those corresponding to the
set of basis vectors after the rotation. Here φm denotes a set of angles that lie in the
interval (0, 2pi).
Examples of curves that display this type of symmetry, and that we will make use
of in the following sections, are the edges of cells, the curves that connect cell centres
through cell faces, and the curves that connect cell centres with vertices. These curves
are highlighted in Fig. 1 using the example of a cubic lattice cell. In each of these
cases the angles φm are given by
φm =
2pim
n
, (4.4)
where m = 1, . . . , n−1, and n is an integer. For the edges of the cells in the six lattices
discussed in Sec. 3 we have n = 3, 3, 4, 3, 3 and 5 for the 5-cell, 8-cell, 16-cell, 24-cell,
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Figure 1. An illustration of a cubic lattice cell. An example edge is highlighted in red,
an example curve that connects cell centres through the centre of a cell face is highlighted
in green, and an example curve that connects cell centres through a vertex is highlighted
in blue. Each of these curves exhibits manifest discrete rotational symmetries, due to the
symmetries of the cell, and the identical nature of all other cells.
120-cell and 600-cell, respectively. For the curves that connect cell centres, and that
pass through the centre of cell faces, we have n = 3, 4, 3, 3, 5, and 3, while for the
curves that connect cell centres with vertices we have n = 3, 3, 3, 4, 3 and 3. These
numbers can all be read off from the Schla¨fli symbols in Table 1.
We will now show that these discrete symmetries, which must exist because of the
regularity of our lattices, imply that there also exists a continuous rotational symmetry
about the same set of curves. To do this, let us first consider a vector at a point on
one of these curves, Tα. From Eq. (4.3) we then have that T2 = T2˜ and T3 = T3˜, or,
using Eqs. (4.1) and (4.2), that
(1− cosφm)T2 − sinφmT3 = 0
sinφmT2 − (1− cosφm)T3 = 0.
This is in fact a set of 2(n− 1) equations, which for n ≥ 2 admits as the only solution
T2 = T3 = 0. (4.5)
Therefore no space-like directions orthogonal to e1 can be picked out by any covariantly
defined vector, and we say that the spacetime is Locally Rotationally Symmetric (LRS)
about e1 along the curve we are considering. This should not be taken to imply that
the spacetime is LRS about every point, but rather that there exists a network of LRS
curves that permeate the spacetime.
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The consequences of symmetry under discrete rotations can also be demonstrated
for symmetric rank-2 tensors, Tαβ. We see that all components that contain a single
index that is 2 or 3 must vanish, for the same reason as the vector components above.
The remaining components are then given by T11, T22, T33 and T23. The requirements
that T2˜2˜ = T22, T3˜3˜ = T33 and T2˜3˜ = T23 then give
sin2 φmT22 = sin
2 φmT33 − 2 sinφm cosφmT23
sin2 φmT33 = sin
2 φmT22 + 2 sinφm cosφmT23
sinφm cosφmT33 = sinφm cosφmT22 − 2 sin2 φmT23.
For n ≥ 3 these equations give T23 = 0 and T22 = T33. This again shows that no space-
like directions orthogonal to e1 can be picked out, as expected for a point displaying
rotational symmetry around e1. For n = 2 we can appeal to Eq. (4.5), which implies
that rank-2 tensors have no fixed eigenvector direction. This means that eigenvectors
must be degenerate, and therefore that (T22−T33)2+4(T23)2 = 0, which gives the same
conditions as stated above.
These properties mean that the only non-zero kinematic and geometric quantities
in irrotational, geodesic vacuum spacetimes at LRS points are [26, 30, 31]
Θ, σ+, E+ and H+.
Moreover, the LRS symmetry implies (i) that e2 · ∇1e1 = e3 · ∇1e1 = 0, as ∇1e1 is a
covariantly defined vector picked out by the geometry, and the 2 and 3 components of
any such vector are already known to vanish, (ii) that the integral lines of e1 must be
shear-free, as any symmetric rank-2 tensor must have vanishing off-diagonal compo-
nents and T22 = T33, and (iii) that all covariantly defined scalars must have vanishing
frame derivatives in the 2 and 3 directions, as these derivatives are themselves vectors.
These results imply that (i) γ121 = 0 = γ
1
31, and (ii) γ
2
12 = γ
3
13 and γ
3
12 = γ
2
13, which
in turn imply that (i) a2− n13 = 0 = a3 + n12, and that (ii) n23 = 0 and n22 + n33 = 0.
As well as rotational symmetry, the cell faces that meet at the curves we have
been considering must also admit a reflection symmetry. This additional symmetry
means that skew symmetric rank-2 tensors, Sαβ, must vanish on these curves. This
can be seen by recognising that S12 = S13=0, from the arguments above, and that
by choosing e2 to lie in the symmetry plane we must have that all quantities remain
invariant under e3 → −e3. This gives
S23 = −S23 = 0, (4.6)
and so Sαβ = 0 for all α and β. In particular, this means (i) that the integral lines
of e1 must be irrotational, as vorticity is a skew symmetric tensor, and (ii) that e1
contracted with the curl of any covariantly defined vector must vanish, where curl is
defined here as
(curl V )α ≡ αβγeβ(Vγ). (4.7)
The second of these results follows from the first as the vanishing of the vorticity of e1
means that e[2(V3]) = e
ν
[2 e
µ
3] Vµ;ν = e
ν
2 e
µ
3 V[µ;ν]. These results mean that (i) γ
1
23 = 0,
and hence n11 = 0, and that (ii) e[2
(
σ3]1
)
= 0, which will be of use below.
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4.1 Evolution Equations of LRS Curves in Orthonormal Frame Variables
Under the restrictions described above it can be seen that Eq. (2.21) gives
H+ = 0, (4.8)
which results in Eqns. (2.12), (2.13) and (2.15) giving
e0(Θ) = −1
3
Θ2 − 2
3
(σ+)
2 (4.9)
e0(σ+) = −1
3
(2Θ− σ+)σ+ − E+ (4.10)
e0(E+) = −(Θ + σ+)E+, (4.11)
where we have used e[2(H3]1) = 0 in Eq. (4.11). By defining two new variables equal
to the Hubble expansion rates in the directions parallel and perpendicular to the LRS
curve, via
H|| ≡ θ11 = 1
3
Θ + σ11 =
1
3
(Θ− 2σ+) (4.12)
H⊥ ≡ θ22 = 1
3
Θ + σ22 =
1
3
(Θ + σ+), (4.13)
we find that these equations can be decoupled into
e0(H⊥) +H2⊥ = −
1
3
E+ (4.14)
e0(E+) + 3H⊥E+ = 0, (4.15)
and
e0(H||) +H2|| =
2
3
E+. (4.16)
Eqs. (4.14) and (4.15) are closely analogous to the Friedmann and energy conservation
equations of FLRW cosmology. This analogy is made all the stronger by the fact that
H⊥ and H|| are the rates of expansion in the directions perpendicular to, and parallel
with, the curves that exhibits local rotational symmetry (see e.g. [28]). We will explain
this further below.
4.2 Evolution of a LRS Curve
Let us consider the lattice models constructed in Section 3. If we rotate the lattice
until the curve that interests us has θ =constant and φ =constant, then the length of
that curve is given by
`(t) =
∫ χ2
χ1
√
gχχdχ, (4.17)
where χ1 and χ2 denote the values of the χ coordinate at its two ends.
To determine the evolution of `(t) requires knowledge of the evolution of gχχ
at every point along the curve, which is given by θχχ =
1
2
e0(gχχ). The relationship
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between θχχ and the corresponding expression in orthonormal frame components is
θχχ = gχχθ11. It then follows that θ11 =
1
2
e0(ln gχχ), which can be integrated to give
gχχ ∝ a2||, where a|| is defined implicitly by
θ11 ≡ e0(ln a||) =
a˙||
a||
, (4.18)
and where in the last expression we use an over-dot to denote a derivative in the
direction e0. The evolution of `(t) is then given by
`(t) =
∫ χ2
χ1
a||
√
(gχχ)0 dχ, (4.19)
where (gχχ)0 is the value of gχχ at the moment when a|| = 1. The variable a|| defined
in Eq. (4.18) is therefore the scale factor along the LRS curve.
The evolution of a|| is given by Eq. (4.16), which in the notation used in this
section is given by
a¨||
a||
=
2
3
E+, (4.20)
where over-dots denote partial derivatives with respect to t (the proper time along
integral curves of uµ). Eqs. (4.14) and (4.15) can similarly be written as
a¨⊥
a⊥
= −1
3
E+ (4.21)
and
E˙+ + 3
a˙⊥
a⊥
E+ = 0, (4.22)
where a⊥ is defined implicitly by θ22 ≡ e0(ln a⊥). Equation (4.22) can be integrated
to give E+ = (E+)0/a
3
⊥, where the subscript 0 again denotes that the quantity in
brackets is to be evaluated at the moment when a⊥ = 1. This shows that E+ evolves
as a function of a⊥ in the same way that the energy density of a pressure-less fluid
evolves with respect to the scale factor in FLRW cosmology.
Integrating Eq. (4.21) then gives
a˙2⊥
a2⊥
=
2
3
(E+)0
a3⊥
− k
a2⊥
, (4.23)
where k is a constant of integration. If we now exploit the invariance under rescaling of
a⊥ in Eqs. (4.21) and (4.22) then we can arrange that a˙⊥ = 0 when a⊥ = 1. Quantities
with subscript 0 now correspond to their value on the time-symmetric hypersurface
that we specified our initial data on, as we must have a˙⊥ = 0 at this time (because
Θ = σ+ = 0, and so θ22 = 0). In this case we have from Eq. (4.23) that k =
2
3
(E+)0.
In what follows we will assume that the scale invariance of a⊥ has been used to assign
this value to k. The form of the solutions to Eq. (4.23) then depends only on the sign
and magnitude of (E+)0.
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4.2.1 Evolution when (E+)0 = 0
When (E+)0 = 0, Eqs. (4.20) and (4.23) give
a|| = 1 (4.24)
a⊥ = 1, (4.25)
where we have used the fact that we must also have a˙|| = 0 when a⊥ = 1, and that the
invariance under rescaling of a|| in Eq. (4.20) can also be used to set a|| = 1 at this
time. The LRS curves do not therefore evolve at points where (E+)0 = 0, which in fact
corresponds to the condition that the geometry of spacetime at any such points must
be Riemann flat, and stay Riemann flat forever. These regions are therefore strongly
locally isometric with Minkowski space for all time.
4.2.2 Evolution when (E+)0 > 0
When (E+)0 > 0 the solution to Eq. (4.23) can be written in parametric form as
a⊥ = cos2 η (4.26)
t− t0 = 1√
2
3
(E+)0
(
η +
1
2
sin(2η)
)
, (4.27)
where −pi
2
< η < pi
2
, and where t0 is constant of integration, defined such that t = t0
on the time-symmetric hypersurface. We can now solve Eq. (4.20) to give the scale
factor along the LRS curves as
a|| =
1
2
(
3− cos2 η + 3η tan η) , (4.28)
where we have used a˙|| = 0 on the initial hypersurface, and where we have also used
the scale invariance to set a|| = 1 at that time. The functions in Eqs. (4.26)-(4.28) are
shown graphically in Fig. 2.
4.2.3 Evolution when (E+)0 < 0
Similarly, when (E+)0 < 0 the solutions to Eqs. (4.23) and (4.20) can be written as
a⊥ = cosh
2 η (4.29)
a|| =
1
2
(
3− cosh2 η − 3η tanh η) (4.30)
where
t− t0 = 1√
−2
3
(E+)0
(
η +
1
2
sinh(2η)
)
, (4.31)
and where t0 is again a constant of integration that has been defined such that t = t0
on the time-symmetric hypersurface. The functions in Eqs. (4.29)-(4.31) are shown
graphically in Fig. 3.
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Figure 2. The scale factors a⊥(t) (dotted black line) and a||(t) (solid red line), when
(E+)0 > 0.
5 Evolution of the Edge Lengths
5.1 Evolution of E+
The first step in performing the integral in Eq. (4.19) is to calculate (E+)0 as a function
of position along the edge. We will use the coordinate χ to denote positions along the
edge, and will obtain an expression for (E+)0 as a function of χ by using Eqs. (2.37),
(2.38) and (2.39). The profiles for the six lattices that we introduced in Section 3
are shown graphically in Figs. 4 and 5. Here we have taken each mass, in each of
the lattices, to take an identical value, m. The quantities χ1 and χ2 in these plots
correspond to the coordinate positions of the vertices at the ends of the edges, as in
Eq. (4.19).
It can be seen from Figs. 4 and 5 that as the number of masses is increased, the
amplitude of (E+)0/m
−2 decreases. It can also be seen that there are two qualitatively
different profiles possible (which is the reason we have presented the profiles of these
six lattices on two plots, rather than one). In Fig. 4 we have displayed the results for
the 5, 8 and the 120-cell models. In each of these cases we can see that while (E+)0 = 0
at the ends of the edges, the gradient of this quantity is non-zero at these points. In
contrast, the results for the 16, 24 and 600-cell models that are shown in Fig. 5 have
both (E+)0 = 0 and a zero first derivative of this quantity at the ends of each edge.
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Figure 3. The scale factors a⊥(t) (dotted black line) and a||(t) (solid red line), when
(E+)0 < 0.
The reason for this different behaviour can be deduced from the vertex figures
listed in Table 1, and is due to the way edges meet at the vertices in the different
lattices. If two edges are contiguous (i.e. meet end-to-end, so that they form one
continuous smooth curve), then the profile of (E+)0 along each edge must have zero
first derivative at the ends of the edge in order for the geometry to be smooth, and for
there to be mirror symmetry about the vertex. This is the case for the lattices in Fig.
5. If the edges are not contiguous (i.e. if the curve that is the extension of an edge
does not overlap with the edge of a neighbouring cell) then the first derivative does
not have to vanish, as the value of (E+)0 can change sign as one passes through the
vertex. This is the case for the lattices in Fig. 4. Later on, we will find that these two
different types of profiles have significant consequences for the evolution of the edge
lengths as a whole.
In Figs. 6a-8b we plot the evolution of E+ along the full length of an edge, in
each of our lattices. In these plots the regions in which a|| < 0 have been excluded.
For E+ 6= 0 it is the case that a|| = 0 occurs at finite time. This does not, however,
correspond to a curvature singularity, as it can be seen from Eqs. (4.21) and (4.22)
that when E+ < 0 (as is the case at all points along any edge) we have a¨⊥ > 0.
This means that a⊥ is always expanding as one evolves away from the time-symmetric
initial surface. If a˙⊥ > 0 this can then be seen to imply that E˙+/E+ < 0, and so the
magnitude of E+ is only ever decreasing. As E+ is the only independent part of the
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Figure 4. The value of (E+)0 along an edge, in units of m
−2. The lower curve (red) is for
the 5-cell, the middle curve (orange) is for the 8-cell, and the upper curve (blue) is for the
120-cell.
Riemann curvature that is non-zero, this means that the spacetime curvature must
remain finite for all time along every point along every edge. The points where a|| = 0
do not therefore correspond to curvature singularities, but only to conjugate points
in the flow of uµ. These constitute caustics in the congruence of time-like curves we
are considering, and are somewhat similar to the shell-crossings that can occur in the
Lemaˆıtre-Tolman-Bondi solutions (see e.g. [32]).
It can be seen from Figs. 6a-8b that the form of the profile of E+ as a function
of χ maintains its shape as the evolution proceeds, and that it is only the magnitude
of E+ that decreases as a⊥ increases. This behaviour is expected from the evolution
equations (4.20)-(4.22), as each point along every edge can be seen to evolve in a similar
way, and (once the constraint equations have been satisfied) in a way that is essentially
independent of any other point. The excluded regions in the 5, 8 and 120-cell models
appear to occupy a larger fraction of the edge length than in the 12, 24 and 600-cells.
The reason for this is due to the different functional forms of (E+)0 in Figs. 4 and
5: The former has more points where the magnitude of E+ is initially relatively large,
while the latter case have more points where the magnitude of E+ is initially relatively
small. Points where E+ is large collapse faster in the direction parallel to the edge,
and become excluded at earlier times.
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Figure 5. The same quantity shown in Fig. 4, but now the lower curve (yellow) is for the
16-cell, the middle curve (green) is for the 24-cell, and the upper curve (purple) is for the
600-cell.
5.2 Evolution of `(t)
In performing the integral in Eq. (4.19) we must integrate along the entire edge of
each cell. Before any of the points along the edge reach a|| = 0 this corresponds to a
simple integral from χ1 to χ2. After some of the points have reached a|| = 0, however,
a little more care is required. At the moment when a|| = 0 we have that what were
two neighbouring time-like geodesic curves are now no longer space-like separated at
all, and can therefore (for the purposes of our integral) be identified. The picture
that results is illustrated in Fig. 9. The coordinate separation of the vertices that
demarcate the ends of the edge is decreased as the excluded region is excised, and the
relevant points identified. At this stage the integral in Eq. (4.19) is then evaluated
over the values of χ that have not yet been excluded.
The results of these considerations for the finite length of an edge in each of our
six lattices is displayed graphically in Fig. 10. In presenting these data we have chosen
to rescale the length of each edge by the length of a similar curve at the maximum of
expansion in a closed Robertson-Walker geometry that contains the same total “proper
mass”. A similar curve here is chosen as a curve that subtends the same angle on a
hypersurface of constant time, and the proper mass is the mass that an observer who
is arbitrarily close to one of the point-like objects would infer on the time-symmetric
hypersurface (see Ref. [2] for details). Time in this plot is presented in units of the
total proper mass in the spacetime. That is, in units of n×m, where n is the number
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(a) E+ along an edge in the 5-cell.
(b) E+ along an edge in the 8-cell.
Figure 6. Spacetime diagrams of the value of E+ along the edge of each of our lattice cells.
Excluded regions, above the black line, have passed the point at which a|| = 0.
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(a) E+ along an edge in the 16-cell.
(b) E+ along an edge in the 24-cell.
Figure 7. Spacetime diagrams of the value of E+ along the edge of each of our lattice cells.
Excluded regions, above the black line, have passed the point at which a|| = 0.
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(a) E+ along an edge in the 120-cell.
(b) E+ along an edge in the 600-cell.
Figure 8. Spacetime diagrams of the value of E+ along the edge of each of our lattice cells.
Excluded regions, above the black line, have passed the point at which a|| = 0.
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Figure 9. A pictorial representation of the identification of the edges of the excluded region
(the region above the curved line in the image on left) to form a continuous evolution of the
cell edge (image on the right).
of cells in the lattice, and m is the mass at the centre of each cell. These units allow
us to present the evolution of the edge of a cell in each of our lattices in such a way
that they can all be compared to a single FLRW curve that contains the same total
proper mass (the dotted black line in Fig. 10).
Several interesting features are apparent in Fig. 10. Firstly, we can recover the
results found in Ref. [2] for the difference in scale of these lattice models compared to
FLRW solutions. These numbers are presented in Table 4, below2. It is apparent that
as the number of masses is increased the scale of these models at the time-symmetric
hypersurface appears to approach the FLRW value at the maximum of expansion. This
pattern can be extended to a smooth limit when considering arbitrarily large numbers
of masses, as long as they obey a suitable criterion for being evenly distributed [33].
It is also apparent that in the vicinity of the maximum of expansion the evolution of
these edge lengths looks very similar to that of a spatially closed FLRW model. This
agrees with the findings of the numerical study of the evolution of the 8-cell performed
in [11].
Away from the maximum of expansion, however, the evolution of the edge lengths
is widely different from the corresponding spatially closed FLRW model. There are a
number of reasons for this behaviour. Firstly, the evolution of the scale factor a|| obeys
Eq. (4.20), which is not the same as the acceleration equation from FLRW cosmology
(as can be seen from Fig. 3). As the evolution of the edge progresses, the curves
that show the evolution of the edge in Fig. 10 start to flatten in a similar way to the
behaviour of a|| in Fig. 3. This behaviour is expected as the edge lengths and a|| are
related through Eq. (4.19).
What is perhaps less expected is that the second derivative of `(t) changes sign
during the evolution. This behaviour is not possible for the scale factor a||(t), and is
due to the points with a|| ≤ 0 being excluded from the integral in Eq. (4.19). As
2This corrects an error in [2] for the scale of the 8-cell.
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Figure 10. The edge length of the six lattices, calculated using Eq. (4.17), and excluding
from the integral points with a|| = 0. The six solid lines denote, from top to bottom at
t = 0, the 5-cell (red), the 8-cell (orange), the 24-cell (green), the 16-cell (yellow), the 120-
cell (blue) and the 600-cell (purple). The edge lengths presented here have been normalised
by the length they would have in a spatially closed FLRW universe with the same proper
mass at t = 0 (see [2]). Time is presented in units of the total mass in the lattice (that is, the
size of the mass in each cell, m, multiplied by the number of cells, n). The dotted (black) line
is a spatially closed FLRW solution with the same total proper mass as each of the lattice
models, and is presented for comparison. The yellow and green curves are almost completely
indistinguishable by eye in this plot.
already discussed above, we have seen that it is not possible for a curvature singularity
to develop at any point along the edge of a cell. Instead, what appears to be happening
at late times is that the geometry along the edge is becoming more and more dominated
by the regions of Minkowski space that exist near the vertices, as all other parts of
the edge collapse to a|| = 0. The expected behaviour in this case is that `(t) should
flatten out, which is exactly what is observed at late times in Fig. 10. The edges then
collapse to ` = 0 in the limit as t→∞.
Once again, the different forms of the initial spatial profile of E+ have a discernible
effect on the behaviour of the lattice edges. The three lattices that have a non-zero
first derivative of E+ at the ends of their edges all collapse to ` ∼ 0 relatively quickly.
This fits well into our picture with Minkowski-like regions in the vicinity of the vertices
dominating the dynamics at late times. In the case of these three lattices the extent of
the spacetime in the vicinity of the vertices that is close to the geometry of Minkowski
space is smaller than in the other three lattices, and therefore the collapse occurs more
quickly. For the remaining three lattice, that have a vanishing first derivative of E+ at
the ends of the cell edges, the value of `(t) can be seen to coast at a larger value for a
longer time.
Interestingly, the value of `/`FLRW at which the coasting occurs does not decrease
as the number of cells increases. In fact, the curves corresponding to the 16 and
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Lattice `
`FLRW
∣∣∣
t=0
5−cell 1.360
8−cell 1.248
16−cell 1.097
24−cell 1.099
120−cell 1.034
600−cell 1.002
Table 4. The fractional difference in scale between an edge length in each of the lattices, and
in a FLRW solution with the same total proper mass, at t = 0.
24-cell lattices are almost indistinguishable (as was already known to be the case for
their value at t = 0 [2]). The curve corresponding to the 600-cell in Fig. 10 can be
seen to collapse the most slowly of all the lattices. This can be understood from Fig.
8b, as it can be seen that in the 600-cell the region in which E+ ∼ 0 extends much
further away from the ends of the edge than is the case in any of the other lattices.
The Minkowski-like regions near the vertices are therefore even more dominant in this
lattice. Although we have few data points, this behaviour displays what appears to be
an interesting lack of convergence with FLRW behaviour as the number of cells in the
lattice is increased, at least in presence of the symmetries considered here.
5.3 Hubble Rates and Deceleration Parameters
The curves displayed in Fig. 10 can be used to calculate the effective Hubble rates and
deceleration parameters associated with the cell edges in our lattice models. These
quantities are defined, respectively, as
H` ≡
˙`
`
, (5.1)
and
q` ≡ −
¨``
˙`2
. (5.2)
These definitions are made in analogy with the usual quantities that are considered in
FLRW cosmology, and the results of calculating them in our lattice models is displayed
in Figs. 11 and 12. Also displayed in these figures, for reference, is the Hubble rate
and deceleration of the spatially closed FLRW solution plotted in Fig. 10.
A number of interesting types of behaviour can be observed in Figs. 11 and 12.
Firstly, it can be seen that there is a kink in the Hubble rate displayed in Fig. 11. In
each case this kink occurs at the moment when a⊥ first reaches zero at the middle of the
edge. The behaviour of the evolution then changes, as might be expected. The effect
of this kink on the deceleration parameter is readily apparent in Fig. 12 as a sudden
change in q`. Before this point the value of q` appears to behave in a qualitatively
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Figure 11. The Hubble expansion rate of the edges of the cells, as defined in Eq. (5.1).
From highest to lowest at early times, the six solid lines correspond to the 5-cell (red), the
8-cell (orange), the 16 and 24-cells (yellow and green), and the 120 and 600-cells (blue and
purple). The dotted line is the curve associated with a spatially closed FLRW solution with
the same total proper mass. Units of time are again taken to be the total proper mass in the
spacetime.
Figure 12. The deceleration parameter associated with the expansion rate of the edges of
the cells, as defined in Eq. (5.2). From highest to lowest at early times, the six solid lines
correspond to the 5-cell (red), the 8-cell (orange), the 16 and 24-cells (yellow and green),
the 120-cell (blue), and the 600-cell (purple). The dotted line is the curve associated with
a spatially closed FLRW solution with the same total proper mass, and time is displayed in
units of total proper mass.
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similar fashion to the FLRW curve. After the kink the behaviour of q` is very different,
becoming negative, and eventually settling down to a very nearly constant value.
The negative values of q` in Fig. 12 correspond to acceleration of the length of the
edge, a phenomenon that usually requires exotic matter content in FLRW cosmology,
and that is posited to have occurred in both the early and late Universe. Here the
acceleration does not require any exotic matter, however, and is a consequence of the
vacuum dynamics of the solutions to Einstein’s equations only. The three lattices with
non-contiguous edges all approach the same value of q` ' −3/2 at late times. This
corresponds to near power-law evolution, with ` ∝ t−2. In contrast, the 16 and 24-
cell models both approach a value of q` ' −2 at late-times, while the 600-cell model
approaches q` ' −3. This corresponds to power-law evolution of the form ` ∝ t−1 and
` ∝ t− 12 , respectively. In a spatially flat FLRW solution such behaviour would be taken
to correspond to a “phantom fluid”, with p < −ρ.
In Fig. 11 it can be seen that at early times, near the time-symmetric hyper-
surface, there appears to be some convergence towards the FLRW Hubble rate as the
number of cells in the lattice is increased. This convergence is short lived, however, as
even the 120 and 600-cell models start to diverge from the FLRW behaviour at rela-
tively early times. The locations of the kinks do not vary in an easily predictable way
as the number of cells is increased, either in terms of the time at which they occur, or
at their value of H`. The three lattices with non-contiguous edges do, however, appear
to follow a simple pattern, occurring at earlier times and lower H` as the number of
masses is increased.
Finally, there seems to be little or no noticeable convergence to FLRW behaviour
in the values of q` for our six lattices. That is, although the shape of each curve in Fig.
12 appears to initially be similar to the FLRW curve, the precise positions of these
curves does not seem to approach the value of the FLRW curve in any obvious way as
the number of cells is increased. Similarly, the behaviour after the occurrence of the
kinks does not seem to follow a simple pattern as the number of masses is increased.
6 Evolution of the Distance Between Horizons
6.1 Position of the Horizons
Methods for locating the positions of black hole horizons are discussed in some detail
in Chapter 7 of [34]. The positions of the horizons will be estimated here by looking
for the initial position of the compact orientable 2-surfaces that are Marginally Outer
Trapped Surfaces (MOTS), and then following the evolution of these surfaces at the
points where they intersect with our LRS curves. These surfaces initially have future
directed outward null normals, kµ, with vanishing expansion, kµ;µ = 0, and hence are
non-expanding horizons [35]. If we align e µ1 with the space-like direction normal to
the horizon, then the vanishing expansion gives
e0µ;νg
µν + e1µ;νg
µν = 0. (6.1)
The first term in this equation is the trace of the extrinsic curvature of the initial
hypersurface, which vanishes due to time symmetry. The second term is the expansion
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of e µ1 (since u˙
µ = 0), and so we have that the MOTS are minimal surfaces in the
time-symmetric hypersurface [16].
The initial positions of these horizons were estimated in [2], by rotating the lattice
until one of the masses appears at χ = 0, and then looking for the sphere of constant
χ that is centred around this point and has the minimal surface area. Here, however,
we need to be more accurate, so we proceed by recognising that the MOTS are totally
geodesic. That this is true can be seen from Raychaudhuri’s equation applied to kµ,
which gives
LkΘ˜ = −1
2
Θ˜2 − σ˜µν σ˜µν + ω˜µνω˜µν −Rµνkµkν , (6.2)
where Θ˜, σ˜µν and ω˜µν denote the expansion, shear and vorticity of the null geodesics to
which kµ is tangent. We have ω˜µν = 0 as these null geodesics are surface forming, and
Rµν = 0 as our spacetime is vacuum. The conditions that the generators of the horizon
have vanishing expansion and are initially null then gives Θ˜ = 0 and LkΘ˜|t=0 = 0. From
Eq. (6.2) we then have that σ˜µν σ˜µν |t=0 = 0, which implies that σ˜µν |t=0 = 0. As the
shear and expansion of uµ are initially zero, i.e. σµν |t=0 = 0 = Θ|t=0, this is sufficient to
prove the MOTS on the time-symmetric hypersurface are extrinsically flat, and hence
are totally geodesic with indeterminate lines of curvature [36].
It is known that any n-dimensional space that admits an (n-1)-dimensional surface
with indeterminate lines of curvature, and that has constant mean curvature, has a
Ricci principal direction that coincides with the normal to that surface, at all points
on that surface [36]. From Eq. (2.37) it can then be seen that the space-like normal to
the intersection of the MOTS with the initial hypersurface, e µ1 , is a principal direction
of Eαβ. This means that in an orthonormal tetrad that contains e
µ
1 we have E12 =
E13 = 0 at all points on the horizon. It can then be seen from Eq. (2.25) that we have
e1(E
11) =
3
2
θ1E
11 + n23
(
E33 − E22
)
, (6.3)
where θ1 = e1µ;νh
µν = 2a1 is the expansion of e
µ
1 in the space-like direction along
which it points.
If we now recall that on MOTS the tangent vector along an outgoing null geodesic
satisfies kµ;µ = 0, and that u
µ
;µ = 0 on our intial hypersurface, then the location of the
horizon at LRS points can be seen to be given by
e1(E
11) = 0. (6.4)
That is, the initial position of the horizons are at local extrema of E11 along any
outgoing LRS null curve.
To find the position of the horizon along our LRS curves at later times we can
again make use of Eq. (6.2). If kµ in this equation are the set of outward directed null
curves that pass through the MOTS on the time-symmetric initial hypersurface, then
at t = 0 we have
Θ˜|t=0 = 0. (6.5)
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Figure 13. The value of (E+)0 along a curve that connects cell centres and passes through
the centre of a face, in units of m−2. At the mid-point the upper curve (red) corresponds
to the 5-cell, and then in descending order are the 8-cell (orange), the 16-cell (yellow), the
24-cell (green), the 120-cell (blue), and the 600-cell (purple).
Now consider these null geodesics to lie within a neighbourhood of a set of space-like
LRS curves. We then have σ˜µν = 0 = ω˜µν , and Eq. (6.2) becomes
LkΘ˜ + 1
2
Θ˜2 = 0. (6.6)
This equation is to be solved with the initial condition Θ˜ = 0, which admits as its
only solution Θ˜ = 0 along the entire flow of kµ. This means that every point along
an outgoing null geodesic that passes through the horizon at the initial time, and
is directed along a LRS curve, has the property Θ˜ = 0, and is therefore part of a
marginally trapped surface.
These results allow us to locate the positions of the MOTS along any LRS curve
throughout the entire evolution of the spacetime by simply propagating out a null
geodesic from the initial point specified by Eq. (6.4). That is, these curves are gener-
ators of the horizon.
6.2 Curves Through Cell Faces
As in the discussion of the evolution of cell edges presented in Sec. 5, let us first consider
the evolution of E+, which acts as a source in Eqs. (4.20) and (4.21). The initial profile
of E+ along the LRS curves that connect horizons, and that pass through the centres
of cell faces, are shown in Fig. 13. The coordinate position χ1 and χ2 correspond to
the locations of the centres of two neighbouring cells, when the lattice has been rotated
so that the curve that connects two cell centres through a cell face has θ =constant
and φ =constant.
Unlike in Figs. 4 and 5, the form of each of these curves, for each of our six
lattices, look similar. All curves dip towards E+ = 0 at the cell centres, and each
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(a) E+ between horizons in the 5-cell.
(b) E+ between horizons in the 8-cell.
Figure 14. Spacetime diagrams of E+ along a curve that connects horizons, and that passes
through the centre of a cell face. Excluded regions, above the black line, have passed the
point at which a curvature singularity has formed. The dotted lines show the positions of the
horizons. Red areas denote regions at or above the upper limit on the accompanying scale.
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(a) E+ between horizons in the 16-cell.
(b) E+ between horizons in the 24-cell.
Figure 15. Spacetime diagrams of E+ along a curve that connects horizons, and that passes
through the centre of a cell face. Excluded regions, above the black line, have passed the
point at which a curvature singularity has formed. The dotted lines show the positions of the
horizons. Red areas denote regions at or above the upper limit on the accompanying scale.
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(a) E+ between horizons in the 120-cell.
(b) E+ between horizons in the 600-cell.
Figure 16. Spacetime diagrams of E+ along a curve that connects horizons, and that passes
through the centre of a cell face. Excluded regions, above the black line, have passed the
point at which a curvature singularity has formed. The dotted lines show the positions of the
horizons. Red areas denote regions at or above the upper limit on the accompanying scale.
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Figure 17. The distance between horizons in the six lattices, calculated along a curve that
passes through a cell face using Eq. (4.17). The six solid lines denote, from top to bottom at
t = 0, the 5-cell (red), the 8-cell (orange), the 16-cell (yellow), the 24-cell (green), the 120-cell
(blue), and the 600-cell (purple). The distances presented here have been normalised by the
length of a curve at t = 0 in a spatially closed FLRW universe with the same proper mass
that initially subtends the same angle on the hypersphere. As in Fig. 10, time is presented
here in units of the total mass in the lattice. The dotted (black) line is a spatially closed
FLRW solution, for comparison.
has a local minimum at the location of the cell face, and a local maximum somewhere
between the cell face and the cell centre. From the discussion in Sec. 6.1 it is apparent
that the initial position of the horizon around each mass is located at the maxima of
the curves displayed in Fig. 13. The particular numerical values of χ at the location
of the horizons, determined in this way, is in good agreement with the estimates made
in [2].
The evolution of E+ along the u
µ that are geodesic and initially normal to our
time-symmetric initial hypersurface are shown in Figs. 14a-16b. Superimposed on
each of these plots is the position of the horizons, as determined using the method
outlined in Sec. 6.1. In each case we choose to stop the evolution when the horizons
of neighbouring cells merge, or when the spacetime becomes singular at the location
of the horizon. Such singularities will eventually occur at all points along the curves
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Lattice `
`FLRW
∣∣∣
t=0
tdivergence
n×m
5−cell 1.761 −
8−cell 1.648 0.601
16−cell 1.597 0.396
24−cell 1.441 0.425
120−cell 1.210 0.255
600−cell 1.128 0.052
Table 5. The fractional difference in scale between the horizon separation distance in each
of the lattices and in a FLRW solution with the same total proper mass at t = 0, and the
time at which the horizon separation distance diverges.
we are considering, except at the cell centres. This can be seen from Eqs. (4.21) and
(4.22), as for positive E+ it is the case that a⊥ will always collapse to zero in finite
time, at which point E+ diverges. The cell centres are exempt from this behaviour as
at these locations we have E+ = 0 for all time, and they are hence locally Riemann
flat.
The evolution of E+ in the 5-cell, displayed in Fig. 14a, can be seen to be an
anomalous case as it is the only lattice in which the horizons merge. In all other
lattices the spacetime in the vicinity of the horizon becomes singular before this can
occur. We note that this does not preclude the possibility of the formation of a second
horizon that encompasses both masses as the evolution proceeds, only that the two
inner horizons never seem to merge. The 5-cell is also anomalous as it is the only
case in which no point in the spacetime becomes singular before we stop the evolution
(although it can be seen that E+ is starting to become large in some places).
The corresponding evolution of the proper distance between horizons is calculated
using Eq. (4.19), and is displayed graphically in Fig. 17. The length of the curve that
connects the horizons has, in this case, been scaled by the length of a curve in a spatially
closed FLRW solution with the same total proper mass that initially subtends the same
angle on the hypersphere (we note that because of the motion of the horizons, in terms
of the spatial coordinate χ, the angle subtended by this curve in the lattice models
does not stay constant, as it does in FLRW). The units of time in this figure have
again been chosen to be the total proper mass of the lattice, in order that all lattices
can be compared to a single FLRW solution.
It can be seen that the curve corresponding to the 5-cell in Fig. 17 does not
diverge at finite time. This is due to the horizons merging in this case. Conversely,
the divergence of the horizon distance in the 8, 16, 24, 120 and the 600-cell models
is a consequence of the geometry becoming singular in the vicinity of the horizons.
When this occurs, a⊥ → 0 and a|| →∞. It is the divergence of the scale factor in the
direction along the curve that causes the proper distance of the entire curve to blow
up. The precise time at which these divergences occur is displayed in Table 5, along
with the scale of the curve as a fraction of its FLRW value at t = 0.
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We note that these results appear to be in agreement with the numerical results
found for the 8-cell by Bentivegna and Korzyn´ski in [11]. As is the case in their
numerical study, we also find that the evolution of the horizon separation distance at
t = 0 has a non-zero first derivative, which we attribute to the cause identified in [11]:
that there are two marginally trapped surfaces in the full evolution of the spacetime,
whose trajectories intersect each other at the moment of time symmetry. Our results
extend this conclusion to the other regular lattices displayed in Fig. 17.
As for the edge lengths calculated in Sec. 5, it can be seen that FLRW behaviour
is again not always approached as the number of masses in the lattice becomes large.
This is particularly true of the time at which the horizon separation distance diverges,
which decreases (as a fraction of the age of the corresponding FLRW solution) as the
number of masses is increased. This suggests that the big crunch is reached by the
spacetime in the vicinity of black holes much faster if the matter in the universe is
split up into a larger number of particles. Finally, we note that while the behaviour of
the horizon separation distance is similar in the cases of the 16 and 24-cell lattices, it
is not as close as in the evolution of the edge lengths.
6.3 Curves Through Cell Corners
As well as considering the length of curves that connect horizons and that pass through
cell centres, as was done in Sec. 6.2, we can also consider the evolution of a curve that
passes through a cell centre and that extends through a vertex of the same cell. Such
curves can be used to determine the distance between the horizon and a vertex, and
will be referred to as “diagonals” in what follows. These curves exhibit local rotational
symmetry, in the same way as the curves considered in Sec. 6.2, and so can be described
using the same basic equations. Again we rotate so that the curves in which we are
interested are at constant θ and φ. Here we label the cell centre as being at χ1, and
the vertex in which we are interested as being at χ2.
As before, E+ acts as a source term in Eqs. (4.20) and (4.21), and is hence of great
importance for the evolution of the length of the diagonals. We plot the initial profile
of E+ along a diagonal in Figs. 18 and 19. The former of these shows the curves
that have a non-zero gradient at the vertex, while the latter shows those that have
a vanishing gradient at the vertex. These two cases correspond to two qualitatively
different profiles, as was the case along the edges described in Sec. 5. The magnitude
of E+ at its maximum in Figs. 18 and 19 can be seen to be similar to the magnitude
of the maximum in Fig. 13, along the curves that connect the horizons through the
centre of a cell face.
The reason for the non-zero gradients in the cases of the 5, 8 and the 120-cell
models is that the extension of the diagonal out of the cell we are considering corre-
sponds to an edge that is shared by neighbouring cells. As the value of E+ is known
to be negative along an edge in these lattices, and to have non-zero gradients at the
ends of the edge, they must also have non-zero gradients in Fig. 18. For the 16, 24 and
the 600-cell models, however, the extension of the diagonal out of the initial cell cor-
responds to a diagonal in a neighbouring cell. Because of this we must have symmetry
about the vertex, and hence a vanishing first derivative. The consequences of these
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Figure 18. The value of (E+)0 along a curve that connects a cell centre at χ1 to a vertex at
χ2. At their peak values, from the left to right, these curves correspond to the 120-cell (blue),
the 8-cell (orange), and the 5-cell (red). Each of these curves has non-zero first derivative at
χ2.
different profiles for the evolution of the diagonals will become clear in what follow,
but we can already note that the area of low curvature around the vertex is large if
the derivative of E+ is zero at that vertex.
The evolution of E+ along the diagonals is shown in Figs. 20a-22b. As with the
profiles displayed in Figs. 14a-16b, we find here that curvature singularities develop at
finite times. Unlike the case of the curves that connect horizons by passing through the
centre of a face, however, it can be seen that along a diagonal the horizon will always
leave the cell before it encounters a singularity. In the cases of the 16, 24 and 600-cell
models this corresponds to the horizons of neighbouring masses merging before the
final singularity. This behaviour can be understood by recognising that the spacetime
in the vicinity of a vertex has very low curvature in every lattice. This is not the case
for the regions around the centres of cell faces. The lower curvature means that the
final singularity is arrived at after a much larger interval of time, and so the horizon
has more time to make its way to the edge of the cell.
The consequences of this behaviour for the proper length of the diagonal, as
measured from the horizon to the vertex, is shown in Fig. 23. Here we plot the
separation of the horizon and the vertex as a fraction of the initial length of a curve
in a spatially closed FLRW cosmology that initially subtends the same angle at the
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Figure 19. The value of (E+)0 along a curve that connects a cell centre at χ1 to a vertex
at χ2. At their peak values, from the left to right, these curves correspond to the 600-cell
(purple), the 24-cell (green), and the 16-cell (yellow). Each of these curves has vanishing first
derivative at χ2.
centre of the hypersphere. Some similarities with Fig. 17 are apparent at early times,
with the gradients of the curves corresponding to the six lattices initially having non-
zero gradient. The precise lengths of the these curves at t = 0 are, however, different,
and are displayed for reference in Table 6, along with the time at which the horizons
meet the vertices. It is interesting to note that the time at which the distance between
the horizon and the vertex begins to decrease rapidly is also approximately the time
at which these curves cross the FLRW curve. The FLRW solution therefore appears
to give a good estimate for the time at which the behaviour of the lattice solutions
changes, even if it does not give a very good approximation to the functional form of
the evolution of the diagonal itself.
7 Discussion
A key assumption in standard cosmological modelling is that of the homogeneity of
the Universe. The evidence for the acceleration of the Universe at late times, for
example, is almost all obtained by interpreting the observational data within models
that assume spatial homogeneity and isotropy from the outset. The fact that this
acceleration implies the existence of exotic matter fields, or modifications to gravity, is,
– 38 –
(a) E+ along a diagonal in the 5-cell.
(b) E+ along a diagonal in the 8-cell.
Figure 20. Spacetime diagrams of the value of E+ along a curve that connects the centre
of a cell and a vertex, in each of the six lattices. Excluded regions, above the black line,
have passed the point at which a curvature singularity has formed. The dotted lines show
the position of the horizon. Red areas denote regions at or above the upper limit on the
accompanying scale.
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(a) E+ along a diagonal in the 16-cell.
(b) E+ along a diagonal in the 24-cell.
Figure 21. Spacetime diagrams of the value of E+ along a curve that connects the centre
of a cell and a vertex, in each of the six lattices. Excluded regions, above the black line,
have passed the point at which a curvature singularity has formed. The dotted lines show
the position of the horizon. Red areas denote regions at or above the upper limit on the
accompanying scale.
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(a) E+ along a diagonal in the 120-cell.
(b) E+ along a diagonal in the 600-cell.
Figure 22. Spacetime diagrams of the value of E+ along a curve that connects the centre
of a cell and a vertex, in each of the six lattices. Excluded regions, above the black line,
have passed the point at which a curvature singularity has formed. The dotted lines show
the position of the horizon. Red areas denote regions at or above the upper limit on the
accompanying scale.
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Figure 23. The distance between the horizon and a vertex in the six lattices, calculated
along a curve that passes through the centre of the cell. The six solid lines denote, from
top to bottom at t = 0, the 5-cell (red), the 8-cell (orange), the 24-cell (green), the 16-cell
(yellow), the 120-cell (blue), and the 600-cell (purple). The distances presented here have
been normalised by the length of a curve at t = 0 in a spatially closed FLRW universe with
the same total proper mass that initially subtends the same angle on the hypersphere. Time
is in units of the total mass in the lattice, and the dotted (black) line is the evolution of
the scale factor in a spatially closed FLRW solution with the same total proper mass, for
comparison.
however, itself a very surprising result, and therefore calls for the careful consideration
of relaxing or ignoring the assumption of homogeneity. This same goal is also called
for by the advent of precision cosmology. With these motivations, a great deal of effort
has gone into studying the various aspects of this question in recent years [37–46].
Given the enormous complexity of the observed inhomogeneities of the Universe,
a useful methodology is to proceed in a step-by-step approach. With this in mind, we
have made a detailed study of the exact evolution of a set of cosmological models with
discretized matter content. A central tool in our approach has been the employment
of symmetries in and about submanifolds of spacetimes that themselves possess no
continuous global symmetries. The existence of local rotational symmetry about some
curves in the spacetime has allowed us to investigate the evolution of these models
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Lattice `
`FLRW
∣∣∣
t=0
tcollapse
n×m
5−cell 1.579 0.724
8−cell 1.515 0.691
16−cell 1.309 0.723
24−cell 1.311 0.636
120−cell 1.175 0.445
600−cell 1.045 0.234
Table 6. The fractional difference in scale between the length of a diagonal in each of the
lattices and in a FLRW solution with the same total proper mass at t = 0, and the time at
which the length of the diagonal vanishes.
by studying the spacetime in their vicinity. Such curves include the edges of the cells
that constitute the lattices that we use to build our models, as well as the curves that
connect neighbouring masses.
We find that this approach is sufficient to allow us to determine a number of
interesting features in the evolution of these models. In particular, we find that while
cell vertices and edges remain non-singular throughout the entire evolution of the Uni-
verse, other points collapse to anisotropic singularities in finite time, with the regions
interior to the MOTS of black holes collapsing first, and with the spacetime in the
vicinity of these surfaces often becoming singular before the horizons of neighbouring
particles are allowed to merge. Thus, while these models possess regions that behave
in a very Friedmann-like way, they also have regions whose evolution deviates radically
from that normally found in FLRW models. In particular, we find that accelerating
expansion of cell edges is possible without any violation of the energy conditions, and
that we can even have acceleration that would normally require a phantom-like fluid
in FLRW cosmology.
In addition to demonstrating the variety of modes of behaviour that are possible in
different regions of the discrete models considered here, one of the important features
of this approach is that it allows their evolution to be studied throughout their entire
history. This is far beyond what has so far been possible using any other methods.
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