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Abstract. We introduce an algebra which describes the multiplication structure of a family
of q-series containing a q-analogue of multiple zeta values. The double shuffle relations are
formulated in our framework. They contain a q-analogue of Hoffman’s identity for multiple
zeta values. We also discuss the dimension of the space spanned by the linear relations
realized in our algebra.
Key words: multiple harmonic series; q-analogue
2010 Mathematics Subject Classification: 11M32; 33E20
1 Introduction
In this article we introduce an algebra to formalize the multiplication structure of a q-analogue
of multiple zeta values.
An admissible index is an ordered set of positive integers (k1, . . . , kr) with k1 ≥ 2. For an
admissible index k = (k1, . . . , kr), the multiple zeta value (MZV) ζ(k) is defined by
ζ(k) :=
∑
n1>···>nr>0
1
nk11 · · ·nkrr
.
The vector space spanned by MZVs over Q is closed under multiplication. There are two
ways to calculate the product of MZVs. One way is to calculate the product directly from the
above definition of MZVs shuffling the indices ni. Another way is to use an iterated integral
representation, called the Drinfel’d integral [2, 10]. By calculating the product of MZVs in two
ways above, we obtain different expressions. As a result we get linear relations among MZVs,
which are called the double shuﬄe relations.
In [4] Hoffman gives an algebraic formulation to describe the multiplication structure of
MZVs. The two ways to calculate the product are realized as two different operations of mul-
tiplication on a non-commutative polynomial ring, which we call in this paper the harmonic
product and the integral shuffle product, respectively. Using the algebraic setup, an extension
of the double shuffle relations is given in [6], and it is conjectured that it contains all linear
relations among MZVs.
In this paper we consider the multiplication structure of a q-analogue of MZVs. Fix a complex
parameter q such that 0 < |q| < 1. For an admissible index k = (k1, . . . , kr), a q-analogue of
multiple zeta values [7, 11] is defined by
ζq(k) :=
∑
n1>···>nr>0
q(k1−1)n1+···+(kr−1)nr
[n1]k1 · · · [nr]kr , (1)
?This paper is a contribution to the Special Issue in honor of Anatol Kirillov and Tetsuji Miwa. The full
collection is available at http://www.emis.de/journals/SIGMA/InfiniteAnalysis2013.html
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where
[n] :=
1− qn
1− q
is the q-integer. In the limit q → 1, we restore the MZV ζ(k).
The harmonic product of qMZVs can be defined naturally, and we also have an iterated
integral representation of qMZV [11]. However the vector space spanned by qMZVs over Q is
not presumably closed under the multiplication arising from the integral representation. To
overcome the difficulty we consider a larger class of q-series allowing the factor qn/[n] in the
sum (1). Such extension is proposed also in [8]. Then the enlarged vector space of q-series is
closed under the harmonic product and the integral shuffle product. The main result of this
paper is to formulize the multiplication structure by extending Hoffman’s algebra. Thus we can
consider the double shuffle relations for qMZVs.
There are many linear relations over Q among qMZVs. An important feature in the q-
analogue case is that there are inhomogeneous linear relations in the following sense. For an
admissible index k = (k1, . . . , kr), the modified qMZV ζq(k) is defined by
ζ¯q(k) := (1− q)−|k|ζq(k) =
∑
n1>···>nr>0
q(k1−1)n1+···+(kr−1)nr
(1− qn1)k1 · · · (1− qnr)kr , (2)
where |k| is the weight of k defined by |k| :=
r∑
i=1
ki. In [9] it is observed that there are linear
relations among the modified qMZVs with different weight. Taking the limit q → 1 in such
relations, the highest weight terms only survive and we obtain linear relations for MZVs. It
suggests that we should consider the vector space spanned by the modified qMZVs rather than
the original qMZVs.
Our double shuffle relations contain linear relations for the modified qMZVs. However they
do not suffice to get all linear relations. In this article we also give some relations among q-
series containing the factor qn/[n], which we call the resummation duality, as a supply of linear
relations (see Theorem 4 below). By computer experiment it is checked that the double shuffle
relations and the resummation duality give all linear relations among the modified qMZVs up
to weight 7.
The paper is organized as follows. In Section 2 we give the algebraic setup to formalize the
multiplication structure of qMZVs. To define the integral shuffle product we make use of an
extended version of a q-analogue of multiple polylogarithms (of one variable). In Section 3 we
discuss the double shuffle relations. As an example we prove Hoffman’s identity for qMZV
(see Proposition 7 below) in our algebraic framework. Note that it is derived from Ohno’s
relation and the duality for qMZV [1]. At last we prove the resummation duality and show some
computer experiment about the dimension of the Q-linear space spanned by the relations among
the modified qMZVs obtained in this paper.
2 Shuffle products
2.1 Algebraic setup
Let ~ be a formal variable and C := Q[~] the coefficient ring. Denote by H the non-commutative
polynomial algebra over C freely generated by alphabet {x, y, ρ}. Set
ξ := y − ρ, zk := xk−1y, k ≥ 1.
Let H1 be the subalgebra of H freely generated by the set A := {ξ} ∪ {zk}k≥1. Note that any
element of A is homogeneous and the degree of ξ and zk (k ≥ 1) is 1 and k, respectively.
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Define the C-submodule Ĥ0 of H1 by
Ĥ0 := C + ξH1 +
∑
k≥2
zkH
1.
We denote by H0 the C-submodule of Ĥ0 generated by 1 and the words zk1 . . . zkr with k1 ≥ 2
and k2, . . . , kr ≥ 1.
Hereafter we fix a complex parameter q such that 0 < |q| < 1. We endow C with C-module
structure such that ~ acts as multiplication by 1−q. Denote by z the C-submodule of H generated
by A. For a positive integer n we define the C-linear map I·(n) : z→ C by
Iξ(n) :=
qn
[n]
, Izk(n) :=
q(k−1)n
[n]k
.
Note that
Iρ(n) = Iz1−ξ(n) = 1− q. (3)
Now we define the C-linear map Zq : Ĥ0 → C by Zq(1) = 1 and
Zq(u1 . . . ur) :=
∑
n1>···>nr>0
r∏
i=1
Iui(ni),
where r ≥ 1 and ui ∈ A. The infinite sum in the right hand side absolutely converges because
there exists a positive constant M such that |1/[n]| ≤M for all n ≥ 1. If k = (k1, . . . , kr) is an
admissible index, the value Zq(zk1 . . . zkr) is equal to the qMZV (1).
2.2 Harmonic product
We define the harmonic product on H1 generalizing the algebraic formulation given in [6].
Consider the commutative product ◦ on z by setting
zk ◦ zl = zk+l + ~zk+l−1, ξ ◦ zk = zk+1, ξ ◦ ξ = z2 − ~ξ
for k, l ≥ 1 and extending by C-linearity. Define the C-bilinear product ∗ on H1 inductively by
setting
1 ∗ w = w, w ∗ 1 = w,
(u1w) ∗ (u2w′) = u1(w ∗ u2w′) + u2(u1w ∗ w′) + (u1 ◦ u2)(w ∗ w′)
for w,w′ ∈ H1 and u1, u2 ∈ A. It is commutative and associative because the product ◦ is
commutative and associative. Let us call ∗ the harmonic product on H1. Then the C-submodu-
le Ĥ0 is a subalgebra of H1 with respect to the harmonic product.
Theorem 1. For any w,w′ ∈ Ĥ0 we have Zq(w ∗ w′) = Zq(w)Zq(w′).
Proof. For a positive integer N we define the C-linear map F·(N) : H1 → C by F1(N) = 1 and
Fu1...ur(N) =
∑
N>n1>···>nr>0
r∏
i=1
Iui(ni), (4)
where ui ∈ A. Note that Fuw(N) =
∑
N>m>0
Iu(m)Fw(m) for u ∈ A and w ∈ H1. We
have Zq(w) = lim
N→∞
Fw(N) for any w ∈ Ĥ0, and hence it suffices to prove that Fw∗w′(N) =
4 Y. Takeyama
Fw(N)Fw′(N) for words w, w
′ in A starting with ξ or zk (k ≥ 2). Let us prove it by induction
on the sum of the degrees of w and w′. Note that if w = 1 or w′ = 1 the equality is trivial. Let
w,w′ ∈ Ĥ0 be words and u1, u2 ∈ A. Then
Fu1w(N)Fu2w′(N) =
∑
N>m>0
Iu1(m)Fw(m)Fu2w′(m) +
∑
N>m>0
Iu2(m)Fw′(m)Fu1w(m)
+
∑
N>m>0
Iu1(m)Iu2(m)Fw(m)Fw′(m).
Now the desired equality follows from the induction hypothesis and
Izk(m)Izl(m) = Izk+l+~zk+l−1(m), Iξ(m)
2 = Iz2−~ξ(m), Iξ(m)Izk(m) = Izk+1(m)
for k, l ≥ 2 and m ≥ 1. 
2.3 Integral shuffle product
Let us define the C-bilinear product x on H inductively as follows. We set 1xw = wx 1 = w
for any w ∈ H. For u, v ∈ {x, y, ρ} and w,w′ ∈ H, we set
uwx vw′ = u(wx vw′) + v(uwxw′) + α(u, v)(wxw′),
where α(u, v) is determined by
α(x, x) = ~x, α(x, y) = α(y, x) = 0, α(y, y) = −yρ
and
α(u, ρ) = α(ρ, u) = −uρ (5)
for u ∈ {x, y, ρ}. Then the product x is commutative because of the symmetry of α.
Lemma 1. For any w,w′ ∈ H, we have ρwxw′ = ρ(wxw′).
Proof. From the property (5), we see that
ρwx uw′ − ρ(wx uw′) = u (ρwxw′ − ρ(wxw′))
for u ∈ {x, y, ρ} and w,w′ ∈ H. Using this formula repeatedly we find that ρwxw′−ρ(wxw′) =
w′ (ρwx 1− ρ(wx 1)) = 0 for w,w′ ∈ H. 
Proposition 1. The product x is associative.
Proof. We prove (w1xw2)xw3 = w1x (w2xw3) for wi ∈ H (i = 1, 2, 3) by induction on the
sum of the degrees of w1, w2 and w3. If wi = 1 for some i, it is trivial. Suppose that wi = uiw
′
i
(i = 1, 2, 3) for ui ∈ {x, y, ρ} and w′i ∈ H. Lemma 1 implies that if ui = ρ for some i, the desired
equality follows from the induction hypothesis. Thus we should check the associativity in the
case where any ui is x or y. Here let us consider the case where (u1, u2, u3) = (x, y, y). We have
(xw′1x yw
′
2)x yw
′
3 =
(
x(w′1x yw
′
2) + y(xw
′
1xw
′
2)
)
x yw′3
= x
(
(w′1x yw
′
2)x yw
′
3
)
+ y
(
x(w′1x yw
′
2)xw
′
3
)
+ y
(
(xw′1xw
′
2)x yw
′
3 + y(xw
′
1xw
′
2)xw
′
3 − ρ((xw′1xw′2)xw′3)
)
= x
(
(w′1x yw
′
2)x yw
′
3
)
+ y
(
(xw′1xw
′
2)x yw
′
3 + (xw
′
1x yw
′
2)xw
′
3 − ρ((xw′1xw′2)xw′3)
)
.
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Now apply the induction hypothesis and use the equality
ρ
(
xw′1x (w
′
2xw
′
3)
)
= xw′1x
(
ρ(w′2xw
′
3)
)
,
which follows from Lemma 1. Then we obtain
x
(
w′1x (yw
′
2x yw
′
3)
)
+ y
(
xw′1x
(
w′2x yw
′
3 + yw
′
2xw
′
3 − ρ(w′2xw′3)
))
.
It is equal to xw′1x (yw′2x yw′3). The proof for the other cases is similar. 
Thus an associative commutative product x is defined on H. We call it the integral shuﬄe
product.
Proposition 2. The C-submodule Ĥ0 of H is closed under the integral shuﬄe product.
Proof. First let us prove that
zkwx zlw′ ∈
∑
j≥min (k,l)
zjH
1 (6)
for k, l ≥ 1 and w,w′ ∈ H1. If k = l = 1 it follows from α(y, y) = −yρ. If k = 1 and l ≥ 2, we
find the above property by induction on l using
ywx zlw′ = y(wx zlw′) + x(ywx zl−1w′)
and y = z1, xzj = zj+1 (j ≥ 1). For k, l ≥ 2 we obtain it by induction again from
zkwx zlw′ = x(zk−1wx zlw′ + zkwx zl−1w′ + ~zk−1wx zl−1w′).
It remains to prove that ξwx zkw′ and ξwx ξw′ belong to Ĥ0 for w,w′ ∈ H1 and k ≥ 2.
It follows from the property (6) and
ξwx zkw′ = ξ(wx zkw′) + x(ywx zk−1w′), (7)
ξwx ξw′ = ξ
(
wx ξw′ + ξwxw′ − ρ(wxw′)). 
In the rest of this section we prove the following theorem.
Theorem 2. For any w,w′ ∈ Ĥ0 we have Zq(wxw′) = Zq(w)Zq(w′).
Thus we define the two operations of multiplication, the harmonic product and the integral
shuffle product, on Ĥ0. They describe the multiplication structure of a family of q-series Zq(w)
containing qMZVs. Note that we can formally restore Hoffman’s algebra for MZVs [4] by setting
~ = 0 and ρ = 0.
2.4 A q-analogue of multiple polylogarithms
To prove Theorem 2 we introduce an extended version of a q-analogue of multiple polylogarithms
(of one variable). Denote by F the ring of holomorphic functions on the unit disk |t| < 1. We
consider F as a C-module by (~f)(t) := (1 − q)f(t) for f ∈ F . Define the C-linear map
Ĥ0 3 w 7→ Lw ∈ F by L1(t) = 1 and
Lξw(t) :=
∞∑
n=1
tn
[n]
Fw(n), Lzkw(t) :=
∞∑
n=1
tn
[n]k
Fw(n)
for w ∈ H1 and k ≥ 2, where Fw(n) is defined by (4).
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Consider the q-difference operator Dq defined by
(Dqf)(t) := f(t)− f(qt)
(1− q)t .
To describe the function DqLw (w ∈ Ĥ0) we introduce the two maps ∆j (j = 0, 1) as follows.
Set
H˜0 := ξH1 +
∑
k≥2
zkH
1, h≥a := C +
∑
k≥a
zkH
1, a = 1, 2.
Let ∆0 : h
≥2 → H˜0 be the C-linear map defined by
∆0(1) = 0, ∆0(zkw) =
{
ξw, k = 2,
zk−1w, k ≥ 3
for w ∈ H1. Next we define the C-linear map ∆1 : h≥1 → Ĥ0 by ∆1(1) = 1 and
∆1(zkw) =
(
k∑
a=2
(
k − 1
a− 1
)
(−~)k−aza + (−~)k−1ξ
)
w
for k ≥ 1 and w ∈ H1.
Now note that Ĥ0 is decomposed into the C-submodules
Ĥ0 = h≥2 ⊕
⊕
r≥0
ξρrh≥1
 .
Proposition 3. For w ∈ h≥2 we have
(DqLw)(t) = 1
t
L∆0(w)(t). (8)
For w ∈ h≥1 and r ≥ 0 it holds that
(DqLξρrw)(t) = ((1− q)t)
r
(1− t)r+1 L∆1(w)(t). (9)
Proof. The equality (8) follows from Dq(tn) = [n]tn−1 for n ≥ 0. Let us prove (9). If w =
u1 . . . us ∈ h≥1 (ui ∈ A) is a word we have
Lξρrw(t) = (1− q)r
∑
n>n1>···>ns>0
(
n− n1 − r
r
)
tn
[n]
s∏
i=1
Iui(ni)
because of (3). Therefore
(DqLξρrw)(t) = (1− q)r ∑
n1>···>ns>0
( ∞∑
n=n1+1
(
n− n1 − r
r
)
tn−1
)
s∏
i=1
Iui(ni)
=
((1− q)t)r
(1− t)r+1
∑
n1>···>ns>0
tn1
s∏
i=1
Iui(ni).
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Here we used the equality
1
(1− x)k+1 =
∞∑
j=0
(
k + j
j
)
xj , |x| < 1, (10)
for any non-negative integer k. Now the equality (9) follows from
tnIzk(n) =
k∑
a=1
(
k − 1
a− 1
)(−(1− q))k−a tn
[n]a
for k ≥ 1. 
2.5 Multiplication structure of the q-analogue of multiple polylogarithms
Let us prove that the set of functions {Lw}w∈Ĥ0 is closed under multiplication. Define the
C-linear map I0 : H˜0 → h≥2 ∩ H˜0 by
I0(ξw) = z2w, I0(zkw) = zk+1w, w ∈ H1, k ≥ 2,
and the C-linear map I1 : Ĥ0 → h≥1 by
I1(1) = 1, I1(ξw) = z1w, I1(zkw) =
k∑
a=1
(
k − 1
a− 1
)
~k−aza
for w ∈ H1 and k ≥ 2. We have the following property.
Lemma 2. The maps ∆0I0 and ∆1I1 are identities on H˜
0 and Ĥ0, respectively.
Proposition 4.
(1) Let w ∈ H˜0. Suppose that f ∈ F satisfies f(0) = 0 and (Dqf)(t) = Lw(t)/t. Then
f = LI0(w).
(2) Let w ∈ Ĥ0 and r ≥ 0. Suppose that f ∈ F satisfies f(0) = 0 and
(Dqf)(t) = ((1− q)t)
r
(1− t)r+1 Lw(t).
Then f = LξρrI1(w).
Proof. Note that the initial value problem Dqf = g and f(0) = 0 for a given g ∈ F has
a unique solution in F if it exists. Therefore it suffices to check that the function f given above
is a solution to the initial value problems in (1) or (2). We have f(0) = 0 because the image
of I0 or ξρ
rI1 is contained in H˜
0. Proposition 3 and Lemma 2 imply that the function f is
a solution. 
To write down the structure of multiplication of the functions Lw (w ∈ Ĥ0), let us define the
commutative C-bilinear product ? on Ĥ0. Set 1?w = w?1 = w for w ∈ Ĥ0. In general we define
the product ? inductively as follows. For w,w′ ∈ h≥2 we set
w ? w′ = I0
(
∆0(w) ? w
′ + w ?∆0(w′)− ~∆0(w) ?∆0(w′)
)
.
For w ∈ h≥2, w′ ∈ h≥1 and r ≥ 0, set
w ? ξρrw′ = I0(∆0(w) ? ξρrw′) + ξρrI1
((
w − ~∆0(w)
)
?∆1(w
′)
)
.
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For w,w′ ∈ h≥1 and r, s ≥ 0,
ξρrw ? ξρsw′ = ξρrI1(∆1(w) ? ξρsw′) + ξρsI1
(
ξρrw ?∆1(w
′)
)
− ξρr+s+1I1
(
∆1(w) ?∆1(w
′)
)
.
Since the image of I0 is contained in H˜
0, the product ? is well-defined.
Proposition 5. For any w,w′ ∈ Ĥ0 we have Lw?w′ = LwLw′.
Proof. It suffices to prove in the case where w and w′ are homogeneous. Let us prove it by
induction on the sum of the degrees of w and w′. Note that the desired equality is trivial if w
or w′ belongs to C. Otherwise the function LwLw′ has a zero at t = 0. Now calculate Dq(LwLw′)
by using the formula(Dq(fg))(t) = (Dqf)(t)g(t) + f(t)(Dqg)(t)− (1− q)t(Dqf)(t)(Dqg)(t)
for f, g ∈ F . The q-difference of Lw and Lw′ is written in terms of the maps ∆0 and ∆1 as
described in Proposition 3. Here note that if w is homogeneous the degree of ∆0(w) is less
than that of w. Now the induction hypothesis implies that Dq(LwLw′) is given in terms of the
product ?. Use Proposition 4 to restore the original function LwLw′ , and we get the desired
equality from the definition of the product ?. 
2.6 Proof of Theorem 2
Let us prove Theorem 2. First we describe a relation between the qMZV and the function Lw.
Lemma 3. Define the C-linear map e : Ĥ0 → Ĥ0 by setting e(1) = 1 and
e(ξw) = ξw, e(zkw) =
(
k∑
a=2
(
k − 2
a− 2
)
~k−aza
)
w
for w ∈ H1 and k ≥ 2. Then we have Lw(q) = Zq(e(w)) for any w ∈ Ĥ0.
Proof. It follows from qn/[n] = Iξ(n) and q
n/[n]k = Ie(zk)(n) for k ≥ 2 and n ≥ 1. 
Note that the map e given in Lemma 3 is an isomorphism on the C-module Ĥ0. Its inverse is
given by e−1(1) = 1, e−1(ξw) = ξw and
e−1(zkw) =
(
k∑
a=2
(
k − 2
a− 2
)
(−~)k−aza
)
w
for w ∈ H1 and k ≥ 2.
Now Theorem 2 is reduced to the following proposition because of Proposition 5 and Lemma 3.
Proposition 6. It holds that e ? (e−1 × e−1) = x on Ĥ0 × Ĥ0.
In the proof of Proposition 6 we use the properties below.
Lemma 4.
(1) e(zkw) = (x+ ~)e(zk−1w) for k ≥ 3 and w ∈ H1.
(2) (1− ~∆0)e−1 = ∆1 on h≥2.
(3) ∆1(zkw) = −~∆1(zk−1w) + e−1(zkw) for k ≥ 2 and w ∈ H1.
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(4) ∆0e
−1(zkw) = ∆1(zk−1w) for k ≥ 2 and w ∈ H1.
(5) eI0e
−1(ξw) = xyw for w ∈ H1, and eI0e−1(w) = (x+ ~)w for w ∈
∑
a≥2
zaH
1.
(6) I1I0(w) = (x+ ~)I1(w) for w ∈ Ĥ0.
The proof is straightforward.
Lemma 5. For any w,w′ ∈ h≥1 it holds that I1(∆1(w) ?∆1(w′)) = wxw′.
Proof. We can assume without loss of generality that w and w′ are homogeneous. If w = 1
or w′ = 1, it is trivial since I1∆1 is the identity on h≥1 (Lemma 2). Let us prove the desired
equality by induction on the sum of the degrees of w and w′.
First consider the case where w = z1ρ
rw1 and w
′ = z1ρsw2 for r, s ≥ 0 and w1, w2 ∈ H1.
From the definition of ∆1 and ? we have
I1
(
∆1(w) ?∆1(w
′)
)
= I
(
ξρrw1 ? ξρ
sw2
)
= I1
(
ξρrI1(∆1(w1) ? ξρ
sw2) + ξρ
sI1
(
ξρsw1 ?∆1(w2)
)
− ξρr+s+1I1
(
∆1(w1) ?∆1(w2)
))
= yρrI1
(
∆1(w1) ?∆1(yρ
sw2)
)
+ yρsI1
(
∆1(yρ
sw1) ?∆1(w2)
)
− yρr+s+1I1
(
∆1(w1) ?∆1(w2)
)
.
Apply the induction hypothesis and we get
yρr(w1x yρsw2) + yρs(yρsw1xw2)− yρr+s+1(w1xw2).
It is equal to z1ρ
rw1x z1ρsw2 because of Lemma 1.
Next let us consider the case where w = z1ρ
rw1 and w
′ = zkw2 for r ≥ 0, k ≥ 2 and
w1, w2 ∈ H1. Using Lemma 4 (3) and the induction hypothesis, we find that
I1
(
∆1(w) ?∆1(w
′)
)
= −~(yρrw1x zk−1w2)+ I1(ξρrw1 ? e−1(zkw2)).
From Lemma 4 (2), (4) and e−1(zkw) ∈ h≥2, we have
ξρrw1 ? e
−1(zkw2) = I0
(
∆1(yρ
rw1) ?∆1(zk−1w2)
)
+ ξρrI1
(
∆1(w1) ?∆1(zkw2)
)
.
Use Lemma 4 (6) to calculate the image of the first term by I1. Now we can apply the induction
hypothesis and see that
I1
(
ξρrw1 ? e
−1(zkw2)
)
= (x+ ~)(yρrw1x zk−1w2) + yρr(w1x zkw2).
Therefore
I1
(
∆1(w) ?∆1(w
′)
)
= x
(
yρrw1x zk−1w2
)
+ yρr(w1x zkw2).
It is equal to z1ρ
rw1x zkw2.
Finally suppose that w = zkw1 and w
′ = zlw2 for k, l ≥ 2 and w1, w2 ∈ H1. From Lemma 4 (3)
we get
∆1(w) ?∆1(w
′) = e−1(zkw1) ? e−1(zlw2)− ~∆1(zkw1) ?∆1(zl−1w2)
− ~∆1(zk−1w1) ?∆1(zlw2)− ~2∆1(zk−1w1) ?∆1(zl−1w2).
Using the induction hypothesis we have
I1
(
∆1(w) ?∆1(w
′)
)
= I1
(
e−1(zkw1) ? e−1(zlw2)
)− ~zkw1x zl−1w2
− ~zk−1w1x zlw2 − ~2zk−1w1x zl−1w2.
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Since e−1(zkw1) and e−1(zlw2) belong to h≥2, we see that I1(e−1(zkw1) ? e−1(zlw2)) is equal to
(x+ ~)I1
(
∆1(zk−1w1) ?∆1(zlw2) + ∆1(zkw1) ?∆1(zl−1w2) + ~∆1(zk−1w1) ?∆1(zl−1w2)
)
.
using Lemma 4 (3), (4) and (6). Now apply the induction hypothesis again. As a result we find
that I1(∆1(w) ?∆1(w
′)) is equal to
x(zk−1w1x zlw2 + zkw1x zl−1w2 + ~zk−1w1x zl−1w2) = zkw1x zlw2.
This completes the proof. 
Proof of Proposition 6. It suffices to prove that e(w ? w′) = e(w)x e(w′) for homogeneous
elements w,w′ ∈ Ĥ0. If w = 1 or w′ = 1, then it is trivial. Now we divide into four cases:
(i) w = ξρrw1 and w
′ = ξρsw2 for r, s ≥ 0 and w1, w2 ∈ h≥1,
(ii) w = zkw1 and w
′ = ξρrw2 for k ≥ 2, w1 ∈ H1, r ≥ 0 and w2 ∈ h≥1,
(iii) w = z2w1 and w
′ = zlw2 for l ≥ 2 and w1, w2 ∈ H1,
(iv) w = zkw1 and w
′ = zlw2 for k, l ≥ 3 and w1, w2 ∈ H1.
Case (i) It holds that
w ? w′ = ξρrI1
(
∆1(w1) ?∆1(yρ
sw2)
)
+ ξρsI1
(
∆1(yρ
rw1) ?∆1(w2)
)
− ξρr+s+1I1
(
∆1(w1) ?∆1(w2)
)
.
Using Lemma 5, we see that
e(w ? w′) = ξρr(w1x yρsw2) + ξρs(yρrw1xw2) + ξρr+s+1(w1xw2) = e(w)x e(w′).
Case (ii) We proceed by induction on k. Let k = 2. Using the result in the Case (i) and
Lemma 5 we see that
e(w ? w′) = eI0e−1 (e(ξw1)x e(ξρrw2)) + ξρr(z2w1xw2).
Because of the equality (7), it holds that
e(ξw1)x e(ξρrw2) = ξ
(
w1x yρrw2 + yw1x ρrw2 − ρ(w1x ρrw2)
)
.
Using Lemma 4 (5) we get
eI0e
−1 (e(ξw1)x e(ξρrw2)) = xy
(
w1x yρrw2 + yw1x ρrw2 − ρ(w1x ρrw2)
)
= x
(
yw1x yρrw2
)
.
Hence
e(w ? w′) = x
(
yw1x yρrw2
)
+ (y − ρ)ρr(xyw1xw2) = e(w)x e(w′).
This completes the proof for the case k = 2.
Suppose that k ≥ 3. Using Lemma 4 (2) we have
e(w ? w′) = eI0
(
zk−1w1 ? ξρrw2
)
+ ξρrI1
(
∆1e(zkw1) ?∆1(w2)
)
.
Note that e(zkw1) ∈ h≥1. From the induction hypothesis and Lemma 5, we get
e(w ? w′) = eI0e−1(e(zk−1w1)x ξρrw2) + ξρr(e(zkw1)xw2).
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Because of Lemma 5 (1), the second term in the right hand side is equal to
ξρr((x+ ~)e(zk−1w1)xw2).
Let us calculate the first term. Set
θk =
k∑
a=2
(
k − 2
a− 2
)
~k−aza−1 ∈
∑
a≥1
zaH
1.
Then e(zk−1w1) = xθk−1w1. Hence
e(zk−1w1)x ξρrw2 = x(θk−1w1x yρrw2) + ξ(xθk−1w1x ρrw2).
Note that the first term in the right hand side belongs to
∑
a≥2
zaH
1. Using Lemma 5 (5) we find
that
eI0e
−1(e(zk−1w1)x ξρrw2) = (x+ ~)x(θk−1w1x yρrw2) + xy(xθk−1w1x ρrw2)
= x
(
(x+ ~)θk−1w1x yρrw2
)
.
Thus we obtain
e(w ? w′) = x
(
(x+ ~)θk−1w1x yρrw2
)
+ ξρr((x+ ~)xθk−1w1xw2)
= x(x+ ~)θk−1w1x ξρrw2 = e(w)x e(w′).
Case (iii) We proceed by induction on l. Let l = 2. From the result in the Case (ii) we have
e(w ? w′) = eI0e−1 (e(ξw1)x e(z2w2) + e(z2w1)x e(ξw2)− ~e(ξw1)x e(ξw2)) .
It holds that
e(ξw1)x e(z2w2) + e(z2w1)x e(ξw2)− ~e(ξw1)x e(ξw2)
= ξ (w1x (x− ~)yw2 + (x− ~)yw1xw2 + ~ρ(w1xw2))
+ 2xy(w1x yw2 + yw1xw2 − ρ(w1xw2)).
Using Lemma 5 (5) we get
e(w ? w′) = xy (w1x (x− ~)yw2 + (x− ~)yw1xw2 + ~ρ(w1xw2))
+ 2(x+ ~)xy(w1x yw2 + yw1xw2 − ρ(w1xw2))
= x (y(w1x xyw2 + xyw1xw2) + 2x(yw1x yw2)) + ~x(yw1x yw2)
= x (yw1x xyw2 + xyw1x yw2 + ~yw1x yw2) = e(w)x e(w′).
Next consider the case where l ≥ 3. From the result in the case (ii) and Lemma 5 (1), we get
e(w ? w′) = eI0e−1(ξw1x xe(zl−1w2) + z2w1x e(zl−1w2)).
Note that
ξw1x xe(zl−1w2) + z2w1x e(zl−1w2)
= ξ
(
w1x xe(zl−1w2)
)
+ x
(
yw1x e(zl−1w2)
)
+ xyw1x e(zl−1w2).
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The second and third terms in the right hand side belong to
∑
a≥2
zaH
1. Therefore we obtain
e(w ? w′) = xy
(
w1x xe(zl−1w2)
)
+ (x+ ~)
{
x
(
yw1x e(zl−1w2)
)
+ xyw1x e(zl−1w2)
}
= x
(
yw1x xe(zl−1w2)
)
+ ~x
(
yw1x e(zl−1w2)
)
+ (x+ ~)
(
xyw1x e(zl−1w2)
)
= xyw1x xe(zl−1w2) + ~xyw1x e(zl−1w2)
= xyw1x (x+ ~)e(zl−1w2) = e(w)x e(w′)
using Lemma 5 (1) again.
Case (iv) We proceed by induction on k + l. From the result in the Case (iii) and the
induction hypothesis we find that
e(w ? w′) = eI0e−1
(
e(zk−1w1)x e(zlw2) + e(zkw1)x e(zl−1w2)− ~e(zk−1w1)x e(zl−1w2)
)
.
Using Lemma 5 (1) we have
e(zk−1w1)x e(zlw2) + e(zkw1)x e(zl−1w2)− ~e(zk−1w1)x e(zl−1w2)
= e(zk−1w1)x xe(zl−1w2) + xe(zk−1w1)x e(zl−1w2) + ~e(zk−1w1)x e(zl−1w2).
It belongs to
∑
a≥2
zaH
1. Hence Lemma 5 (5) implies that
e(w ? w′) = (x+ ~){e(zk−1w1)x xe(zl−1w2) + xe(zk−1w1)x e(zl−1w2)
+ ~e(zk−1w1)x e(zl−1w2)}
= (x+ ~)e(zk−1w1)x (x+ ~)e(zl−1w2) = e(w)x e(w′).
This completes the proof. 
3 Linear relations among the modified qMZVs
3.1 Double shuffle relation
We regard Ĥ0 as a graded Q-module by setting the degree of x, y, ρ and ~ to be one, and call
the degree the weight on Ĥ0. Denote the homogeneous component of weight d by Ĥ0d. Now we
define the Q-linear map Z¯q : Ĥ0 → C by Z¯q(w) := (1−q)−dZq(w) for w ∈ Ĥ0d. If k = (k1, . . . , kr)
is an admissible index, Z¯q(zk1 . . . zkr) is equal to the modified qMZV ζ¯q(k) defined by (2). Set
H0d := H
0 ∩ Ĥ0d. Then we have
Z¯q
(
H0d
)
=
∑
|k|≤d
Qζ¯q(k).
From the definition of the harmonic product ∗ and the integral shuffle product x, we see
that Ĥ0 = ⊕d≥0Ĥ0d is a commutative graded Q-algebra with respect to either ∗ or x. Now we
obtain the following theorem from Theorems 1 and 2.
Theorem 3. Denote by Sd (d ≥ 0) the Q-subspace of Ĥ0d spanned by the elements w∗w′−wxw′
where w and w′ are homogeneous elements of Ĥ0 such that the sum of the weights of w and w′
is equal to d. Then Sd ⊂ ker Z¯q.
Thus we obtain linear relations among the modified qMZVs as the image of Sd ∩H0. Let us
call such relations the double shuﬄe relations.
As an example of the double shuffle relations we prove a q-analogue of Hoffman’s identity
for MZVs [3]:
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Proposition 7. Let (k1, . . . , kr) be an admissible index. Then we have
∑
1≤i≤r
ζq(k1, . . . , ki + 1, . . . , kr) =
∑
1≤i≤r
ki≥2
ki−2∑
a=0
ζq(k1, . . . , ki−1, ki − a, a+ 1, ki+1, . . . , kr).
Proof. The proof is similar to that for MZVs given in [5]. From the definition of the harmonic
product we have
ξ ∗ zk1 · · · zkr =
r+1∑
i=1
zk1 · · · zki−1ξzki · · · zkr +
r∑
i=1
zk1 · · · zki+1 · · · zkr .
For α ≥ 1 and w ∈ H1, it holds that
yx xαw =
α−1∑
j=0
xjyxα−jw + xα(yxw),
yx yαw =
α∑
j=1
yjξyα−jw + yα(yxw).
Using these formulas we obtain
ξx zk1 · · · zkr =
r+1∑
i=1
zk1 · · · zki−1ξzki · · · zkr +
∑
1≤i≤r
ki≥2
ki−2∑
a=0
zk1 · · · zki−1zki−aza+1zki+1 · · · zkr .
Hence we get the desired equality from Theorem 3. 
3.2 Resummation duality
The double shuffle relations do not contain all linear relations among the modified qMZVs. We
give another family of linear relations to make up for this lack.
Theorem 4. For a positive integer k, set
ϕk :=
k∑
a=2
(−~)k−aza + (−~)k−1ξ.
Let r be a positive integer and αi, βi (1 ≤ i ≤ r) non-negative integers. Then we have
Z¯q
(
ϕα1+1ρ
β1 · · ·ϕαr+1ρβr
)
= Z¯q(ϕβr+1ρ
αr · · ·ϕβ1+1ρα1). (11)
Proof. Note that
Iϕk(n) = (1− q)k
qkn
(1− qn)k
for k ≥ 1. Hence we have
Z¯q
(
ϕα1+1ρ
β1 · · ·ϕαr+1ρβr
)
= (1− q)
r∑
i=1
(αi+βi+1) ∑
n1>···>nr>0
r∏
i=1
(
ni − ni+1 − 1
βi
)
q(αi+1)ni
(1− qni)αi+1 ,
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where nr+1 = 0. Expand 1/(1− qni)αi+1 by using (10). Then we get
(1− q)
r∑
i=1
(αi+βi+1) ∑
n1>···>nr>0
∞∑
s1,...,sr=0
r∏
i=1
(
ni − ni+1 − 1
βi
)(
αi + si
αi
)
q(αi+si+1)ni .
Now take the sum over n1, . . . , nr successively using (10) again. As a result we obtain
(1− q)
r∑
i=1
(αi+βi+1)
∞∑
s1,...,sr=0
r∏
i=1
(
αi + si
αi
) q
i∑
j=1
(αj+sj+1)
1− q
i∑
j=1
(αj+sj+1)

βi+1
.
Setting mi =
i∑
j=1
(αi + si + 1) (1 ≤ i ≤ r) we see that it is equal to
(1− q)
r∑
i=1
αi ∑
mr>···>m1>0
r∏
i=1
(
mi −mi−1 − 1
αi
)
q(βi+1)mi
[mi]βi+1
,
where m0 = 0. This is the right hand side of (11). 
Let us call the property (11) the resummation duality. Denote by Rd (d ≥ 0) the Q-subspace
of Ĥ0d spanned by the elements
ϕα1+1ρ
β1 · · ·ϕαr+1ρβr − ϕβr+1ραr · · ·ϕβ1+1ρα1
with r > 0, αi, βi ≥ 0 (1 ≤ i ≤ r) and
r∑
i=1
(αi + βi + 1) = d. The resummation duality implies
that Rd ⊂ ker Z¯q.
Recall that the Q-vector space spanned by the modified qMZVs
Z≤d :=
∑
|k|≤d
Qζ¯q(k)
is realized as Z¯q(H
0
d) in our framework. The Q-subspaces Sd, defined in Theorem 3, and Rd are
contained in ker Z¯q. Therefore the subspace
N≤d := H0 ∩ (Sd +Rd)
describes some linear relations among the modified qMZVs.
By computer experiment we can find a lower bound of the dimension of Z≤d [9], and calculate
the dimension of N≤d. The result up to weight 7 is given as follows:
d 2 3 4 5 6 7
# of admissible indices 1 3 7 15 31 63
lower bound of dimZ≤d 1 2 4 7 11 18
dimN≤d 0 1 3 8 20 45
The second line above gives the number of admissible indices whose weight is less than or equal
to d. We see that the sum of the values in the third line and the fourth one is equal to the
number of admissible indices. Therefore the third line gives the dimension of Z≤d exactly and
the space N≤d describes all linear relations among the modified qMZVs up to weight 7.
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