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Índice general IV
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Índice de tablas
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En este caṕıtulo se presentan los resúmenes de las asignaturas cursadas en el máster,
divididos por módulos. Para cada curso se describen los objetivos, los contenidos y un breve
resumen del trabajo final realizado para superarlas.
2.1. Generación de Documentos Cient́ıficos en Informática
2.1.1. Objetivos
Realizar búsquedas de información cient́ıfica mediante consultas a las fuentes de in-
formación y documentación más populares (bases de datos electrónicas, repositorios,
revistas, . . . ).
Generar documentos y presentaciones cient́ıficas de calidad utilizando el entorno de
composición LATEX.
Presentar técnicas que nos permitan aseverar cuando nuestra propuesta es superior a las
existentes, planteándose como diseñar los experimentos en función del objetivo y como
contrastar estad́ısticamente los resultados.
2.1.2. Contenidos
Los contenidos de este curso se dividen en tres partes:
“Metodoloǵıa de investigación” donde se presentan los diferentes medios de divul-
gación cient́ıfica, las herramientas de búsqueda de información, la correcta organización
de documentos cient́ıficos y la forma de evaluar el impacto de las publicaciones.
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“Edición de documentos con LATEX” donde se describen los diferentes elementos
para componer documentos en el entorno LATEX y los paquetes disponibles para la
creación de presentaciones mediante este entorno.
“¿Cómo contrastar mi algoritmo/método?” donde se explica cómo se deben
diseñar los experimentos y los contrastes de hipótesis estad́ısticos que se pueden aplicar
sobre estos experimentos.
2.1.3. Tarea
La tarea principal realizada para superar este curso fue realizar un trabajo en el cual
se presentaba el contraste de hipótesis realizado sobre unos problemas propuestos por el
alumno. El contraste de hipótesis se deb́ıa de realizar aplicando un test paramétrico y uno
no paramétrico, ambos test asignados por el profesor correspondiente. El trabajo deb́ıa ser
realizado bajo el entorno de composición LATEX.
TEST PARAMÉTRICO
Para esta parte del trabajo, el test asignado fue el ANOVA de dos factores. El problema
elegido para aplicar este tipo de test fueron los resultados obtenidos al realizar el análisis de
prestaciones sobre un sistema de producción flexible (FMS). Inicialmente, se realizo una de-
scripción del test a utilizar, aśı como del problema a analizar. Posteriormente se comprobó que
los datos elegidos cumpĺıan las condiciones del test del ANOVA de dos factores. Comprobado
se cumpĺıan las restricciones del test, se inició el estudio estad́ıstico sobre las muestras.
TEST NO PARAMÉTRICO
Para la segunda parte del trabajo, el test no paramétrico asignado fue el test de Wilcoxon.
Al igual que con el test del ANOVA, se realizó una descripción del test, aśı como de la fuente
de donde proveńıan las muestras elegidas. El análisis estad́ıstico consist́ıa en realizar una
comparativa entre dos algoritmos de “búsqueda y poda” implementados en la herramienta
BAL. Tras esta descripción se comprobó que las muestras cumpĺıan las restricciones del test
de Wilcoxon y se inició el estudio estad́ıstico.
2.2. Introducción a la Programación de Arquitecturas de Altas
Prestaciones
2.2.1. Objetivos
Presentar las ideas básicas de la programación secuencial orientada a bloques.
Presentar los modelos y las ideas básicas de la computación paralela.
Adquirir una metodoloǵıa de diseño y evaluación de los algoritmos paralelos.
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Introducir diversas libreŕıas de programación de arquitecturas de altas prestaciones ori-
entadas a la resolución de problemas de álgebra lineal numérica.
Realización de diferentes sesiones prácticas que consoliden los conceptos introducidos
en teoŕıa.
2.2.2. Contenidos
Los contenidos de este curso se dividen en seis partes:
“Introducción a la programación de arquitecturas de altas prestaciones”
donde se presentan las nociones básicas de la programación paralela.
“Programación orientada a bloques” donde se aplican los principios de la progra-
mación secuencial orientada a bloques en la implementación de diversos ejemplos de
optimización.
“Introducción a las arquitecturas paralelas” donde se presentan las posibles clasi-
ficaciones que se pueden hacer de las arquitecturas paralelas.
“Paradigmas de computación paralela” donde se describen diversas metodoloǵıas
y paradigmas para la programación paralela.
“Diseño de programas en arquitecturas paralelas” donde se aplican las técnicas
de descomposición y balanceo de carga para la implementación de varios ejemplos de
optimización.
“Software de programación de arquitecturas de altas prestaciones” donde se
utilizan libreŕıas de álgebra lineal numérica para la implementación de diversos ejemplos
de optimización.
También se realizan tres sesiones prácticas para afianzar los conceptos explicados: Opti-
mizaciones secuenciales, programación paralela con MPI y BLAS y programación paralela con
BLACS y PBLAS.
2.2.3. Tarea
Para la evaluación del curso se consideró la realización de las prácticas propuestas y
la exposición pública del trabajo realizado para la asignatura. El objetivo principal de la
tarea fue presentar un estado del arte de cómo paralelizar la ejecución de la herramienta
BAL. Para ello se presentaron varias opciones de cómo realizar en paralelo una búsqueda
exhaustiva y sistemática en el espacio de soluciones, con el objetivo de reducir el tiempo de
ejecución, el cual hasta el momento era de orden de complejidad factorial o exponencial. El
trabajo se compońıa de una descripción previa del problema afrontar, aśı como, de un conjunto
de algoritmos candidatos para la resolución del problema, en los cuales se presentaban los
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diferentes modos de balancear la carga (balanceo estático y dinámico), asignación de procesos
a procesadores, sincronización entre procesos y un análisis de como establecer la comunicación
entre los procesos. Finalmente se realizó una comparativa entre los diferentes algoritmos y sus
vertientes, en la cual se presentaban las principales ventajas e inconvenientes de cada uno de
ellos.
2.3. Sistemas Inteligentes Aplicados a Internet
2.3.1. Objetivos
El objetivo principal de este curso es la difusión de los fundamentos de distintos formalis-
mos relacionados con los sistemas inteligentes (redes bayesianas, algoritmos genéticos, . . . ) y
como pueden aplicarse estos formalismos para resolver determinados problemas relacionados
con Internet.
2.3.2. Contenidos
Los contenidos de este curso se dividen tres unidades temáticas:
“Modelado e inferencia en redes bayesianas” donde se realiza una introducción a
las redes bayesianas y se presentan las técnicas más utilizadas para modelado e inferencia
de las mismas.
“Aprendizaje de redes bayesianas” donde se describen diversas técnicas para la
estimación de parámetros de la red, para la selección de modelos y para tratar con
datos perdidos.
“Recuperación de información. Web Mining” donde se realiza una introducción a
los sistemas de recuperación de información (SRI) y se presentan diferentes modelos para
la representación de estos sistemas, como una presentación de las técnicas utilizadas para
resolver problemas de optimización, prestando especial atención a las técnicas basadas
en algoritmos evolutivos.
2.3.3. Tarea
Para la evaluación de este curso se realizaron una serie de ejercicios relacionados con los
distintos bloques temáticos que componen la asignatura:
“Modelado e independencias:” se teńıa que crear la red bayesiana que modelara la
situación planteada en el ejercicio, aśı como, indicar las dependencias e independencias
existentes en esta red.
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“Inferencia y cálculo de probabilidades:” se teńıan que calcular las probabilidades
que modelaran las redes bayesianas descritas en el ejercicio, aśı como, realizar la infer-
encia necesaria para obtener diversos resultados requeridos.
“Aprendizaje en redes bayesianas:” se teńıa que decidir cuál era la red bayesiana
que mejor modelaba los datos proporcionados en el enunciado del ejercicio, optimizando
la métrica BIC o la métrica K2.
“Lógica Difusa:” se deb́ıa calcular y comparar los resultados obtenidos tras aplicar
el proceso de inferencia sobre un conjunto difuso, aśı como la aplicación del algoritmo
Wang and Mendel para generar un conjunto de reglas difusas lingǘısticas, y obtener el
espacio de búsqueda para el método wCOR.
“Modelado de un algoritmo genético:” se teńıan que describir los diferentes com-
ponentes del algoritmo genético que modelara el problema elegido entre un conjunto de
ellos. El problema que se escogió para modelar fue el de la mochila 0-1.
“Implementación con LiO:” se implementó utilizando la libreŕıa Lio el problema
de las N reinas. Para esta tarea se tubó que elegir la representación más adecuada del
problema de entre todos los que proporciona la herramienta. Además, se comprobó el
rendimiento del algoritmo bajo distintas configuraciones de parámetros, aśı como la
mejora que produćıan los operadores espećıficos creados.
2.4. Modelos para el Análisis y Diseño de Sistemas Concur-
rentes
2.4.1. Objetivos
Mostrar los aspectos principales de los sistemas concurrentes, que han de ser capturados
por las diferentes técnicas de modelado.
Estudiar los diferentes modelos: algebraicos, redes de Petri y autómatas temporizados.
Estudiar las extensiones probabiĺısticas y temporizadas de estos modelos.
Estudiar las principales propiedades de interés sobre los sistemas concurrentes, y las
técnicas de análisis de las mismas.
Mostrar la aplicación de estas técnicas sobre sistemas de diverso tipo.
2.4.2. Contenidos
Los contenidos de este curso se dividen en tres bloques:
“Redes de Petri” donde se estudian, modelan y analizan diversos sistemas aplicando
esta técnica, presentándose además sus extensiones probabiĺıstica y temporizada.
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“Álgebras de procesos” donde se especifican los sistemas y sus propiedades mediante
lenguajes formales basados en lógicas temporales.
“Autómatas temporizados” donde se presenta la herramienta UPPAAL y se realiza
el modelado de varias situaciones de ejemplo.
2.4.3. Tarea
Para la evaluación de este curso se tuvo que realizar la especificación del protocolo del bit
alternante (Alternating Bit Protocol, ABP) mediante uno de los formalismos estudiados, el
cual fue Redes de Petri.
Además, mediante la herramienta UPPAAL se presentó el uso del model checking en el
análisis de sistemas flexibles de producción (FMS- Flexible Manufacturing Systems) libres de
interbloqueos. Esta técnica nos permite realizar una búsqueda exhaustiva de todos los posibles
casos y escenarios. La técnica de Model checking nos permite analizar sistemas industriales y
comprobar mediante el grafo de transición de estados si el modelo del sistema satisface ciertas
propiedades las cuales son expresadas mediante formulas.
2.5. Modelado y Evaluación de Sistemas
2.5.1. Objetivos
Los objetivos de este curso fueron los siguientes: modelar un sistema siguiendo las
metodoloǵıas del proceso de simulación; evaluar las prestaciones de un sistema informático,
utilizando los conceptos fundamentales de la teoŕıa de colas; crear un modelo de red de inter-
conexión, a través de simuladores informáticos.
2.5.2. Contenidos
Los contenidos de este curso se desarrollaron en tres partes:
Introducción al modelado y simulación de sistemas: donde se presentaron los
conceptos fundamentales del modelado y las partes del proceso de simulación.
Evaluación de prestaciones de sistemas informáticos donde se presentaron los
conceptos fundamentales de la teoŕıa de colas, aplicados a la evaluación de sistemas
informáticos.
Simuladores de redes de interconexión, donde se presentaron tres ambientes de
simulación.
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2.5.3. Tarea
El objetivo principal fue presentar un estado del arte sobre la herramienta BAL. En él
se especificó el poder de BAL y su capacidad para automatizar el análisis de prestaciones
sobre ciertos sistemas. En la primera parte del trabajo se presentó una breve introducción del
objetivo por el cual fue desarrollado BAL, aśı como los beneficios que aporta su utilización.
A continuación se realizó una descripción de la herramienta BAL, en la cual se presentó las
caracteŕısticas, componentes y funcionalidad de la herramienta. Por ultimo se presentaron




El objetivo principal de este curso es presentar el estado del arte en el diseño de sistemas
distribuidos complejos mediante el uso de tecnoloǵıa Grid.
Este objetivo principal incluye:
Estudiar los principales problemas a resolver relacionados con la arquitectura Grid.
Definir los requisitos de los sistemas Grid.
Presentar el estado del arte de tecnoloǵıas relacionadas con los sistemas Grid como Grid
economy, Grid portals, . . .
2.6.2. Contenidos
Los contenidos de este curso se pueden dividir en dos partes:
“Review” donde se realiza un repaso de los conceptos más importantes relacionados
con sistemas distribuidos, arquitecturas orientadas a servicios y servicios web.
“Grid computing” donde se presenta el estado del arte de la computación Grid,
incluyendo la descripción de los elementos de una arquitectura Grid, la presentación de
proyectos existentes que sirven como framework para la computación Grid (centrándose
en Globus) y el planteamiento de futuros retos para la tecnoloǵıa Grid.
2.6.3. Tarea
El objetivo principal de la tarea fue presentar un estado del arte sobre Grid Economy, el
cual se afronto desde un punto de vista económico, considerando que el futuro de Internet
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será ofrecer servicios por los cuales se pagará por su utilización, es decir, los recursos podrán
ser comprados y vendidos según las necesidades de los usuarios.
La tarea se realizó dividiendo su contenido en tres partes diferenciadas:
Una introducción a Grid Economy donde se presentaba el futuro de Grid Computing,
y el porqué de Grid Economy.
Una descripción de los principales Grid Schedulers
Por último se presentó un número de casos de uso relacionados con Grid Economy. En
esta parte se realizo un análisis de los diferentes casos de uso para Grid Computing,
donde los recursos pueden ser comprados o vendidos, y de que modo se realiza.
En conclusión, se presento Grid Economy como una alternativa de comercio relacionada
con el problema de la localización de recursos.
Caṕıtulo 3
Estado del Arte
En este caṕıtulo se presenta el estado del arte para la automatización del análisis de
Sistemas Concurrentes. En la primera sección se realiza una breve introducción a los méto-
dos formales para, posteriormente en la segunda sección, centrar la atención en el álgebra
de procesos temporizada BTC, donde se presentarán sus principales caracteŕıstica, sintaxis
y semántica. En la tercera sección se presenta el análisis de prestaciones que se llevará a
cabo en los sistemas especificados mediante BTC. A continuación se presentan las principales
herramientas desarrolladas sobre teoŕıas basadas en técnicas de métodos formales. Posteri-
ormente se describirá los Sistemas de Producción Flexibles, sobre los cuales se realizará un
análisis de prestaciones haciendo uso de la herramienta BAL. En la sexta sección se presenta
Métodos Formales en FMS. Para concluir, en la última sección se realiza un análisis de las
ventajas de utilizar los métodos formales en el campo de WSN, aśı como de las caracteŕısticas
que hacen relevante el estudio de WSN bajo técnicas formales.
3.1. Métodos Formales
Los métodos formales se basan en el empleo de técnicas matemáticas y la lógica formal
para especificar, analizar y verificar las propiedades de determinados sistemas de manera
sistemática. Estos métodos incrementan la seguridad y eliminan posibles errores existentes
durante las primeras etapas del desarrollo de nuevos sistemas.
Hace una década los métodos formales fueron considerados principalmente como una técni-
ca para la verificación de sistemas y solo eran apropiados para el análisis de pequeños prob-
lemas académicos. El uso de métodos formales es aún una técnica joven cuya popularidad ha
ido aumentando sobre todo en los procesos modernos de desarrollo industrial donde impor-
tantes empresas de desarrollo de sistemas han reconocido su potencial debido a su corrección
y rigor matemático. Este auge de popularidad es debido principalmente a que la técnica de
simulación no puede ser usada para comprobar todas las posibles alternativas en el análisis de
un sistema. En el área de algoritmos probabiĺısticos esta caracteŕıstica permite realizar una
distinción entre el uso de métodos formales y técnicas de simulación y testeo.
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El principal objetivo de los lenguajes formales de especificación es el de servir de apoyo
para el estudio de otros sistemas computacionales (implementados o no). La aplicación de los
lenguajes de especificación para el estudio de sistemas se puede dividir en dos pasos.
El primero consiste en la representación de las caracteŕısticas relevantes del sistema
a analizar, utilizando la sintaxis del lenguaje de especificación correspondiente. Cabe
destacar que los lenguajes de especificación son, en general, de más alto nivel que los
lenguajes en los que los sistemas a analizar están/serán implementados. Por ello, al-
gunos de los aspectos concretos de la implementación serán usualmente ignorados. Tal
abstracción de las caracteŕısticas relevantes será la razón de la potencia de análisis que
nos proveerán estos lenguajes, a través de la eliminación de algunos aspectos irrele-
vantes, el análisis automático o sistemático de las propiedades relevantes del sistema se
hará (parcial o totalmente) posible.
El segundo paso de la aplicación de los lenguajes de especificación consiste en la ma-
nipulación de la especificación formal del sistema de forma que se consigan extraer las
propiedades relevantes de dicho sistema. Dicha manipulación se apoya, en general, en el
amplio conocimiento que se dispone de la semántica del lenguaje de especificación. Ésta
permite establecer de antemano aspectos tales como las posibles evoluciones futuras del
sistema, el cumplimiento de ciertos invariantes, o la aparición de ciertas propiedades
indeseables. De esta forma, el análisis del sistema puede consistir en el estudio de las
propiedades de su especificación o bien en una cierta comparación entre la especificación
y una implementación dada que, supuestamente, es conforme con la especificación.
Dependiendo de las caracteŕısticas consideradas como relevantes en el primer paso, o de las
propiedades a analizar en el segundo, el desarrollo de procedimientos automáticos de análisis
podrán o no ser posible. No obstante, incluso en el caso de que alguno de los pasos no pueda
llevarse a cabo de manera automática, el poder de análisis de dichas técnicas las convierte en
herramientas imprescindibles para el estudio formal de sistemas computacionales de diversa
ı́ndole.
La potencia de análisis de los lenguajes de especificación se basa en su capacidad para
extraer las caracteŕısticas relevantes de los sistemas a modelar. Por lo tanto, se deberán
fijar en primer lugar estas caracteŕısticas para el análisis concreto que desee realizarse. El
principal objetivo en el que nos centraremos es el de analizar el comportamiento de sistemas
concurrentes o distribuidos. La caracteŕıstica más relevante de dichos modelos es aquella
intŕınseca a tal tipo de sistemas: la comunicación entre procesos, elemento indispensable para
el funcionamiento de cualquier sistema concurrente.
En consecuencia, los lenguajes de especificación centrados en la descripción de sistemas
concurrentes tendrán como objetivo el modelado detallado de la comunicación entre los pro-
cesos presentes en el sistema. En esta ĺınea se intentarán abstraer, en mayor o menor medida,
todos los demás aspectos. Ello implica que el comportamiento interno de cada proceso, es
decir, el conjunto de acciones ejecutadas por el proceso que no suponen una comunicación con
otros procesos, se abstraerá de forma que no estará representado en los modelos.
Sin embargo, esta limitación afectará a la interpretación de aspectos que si deseamos
3.1. MÉTODOS FORMALES 13
representar, es decir, a las comunicaciones entre los procesos. Ello es aśı porque las acciones
desarrolladas internamente por los procesos determinarán qué comunicaciones deben llevarse
a cabo con otros procesos. Por lo tanto, inevitablemente, la abstracción de ciertos detalles
que no son directamente interesantes hará que, indirectamente, perdamos cierta información
relevante sobre aquellos aspectos que consideramos interesantes.
Veamos por tanto que todo lenguaje de especificación centrado en el estudio de las comu-
nicaciones entre procesos en los sistemas concurrentes convertirá, en virtud de la abstracción
que realiza, ciertas certidumbres acerca del comportamiento que modela en incertidumbres.
Concretamente, las elecciones que se produzcan de manera interna en el sistema relativas
a realizar una determinada acción de comunicación u otra dejarán de ser predecibles en el
modelo resultante, apareciendo aśı un cierto indeterminismo.
Se pueden encontrar multitud de métodos y técnicas formales, con lo que los criterios de
clasificación son bastante variados, pero podemos agruparlos en tres grandes bloques atendi-
endo principalmente a la especificación de comportamiento:
Métodos basados en álgebra de procesos: modelan la interacción entre procesos concur-
rentes. Esto ha potenciado su difusión en la especificación de sistemas de comunicación
(protocolos y servicios de telecomunicaciones) y de sistemas distribuidos y concurrentes.
Los más conocidos son: CCS,CSP y LOTOS.
Métodos basados en Redes de Petri: una red de Petri es un formalismo basado en
autómatas, es decir, un modelo formal basado en flujos de información. Permiten expre-
sar eventos concurrentes. Los formalismos basados en redes de Petri establecen la noción
de estado de un sistema mediante lugares que pueden contener marcas. Un conjunto de
transiciones (con pre y post condiciones) describe la evolución del sistema entendida
como la producción y consumo de marcas en varios puntos de la red.
Métodos basados en lógica temporal: se usan para especificar sistemas concurrentes y
reactivos. Los sistemas reactivos son aquellos que mantienen una continua interacción
con su entorno respondiendo a los est́ımulos externos y produciendo salidas en respuestas
a los mismos, por lo tanto el orden de los eventos en el sistema no es predecible y su
ejecución no tiene por qué terminar.
Antes de acabar esta breve introducción a los métodos formales, nos gustaŕıa recordar
brevemente los beneficios que aporta el uso de los métodos formales:
Medidas de Corrección. Proporcionan una medida objetiva de la corrección de un
determinado sistema, a diferencia de las tradicionales medidas de calidad.
Temprana detección de errores. Las técnicas basadas en métodos formales pueden
ser aplicadas en las primeras fases del desarrollo del sistema, para detectar, prevenir y
eliminar de una manera más temprana los defectos y errores existentes en el diseño del
sistema.
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Garant́ıa de corrección. A diferencia del testing o la simulación, el uso de técnicas
como por ejemplo Model Checking, consideran todas las posibles alternativas de ejecución
del sistema, con lo que si existiera alguna condición indeseada en cualquiera de esas
posibles alternativas, esta seŕıa encontrada. Por tanto se obtiene una cobertura total
sobre el comportamiento del sistema.
Aproximación anaĺıtica a la complejidad del sistema. La naturaleza anaĺıtica
de los métodos formales es más adecuada que la técnica de testing, para verificar el
comportamiento de determinados sistemas complejos. Probablemente una correcta ab-
stracción puede ser utilizada para representar el comportamiento espacial de sistemas
con comportamiento determinista o no determinista.
Veamos, en el apartado siguiente, concretamente el álgebra de procesos temporizada BTC
con la que trabajaremos y afrontaremos los problemas y desaf́ıos expuestos anteriormente.
3.2. Álgebra de Procesos Temporizada BTC
El álgebra de procesos BTC (Bounded True Concurrency) [55] está basada en CSP [35]
a la que ha extendido sus sintaxis con el fin de poder considerar la duración de las acciones
mediante el operador prefijo temporizado. La semántica operacional también ha necesitado
ser extendida para poder tener en cuenta el contexto (número y tipo de recursos) en el que los
procesos se ejecutan. El álgebra de procesos BTC tiene en cuenta el número de procesadores
que existen en el sistema y la disponibilidad en cada momento. Con ello se consiguen aunar las
caracteŕısticas de los modelos algebraicos, que permiten modelar el comportamiento real de
los procesos, pero sin suponer máximo paralelismo, con lo que se incluyen los razonamientos
hechos en la teoŕıa de scheduling.
La consecuencia más importante de este enfoque es que si hay más procesos que proce-
sadores entonces, no se pueden ejecutar simultáneamente todos los procesos. Un proceso
deberá esperar a que le sea asignado un procesador para poder continuar su ejecución.
Con esto llegamos a la conclusión de que en un sistema, y por lo tanto en la especificación
de dicho sistema, encontramos dos tipos de esperas en la ejecución de los procesos; las
esperas relativas a la sincronización entre procesos y las relativas a la asignación de recursos
(entre ellos el procesador). Las primeras son las que habitualmente encontramos en la teoŕıa
de concurrencia, mientras que las segundas sólo aparecen al considerar que el número de
procesadores de un sistema es limitado y son las esperas que se consideran en la teoŕıa de
scheduling. Por lo que se realizará un tratamiento claramente diferenciado para los recursos
expropiativos (aquellos que se pueden arrebatar al proceso que lo tiene sin que haya efectos
adversos) y no expropiativos (aquel que no puede quitársele a su poseedor actual sin generar
efectos colaterales).
BTC se basa en la noción de concurrencia real la cual distingue entre comportamien-
to concurrente y comportamiento en interleaving: (a | b) 6≡ (a.b+b.a). Esto significa que
está permitido que más de una acción pueda ser ejecutada en el mismo instante de tiempo.
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Por tanto, las principales caracteŕısticas de BTC son:
Álgebra de procesos temporizada.
Toma en consideración el hecho de que los recursos del sistema deben de ser compartidos
por los procesos.
Capaz de manejar tanto recursos homogéneos como heterogéneos.
Realiza tratamiento claramente diferenciado para recursos expropiables y no expropi-
ables.
Soporta paralelismo real: a ‖ b 6= a.b + b.a.
3.2.1. Sintaxis
En esta sección introduciremos el álgebra de procesos BTC mediante su sintaxis y una
interpretación intuitiva de sus operadores.
Para tener lo más claro posible la sintaxis que presentamos, empezaremos diciendo que
BTC considera tres tipos de acciones: acciones temporizadas (timed actions) que consumen
tiempo y pueden usar recursos en caso de necesitarlos; acciones sin tiempo (untimed ac-
tions) que se utilizarán para sincronizaciones y que no consumen tiempo ni recursos y las
acciones especiales (special actions) que utilizan recursos (pero no tiempo) y que se uti-
lizarán para trabajar con recursos no expropiativos.
Se define la sintaxis de BTC como sigue:
Sea ActT un conjunto finito de acciones temporizadas, ActU un conjunto finito de acciones
sin tiempo y ActS un conjunto finito de acciones especiales:
ActT ∩ActU = Ø, ActT ∩ActS = Ø, ActS ∩ActU = Ø.
Aśı la sintaxis de los procesos del lenguaje queda definida por:
P ::= stop | a.P | 〈b, α〉.P | P ⊕ P | P + P | P ‖A P | recX.P
donde A ⊆ ActU , a ∈ (ActU ∪ ActS), b ∈ ActT , and α ∈ N, donde N, representa el
conjunto de números naturales. Además, se suponen procesos Id y un conjunto de acciones
Act = ActU ∪ActT ∪ActS .
En un sistema podemos encontrar m ∈ N tipos diferentes de recursos compartidos. Para
cada uno de estos tipos de recursos definimos un conjunto Zi formado por todas las acciones
que requieren para su ejecución al menos uno de los recursos compartidos del tipo i. La
16 CAPÍTULO 3. ESTADO DEL ARTE
cardinalidad de este conjunto, esto es, el número de acciones que necesitan usar ese recurso
será xi ∈ N. Aśı, cada conjunto Zi se definirá de la siguiente manera:
Zi = {b1, b2, ..., bxi}
Uniendo todos estos conjuntos Zi se define el conjunto Z del siguiente modo:
Z = {Z1, Z2, ..., Zm}
donde Z está formado por todos los conjuntos Zi generados para cada diferente tipo de recurso
compartido existente en el sistema. Además, se considera
N = {N1, N2, ..., Nm}
donde Ni ∈ N representa la cantidad de recursos compartidos del tipo i disponibles en el
sistema.
Aśı, recogiendo también la información necesaria para saber que acciones necesitan de
cada recurso y cuántos de ellos hay disponibles, un proceso se denotará como:
[[P ]]Z,N
3.2.2. Semántica Operacional
Con la definición de la semántica operacional, se proporciona a los operadores del lenguaje
un significado e interpretación precisa mediante la descripción de como un proceso se trans-
forma en otro. Esta evolución se presenta mediante un sistema de transiciones.




Intuitivamente, el significado de la transición anterior es que el proceso P ejecuta las
acciones contenidas en la bolsa B y pasa a comportarse como el proceso Q. Todas las acciones
de una misma bolsa requieren el mismo tiempo para su ejecución, en este caso α.
Con el fin de poder considerar evoluciones internas de un proceso, se considera un nuevo
tipo de acción no incluida en la sintaxis: τ /∈ ActT , la cual representa una acción interna. Esta
acción se usa para definir la evolución de una elección interna de dos procesos y tiene una
duración de 0 unidades de tiempo.
Veamos que cada proceso lleva asociado el valor de N , el cual recoge en todo momento
el número de recursos de cada tipo disponibles en el sistema. Esta información es necesaria
para poder trabajar con recursos no expropiativos.
El valor de N no se modifica a menos que un recurso no expropiativo sea solicitado o
liberado. Después de esta afirmación parece lógico preguntarse por qué no se modifica cuando
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una acción temporizada está utilizando un recurso (expropiativo) ya que a fin de cuentas el
número de recursos disponibles está variando. Esto es aśı porque cuando una acción necesita
un recurso expropiativo para su ejecución, este recurso es utilizado (retenido) por un periodo
igual al tiempo que dure la acción, por lo que al finalizar la acción ese recurso ha sido liberado
y por lo tanto restablecido en N . Esto se mantiene incluso en el caso de que una acción
deba ser ejecutada en distintos momentos (esto es, si la acción es interrumpida) ya que los
recursos expropiativos pueden ser expropiados a un proceso y reasignados más tarde (el mismo
o cualquier otro recurso del mismo tipo) sin efectos secundarios. En la Tabla 3.1 se presentan
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(P,N ) ‖A (Q,N )
B′, 0
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→ (P ′,N ) ∧ B ∩A = ∅
(P,N ) ‖A (Q,N )
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→ (Q′,N ) ∧ B ∩A = ∅
(P,N ) ‖A (Q,N )
B, α





→ (P ′,N )
(recX.P,N )
B, α
→ (P ′,N )
Tabla 3.1: Semántica Operacional
Vale la pena explicar algunas aspectos que son bastantes diferentes de otras álgebras.
Empecemos por la regla R1 la cual muestra el funcionamiento del operador prefijo, pero que
ha necesitado ser dividida para poder considerar los distintos tipos de acciones con las que
BTC puede trabajar. La regla R1a es la clásica para el operador prefijo cuando la acción no
utiliza tiempo ni recursos, en BTC para las acciones sin tiempo, pero aqúı se necesita incluir
información adicional sobre la disponibilidad de los recursos en el sistema (N ). La regla R1b
establece que, dado un proceso P y una acción temporizada b con un tiempo de ejecución de
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α unidades, primero se ejecuta dicha acción b durante esas α unidades de tiempo y después
el proceso se comporta como P .
En la regla R1c se permite la ejecución parcial de una acción temporizada. La acción b se
ejecuta durante α′ unidades de tiempo dejando el resto (α − α′) para más tarde. Recordar
que α ∈ N por lo que esta regla no genera infinita transiciones al trabajar con un dominio
discreto.
Finalmente, las reglas del operador prefijo para las acciones especiales son R1d y R1e.
La primera es la utilizada cuando se solicita un recurso (no expropiativo) y la segunda para
liberarlo. En la regla R1d, una acción especial que necesite un recurso de tipo i (ci) para
su ejecución sólo podrá ser llevada a cabo si en ese momento hay algún recurso de ese tipo
disponible en el sistema (Ni > 0). La acción representa realmente el hecho de asignar un
recurso por lo que después de ser ejecutada, el conjunto N debe ser modificado y reflejar el
hecho de que hay un recurso menos disponible de ese tipo en concreto. Cuando el recurso es
liberado, la regla R1e vuelve a modificar el valor de Ni pero ahora añadiéndole la unidad que
se libera.
Como se puede ver en la Tabla, la regla R2 recoge el comportamiento del operador elección
interna. La regla R4 recoge el mecanismo de sincronización donde sólo se tienen en consid-
eración aquellas acciones que pueden ser ejecutadas tanto por el proceso P como por Q. Dado
que todas las acciones de sincronización son acciones sin tiempo, el proceso completo evolu-
ciona en 0 unidades de tiempo a P ′ ‖A Q
′. La regla R5a captura la ejecución simultanea de
acciones que no son de sincronización con la restricción de que para cada tipo de recurso, se
pueden estar ejecutando al mismo tiempo un máximo de Ni acciones y, finalmente, la regla
R6 captura la semántica de la recursión.
3.2.3. Evaluación de Prestaciones
Con el modelo formal definido se capturan las caracteŕısticas temporales del sistema a
analizar. El trabajo realizado que aqúı se presenta se basará en este formalismo, pero se
centrará en la evaluación de prestaciones por lo que pasamos a definir el algoritmo inicial con
el que se partirá para realizar dicha evaluación. Dicho algoritmo permite calcular el tiempo
necesario para evolucionar entre estados. Para ello, a partir de la semántica operacional se
puede construir para cada proceso un grafo de transiciones que ayudará en la evaluación
formal de prestaciones. En este grafo se abstrae la información sobre las acciones y sólo se
tiene en consideración información sobre el tiempo (duración de acciones). El grafo que se
obtiene es un grafo dirigido con pesos, donde los pesos son siempre números positivos.
Una vez obtenido el grafo lo que se pretende resolver es un problema de maximizar el
rendimiento relativo a minimizar el tiempo necesario para alcanzar el estado final (a partir
del inicial). Para ello es necesario encontrar el camino más corto (con menos peso) entre estos
dos estados lo cual se hace utilizando una modificación del algoritmo de Dijkstra.
Se denota con TSi al tiempo necesario para evolucionar del estado inicial S0 al estado Si
y In(Si) al conjunto de nodos predecesores del nodo Si. Para cada estado Sj ∈ In(Si) existe
3.3. HERRAMIENTAS BASADAS EN MÉTODOS FORMALES 19
un arco etiquetado con αji que representa el tiempo necesario para que el sistema evolucione
del estado Sj al estado Si. Una representación gráfica se muestra en la Figura 3.1.
Figura 3.1: Grafo de Transiciones
A partir de aqúı, TSi se puede obtener de forma recursiva usando la siguiente ecuación:
TSi =
{
0 if Si = S0
min{TSj + αji | Sj ∈ In(Si)} c.c.
(3.1)
Con el objetivo de calcular (3.1), los n nodos del grafo son numerados desde 0 a n − 1
y se supone que dicho grafo G está representado mediante su matriz de adyacencias donde
cost[i][j] es el peso del arco (i, j) y que los pesos de los arcos que no pertenecen al grafo están
inicializados a ∞. Esto es:
cost[i][j] =
{
αij if Si ∈ In(Sj)
∞ c.c.
Sea S el conjunto de nodos (incluyendo S0) para los que ya se ha calculado el mı́nimo
tiempo necesario para llegar a ellos desde el nodo inicial. Con ello, el algoritmo de evaluación
de prestaciones quedará como se muestra en la Figura 3.2.
3.3. Herramientas Basadas en Métodos Formales
Las herramientas que se presentan en esta sección implementan parcial o completamente
diferentes teoŕıas sobre métodos formales. En la literatura se pueden encontrar interesantes
herramientas basadas en métodos formales pero todas ellas, por una o varias razones, se
alejan de las caracteŕısticas y objetivos de BAL. Existen varias herramientas basadas en
CSP. FDR [44] fue la primera herramienta comercial para CSP, la cual ha jugado un papel
importante en la evolución de la notación de CSP de un lenguaje de pizarra a un lenguaje
concreto. Permite una amplia gama de condiciones de corrección para ser monitorizadas,
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TiempoMin(int v, int cost[][SIZE], int n, int dist[]) {
// v es el nodo inicial
// cost es la matriz de adyacencias con pesos
// n es el número de nodos en el grafo
int u, minima; bool S[SIZE];
for (int i=0; i<=n-1; i++) {
S[i] = false; dist[i] = cost[v][i];
} S[v] = true; dist[v] = 0; for (int num=1; num<=n-1; num++) {
// Elegimos u de entre los nodos que no están todavı́a en S
// el que tenga dist[u] mı́nima.
minima = numero_grande;
for (int i=1; i<=n-1; i++)
if ((S[i]==false) && (dist[i]<minima))
minima=dist[i]; u=i;
S[u]=true;
for (int w=1; w<=n; w++) // Actualizamos las distancias
if ((S[w]==false) && (dist[w]>dist[u]+cost[u][w]))
dist[w] = dist[u] + cost[u][w];
}
}
Figura 3.2: Algoritmo de Evaluación de Prestaciones
incluyendo interbloqueos y vivacidad. ProBE [3] es otra herramienta basada en CSP, pero
a diferencia de FDR, ProBE considera la necesidad del usuario de ganar comprensión del
sistema interactuando rećıprocamente con él, de manera, que el usuario controla la resolución
de situaciones de no-determinismo y de la elección de acciones, visualizando la evolución del
sistema. En conclusión, se puede decir que FDR está dirigido a verificar propiedades y ProBE
es un simulador de CSP, permitiendo al usuario explorar interactivamente el comportamiento
de los modelos. Por último hacer mención a CSPsim [17], cuya principal caracteŕıstica es que
posee el potencial de explorar modelos con infinitos componentes. CSPsim simula sistemas en
CSP.
Existen varias herramientas de model checking basadas en métodos formales, que mere-
cen la pena ser mencionadas; SPIN [5], PRISM [34] y mCRL2 [33]. SPIN es un eficiente
sistema de verificación para modelos software de sistemas distribuidos. Los sistemas para ver-
ificar son descritos en Promela (Process Meta Language) [58], el cual soporta modelado de
algoritmos distribuidos aśıncronos como un autómata no determinista. PRISM es un model
checker probabiĺıstico para el modelado y análisis de sistemas con un comportamiento aleato-
rio o probabiĺıstico. Soporta tres tipos de modelos probabiĺısticos: Discrete Time Markov
Chains (DTMCs), Continuous Time Markov Chains (CTMCs) y Markov Decisión Processes
(MDPs). mCRL2 es un lenguaje formal de especificación que tiene asociado un gran set de
herramientas que pueden ser usadas para modelar, validar y verificar sistemas concurrentes.
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Estas herramientas están destinadas principalmente a detectar y prevenir problemas en el
software. Las herramientas nos permiten transformar especificaciones, generar y visualizar el
espacio de estados y verificar propiedades.
La grán mayoŕıa de herramientas que utilizan métodos formales están basadas en Redes
de Petri. Entre ellas podemos destacar GreatSPN [11] o PIPE2 [23], basadas en Redes de
Petri estocásticas. Otras herramientas basadas en Redes de Petri son PEP [12] o TINA [6]
dedicadas a editar, simular y verificar Redes de Petri.
Kronos [16] y UPPAAL [13] son las principales herramientas basadas en autómatas tem-
porizados. Kronos tiene como principal objetivo verificar sistemas en tiempo real donde los
componentes están modelados mediante autómatas temporizados y las exigencias de cor-
rección son expresadas mediante la lógica temporal TCTL. UPPAAL nos permite modelar,
validar y verificar sistemas de tiempo real modelados mediante redes de autómatas temporiza-
dos, y extendido con datos. También podemos encontrar otras versiones de UPPAAL como
pueden ser UPPAAL Tiga [9] , UPPAAL Tron [10] o UPPAAL Cora [8]. Esta última versión
extiende el clásico autómata temporizado añadiéndole información de coste a los estados que
representa las unidades de tiempo que se debe permanecer en esa posición. De este modo toda
ejecución de un autómata temporizado posee un coste de tiempo global.
3.4. Sistemas de Producción Flexibles (FMS)
En los últimos años las industrias han tenido que adaptarse a las demandas cambiantes
del mercado. Ante este hecho los sistemas de producción deben ser lo suficientemente flexibles
como para poder dar satisfacción a la demanda de nuevos productos manteniendo calidad
y competitividad en los costos. La necesidad de contar con sistemas de producción que se
adapten rápidamente a las demandas, ha obligado el desarrollo de sistemas de organización y
planificación que permitan adaptarse, sin pérdida de tiempo, a los diferentes requerimientos
de producción.
Los Sistemas de Producción Flexibles consisten en un tipo de producción controlado por
un ordenador central, que conecta varios centros o estaciones de trabajo informatizados con
un sistema automático de manipulación de materiales. Su funcionamiento es, básicamente,
el siguiente: los operarios llevan las materias primas de una familia de art́ıculos hacia las
estaciones de carga y descarga de materiales, donde el FMS comienza su actividad; bajo
las instrucciones de un ordenador central, los elementos de transporte comienzan a mover
los materiales hacia los diferentes centros de trabajo; en cada uno de ellos, los art́ıculos son
desplazados de acuerdo con su particular secuencia de operaciones, estando marcada la ruta
a seguir por el ordenador central.
El objetivo perseguido es la sincronización de las actividades, de forma que se maximice la
utilización del sistema. Como las máquinas automáticas pueden ser utilizadas para la ejecución
de diversas tareas, es posible cambiar rápidamente sus herramientas, con lo que los tiempos de
lanzamiento son muy cortos. Esta flexibilidad posibilita, además, que una operación pueda ser
realizada por más de una máquina, dando lugar a la aparición de células virtuales. Gracias a
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ello, la producción puede continuar aunque algunas máquinas estén paradas por cuestiones de
mantenimiento. Cambiando y combinando las rutas a seguir se evitan los embotellamientos.
Sus principales caracteŕısticas son:
Máquinas polivalentes, que sirven para realizar diferentes tareas.
Series de producción cortas y con gran variedad de producto.
La secuencia de operaciones es variable, ya que el movimiento de material no es uniforme.
Hay un mayor problema de asignación de recursos.
Figura 3.3: Sistema de Producción Flexible
Los FMS tienen un objetivo diferente al de la producción ŕıgida. Mientras que en la
producción ŕıgida se trata de producir series largas de un número muy reducido de productos,
en la producción flexible se trata de producir series cortas de un número elevado de productos.
Por tanto, el objetivo es encontrar un conjunto de productos con necesidades de fabricación
similares y minimizar el cambio de máquinas o los lanzamientos, debiendo para ello organizar
las máquinas y herramientas necesarias para desarrollar los procesos básicos en áreas separadas
llamadas células, pretendiéndose agrupar aquellas que permitan crear una pequeña ĺınea de
fabricación o de ensamblaje. De esta forma, las máquinas requieren tan solo ajustes menores
para adaptarse a las necesidades de los diferentes lotes. Al simplificar los cambios de máquinas
y las rutas de fabricación se reduce el tiempo que cada lote de pedido pasa por el taller, las
colas de los art́ıculos esperando a ser procesados son disminuidas considerablemente y en
algunos casos eliminadas.
Analizando estos objetivos, se puede observar que el álgebra de procesos BTC es méto-
do adecuado para analizar este tipo de sistemas de producción, ya que BTC considera los
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recursos del sistema como el número de recursos existentes, además del tiempo de duración
de las acciones, pudiendo con ello conocer el número de recursos del sistema que optimice el
funcionamiento del sistema de producción, aśı como el tiempo que empleaŕıa el sistema en
obtener un cierto número de productos a partir de un determinado número de recursos.
3.5. Métodos Formales en Sistemas de Producción Flexibles
El diseño de sistemas flexible de producción y el análisis de su comportamiento es uno de
los problemas a los cuales se le ha prestado más importancia por parte de los investigadores.
Relacionado con este aspecto se han desarrollado diversas herramientas computacionales que
permiten el modelado y simulación de un determinado sistema con la finalidad de analizar
un conjunto de caracteŕısticas. Comúnmente estas herramientas proporcionan la facilidad de
realizar simulaciones guiadas por el usuario, permitiendo elegir los eventos que se desea que
tengan lugar, dirigiéndose de este modo el proceso de simulación, o por el contrario permi-
tiendo realizar simulaciones de manera automática. Estas herramientas son de gran utilidad
para el análisis del rendimiento de un sistema bajo ciertas condiciones. Pero para poder ser
utilizadas como herramienta de planificación, en la representación del sistema además de rep-
resentar la arquitectura del mismo se debeŕıa representar también las infinitas maneras en
que éste se puede comportar.
Existen campos de aplicación en los que se requiere explorar todas las posibles combina-
ciones con el fin de poder determinar cuál es el mejor caso de organización y planificación, que
nos permita mejorar el rendimiento y utilización de recursos para un determinado sistema,
pero esta caracteŕıstica es inalcanzable por el tipo de herramientas de simulación anterior-
mente mencionadas. Además, actualmente las metodoloǵıas de desarrollo en la mayoŕıa de
sus análisis utilizan grandes sistemas de prueba que, aunque eliminan gran cantidad de er-
rores, pueden resultar insuficientes para las áreas cŕıticas del sistema desarrollado, por ello se
hace imprescindible la utilización de métodos formales en el campo de sistemas de producción
flexibles, los cuales aportan una serie de ventajas como:
Aumentan la confianza en la validación de los requerimientos.
Permiten definir que actividades implican mayor o menor esfuerzo, aśı como cuáles de
éstos aportarán mayores beneficios.
Permiten visualizar qué métodos y herramientas se usarán por cada tarea.
Por tanto, este nuevo tipo de sistemas debe ser estudiado desde un marco formal. En
relación con el análisis del comportamiento, varios modelos son usados para establecer una
relación dinámica entre la ocurrencia de eventos, operaciones y el estado del sistema. Estas
técnicas de modelado incluyen la clásica Máquina de Estados Finitos [31], Redes de Petri
[21, 25] y modelos de reglas [45].
La gran mayoŕıa de las técnicas formales utilizadas en este área, principalmente Redes de
Petri, incluyen estrategias de recorrido tanto top-down como bottom-up. Las técnicas basadas
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en bottom-up comienzan con pequeños modelos que serán integrados para conformar el modelo
en su totalidad, pero con el inconveniente que estos son más dif́ıciles de validar. Las técnicas
basadas en top-down por el contrario comienzan con un modelo global del sistema, el cual
progresivamente en las sucesivas etapas es refinado. Las metodoloǵıas hibridas combinan las
caracteŕısticas de ambas técnicas.
Trabajo Relacionado
En la literatura se pueden encontrar varios estudios realizados en el campo de Sistemas
de Producción Flexibles mediante el uso de técnicas formales. Por ello, a continuación se
presentará un breve resumen de algunos de estos estudios.
Se han propuesto y realizado estudios basados en Redes de Petri, uno de ellos es el
propuesto en [59], el cual basa el modelado en Redes de Petri coloreadas con tiempo
estocástico, basandose especialmente en el estudio de sistemas de producción. Una de
las principales ideas es la de separar el modelado de los sistemas de fabricación de la
rutas de producción para, posteriormente agruparlos para completar el modelo global y
comenzar el análisis de prestaciones mediante una simulación o análisis numérico.
En [32] se presenta un acercamiento a cómo realizar especificaciones de sistemas dinámi-
cos mediante la extensión de un álgebra de procesos estocástica (PEPA). Concretamente
se presentan dos especificaciones realizadas mediante la herramienta TIPP, para el prob-
lema de llenado de pallets, en el cual un robot tendrá que seleccionar de manera repetiti-
va una serie de bloques de una cinta transportadora, para posteriormente transportarlos
y agruparlos sobre un pallet, el cual será retirado cuando éste se complete.
El lenguaje Chi [38, 14] también ha sido utilizado para modelar sistemas de producción
flexibles. Este lenguaje se basa en el lenguaje llamado discrete Chi, se trata de un
simulador de eventos discretos con construcción probabiĺıstica. El objetivo principal
para el cual se creó fue el de modelar sistemas de fabricación y alcanzar resultados que
fueran útiles para este campo.
En [30] se presenta el modelado de una celda de producción flexible utilizando los méto-
dos formales orientados al modelo tal como Redes de Petri (RdP), y los métodos formales
axiomáticos como RAISE (Rigurous Approach to Industrial Software Engineering). Para
completar el estudio realizado en este trabajo, se presenta un caso de estudio en el que
se modela utilizando Redes de Petri y RAISE.
El trabajo realizado con PEPA (Performace Evaluation Process Algebra)[18] es similar
al trabajo realizado con BTC. PEPA es una extensión estocástica de la clásica álgebra
de procesos donde la duración de las acciones es representada por una distribución
exponencial que vaŕıa aleatoriamente. PEPA al igual que BTC trabaja con interleaving,
pero las caracteŕısticas que las diferencian son que BTC utiliza tiempos discretos para
la ejecución de sus acciones, y en el modo de trabajar con los recursos.
3.6. REDES DE SENSORES INALÁMBRICOS 25
En [26] se presenta una herramienta de simulación basada en Redes de Petri Coloreadas
que permite explotar las caracteŕısticas de representación y análisis de esta técnica de
modelado de sistemas en la generación automática de esquemas de planificación de la
producción.
En [37] se presenta un formalismo el cual se ha diseñado espećıficamente para modelar
Sistemas Flexibles de Producción. Con este método se intenta combinar las caracteŕısti-
cas de las Redes de Petri tradicionales como las Redes de Petri coloreadas. Además, en
el estudio se presenta como este nuevo método desarrollado puede ser utilizado y es de
utilidad en el estudio de Sistemas Flexibles de Producción.
3.6. Redes de Sensores Inalámbricos
Las Redes de Sensores Inalámbricos (Wireless Sensor Networks, WSN) en los últimos
años han ido ganando gran atención mundial, particularmente con la proliferación en Micro-
Electro-Mechanical Systems (MEMS) lo cual ha facilitado disminuir cada vez más el tamaño
de los sensores.
Las redes de sensores inalámbricos están formadas por pequeños elementos hardware con
capacidades sensitivas y de comunicación inalámbrica, también conocidos como motes (ver
Figura 3.4), haciendo alusión al diminuto tamaño que se pretende que tenga su evolución
hacia el polvo inteligente o “smart dust“.
Los sensores son pequeños dispositivos (de bajo coste y con limitaciones a lo que se refiere
a procesamiento y computación) que se componen de:
Un microprocesador, el cerebro del sensor que hace que pueda recoger información,
procesarla y comunicar sus propias medidas a la red.
Una interfaz de transmisión/recepción, t́ıpicamente v́ıa radio, aunque también existen
otras opciones como puede ser una interfaz óptica o basada en ultrasonidos.
Una fuente de alimentación, comúnmente bateŕıas tipo AA.
Las placas de sensores o los sensores externos propiamente dichos, que son los que tienen
los mecanismos de medida (termómetros, medidores de presión, detectores de luz, etc.).
La bateŕıa es la principal fuente de enerǵıa en los sensores y frecuentemente el princi-
pal problema en el desarrollo e implantación de estas redes. En ocasiones, dependiendo de
las condiciones ambientales donde se despliegue la WSN sea desplegada, los sensores puede
obtener un aporte adicional de enerǵıa mediante pequeños paneles solares.
Los sensores tienen la capacidad de conformar una red ad-hoc, esto es, una red sin in-
fraestructura f́ısica preestablecida ni necesidad de control central que coordine su actividad.
Una caracteŕıstica de este tipo de redes es su capacidad de autoconfiguración, de modo que los
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Figura 3.4: Sensor
sensores pueden trabajar como emisores o receptores y pueden establecer caminos de comuni-
cación entre nodos sin visibilidad directa y modificar estos caminos si alguno de los nodos que
participo en el encaminamiento falla. Además, las redes de sensores en su configuración ad-
hoc pueden implementar protocolos de búsqueda que les permitirán conocer la posición de los
diferentes nodos (y por ende, la topoloǵıa de la red) de forma no centralizada, transmitiéndose
la información salto a salto. Esto facilita notablemente el despliegue y mantenimiento de la
red, que es resistente a cáıdas y fallos.
Los nodos de la red pueden medir parámetros del ambiente como la humedad y la tem-
peratura, monitorizar parámetros relacionados con la salud de los usuarios como la medida
de la saturación del ox́ıgeno en sangre o pueden detectar presencia, por ejemplo. Gracias a las
capacidades de enrutamiento de este tipo de redes, cualquier información recogida en algún
sensor perteneciente a la red puede ser comunicada a los sensores que lo requieran.
Las WSN son empleadas en varios escenarios. Algunos ejemplos de su aplicación se pueden
observar en la Figura 3.5:
Aplicaciones militares: monitorización de fuerzas y equipos, vigilancia del campo de
batalla, reconocimiento del terreno, detección de ataques biológicos, qúımicos o nucle-
ares, etc.
Aplicaciones medioambientales: seguimiento de animales, monitorización de las condi-
ciones ambientales en cultivos, riego, agricultura de precisión, detección de incendios
forestales, detección de inundaciones, estudios de contaminación, prevención de desas-
tres, monitorización de áreas afectadas por desastres, etc.
Aplicaciones médicas: telemonitorización de datos fisiológicos en pacientes, diagnóstico,
administración de medicamentos, seguimiento de médicos y pacientes en hospitales, etc.
Aplicaciones en el hogar/edificios: uso económico de calefacciones y aires acondicionados,
ayuda a la evacuación de personas en caso de incendios, reconocimiento del estado de
estructuras para controlar su deterioro natural o por efectos derivados de terremotos, por
ejemplo, aśı como control de electrodomésticos, entornos inteligentes, control ambiental,
etc.
Aplicaciones en agricultura: cuyo objetivo es incorporar los últimos avances en agricul-
tura de precisión, gestión de fincas y trazabilidad integral en la agricultura. En la Figura
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3.6 se muestra una red de sensores, constituida por cientos de sensores desplegados so-
bre un viñedo, donde cada uno de los sensores obtienen la temperatura, nivel de luz y
humedad del suelo para posteriormente comunicar los datos recolectados sobre una red
multi-hop hacia un punto central donde posteriormente serán analizados.
Aplicaciones industriales: seguimiento de veh́ıculos, control de flota, control de inven-
tarios, etc.
Figura 3.5: Aplicaciones de WSN
A diferencia de las redes tradicionales, las WSN tienen su propio diseño y recursos. Re-
specto a los recursos, los sensores poseen enerǵıa limitada (con lo que su tiempo de vida es
limitado) y un pequeño rango de comunicación, un pequeño ancho de banda, aśı como limita-
da capacidad de procesamiento y almacenamiento. Las principales diferencias entre las WSN
y las redes tradicionales, son:
Número de nodos que constituyen la red.
Los sensores son densamente desplegados.
Los sensores tienen tendencia a los fallos.
Cambios frecuentes en la topoloǵıa de la red.
Comunicación mediante broadcast.
Los sensores poseen una fuente de enerǵıa limitada.
Los sensores no poseen un identificador dentro de la red.
Caracteŕısticas hardware de los sensores.
3.6.1. Desaf́ıos
A modo de resumen veamos cuales son los principales desaf́ıos, en cuanto a investigación,
que plantean hoy en d́ıa las redes inalámbricas de sensores. Dichos desaf́ıos se pueden centrar
en tres áreas principales.
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Figura 3.6: WSN en Agricultura
El consumo de enerǵıa: generalmente los nodos sensor están alimentados mediante una
bateŕıa con una determinada cantidad de enerǵıa. El problema surge cuando, una vez
desplegada una red de sensores, no es factible el cambio de bateŕıas cuando éstas se
agoten ya que la dispersión y el número de nodos que la suelen formar lo impide. Por lo
tanto, se plantea la necesidad de diseñar los nodos y sus sistemas tanto hardware como
software de forma que el consumo de potencia de los nodos sea lo más bajo posible de
forma que se maximice el tiempo de vida de las bateŕıas, garantizando un funcionamiento
lo más autónomo posible de toda la red.
Detección e interacción con el mundo f́ısico: se trabaja en algoritmos de colaboración
para el procesamiento de los datos captados para poder disponer de distintas vistas del
ambiente monitorizado. También, provocado por la restricción del consumo de enerǵıa
de los nodos y el consumo de enerǵıa que conllevan las comunicaciones, se hace necesario
desarrollar algoritmos capaces de discernir si un dato capturado es o no importante antes
de ser enviado al nodo central.
Diseño de la red de comunicaciones: la cantidad de nodos, desde pocas decenas hasta
miles, y las restricciones energéticas hacen que los protocolos y sistemas de comuni-
cación que se utilicen sean cruciales para garantizar un funcionamiento correcto de la
red de sensores. También en este punto, es importante tener en cuenta la latencia en la
comunicación aunque no es un factor muy restrictivo ya que la sensorización de vari-
ables generalmente no es cŕıtica, hay que mantener la latencia dentro de unos márgenes
adecuados sobre todo si se introducen actuadores o tareas de control con restricciones
temporales.
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Cualquier sistema que este limitado por un cierto número de recursos, como puede ser el
consumo enerǵıa, debe ser considerado para un perfecto estudio, desarrollo y funcionamiento
del sistema. En el ámbito de las redes de sensores, el recurso más dif́ıcil de conocer es el
consumo de enerǵıa. El tiempo de vida de la red quizás sea la métrica de evaluación más
importante en las redes de sensores, ya que la red solamente podrá desempeñar su tarea
mientras ésta esté viva. Por lo tanto, el tiempo de vida de la red indica la máxima utilidad
que la red puede proveer. Si esta métrica es analizada previamente a su despliegue, el tiempo
de vida estimado puede contribuir a la justificación del coste del despliegue de la red. Además,
el tiempo de vida también es considerado como un parámetro fundamental en el contexto de
disponibilidad y seguridad en redes [36], y depende del tiempo de vida de cada uno de los
sensores que constituyen la red. Si el consumo de enerǵıa de cada uno de los sensores no se
predice con exactitud, es posible que el tiempo de vida para la red predicho se desvié de manera
incontrolada. Aśı, el modelo que representa a cada uno de los nodos (sensores) juega un papel
importante en la predicción de dicha métrica, campo donde puede ser de gran utilidad el
estudio de este campo o caracteŕıstica bajo los métodos formales.
La finalidad y el medio en el cual serán empleadas las WSN influirá en el desarrollo y
despliegue de los sensores. Para reducir drásticamente el coste de la instalación de la red,
las WSN tienen la habilidad de adaptarse dinámicamente a los cambios que se produzcan en
el medio en el cual han sido desplegada. Los mecanismos de adaptación pueden responder a
cambios de la topoloǵıa de red o a cambios entre modos de operación drásticamente diferentes.
Por ejemplo, la misma red que supervisa el escape de gas en una fábrica qúımica podŕıa ser
reconfigurada para ser utilizada a su vez para rastrear la difusión de gases venenosos, con lo
que la red podŕıa dirigir a los trabajadores al camino más seguro durante su evacuación.
Existen varios factores que determinan el tamaño de la red, como el medio sobre el cual
se despliega la red, el esquema de despliegue, y la topoloǵıa de red. El tamaño de la red
variará respecto al medio en el cual se despliegue. Por ejemplo, en espacios interiores se
necesita una menor cantidad de sensores que en espacios exteriores. En espacios exteriores,
pueden aparecer obstáculos que limiten la capacidad de comunicación entre sensores, con lo
que esto afectará a la topoloǵıa y por tanto en el modo de despliegue de los sensores. El
posicionamiento de los sensores dentro de la red no tiene porque ser diseñado a priori, sino
que se puede realizar de forma arbitraria, como puede ser en el caso de terrenos inaccesibles
o de aplicaciones destinadas a desastres naturales. Por lo tanto, los protocolos y algoritmos
diseñados para las redes de sensores deben de poseer la capacidad de auto-organización ante
posibles cambios en la red.
3.6.2. Métricas de evaluación de WSN
El objetivo de esta sección es presentar cada una de las métricas de evaluación más im-
portantes para las redes de sensores inalámbricas y la relación existente entre cada una de
ellas. Las principales métricas de evaluación de WSN son: lifetime, coverage, cost and ease of
deployment, response time, temporal accuracy, security, y effective simple rate.
La principal caracteŕıstica de estas métricas es que están interrelacionadas entre ellas. A
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menudo puede ser necesario disminuir el rendimiento de una métrica, por ejemplo la velocidad
de la red (rate), para aumentar el rendimiento de otra, como puede ser el tiempo de vida
de la red (lifetime). Conjuntamente, todas estas métricas representan un espacio de medida
multidimensional de la capacidad y rendimiento de las redes de sensores inalámbricas.
LifeTime
Una de las caracteŕısticas más importantes y cŕıtica en las redes inalámbricas de sensores
es el tiempo de vida de la red, ya que no es una tarea fácil reemplazar los nodos de una
red o recargar las bateŕıas de estos, debido a su elevado coste operacional. Por lo que el
objetivo principal de toda red es mantener el conjunto de sensores que conforman la red en
funcionamiento durante el mayor espacio de tiempo posible.
El principal factor que limita el tiempo de vida de las redes de sensores inalámbricas es
el suministro y consumo de enerǵıa por parte de los sensores, de manera que una posible
solución es que cada uno de los sensores que integran la red administre de manera eficiente
su consumo de enerǵıa para aśı maximizar el tiempo de vida de toda la red. En ocasiones, el
principal objetivo no es estudiar cual es el tiempo máximo durante el cual la red está activa,
sino analizar cual es el tiempo mı́nimo de vida de cada uno de los sensores, ya que por ejemplo,
en redes de sensores orientadas a la seguridad, la inactividad de un sensor convierte la red en
una red vulnerable. Esta es la razón por la que actualmente la mayoŕıa de las investigaciones
se centran en el diseño de protocolos y algoritmos con bajo consumo de enerǵıa, ya que el
consumo de enerǵıa influye directamente en el tiempo de vida de la red.
Algunos art́ıculos hablan del tiempo de vida de la red como un parámetro a mejorar, pero
ninguno de ellos define exactamente el término Network lifetime [22].
Coverage
Conjuntamente al tiempo de vida de la red, la cobertura es una de las principales métricas
de evaluación de las redes inalámbricas de sensores. Uno de los principales objetivos que se ha
perseguido en las redes inalámbricas de sensores es desplegar una red sobre la mayor superficie
posible.
Principalmente hay que diferencias los términos cobertura (coverage) de la red del término
ámbito (range) de la red (ver Figuras 3.7 y 3.8).
Utilizando técnicas de comunicación Multi-hop, se puede ampliar la cobertura de la red
mas allá del ámbito de cobertura de la tecnoloǵıa utilizada. Por tanto, utilizando esta técnica,
el ámbito de cobertura de la red se puede ampliar indefinidamente. Por el contrario, al au-
mentar el rango de transmisión de la red vuelve a surgir el problema del consumo de enerǵıa,
ya que a mayor rango de cobertura, mayor consumo de enerǵıa, limitando esto el tiempo de
vida de la red.
La escalabilidad es una de las principales caracteŕısticas de las redes de sensores inalámbri-
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Figura 3.7: Ámbito de WSN
Figura 3.8: Cobertura de WSN
cas. Inicialmente, la red puede estar conformada de un pequeño número de sensores, pero pro-
gresivamente se pueden añadir más sensores a la red para cubrir de este modo las necesidades
del usuario. Un inconveniente que surge con la escalabilidad es que al aumentar el número
de sensores, aumenta proporcionalmente la cantidad de información a ser transmitida por la
red, lo cual incrementa el consumo de enerǵıa por parte de los sensores disminuyendo de este
modo el tiempo de vida de la red.
Cost and ease of deployment
Una de las caracteŕısticas que diferencia las redes inalámbricas de sensores del resto de
redes tradicionales es su facilidad de despliegue e instalación. Ligada a esta caracteŕıstica se
encuentra la caracteŕıstica de autoconfiguración. Idealmente, la red debe ser capaz de auto-
configurarse ante cualquier cambio en la estructura de la red, como puede ser un cambio de
posición de sensores, eliminación de sensores o la aparición de nuevos sensores en la red. Sin
embargo, los sistemas reales poseen un cierto número de restricciones las cuales no se pueden
violar. Por tanto la red debeŕıa ser capaz de volver a la última situación permitida cuando
alguna de estas restricciones sea incumplida.
En conclusión, la red debe ser capaz de adaptarse ante posibles cambios en su estructura
o cambios en el medio f́ısico sobre el cual fue desplegada, auto-configurándose de una manera
confiable y segura. Pero, al igual que las otras métricas, al disminuir el coste y aumentar la
facilidad de despliegue, disminuye el tiempo de vida de la red.
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Response Time
La capacidad de disminuir el tiempo de respuesta en la red entra en conflicto con el
tiempo de vida de la red. En algunas aplicaciones de seguridad, por ejemplo las de detección
de intrusos mediante sensores, el tiempo de respuesta conjuntamente con el tiempo de vida
de la red son unas de las caracteŕısticas mas deseadas en el sistema. En este tipo de sistemas,
la alarma debe de activarse inmediatamente tras la detección de un intruso. Otro área donde
el tiempo de respuesta es una caracteŕıstica deseada es en aplicaciones destinadas al control
de sistemas de producción y equipamiento.
Pero la disminución del tiempo de respuesta, influye directamente en el consumo de enerǵıa
y por tanto en el tiempo de vida de la red. Una solución a este problema es tener sensores en
los cuales su radio solo esté activa durante ciertos periodos de tiempo, pero ésta no seŕıa una
opción deseada para ciertas aplicaciones de seguridad.
Security
Las redes de sensores inalámbricas deben de ser capaces de mantener en privado la infor-
mación recogida del medio. Para aplicaciones destinadas a la seguridad, la confidencialidad
de los datos es una caracteŕıstica significante y deseada. Por tanto, el sistema no solo debe
mantener la privacidad de la información, sino que la red debe de ser capaz de autentificar
la comunicación de los datos. Por ejemplo, no es deseable la posibilidad de introducir falsos
mensajes de alarma dentro de una red destinada a seguridad.
Para ello se pueden utilizar técnicas de encriptación y criptograf́ıa, aumentando directa-
mente el ancho de banda necesario y el tiempo de procesamiento por parte de los sensores en
encriptación y desencriptación de la información y, por tanto disminuyendo el tiempo de vida
de la red al aumentar el consumo de enerǵıa de cada uno de los sensores que intervienen en
esta operación.
Effective Sample Rate
Se define el término Effective Sample Rate o también llamado Tiempo de Comunicación,
como el tiempo trasncurrido desde que el sensor capta los datos del medio, hasta que llegan
a un punto de colección de información, como puede ser la estación base.
En los arboles de enrutamiento, todo sensor debe manejar la información de todos los
sensores descendientes a él. Por ejemplo, si cada sensor transmite una sola vez la información
captada y cada sensor tiene 60 sensores descendientes, tendrá que enviar al resto de nodos
60 mensajes diferentes siendo capaz de recibir todos los mensajes en un mismo periodo de
muestreo. Este aumento tiene efectos adversos sobre el rendimiento del sistema y aumenta la
posibilidad de la transmisión de mensajes redundantes.
Para mejorar el tiempo de comunicación se pueden utilizar varias técnicas de compresión
espacial y temporal, reduciéndose aśı el ancho de banda requerido mientras se mantiene el
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mismo ratio de muestreo. Adicionalmente, se puede almacenar localmente en cada uno de los
sensores la información recolectada para aśı evitar la transmisión y recepción de información
redundante.
3.6.3. Simuladores
Según el diccionario de la Real Academia Española (R.A.E) [4] simular es ((Representar
algo, fingiendo o imitando lo que no es )). Por tanto, podŕıamos definir un simulador como
una herramienta cuya finalidad es la representación de un sistema mediante un modelo sim-
plificado, que nos permita analizar, verificar, validar o predecir el comportamiento de este
sistema.
En el área de las redes inalámbricas de sensores, los simuladores son utilizados a menudo
para analizar y evaluar nuevos protocolos antes de ser implementados, o realizar una com-
paración con otros protocolos o aplicaciones ya desarrolladas. Frecuentemente, los simuladores
son utilizados durante la fase de diseño antes de iniciar la fase de implementación. Estos nos
permiten analizar y evaluar el rendimiento del sistema, y comparar varios modelos y alter-
nativas de configuración de manera controlada, para posteriormente decidir cual se adapta
mejor a nuestras necesidades. Esto supone un ahorro de coste y tiempo durante el proceso de
desarrollo, ya que la comprobación en el ambiente real, supone una tarea costosa (respecto a
tiempo y dinero), dif́ıcil y compleja.
Existen varios simuladores de redes disponibles con caracteŕısticas diferentes, por lo cual
cada uno de ellos será más apropiado y eficaz en un ámbito, según las caracteŕısticas del
sistema a estudiar. A continuación se presentara algunos de los simuladores mas importantes
que se han desarrollado hasta el momento.
Ns-2
Ns-2 [1] es el simulador mas popular para redes de sensores, ampliamente extendido en el
ámbito académico. Ns-2 permite simular redes cableadas e inalámbricas (802.11 y 802.15.4) y
simula un amplio rango de tecnoloǵıas de redes: protocolos TCP y UDP, implementa multi-
casting y algunas de las capas de enlace MAC para simular LANs, e incorpora funcionalidad
para modelar el consumo de enerǵıa.
Se trata de un simulador de libre distribución dirigido por eventos. Su construcción modu-
lar lo hace realmente extensible y es quizás lo que lo ha hecho tan popular. Su facilidad de ser
extendido y su arquitectura orientada a objetos permite el desarrollo de nuevos protocolos,
aśı como facilidad de mantenimiento, reusabilidad, etc. Por el contrario, no posee una buena
escalabilidad en el campo de redes de sensores. En casos con un gran numero de nodos, el
tiempo de simulación es de orden exponencial debido a que cada nodo de la red puede in-
teractuar con cualquier otro nodo, lo cual conlleva a un excesivo numero de dependencias a
controlar.
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OPNET
OPNET es una plataforma comercial para modelado y simulación de redes de comu-
nicaciones y sistemas distribuidos, la cual puede ser utilizada tanto como herramienta de
investigación, como una herramienta para el diseño y análisis de redes.
OPNET no es tan popular como otros simuladores como son Ns-2 o GloMoSim ya que
no dispone de gran número de protocolos para simular. Por el contrario, OPNET es ca-
paz de modelar de manera fiel diferentes caracteŕısticas como son una representación de la
transmisión de radio, las caracteŕısticas de los transmisores, antenas a nivel de f́ısico, ciertos
obstáculos que puedan afectar en la comunicación, aśı como, desarrollar diferentes paquetes
acorde a las necesidades del usuario. Al igual que ocurre con Ns-2, OPNET tiene problemas
de escalabilidad con las redes de sensores.
TOSSIM
TOSSIM [7] es un simulador de eventos para las redes de sensores TinyOS. El principal
objetivo de TOSSIM es realizar una simulación fidedigna de las aplicaciones diseñadas para
TinyOS. TOSSIM se podŕıa decir que es mas bien un emulador que un simulador. Por tanto,
TOSSIM transporta directamente el código de la aplicación a simular al código de la platafor-
ma donde será ejecutado, pero éste no será ejecutado de igual modo en el sensor que en una
simulación, debido a las abstracciones que se consideran para simplificar el modelo.
Existen varias extensiones de TOSSIM, entre ellas las mas importantes son TinyViz, una
herramienta de visualización y PowerTOSSIM [53] encargado de modelar el consumo de en-
erǵıa.
GloMoSim
GloMoSim inicialmente fue desarrollado para simular redes inalámbricas de sensores.
Está implementado bajo el lenguaje Parsec, el cual es una variante de C para programación
paralela, lo cual lo distingue del resto de simuladores, al poder ser utilizado en paralelo.
Entre las principales caracteŕısticas de GloMoSim cabe destacar que es un buen simulador
de redes IP móviles, tiene varias opciones para la propagación de radio, protocolos CSMA
MAC, protocolos de enrutamiento e implementaciones de UPD y TCP. Por el contrario, tiene
ciertas limitaciones para simular cualquier otro tipo de redes, fenómenos f́ısicos externos a los
sensores, condiciones medioambientales, soporte para sensores,etc. GloMoSim ha sido utilizado
para evaluar redes de sensores inalámbrica, pero la fidelidad de sus resultados es un aspecto
cuestionable.
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Sidh
Sidh es un simulador por eventos desarrollado espećıficamente para redes inalámbricas de
sensores. Sidh esta implementado bajo el lenguaje de programación Java, lo cual le aporta
una mayor portabilidad.
Sidh se compone de un conjunto de módulos, de los cuales una parte se puede acceder
mediante la llamada a diferentes métodos (estos módulos son definidos mediante una interfaz),
y el acceso al resto de módulos se realiza mediante eventos. La utilización de la comunicación
mediante eventos asegura la coordinación entre iteraciones.
Sidh tiene la propiedad de escalar de manera eficiente, siendo capaz de simular, redes con
miles de nodos, de manera más rápida que la ejecución en tiempo real.
3.7. Métodos Formales en Redes de Sensores Inalámbricas
La aplicación de los métodos formales en el campo de las redes de sensores inalámbricas-
es relativamente escasa. Esto es debido a la escasa existencia de herramientas destinadas a
la verificación de este tipo de redes. Actualmente en esta área, los métodos formales deben
de competir con los tradicionales simuladores destinados al estudio de redes. Es común, que
aplicaciones de simulación como NS2 o TOSSIM acompañen a plataformas extensamente
aceptadas como es el caso de TinyOS, por lo que reduce la existencia de herramientas des-
tinadas al análisis, validación y verificación de WSN. Pero no todas las áreas de interés de
las redes inalámbricas de sensores son cubiertas por las herramientas de simulación. El hecho
que favorece a los métodos formales frente a las t́ıpicas herramientas de simulación, es que la
técnica de simulación permite verificar ciertas propiedades pero no son capaces de comprobar
todos los casos posibles que se pueden presentar. En el campo de algoritmos probabiĺısticos
ésta es una caracteŕıstica que diferencia el uso de técnicas formales de las técnicas de simu-
lación, además de poder crear una especificación exacta del modelo a analizar debido al rigo
y corrección de las técnicas basadas en métodos formales.
Un argumento que motiva el uso de métodos formales en este campo, es que las redes de
sensores se componen de una colección de pequeños dispositivo que solo se diferencian en su
ID individual o dirección de red. Teniendo en cuenta este aspecto, las redes de sensores son
unos excelentes candidatos para la utilización de métodos formales, ya que una vez que se
haya diseñado el modelo que represente a un sensor, éste puede ser copiado y adaptado para
representar al resto de nodos, debiendo únicamente de cambiar el identificador de dicho nodo.
Además, las redes de sensores podŕıan ser modelados como sistemas concurrentes, teniendo
el potencial adicional de que las reducciones de simetŕıa pueden ser aplicadas de manera muy
eficiente.
Los algoritmos de redes de sensores inalámbricas (WSN) presentan un conjunto de desaf́ıos,
apropiados para ser abordados con técnicas y herramientas basadas en los métodos formales,
entre los cuales se encuentran:
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Modelado y razonamiento sobre el comportamiento dependiente del tiempo. Por ejemplo,
la transmisión de mensajes está sujeto a los conocidos delays, aśı como que habitualmente
los algoritmos suelen utilizar relojes, etc.
Muchos algoritmos dependen de determinadas condiciones geométricas como local-
ización, distancia, etc.
Modelado de diferentes modos de comunicación (broadcast, punto a punto,..).
Simulación y análisis de sistemas con gran cantidad de nodos distribuidos aleatoria-
mente.
Tanto la corrección como el funcionamiento apropiado del algoritmo son aspectos cŕıticos
que deben ser analizados en profundidad.
Por tanto, creemos que los métodos formales pueden ser de gran beneficio y ayuda en
el desarrollo de nuevos sistemas y protocolos en el ámbito de WSN, proporcionando nuevos
modelos y técnicas de diseño, capturando a un alto nivel el comportamiento del sistema.
Una de las áreas más destacadas donde se ha utilizando los métodos formales es en el
análisis de protocolos de seguridad, pero en los últimos años otros campos están ganando
popularidad como son el análisis de algoritmos probabiĺısticos, la predicción de consumo de
enerǵıa para pronosticar la duración de la bateŕıa de los sensores y por tanto el tiempo de
vida de la red. Algunos ejemplos de aplicación son:
Estimación del consumo de enerǵıa: Se han realizado investigaciones sobre cómo podŕıa
ser utilizada la técnica de model checking para el análisis de estimación del consumo
de enerǵıa en WSN. En este aspecto se han desarrollado modelos matemáticos basados
en la teoŕıa de autómatas temporizados para determinar el empleo de enerǵıa de un
sensor con un ajuste predefinido. En el contexto de optimización de enerǵıa existe un
art́ıculo [42] que presenta la investigación realizada sobre sistemas embebidos de tiempo
real usando voltaje dinámico. En [29] se presenta un estudio realizado con autómatas
probabiĺısticos sobre redes de sensores con baja señal de radio.
Corrección en el diseño de protocolos: En este campo se han diseñado modelos prob-
abiĺısticos acordes a protocolos de transporte, aśı como de protocolos diseñados para
optimizar el periodo de establecimiento de la red. En este campo se han realizado estu-
dios con autómatas para verificar la corrección de aplicaciones diseñadas para el sistema
Operativo TinyOS bajo la herramienta llamada FSMGen [39].
Trabajo Relacionado
Existen diferentes modos de modelar el comportamiento de las redes inalámbricas de sen-
sores, como el funcionamiento de los sensores que la conforman. Para conocer las ventajas
del modelado y análisis de este tipo de redes mediante la utilización de los métodos for-
males es necesario conocer las alternativas que existen. En la literatura se pueden encontrar
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varias propuestas (técnicas, lenguajes de especificación, herramientas) basadas en los métodos
formales. Por ello a continuación se presentará un breve resumen de algunas de ellas.
CaVi [15] es una interfaz que integra el estado del arte del simulador Castalia [54] y
la herramienta de model checking PRISM [2]. CaVi provee una interfaz basada en el
estado del arte de los métodos de simulación y los métodos formales de verificación
para redes de sensores inalámbricas. Mediante esta interfaz podemos llevar a cabo la
simulación y verificación del comportamiento en gran detalle de las redes de sensores
inalámbricas.
La funcionalidad de CaVi podŕıa ser dividida en:
• Edición y Creación de las redes: inicialmente CaVi genera automáticamente
los modelos basados en PRISM (śıncronos o aśıncronos), utilizando las plantillas
genéricas de los protocolos flooding y gossiping. Estos modelos son guardados como
ficheros XML, pudiendo ser exportados para Castalia y PRISM.
• Simulación y Visualización de las trazas: CaVi genera automáticamente el
modelo Castalia, simulando y visualizando las trazas, las cuales pueden ser expor-
tadas. La simulación consiste en mostrar que nodo env́ıa paquetes a que otro nodo
y con qué probabilidad sucede dicha transmisión.
• Monte-Carlo Simulation y Model Checking: CaVi soporta simulación
Monte-Carlo para el análisis de la sensibilidad de parámetros, aśı como, la ca-
pacidad de verificar ciertas propiedades.
PAWSN [48] es un álgebra de procesos para WSN. Esta combina las caracteŕısticas del
álgebra de procesos CCS (paralelismo, composición secuencia, . . . ) con la aportación de
nuevas caracteŕısticas como son tiempo, probabilidad y comportamiento de consumo de
enerǵıa. Para facilitar el diseño y análisis de los modelos especificados mediante PAWSN,
se ha implementado la herramienta TEPAWSN, la cual permite realizar un análisis
cuantitativo y cualitativo de los modelos especificados mediante PAWSN, traduciendo
y adaptando estos a otros leguajes para que el análisis pueda ser realizado por otras
herramientas (PowerTOSSIM, VMNet, PRISM, MRMC, UPPAAL, . . . ) acorde a los
propósitos establecidos para el análisis (simulación, verificación y análisis de enerǵıa).
En [27] se presenta un modelo formal probabiĺıstico para modelar protocolos flooding
y gossiping , y analizar como influye la elección de diferentes modelos en los resultados
del análisis de prestaciones. Para ello combinan el autómata probabiĺıstico PRISM
como herramienta para el model checking y el método tradicional de simulación
Monte-Carlo.
Luo y Tsai desarrollaron un nuevo modelo formal llamado Space Time Petri Nets (STP-
Ns) para modelar WSN [46]. STPNs es un lenguaje formal que se extiende de Time Petri
Nets (TPN) y Colored Petri Nets (CPN). La nueva aportación de este lenguaje es la
inclusión de información espacial a los lugares de las redes originales TPN y CPN para
modelar las redes de sensores. Basada en esta idea, un conjunto de nuevos conceptos
son propuestos:
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• Información espacial: en el modelo que representa la red de sensores, los lugares
representarán a los nodos de la red y las transiciones las acciones de transmisión
de datos. Además, los tokens serán utilizados para representar el nivel de enerǵıa
de cada uno de los nodos.
• Topoloǵıa dinámica: este nuevo concepto es introducido debido a que los nodos
que constituyen la red pueden tener una posición fija y definida o una posición
aleatoria en la red. Para ello se programa un script que especifique de qué modo
se establecen los nodos de la red.
• Transmisión broadcast: la transmisión broadcast es modelada mediante una tran-
sición especial la cual es llamada broadcast transition, que solo tiene lugares de
entrada pero no de salida.
Para evaluar la capacidad del nuevo lenguaje STPN, implementa un entorno de simu-
lación gráfico para construir los modelos y simularlos. En conclusión, se puede decir que
la finalidad de este nuevo lenguaje es el modelado y análisis de protocolos y algoritmos
diseñados para redes de sensores.
En [50] los autores utilizan Lamport’s temporal logic of actions [43] para modelar y
simular protocolos de difusión con la finalidad de descubrir los arboles de enrutamiento.
En el art́ıculo [47] proponen el uso de Real-Time Maude como modelo formal para
modelar este tipo de redes, además de simular y analizar algoritmos destinados a WSN.
En el se realiza como ejemplo el modelado del sofisticado algoritmo OGDC.
En [24], los autores presentan un intento de aplicar los métodos formales en la especi-
ficación y verificación de redes de sensores, aśı como la utilzación de Active Sensor
Processes ASP como notación de especificación formal.
µ − Calculus [40] es una generalización del estándar µ − Calculus de Kozen [41] para
sistemas probabiĺısticos, el cual puede ser utilizado como un lenguaje de especificación
y análisis en esquemas de redes inalámbricas respecto al consumo de enerǵıa de éstas.
Por tanto este nuevo lenguaje de especificación y análisis contribuye a describir de man-
era formal un modelo de los protocolos de comunicación inalámbricos, incorporando
capacidad para manejar el consumo de enerǵıa utilizando acciones probabiĺısticas eti-
quetadas. También contribuye a la creación de una nueva especificación cuantitativa de
µ − Calculus (qMµ) para el análisis del tiempo óptimo esperado en el modo de bajo
consumo. Utilizando esta nueva especificación se es capaz de calcular el tiempo óptimo
en el cual los nodos deben permanecer dormidos.
El art́ıculo [49] analiza los beneficios de un acercamiento formal al análisis de las redes
inalámbricas; en particular se presenta la investigación realizada sobre cómo el model
checking puede ser utilizado para validación de algunos diseños de decisión, y para
proveer un perfil de comportamientos cuantitativos. En conclusión se puede decir que la
finalidad del articulo es presentar como el uso de técnicas formales pueden ser de gran
utilidad en el análisis de prestaciones y corrección de los protocolos diseñados para redes
inalámbricas. Especialmente se presenta:
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• La facilidad de como los contra-ejemplos de los model checkers pueden ser utilizados
para demostrar de manera concisa las limitaciones de los protocolos.
• La facilidad de búsqueda exhaustiva de las técnicas probabiĺısticas de model check-
ing pueden ser utilizadas para calcular un amplio rango de comportamientos prob-
abiĺısticos.
• El uso de modelos que especifican el funcionamiento de pequeños ejemplos pueden
ser aplicados igualmente a sistemas de gran escala.
En [28], el protocolo de control de acceso para redes de sensores LMAC ha sido modelado
y verificado mediante la herramienta UPPAAL, para detectar y resolver colisiones que
ocurren en el env́ıo de información por parte de los nodos.
Por último, en el art́ıculo [19] el autor utiliza la herramienta HyTech para automatizar
el análisis de sistema embebidos. HyTech es capaz de reconocer la causa o el factor
bajo la cual un sistema satisface una condición temporal.
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Caṕıtulo 4
Trabajo de Investigación Realizado
En este caṕıtulo se presenta el trabajo de investigación realizado en el que se ha partici-
pado. El trabajo realizado, esta principalmente enfocado en tres ĺıneas de investigación:
Diseño y elaboración de la herramienta de evaluación de prestaciones basada en parámet-
ros temporales (BAL).
• Diseño y elaboración del analizador sintáctico.
• Diseño y elaboración del analizador de prestaciones temporales.
• Diseño y elaboración del entorno gráfico.
• Diseño y elaboración del editor de texto.
Mejora de la eficiencia de la herramienta BAL.
• Estudio, adaptación e implementación de técnicas de poda.
• Paralelización.
Aplicación de la herramienta BAL en Análisis de prestaciones de Sistemas Flexibles de
Producción (Flexible Manufacturing Systems FMS).
4.1. Diseño y elaboración de la herramienta BAL
En esta sección se presentará la herramienta BAL, herramienta capaz de realizar de modo
automático el análisis de prestaciones en sistemas especificados mediante el álgebra de procesos
BTC. El análisis realizado por la herramienta BAL puede ser utilizado con dos finalidades
diferentes, las cuales son:
1. Si se dispone de un sistema con un número fijo de recursos, con la utilización de BAL
se puede averiguar cuál es el tiempo necesario para llegar del estado inicial al estado
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final, con lo que podemos comprobar diferentes configuraciones para un sistema antes
de su implantación y elegir entre éstas cual nos beneficia más, ahorrando con ello una
gran cantidad de tiempo y dinero.
2. Partiendo de una especificación de un sistema, podemos hallar el número óptimo de
recursos necesarios para cumplir un número determinado de restricciones.
Principalmente, BAL se compone de las siguientes partes:
Interfaz gráfica.
Asistente para la especificación de sistemas.
Analizador sintáctico.
Generador del grafo de transiciones.
Analizador de prestaciones.
Un esquema de la estructura general de dicha herramienta puede encontrarse en la Figura
4.1.
4.1.1. Caracteŕısticas
La potencia de BAL recae en las caracteŕısticas del álgebra de procesos temporizada BTC,
la cual nos permite realizar el análisis de prestaciones de sistemas complejos considerando los
recursos compartidos que en cada instante están disponibles.
Al tratarse de un álgebra temporizada, los análisis realizados con este álgebra se centran
en un análisis temporal. Para ello, a partir de la semántica operacional se construye un grafo
de transiciones en el cual se abstrae la información sobre las acciones para centrar la atención
en las caracteŕısticas temporales.
Usualmente para sistemas reales complejos, el número de estados del grafo de transiciones
es enorme, convirtiéndo el análisis de éste en una tarea que conlleva gran cantidad de esfuerzo
y tiempo. Por ello, se desarrollo la herramienta BAL, la cual presenta como uno de sus
principales objetivos la facilidad de la construcción y análisis de dicho grafo.
Una vez se ha realizado la especificación del sistema el funcionamiento de la herramienta
puede ser dividido en tres etapas, (Figura 4.1):
1. Análisis Sintáctico: Inicialmente el analizador sintáctico comprobará que la especifi-
cación del sistema no contiene errores y se ha realizado acorde con las reglas sintácticas.
2. Grafo de Transiciones: Si la especificación del sistema es correcta, la herramienta
construirá el correspondiente grafo de transiciones utilizando cada una de las reglas de
la semántica operacional.
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3. Análisis de Prestaciones: Finalmente la herramienta recorrerá el grafo construido en
busca del tiempo mı́nimo necesario para alcanzar el estado final a partir del inicial. Esto
es, determinar cual es el tiempo mı́nimo necesario para que el sistema finalice.
Figura 4.1: Arquitectura de la herramienta BAL
4.1.2. Sintaxis
Para obtener una sintaxis mas amigable e intuitiva se realizaron algunas modificaciones
sobre la sintaxis de BTC. Los cambios realizados son únicamente sintácticos, no afectando
estos a la semántica operacional de BTC.
En ocasiones, cuando se realiza la especificación de un sistema, es usual que se requiera que
una secuencia de acciones se ejecute más de una vez. Por tanto, para obtener especificaciones
más simples y claras sin necesidad de repetir varias veces una misma secuencia de acciones se
definió el operador de repetición, llamado Repeat. Este operador se debe utilizar después de
la secuencia de acciones que queremos que se repita. La sintaxis del nuevo operador es:
< Repeat, ω >
44 CAPÍTULO 4. TRABAJO DE INVESTIGACIÓN REALIZADO
donde ω ∈ N. Por tanto, para la especificación del proceso P. < Repeat, ω > el operador
Repeat será sustituido por el proceso P. < Repeat, ω− 1 > mientras ω > 0. Esto significa que
las acciones que componen el proceso P serán ejecutadas ω + 1 veces.
A continuación se presentará un ejemplo del funcionamiento de este operador:
Process 1 :=< action 1, 9 > . < action 2, 2 > . < action 1, 9 > .
< action 2, 2 > . < action 1, 9 > . < action 2, 2 > .stop;
utilizando el operador Repeat, la especificación anterior pasaŕıa a ser:
Process 1 :=< action 1, 9 > . < action 2, 2 > . < Repeat, 2 > .stop;
Otros cambios de menor importancia que se han realizado sobre la sintaxis de BTC son:
Para poder denotar el comportamiento especial de los recursos no expropiativos, los
cuales deben ser solicitados antes de su utilización y liberados al finalizar, se ha modifi-
cado la sintaxis de las acciones especiales. El nombre de las acciones especiales irá acom-
pañado del śımboloˆdel siguiente modo: âction, para las acciones que solicitan el recurso
no expropiativo y action̂ para las acciones que lo liberan.
De igual modo se ha modificado la sintaxis de las acciones sin tiempo, acciones utilizadas
en la sincronización entre procesos. Esta modificación se ha realizado para impedir que
un proceso se sincronice consigo mismo en casos innecesarios. Para que un proceso P
esté sincronizado con otro proceso Q mediante la acción a, el proceso P ′ deberá de
contener la acción conjugada (a′) de la acción a.
Por tanto, los procesos P y Q se sincronizarán mediante la acción a del siguiente modo:
P = a. < b, 2 > . . . . .stop;
Q = a′. < d, 2 > . . . . .stop;
La acción a o a′ no será ejecutada hasta que no aparezca otra instancia de sincronización
de la misma acción, es decir su conjugado.
Con estos cambios, la sintaxis de las acciones para BAL será la siguiente:
acciones temporizadas ⇒ < action, time >
acciones sin tiempo ⇒ action y action′
acciones especiales ⇒ âction and action̂
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Figura 4.2: Interfaz Gráfica de la herramienta BAL
4.1.3. Interfaz Gráfica y Asistentes
Además de eficaz y eficiente, podemos decir que BAL es una herramienta fácil de utilizar ya
que incluye una interfaz gráfica y varios asistentes de especificación que facilitan su utilización.
En la Figura 4.2 se puede observar las principales ventanas de las que se compone la interfaz.
La utilización de la interfaz gráfica desarrollada para BAL es el modo mas comodo de
realizar el análisis de prestaciones para sistemas concurrentes. Debido a su sencillez, con
escasos conocimentos, cualquier usuario podrá crear una especificación de un sistema, analizar
sintácticamente dicha especificación y realizar un análisis temporal del sistema. La ventana
principal de la herramienta es la que se puede observar en la Figura 4.3, donde se especifica
el nombre de las diferentes áreas.
Specification Area: Área destinada a la especificación del sistema a analizar. Este área
mostrará la descripción textual del sistema, que el usuario podrá escribir directamente
en dicha área o utilizando el asistente desarrollado para esta tarea.
Files Tree: A la izquierda del área de especificación se encuentra un árbol de directorios
que permite al usuario explorar los distintos sistemas de almacenamiento de los que se
disponga.
Notification Area: Bajo el área de especificación se encuentra el área de notificaciones
destinada a mostrar el consecuente de alguna tarea realizada, como puede ser el resultado
del análisis sintáctico o la solución correspondiente al camino más corto entre un estado
inicial y un estado final.
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Figura 4.3: Ventana Principal
Tool Bar: En la parte superior del interfaz, podemos diferenciar la barra de menús
y la barra de herramientas. La barra de menús contiene todas las operaciones que la
aplicación nos permite realizar, agrupadas según su funcionalidad en diferentes menús
despegables. La barra de herramientas contiene iconos para ejecutar de manera inmedi-
ata algunas de las operaciones más utilizadas incluidas en la barra de menús.
State Bar: En la parte inferior se encuentra la barra de estado que proporciona infor-
mación adicional sobre la posición del cursor en el área de especificación, el estado de
la tarea realizada o en proceso.
Hasta ahora se ha visto la interfaz desde un aspecto estático. Ahora pasaremos a ver cómo
podemos utilizar todos estos elementos para realizar el análisis de un sistema concurrente.
Previamente, para poder iniciar el análisis de prestaciones se tiene que especificar el sistema
a analizar. Para facilitar la tarea de especificación del sistema a analizar e impedir errores
sintácticos, la herramienta dispone de un asistente que guiará al usuario durante la especifi-
cación del sistema, facilitando que esta tarea se realice de un modo más sencillo e intuitivo.
Este asistente consta de dos partes:
1. Resource Assistant Zi: Mediante este asistente se especificará la cantidad de recursos
compartidos de los que se compone el sistema, aśı como el conjunto de acciones que
requieren para su ejecución de dicho recurso (ver Figura 4.4). Dependiendo de que el
recurso sea expropiativo o no expropiativo, las acciones que utilizan este recurso serán
diferentes. Si el recurso es expropiativo, las acciones en el conjunto Zi serán acciones
temporizadas, por el contrario si el recurso es no expropiativo éste constará únicamente
de acciones especiales.
2. Process Assistant: Asistente encargado de la declaración de los procesos que intervienen
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Figura 4.4: Asistente de Especificación de Recursos
en el sistema (ver Figura 4.5).
(a) Procesos (b) Acciones
Figura 4.5: Asistente de Especificación de Acciones y Procesos
Una vez especificado el sistema a analizar, se deberá realizar el análisis sintáctico sobre la
especificación del sistema. Esta opción no estará activa si previamente no se ha proporcionado
ningún sistema a analizar. El análisis sintáctico se podrá iniciar mediante la opción Syntax
Check (compile) en el menú Run o mediante el icono situado en la barra de herramientas.
Durante esta fase, el sistema comprobará si lo especificado está declarado en base a la sintaxis
de BTC.
Finalizado el análisis sintáctico con éxito, se podrá iniciar el análisis de prestaciones del
sistema, opción que permanecerá inactiva hasta no haber realizado y concluido con éxito el
análisis sintáctico. El análisis de prestaciones se podrá iniciar mediante la opción Run del
menú contextual o mediante el icono Play de la barra de herramientas. Una vez iniciado el
análisis de prestaciones se activará la opción Stop para poder ser interrumpido por parte del
usuario cuando desee.
Cuando la ejecución ha finalizado, el resultado es mostrado en el área de notificaciones
(notification area). La información que muestra dicha pantalla es la que se puede obsrevar en
la Figura 4.6:
El tiempo mı́nimo en el que puede ser ejecutado ese sistema, es decir, el tiempo mı́nimo
necesario para alcanzar el estado final a partir del inicial.
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El estado de cada uno de los nodos del grafo que componen la rama más corta, indicando
qué acciones hay preparadas para ejecutar y cuales de ellas son ejecutadas.
El tiempo empleado por BAL en realizar el análisis de prestaciones.
Además, el usuario podrá guardar la traza con el resultado del análisis.
Figura 4.6: Pantalla de Resultados
4.2. Mejora de la eficiencia de la herramienta BAL
En las primeras etapas del desarrollo de la herramienta BAL, la principal limitación que
se encontró fue que al incrementar el tamaño del sistema a estudiar, el número de nodos
del grafo de transiciones aumentaba considerablemente, desembocando esto en una explosión
de estados, debido a la gran cantidad de alternativas que se presentaban en el grafo. Para
resolver este problema se han aplicado métodos de reducción del espacio de estados [57] [20],
adaptando a nuestras necesidades la funcionalidad de los diferentes métodos estudiados.
Además, se ha incorporado en BAL la capacidad de ser ejecutado en paralelo, con lo que
ha disminuido drásticamente el tiempo de ejecución y se han reducido las restricciones de
memoria. Para ello, la técnica utilizada consiste en la paralelización de la búsqueda de cada
una de las ramas de decisión y la utilización de memoria distribuida donde se ha utilizado
MPI (Message Passing Interface) o PVM (Parallel Virtual Machine) para la comunicación y
sincronización entre procesos.
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4.2.1. Estudio, adaptación e implementación de técnicas de poda
Inicialmente, para resolver el problema de maximizar el rendimiento relativo a minimizar
el tiempo necesario para alcanzar el estado final (a partir del inicial) se hab́ıa implementado
un algoritmo recursivo (una modificación del algoritmo de Dijkstra) que permit́ıa calcular el
tiempo necesario para evolucionar entre estados y que conforma la solución que maximiza el
rendimiento del sistema. Para encontrar dicha solución se realiza un recorrido en profundidad
del grafo (Depth first). Para ello, cada nodo que es explorado genera todos sus sucesores antes
de que otro nodo sea explorado. Después de cada expansión, un hijo es seleccionado para
ser expandido. Si se llega a un estado a partir del cual no se puede continuar, es decir, el
coste alcanzado es mayor a uno de las ramas previamente analizadas, se regresa al punto más
cercano de decisión con alternativas no exploradas.
Durante el análisis de los primeros sistemas se pudo comprobar que conforme el tamaño
del sistema a estudiar aumentaba, el número de nodos del grafo correspondiente aumentaba
considerablemente, con lo que el tiempo necesario para obtener el resultado final y los requer-
imientos de memoria aumentaban considerablemente. Realizando un estudio detallado sobre
los grafos de transiciones generados durante el análisis, se descubrió la posibilidad de utilizar
nuevos métodos de poda los cuales mejoraŕıan el rendimiento de la herramienta. Estas nuevas
técnicas se basan en los algoritmos branch and bounds, los cuales pueden ser usados para
simplificar la búsqueda en el espacio de estados.
Además, exist́ıa la posibilidad de explorar nodos que ya se hab́ıan analizado en algún otro
camino, incrementado con ello la complejidad de la estrategia de búsqueda. Para resolver este
problema se optó por no estudiar aquellos estados que ya hab́ıan sido analizados previamente
en algún otro camino. Esto requiere guardar en memoria todos los estados ya analizados
previamente. Para ello se modificó el algoritmo de búsqueda incorporando dos nuevas estruc-
turas de datos: VIEW Y EXPLORE, donde se almacenaran aquellos estados ya explorados,
obteniéndose el algoritmo que se muestra en 1.
Inicialmente VIEW Y EXPLORE estarán vaćıas y en cada iteración, conforme finalice la
búsqueda en el espacio de soluciones de un nodo ( se hayan analizado todos los hijos de un
nodo), se añadirá a VIEW este nodo conjuntamente con el coste necesario para alcanzar un
nodo hoja. EXPLORE almacenará los nodos candidatos a ser analizados.
Por tanto, cuando un nodo va ha ser analizado, antes de llamar a la función recursiva
para proseguir con la búsqueda en profundidad, se comprobará si dicho nodo se encuentra
almacenado en la lista (el nodo ya ha sido expandido en un camino previo), pudiendo ocurrir
una de las siguientes alternativas:
Si el nodo se encuentra almacenado en la lista, se aborta la búsqueda por dicha rama,
evitando aśı el análisis de posibles alternativas estudiadas previamente.
En caso contrario, se prosigue con el análisis hasta una futura situación de parada (fin
de la rama, conste superior al de una rama ya analizada o nodo ya estudiado).
Tras implementar la técnica de poda sobre el algoritmo de generación del grafo de transi-
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Algorithm 1 Algoritmo óptimo de planificación




S := node to explore
cn := cost to arrive to node S
1: EXPLORE := ø
2: if (S is in V IEW ) and ((cn + getCost(S)) < cost ) then
3: cost = cn + getCost(S)
4: else
5:
6: ∗ ∗ \ add to EXPLORE childrems of S
7:
8: EXPLORE ← setChildrem S;
9: if EXPLORE 6= ø then
10: while EXPLORE 6= ø do
11: N= getChildrem(EXPLORE)
12:
13: ∗ ∗ \ obtain the cost of the transition between states
14:
15: ct = getCostTransition(S,N)
16: if (cn + ct) < cost then
17: cost(N ,(cn + ct))
18: end if
19: end while
20: else if cn < cost then
21: cost = cn
22: V IEW ← V IEW ∪ S
23: end if
24: end if
ciones, se realizó un conjunto de pruebas para comprobar la corrección de la nueva versión del
algoritmo implementado. Con los resultados obtenidos de esta bateŕıa de pruebas, se realizó un
estudio comparativo entre la versión inicial del algoritmo y la nueva versión implementada.
El sistema que se eligió para realizar el estudio comparativo modela la suma de matrices
de tamaño 10x10. En este sistema solo se considera la existencia de un único recurso, el
procesador, y contamos con el mismo número de procesos que filas (columnas) tengan las
matrices a sumar. La especificación del sistema seŕıa la siguiente:
Z1 = {rd, add, wr}
N = {n}
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[[P ]] = [[< rd, 4 > . < add, 1 > . < wr, 2 > .stop]]Z,N
Process = P ||P || . . . ||P
donde rdi es la acción correspondiente a leer la fila i, addi es la acción correspondiente a
la suma de las filas i, wri es escribir el resultado de la suma y n representará el número de
procesadores de los que se dispone.
La Tabla 4.1 muestra los resultados obtenidos en este análisis. Como conclusión de este
estudio, observando los resultados se puede decir que se han obtenido una mejora significante
respecto a la primera versión, ya que muchos casos que inicialmente no pod́ıan ser estudiados
debido a problemas de falta de memoria o a un tiempo de ejecución excesivo, ahora pueden
ser estudiados en un tiempo razonablemente corto.
Processors Ver. Inicial Ver. Poda
2 - 2’ 41”
3 170h 21’ 2” 8’ 42 ”
4 51h 12’ 4” 6’ 17”
5 22h 45’ 21” 1’ 42”
6 5h 12’ 34” 9”
7 1h 23’ 5” 2”
8 22’ 24” <1”
9 22” <1”
10 <1” <1”
Tabla 4.1: Resultado Suma de Matrices
4.2.2. Paralelización
Para mejorar el tiempo de búsqueda de los algoritmos secuenciales se puede utilizar varios
procesadores trabajando en paralelo y colaborando entre ellos. Cada uno de los procesadores
analizará un subgrafo del grafo de estados, reduciéndose con ello el tiempo de ejecución.
Idealmente el tiempo de búsqueda se reduciŕıa en proporción al número de procesadores que
colaboren en la búsqueda, pero también hay que tener en cuenta el factor de sobrecarga
introducido debido al intercambio de información entre los procesadores, reduciéndose con
ello el Speedup.
La estrategia utilizada para paralelizar la búsqueda en el espacio de soluciones del grafo,
divide el grafo inicial en subgrafos de menor tamaño que serán asignados a cada uno de los
procesadores para ser analizados. Para realizar esta tarea se optó por utilizar el algoritmo de
Branch and Bounds paralelo.
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Desafortunadamente el espacio de estados no está balanceado y nuestro grafo dispondrá de
una estructura desconocida (ver Figura 4.7), por lo que uno de los problemas de este algoritmo
es la distribución del espacio de búsqueda sobre cada uno de los procesadores. Por lo tanto,
hay que conseguir obtener subgrafos equitativos respecto al trabajo a realizar en cada uno de
ellos.
Existen dos alternativas a la hora de distribuir la carga de trabajo entre los procesadores:
balanceo estático de la carga o balanceo dinámico de la carga.
Se ha podido apreciar que la partición estática no es conveniente para resolver problemas
sobre un grafo no uniforme debido al pobre rendimiento que ofrece. La opción de balanceo
estático de la carga es óptima cuando se conoce la estructura del grafo y ésta es uniforme, ya
que el particionamiento se realizará siempre de la misma forma, asignando la misma cantidad
de trabajo a cada uno de los procesadores que intervienen en el análisis.
Figura 4.7: Balanceo Estático
Por lo tanto, la opción adecuada en nuestro caso es balancear el espacio de búsqueda entre
los procesadores de manera dinámica. Sin embargo, esta opción conlleva la tarea de obtener de
manera anticipada la distribución de los espacios de búsqueda. Antes de realizar la asignación
de trabajos a los diferentes procesadores, se realizará un recorrido en anchura de los primeros
niveles del grafo hasta que el número de nodos en dicho nivel, sea superior al número de
procesadores de los que se disponga. Ya que, al ir profundizando en el grafo, se generan un
mayor número de nodos, con lo que se puede realizar una división más uniforme entre los
procesadores. Además, durante esta etapa se comprobará que no se exploraran aquellos nodos
que generen un mismo espacio de estados. De este modo se establecerá una cota superior
dinámica, que nos indicará el nivel a partir del cual se paraleliza la búsqueda (ver Figura 4.8).
Un esquema general de cómo trabaja la distribución de trabajo dinámica se encuentra en
la Figura 4.9.
Inicialmente el espacio de búsqueda es asignado a un procesador y los otros procesadores
esperan a que les sea asignado un trabajo. Cuando un procesador está inactivo, solicita trabajo
al nodo maestro. Cada uno de ellos posee una pila donde almacena en orden los nodos que ya
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Figura 4.8: Balanceo Dinámico con Cota Superior
Figura 4.9: Esquema Distribución Dinámica del Trabajo
han sido expandidos y los nodos ya analizados por el resto de procesadores.
Cuando un proceso termina:
Indica al maestro el valor óptimo que ha encontrado.
Pide nuevo trabajo al maestro.
Realiza el backtracking inicializando su valor a uno indicado por el maestro.
Cuando el maestro asigna un nuevo trabajo a un proceso, le indica el mejor valor en-
contrado hasta el momento.
La técnica empleada para realizar la división de trabajo en un procesador es Random
Polling (RP), elección aleatoria de los procesadores a quienes solicitar más trabajo cuando su
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tárea finalice. En este caso, cada procesador tiene la misma probabilidad de ser el donador.
Es decir de otorgar carga de trabajo.
4.3. Aplicación de la herramienta BAL en FMS
Una de las áreas de estudio donde se ha empleado la herramienta BAL es en el análisis de
prestaciones de FMS [52]. Debido al hecho de que la construcción de cualquier nueva cadena
de producción requiere una inversión grande, la fase de diseño adquiere una gran importancia.
En este contexto BAL nos ha permitido el estudio de diferentes configuraciones para varios
sistemas de producción antes de que estos fueran desarrollados o en la mejora de algunos ya
establecidos.
4.3.1. Caso de Estudio FMS
Varios FMS han sido evaluados mediante la herramienta BAL. En esta sección se pre-
sentará el estudio de una celda de ensamblaje utilizada en la mayoŕıa de FMS. La celda se
compone de tres máquinas y un robot (ver Figura 4.10). La máquina M1 produce piezas de
tipo A y la máquina M2 produce piezas de tipo B. Mas tarde, la máquina M3 ensamblará una
pieza de cada tipo para obtener la pieza final la cual abandonará la celda de ensamblaje. El
movimiento de las piezas dentro de la celda de ensamblaje lo llevará a cabo un robot, el cual
trabajará en exclusión mutua.
Figura 4.10: Celda de Ensamblaje
En este sistema podemos encontrar 4 tipos de recursos: tres máquinas (M1, M2, M3)
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y un robot. El recurso que modela las máquinas se trata de un recurso expropiativo y el
recurso robot es un recurso no expropiativo. Para cada uno de ellos definimos un conjunto
de acciones las cuales utilizan al menos un recurso de ese tipo para su ejecución. Para los
recusos expropiativos (M1, M2 y M3) se definen los conjuntos: Z1= { process m1 }, Z2= {
process m2 }, Z3= { process m3 }. Y las acciones que necesitan un recursos no expropiativo
se especifica como: Z4= { r robot }.
Sobre este sistema se estudio cómo influye el número de recursos del tipo Robot en el
funcionamiento del sistema. Inicialmente supondremos que solo disponemos de un recurso de
cada tipo (N={1,1,1,1}), con lo que la especificación del sistema será la siguiente:
Figura 4.11: Especificación de Celda de Ensamblaje
Una vez especificado el sistema y estudiado éste bajo la herramienta BAL, se presentan los
resultados obtenidos en la Tabla 4.2. Para ello hemos considerado los casos donde el sistema
cuenta con uno o dos robots. Se tomó esta decisión porque observando el sistema se podŕıa
pensar que el recurso compartido Robot es el causante de un cuello de botella en el sistema
y que quizás el rendimiento mejoraŕıa si tuviéramos dos recursos de este tipo. Para estudiar
esta suposición, en la especificación cambiaŕıamos el valor del conjunto N aumentado hasta
2 el número de recursos de tipo Robot (N={1,1,1,2}).
Según los resultados que se pueden observar en la Tabla 4.2, se pudo deducir que pasar
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1 Robot 2 Robots
Primera pieza 19 17
Intervalo entre piezas 13,06 11,06
Throughput (x100) 7,65 9,04
Tabla 4.2: Resultados con robot rápido en la celda de ensamblaje
1 Robot 2 Robots
Primera pieza 49 38
Intervalo entre piezas 45,18 24,97
Throughput (x100) 2,21 4
Tabla 4.3: Resultados con robot lento en la celda de ensamblaje
de un robot a dos no conlleva una mejora notable, obteniéndose un rendimiento similar en
ambos casos.
En el mercado existen distintos tipos de robots que presentan diferencias en las caracteŕısti-
cas técnicas. Veamos que sucede si el robot de nuestro sistema es reemplazado por uno más
económico pero que invierte en sus desplazamientos 9 unidades de tiempo. La especificación
seŕıa la misma pero se deberá modificar los tiempos empleados por las acciones: movinm1,
mov in m2, mov m1 m3, mov m2 m3, mov m3 out.
Si comparamos los resultados obtenidos con un robot y dos robots, el coste económico
de utilizar dos robots debeŕıa ser demasiado elevado para no incorporar otro al sistema de
producción ya que el número de piezas que pueden ser procesadas por unidad de tiempo con
dos robots es casi el doble que con un solo robot.
Nuestro estudio no aclara si vale la pena en invertir en un robot más rápido o no. Según
los resultados obtenidos, podemos observar que el sistema es capaz de procesar 0.075 piezas
con el robot rápido y solamente 0.0221 con el robot más lento. La decisión parece estar clara,
pero un dato importante es el coste de estos robots. Según el estudio que hemos realizado, la
variación de los gastos podŕıa ser considerable, con lo que la decisión quedaŕıa en manos del
diseñador.
Otro caso de estudio el cual ha sido sometido bajo el análisis de BAL, es un sistema
dedicado a la creación de piezas metálicas, las cuales se conforman de dos partes (A y B).
Estas partes se crean mediante la inyección de metal en moldes, para posteriormente ser
lijadas, pulidas y ensambladas para conformar la pieza final.
En este sistema disponemos de diferentes tipos de recursos: siete máquinas (M1 −M7),
dos buffers (Buf1, Buf2), cuatro cintas trasportadoras (converyor) (C1 − C2) y cuatro
robots (R1−R4). Los recursos que modelan a las máquinas se trata de recursos expropiativos,
aśı como, los recursos que modelan a los recursos robot, buffer and conveyor son recursos
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Figura 4.12: Celda de Ensamblaje2
no expropiativos. Para cada uno de ellos se define un conjunto de acciones que necesitan al
menos un recurso de este tipo para su ejecución. Para los recursos expropiativos (M1−M7)
se definen los siguientes conjuntos:
Z1= { inject A } , Z2= { inject B }, Z3= { file }, Z4= { vibrate }, Z5= { polish }
Z6= { assemble }, Z7= { pack }
los cuales incluyen las acciones que se ejecutan en cada máquina. Las acciones que utilizan
los recursos no expropiativos son:
Z8= { r b1 }, Z9= { r b2 }, Z10= { r c1 }, Z11= { r c2 }, Z12= { r c3 }, Z13= { r c4 }
Z14= { r r1 }, Z15= { r r2 }, Z16= { r r3 }, Z17= { r r4 }
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El número de recursos de cada tipo se define como:
N={2,4,2,2,2,4,2,8,9,12,12,1,1,1,2,2,1}
La especificación BTC para estos sistemas es la que podemos encontrar en la Figura 4.13.
Figura 4.13: Especificación Creación Piezas Metálicas
Tras realizar el análisis de prestaciones bajo la herramienta BAL, podemos utilizar los
resultados obtenidos para dirigir nuestro trabajo en dos v́ıas diferentes:
Encontrar el número mı́nimo de recursos necesarios para obtener las prestaciones esper-
adas del sistema.
Evaluar el comportamiento del sistema para encontrar alguna mejora.
Este ejemplo se ha estudiado para ver si el sistema podŕıa ser optimizado para conseguir un
mejor tiempo de producción, es decir, aumentar el throughput del sistema.
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Diferentes configuraciones (incremento/decremento del número de robots, capacidad de las
cintas transportadoras, . . . ) han sido estudiadas y las conclusiones obtenidas han sido las
siguientes: Después de una primera evaluación del sistema el throughput obtenidos fue 0.137,
lo cual significa que se obteńıan 13.70 piezas en 100 unidades de tiempo. Observando el
comportamiento del sistema, se descubrió que el robot R1 era un cuello de botella, ya que
solamente exist́ıa un único robot de este tipo y se deb́ıan suministrar piezas a 6 máquinas
diferentes (2M1+4M2). Tras esta observación, se cambio la configuración del sistema aumen-
tando la cantidad de robots del tipo R1 a dos unidades, obteniéndose ahora un throughput
de 0.119, siendo este inferior al obtenido en la primera evaluación del sistema. Este problema
disminúıa al incrementar el número de robots (R1) a 4 unidades, pero con este cambio no
se obtuvo una mejora significante (throughput 0.14). Este problema surge porque la capaci-
dad de la cinta transportadora C3 no está preparada para esta modificación. Cambiando la
capacidad (N={2,4,2,2,2,4,2,8,9,12,12,10,1,2,2,2,1}) se obtiene una mejora significante en el
funcionamiento del sistema, obteniéndose en este caso 23 piezas por cada 100 unidades de
tiempo (throughput 0.23). Aśı que se propuso utilizar 2 robots R1 e incrementar la capacidad
de la cinta transportadora C3 a una capacidad superior a 50 piezas. Otra conclusión obtenida
es que con una máquina extra el sistema produce el 20 % más de piezas por unidad de tiempo.
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Caṕıtulo 5
Anteproyecto de Tesis
El marco general dentro del cual se pretende desarrollar el trabajo de investigación es
La Automatización del Análisis de Prestaciones de Sistemas Concurrentes. Debe entenderse
que este marco tiene, por una parte, una componente matemática, la cual se basará en la
construcción de un modelo que nos permita crear descripciones concisas y precisas de sistemas
concurrentes, aśı como una componente computacional, la cual nos automatice la tarea del
análisis de los sistemas, como podŕıa ser la simulación, verificación, śıntesis y análisis de
prestaciones.
Basándonos en estas dos componentes, la primera tarea a realizar para la futura ĺınea
de investigación, será la creación de una descripción formal de los sistemas basándonos en el
álgebra de procesos BTC, álgebra a la cual se extenderá su sintaxis y su semántica operacional.
Para ello se analizarán y estudiarán los lenguajes formales de especificación ya existentes, de
los cuales se adoptarán ideas y se propondrá una nueva notación para BTC, mediante la cual,
haciendo uso de su poder de especificación, se modelarán estos sistemas.
Por tanto, con la construcción de este nuevo formalismo, dispondremos de un nuevo leguaje
de especificación, el cual nos proporcionará la capacidad de realizar especificaciones formales
de sistemas, de las cuales se podrán realizar un análisis exhaustivo bajo diferentes condiciones
y escenarios, además de poder ser verificadas y simuladas.
En el tercer caṕıtulo se presentó la existencia de varios simuladores destinados al estudio
de protocolos de WSN, pero cada uno de estos centra sus estudios en un aspecto particular
de las redes de sensores. Por ejemplo TOSSIM es un simulador diseñado concretamente para
las redes de sensores TinyOS. Además, estos simuladores no son capaces de abstraer ciertas
caracteŕısticas del sistema como seŕıa deseado, por ejemplo la comprobación de la vivacidad
del sistema, la no existencia de interbloqueos (deadlocks) o el análisis de prestaciones de un
protocolo de enrrutamiento.
Una alternativa a los tradicionales simuladores es la utilización de los métodos formales y
con ellos la utilización de herramientas que faciliten su utilización. Por tanto, una vez final-
izada la primera fase de la investigación, nos centraremos en el desarrollo de una herramienta
especializada en el modelado de redes inalámbricas de sensores. Para ello se extenderá la
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funcionalidad de BAL, incorporándole las siguientes funcionalidades:
Capacidad de especificación y análisis de aplicaciones y protocolos diseñados para WSN.
Capacidad para trasladar especificaciones realizadas mediante Redes de Petri a una es-
pecificación basada en BTC, aśı como la capacidad de trasladar especificaciones basadas
en BTC a otros modelos formales.
Se mejorará su interfaz gráfica, permitiendo a los diseñadores visualizar varios indi-
cadores, por ejemplo el consumo individual de cada uno de los sensores, proceso de
generación del árbol de enrutamiento, etc.
Capacidad de simulación, la cual podrá ser guiada por el usuario, o por el contrario la
propia herramienta guiará la simulación.
Escalabilidad.
Estimación del consumo de enerǵıa de cada uno de los nodos que componen la red, como
del tiempo de vida de la red.
Capacidad de modelar los diferentes modos de comunicación entre sensores.
En conclusión, con la extensión del poder de expresión de BTC y la mejora de la fun-
cionalidad de BAL, se pretende conseguir una herramienta con la cual analizar y estudiar las
aplicaciones y protocolos diseñados para WSN. Por ejemplo, unos posibles casos de estudio
donde se podŕıa aplicar esta herramienta seŕıan: el análisis y evaluación de la escalabilidad
de protocolos para WSN, análisis del coste de construcción del árbol de enrrutamiento y el
análisis del consumo de enerǵıa.
5.1. Objetivo General
El objetivo principal del trabajo futuro de investigación es el de automatizar el análisis
de prestaciones en sistemas concurrentes realizado mediante técnicas formales. En concreto se
pretende diseñar e implementar una herramienta que realice dicho análisis de prestaciones de
una manera eficiente y que presente al mismo tiempo una interfaz amigable cara al usuario.
Una vez desarrollada, se pretende analizar sistemas reales, en concreto se realizará un análisis
exhaustivo de las redes inalámbricas de sensores las cuales, están proliferando rápidamente
en los últimos tiempos. El análisis de prestaciones realizado se basa en técnicas formales, y
en concreto para modelar los sistemas se ha optado por el álgebra de procesos BTC debido
principalmente al hecho de ser un álgebra temporizada y que al mismo tiempo es capaz de
tener en cuenta el estado de los recursos de que dispone el sistema.
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5.1.1. Objetivos Espećıficos
Este objetivo principal anteriormente presentado se descompone en varios objetivos par-
ciales:
Desarrollo de un analizador sintáctico para las especificaciones de sistemas realizadas
mediante el lenguaje BTC.
Desarrollo de un analizador de prestaciones temporales, en concreto este analizador se
centrará en minimizar el tiempo máximo necesario para finalizar la ejecución del sistema
a estudio.
Desarrollo de una interfaz gráfica que además de incluir tanto el analizador sintáctico
como el de prestaciones, incluya un editor de texto que posibilite que las especificaciones
de los sistemas sean introducidas directamente a través de la herramienta (manteniendo
la opción de importarlas de un fichero texto). Este editor de texto debeŕıa también
incluir asistentes para ayudar al usuario en la introducción de las especificaciones y
evitar posibles errores sintácticos.
Mejorar la eficiencia de los algoritmos usados en el análisis de prestaciones mediante su
paralelización.
Ampliar la capacidad expresiva del álgebra de procesos BTC con el fin de recoger más
parámetros de los sistemas a evaluar.
Aplicación de la herramienta diseñada a sistemas reales.
5.2. Justificación
Los métodos formales poseen un amplio conjunto de técnicas y herramientas ya desar-
rolladas para verificar protocolos, software y sistemas hardware. Los métodos formales y las
herramientas basadas en estos, han sido utilizados para describir a un alto nivel de precisión
el comportamiento de ciertos sistemas y aśı poder analizar y estudiar estos modelos. A través,
de este análisis nos ayudará a descubrir errores que no eran descubiertos con las tradicionales
pruebas de testeo.
El método más común utilizado en el análisis de protocolos, es la simulación del compor-
tamiento del protocolo. Para ellos los simuladores realizan un gran número de ejecuciones del
comportamiento de un mismo sistema, sin embargo no exploran todas las posibles ejecuciones,
siendo posible que no realice aquellas donde el comportamiento del protocolo es erróneo.
Creemos que mediante los métodos formales, se puede construir un modelo que sirva de
ayuda a los diseñadores en el desarrollo de sistemas orientados a las WSN. Tradicionalmente los
protocolos han sido un objeto de análisis de los métodos formales, y los protocolos orientados
a WSN no son una excepción. Para ello se deberá de construir un modelo matemático intuitivo
y sistemático, mediante el cual se pueda realizar una especificación formal de WSN, siendo
64 CAPÍTULO 5. ANTEPROYECTO DE TESIS
esta el punto de partida del análisis formal, aśı como la construcción de una herramienta que
automatice este proceso.
5.3. Plan de trabajo
A partir de los objetivos parciales que hemos propuesto, vamos a descomponer el trabajo
futuro en módulos y tareas a desarrollar. En primer lugar se presentará la relación de los
módulos y su descomposición en tareas para seguidamente describir en detalle el alcance de
cada una de dichas tareas. Posteriormente se presentará una planificación temporal. Aún aśı,
el grado de concreción de las tareas disminuye a medida que se avanza en el tiempo. Ello se
debe en parte a la dependencia de unas tareas de los resultados de otras y, en parte, a la
búsqueda de nuevas soluciones; lo que hace muy dif́ıcil determinar con precisión el resultado y
finalización de dichas tareas. Aśı pues, la siguiente planificación debe interpretarse como una
declaración de intenciones.
Algunas tareas definidas en el plan de trabajo, las cuales han sido presentadas en el
caṕıtulo anterior, ya han sido realizadas durante el desarrollo del trabajo de investigación.
Durante el desarrollo del trabajo de investigación, algunas tareas se solaparán en el tiempo,
iniciándose una antes de haber terminado la anterior. Los módulos y tareas que se proponen
para el desarrollo del proyecto de investigación son los siguientes:
Módulo 1 Gestión del trabajo, coordinación y difusión de los resultados
Tarea 1.1 Gestión y coordinación del trabajo a realizar
El trabajo a realizar se ha dividido en cuatro sub-categoŕıas, cada una de ellas constituida
por uno de los cuatro grandes aspectos a desarrollar. Estos aspectos o ĺıneas son: implementa-
ciones, modificaciones en el álgebra BTC, aplicación a sistemas reales y difusión de resultados,
con lo que el trabajo futuro queda dividido en un total de 6 módulos.
Tarea 1.2 Elaboración de una página Web
Se realizará una página web donde se centralizará toda la información relativa a la her-
ramienta BAL. La página dispondrá de una zona con acceso restringido y una zona pública
en la que se podrá acceder a un resumen de los resultados alcanzados y a la versión de la
herramienta que en cada momento se disponga. Además, según evolucióne la investigación, en
dicha página se ira incorporando los distintos tipos de información asociados a la investigación.
Tarea 1.3 Difusión de resultados
Se dará difusión a los resultados obtenidos a través de los siguientes mecanismos:
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Informes periódicos del trabajo realizado que se harán públicos en la página web del
proyecto.
Publicaciones en revistas y congresos de reconocido prestigio.
Módulo 2 Elaboración del catálogo de funcionalidades de la herramienta a
diseñar
El objetivo de este módulo es el de establecer claramente qué va a ser capaz de hacer
la herramienta, qué cosas se podŕıan incluir opcionalmente y qué queda fuera de su ámbito.
También se debe hacer un estudio detallado de herramientas similares disponibles en el mer-
cado ya que aunque no existe ninguna con las mismas caracteŕısticas que la que se pretende
desarrollar, si se puede sacar conclusiones constructivas de las carencias o errores de ellas.
Tarea 2.1 Diseño de las prestaciones de la herramienta
Esta tarea es de vital importancia para proporcionar una visión clara y concreta del
objetivo a alcanzar. Las caracteŕısticas funcionales que debe tener la herramienta se dividirán
en tres categoŕıas:
Funciones básicas: con las que se pretende tener una primera versión de la herramienta
centrada en análisis de prestaciones basadas en parámetros temporales y que además
incluirá tanto el analizador sintáctico como el entorno gráfico.
Funciones avanzadas: donde se incluirán las funcionalidades referidas a evaluación de
distintos parámetros de los sistemas concurrentes a estudio (por ejemplo, consumo en-
ergético). Con la incorporación de estas funciones avanzadas, se pretende que la her-
ramienta sea también capaz de realizar model-cheking, simulación o verificación a de-
manda del usuario.
Funciones opcionales: estas funciones se irán describiendo durante el transcurso del
proyecto porque se prevé que irán apareciendo nuevas necesidades.
Tarea 2.2 Aprender de errores
Como se ha comentado anteriormente, en el mercado existen distintas herramientas dedi-
cadas de un modo u otro a realizar distintos tipos de análisis sobre sistemas. Una vez estudi-
adas en detenimiento y probadas experimentalmente todas las que se encontraban disponibles,
se llegó a la conclusión de que no exist́ıa ninguna herramienta que cubriera las necesidades
que se planteaban. Pero este estudio debe ser productivo, y antes de empezar el desarrollo de
la nueva herramienta parece interesante obtener un catálogo con los errores y carencias que
se han encontrado en cada una de ellas con el objetivo final de evitarlos dentro de lo posible.
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Módulo 3 Diseño y elaboración de la herramienta de evaluación de presta-
ciones basada en parámetros temporales
En este módulo se pretende desarrollar una primera versión de la herramienta completa-
mente funcional que se centre en las caracteŕısticas temporales del sistema a analizar. Es de
vital importancia que esta primera versión tenga unos pilares sólidos sobre los que sostener el
resto de funcionalidades que se pretenden incluir en ella.
Tarea 3.1 Diseño y elaboración del analizador sintáctico
Esta tarea consiste en desarrollar un analizador sintáctico para las especificaciones de
sistemas concurrentes elaboradas con el álgebra de procesos BTC. Se pretende que no sólo
detecte errores sintácticos sino que además sitúe al usuario en el error y le muestre sugerencias.
Tarea 3.2 Diseño y elaboración del analizador de prestaciones temporales
En esta tarea se desarrollará un programa que realizará el análisis de prestaciones de
sistemas concurrentes. Será necesario proporcionarle como entrada un fichero texto con una
especificación sintácticamente correcta de un sistema concurrente realizada con el lenguaje
BTC. Para realizar el análisis, basándose en las reglas de la semántica operacional de BTC,
el programa deberá generar el grafo de transición de estados correspondiente a las posibles
evoluciones del sistema para más tarde recorrerlo y ser capaz de identificar cuál es el camino
más corto para alcanzar el estado final desde el estado inicial, esto es, cuál es el tiempo mı́nimo
que el sistema necesita para realizar todas las acciones que en él se encuentran.
Tarea 3.3 Diseño y elaboración del entorno gráfico
Los dos programas elaborados en las tareas anteriores, en su primera versión, deben de
utilizarse en ĺınea de comando, proporcionándoles las entradas como ficheros de texto. Aunque
las funcionalidades obtenidas hasta este punto son las deseadas, en esta nueva tarea se desar-
rollará una interfaz gráfica en la que incluir ambos programas y a la que se le añadirán más
funcionalidades con el objetivo final de crear un entorno todo lo amigable posible.
Tarea 3.4 Diseño y elaboración del editor de texto
Esta tarea se centra más en mejorar la usabilidad de la herramienta que en ampliar las
funcionalidades a nivel de evaluación de prestaciones. Se desarrollará un editor de texto que
permita introducir las especificaciones de los sistemas en la misma herramienta sin necesidad
de importarlas de un fichero texto externo. Además, se pretende que ayude al usuario en la
generación de las especificaciones para lo que se crearán asistentes encargados de especificar
los distintos componentes de los sistemas mediante requerimientos al usuario que tendrá que
preocuparse poco de la sintaxis exacta utilizada por el álgebra de procesos utilizada.
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Tarea 3.5 Realización bateŕıa exhaustiva de pruebas
En esta tarea se desarrollará un catálogo de pruebas que cubrirá todos los posibles ca-
sos de estudio. Estas pruebas se clasificarán según su objetivo en cuatro grupos claramente
diferenciados:
Comprobar la corrección del software desarrollado.
Comprobar la completitud de la documentación desarrollada.
Comprobar cuánto de intuitivo y cómodo tiene la interfaz gráfica desarrollada.
Hacer un estudio de los tiempos empleados tanto por los algoritmos utilizados para
la generación del grafo de transición de estados como para el algoritmo de cálculo del
camino más corto.
Módulo 4 Mejora de la eficiencia de la herramienta
El objetivo global de este módulo es el de paralelizar los algoritmos con el propósito de
obtener resultados de una manera más eficiente. Debido a los conocimientos y experiencia
obtenida tanto en métodos formales como en evaluación de prestaciones, es conocedor de que
la primera versión de la herramienta, aunque correcta, presentará limitaciones a la hora de
tratar con sistemas de un volumen considerable. Esto será aśı principalmente en el algoritmo
encargado de generar el grafo de transición de estados y en el algoritmo encargado de recorrerlo
para encontrar el camino más corto debido a que dependiendo del tamaño del sistema a tratar
el número de nodos generados podŕıa ser potencialmente muy elevado lo que repercutiŕıa en
las necesidades de memoria del equipo en el que se esté ejecutando y en el tiempo necesario
para concluir su ejecución. Por consiguiente, se planteará la paralelización de los algoritmos
y la implementación de algoritmos de poda para evitar estos problemas.
Tarea 4.1 Paralelización de los algoritmos
En esta tarea será donde se paralelizarán los algoritmos de generación del grafo de transi-
ción de estados y el algoritmo de cálculo del camino más corto. De este modo se irán generando
procesos según vaya aumentando el tamaño del grafo, los cuales a su vez se irán descomponien-
do también en hilos de ejecución para poder aprovechar al máximo las caracteŕısticas de la
computación paralela. Evidentemente, esto se realizará teniendo en cuenta las caracteŕısticas
del equipo disponible para la realización de las pruebas.
Tarea 4.2 Estudio, adaptación e implementación de técnicas de poda
En esta tarea se estudiarán las distintas técnicas de poda de grafos existentes para adap-
tarlas y aplicarlas al algoritmo de generación del grafo de transición de estados. Con ello se
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pretende nuevamente acortar los tiempos de ejecución lo más posible al mismo tiempo que
disminuirán los requerimientos en cuanto a necesidad de memoria.
Tarea 4.3 Realización bateŕıa de pruebas y estudio comparativo
El objetivo de esta tarea es la de realizar un conjunto de pruebas para comprobar la
corrección de las nuevas versiones desarrolladas pero sobre todo realizar estudios comparativos
respecto a los tiempos de ejecución y requerimientos de memoria necesitados por las distintas
versiones al analizar los mismos sistemas.
Módulo 5 Ampliación de las caracteŕısticas analizables de la herramienta
Una vez se disponga de una herramienta que cubra los objetivos principales propuestos,
esto es, realizar análisis de prestaciones temporales en sistemas concurrentes, y ésta trabaje
de una manera eficiente, se planteará la inclusión de nuevos parámetros del sistema para ser
estudiados. Esto requerirá primeramente una adaptación del lenguaje formal de especificación
para que sea capaz de recoger estas nuevas caracteŕısticas y la consiguiente ampliación de la
herramienta para poder llevar a cabo el análisis de prestaciones de manera automática.
Tarea 5.1 Ampliación del álgebra BTC incluyendo datos
Esta tarea se centrará en modificar el formalismo empleado para que sea capaz de recoger
distintas propiedades del sistema. Aśı, el álgebra de procesos necesitará ser modificada sintácti-
camente para poder incluir esta nueva información y más tarde requerirá que se incluyan y/o
modifiquen reglas de su semántica operacional también para adaptarse a las nuevas necesi-
dades.
Tarea 5.2 Modificación de la herramienta para recoger las nuevas caracteŕısticas
sintácticas de BTC
Una vez realizadas las modificaciones en el formalismo utilizado para recoger las car-
acteŕısticas de los sistemas, éstas deberán ser incluidas en la herramienta. Aśı, deberá ser
modificado el analizador sintáctico y el código encargado de generar el grafo de transición de
estados ya que se basa en las reglas de la semántica operacional.
Tarea 5.3 Realización de pruebas de las nuevas caracteŕısticas
En esta tarea se realizarán las pruebas pertinentes para comprobar la corrección del nuevo
código desarrollado. Además, se pretende modelar sistemas reales a los que podamos ten-
er acceso con el fin de poder comparar los resultados obtenidos experimentalmente con los
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resultados obtenidos a través de las simulaciones o el análisis de prestaciones de nuestra
herramienta.
Módulo 6 Aplicación de la herramienta a sistemas reales: redes inalámbricas
de sensores
Al llegar a este módulo, se contará con una herramienta preparada para ser utilizada en
sistemas reales ya que será capaz de recoger distintos tipos de información dependiendo de
las caracteŕısticas que se deseen estudiar en cada sistema en concreto. Además, será capaz de
tratar con sistemas potencialmente grandes debido a las adaptaciones del código realizadas
para paralelizarlo y gracias a las técnicas de poda utilizadas. Este módulo se centrará en la
aplicación de la herramienta al estudio de sistemas reales, en concreto las redes inalámbricas
de sensores las cuales están en pleno auge pero todav́ıa con demasiados puntos por optimizar.
Dentro del amplio campo de las redes inalámbricas de sensores, el trabajo se centrará en los
tres temas donde parece encontrarse más problemas:
Protocolos de establecimiento de red
Localización de los sensores
Consumo energético
Tarea 6.1 Estudio formal de prestaciones en los protocolos de establecimiento de
red
Esta tarea centrará su trabajo en el estudio de distintos protocolos de establecimiento
de redes inalámbricas de sensores. Una red de sensores no necesita ninguna infraestructura
para poder operar ya que sus nodos pueden trabajar con distintos roles como son: emisor,
receptor o enrutador de información. Por lo tanto, al iniciar una red, será necesario un gasto
extra (tanto energético como temporal) para establecer dichos roles y las conexiones entre
ellos. Además, el consumo producido por estos protocolos se ve incrementado en este tipo
de redes debido a que en una red de sensores la topoloǵıa es cambiante ya que los nodos
no siempre están disponibles lo que supone una mayor utilización de dichos protocolos de
establecimiento/enrutamiento.
Tarea 6.2 Estudio formal de la correcta localización de los sensores
La finalidad y el medio en el cual serán empleadas las WSN influirán en el despliegue de
los sensores. Existen varios factores que determinan el tamaño de la red como el medio sobre
el cual se despliega, el esquema de despliegue o la topoloǵıa de red. El tamaño de la red vaŕıa
con el medio en el cual la red será desplegada. Aśı, por ejemplo, en espacios interiores se
necesita una menor cantidad de sensores que en espacios exteriores. Por otro lado, al intentar
establecer una red pueden aparecer obstáculos que limiten la capacidad de comunicación entre
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sensores, con lo que esto afectará a la topoloǵıa y por tanto en el modo de despliegue de los
sensores.
Por otro lado, el tener un número de sensores superior al necesario incrementa consider-
ablemente el consumo de enerǵıa: las colisiones conllevan un gasto inútil de enerǵıa provocado
por la necesidad de retransmisión de paquetes, aumenta el overhearing (coste de recibir pa-
quetes que tienen como destino otro dispositivo) y el control de tráfico representa gastos
indirectos de mantenimiento a nivel MAC.
Por tanto, en esta tarea lo que se pretende es analizar distintas posibles configuraciones
para una WSN con el fin de ser capaz de determinar el número mı́nimo de sensores necesarios
y la mejor localización para ellos.
Tarea 6.3 Análisis del consumo energético de los sensores
En el ámbito de las redes de sensores, el recurso más dif́ıcil de conocer es el consumo
de enerǵıa. Por tanto, el tiempo de vida de la red quizás sea la métrica de evaluación más
importante en las redes de sensores. La red solamente podrá desempeñar su tarea mientras
esté viva. Por lo tanto, el tiempo de vida de la red indica la máxima utilidad que la red puede
proveer. Si esta métrica es analizada previamente a su despliegue, el tiempo de vida estimado
puede contribuir a la justificación del coste del despliegue de la red. Por tanto, el tiempo
de vida es considerado como un parámetro fundamental en el contexto de disponibilidad y
seguridad en redes, y depende del tiempo de vida de cada uno de los sensores que constituyen
la red. Si el consumo de enerǵıa de cada uno de los sensores no se predice con exactitud, es
posible que el tiempo de vida para la red predicho se desvié de manera incontrolada. Aśı, el
modelo que representa a cada uno de los nodos (sensores) juega un papel importante en la
predicción de dicha métrica, campo donde puede ser de gran utilidad el estudio bajo métodos
formales.
En conclusión, se puede decir que el tiempo de vida de la red se considera como uno de
los parámetros mas importante en la evaluación de las redes de sensores y de los algoritmos
desarrollados para este tipo de redes y será el objetivo de esta tarea, realizar ese análisis
mediante la herramienta diseñada.
5.4. Planificación temporal
La duración prevista para cada una de las tareas detalladas en la sección anterior es de
tres años y en una primera aproximación y considerando el trabajo ya realizado, se podŕıan
planificar según muestra en la Tabla 5.1.
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Trabajo realizado Trabajo por realizar
Tabla 5.1: Planificación Temporal
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