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We describe the implementation of the frozen-orbital and downfolding approximations in the auxiliary-field
quantum Monte Carlo (AFQMC) method. These approaches can provide significant computational savings com-
pared to fully correlating all the electrons. While the many-body wave function is never explicit in AFQMC, its
random walkers are Slater determinants, whose orbitals may be expressed in terms of any one-particle orbital
basis. It is therefore straightforward to partition the full N -particle Hilbert space into active and inactive parts to
implement the frozen-orbital method. In the frozen-core approximation, for example, the core electrons can be
eliminated in the correlated part of the calculations, greatly increasing the computational efficiency, especially
for heavy atoms. Scalar relativistic effects are easily included using the Douglas–Kroll–Hess theory. Using this
method, we obtain a way to effectively eliminate the error due to single-projector, norm-conserving pseudopo-
tentials in AFQMC. We also illustrate a generalization of the frozen-orbital approach that downfolds high-energy
basis states to a physically relevant low-energy sector, which allows a systematic approach to produce realistic
model Hamiltonians to further increase efficiency for extended systems.
PACS numbers: 71.15.-m,
I. INTRODUCTION
Many-body methods such as quantum Monte Carlo (QMC)
are capable of providing the most accurate description of elec-
tronic systems from molecules to extended systems. Since
these methods are significantly more expensive than tradi-
tional mean-field methods such as the density functional the-
ory (DFT), it is highly desirable to find ways to economize
many-body calculations without sacrificing their predictive
power. Downfolding and partitioning methods have histori-
cally been used to develop effective Hamiltonians, where the
inessential degrees of freedom have been eliminated, so that
key aspects of the correlated systems could be more easily
studied. The Hubbard model exemplifies this approach, albeit
being an extreme case since it removes all materials-specific
information.
Theories that partition the Hilbert space into physically im-
portant active and inactive subspaces are also well developed
for ab initio wave function based, explicitly correlated many-
body methods (see Refs. 1 and 2, for example). One of the
most widely used example of this partitioning is the familiar
frozen-core (FC) approximation in quantum chemistry, where
many-body wave functions are expanded as sums of Slater
determinants with frozen core orbitals. This leads to a FC
Hamiltonian, which acts only on the subspace spanned by
canonical valence and virtual orbitals. Only the valence elec-
trons are correlated, while the core-valence interactions ap-
pear as one-body operators, thereby eliminating the core elec-
trons from the calculation. Closely related valence-only pseu-
dopotential (PP) Hamiltonians, whose accuracy is based on
the validity of the FC approximation, also invoke this par-
titioning, but introduce additional approximations. Atomic
pseudopotentials are usually constructed for reference atomic
configurations and then used in many target systems. The ac-
curacy (transferrability) of the PP across many target systems
must then be determined a posteriori. In addition, most PPs
used in QMC calculations are of single projector (one per an-
gular momentum channel), norm-conserving type. By con-
trast, the FC Hamiltonian is obtained for each target system,
using canonical orbitals from a lower level of theory, e.g., the
Hartree-Fock (HF) or natural orbitals from a configuration in-
teraction (CI) calculation, with no additional algorithmic lay-
ers.
It is possible to generalize the frozen orbital approach to
other ways of partitioning the Hilbert space into active and
inactive regions. In molecular and condensed matter physics,
for example, the active region may sometimes be identified
spatially, corresponding to a localized region where strong
electron correlation effects affect a relatively small number
of atoms, while the bulk of the system can be treated with a
lower level of theory. This provides opportunities for generat-
ing realistic model Hamiltonians whose many-body treatment
will be simpler than the full Hamiltonian but which can retain
the essential correlation effects quantitatively in a systematic
manner.
In this paper we show how downfolding and frozen or-
bital approaches can be implemented in the auxiliary-field
quantum Monte Carlo (AFQMC) method3–5 to gain signifi-
cant computational savings compared to fully correlating all
the electrons. AFQMC is a many-body method applicable
to condensed matter physics, quantum chemistry, and nuclear
physics. AFQMC stochastically samples the many-body wave
function to obtain observables such as the ground-state energy
of a system. Like other QMC methods, this leads to a mod-
est polynomial scaling [O (M3) or O (M4)] as the system
size is increased, rather than exponential scaling of CI calcu-
lations, or high-order polynomial scaling of typical quantum
chemistry many-body methods. AFQMC with the phaseless
approximation3 has demonstrated high accuracy in applica-
tions to many molecular and extended systems.4,6–9 AFQMC
is based on random walks in the space of Slater determinants,
where each random walker is a full Slater determinant ex-
pressed with respect to a chosen one-particle basis set. Most
AFQMC applications to date have used planewaves for ex-
tended systems and Gaussian-type orbitals (GTO) for atoms
and molecules. In this paper, we show that the ability of
2AFQMC to sample explicit Slater determinants and to use any
one-particle basis can be exploited to implement various par-
titioning and downfolding schemes.
The paper is organized as follows: Sec. II presents the
implementation of the frozen orbital approximation after
first reviewing pertinent aspects of the phaseless AFQMC
method. Sec. III benchmarks the frozen orbital implemen-
tation in AFQMC against exact results in small GTO basis
and against experimental results for large, realistic basis sets.
In Sec. IV, we demonstrate an application of the downfold-
ing method to eliminate errors from the use of standard norm-
conserving PPs. Sec. V summarizes our results and discusses
the prospects of the new frozen orbital capability in AFQMC.
II. FROZEN ORBITAL METHOD IN AFQMC
AFQMC is an explicitly many-body method for a system
of N interacting particles. The focus here will be on the elec-
tronic Hamiltonian for real materials. Since AFQMC is con-
veniently formulated in second-quantized form, however, the
methods described in this paper can be directly used to treat
any Hamiltonian with one- and two-body interactions.
A. Hamiltonian
The Hamiltonian is given by
Hˆ = Kˆ + Vˆ
=
∑
µν
Kµνc
†
µcν +
1
2
∑
µνλρ
Vµνλρc
†
µc
†
νcλcρ ,
(1)
where the lower case Greek indices run over a chosen finite
set of M orthonormal single-particle basis functions; Kˆ and
Vˆ denote the one- and two-electron interactions, respectively;
and the c†µ and cµ are the creation and destruction operators.
This form encompasses all of the orbital-based standard ap-
proaches for interacting electron systems, from real materials
(with all-electron, PP, or FC treatments) to effective Hamilto-
nian models (with lattice-based treatments, such as the Hub-
bard model, and other downfolded models with reduced de-
grees of freedom). Any N -electron fermionic state Ψ can
be expressed as a linear combination of Slater determinants
|φ〉 = φˆ†1φˆ†2 · · · φˆ†N |0〉 with their respective weights aφ,
|Ψ〉 =
∑
φ
aφ|φ〉 , (2)
where φˆ†i =
∑
µ φµic
†
µ. The number of determinants in this
expansion increases exponentially as a function of N and M .
An exact solution of the N -electron Hamiltonian is therefore
not possible, except for small systems. AFQMC achieves
polynomial scaling by using stochastic methods with impor-
tance sampling, as discussed next.
B. AFQMC ground state projection, importance sampling,
and phaseless approximation
This section reviews key elements of AFQMC, which are
needed to discuss our implementation of the frozen orbital ap-
proximation. AFQMC finds the ground state energy E0 using
a mixed estimator and imaginary-time projection from a trial
wave function ΨT
E0 =
〈ΨT|Hˆ |Ψ0〉
〈ΨT|Ψ0〉
= lim
β→∞
〈ΨT|Hˆe−βHˆ |ΨT〉
〈ΨT|e−βHˆ |ΨT〉
, (3)
where Ψ0 is the exact ground state, and ΨT is assumed to
be non-orthogonal to Ψ0. The projection in Eq. (3) is cast into
the form of a branching random walk with Slater determinants
|φ〉, using iterations with a small time step τ → 0,
lim
β→∞
e−βHˆ |ΨT〉 ≈ e−τHˆe−τHˆ · · · e−τHˆ |ΨT〉 → |Ψ0〉 . (4)
The small imaginary time step τ allows a Trotter-Suzuki
breakup of the exponential operator,
e−τHˆ ≈ e−τKˆ/2e−τVˆ e−τKˆ/2 +O (τ3) . (5)
After a Hubbard-Stratonovich transformation of e−τVˆ , the
projection operator can then be expressed as a high-
dimensional integral over auxiliary fields σ,3,10
e−τHˆ =
∫
dσP (σ)e−τKˆ/2 e
√
τσ·vˆ e−τKˆ/2 , (6)
where P (σ) is the normal distribution function, vˆ is a one-
body operator, and the operator in the integrand, acting on a
Slater determinant, simply yields another determinant,
e−τKˆ/2 e
√
τσ·vˆ e−τKˆ/2|φ〉 ≡ e−τhˆ(σ)|φ〉 → |φ′〉 . (7)
Starting with an initial population of walkers (which are usu-
ally set equal to ΨT), the mixed estimator in Eq. (3) is then
stochastically sampled. As the one-body operator hˆ(σ) is
generally complex, however, the orbitals in |φ〉 will become
complex as the projection proceeds, and the statistical fluctu-
ations in the mixed estimator increase exponentially with pro-
jection time. To control this problem, a phaseless approxima-
tion was introduced3 based on the complex importance func-
tion 〈ΨT |φ〉. After the importance sampling transformation,
Eq. (7) becomes
e−τKˆ/2 e
√
τ(σ−σ¯[φ])·vˆ e−τKˆ/2|φ〉 → |φ′〉 , (8)
where the “force bias” σ¯[φ] is given by
σ¯[φ] ≡ −√τ 〈ΨT|vˆ|φ〉〈ΨT|φ〉
. (9)
The mixed estimator at each time slice becomes a weighted
sum over the walkers
E0 ≈
∑
φ wφEL[φ]∑
φ wφ
, (10)
3where
EL[φ] ≡ 〈ΨT|Hˆ|φ〉/〈ΨT|φ〉 (11)
is the “local energy” of each walker and its weight wφ is ac-
cumulated over the random walk, as described in more detail
in Refs. 3–5, and 11.
C. AFQMC implementation of the frozen orbital method
It is often useful to partition the N -electron Hilbert space
into active (A) and inactive (I) parts, reflecting physical con-
siderations based on energetic, spatial, or other factors. Since
AFQMC is an orbital-based method, this partitioning is facil-
itated by the freedom to use any orthonormal basis in Eqs. (1)
and (2). By definition, electrons in the I space are constrained
to occupy, in the mean-field sense, the orbitals defined by a
lower-level of theory, such as the canonical orbitals in HF,
DFT, or natural orbitals determined from an approximate CI
calculation. This implicitly imposes an orthogonality con-
straint on the A-space orbitals.
The AFQMC formalism outlined in the previous section
will need to be modified to implement this approach. The I or-
bitals in the AFQMC determinants [Eq. (2)] should be frozen
during the random walks, and orthogonality conditions should
be imposed, for numerical stability, on the active electrons. In
addition, the HS operators vˆ need to be modified to act only
in the A sector of the N -electron Hilbert space, and only the
A orbitals should appear in the force bias σ¯[φ] in Eq. (9).
An alternative and perhaps more elegant approach is to de-
fine a frozen-orbital Hamiltonian HˆA that acts only on the A
sector of the Hilbert space. The goal is to have the I orbitals
appear explicitly, if at all, only in one-body operators acting
on the A space. (They do not appear, for example, in the effec-
tive core potential or norm-conserving PP formulations.) The
derivation of HˆA proceeds from a separability approximation
of the many-body wave function:
Ψ ≈ A(ΨIΨA) . (12)
where the wave functions ΨI and ΨA are assumed to be mutu-
ally orthogonal and individually antisymmetrized and normal-
ized. The antisymmetrizer A permutes electrons between ΨI
and ΨA. This separation allows the energy of the total system
to be effectively mapped onto an equivalent system involving
only the A electrons:
E = 〈Ψ|Hˆ |Ψ〉 = 〈ΨA|HˆA|ΨA〉 , (13)
where the frozen orbital Hamiltonian HˆA is given by1,2
HˆA =
∑
ij∈A
Kijc
†
i cj +
1
2
∑
ijkl∈A
Vijklc
†
i c
†
jckcl
+
∑
ij∈A
V I-Aij c
†
icj + E
I .
(14)
The first term includes the kinetic energy and all one-body
external potentials acting on the A electrons, and the sec-
ond term includes the two-body Coulomb interactions among
them. The third term is a one-body interaction that repre-
sents the interaction between the inactive and active orbitals.
It includes Coulomb and exchange interactions between the
A and I electrons; it is formally identical to a non-local PP.
The fourth term is a constant energy, which represents all in-
teractions among the I electrons. (If HF is used as the low
level theory, EI has the form corresponding to a closed shell
determinantal wave function of the I electrons.2)
As a result of the mapping defined by Eqs. (13) and (14), all
of the AFQMC formalism described in Section II B can be im-
mediately applied. Thus, the local energy, with Hˆ → HˆA in
Eq. (11), is evaluated using a trial wave function ΨT and ran-
dom walkers φ, both of which now depend only on the A elec-
trons and orbitals. Similarly, the force bias σ¯ in Eq. (9) is eval-
uated using HS one-body operators vˆ that are obtained only
from the two-body A-space Vijkl matrix elements in Eq. (14).
In the FC applications to atoms and molecules with GTO
basis (Sec. III), we use the partitioning provided naturally by
the restricted closed- or open-shell HF orbitals of the system
being studied. The HF core orbitals defines the I space, and
Eq. (14) is expressed in the basis of the valence and virtual
orbitals. (This convention is also widely adopted in correlated
quantum chemistry FC calculations.) In our calculations we
have sometimes used other types of wave function asΨT, such
as the DFT, unrestricted HF (UHF), or the complete active
space self-consistent field (CASSCF) wave functions. For the
FC approximation to be valid, the calculation results should
be insensitive to the small variations in the A-I partitioning
defined by the core orbitals of these wave functions. We find
that this holds true for our calculations. Substituting the UHF
or CASSCF wave function core orbitals with those from HF
results in only small changes (∼ 3 meV) in the total energy,
which is negligible for our purposes.
In the downfolding applications (Sec. IV), the single-
particle basis consists of the eigenstates from a DFT band
structure calculation. As described later, a simple truncation
scheme is introduced, which will systematically converge the
basis set to the full basis limit (which is just a unitary trans-
formation from the original planewave basis). In the case of
spin-polarized DFT calculations, where the spin-up and down
electrons can have different spatial orbitals, we choose to use
the majority-spin orbitals as the basis functions for both spin
sectors. Additional errors introduced by this choice can thus
be considered as a part of the basis truncation error, which
vanishes in the the limit of full basis.
III. BENCHMARKING FROZEN ORBITAL AFQMC:
FROZEN-CORE CALCULATIONS FOR ATOMS AND
MOLECULES
In QMC calculations, a satisfactory treatment of core elec-
trons has not been realized, despite the absolute necessity of
using some form of a PP as calculations move toward heav-
ier elements and ever larger scales. The most commonly
used form is atomic pseudopotentials, which are usually con-
structed for reference atomic configurations. The transferabil-
ity of the PP across many target systems is challenging to de-
4TABLE I. Total energies (hartree atomic units) for several atoms and
small molecules. FC AFQMC results are compared with exact values
from FCI. The AFQMC statistical error bars are on the last digit and
are indicated in parentheses. The basis sets and the the number of
FC orbitals (Mc) are indicated. ΨT is the trial wave functions used
in AFQMC.
Basis Mc ΨT AFQMC FCI
Be 6-31G* 1 HF −14.6116(2) −14.6134
Be 6-31G* 1 CASSCF −14.61361(1)
Li2 cc-pVDZ 2 HF −14.9017(1) −14.9005
HF cc-pVDZ 1 HF −100.2020(1) −100.2011
Zn 6-31G 9 HF −1777.6771(2) −1777.6774
Zn 6-31G 9 CASSCF −1777.6775(5)
Zn+ 6-31G 9 HF −1777.3705(4) −1777.3700
Zn+ 6-31G 9 CASSCF −1777.3706(5)
termine, and systematic accuracy is very difficult to achieve.
In addition, most PPs used in QMC calculations are of the
single projector (one per angular momentum channel), norm-
conserving type, which tends to further limit transferability.
The frozen-core approach offers a significant step forward. It
retains all the advantages of using PPs, namely the reduction
of system size by eliminating core electrons, the change of
energy scale and hence the reduction of statistical and time-
step errors, while allowing much better transferability. The FC
Hamiltonian is obtained for each target system, using canon-
ical orbitals from a lower level of theory, with no additional
algorithmic layers.
The AFQMC frozen-orbital implementation is first tested
by comparisons with standard quantum chemistry methods for
atoms and small molecules, using GTO basis sets. We com-
pare with exact full configuration interaction (FCI) calcula-
tions, which are feasible for small systems. This constitutes
a rigorous test of our methodology, since both AFQMC and
FCI use the same underlying FC Hamiltonian, Eq. (14), ex-
pressed in the basis of the orthonormal HF valence and virtual
orbitals. Using larger basis sets, we also calculate ionization
potentials for the transition metal atoms Co and Zn and com-
pare to experimental values.
A. Total energy comparisons with exact results
Table I compares AFQMC total energies with exact results
for some atoms and molecules. In Be, HF, and Li2, only
the 1s states of the Be, F, and Li atoms are frozen, while
in Zn and Zn+, core states through the 3p shell are frozen,
for a total of 9 inactive orbitals. For most of the systems,
AFQMC results were obtained using single-determinant HF
ΨT. Multi-determinant ΨT derived from CASSCF were also
used in some cases for comparison. The Hamiltonian ma-
trix elements and HF wave functions were generated using
a modified NWCHEM12 code. The CASSCF wave functions
were generated using either the NWCHEM or GAMESS13 quan-
tum chemistry package. GAMESS is used to calculate the FCI
energies.
The AFQMC energies in Table I are in good agreement
with the exact results. Those using a single determinant
HF ΨT have systematic errors typically less than ∼ 1 mHa
(0.0272 eV), well within chemical accuracy. The largest dis-
crepancy for HF ΨT occurs in Be, ∼ 2 mHa. This is because
of the near-degeneracy of the 2s and 2p levels in the Be atom.
Using a CASSCF ΨT of four determinants brings the calcu-
lated AFQMC energy to within only 0.2 mHa of FCI. For Zn
and Zn+, the AFQMC results are insensitive to the ΨT used.
TABLE II. Ionization potentials (in eV) of Co and Zn computed
using FC AFQMC, compared with experimental results. AFQMC
results are shown using two different trial wave functions: HF and
CASSCF. For comparison, HF and CCSD(T) results are also shown.
All calculated results have been extrapolated to the complete basis
set limit, as described in the text. The final AFQMC statistical error
bars are on the last digit and are shown in parentheses. Experimental
results have been adjusted to remove spin-orbit effects (Ref. 14).
AFQMC/ AFQMC/
HF CCSD(T) HF CASSCF Expt.
Cobalt 8.30 7.89 7.73(4) 7.80(4) 7.87
Zinc 7.79 9.37 9.47(6) 9.43(4) 9.39
B. Transition metal atom ionization potentials: Comparison
with experimental results
We now benchmark the FC AFQMC in realistic cal-
culations using large basis sets. With this formalism,
scalar relativistic effects are included straightforwardly in
the Hamiltonian using the Douglas–Kroll–Hess (DKH)
approximation.15–17 We compare the ionization potentials (IP)
for Co and Zn with experiment in Table II. In Co, both the
atomic and singly ionized ground states have partially-filled d-
shell configurations (3d74s2 and 3d84s0, respectively); while
both Zn and Zn+ atom have a completely filled 3d10 shell
as well as spherical 4s2 and 4s1 configurations, respectively.
These atoms thus represent a spectrum of transition metal
characters. Unlike the Zn calculations in Table I, which are
small systems to compare with exact results, we use a small
frozen core in the calculations here. Only the innermost 1s,
2s, and 2p core states are frozen (5 inactive orbitals). The
use of a small core allows the 3s and 3p electrons to be fully
correlated along with 3d electrons, which is important for ac-
curate results, since the radial extent of the 3s, 3p, and 3d
orbitals are similar. The use of large, relativistic GTO basis
sets14 is crucial to achieve systematic extrapolation8,18 of the
calculated results to the complete basis set (CBS) limit.19 The
multi-determinantΨT used in the AFQMC/CASSCF calcula-
tions typically consists of∼ 10−40 determinants; they are ob-
tained by taking the ones with the largest weights, and they ac-
count for & 99% of the total weight of the full CASSCF wave
function.6,20,21 We have verified the quality of the CASSCF
ΨT by increasing the size of the active space in the CASSCF
calculation and ensuring that the AFQMC energies with dif-
ferent CASSCF ΨT’s do not change significantly.
Calculated IP results from AFQMC, extrapolated to the
CBS limit, are shown in Table II. Also shown are the
5corresponding results from the coupled-cluster singles and
doubles and perturbative triples [CCSD(T)] method. The
AFQMC/CASSCF results are seen to be in excellent agree-
ment with experiment, as are the CCSD(T) values. The
benchmark results demonstrate the accuracy of FC AFQMC
to be comparable to the best FC quantum chemistry meth-
ods, consistent with earlier results from many all-electron or
ECP calculations.4,6,8,20 Using the HF trial wave function, the
AFQMC/HF values are as good for Zn but slightly worse for
Co. This can be traced to the Co+ mean-field HF solution,
which predicts an incorrect ground state, quintuplet 3d7 4s1,
rather than tripet 3d8 4s0. As seen in the table, the Co ioniza-
tion potential is overestimated at the HF level.
IV. DOWNFOLDING AND PSEUDOPOTENTIAL-FREE
AFQMC CALCULATIONS IN SOLIDS
In this section, we discuss a more general application of the
frozen-orbital method in extended systems, where the broader
aim is to greatly reduce the relevant degrees of freedom and/or
the number of explicitly correlated electrons. The idea is re-
lated to the downfolding method, which focuses on the low-
energy, physically relevant, sector of the Hilbert space, while
downfolding high-energy states to obtain an effective Hamil-
tonian that acts only in the low-energy subspace. We present
an example, using the frozen orbital approximation, to replace
high energy planewave basis states in favor of a more com-
pact representation of lower energy basis functions. Since the
downfolding and generation of one- and two-body matrix el-
ements are done at the mean-field level, the approach also
affords the opportunity to eliminate most of the errors asso-
ciated with the pseudopotential in the subsequent many-body
calculations, as we describe below.
Planewave basis sets are commonly used to describe ex-
tended systems. Calculations using a planewave basis are ap-
pealing because the basis is complete and convergence to the
CBS limit is straightforward, using only a single cutoff en-
ergy parameter Ecut. Planewave basis sets can be inefficient,
however. Since the basis is unbiased and does not build in in-
formation about the specific system being studied, large basis
sets may be required, especially in supercell calculations. Ba-
sis sets constructed from localized orbitals, on the other hand,
can be tailored to the physics of a particular system, although
convergence to the CBS limit is not as straightforward. There
are many possible choices for a local orbital basis, including
Wannier functions, GTO, Slater-type orbitals (STO), or nu-
merical basis sets. For the present application, we choose a
simple transformation from the planewave basis to the basis
of Kohn-Sham (KS) orbitals, where the associated KS band
energies (denoted as ǫ) are used to truncate the new basis ac-
cording to a specified energy cutoff. Other choices are likely
to be more efficient for studies of extended systems, but this
simple approach illustrates the concept. Moreover, it is sys-
tematically improvable by simply increasing the band cutoff;
in the limit of including all bands, it is just a unitary trans-
formation from the full planewave basis. For certain applica-
tions, involving similar atomic arrangements, where favorable
cancellation of errors may be expected, this straightforward
approach can lead to significant savings.
We first illustrate the convergence behavior of the KS ba-
sis by calculating the spin gap in bulk silicon. A primitive
cell is considered at a single k-point (Baldereschi22). Using
each set of truncated KS orbitals as the basis set, we con-
struct the Hamiltonian in Eq. (1) and calculate the AFQMC
energy. We increase the number of the KS orbitals (NKS)
until it reaches the full number of planewaves. These cal-
culations are then operationally equivalent to AFQMC with
a GTO basis;4 all information about the structure and period-
icity of the cell is reflected only in the values of the matrix
elements. The results are shown in Fig. 1 and compared with
the full planewave results which are obtained with planewave-
AFQMC calculations.5,7 The DFT and planewave AFQMC
calculations used a norm-conserving PP with a planewave cut-
off of 12.25 Ry; the KS-basis AFQMC does not employ the
FC approximation in this test, treating all the valence elec-
trons as defined by DFT. The total energies and the spin gap
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FIG. 1. (Color online) Convergence of the AFQMC total energies
and spin gap as functions of the number of KS bands (NKS). Total
energies of the ground (excited/spin-flip) state in the silicon primitive
cell are shown as open circles (triangles), respectively. The filled
symbols denote the planewave AFQMC results. Total energies are
shifted such that the planewave AFQMC ground-state energy is zero.
Shown in the inset is the corresponding spin gap. QMC statistical
error bars are not visible, as they are much smaller than the symbol
size.
converge to the full planewave limit, as expected. The total
energies shows a slow, monotonic convergence behavior as a
function of NKS. However, the spin-flip gap computed using
the KS basis is much closer to the planewave gap even with a
small number of KS bands. For example, at NKS ∼ 40, the
6total energy is almost 1 eV away from the basis set limit, but
the gap is only ∼ 0.07 eV away. The KS gap, however, does
not converge monotonically as a function of NKS.
We next apply the downfolding technique to a more cor-
related extended system. We will focus on crystalline MnO,
and will demonstrate that the method provides a treatment of
a strongly correlated system using a realistic model Hamilto-
nian and free of pseudopotential errors. As a simple prototype
for Mott insulators, MnO poses a major challenge for theo-
retical methods, with the presence of localized 3d electrons.
At ambient temperatures and pressures, MnO chemically or-
ders in a rocksalt crystal structure. At temperatures lower
than 118 K,23 an antiferromagnetic ordering (type-II AFM)
sets in accompanying rhombohedral distortion of the crystal.
High-pressure experiments23,24 have presented evidence of a
simultaneous structural and magnetic phase transitions. At
∼ 105 GPa, the crystal volume collapses by ∼ 20%, accom-
panied by a local magnetic moment collapse. Various DFT
calculations yield varying predictions for the nature of the
transition,25 with different predictions of the transition pres-
sure and whether the transition is from metal to insulator.
We use the primitive rocksalt MnO unit cell with periodic
boundary conditions as the model system to compute the high-
spin to low-spin state vertical energy gap. As the primitive cell
contains an odd number of electrons, we represent the low-
spin state by the S = 1/2 state and the ferromagnetic phase
by the S = 5/2 state. The spin gap is computed as
∆E ≡ ES=1/2 − ES=5/2 . (15)
All calculations were done near the experimental volume, cor-
responding to a rocksalt cubic lattice constant of a = 8.4 A˚.
Both the DFT and QMC calculations were done at the L point
in the Brillouin zone. We have chosen a small simulation cell
here so that high resolution calculations can be easily done.
Our goal is thus not to compare with experiment or other the-
oretical results, but rather to study the accuracy of the down-
folded many-body Hamiltonian as a function of band cutoff,
comparing to AFQMC results using the full planewave basis.
A secondary goal of this work is to show how the frozen-
core approach combined with downfolding can largely re-
move the error from the use of conventional norm-conserving
PPs. As discussed earlier, this error poses a significant prob-
lem in QMC calculations. In systems containing 3d transition
metal atoms, for example, relatively hard pseudopotentials are
typically constructed such that the semicore 3s and 3p states
are included as valence states (Ne-core PP), which is espe-
cially important for the early 3d atoms. Nevertheless, Ne-
core PPs have been found to introduce unsatisfactorily large
errors.26 We show below that this problem can be largely ame-
liorated with our approach. A He-core PP (retaining the 2s
and 2p as valence states) is used for the transition metal atom
to generate the KS basis set. In the subsequent AFQMC calcu-
lations with the downfolded Hamiltonian, the 2s and 2p states
are treated with the FC approximation, freezing them at the
DFT level using the orbitals derived from the solid rather than
from an atomic calculation.
The PP DFT calculations were done with the ABINIT27
package, using the generalized gradient Perdew–Becke–
Ernzerhof exchange-correlation functional; PWSCF28 was used
for the projector augmented wave (PAW) calculations; all-
electron linearized augmented planewave (LAPW) calcula-
tions were done with ELK.29 All our norm-conserving PPs as-
sume the Kleinman-Bylander (KB) form, and were generated
using the OPIUM package.30 A standard norm-conserving He-
core PP is used for the O atoms.31 Both Ne- and He-core Mn
PPs used a single-projector for each angular momentum chan-
nel (as is almost universally done for norm-conserving PPs)
and were designed for planewave cutoffs of 100 and 1600 Ry,
respectively.32 Direct use of He-core PPs in QMC is costly be-
cause of the hardness of the PP (exceedingly high cutoff) and
the inclusion of the eight additional 2s and 2p electrons per
atom, and is almost never done (although multiple-projector
norm-conserving PPs, or even the more accurate PAW, could
be implemented in AFQMC). The same number of KS orbitals
were used for both the low- and high-spin states.
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FIG. 2. (Color online) Convergence of the AFQMC high–low spin
gap in MnO as a function of NKS. The KS gaps are shown as points
with the statistical error bars; lines are only to aid the eye. The two
curves correspond to two different approaches in defining the trun-
cated KS basis, as described in the text. The energy gap from the full
planewave AFQMC calculation is shown as a solid black horizontal
line with the gray shading representing its statistical error.
Figure 2 shows the convergence of the spin-gap ∆E with
respect to NKS. These calculations were done with the Ne-
core PP. The spin gap value from the full planewave basis
AFQMC is also shown. The graph shows the spin gaps com-
puted in two slightly different downfolding approaches. In
the first approach (“separate KS basis”), the KS basis used in
AFQMC is constructed from the corresponding DFT calcu-
lation for each magnetic state. This results in different down-
folded Hilbert spaces for the two calculations, which have dif-
ferent convergence rates to the full planewave basis limit. In
the second approach (“uniform KS basis”), only one KS basis
is used in AFQMC calculations for all the magnetic states; in
this case, we expand all the Hamiltonians and wave functions
in terms of the majority spin KS orbitals of the S = 5/2 mag-
netic state. As seen in Fig. 2, the second approach converges
more rapidly due to better cancellation of basis-set errors. The
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FIG. 3. Calculations of the energy gap ∆E between the high- and
low-spin phases in MnO. DFT results are shown on the left panel,
while AFQMC results on the right. Downfolded Hamiltonians lead
to accurate results in AFQMC, as seen from the comparison with the
planewave calculations. The single-projector, Ne-core PP is inade-
quate, as illustrated at both the DFT and the QMC levels of theory.
AFQMC with FC Hamiltonian (He+FC) is in excellent agreement
with the “all-electron” result. Actual numerical values are presented
in Table III.
difference of the two approach diminishes systematically as
NKS approaches the full planewave basis limit, as expected.
Since it is highly desirable to use a downfolded basis that will
converge rapidly to the full planewave basis limit, we will use
the second approach in the subsequent calculations.
The results in Fig. 2 show that the calculated spin gap is
already in good agreement with the full planewave result at
53 basis functions. This represents only a small fraction of
the full planewave basis (2488 basis functions). Similar to the
result in silicon, the convergence of the spin gap to the full
basis set limit is not monotonic, showing the largest deviation
(∼ 0.12 eV) at NKS = 100, although the error in the gap is
well below 0.1 eV beyond 100 basis functions. These results
indicate that it is possible to construct realistic models from
the downfolding approach which are much simpler than the
full Hamiltonian and capable of giving quantitatively accurate
results.
We next demonstrate the significant error of the standard
single-projector, norm-conserving Ne-core PP as employed in
many-body simulations, and how it can be removed in the cur-
rent approach with little additional computational cost. The
PP effects on ∆E are shown in Fig. 3. The left panel com-
pares Ne-core and He-core PP DFT calculations with PAW
and with all-electron LAPW values. The results are tabulated
in Table III. The DFT calculations show that the Ne-core PP
leads to an overestimation of the gap by almost 0.4 eV. By
contrast, the He-core PP gap is in excellent agreement with
the all-electron LAPW value. While the PAW calculation also
uses a Ne-core PP, it uses two (or more) projectors per angular
momentum channel and is seen to reproduce the LAPW result
well. We therefore attribute the poor performance of the Ne-
core norm-conserving PP not to the underlying frozen core
approximation for the Mn 2s and 2p states, but rather to the
deficiency of its being only a single-projector PP. The excel-
lent transferability of the He-core PP indicates that the single-
projector representation is sufficient for this much harder PP.
The right panel in Fig. 3 shows AFQMC results, which are
consistent with the DFT trends and illustrate clearly the differ-
ent aspects of the transferability issues in a many-body con-
text. For the Ne-core PP, results are shown from both the full
planewave basis and the KS basis (NKS = 53, as described
earlier). For the He-core PP, AFQMC results are shown for
both an “all-electron” (He-core) Hamiltonian fully correlating
the 2s and 2p Mn states (NKS = 57), and from a FC Hamil-
tonian (NKS = 53), where these states are frozen at the DFT
level. The discrepancy in ∆E between the Ne-core PP and
the He-core results increases to ∼ 0.5 eV in the many-body
results. The excellent agreement between the two He-core re-
sults indicates the accuracy of the FC approximation in the
many-body calculations. Accurate and efficient AFQMC cal-
culations are thus achieved at a cost comparable to a Ne-core
PP using the downfolded Hamiltonian and the FC approxima-
tion.
V. SUMMARY
The frozen orbital and downfolding approach described in
this paper can provide significant computational savings com-
pared to fully correlating all the electrons in both molecular
and extended systems. The key idea of identifying a physi-
cally important “active” subspace of the full Hilbert space is
already inherent in the standard FC approximation used in ex-
plicitly correlated wave function based many-body quantum
chemistry methods. We have shown how the FC approxima-
tion can be implemented in AFQMC. With a GTO basis set,
FC AFQMC treats exactly the same Hamiltonian as standard
quantum chemistry methods. This effectively eliminates the
chemically inactive core degrees of freedom (and electrons)
from the calculation, resulting in greatly increased computa-
tional efficiency, particularly for heavy atoms. Scalar rela-
tivity for such systems can be easily treated using the DKH
approximation to the Hamiltonian. More generally, the down-
folding of high-energy basis states to a physically relevant
low-energy sector can greatly increase the efficiency of this
approach in solid-state applications. As an example, we have
shown in this paper how to effectively eliminate the error
due to single-projector, norm-conserving PPs. The fact that
AFQMC is an orbital-based method is the key feature that
enables the partitioning and downfolding schemes described
here.
The results presented in this paper are a proof of concept
that the downfolding and FC approaches could greatly extend
the reach of many-body calculations to larger and more com-
plex systems. Clearly, AFQMC applications with these ap-
proaches require further study. For example, the simple down-
folding application we have described is based on a single en-
ergy cutoff. The efficiency of the method could be greatly
improved by employing additional physically-based criteria.
The FC approach can also be generalized to other partition-
ing schemes of the Hilbert space into active and inactive re-
gions. In molecular and condensed matter physics, for exam-
ple, the active region may sometimes be identified spatially,
corresponding to a localized region where strong electron
8TABLE III. Accurate determination of the energy gap ∆E (in eV) between the high- and low-spin phases with downfolded Hamiltonians and
FC calculations, and the inadequacy of single-projector pseudopotentials. AFQMC results using Ne-core PP, He-core PP, He-core PP with FC
approximation are compared. Corresponding DFT calculations are also shown to illustrate consistency. Ne is the number of electrons in the
simulation cell, and M is the number of single-particle basis functions.
Basis set Cutoff DFT/GGA AFQMC
Mn PP Ne Type M parameter (Ry) ∆E ∆E
Ne-core 21 PW 2488 Ecut = 100 1.51 2.13(1)
KS 53 ∆ǫKS = 9.6 2.164(3)
He-core 29 PW 160046 Ecut = 1600 1.14
KS 57 ∆ǫKS = 9.6 1.651(7)
He-core + FC 21 KS 53 ∆ǫKS = 9.6 1.649(9)
AE 21 PAWa 4584 Ecut = 150 1.11
AE 29 LAPW 266 Ecut = 22 1.13
a Ne core was frozen at atomic level
correlation effects affect a relatively small number of atoms,
while the bulk of the system can be treated with a lower level
of theory. Various theories of partitioning (see Ref. 2, for ex-
ample) or embedding33–37 have been develop to exploit this lo-
cality and improve computational efficiency.38,39 AFQMC can
also benefit from efficiencies derived from the use of localized
orbital transformations obtained from Boys40 or Wannier41,42
localization.
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