We develop the theory of multivariate saddlepoint approximations. Our treatment differs from the one in Barndorff-Nielsen and Cox (1979, equation (4.7)) in two aspects: 1) our results are satisfied for random vectors that are not necessarily sums of independent and identically distributed random vectors, and 2) we consider that the sample is taken from any distribution, not necessarily a member of the exponential family of densities. We also show the relationship with the corresponding multivariate Edgeworth approximations whose general treatment was developed by Durbin in 1980, emphasizing that the basic assumptions that support the validity of both approaches are essentially similar.
Introduction
The main purpose of this paper is to present the theory that sustains multivariate saddlepoint expansions. These were introduced in statistics in a pioneering work of Daniels (1954) for the univariate case. Barndorff-Nielsen and Cox (1979) studied the multivariate case, but basically their focus is centred on applications to sums of independent and identically distributed vectors and when the underlying distributions are members of the exponential family. Let 
exist for z in neighborhoods of the origin and of ẑ given in (9) , for θ in a neighborhood of 0 θ and for . , , 1 r j  = Also, the limit of Note that assumptions 1, 2 and 3 above were placed so that they contain assumptions 2, 3 and 4 given in Durbin (1980a) in his general treatment of multivariate Edgeworth expansions. In effect, taking ẑ not as root of the equation (10) 
to the density 
The proof can be sent on request.
Error Bound of the Multivariate Saddlepoint Approximation
Let us take, not the density 
It is important to see that when 
uniformly in x and in θ for (14) .
Approximation to the Distribution of Estimators
Usually one is interested in the saddlepoint approximation ( ) 
Transforming from x to t in (14) and (19) 
Integration over the Sample Space
Of course, the establishment of an error bound on the density is not in itself of much direct practical use. What is needed for applications is a bound on the error of an integral over an appropriate region. The fact that the error term in (20) is a proportional error which is uniform in t for 
Renormalization
Daniels (1956) pointed out that when the constant term in the saddlepoint approximation is adjusted to make the integral over the whole space equal to unity, the order of magnitude of the error is often reduced
He called this process renormalization. We show that the same result holds for the case of (20) 
Example
The aim of this example is to study an application of the saddlepoint approximations to non stationary 
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The sample, lag one, autocorrelation coefficient or serial correlation coefficient r is usually used to estimate ρ and is defined by and they reach to a similar result but in that case n is replaced by
The dominant term of (25) is a function that can be adequately integrated to obtain the significant points when we supposed that we have a process with a unit root.
Most n Those improvements were made by the methods of Durbin and Edgeworth. The first of these methods is easily applicable and, as we pointed out earlier, produces similar formulas to those we obtained in this paper whereas the second method can give negative values on the tails of the distribution for this order of approximation.
The application of the saddlepoint approximation method to obtain a third order approximation to the density of r when 1 = ρ
in (22) gives (25) To see the effect of changes in the number of replications we tested it with other values and found that it does not have significant influence on the results achieved, thus we decided to work with 1000. The simulation results were compared with those achieved by the approximation given in (25) for the respective sample sizes. The results obtained in this example for the model in (22) are better than those achieved previously by other researchers, mainly because they are not so complicated, as it is usually assumed for the saddlepoint methods and their interpretation is easy. Indeed, the basic approximation is closely related to the variance ratio distribution. In addition, we have improved the order of magnitude of the error taking it to ( )
. But as (25) is an approximating formula, this means that it has differences with the formula of the exact distribution of the estimator, which we do not know. These differences were studied by simulations, as stated before, and from the results obtained, we can conclude that the approximation in 
