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We give an almost complete characterization of the relation between the critical
Fujita number of the equation 2u&Vu+u p&ut=0 and the potentials V behaving
like \a(1+d(x)b). Here a>0 and b is any real number. The only type of V not
covered is when V(x)t&a(1+d(x)b) with b>2 and a is not small. It is interest-
ing to note that when V=\a(1+d(x)2) we are at a border line case where the
critical exponent (depending on a) can vary from 1 to . For all other V (except
the ones the theorem does not cover), the critical Fujita number takes only three
discrete values: 1, , and 1+ 2n in the Euclidean case. We also obtain global
estimates of Schro dinger heat kernels and a Liouville theorem for a semilinear ellip-
tic equation.  2001 Academic Press
1. INTRODUCTION
Consider the Cauchy problem
2u(x, t)&V(x) u(x, t)+u p(x, t)&ut(x, t)=0, (x, t) # M_(0, )
u(x, 0)=u0(x)0. (1.1)
Here M is a complete noncompact Riemannian manifold (possibly Rn) and
2 is the LaplaceBeltrami operator. The precise conditions will be given
shortly.
This equation can be interpreted as a model for a reactiondiffusion pro-
cess where u represents the temperature, and u p is a nonlinear source term.
In 1966, Fujita [F] showed that in the special case V=0 and M=Rn,
(1.1) does not have global positive solutions if p # (1, 1+ 2n), whereas for
p>1+ 2n global positive solutions exist for some u0 . The number 1+
2
n is
often referred as the critical Fujita number. Since then Fujita’s result has
been extended by many authors in several directions and (1.1) has become
one of the most widely studied equations in nonlinear analysis. We refer
the reader to the survey papers [L, DL] and the papers quoted there for
details.
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A number p*1 is called the critical (Fujita) number if (1.1) does not
have any global positive solutions when 1<p<p* and it has global
positive solutions for some u0 when p>p*. What Fujita proved can be
rephrased concisely as p*=1+ 2n follows if V=0. In this paper we will
study the existence and nonexistence of global positive solutions to (1.1)
when the potential V is not zero. We want to know the relation between
the potential V and p*. Such a study is important and even imperative for
two reasons.
The first reason is that the potential V has a strong influence on the criti-
cal exponent. Here is a simple example: For any p>1, (1.1) always has a
global positive solution if V#1. This can be proven by constructing a
super solution. In other words, the critical Fujita number is 1. At the other
extreme, for any p>1, (1.1) never has any global positive solution if
V=&1. In this case the critical Fujita number is . This example shows
that there is plenty of room to investigate when the potential V is not zero.
The other reason for the study is that (1.1) is the parabolic counterpart
of many mainstream elliptic equations such as the scalar curvature equa-
tion for which the zeroth order term &Vu plays a critical role. Despite the
openness of the parabolic problem with nonzero potential V, we have not
seen much systematic study. One exception can be found in the papers
[BL] and [Me] where a similar problem with Vu replaced by a convec-
tion term b{u was studied.
As we have seen that the potential V may swing the critical Fujita
number from 1 to , it seems unrealistic to expect a clear cut relation
between the critical number and the potential. However, the main theorem
of the paper reveals that such a relation is surprisingly quantized, albeit
subtle. The theorem actually provides the critical Fujita number for most
potentials behaving like a power of distance near infinity.
In the Euclidean case the main result can be described as follows: Given
any a>0, if V(x)&a(1+d(x)b) with b<2, then the critical number for
(1.1) is . If V(x)t &a(1+d(x)2), then the critical number is larger than
1+ 2n . If &$(1+d(x)
b)V(x)0 for b>2 and a sufficiently small $, the
critical number is 1+ 2n . If 0V(x)a(1+d(x)
b) with b>2, the critical
number is still 1+ 2n . If V(x)ta(1+d(x)2), then the critical number is
smaller than 1+ 2n . Finally, if V(x)a(1+d(x)
b) with b<2, then the
critical number is 1.
Before presenting the theorems precisely let us lay out a number of
Notations and assumptions. (i) G=G(x, t; y, 0) denotes the fundamen-
tal solution to the equations
2u&Vu&t u=0, in M_(0, ). (1.2)
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Here M is a n(3)-dimensional complete noncompact manifold with non-
negative Ricci curvature. Even though the curvature condition can be
relaxed further we will not seek the full generality in this paper. 0 will be
a reference point on M and d(x, y), d(x) will be the distances between x, y
and between x, 0, respectively.
(ii) V is a bounded C1 function that does not change sign. All
solutions are classical.
(iii) |B(x, r)| denotes the volume of the geodesic balls of radius r
centered at x. We assume that |B(x, r)|tr: for :>2 and r large.
(iv) The notation Qr(x, t) will be used to denote the parabolic cube
B(x, r)_(t&r2, t). We will use c, C, ..., to denote the generic positive con-
stants which may change from line to line.
The next theorems are the main results of the paper.
Theorem 1.1. Let M and V be as above. Given any a>0, the following
conclusions hold.
(a) Suppose V(x)&a(1+d(x)b) with b<2; then (1.1) does not
have any global positive solution for any p>1.
(b) Suppose V(x)&a(1+d(x)2); then there exists p11+ 2: such
that (1.1) does not have any global positive solution when 1<p<p1 .
(c) Suppose &$(1+d(x)b)V(x)0 for b>2 and a sufficiently
small $, then the critical number for (1.1) is 1+ 2: .
(d) Suppose 0V(x)a(1+d(x)b) with b>2; then the critical
number for (1.1) is 1+ 2: .
(e) Suppose 0V(x)a(1+d(x)2); then there exists a number
p21+ 2: such that (1.1) does not have any global positive solution if
1<p<p2 .
(f) Suppose V(x)a(1+d(x)b) with b<2; then for any p>1, (1.1)
has global positive solutions for some initial values.
Remark 1.1. (i) The theorem gives an almost complete qualitative
characterization of the relation between the critical Fujita number and the
potentials V behaving like \ad(x)b near infinity. The only type of V not
covered in the theorem is when V(x)t&ad(x)b with b>2 and a is not
small. The behavior of G for such V is not fully understood.
(ii) It is interesting to note that when Vt \a(1+d(x)2) we are at
a border-line case where the critical exponent (depending sensitively on a)
can vary in (1, ]. In all other cases (except the one the theorem does not
cover), the critical Fujita number takes only three values: 1, , and 1+ 2n
in the Euclidean case.
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(iii) It seems difficult to compute precisely the optimal p1 and p2 in
parts (b) and (e).
When Vt&a(1+d(x)2), one may ask whether the critical exponent p*
is finite or not. We do not know the answer except for an isolated case.
Please see Remark A.2 in the Appendix for details.
As indicated in the proof, when Vta(1+d(x)2), the critical exponent
p* depends both on a and on the constants in the Harnack inequality.
(iv) If V is not 0, we do not know whether the critical exponents
belong to the blow-up case or not in parts (b)(e).
An immediate consequence of Theorem 1.1(i) is a Liouville-type theorem
for semilinear elliptic equations.
Corollary 1. Let M be as in Theorem 1.1 and p>1. The only non-
negative solution to
2u(x)+R(x) u(x)+u(x) p=0, x # M,
is 0, provided that R(x)a(1+d(x)b) for a>0 and b<2.
The proof is obvious since any positive solution of the elliptic equation
is a stationary and hence global positive solution to (1.1). By Theorem 1.1
such a solution does not exist.
The proof of Theorem 1.1 is based on some new estimates of global
bounds on the fundamental solutions of heat equations with a potential.
These bounds may be of interest in their own right. It is well known (see
[A, LY]) that the fundamental solution of a second-order uniformly
parabolic equation in divergence form has Gaussian lower and upper
bounds. However, in general, these bounds are not global in time since the
parameters in these bounds depend on, in an implicit manner, the lower
order terms of the equation.
The next theorem seems to be the first to give qualitatively sharp global
bounds on the heat kernel of 2&V for all potentials V(x)tad(x)b with
b # (0, 2) and a>0. We mention the heat kernel estimates when b<0 is
well known. An example is the harmonic oscillator, for which b>2 global
estimates were recently found in [Se] for the Euclidean case and [Z1] for
the manifold case.
Theorem 1.2 (The Upper Bounds). Let G be the fundamental solution
to the equation 2u&Vu&ut=0 in M_(0, ) where M is as above.
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Suppose, for a>0 and b # [0, 2], V(x, t)a(1+d b(x)); then there exist
positive constants c1 , c2 , c3 such that, for all x, y, and t>0,
G(x, t; y, 0)c2
w1(x, t)
- |B(x, t12)|
w1( y, t)
- |B( y, t12)|
e&c3 d(x, y)2t.
Here w1(x, t)=exp(&c1[t12(1+d(x)b2)](2&b)2) if b<2; w1(x, t)=[max
[t12(1+d(x)), 1]]&:1 with :1=:1(a)0 if b=2; w1 #1 if b>2.
Remark 1.2. The exponent (2&b)2 in the weight might be improved.
The main thrust of the theorem comes from the establishment of exponen-
tial or polynomial decay of the weight function when b<2 or b=2, respec-
tively.
Corollary 2. Given M as in Theorem 1.2, let 1 be the fundamental
solution to the elliptic operator &2+V. Suppose, for a>0 and b # [0, 2),
V(x, t)a(1+d b(x)), then there exist positive constants c1 , c2 such that,
for all x, y, and ;=(2&b)2,
1(x, y)c1e&c2[d(x, y)(1+d(x)
b2)]; e&c2[d(x, y)(1+d( y)b2)];
d(x, y)2
|B( y, d(x, y))|
.
Remark 1.3. When V does not decay near infinity an upper bound for
1 was found in [Sh] and was very different from that in the corollary.
Next we turn to the case when V0.
Theorem 1.3. Let M be as above. Suppose, for a>0 and b # [0, 2],
V(x, t) &a(1+d b(x)); then there exist positive constants c1 , c2 , c3 such
that, for all x, y, and t>0,
G(x, t; y, 0)c2
w2(x, t)
- |B(x, t12)|
w2( y, t)
- |B( y, t12)|
e&c3 d(x, y)2t.
Here w2=w&11 .
Remark 1.4. Let us recall without proof a simple inequality which
allows us to switch from x to y freely in a Gaussian when necessary.
1
|B(x, t12)|
e&c d(x, y)2t
C=
|B( y, t12)|
e&(c&=) d(x, y)2t,
where 0<=<c.
The rest of the paper is organized as follows. In Section 2 we will prove
Theorems 1.2 and 1.3. In Section 3 we will prove Theorem 1.1.
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2. ESTIMATES OF FUNDAMENTAL SOLUTIONS
The proof of Theorem 1.2 is based on an explicit estimate of the L
bounds of solutions to a linear parabolic equation. The key is to find a
precise relation between the bounds and the potential. This requires us to
refine Moser’s iteration scheme to capture the information on the potential.
Let u be a solution of 2u&Vu&ut=0. If V0, by Moser’s iteration and
the maximum principle, we have, for C>0,
u2(x, t)
C
|Qr(x, t)| |Qr (x, t) u
2( y, s) dy ds. (2.1)
However, the next theorem shows that the constant C can be vastly
improved if one knows the decay property of V. We mention that, related
results when V does not decay near infinity are known. However, the
bounds when V blows up near  are quite different from those in our case.
We refer the reader to [Sh] for details.
Theorem 2.1. Let u be a solution to the equation 2u&Vu&ut=0 in
M_(0, ), and Q2r(x, t)/M_(0, )
(a) Suppose, for a>0 and b # [0, 2), V(x, t)a(1+d b(x)), then for
positive C and c1 independent of r,
u2(x, t)
C exp(&c1[r(1+d(x)b2)](2&b)2)
|Qr(x, t)| |Qr (x, t) u
2( y, s) dy ds. (2.2)
(b) Suppose V(x, t)a(1+d 2(x)); then for positive C and c20
depending on a but independent of r,
u2(x, t)
C [max[r(1+d(x)), 1]]&c2
|Qr (x, t)| |Qr (x, t) u
2( y, s) dy ds. (2.3)
(c) Suppose 0V(x, t)a(1+d b(x)), then the bound (2.1) cannot be
improved in general.
Proof of (a). It is clear that we can assume r>1 since the standard
elliptic theory covers the case where r1.
Given {>1, we pick a cut-off function , such that ,( y, s)=1 when
( y, s) # Qr(x, t), ,( y, s)=1 when ( y, s) # Qc{r(x, t), and |{,|C(({&1) r),
|t ,|C(({&1) r)2. Using ,2u as a test function for Eq. (1.2) we obtain
| |{(,u)| 2 dy ds+| V( y) u2,2 dy dsC | u2[|{,|2+|s,|] dy ds.
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Therefore
|
Q{r (x, t)
V( y) u2,2 dy ds
C
(({&1) r)2 |Q{r (x, t) u
2 dy ds.
When y # Br(x) we have d( y)bC(d(x, y)b+d(x)b) and hence
V( y)
C
d(x, y)b+d(x)b

C
rb+d(x)b
.
It follows that
|
Qr (x, t)
u2 dy ds
C0(rb+d(x)b)
({&1)2 r2 |Q{r (x, t) u
2 dy ds. (2.4)
Here C0 is a constant independent of r. For each r>1 we take {>1 such
that
C0(rb+d(x)b)
({&1)2 r2
=
1
2
.
This implies
{r=r+[2C0(rb+d(x)b)]12.
Under such a choice of {, we have
|
Qr (x, t)
u2 dy ds
1
2 |Q{r (x, t) u
2 dy ds. (2.5)
Without loss of generality we assume that rd(x)b2 since Moser’s itera-
tion implies the desired result otherwise. To gain the exponential decay, we
iterate the above inequality following the formula
rk+1={k rk #rk+[2C0(rbk+d(x)
b)]12, (2.6)
starting with r0=d(x)b2. We claim that there exists a positive constant C4
such that
rkC4 k1;+C4k d(x)b2.
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Here as before ;=(2&b)2 # (0, 1]. The proof is by induction. Suppose the
estimate holds for k; then
rk+1rk+(2C0)12 rb2k +(2C0)
12 d(x)b2
(C4k1;+C4k d(x)b2)[1+(2C0)12 (C4k1;+C4k d(x)b2)&;]
+(2C0)12 d(x)b2
(C4k1;+C4k d(x)b2)[1+(2C0)12 (C4k1;)&;]+(2C0)12 d(x)b2
C4k1;[1+(2C0)12 C&;4 k
&1]+C4k d(x)b2+C4(2C0)12 C&;4 d(x)
b2
+(2C0)12 d(x)b2.
Since (k+1)1;=k1;(1+k&1)1;k1;(1+k&1;&1), we have, for a large C4 ,
rk+1C4(k+1)1;+C4 d(x)b2[k+(2C0)12 C &;4 +C
&1
4 (2C0)
12].
Taking C4 sufficiently large, we have
rk+1C4(k+1)1;+C4 d(x)b2(k+1).
This proves the claim. Moreover, when k1,
rkC4 k1;+C4 d(x)b2 k1;. (2.7)
Hence if rk=r>d(x)b2, we have
k\C &14 r1+d(x)b2+
;
.
Therefore, to reach r from r0 #d(x)b2, we need at least (C &14 (r
(1+d(x)b2))); iterations (round up to an integer). By standard theory we
have
u2(x, t)
C
|Qr0(x, t)| |Qr0(x, t)
u2( y, s) dy ds.
Iterating (2.5) in the manner of (2.6) we obtain
u2(x, t)2&(C4&1 (r(1+d(x)b2)));
C
|Qr0(x, t)| |Qr (x, t) u
2( y, s) dy ds
e&c[r(1+d(x)b2)];
Crn
rn0 |Qr(x, t)| |Qr (x, t) u
2( y, s) dy ds
e&c[r1+d(x)b2)];
C
|Qr(x, t)| |Qr (x, t) u
2( y, s) dy ds.
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The last inequality is due to r0=d(x)b2 and the doubling property of balls.
Part (a) of the theorem is proven.
Proof of (b). The beginning of the proof is identical to that of part (a)
except that we take b=2. Therefore we have, from (2.4),
|
Qr (x, t)
u2 dy ds
C0(r2+d(x)2)
({&1)2 r2 |Q{r (x, t) u
2 dy ds. (2.8)
Here C0 is a constant independent of r. For each r>1 we take {>1 such
that
C0(r2+d(x)2)
({&1)2 r2
=
1
2
,
i.e.,
{r=r+[2C0(rb+d(x)b)]12.
Under such a choice of {, we have
|
Qr (x, t)
u2 dy ds 12 |
Q{r (x, t)
u2 dy ds. (2.9)
We shall iterate the above inequality according to the formula
rk+1={k rk #rk+[2C0(r2k+d(x)
2)]12
with r0=d(x). We claim that there exists a positive constant C5 such that
rkC k5+C
k
5 d(x). (2.10)
Obviously (2.10) holds for k=1. Suppose that it holds for k; then
rk+1rk+2C0 rk+2C0 d(x)(1+2C0) Ck5+(1+2C0) C
k
5 d(x)+2C0 d(x)
C k+15 +C
k+1
5 d(x),
when C51+cC0 . Hence (2.10) is valid for all k. This implies that to
reach r from d(x) one needs at least
k=ln
r
C5(1+d(x))
(2.11)
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number (after rounding up to an integer) of iterations. Iterating (2.9) and
using (2.11) we have
u(x, t)2
C
|Qr0(x, t)| |Qr0(x, t)
u2( y, s) dy ds

C2&c ln (r(1+d(x)))
|Qr0(x, t)| |Qr (x, t) u
2( y, s) dy ds

C [r(1+d(x))]&c rn
|Qr(x, t)| rn0 |Qr (x, t) u
2( y, s) dy ds

C [r(1+d(x))]&c2
|Qr(x, t) |Qr (x, t) u
2( y, s) dy ds.
Here we choose c2=0 if cn. Note that the above estimate is useful only
when r(1+d(x))1 since estimate (2.1) is already better otherwise. This
proves part (b).
Part (c) is obvious since it is well known that Eq. (1.1) has solutions
bounded between two positive constants when 0V(x, t)a(1+d(x)b)
with b>2. See [Z1] for example. Q.E.D.
Proof of Theorem 1.2. The upper bounds. The proof of the upper
bound is now reduced to the standard practice as given, for example, in
[SC, Section 6]. For this reason we will be brief. For a fixed * # R and a
fixed bounded function  such that |{|1, we write
fs( y)=e*( y) | G( y, s; z, 0) e&*(z)f (z) dz.
Direct computation shows that
s & fs &22&C &{fs &22+C*2 & fs&22&| V( y) f 2s dy.
Since V0 we have
s & fs &22C*2 & fs&22 ,
which implies
& fs&22e
C*2s & f &22 .
Now consider the function
u( y, s)=e&*( y) fs( y)
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which is a solution to 2u&Vu&tu=0 in M_(0, ). Applying Theorem
2.1 with Qt122(x, t)=Bt122(x)_(3t4, t), we obtain
u(x, t)2C
w1(x, t)
|Qt122(x, t)| |
t
3t4
|
B(x, t122)
u2.
It follows that
e2*(x)u(x, t)2Ce2*(x)
w1(x, t)
|Qt122(x, t)| |
t
3t4
|
B(x, t122)
u2
=C
w1(x, t)
|Qt122(x, t)| |
t
3t4
|
B(x, t122)
e2*[(x)&(z)]f 2s
Ce2*t12
w1(x, t)
|B(x, t12)|
eC*2t & f &22 .
Taking the supremum over all f # L2(B( y, t12)) with & f &2=1, we find that
e2*[(x)&( y)] |
B( y, t122)
G(x, t; z, 0)2 dzCe4*t12+C*2t
w1(x, t)
|B(x, t12)|
.
Using Theorem 2.1 on the second entries of the heat kernel we have
G(x, t; y, 0)2C
w1( y, t)
|Qt122( y, t)| |
t4
0
|
B( y, t122)
G(x, t; z, s)2 dz ds
C
w1(x, t)
|B( y, t12)|
w1( y, t)
|B( y, t12)|
e4*t12+C*2t&2*[(x)&( y)].
Choosing *=d(x, y)Ct and  such that (x)&( y)=d(x, y), we reach
G(x, t; y, 0)2C
w1(x, t)
|B(x, t12)|
w1( y, t)
|B( y, t12)|
e&c d(x, y)2t.
Q.E.D.
Proof of Corollary 2. Let 1=1(x, , y) be the Green’s function of 2&V.
Take r=d(x, y)2 in Theorem 1; then
1(x, y)2C
e&c[d(x, y)(1+d(x)b2)];
|B(x, d(x, y))| |d(z, x)d(x, y)2 1(z, y)
2 dz.
198 QI S. ZHANG
By the maximum principle, 1(z, y)d(z, y)2|B(z, d(z, y))|. When
d(z, x)d(x, y)2 we have d(z, y)d(x, y)&d(z, x)d(x, y)2. This and
the doubling property give
1(z, y)C d(x, y)2|B(x, d(x, y))|
when d(z, x)d(x, y)2. Hence
1(x, y)C
e&c[d(x, y)(1+d(x)b2)]; d(x, y)2
|B(x, d(x, y))|
.
Switching x and y we have
1(x, y)C
e&c [d(x, y)(1+d( y)b2)]; d(x, y)2
|B( y, d(x, y))|
.
After multiplying the last two inequalities we finish the proof. Q.E.D.
Proof of Theorem 1.3. Denote the heat kernels of &2, &2+V,
and &2+|V| by G0 , G and G2 respectively. Since &22=&2+V+
(&2+|V| ), we have, by the Trotter product formula or the Feynman
Kac formula (see [Se] or [Z1]),
G0(x, t; y, 0)[G(x, t; y, 0)]12 [G2(x, t; y, 0)]12.
Noting that G0 is the heat kernel of the free Laplacian, we have
G(x, t; y, 0)C [G0(x, t; y, 0)]2 G&12 (x, t; y, 0),
which yields, via the upper bound for G2 in Theorem 1.1,
G(x, t; y, 0)c2
w&11 (x, t)
- |B(x, t12)|
w&11 ( y, t)
- |B( y, t12)|
e&c3 d(x, y)2t.
Q.E.D.
3. PROOF OF THEOREMS 1.1
Proof of Theorem 1.1, Part (a). In this part V(x)&ad(x)b with b<2
near infinity. We will use the method of contradiction. Suppose u is a
global positive solution of (1.1). Since u is a classical solution (see assump-
tion (ii) below (1.2)), one can prove that u solves the integral equation
u(x, t)=|
M
G(x, t; y, 0) u0( y) dy+|
t
0
|
M
G(x, t; y, s) u p( y, s) dy ds, (3.1)
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for all (x, t) # M_[0, ). Let us note that (3.1) is valid for all positive
solutions without extra restrictions. We will omit the proof here since all
we need is the following inequality which holds for all positive solutions to
(1.1) by the maximum principle:
u(x, t)|
M
G(x, t; y, 0) u0( y) dy.
Without loss of generality we assume that u0( y)c1>0 when d( y)c. By
Theorem 1.3, we have, when d(x)c and t1,
u(x, t)|
d( y)c2
G(x, t; y, 0) u0( y) dy
C |
d( y)c
w2(x, t)
- |B(x, t12)|
w2( y, t)
- |B( y, t12)|
e&c3 d(x, y)2t dy
Cect(2&b)4tn2Cect(2&b)4.
In the above we have used that w2(x, t)=exp(c1[t12(1+d(x)b)](2&b)2).
Therefore
|
R2
0
|
d(x)R
u(x, t) p dx dtC |
R2
0
ect(2&b)4dtCecR(2&b)2 (3.2)
when R is large.
Next we will show that (3.2) leads to a contradiction.
Let ,, ’ # C[0, ) be two functions satisfying
0,1; ,(r)=1, r # [0, 12]; ,(r)=0, r # [1, );
&C,$(r)0; |,"(r)|C;
0’1; ’(t)=1, t # [0, 14]; ’(t)=0, t # [1, ); &C’$(t)0.
For R>0 define QR=B(x0 , R)_[0, R2]. We also need a cut-off function
R=,R(d(x, x0)) ’R(t),
where ,R(r)=,(rR) and ’R=’(tR2). Clearly
&
C
R

,R
r
0; }
2,R
r2 }
C
R2
; &
C
R2
’$R(t)0.
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Let u be a global positive solution of (1.1). For R>0 we set
IR #|
QR
u p(x, t) qR(x, t) dx dt, (3.3)
where 1p+
1
q=1. Since u is a solution of (1.1) and V0, we have
IR|
QR
[ut(x, t)&2u(x, t)] qR(x, t) dx dt,
which implies, via integration by parts,
IR|
BR(x0)
u(x, .) qR(x, .)|
R2
0 dx&|
QR
u(x, t) ,qR(x) q’
q&1
R (t) ’$R(t) dx dt
+|
R2
0
|
BR(x0)
u(x, t)
,qR(x)
n
’qR(t) dSx dt&|
R2
0
|
BR(x0)
qR
u
n
(x, t) dSx dt
&|
QR
u(x, t) 2,qR(x) ’
q
R(t) dx dt.
We remark that u is smooth, BR(x0) and ,R are Lipschitz; and 2,R is
understood in the weak sense. Therefore the above can be justified. Noting
that u(x, 0)0, R(x, R2)=0, ,qR n=q,
q&1
R (,Rr)
r
n0 on BR(x0),
and R(x, t)=0 on BR(x0)_[0, R2], we obtain
IR&|
QR
u(x, t) ,qR(x) q’
q&1
R (t) ’$R(t) dx dt
&|
QR
u(x, t) 2,qR(x) ’
q
R(t) dx dt. (3.4)
Since 2,qR=q,
q&12,R+q,q&2R |{,R |
2, (3.4) yields
IR&|
QR
u(x, t) ,qR(x) q’
q&1
R (t) ’R(t) dx dt
&|
QR
u(x, t) q(,q&1R 2,R)(x) ’
q
R(t) dx dt. (3.5)
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Recalling the supports of ,R and ’R , we can reduce (3.5) to
IR&|
R2
0
|
BR(x0)
u(x, t) ,qR(x) q’
q&1
R (t) ’$R(t) dx dt
&|
R2
0
|
BR(x0)&BR2(x0)
u(x, t) q(,q&1R 2,R)(x) ’
q
R(t) dx dt. (3.6)
Since ,R is radial, one has, in the weak sense,
2,R=,"R+
n&1
r
,$R+,$R
 log g12
r
.
Taking R sufficiently large, by the assumption that the Ricci curvature is
nonnegative we have ( log g12)r0. Thus we get
2,R&
C
R2
, (3.7)
when x # BR(x0)&BR2(x0). Merging (3.6) and (3.7), we know that
IRC |
R2
R24
|
BR(x0)
u(x, t) ,qR(x) ’
q&1
R (t)
1
R2
dx dt
+C |
2R2
R2
|
BR(x0)&BR2(x0)
u(x, t) ,q&1R ’
q
R(t)
1
R2
dx dt.
Since ,R , ’R1, by the Ho lder inequality we have
IR
C
R2 _|
R2
R24
|
BR(x0)
u p p(q&1)R (x, t) dx dt&
1p
_|
R2
R24
|
BR(x0)
dx dt&
1q
+
C
R2 _|
R2
0
|
BR(x0)&BR2(x0)
u p p(q&1)R (x, t) dx dt&
1p
__|
R2
0
|
BR(x0)&BR2(x0)
dx dt&
1q
.
Therefore
IRC _|
R2
R24
|
BR(x0)
u p(x, t) qR(x, t) dx dt]
1p R(:+2)q&2
+C _|
R2
0
|
BR(x0)&BR2(x0)
u p(x, t) qR(x, t) dx dt&
1p
R(:+2)q&2,
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which yields
IRCI 1pR R
(:+2)q&2.
It follows that
|
R2
0
|
d(x)R
u(x, t) pI2RCR:+2&2q, (3.8)
which contradicts with (3.2) when R is large. This proves that global
positive solutions can not exist for any p>1. Part (a) is proven.
Proof of Theorem 1.1, Part (b). In this case V(x)&ad(x)2 near
infinity. Let u be a global positive solution to (1.1). Obviously (3.8) still
holds in this case because we only used the assumption V0 in getting
(3.8). Suppose that p<1+ 2: ; then q=
p
p&1>
:+2
2 , i.e., :+2&2q<0. By
(3.8) we know that
lim
R   |
R2
0
|
d(x)R
u(x, t) p=0.
Hence u#0. This contradiction shows that p*1+ 2: .
Proof of Theorem 1.1, Part (c). Part (c) of the theorem was already
proved in [Z2]. Hence we only give an outline here and defer the details
to the Appendix.
Under the assumptions of part (c), i.e., &$(1+d(x))bV(x)0 with
b>2 and $ small, we know from Theorem A, Part (b), in [Z3] or Lemma
6.1 in [Z2] that G has global Gaussian lower and upper bound. This
means
C1
|B(x, t12)|
e&C2 d(x, y)2tG(x, t; y, 0)
1
C1 |B(x, t12)|
e&d(x, y)2(C2t) (3.9)
for all x, y, and t>0. We remark that the smallness of $ is necessary for
(3.9) to hold since the operator &2+V may not be positive otherwise.
By Corollary 1.2 of Theorem B in [Z2] (see the Appendix), the critical
exponent of (1.1) is 1+ 2: . This finishes the proof of Part (c).
Proof of Theorem 1.1, Part (d). Recall that 0V(x)ad(x)b with
b>2 and any a>0 near infinity. From [Se, Section 6] in the Euclidean
case and [Z1, Theorem C] in the manifold case we know that G also has
global Gaussian lower and upper bounds. We emphasize that no smallness
for a is needed in this case. By Corollary 1.2 of Theorem B in [Z2] again
(see the Appendix), the critical exponent of (1.1) is 1+ 2: . This finishes the
proof of Part (d).
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Proof of Theorem 1.1, Part (e). In this case 0V(x)ad(x)2 near
infinity. From Lemma 7.2 in [Z2] (given in the Appendix below) we have,
for some :0=:0(a)0,
G(0, t; y, 0)
C
t:0 |B(0, t12)|

C
t:0+(:2)
for t1 and y such that d( y)1. Following Fujita’s [F] original proof,
we know that (1.1) does not have any global positive solution if
p<1+2(:+2:0 ). The detail is given in Remark A.1 in the Appendix.
Proof of Theorem 1.1, Part ( f ). We will prove that (1.1) has a global
positive solution for a small u0 with compact support. Let us note that if
a solution u is nonnegative and u(x, 0) is positive somewhere then
u(x, t)>0 for all t>0 by the maximum principle. Therefore the term
‘‘global positive solution’’ means that the solution is positive when t>0.
Let G=G(x, t; y, 0) be the fundamental solution of of 2&V&t . By
Theorem 1.1, we have
G(x, t; y, 0)c1
e&c2[t12(1+d(x)b2)];
- |B(x, t12)|
e&c2[t12(1+d( y)b2)];
- |B( y, t12)|
e&c3 d(x, y)2t
with ;=(2&b)2.
Let R>0. Given a nonnegative function u0 supported in B(0, R), we
claim that there exist c3 , c4>0 depending on R such that
F(x, t)#| G(x, t; y, 0) u0( y) dyc3&u0 & e&c4 d(x)\, (3.10)
where we choose, for convenience later,
\=min[;2, ;2].
In order to prove the claim we consider three cases.
Case 1. d(x)2R. This is self evident since F(x, t)C.
Case 2. d(x)2R and td(x). In this case t12(1+d( y)b2)C d(x)12
when d( y)R. Hence
e&c2[t12(1+d( y)b2)];e&c d(x)\
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and therefore
G(x, t; y, 0)Ce&c d(x)\e&c3 d(x, y)2t|B( y, t12)|,
F(x, t)=|
d( y)R
G(x, t; y, 0) u0( y) dyCe&c d(x)
\
.
Case 3. d(x)2R and td(x). When d(x)2R and d( y)R we have
d(x, y)2c d(x)2. Hence
d(x, y)2
t
c
d(x)2
t
c
d(x)2
d(x)
=c d(x).
It follows that
e&c (d(x, y)2t)e&c d(x)
and hence, after using
e&c3 d(x, y)2t=e&c3 d(x, y)2(2t)e&c3 d(x, y)2(2t)e&c d(x)e&c3 d(x, y)2(2t),
we obtain
F(x, t)=|
d( y)R
G(x, t; y, 0) u0( y) dy
|
d( y)R
e&c2[t12(1+d(x)b2)];
- |B(x, t12)|
e&c2[t12(1+d( y)b2)];
- |B( y, t12)|
e&c3 d(x, y)2tu0( y) dy
e&c3 d(x) |
d( y)R
e&c2[t12(1+d(x)b2)];
- |B(x, t12)|
_
e&c2[t12(1+d( y)b2)];
- |B( y, t12)|
e&c3 d(x, y)2(2t)u0( y) dy
Ce&c3 d(x).
This proves the claim.
For u # L(M_(0, )), we define T to be the integral operator
Tu(x, t)=|
M
G(x, t; y, 0) u0( y) dy+|
t
0
|
M
G(x, t; y, s) u( y, s) p dy ds.
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For positive $, * to be determined later define
S$, *=[u # C(M_(0, )) | 0u(x, t)$e&* d(x)
\].
We also equip S$, * with the maximum norm.
Next we show that the operator T is a contraction in S$, * for suitable
$, * and hence a fixed point exists. Note that
|
t
0
|
M
G(x, t; y, s) u( y, s) p dy ds|
M
1(x, y) U( y) p dy
where U( y)=sups u( y, s) and 1 is the Green’s function of 2u&Vu=0.
From this and (3.10) we have
Tu(x, t)c3&u0 & e&c4 d(x)
\
+|
M
1(x, y) U( y) p dy. (3.11)
Given u # S$, * and for a % # (0, 1) to be chosen later,
|
M
1(x, y) U( y) p dy
=|
d( y)% d(x)
1(x, y) U( y) p dy+|
d( y)% d(x)
1(x, y) U( y) p dy
#I+II.
When d( y)%d(x) and u # S$, * we have
U( y) p$ pe&p* d( y)\
=$ pe&((p+1)2) * d( y)\e&((p&1)2) * d( y)\
$ pe&((p+1)2) %\* d(x) \e&((p&1)2) * d( y)\.
Hence
I$ pe&((p+1)2) %\* d(x)\ |
d( y)% d(x)
1(x, y) e&((p&1)2) * d( y)\ dy
C( p, *, b) $ pe&((p+12) %\* d(x)\.
When d( y)% d(x), we have
d(x, y)d(x)&d( y)(1&%) d(x).
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Therefore, if d(x)1, Corollary 2 of this paper implies
1(x, y)c1e&c2[d(x, y)(1+d(x)
b2)]; d(x, y)
2
|B( y, d(x, y))|
c1e&c2(1&%)
\ d(x)\2 d(x, y)
2
|B( y, d(x, y))|
.
When d(x)1, clearly we have
1(x, y)c1
d(x, y)2
|B( y, d(x, y))|
C(%, b) e&c2(1&%)\ d(x)\2
d(x, y)2
|B( y, d(x, y))|
.
Hence
II[c1+C(%, b)] e&c2(1&%)
\ d(x)\2$ p |
d( y)%d(x)
e&p* d( y)\dy
C(%, b, *) $ pe&c2(1&%)\ d(x)\2.
Combining, we obtain
|
M
1(x, y) U( y) p dyC( p, *, b) $ pe&((p+1)2) %\* d(x)\
+C(%, b, *) $ pe&c2(1&%)\ d(x)\2. (3.12)
We select % # (0, 1) such that
p+1
2
%\=1.
This is possible because p>1. We also fix a * # (0, c4) such that
c2(1&%)\*.
Since p>1 we can select a $>0 such that
C( p, *, b) $ p+C(%, b, *) $ p$2.
Under the above choices, we have, from (3.11) and (3.12),
TuC&u0& e&c4 d(x)
\
+$e&* d(x)\2$e&* d(x)\,
when &u0& is sufficiently small. This shows that
TS$, * /S$, * .
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Similarly, one can show that T is a contraction. The contraction mapping
principle implies the existence of a fixed point which is a global positive
solution. Theorem 1.1 is complete. Q.E.D.
4. APPENDIX
For completeness, in this section we present Corollary 1.2 and Lemma
7.2 in [Z2], which have been quoted in the Proof of Theorem 1.1, parts
(c), (d), and (e).
Corollary 1.2 [Z2]. Suppose that G, the fundamental solution of
2u&Vu&ut=0, obeys global Gaussian lower and upper bounds, i.e.,
C1
|B(x, t12)|
e&C2 d(x, y)2tG(x, t; y, 0)
1
C1 |B(x, t12)|
e&d(x, y)2(C2t)
for all x, y, and t>0; then the critical exponent of (1.1) is 1+ 2: .
Proof. (a) We show that all positive solutions of (1.1) blow up in
finite time if p<1+ 2: . This is done by following Fujita’s [F] original argu-
ment. Suppose u is a global positive solution of (1.1), we know that u
solves the integral equation
u(x, t)=|
M
G(x, t; y, 0) u0( y) dy+|
t
0
|
M
G(x, t; y, s) u p( y, s) dy ds,
for all (x, t) # M_[0, ).
Given t>0, choosing T>t, multiplying G(x, T; 0, t) on both sides of the
above and integrating with respect to x, we obtain
|
M
G(x, T; 0, t) u(x, t) dxC |
M
|
M
G(x, T; 0, t) G(x, t; y, 0) dx u0( y) dy
+C |
t
0
|
M
|
M
G(x, T; 0, t) G(x, t; y, s) dx u p( y, s) dy ds.
Using symmetry and reproducing properties of G, we obtain, as in [F],
|
M
G(x, T; 0, t) u(x, t) dx
C |
M
G( y, T; 0, 0) u0( y) dy+C |
t
0 _|M G( y, T; 0, s) u( y, s) dy&
p
ds.
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Without loss of generality we assume that u0 is strictly positive in a
neighborhood of 0. Using the lower bound assumption for G, we can then
find a constant C>0 such that, for T>1,
|
M
G( y, T; 0, 0) u0( y) dy|
d( y, 0)21
C
|B(0, T 12)|
u0( y) dy
C
|B(0, T 12)|
.
Writing J(t)#M G(x, T; 0, t) u(x, t) dx, we have, from the last two
inequalities,
J(t)C|B(0, T 12)|+C |
t
0
J p(s) ds, T>t, T>1.
Using the notation g(t)# t0 J
p(s) ds, we obtain
g$(t)( |B(0, T 12)|&1+ g(t)) pC,
&
1
( |B(0, T 12)| &1+ g(t)) p&1 }
T
0
( p&1) CT,
and therefore
|B(0, T 12)| p&1( p&1) CT,
for all T>1.; i.e.,
|B(0, T )|CT 2( p&1)
when T is large. This is impossible under the assumptions that |B(x, r)|tr:
and p<1+ 2: . Hence no global positive solutions exist for such p.
(b) We prove that (1.1) has global positive solutions if p>1+ 2: .
This is achieved by a fixed point argument developed in [Z4]. We refer the
reader to Theorem A in [Z4] for a complete proof. Note that the corre-
sponding theorem was stated for Lie groups. But it applies verbatim to the
manifold case under our assumptions that Ricci0 and |B(x, r)|tr: when
r is large. Q.E.D.
Remark A.1. Note that the key property of G used in the blow-up
argument is that G(x, T; 0, 0)CT :2 when x is close to zero. In the next
lemma we will show that for some :0>0 and x close to zero,
G(x, T; 0, 0)CT :0+(:2) when V(x)ta(1+d(x)2). In this case we can
conclude that no global positive solution exists if p>1+2(2:0+:). The
only modification in the proof above is to replace : by 2:0+:.
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Remark A.2. When V(x)=&a(1+d(x)2) with a sufficiently small and
M=Rn, Davies and Simon proved [DS, Theorem 16], under another
technical assumption, that
G(x, t; y, 0)C= t;&n2+= exp[&|x& y|2(a= t)],
where =>0, t1 and ;<(n&2)2. Using this result in the proof of part
(b) in the above, one can show that the critical exponent for (1.1) is finite.
If a is not small, the picture is not clear.
Lemma 7.2 [Z2]. Suppose 0V(x)a(1+d(x)2), then there exists
:0=:0(a)0, such that
G( y, t; 0, 0)
C
t:0 |B(0, t12)|

C
t:0+(:2)
for all t1 and y such that d( y)1.
Proof. The idea of the proof is to use a carefully constructed Harnack
chain argument. We need two steps.
Step 1. Suppose that u is a nonnegative solution of
2u&Vu&ut=0, t>0, (4.1)
and that d(x, 0)=t12. We shall prove that there exist positive constants %
and C1 depending on V such that
u(0, 2t)C1 t&%u(x, t), t1.
Let # be a shortest geodesic connecting 0 and x, which is parameterized
by length. For i=0, 1, ..., k, we write yi=#(2i), where k is the greatest
integer smaller than or equal to log2 d(x, 0). Clearly, yi , yi+1 #
B( yi+1 , 2 i)/B( yi+1 , 2i1110). For any y # B( y i+1 , 2i1110), we have
d( y, 0)d(0, yi+1)&d( yi+1 , y)2 i+1&2 i1110=2i910.
Therefore, there is C>0 such that
;i # sup
B( yi+1, 2i1110)_(0, )
|V(x, t)|C22i.
By the Harnack inequality stated in Corollary 5.4 of [SC], we have, for
y, y$ # B( yi+1 , 2 i) and s>s$,
ln[u( y$, s$)u( y, s)]C _d
2 (y, y$)
s&s$
+\; i+1s$+ (s&s$)& .
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It follows, for a C2>0, that
u(x, t)C2u( yk , 2t&22k),
u( yi+1 , 2t&22(i+1))C2u( y i , 2t&22i),
u( y0 , 2t&1)C2u(0, 2t).
Hence
u(x, t)C k+12 u(0, 2t)C
2+log2 t12
2 u(0, 2t)=C
2
22
log2 C2 log2 t12u(0, 2t).
Taking %=&(log2C2)2 we have
u(0, 2t)Ct&%u(x, t). (4.2)
This completes Step 1.
Step 2. Since d(0, y)1 and t1, by the Harnack inequality and
the doubling condition of the balls, it is enough to prove, for t1, that
G(0, t; 0, 0)
C3
t:0 |B(0, t12)|
.
To this end, we pick a point x1 such that d(0, x1)=t12.
Let , # C 0 (B(x1 , t
122)) be such that ,(x)=1 when x # B(x1 , t124) and
0,1 everywhere. Consider the function
u(x, t)=|
M
G(x, t; y, 0) ,( y) dy.
We extend u by assigning u(x, t)=1 when t<0 and x # B(x1 , t124), then
u is a positive solution of (4.1) in B(x1 , t124)_(&, ). Here we take
V(x, t)=0 when t<0 and we note that no continuity of V is needed. For
any y # B(x1 , t122), we have
d( y, 0)d(0, x1)&d(x1 , y)t12&t122=t122.
Hence, by the decay condition on V, there is a constant C>0 such that
+# sup
B(x1, t122)
|V( y, s)|Ct.
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Using twice the Harnack inequality as stated in Theorem 5.3 in [SC], we
obtain
u(x1 , 0)Ce+tu(x1 , t4)Cu(x1 , t4),
G( y, t4; x1 , 0)Ce+tG(x1 , t; x1 , 0)CG(x1 , t; x1 , 0),
for y # B(x1 , t122). Hence
1=u(x1 , 0)Cu(x1 , t4)=C |
B(x1, t122)
G(x1 , t4; y, 0) ,( y) dy
=C |
B(x1, t122)
G( y, t4; x1 , 0) ,( y) dyCG(x1 , t; x1 , 0) |
B(x1, t122)
,( y) dy
CG(x1 , t; x1 , 0) |B(x1 , t12)|.
The doubling property implies that |B(0, t12)|t |B(x1 , t12)| since
d(0, x1)=t12 by choice. Therefore
G(x1 , t; x1 , 0)
C
|B(0, t12)|
. (4.3)
Using Step 1, we have for some %>0,
G(0, 2t; x1 , 0)Ct&%G(x1 , t; x1 , 0),
which yields, by (4.3),
G(x1 , 2t; 0, 0)Ct&%G(x1 , t; x1 , 0)
C
t% |B(0, t12)|
,
By the doubling condition
G(x1 , t; 0, 0)
C
t% |B(0, t12)|
.
Using Step 1 again,
G(0, 2t; 0, 0)Ct&%G(x1 , t; 0, 0)
C
t2% |B(0, t12)|
.
The lemma is proved by taking :0=2%. Q.E.D.
Notes added in proof. 1. Recently a sharp bound for the Green’s function of the elliptic
operator in Corollary 2 in the Euclidean case has been found by Shen in [Sh2]. 2. Recently
I was able to find a global lower bound for the fundamental solution G, which complements
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the global upper bound in Theorem 1.2. The details are given in the paper ‘‘Large Time
Behavior of Schro dinger Heat Kernels and Applications’’, which appeared in Communications
in Mathematical Physics.
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