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Abstract: The topic of anomaly detection in networks has attracted a lot of attention in
recent years, especially with the rise of connected devices and social networks. Anomaly de-
tection spans a wide range of applications, from detecting terrorist cells in counter-terrorism
efforts to identifying unexpected mutations during ribonucleic acid (RNA) transcription.
Fittingly, numerous algorithmic techniques for anomaly detection have been introduced.
However, to date, little work has been done to evaluate these algorithms from a statistical
perspective. This work is aimed at addressing this gap in the literature by carrying out sta-
tistical evaluation of a suite of popular spectral methods for anomaly detection in networks.
Our investigation on statistical properties of these algorithms reveals several important and
critical shortcomings that we make methodological improvements to address. Further, we
carry out a performance evaluation of these algorithms using simulated networks and extend
the methods from binary to count networks.
Keywords: Residual Matrix, Spectral Methods, R-MAT Model, Principal Components
1 Introduction
A network consists of nodes, which represent individual entities, and relationships between
nodes, represented as edges (Bader and Madduri, 2008, Woodall et al., 2017). Investigators
in recent years have demonstrated that many phenomena can be represented as networks
(Woodall et al., 2017). These phenomena can span a multitude of fields such as the power
grid (Albert et al., 2004, Dahan et al., 2017) where nodes represent power stations and
edges represent transmission lines, social networks where nodes represent individuals and
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interactions between individuals depicted as edges (Farahani et al., 2017, Savage et al., 2014),
or gene sequencing where the nucleotides that make up DNA and RNA during transcription
are represented as network motifs (Cer et al., 2011, 2012, Procter et al., 2010, Raulf-Heimsoth
et al., 1998). Networks are therefore capable of visually and mathematically representing
applications in a myriad of fields (Mall et al., 2013, Woodall et al., 2017).
For this reason, methods that can be applied to networks to identify abnormalities in
these various applications are of significant importance. This is termed the anomaly detection
problem where the primary aim is to identify the nodes that are behaving outside of normal
conditions (Woodall et al., 2017, Miller et al., 2015, Sengupta, 2018). For example, it is
useful to a practitioner to identify over-burdened power plants in a power grid network
(Dahan et al., 2017), for a security agency to identify a clandestine operation such as a
terrorist cell in a large social network (Farahani et al., 2017, Savage et al., 2014), or to
identify a series of abnormal proteins in a gene transcription process (Cer et al., 2012,
2011, Procter et al., 2010). Anomaly detection tools allow practitioners to detect unusual
behavior in a wide variety of fields (Woodall et al., 2017, Akoglu et al., 2010, Dahan et al.,
2017). Typically, anomaly detection techniques focus on defining what conditions constitute
a normal network and discriminating between anomalous nodes and non-anomalous nodes
(Woodall et al., 2017, Dahan et al., 2017).
Networks can be static, where we have a single snapshot of the system, or dynamic, where
we have network snapshots at several points in time. Anomalies can have different meanings
in these two scenarios (Woodall et al., 2017, Savage et al., 2014, Ranshous et al., 2015).
In dynamic networks, an anomaly typically corresponds to a group of nodes behaving in a
manner that is significantly different from past behavior. The general approach for detecting
such anomalies is to extract some features of the network (such as centrality measures, degree
distribution, etc.), monitor these features over time, and raise a signal when these observed
features cross a specified threshold. A rich class of anomaly detection techniques have been
developed for dynamic networks, e.g., density based techniques (Papadimitriou et al., 2003),
clustering based techniques (Wang et al., 2012), distribution based techniques (Akoglu et al.,
2015, Sˇaltenis, 2004), and scan methods (Priebe et al., 2005). On the other hand, the goal of
anomaly detection in a static network is to detect a subgraph that is significantly different
from the overall network (Miller et al., 2015, Sengupta, 2018). Some popular approaches
include network analysis at the egonet level (Akoglu et al., 2015, Sengupta, 2018), spatial
autocorrelation (Chawla and Sun, 2006), and modularity maximization (Newman, 2016, Sun
et al., 2005, Haveliwala, 2003). In our paper, we restrict our attention to static networks.
The critical factors to consider in an anomaly detection problem are the order of the
network, the size of the anomalous subgraph to be detected, and the types of anomalies that
are of interest (Miller et al., 2015, Dahan et al., 2017). For example, a small anomalous
subgraph is harder to detect than a large anomalous subgraph in the same network (Miller
et al., 2015). Also, the type of anomalous subgraphs to detect will significantly affect the
efficacy of the proposed method (Miller et al., 2015). Anomaly detection techniques that are
robust to these critical factors are, therefore, highly sought after by practitioners.
Recently, investigators (Miller et al., 2010a, 2015, Singh et al., 2011) developed a suite
of anomaly detection methods for static networks based on spectral properties (i.e., eigen-
values and eigenvectors) that are robust to these critical factors. In particular, the authors
demonstrated the applicability of their methods for detecting different types of anomalous
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subgraphs that are in some instances smaller than 1% of the network order. In (Miller et al.,
2015) three spectral methods were proposed, namely the chi-square algorithm, the L1 norm
algorithm, and the Sparse Principal Component Analysis (PCA) algorithm. Of these, the
Sparse PCA method has some significant limitations in its implementation due to its com-
putational complexity and the need to tune parameters. This method requires estimating
the sparse matrix of an eigenspace which is an NP hard problem (Miller et al., 2015).
Any anomaly detection technique consists of computing a network metric (in statistical
terms, the test statistic) and comparing its value to a benchmark distribution (in statistical
terms, the null distribution) which represents the distribution of the metric in absence of
an anomaly. If the value of the metric exceeds a threshold obtained from the benchmark
distribution, an anomaly is signaled. There can be two kinds of errors in this process: false
alarms that happen when the value of the metric exceeds the threshold although there is
no anomaly, and detection failures when the value of the metric is below the threshold in
spite of an anomaly. A principled statistical evaluation is therefore critically important to
systematically study whether the following three related criteria are satisfied for a wide range
of scenarios: first, the network metric should closely follow the benchmark distribution when
there is no anomaly; second, the probability of false alarms is low and close to target values;
and third, the probability of detection failures is low and close to target values. However,
there has been relatively little work in such evaluation of anomaly detection techniques.
In this paper we address this gap in the literature by carrying out a systematic statistical
evaluation of the spectral methods proposed in Miller et al. (2015) for anomaly detection in
static networks. In the interest of space, we restrict our analysis to the chi-square and L1
algorithms. The Sparse PCA method is not covered due to its implementational issues as
reported by Miller et al. (2015).
In Miller et al. (2015), the only case that is explored for both the chi-square and L1
algorithms is a binary network with 4096 vertices and average degree of twelve. However, it
is possible that the algorithms perform differently when the network order or sparsity of the
network changes. Hence, in our paper we evaluate the performance of these algorithms for
various network order and average degree combinations to provide practitioners with insights
on how the algorithms perform under various conditions. Also, in Miller et al. (2015), there
is little discussion on establishing a signaling threshold. This task is also very important if
these algorithms are to be implemented, and we address this issue comprehensively in our
paper. We also demonstrate the effectiveness of these algorithms when applied to count
networks, an area not explored in Miller et al. (2015) or by other investigators. Our main
contributions are summarized below:
• We evaluate the chi-square algorithm and L1 norm algorithm, and identify critical
shortcomings pertaining to their statistical properties as well as implementability.
• We introduce methodological improvements to both algorithms. Specifically we provide
more practical and appropriate signaling and detection schemes for both algorithms.
• We extend the algorithms to count networks.
To keep our evaluation fair and consistent with Miller et al. (2015), we consider unlabeled
static networks generated from the three models used in Miller et al. (2015). Additionally,
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simulations rather than case studies are used in our paper to evaluate the methods. With
simulations, anomalies can be introduced in a controlled manner and the ability to detect par-
ticular types of anomalies can be tested (Woodall et al., 2017, Savage et al., 2014, Azarnoush
et al., 2016).
The rest of our paper is organized as follows. In section 2, we describe the mathemat-
ical formulations used in defining the spectral properties of the networks. In section 3, we
describe the chi-square algorithm and carry out a systematic statistical evaluation including
some recommendations and methodological improvements. We evaluate the L1 norm algo-
rithm similarly in section 4. We report the performance comparisons of the algorithms for
binary networks in section 5. In section 6, we introduce the application of both algorithms
to count networks. In section 7 we conclude by discussing key points and outlining future
research directions. In addition, there are supplementary materials found in the supple-
mentary document that contain additional figures and tables from our multiple simulation
comparisons.
2 Model Setup
In this section, we discuss the formulation of the residual matrix that is used in the ensuing
algorithms. We also describe the formulation of the three network models along with the
spectral properties of their residual matrices (Miller et al., 2015).
2.1 Mathematical Definitions
A network G = (V,E) is composed of a set of vertices, V , and a set of edges, E. A subgraph
of such a network is a smaller network Gs = (Vs, Es) such that all vertices and edges of the
subgraph belong to the original network, i.e., Vs ⊂ V,Es ⊂ E. The number of vertices and
edges in a network graph G are denoted by n and M respectively, i.e., n = |V |,M = |E|. A
network can also be represented as an n × n adjacency matrix denoted by A, where Aij is
the number of edges between vertices i and j, for i, j = 1, . . . , n.
For binary networks, Aij can be 0 or 1 and we assume Aij ∼ Bernoulli(pij). For count
networks, Aij can be any non-negative integer and we assume Aij ∼ Poisson(λij). Using
the same terminology as Miller et al. (2015), the residual matrix of the observed adjacency
matrix A is
B = A− E[A], (1)
where E[A] is the expectation of A. The ith and jth elements of the matrix E[A] is pij for
binary networks and λij for count networks.
Both methods studied in our paper use the spectral structure of the residual matrix B
for anomaly detection. The spectral structure of a square matrix refers to its eigenvalues
and eigenvectors. Note that the residual matrix B is a square matrix with n rows and n
columns, and therefore, it can be factorized as
B = UΛU ′,
where U is an n-by-nmatrix whose ith column is the ith eigenvector ofB, and Λ is the diagonal
matrix whose diagonal elements are the corresponding eigenvalues. This factorization, known
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as eigendecomposition, is a foundational technique for statistical methods based on dimension
reduction. The spectral structure of networks has been widely used in the network literature
for developing analytical methods, some such methodological papers are Singh et al. (2011),
Miller et al. (2010a), Rohe et al. (2011), Qin and Rohe (2013), Mall et al. (2013), Sengupta
and Chen (2015), Lei and Rinaldo (2015), and Miller et al. (2015).
2.2 Network models
In Miller et al. (2015), three types of network models with varying complexities are intro-
duced. The models are the Erdo¨s-Re´nyi model, the R-MAT model, and the Chung-Lu model.
Figure 1 is a visualization of adjacency matrices generated from the three models. Their
formulations are described below.
Erdo¨s-Re´nyi (ER) networks are simple networks that are generated given only a single
parameter, the background probability pij = p0∀i, j or λij = λ0∀i, j (Erdos and Re´nyi, 1960,
Miller et al., 2015, Chung et al., 2003). Under this model, E[A] is p0 ∗ 1 · 1′ for binary
networks and λ0 ∗ 1 · 1′ for count networks.
The Recursive MATrix (R-MAT) model, introduced by Chakrabarti et al. (2004), is
different from other network generation models in one important aspect - we specify the
number of edges, M , to assign to the network and then generate the network (Chakrabarti
et al., 2004, Miller et al., 2015). To assign these pre-specified number of edges, M , we start
with an empty n × n adjacency matrix. Next we set edge assignment probabilities a, b, c, d
such that a > d > c = b and a + b + c + d = 1. For illustration, suppose we have an empty
2× 2 adjacency matrix and a single edge to assign, then the edge will be assigned to one of
the four cells according to the the probability matrix[
a b
c d
]
.
In general, for a given empty adjacency matrix A of size n×n, we subdivide the matrix into
four partitions and randomly choose to assign the first edge to one of the partitions according
to the above probability matrix. Once the edge is designated to a partition, we subdivide
that particular partition again into four sub-partitions and choose to assign that edge to one
of the subdivisions based on the same probability matrix. This process is repeated iteratively
until the edge ends up in a cell Aij of the adjacency matrix. Since our network is undirected,
the process is repeated for M/2 iterations to assign the M edges to the adjacency matrix.
Once cell Aij receives an edge, cell Aji also receives the edge. As we allow for self loops as
in Miller et al. (2015), an edge can end up in a cell Aii. Note that n must be a power of two
for the R-MAT model. In Miller et al. (2015), the authors argued that since it is difficult to
calculate E[A] under the R-MAT model, it is better to use a “rank-1 approximation” such
that
E[A] =
kkT
2M
, (2)
where k = (k1, . . . , kn) is the vector of observed degrees, and M =
1
2
∑
ki. We use the same
approach in our paper for the sake of consistency.
Under the Chung Lu model (Chung et al., 2003), pij =
kikj
2M
where k1, . . . , kn are expected
degrees, i.e., popular nodes are more likely to interact with each other. Following Miller
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et al. (2015), in our paper the vector (k1, . . . , kn) in the Chung-Lu model for the binary case
is set to be the observed degrees from the R-MAT randomly generated networks. The use
of the Chung-Lu model for the count network case is explained in section 6.
Figure 1: Adjacency matrix illustration with n = 1024. Top left: ER model with p0 =
0.1. Top right: R-MAT model with E ≈ 100000, a = 0.5, d = 0.25, b = 0.125 and c =
0.125. Bottom: Chung-Lu model with E ≈ 100000 and expected degrees from R-MAT. The
dots represent 1’s, and whitespace corresponds to 0. Note the difference between network
structures, which makes it challenging to develop a method that can detect an embedded
anomalous subgraph (e.g., a small clique) equally well for the three networks.
3 Statistical evaluation of the chi-square algorithm
In this section, we perform statistical evaluations of the chi-square algorithm by comparing
the simulated test statistics to the chi-square distribution which is the implied distribution
from Miller et al. (2015) and Miller et al. (2010b). We also introduce some methodological
improvements that will be useful to a practitioner implementing this algorithm.
3.1 Chi-square algorithm methodology
For networks with no anomalies, empirical observations show that the first two principal
components of the residual matrix, B, are radially symmetric. The chi-square algorithm
relies on this radial symmetry of the first two principal components to detect anomalies. One
uses the number of points in each quadrant when plotting the first two principal components
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to calculate the detection statistic. For illustration, the left panel of Figure 2 shows the first
two principal components for a 1024-node ER network with no anomaly, whereas the right
panel is with a 15 node clique embedded into the 1024-node ER network. Note that the first
two principal components are the eigenvectors corresponding to the two largest eigenvalues.
From Table 1 we observe that without an anomaly, the 1024 points are roughly uniformly
distributed in the four quadrants, whereas in the anomalous case there is a substantially
larger number of points in the fourth quadrant.
Figure 2: (a) ER Model with 1024 nodes with no anomalies showing radial symmetry about
origin, (b) ER Model with 1024 nodes with anomalous sub-network present. Eigenvector one
corresponds to the first principal component and eigenvector two corresponds to the second
principal component. Background probability is p0 = 0.1 and foreground probability is p1 =
1
Table 1: Counts of points in each quadrant for Figure 2
Figure Q1 Q2 Q3 Q4 Total
(a) 258 259 251 256 1024
(b) 250 247 254 273 1024
For the chi-square algorithm, the first step involves obtaining the residual matrix of the
network as described in Equation (1). Then we obtain the two eigenvectors, X1 and X2
corresponding to the two largest eigenvalues of B and plot these orthogonal eigenvectors on
a Cartesian coordinate system. Next we compute a 2× 2 contingency table where each cell
of the table is the number of points that fall in a particular quadrant. The 2×2 contingency
table is a matrix O with elements Opq. We compute the expected number of points in each
cell of the table assuming independence, yielding
Opq =
(Op1 +Op2)(O1q +O2q)
n
. (3)
The chi-square statistic is then
χ2([x1x2]) =
∑
p
∑
q
(Opq −Opq)2
Opq
(4)
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Because the non-anomalous case is assumed to yield points that are radially symmetric,
rotating the Cartesian plane should have no effect. An anomaly could project the points in
a certain direction, so the Cartesian plane is rotated to maximize the detection statistic, i.e.,
χ2max = max
θ
χ2([x1x2]
[
cosθ −sinθ
sinθ cosθ
]T
). (5)
An anomaly is signaled if χ2max is unusually large compared to the benchmark distribution.
In Miller et al. (2015) or Miller et al. (2010b), the authors do not explicitly mention the
parameters used in the benchmark distribution.
Algorithm 1: chi-square algorithm
Input: Observed network
Output: Alert for any anomalous subgraph detected
1 Obtain the two eigenvectors that correspond to the two largest eigenvalues of the
residual matrix;
2 Plot the values of the two eigenvectors evaluated for each node and count the number
of points in each quadrant;
3 Standardize the observed counts and calculate the χ2 statistics using Equation (3) ;
4 Rotate the eigenvectors using Equation (5) and calculate χ2 statistics;
5 Store the maximum χ2 statistic value, χ2max;
6 Signal if observed detection statistic crosses specified threshold, i.e, χ2max > K;
Two main concerns have to be addressed when implementing the chi-square statistic
method in practice:
• What is the appropriate cut-off value K such that the algorithm signals when χ2max >
K?
• Counting the number of points in each quadrant has some limitations such as account-
ing for points that lie on an axis or at the origin.
Counting of vertices in each quadrant to calculate a detection statistic has some lim-
itations to be explored in section 3.4. Furthermore, Miller et al. (2015) implied that the
detection statistic follows the chi-square distribution for all network order and background
probability combinations. This implies that the detection statistic is (a) independent of the
network order and, (b) independent of the background probabilities. Also a signaling value,
K, is not specified although this is a critical component for detecting an anomaly. A prac-
titioner applying the algorithm would need to know at what threshold the method signals
the presence of an anomaly. In the following sections we will investigate these concerns.
3.2 Evaluating statistical properties of chi-square algorithm when
there is no anomaly
The success of an anomaly detection method depends on the following three criteria:
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1. When there is no anomaly, the statistic should follow the benchmark distribution.
2. When there is no anomaly, false alarm rates should stay close to target values.
3. In the presence of an anomaly, the algorithm should signal with a high probability.
We focus on networks without an anomaly and carry out a systematic investigation of
the first two criteria. For criterion one, histograms and Q-Q plots are used as visual tools
for comparing the empirical distributions of the detection statistics with the theoretical
distributions. Further, note that a signal is raised when the statistic exceeds some pre-
determined upper quantile of the theoretical distribution. Therefore, for criterion two to
hold, upper quantiles of the empirical distribution should closely match upper quantiles of
the theoretical distribution. To study this, we specifically compare the upper quantiles (95%
- 99%) of the empirical distribution with those of the theoretical distribution.
Miller et al. (2015) reported results only for networks with n = 4096 nodes. We found,
however, that the performance of the anomaly detection methods can vary with the order
of the network, the sparsity of the network, as well as the size and nature of the anomaly.
To reflect a wide variety of possible scenarios, we consider a broad range of networks, with
n = 128, 256, 512, 1024 and also background probabilities, p0 = 0.01, 0.05, 0.1, 0.3 for the
ER model. For the R-MAT model, we use M = n(n − 1)p0 for the (n, p0) combinations
to generate networks with same order and density as the ER networks, but with edges
assigned as per the R-MAT model. The base edge assignment matrix has the probability
values; a = 0.5, b = 0.125, c = 0.125, d = 0.25. For the Chung-Lu model, for each (n, p0)
combination, we generate a single network from the R-MAT model and use the observed
degrees k = (k1, . . . , kn) as model parameters for the Chung-Lu model. This approach for
the three models is consistent with Miller et al. (2015). For brevity, we report a subset of
the results in this section. Additional figures and tables are in the supplementary materials
and show similar patterns.
3.3 Comparing the test statistic to the chi-square distribution
In Miller et al. (2010b), the chi-square algorithm detection statistics is said to follow the
gamma distribution with shape parameter two. The authors base this from empirical obser-
vations from 10,000 simulations for both the Erdo¨s-Re´nyi and R-MAT model. The gamma
distribution with shape parameter two is the chi-square distribution although the degrees of
freedom, another parameter that is needed to generate the appropriate chi-square distribu-
tion, is not explicitly mentioned in either Miller et al. (2010b) or Miller et al. (2015). It is
implied in Miller et al. (2010b) that estimating this second parameter is dependent on the
baseline model. Furthermore, these empirical observations were based on one network order,
n = 1024. However, this makes the chi-square algorithm proposed in Miller et al. (2010b)
and Miller et al. (2015) impractical to a practitioner who intends to apply the algorithm to
a static network. It is unclear if the detection statistic distribution depends on the network
order, network model, or other attributes of the network. It is preferable, particularly when
the intent is to apply the algorithm to a static network with no apriori information, that the
detection algorithm has a baseline distribution that does not depend on the baseline network.
To strengthen our claim, we use a χ2 with df = 1 in our paper as empirical observations
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show this is a good fit for the R-MAT model. We show in our statistical analysis to follow
that the chi-square algorithm performance is inconsistent when applied to different network
orders, network model, and network connectivities.
Selected results are shown in Figure 3 and Table 2; results from the other scenarios we
explored are available in the supplementary material. For the ER and Chung-Lu models,
we see that for all the network order combinations, histograms and Q-Q plots demonstrate
that the algorithm statistic does not follow the chi-square distribution. In general, statistics
based on the R-MAT model follow the chi-square distribution much better than for the ER
and Chung-Lu models.
From Table 2, it is further evident that the higher empirical quantiles do not match
the theoretical χ2 quantiles in most cases. The chi-square algorithm detection statistic is
dependent on both the network order and background probability. In particular, sparse
networks, p0 < 0.05, have empirical quantiles much higher than the theoretical values. This
again emphasizes our observation that the chi-square detection statistic does not follow
the chi-square distribution and a detection value K based on the chi-square theoretical
distribution will yield unpredictable results. This is critical to a practitioner as setting the
signaling threshold is dependent on the background connectivity of the observed network.
Some recommendations for improving its performance is devising a better way to assign
points to each quadrant, particularly for sparse networks. This improvement will be explored
in section 3.4.
Table 2: Quantiles of the chi-square statistic. 10,000 non-anomalous simulations are run for
the chi-square algorithm and the results compared to the quantiles of the chi-square statistic,
χ2 with df = 1.
ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.010 57.92 59.69 61.25 63.87 67.66 36.11 37.27 38.55 40.11 43.18 20.97 21.70 22.50 23.58 25.39
128 0.050 3.72 3.94 4.28 4.73 5.49 4.97 5.28 5.65 6.23 7.14 4.98 5.19 5.52 5.92 6.53
128 0.300 2.18 2.31 2.44 2.77 3.16 1.99 2.11 2.34 2.57 3.16 2.05 2.30 2.38 2.68 3.02
256 0.010 22.98 24.17 25.80 27.86 31.63 37.04 38.08 39.26 40.76 43.73 25.02 25.79 26.68 28.20 30.68
256 0.100 2.60 2.72 2.94 3.24 3.74 2.70 2.90 3.18 3.51 4.10 2.79 2.91 3.15 3.47 3.93
256 0.300 2.17 2.31 2.45 2.68 3.19 2.36 2.60 2.89 3.22 3.86 2.17 2.33 2.53 2.74 3.22
512 0.010 9.76 10.44 11.39 12.76 15.05 30.03 30.97 32.09 33.89 36.66 21.13 21.86 23.16 24.59 26.97
512 0.100 2.40 2.56 2.76 3.08 3.44 3.08 3.33 3.66 4.12 5.29 2.67 2.82 3.02 3.33 3.81
512 0.300 2.17 2.31 2.48 2.69 3.07 3.33 3.60 4.06 4.89 6.35 2.27 2.34 2.52 2.75 3.15
1024 0.010 6.69 7.23 7.96 9.02 10.96 21.65 22.46 23.23 24.58 27.04 17.22 17.98 19.15 20.23 22.69
1024 0.100 2.28 2.42 2.58 2.81 3.18 3.97 4.44 5.20 6.25 8.52 2.60 2.76 3.01 3.30 3.83
1024 0.300 2.17 2.29 2.43 2.70 3.16 4.54 5.11 5.94 7.11 9.32 2.23 2.41 2.58 2.86 3.32
χ2 with df = 1 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63
3.4 Improving the chi-square algorithm
One of the noticeable concerns with the chi-square algorithm proposed in Miller et al. (2015)
is its poor performance with sparse networks. We observed in Table 2 that the chi-square
algorithm can yield very high statistic values for sparse networks. We note that sparse
graphs are likely to be disconnected, which might be a possible reason for this phenomenon.
For p0 < 0.05, the detection statistic quantiles are about an order of magnitude larger than
the theoretical values. We hypothesize that this is due to how points are assigned to a
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Figure 3: Top figures are histograms of the chi-square statistic based on 10,000 simulations
with the chi-square distribution, df = 1, overlaid. n = 512 and p0 = 0.1. Bottom figures
are the corresponding Q-Q plots of the simulated chi-square statistics with the line y = x
representing the theoretical χ2 with df = 1 and dashed line representing the 99th percentile of
the theoretical χ2 with df = 1 distribution. ((a) Erdo¨s-Re´nyi, (b) R-MAT, and (c) Chung-Lu
Model)
quadrant. In sparse networks, the first two principal components of the residual matrix have
a higher proportion of values close to zero. So when plotted, although radial symmetry is
maintained, a significant number of points end up near or on the origin. Figures 4 and 5
illustrate this phenomena. In these figures, some points are in fact on the origin but due
to the computational limitations of some spectral decomposition calculations these values
are actually approximations. One result of this is an abundance of points that end up in
one particular quadrant. Hence, when assigning points to the 2 × 2 table as the algorithm
requires, there is a tendency for a particular quadrant to be over-represented. As an example
of how the quadrant count is affected, Table 3 and Table 4 show the results when the graph
is sparse versus when it is more connected. In Table 3 Q4 is over-represented and in Table 4
Q3 is over-represented for the sparse network. Therefore a methodology is needed to account
for points that end up on the origin or one of the axes. Note that there are no anomalies
present in either of the examples below.
It should be noted that this behavior is network order dependent. That is, for the same
background connectivity value, the plot of the first two principal components of a larger
network tends to be relatively more compact as compared to a smaller network. We observe
this in Figures 4 and 5. To verify this, we ran multiple simulations with no anomalies
present and observed that the distance of points from the origin is inversely proportional to
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Figure 4: Figure (a) Sparse network with n = 128 and p0 = 0.001, ER Model. There are 128
points in this plot of the first two principal components of the residual matrix although most
are at the origin. Figure (b) Dense network with p0 = 0.1 and we observe radial symmetry.
Figure 5: Figure (a) Sparse network with n = 1024 and p0 = 0.001, ER Model. There are a
total of 1024 points in this plot of the first two principal components of the residual matrix
although most are centered at the origin. Figure (b) Dense network with p0 = 0.1 and we
observe radial symmetry.
Table 3: Counts of points in each quadrant
p0 Q1 Q2 Q3 Q4 Total
0.001 5 27 6 90 128
0.1 30 32 31 35 128
the square root of the network order. In particular, D ∝ k√
n
. Also, we observed that this
distance, D, is also inversely proportional to the square root of the connectivity of the graph,
p0, that is D ∝ k√p0 . This relationship is relatively weak, however, when compared to the
effect network order has on the average distance of a point from the origin.
This implies that we can improve the performance of the chi-square statistic by allocating
points that are close to the origin equally to all four quadrants. We can do this by specifying
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Table 4: Counts of points in each quadrant
p0 Q1 Q2 Q3 Q4 Total
0.001 15 81 928 1 1024
0.1 246 238 285 255 1024
that points that are within a certain distance D0 from the origin should be approximately
equally distributed to all four quadrants. This distance D0 should be adjusted to compensate
for the order of the network. In our improvement, we specify D0 based on calculating the
distances of every point from the origin. Using the relationship that D = k√
n
, the best
performing k value that was observed through simulation results was k = 0.35. This was the
k value that worked for the Erdo¨s-Re´nyi, R-MAT, and Chung-Lu models. This approach
also resolves one of the concerns with points lying on an axis. Figures 4 and 5 and empirical
observations showed that points a significant distance away from the origin rarely lie on one
of the axes.
The top rows of Table 5 shows the simulation results for χ2 percentiles for both the
Erdo¨s-Re´nyi, R-MAT, and Chung-Lu models with no improvements made to the detection
statistic. The bottom rows of Table 5 show the simulation results for both the Erdo¨s-Re´nyi,
R-MAT, and Chung-Lu models with our improved methodology. It is observed that for
the improved version, the behavior of having significantly higher detection statistics than
expected from the theoretical distribution is limited. This is most apparent for the R-MAT
and Chung-Lu models. Overall, our modifications to the algorithm improve its performance
substantially.
Table 5: Simulation results for the revised chi-square algorithm are compared to the theo-
retical chi-square distribution. Results only show the sparse networks based on p0 = 0.05
when n = 128 and p0 = 0.01 for other network orders. Includes both the statistics without
any improvements, top rows, and algorithm results with improvement, bottom rows. Only
the larger quantiles are presented in this table, i.e., 95th to 99th percentiles.
No improvements added ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 3.72 3.94 4.28 4.73 5.49 4.97 5.28 5.65 6.23 7.14 4.98 5.19 5.52 5.92 6.53
256 0.010 22.98 24.17 25.80 27.86 31.63 37.04 38.08 39.26 40.76 43.73 25.02 25.79 26.68 28.20 30.68
512 0.010 9.76 10.44 11.39 12.76 15.05 30.03 30.97 32.09 33.89 36.66 21.13 21.86 23.16 24.59 26.97
1024 0.010 6.69 7.23 7.96 9.02 10.96 21.65 22.46 23.23 24.58 27.04 17.22 17.98 19.15 20.23 22.69
χ2 with df = 1 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63
Improvement added ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 3.61 3.80 4.17 4.58 5.34 3.10 3.25 3.56 3.91 4.41 2.55 2.70 2.86 3.14 3.57
256 0.010 11.58 12.47 13.49 14.95 16.88 6.06 6.41 6.97 7.68 8.69 3.87 4.14 4.39 4.84 5.63
512 0.010 9.02 9.70 10.50 11.89 14.04 6.68 7.03 7.48 8.14 9.21 5.65 6.02 6.39 7.02 8.00
1024 0.010 6.43 7.06 7.75 8.77 10.45 6.59 6.91 7.34 8.03 9.06 8.47 9.11 9.75 10.65 12.28
χ2 with df = 1 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63
In Table 5, we used k = 0.35 in the formula D = k√
n
. Since this value of k was obtained
from our simulations, it is important to investigate to what extent the improved method
depends on the value of the tuning parameter, k. To study this, we carried out a sensitivity
analysis using k = 01, 0.2, 0.3, 0.4, 0.5, 1 and the same model settings as above. The results
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are reported in Table 6. We can see that for smaller values of k, e.g., k = 0.1, the ER
model performs poorly, particularly for smaller networks. For all other values of k, the
improvements gained from assigning points equally to all quadrants are comparable to using
k = 0.35. Therefore, in networks with no anomaly, the gain in performance from our
proposed improvement is robust to values of k in the range (0.2, 1).
Table 6: Simulation results for the revised chi-square. Results only show the sparse networks
based on p0 = 0.05 when n = 128 and p0 = 0.01 for other network sizes. Includes results for
different values of the constant k = 0.1, 0.2, 0.3, 0.4, 0.5, and 1.
k = 0.1 ER Model R-MAT Model Chung-Lu Model
Network size p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 60.06 60.06 60.06 60.06 60.06 2.71 2.80 3.05 3.16 3.37 2.77 2.98 3.19 3.36 3.94
256 0.010 15.30 16.89 20.33 124.03 124.03 4.27 4.43 4.71 5.25 6.52 3.52 3.74 3.95 4.17 4.71
512 0.010 8.63 9.16 10.11 11.09 13.32 4.42 4.78 5.10 5.77 6.51 2.67 2.78 2.98 3.18 3.63
1024 0.010 6.65 7.06 7.51 9.37 11.29 7.53 8.09 8.95 9.91 10.97 8.91 9.30 10.39 11.22 12.40
k = 0.2 ER Model R-MAT Model Chung-Lu Model
128 0.050 3.84 4.09 4.85 5.68 8.70 2.82 2.95 3.19 3.51 3.88 2.66 2.74 2.86 3.16 3.64
256 0.010 12.41 13.05 14.14 15.47 18.64 4.65 4.92 5.06 5.44 6.14 4.35 4.51 4.77 5.13 5.86
512 0.010 9.32 9.92 10.66 11.93 13.65 6.22 6.41 6.98 7.46 8.72 4.91 5.44 5.93 6.66 7.28
1024 0.010 6.22 6.81 7.84 8.78 10.52 6.35 6.90 7.51 8.46 9.78 6.77 7.19 7.68 9.06 11.77
k = 0.3 ER Model R-MAT Model Chung-Lu Model
128 0.050 3.69 3.95 4.23 4.58 5.00 2.95 3.11 3.49 3.67 4.27 2.56 2.74 2.88 3.36 3.92
256 0.010 12.55 13.36 14.28 15.71 19.43 4.11 4.34 4.68 5.08 5.43 4.29 4.61 4.90 5.24 5.89
512 0.010 9.25 10.43 11.91 12.66 15.01 4.28 4.40 4.63 5.03 6.73 5.26 5.73 6.25 7.03 8.15
1024 0.010 6.05 6.69 7.27 8.26 10.17 6.50 6.98 7.40 8.71 10.52 8.00 8.73 9.12 9.89 12.10
k = 0.4 ER Model R-MAT Model Chung-Lu Model
128 0.050 3.58 3.90 4.09 4.52 4.93 2.41 2.70 3.02 3.13 3.61 2.74 2.91 3.15 3.56 4.17
256 0.010 12.61 13.36 13.96 15.29 19.29 4.18 4.51 4.75 5.50 6.14 3.78 3.87 4.26 4.56 5.11
512 0.010 9.90 10.96 11.33 12.60 14.34 4.93 5.13 5.47 6.00 6.94 4.56 4.97 5.34 5.97 6.66
1024 0.010 6.13 6.49 7.22 7.91 9.73 8.00 8.53 8.94 9.52 10.82 7.00 7.27 7.76 8.59 10.83
k = 0.5 ER Model R-MAT Model Chung-Lu Model
128 0.050 3.62 3.79 4.02 4.34 4.99 2.67 2.75 3.09 3.34 3.83 2.67 2.95 3.24 3.57 4.06
256 0.010 12.09 12.63 13.56 16.01 17.66 4.04 4.52 4.88 5.19 6.09 3.91 4.15 4.35 4.76 5.98
512 0.010 8.63 9.16 10.39 11.85 15.02 5.10 5.36 5.80 6.51 7.58 4.87 5.05 5.45 6.18 7.10
1024 0.010 6.49 7.20 8.20 9.18 11.30 8.17 8.43 9.33 10.13 11.51 6.21 6.60 7.10 7.95 9.07
k = 1 ER Model R-MAT Model Chung-Lu Model
128 0.050 3.39 3.73 4.03 4.61 5.22 2.41 2.66 2.78 3.14 4.04 2.66 2.72 2.85 3.21 3.62
256 0.010 11.45 12.09 12.71 15.06 16.31 4.77 5.08 5.51 5.92 7.33 3.82 4.08 4.29 4.80 5.47
512 0.010 9.41 10.07 10.28 11.19 13.19 5.00 5.25 5.68 6.20 7.00 5.98 6.27 6.59 7.06 8.03
1024 0.010 6.65 7.08 7.91 8.55 10.15 8.75 9.30 9.81 10.47 12.22 6.69 7.33 7.77 8.32 9.18
χ2 with df = 1 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63 3.84 4.22 4.71 5.41 6.63
3.5 Comparing performance of chi-square algorithm for both cases,
no improvement and improvement added
We investigated the performance of both cases with respect to false alarm rates, i.e., falsely
signaling an anomaly when there is no anomaly, and detection rates, i.e., correctly signaling
an anomaly when there is an anomaly. We consider two evaluation metrics in this section.
1. False alarm rate (FAR) is P [signal | no anomaly], i.e., the proportion of cases where
no anomaly is present, but the detection rule incorrectly signals an anomaly.
2. Detection rate (DR) is P [signal | anomaly], i.e., the proportion of cases where anomaly
is present, and the detection rule correctly signals an anomaly.
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We have
DR =
TP
TP + FN
, FAR =
FP
FP + TN
,
where the confusion matrix for calculating the detection rate (DR) and false alarm rate
(FAR) is shown in Table 7. As before, we carried out a systematic study using a broad
range of simulation settings with the three network models. We considered network orders
n = 128, 256, 512, 1024. For n = 128, the background connectivity was chosen to be p0 =
0.05 for other network orders, p0 = 0.01. Selecting a higher background connectivity of p0
= 0.05 for the network of order n = 128 ensures that the majority of the nodes are indeed
connected. If p0 = 0.01, then the average degree of the network would be 1.28 which would
result in a network with isolated nodes. For n = 128 and n = 256, we randomly embedded
cliques of size 3%, 4%, 5%, and 6% of the network order. For n = 512 and 1024 network
orders, we randomly embedded cliques of size 1%, 2%, 3%, and 4% of the network order. For
brevity, only the results for n = 512 are shown in this section as the other network orders
led to similar results. Each detection and false alarm rate estimation was performed for the
case where α = 0.05, i.e., target FAR is 5%. We ran 500 simulations for each parameter
combination of which 250 were with the anomaly and 250 were without the anomaly.
Table 7: Confusion Matrix
Anomaly present No anomaly present
Anomaly signaled True Positive (TP) False Positive (FP)
Anomaly not signaled False Negative (FN) True Negative (TN)
We compared the performance of the chi-square algorithm with the revised algorithm.
Table 8 shows that the improved chi-square algorithm retains the same detection power while
significantly reducing the false alarm rates. This is most apparent with the R-MAT and
Chung-Lu models. The false alarm rates are still much too high, however, so we recommend
our modification of the L1 norm algorithm instead in section 4.
4 Eigenvector L1 norm algorithm methodology
The L1 norm of a vector X = (x1, x2,..., xn) is defined as |X|1 =
∑n
i=1 |xi|. In Miller et al.
(2010a) and (Miller et al., 2015), the authors proposed an anomaly detection technique based
on L1 norms of eigenvectors of the residual matrix B. Let X1, . . . ,Xm be the orthonormal
eigenvectors corresponding to the m largest eigenvalues of B. Heuristically, when an anomaly
is present, for some k ∈ {1, . . . ,m}, the elements of the vector Xk that correspond to
anomalous nodes will have absolute values that are significantly larger than other elements
of the vector Xk. Let Xk = (x1, . . . , xn). Since the eigenvector is orthonormal,
∑n
i=1 x
2
i = 1
needs to be satisfied. In the presence of an anomaly, only a small portion of the elements,
say {x1, . . . , xs} (where s is much smaller than n), have larger values such that
∑s
i=1 x
2
i ≈ 1,
whereas in the absence of an anomaly, {x1, . . . , xn} have approximately equal values (up to
random variation). Therefore, the L1 norm of Xk will be significantly smaller when there
is an anomaly, compared to when there is no anomaly. Consequently, an anomaly can be
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Table 8: Detection and False Alarm Rates. Background probability, p0 = 0.01 and n = 512.
Foreground probability is p1 = 1. We performed 500 simulations for each row with an
anomalous subgraph randomly embedded in 250 of 500 simulations
ER Model Detection Rate % False Alarm Rate %
Network order Subgraph Size χ2 Ther. 95% χ2 Revised 95% χ2 Ther. 95 χ2 Revised 95
512 5 100.00 100.00 60.80 57.20
512 10 100.00 100.00 60.80 57.20
512 15 100.00 100.00 60.80 57.20
512 20 100.00 100.00 60.80 57.20
R-MAT Model Detection Rate False Alarm Rate
Network order Subgraph Size χ2 Ther. 95% χ2 Revised 95% χ2 Ther. 95% χ2 Revised 95%
512 5 99.60 29.20 99.30 23.10
512 10 100.00 100.00 99.30 23.10
512 15 100.00 100.00 99.30 23.10
512 20 100.00 100.00 99.30 23.10
Chung-Lu Model Detection Rate False Alarm Rate
Network order Subgraph Size χ2 Ther. 95% χ2 Revised 95% χ2 Ther. 95% χ2 Revised 95%
512 5 100.00 58.80 99.80 9.70
512 10 100.00 100.00 99.80 9.70
512 15 100.00 100.00 99.80 9.70
512 20 100.00 100.00 99.80 9.70
detected by low values of the L1 norms of eigenvectors of B. Formally, the L1 norm statistic
L is calculated as
L = − min
1≤k≤m
|Xk|1 − µk
σk
(6)
where |X k|1 is the L1 norm of the ktheigenvector, µk and σk are the mean and standard
deviation of |X k|1 when there is no anomaly, and m is the number of eigenvalues used for
anomaly detection. Large values of L indicate the presence of an anomaly.
Three issues present themselves immediately from the formulation. First, the statis-
tic needs to be standardized using the parameters µk, k = 1, . . . ,m and σk, k = 1, . . . ,m.
Miller et al. (2015) proposed to estimate these parameters from historical networks where
no anomaly is present. For each historical network observation of size n, where no anomaly
is present, its residual matrix as in Equation (1) is first calculated. Then for each residual
matrix, an arbitrary set number of m largest eigenvalues, where m ≤ n, are sorted in de-
creasing order and the L1 norms of the corresponding eigenvectors calculated. That is, an L1
norm value is calculated for each eigenvector Xk where k = 1,2,...,m and the corresponding
eigenvalues, ξ1 ≥ ξ2,... ≥ ξm. Then the mean of the historically observed L1 norms for each
of the eigenvectors Xk’s is estimated, yielding µˆk where k = 1,2,...,m along with their stan-
dard deviations σˆk. When a new graph is observed, its m largest eigenvalues are extracted
in decreasing order and their corresponding eigenvector L1 norms calculated.
However, for a static network for which this method is intended, there are no historical
networks available, as the only data are from a single snapshot of a network and it is not
known whether there is an anomaly in that data. Therefore a critical shortcoming of this
method as formulated in Miller et al. (2015) is that it cannot be used for static networks. In
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section 5 we propose a solution to this issue by using results from Extreme Value Theorem.
Second, the choice ofm is not clear, one could use all eigenvectors, i.e., m = n, or a smaller
number m < n. (Miller et al., 2015) makes some recommendations, but the implications
are not rigorously tested. In sections 4 and 5, we carry out analyses involving the various
choices of m to resolve this issue.
Third, in practice one needs a benchmark distribution to decide whether the value of
the statistic is large enough to signal an anomaly. The authors suggest using the Gumbel
distribution, but it is not fully clear why this is the benchmark distribution. Further, even if
one accepts the use of the Gumbel distribution, the authors do not specify what parameters
should be used for the Gumbel distribution. We propose two options for estimating the
parameters, as outlined below.
The Gumbel distribution is defined by two parameters, the location parameter am and the
scaling parameter bm (Nadarajah and Kotz, 2004). Given that the eigenvectors of the residual
matrix follow a standard normal distribution, as we assume in our case, the parameters am
and bm can be calculated from the Extreme Value Theorem using
am = −Φ−1(1/m), bm = 1
am
, (7)
where Φ is the cumulative density function of the standard normal distribution and m is
the number of random variables from which the extrema is derived. In our case, m is the
number of eigenvectors used for anomaly detection.
The parameters am and bm can also be estimated using the Method of Moments (MOM)
estimators which requires using historical data. In this case,
aˆm =
1
h
h∑
i=1
Li − bˆmγ, bˆm =
√
6S
pi
, (8)
where h is the number of historical networks, Li is the L1 norm detection statistic for
network(i), γ ≈ 0.57722, S is the standard deviation of the L1 norm detection statistics
from the h historical observations. In subsequent sections we study the performance of the
method using both the MOM estimators and the Extreme Value Theorem estimators.
Algorithm 2: L1 norm algorithm
Input: Observed network
Output: Alert for any anomalous subgraph detected
1 Obtain µˆk and σˆk from historical networks;
2 Standardize observed network L1 norms for each eigenvector with corresponding µˆk
and σˆk;
3 Calculate location parameter am and scaling parameter bm;
4 Transform standardized observed L1 norms to standard Gumbel distribution using
parameters am and bm;
5 Signal if observed network detection statistic for a given eigenvector crosses a specified
threshold, Li > K;
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The three issues we have identified can significantly impact a practitioner’s ability to
implement the algorithm as will be demonstrated in sections 4 and 5. These are also lim-
itations not stated explicitly in Miller et al. (2015) as the authors claimed the algorithm
is applicable to a static observed network with no apriori information. Also, a criteria for
signaling is not explicitly presented in Miller et al. (2015). In following sections we further
elaborate on possible signal detection thresholds and the resulting relative performance.
4.1 Statistical Properties of Eigenvector L1 norm algorithm
In Miller et al. (2015), the detection statistic from the L1 norm algorithm is stated to follow
a Gumbel distribution. This distribution depends on two parameters, the location and
scaling parameters am and bm, respectively. These parameters need to be estimated in order
to standardize the observed detection statistic. Furthermore, the effect of the number of
eigenvectors, m, on the detection statistic result is not discussed in Miller et al. (2015). An
arbitrary value, m = 100, is used without a discussion or validation of the approach. In this
section, we will compare two different estimation techniques for am and bm where in one case
we use the Method of Moments estimator (MOM) based on historical data to estimate these
parameters as in Equation (8) and in the second case we use the Extreme Value Theorem
approach in Equation (7). We also studied the effect of the arbitrarily set value of m on
the non-anomalous behavior of the L1 norm statistic, by setting m < n in one case and m
= n in another. If the algorithm statistic follows the Gumbel distribution, then we should
expect better performance when m = n as the (am, bm) estimates should be more accurate
with a larger sample size. We also used the same range of simulation settings and evaluation
metrics as we did for the chi-square algorithm in section 3.
4.1.1 Estimating am and bm using historical data and setting m < n
First, we consider the m < n case by setting m = 30 for n = 128 and n = 256, and
m = 50 for n = 512 and n = 1024. We use the MOM estimator as in Equation (7)
to estimate am and bm using historical data. This involves first generating 1000 random
networks as historical data to estimate µk, σk for k = 1, . . . ,m. We used a very large
number of historical networks in order to obtain a bound on the performance of the method
in practice. The results are shown in Figure 6. For the Erdo¨s-Re´nyi model, the empirical
distribution is similar to the theoretical Gumbel distribution, although they are dissimilar
at the higher quantiles. The same observation is noted in the plot comparisons for the R-
MAT and Chung-Lu model. Deviations at the higher quantiles reduces the usefulness of the
algorithm to a practitioner because it makes setting an effective signaling threshold more
difficult. Table 9 also corroborates our conclusions for this case.
4.1.2 Estimating am and bm using the Extreme Value Theorem and setting m < n
Next, we keep m < n and employ the Extreme Value Theorem to estimate am and bm. The
observations from Figure 7 and Table 10 are broadly similar to the MOM results. However,
the errors are generally higher than using MOM, which is expected since the MOM is based
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on 1000 historical networks. For example in Table 10, the Erdo¨s-Re´nyi, R-MAT and Chung-
Lu columns corresponding to the 99% quantile simulation results have wider ranges (0.74,
2.55, and 3.35) in comparison to Table 9 which are (0.75, 0.98, and 1.49). For a static network
there are no historical data available, so the Extreme Value method can be implemented in
applications.
4.1.3 Estimating am and bm using historical data and setting m = n
We now use m = n with historical data (using MOM estimator) to investigate the impact
of changing m. Results are given in Figure 8 and Table 11. Only the ER model yields
a distribution similar to the theoretical Gumbel distribution, and the results are generally
substantially worse than using m < n. This implies that the performance of the L1 method
depends on the type of network model and the number of eigenvectors used. It is surprising
that using more data (m = n rather than m < n) leads to worse performance, since a higher
value of m should lead to better fit to the asymptotic Gumbel distribution. This indicates
that in contrast to the assumption in Miller et al. (2015), the null distribution of the L1
statistic is not actually Gumbel.
4.1.4 Estimating am and bm using the Extreme Value Theorem and setting m
= n
Finally, we consider m = n in conjunction with estimators using Extreme Value Theorem.
We note that for the three models investigated, Erdo¨s-Re´nyi and R-MAT and Chung-Lu
models, the Q-Q plots show varying degrees of differences as seen in Figure 9. For the
Erdo¨s-Re´nyi model, the histograms and Q-Q plots are similar to the case when m < n using
the Extreme Value theorem. However, for the R-MAT and Chung-Lu models, the results
are different in comparison to when m < n as illustrated in Figure 9 and Table 12.
4.1.5 Summary of results for the L1 norm algorithm
The results of a broad range of simulation settings were reported in this section. It is apparent
that the network model, the order of the network and its background connectivity affect the
performance of the L1 norm algorithm. Also, the approach for estimating the parameters
has a significant effect on the performance of the algorithms. Using the MOM estimator as
compared to using the Extreme Value Theorem for estimating parameters (am, bm) affected
performance of the algorithm, particularly for the R-MAT and Chung-Lu models. When
using the Extreme Value Theorem, it is expected that the detection statistic should approach
the Gumbel distribution as the number of the eigenvectors increases, but we observe the
opposite. We showed that the distribution of the detection statistic does not follow the
Gumbel distribution with particularly large deviations at the higher quantiles. None of the
proposed methods worked well for all models investigated.
A possible explanation for the L1 norm technique performing worse with more eigenvec-
tors in the m = n case is sparsity. Sparse networks are likely to be disconnected, leading to
one or more small eigenvalues. The eigenvectors associated with these small eigenvalues are
likely to be very unstructured, leading to high variability and non-normality.
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Figure 6: Top figures are histogram density plots when parameters am and bm are esti-
mated using historical data and MOM estimators with m < n. Solid black line represents
the theoretical Gumbel distribution. Bottom figures are the corresponding Q-Q plots of
the simulated L1 norm statistics with the line y = x representing the theoretical Gumbel
distribution and dashed line representing the 99th percentile of the theoretical Gumbel dis-
tribution. This example is with n = 512 and p0 = 0.1; other scenarios are presented in the
supplementary material and follow similar patterns. ((a) Erdo¨s-Re´nyi, (b) R-MAT, and (c)
Chung-Lu Model)
Table 9: Quantiles of the L1 norm based on 10,000 simulations. No anomalous subgraph is
present. The results are compared to the theoretical Gumbel distribution with m = 30 for
n = 128 and n = 256, and m = 50 for n = 512 and n = 1024. Scaling parameters am and
bm are estimated from historical data using MOM estimators
ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 2.94 3.14 3.38 3.71 4.23 2.89 3.09 3.38 3.95 4.75 2.70 2.99 3.26 3.75 5.28
128 0.100 2.87 3.07 3.40 3.68 4.23 2.78 2.97 3.24 3.65 4.17 3.01 3.24 3.46 3.77 4.37
128 0.300 2.75 2.90 3.08 3.43 3.94 2.62 2.80 3.10 3.34 3.77 2.74 2.92 3.14 3.45 3.80
256 0.010 2.79 2.91 3.16 3.63 4.18 2.97 3.19 3.44 3.76 4.15 2.85 3.02 3.33 3.70 4.08
256 0.100 3.05 3.26 3.47 3.84 4.38 2.86 3.08 3.35 3.67 4.21 2.69 2.91 3.10 3.43 3.80
256 0.300 2.89 3.11 3.34 3.65 4.19 3.00 3.15 3.44 3.76 4.13 2.98 3.18 3.40 3.67 4.37
512 0.010 2.79 2.93 3.20 3.48 4.07 2.83 3.05 3.26 3.60 4.06 2.70 2.81 3.00 3.32 3.86
512 0.100 3.09 3.33 3.53 3.91 4.69 3.06 3.21 3.45 3.86 4.33 3.04 3.21 3.48 3.74 4.21
512 0.300 3.09 3.23 3.42 3.64 4.01 2.89 3.00 3.23 3.56 4.05 2.99 3.18 3.47 3.71 4.25
1024 0.010 2.77 2.97 3.24 3.60 4.06 2.94 3.14 3.36 3.66 4.34 2.91 3.20 3.45 3.90 4.57
1024 0.100 3.09 3.28 3.51 3.74 4.42 2.90 3.04 3.27 3.62 4.10 2.81 2.98 3.25 3.57 4.07
1024 0.300 3.04 3.25 3.52 3.81 4.27 3.02 3.21 3.59 3.99 4.41 2.97 3.20 3.46 3.69 4.10
Gumbel quantiles 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60
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Figure 7: Top figures are histogram density plots when parameters am and bm are estimated
using the Extreme Value Theorem with m < n. Solid black line represents the theoretical
Gumbel distribution. Bottom figures are the corresponding Q-Q plots of the simulated L1
norm statistics with the line y = x representing the theoretical Gumbel distribution and
dashed line representing the 99th percentile of the theoretical Gumbel distribution. This
example is with n = 512 and p0 = 0.1; other scenarios are presented in the supplementary
material and follow similar patterns. ((a) Erdo¨s-Re´nyi, (b) R-MAT, and (c) Chung-Lu
Model)
Table 10: Quantiles of the L1 norm based on 10,000 simulations. No anomalous subgraph is
present. The results are compared to the theoretical Gumbel distribution with m = 30 for
n = 128 and n = 256, and m = 50 for n = 512 and n = 1024. Scaling parameters am and
bm are estimated using the Extreme Value Theorem
ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 2.71 2.89 3.10 3.39 3.85 3.35 3.57 3.90 4.56 5.47 3.20 3.55 3.87 4.40 6.22
128 0.100 2.47 2.63 2.89 3.12 3.57 2.42 2.58 2.80 3.15 3.59 2.52 2.71 2.89 3.15 3.65
128 0.300 2.27 2.39 2.53 2.81 3.21 2.10 2.24 2.48 2.67 3.02 2.20 2.34 2.52 2.76 3.04
256 0.010 2.52 2.63 2.85 3.25 3.73 2.37 2.54 2.74 3.00 3.31 2.38 2.52 2.79 3.09 3.41
256 0.100 2.50 2.67 2.83 3.13 3.56 2.16 2.33 2.54 2.78 3.19 2.13 2.30 2.44 2.70 2.99
256 0.300 2.22 2.38 2.56 2.78 3.19 2.07 2.19 2.41 2.64 2.92 2.22 2.36 2.52 2.73 3.24
512 0.010 2.49 2.61 2.84 3.07 3.57 2.34 2.51 2.67 2.94 3.31 2.37 2.47 2.63 2.91 3.38
512 0.100 2.41 2.59 2.74 3.03 3.63 2.32 2.43 2.62 2.93 3.30 2.40 2.54 2.74 2.94 3.30
512 0.300 2.41 2.52 2.66 2.83 3.11 2.19 2.28 2.46 2.72 3.11 2.38 2.53 2.76 2.95 3.37
1024 0.010 2.37 2.54 2.77 3.07 3.45 2.28 2.44 2.61 2.85 3.39 2.38 2.61 2.81 3.17 3.71
1024 0.100 2.38 2.53 2.69 2.87 3.37 2.41 2.53 2.72 3.02 3.42 2.25 2.39 2.59 2.84 3.23
1024 0.300 2.33 2.49 2.70 2.92 3.28 2.19 2.33 2.62 2.93 3.25 2.32 2.50 2.71 2.88 3.21
Gumbel quantiles 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60
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Figure 8: Top figures are histogram density plots when parameters am and bm are esti-
mated using historical data and MOM estimators with m = n. Solid black line represents
the theoretical Gumbel distribution. Bottom figures are the corresponding Q-Q plots of
the simulated L1 norm statistics with the line y = x representing the theoretical Gumbel
distribution and dashed line representing the 99th percentile of the theoretical Gumbel dis-
tribution. This example is with n = 512 and p0 = 0.1; other scenarios are presented in the
supplementary material and follow similar patterns. ((a) Erdo¨s-Re´nyi, (b) R-MAT, and (c)
Chung-Lu Model)
Table 11: Quantiles of the L1 norm based on 10,000 simulations. No anomalous subgraph
is present. The results are compared to the theoretical Gumbel distribution with m = n.
Scaling parameters am and bm are estimated from historical data using MOM estimators
ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 1.63 1.98 2.49 6.18 7.33 3.35 3.75 3.81 5.18 6.31 2.37 2.69 3.39 3.97 5.70
128 0.100 3.21 3.34 3.52 3.89 4.62 2.33 2.94 2.99 3.43 7.49 2.11 2.25 2.39 2.53 7.14
128 0.300 2.93 3.19 3.48 3.73 4.23 2.80 3.05 3.25 3.62 4.24 1.75 1.88 2.14 2.46 3.03
256 0.010 3.15 3.34 3.60 4.07 4.56 2.33 3.50 4.42 5.03 7.81 2.11 3.87 4.64 5.87 9.54
256 0.100 3.07 3.30 3.66 3.96 4.65 1.25 2.92 2.92 4.38 5.32 1.86 2.11 2.13 3.04 3.22
256 0.300 3.24 3.40 3.67 3.95 4.71 3.17 3.50 3.76 4.08 4.61 2.71 3.00 3.25 3.70 4.52
512 0.010 3.14 3.32 3.59 3.81 4.27 1.31 1.68 1.79 3.55 4.11 1.17 1.45 2.14 4.10 5.02
512 0.100 3.07 3.22 3.50 3.85 4.35 1.00 1.20 1.50 1.95 10.66 1.91 2.35 3.13 3.49 4.59
512 0.300 3.10 3.33 3.54 3.98 4.56 3.05 3.33 3.61 4.13 4.70 3.03 3.19 3.50 3.86 4.56
1024 0.010 3.15 3.41 3.61 4.04 4.76 1.93 2.15 2.15 2.27 10.07 2.17 3.53 4.80 5.50 5.66
1024 0.100 3.26 3.46 3.78 4.17 4.63 2.93 3.15 3.38 3.92 4.82 1.78 2.15 3.35 4.11 4.78
1024 0.300 3.30 3.48 3.85 4.14 4.66 3.30 3.49 3.70 4.06 4.59 3.11 3.29 3.58 3.90 4.51
Gumbel quantiles 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60
22
Figure 9: Top figures are histogram density plots when parameters am and bm are estimated
using the Extreme Value Theorem with m = n. Solid black line represents the theoretical
Gumbel distribution. Bottom figures are the corresponding Q-Q plots of the simulated L1
norm statistics with the line y = x representing the theoretical Gumbel distribution and
dashed line representing the 99th percentile of the theoretical Gumbel distribution. This
example is with n = 512 and p0 = 0.1; other scenarios are presented in the supplementary
material and follow similar patterns. ((a) Erdo¨s-Re´nyi, (b) R-MAT, and (c) Chung-Lu
Model)
Table 12: Quantiles of the L1 norm based on 10,000 simulations. No anomalous subgraph
is present. The results are compared to the theoretical Gumbel distribution with m = n.
Scaling parameters am and bm are estimated using the Extreme Value Theorem
ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 5.01 5.87 7.15 16.53 19.44 18.79 20.68 20.94 27.37 32.66 10.78 12.05 14.81 17.11 23.94
128 0.100 3.37 3.50 3.67 4.03 4.73 10.14 11.99 13.19 13.32 19.90 7.74 8.16 8.63 9.00 21.92
128 0.300 2.82 3.05 3.31 3.53 3.98 3.01 3.26 3.46 3.82 4.43 3.25 3.46 3.89 4.38 5.25
256 0.010 3.41 3.61 3.86 4.33 4.81 12.16 16.38 22.66 27.89 31.34 7.75 10.64 17.56 20.40 30.02
256 0.100 2.92 3.13 3.46 3.73 4.35 6.65 11.89 14.57 19.33 20.97 6.24 7.17 7.25 9.82 10.41
256 0.300 2.94 3.08 3.32 3.56 4.23 3.04 3.34 3.57 3.86 4.34 3.37 3.70 3.98 4.49 5.41
512 0.010 3.08 3.25 3.50 3.70 4.13 7.91 10.93 11.57 13.95 22.76 4.88 5.70 7.75 14.46 17.43
512 0.100 2.90 3.04 3.29 3.60 4.06 4.41 5.02 5.66 6.89 9.26 4.73 5.62 7.19 7.90 10.10
512 0.300 2.89 3.09 3.27 3.67 4.17 2.96 3.22 3.47 3.94 4.46 3.10 3.26 3.55 3.89 4.56
1024 0.010 2.98 3.22 3.41 3.80 4.46 11.95 11.95 13.13 13.13 13.76 5.42 7.93 11.58 11.79 13.57
1024 0.100 3.03 3.21 3.49 3.84 4.25 3.49 3.73 3.98 4.58 5.57 5.31 6.11 8.38 11.17 12.83
1024 0.300 2.96 3.12 3.46 3.71 4.18 2.99 3.16 3.35 3.66 4.13 3.10 3.26 3.53 3.84 4.41
Gumbel quantiles 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60
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4.2 Improving the L1 norm algorithm
As mentioned in previous sections, two main concerns arise when implementing the L1 norm
algorithm:
1. The need for historical data for estimating the detection statistic parameters.
2. The number of eigenvectors, m, to use from the eigenspace.
In Miller et al. (2015), there is no discussion on how the Gumbel distribution parameters,
am and bm, as well as the detection statistic parameters, mean µk and standard deviation
σk, should be estimated, especially as historical data are needed. However, we proposed
estimating the location and scaling parameter, am and bm, using the Extreme Value Theorem
as it does not require historical data. To estimate the detection statistic parameters, µk and
σk, we developed an approach that only requires the current static network. The L1 norm
proposed by Miller et al. (2015) is
L = − min
1≤k≤m
|Xk|1 − µk
σk
, (9)
where µk and σk are the mean and standard deviation of the k
th eigenvector of the residual
matrix, estimated using historical data with no anomalies. Again, the implementation of
this algorithm is impractical for most static networks since historical data are needed. To
overcome this issue, we analyze how this statistic performs if |Xk|1 is standardized using
only the m eigenvectors of the current network. We studied three different standardization
approaches as follows. The constants k1 and k2 follow from the relation between standard
deviation, interquartile range, and mean absolute deviation of the normal distribution.
1. Using mean and standard deviation of (m) L1 norms of the adjacency matrix:
L = − min
1≤k≤m
|Xk|1 − µˆ
σˆ
.
2. Using median and IQR (Inter Quartile Range) of (m) L1 norms of the adjacency matrix:
L = − min
1≤k≤m
|Xk|1 −M
IQR/k1
.
where M is the median of m L1 norms for the current network, and k1 = 1.3489,
assuming that the eigenvectors of the residual matrix follow a normal distribution.
3. Using median and mad (median absolute deviation) of m L1 norms of the adjacency
matrix:
L = − min
1≤k≤m
|Xk|1 −M
mad/k2
where M is the median of m L1 norms for the current network, and k2 = 0.67449,
assuming that the L1 norms of the eigenvectors follow a normal distribution.
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Using the median and IQR performed the best. This is because, if an anomalous subgraph
is present, the median, M , and interquartile range IQR, will not be affected which makes
this approach appropriate for standardizing the detection statistic. Also, as in previous
explorations, see Table 10 and Table 12, selecting m < n also worked the best. In particular,
using an m between 30 to 50 provides the best results in most of the network combinations
we explored where m = 30 applies to smaller networks (n < 257) and m = 50 is suggested
for larger networks (1025 > n > 257). Finally, we see that approximating the L1 norm
statistic using the eigenvectors of a single network performs sufficiently well. Quantiles
corresponding to the best performing methodology, i.e., using the median and IQR, are
shown in Figure 10 and Table 13 below. We have provided a comprehensive review of
our simulation results as well as detection and false alarm rate performance for all three
alternatives in the supplementary material.
Figure 10: Top figures are histogram density plots based on 10,000 simulations using inter-
quantile range, IQR, and the median, M to standardize the L1 norm detection statistic.
m = 50, n = 512, p0 = 0.1. Bottom figures are the corresponding Q-Q plots with the dashed
line representing the 99th percentile of the theoretical Gumbel distribution. ((a) Erdo¨s-Re´nyi,
(b) R-MAT, and (c) Chung-Lu Model)
5 Evaluating algorithm performance
In this section, we evaluate both algorithms proposed by Miller et al. (2015) for the case
when an anomaly is present and for different network orders and background connectivity.
Following the discussion on the L1 norm algorithm in Section 4, we note that the use of
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Table 13: (L1 norm, m < n, Median and IQR) 10,000 in-control simulations are run and
the results compared to the theoretical Gumbel distribution when m = 30 for n = 128 and
n = 256, and m = 50 for n = 512 and n = 1024.
ER Model R-MAT Model Chung-Lu Model
Network order p0 95% 96% 97% 98% 99% 95% 96% 97% 98% 99% 95% 96% 97% 98% 99%
128 0.050 6.55 6.90 7.52 8.56 10.09 3.81 4.05 4.45 4.71 5.14 4.25 4.49 4.92 5.39 6.36
128 0.100 4.30 4.50 5.03 5.86 6.74 3.16 3.39 3.80 4.01 4.49 3.58 3.78 4.07 4.27 5.17
128 0.300 3.26 3.48 3.88 4.26 5.31 3.51 3.70 4.02 4.46 5.40 3.35 3.52 3.88 4.26 5.03
256 0.010 7.37 7.60 8.28 8.79 9.77 4.26 4.41 4.71 5.13 6.14 4.69 4.96 5.30 5.82 6.62
256 0.100 4.13 4.35 4.65 5.06 6.11 2.41 2.56 2.77 3.03 3.86 3.35 3.53 3.76 4.12 4.88
256 0.300 3.53 3.87 4.34 4.90 5.87 3.31 3.43 3.79 4.33 4.77 3.60 4.01 4.26 4.72 5.44
512 0.010 10.53 10.73 11.53 12.18 13.16 3.14 3.27 3.41 3.59 3.83 5.43 5.69 5.94 6.52 7.02
512 0.100 3.17 3.39 3.68 4.08 4.68 3.50 3.68 3.93 4.35 4.76 2.77 2.98 3.26 3.66 4.22
512 0.300 3.18 3.47 3.79 4.16 4.87 4.24 4.57 4.71 5.01 5.76 3.14 3.27 3.51 4.08 4.74
1024 0.010 8.91 9.70 10.21 11.15 13.36 1.48 1.58 1.68 1.82 2.01 3.85 3.98 4.22 4.60 5.02
1024 0.100 3.44 3.65 3.92 4.36 5.09 8.05 8.81 9.42 9.99 10.71 2.45 2.60 2.81 3.36 3.84
1024 0.300 3.29 3.58 3.83 4.30 4.78 7.73 7.98 8.19 8.89 9.43 3.15 3.41 3.67 4.06 4.56
Gumbel quantiles 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60 2.97 3.20 3.49 3.90 4.60
historical data, as suggested in Miller et al. (2015) is not a feasible option for static networks.
Therefore, we do not consider the MOM estimator, and focus on the m < n and m = n
cases using the Extreme Value Theorem estimators for standardization. Thus, we focus on
three anomaly detection methods for performance evaluation — the χ2 algorithm, the L1
norm algorithm with m < n, and the L1 norm algorithm with m = n. Table 14 illustrates
our results.
For the chi-square algorithm, in all the cases explored, the false alarm rate from using the
chi-square distribution is significantly higher than the expected false alarm rate of 0.05. Al-
though the detection rate is high, having significantly higher false alarm rates than expected
results in an algorithm that is impractical to implement in practice. This again highlights
that the chi-square distribution does not provide the appropriate detection threshold for use
in anomaly detection. Instead, some method for improving the algorithm is needed. We
observe the same scenario for the R-MAT model in Table 14. For the χ2 value of 3.84 cor-
responding to the 95% theoretical chi-square percentile with df = 1, the false alarm rates
are inconsistent for different network order and background probability combinations. This
emphasizes again that the algorithm statistic detection threshold selected is dependent on
the network model being investigated. This is also true for the Chung-Lu model as shown
in Table 14. That is, the chi-square detection value for α = 0.05 produces a false alarm rate
(FAR) that exceeds the desired FAR rate of 5% in all cases.
On the other hand, the L1 norm algorithm performs much better with respect to detection
and false alarm rates. For all networks observed, the L1 norm algorithm has false alarm rates
that are relatively close to the desired false alarm rate. Furthermore, the detection rates are
relatively high for all network orders and connectivities investigated.
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Table 14: Comparison of detection and False Alarm Rates for the three explored cases, χ2
algorithm, L1 norm using Extreme Value Theorem and m < n, L1 norm using Extreme
Value Theorem and m = n. Background probability is p0 = 0.01 and foreground probability,
with clique present, is p1 = 1. We performed 500 simulations for each network order and
connectivity combination with an anomalous subgraph randomly embedded in 250 of 500
simulations. 95th percentile was used for signaling threshold
Erdo¨s-Re´nyi Model Detection Rate % False Alarm Rate %
Network order Subgraph Size χ2 Ther. L1 EV m < n L1 EV m = n χ
2 Ther. L1 EV m < n L1 EV m = n
256 8 100.00 100.00 100.00 83.70 9.90 5.50
256 10 100.00 100.00 100.00 83.70 9.90 5.50
256 13 100.00 100.00 100.00 83.70 9.90 5.50
256 15 100.00 100.00 100.00 83.70 9.90 5.50
512 5 100.00 100.00 100.00 31.00 5.50 2.60
512 10 100.00 100.00 100.00 31.00 5.50 2.60
512 15 100.00 100.00 100.00 31.00 5.50 2.60
512 20 100.00 100.00 100.00 31.00 5.50 2.60
R-MAT Model Detection Rate False Alarm Rate
256 8 100.00 100.00 100.00 99.30 15.60 11.40
256 10 100.00 100.00 100.00 99.30 15.60 11.40
256 13 100.00 100.00 100.00 99.30 15.60 11.40
256 15 100.00 100.00 100.00 99.30 15.60 11.40
512 5 94.40 20.40 13.20 92.80 4.90 1.70
512 10 100.00 100.00 100.00 92.80 4.90 1.70
512 15 100.00 100.00 100.00 92.80 4.90 1.70
512 20 100.00 100.00 100.00 92.80 4.90 1.70
Chung-Lu Model Detection Rate False Alarm Rate
256 8 100.00 100.00 100.00 100.00 9.00 6.80
256 10 100.00 100.00 100.00 100.00 9.00 6.80
256 13 100.00 100.00 100.00 100.00 9.00 6.80
256 15 100.00 100.00 100.00 100.00 9.00 6.80
512 5 100.00 36.00 25.20 99.80 5.00 1.65
512 10 100.00 100.00 100.00 99.80 5.00 1.65
512 15 100.00 100.00 100.00 99.80 5.00 1.65
512 20 100.00 100.00 100.00 99.80 5.00 1.65
6 Applying anomaly detection algorithms to count net-
works
Often the main interest for monitoring social networks is to study the change of the com-
munication level among the entities in a network or sub-network. This communication level
can be represented as the number of communications between two entities i and j which is
usually modeled by a Poisson distribution or some variant (Woodall et al., 2017). We refer
to these networks as count networks. Social network communications and transportation
networks are some examples of count networks.
In this section, we study the behavior and performance of the spectral methods pro-
posed by Miller et al. (2015) in count networks and evaluate their performance for detecting
anomalies. For binary networks, these anomalies had the form of cliques or bipartite sub-
graphs. In count networks, anomalies can be presented as a small sub-networks with a
greater propensity to connect with respect to the rest of the network. By studying the level
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of communications between the different entities, we can identify unexpected relationships
among some of the nodes of the network.
For count networks, Aij is the number of edges between vertices i and j, for i, j = 1, . . . , n
and we assume Aij ∼ Poisson(λij) under some network model. As in the binary case, the
algorithms applied here use the spectral structure of the residual matrix B = A − E[A] to
detect any anomaly in the network. In Miller et al. (2015), the Erdo¨s-Re´nyi (ER) model, the
R-MAT model, and the Chung-Lu model were used. The results presented in this section
are based on the ER and Chung-Lu models, since the R-MAT model has only been applied
to binary networks.
6.1 Network models
As seen in the binary case, the networks under the Erdo¨s-Re´nyi model are generated by a
single parameter. In count networks, to generate the entries of the adjacency matrix we use
λij = λ0 ∀i, j, and hence E[A] is λ0 ∗ 1 · 1′.
The Chung-Lu model is a more realistic random graph model that has been proven to
describe well the behavior of social networks (Aiello et al., 2001). This model is specified by
a degree sequence that satisfies a power law. In count networks, to generate the expected
degree sequence k1, k2, . . . kn of the background graph, we assume ki ∼ Pareto(η, θ) for
i = 1, ...n, where η and θ are the location and shape parameters of the Pareto distribution
respectively. Under the Chung-Lu model, we use λij = ckikj where c is a constant, and
E[Aij] = λij.
6.2 Evaluating statistical properties of the algorithms in count
networks when there is no anomaly
When conducting an anomaly detection method, we need to investigate the three criteria
that were outlined in Section 3.2. In this section we investigate the first two criteria for
count networks: When there is no anomaly, a) the statistic should follow the benchmark
distribution, and b) false alarm rates should stay close to target values. Through simulations,
we first evaluate the behavior of the statistic by comparing the empirical distribution of the
statistic and the theoretical distribution. We do this visually by using histograms and Q-Q
plots. Then, we study if the upper quantiles for the empirical distribution of the statistic
are close to the upper quantiles of the theoretical (or benchmark) distribution.
We analyzed different scenarios considering network order of n = 128, 256, 512, 1024 and
different network connectivity. For the ER model, we considered λ0 = 0.2, 1, 3, and for the
Chung-Lu model we used different values of the location parameter η = 0.133, 0.333, 1 and
one value of the shape parameter θ = 1.2 for the Pareto distribution. We report here results
from just a few of those scenarios. The others are part of the supplementary material and
the observations are similar to those shown here.
6.3 Statistical properties of the chi-square algorithm
Similar to the binary networks, we compared the empirical distribution of the chi-square
statistic from count networks with the theoretical χ21 distribution. Figure 11 and Table 15
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show the results for some of the explored scenarios.
For the ER model, we observe that the simulated chi-square statistic quantiles are close
to the theoretical quantiles of the chi-square distribution with df = 1. However, in general
it is clear that this statistic does not follow the chi-square distribution. Table 15 shows that
the empirical chi-square quantiles can be much higher than the theoretical χ21 quantiles. It is
evident that the chi-square algorithm depends on both the network order and the background
connectivity. For each scenario, the Kolmogorov-Smirnov (KS) test was performed to see
how well the empirical values follow a χ21 distribution. In all cases, we rejected the hypothesis
that they follow such distribution. Based on these results, we do not recommend its use for
anomaly detection in count networks.
Figure 11: Top figures are histogram density plots of the chi-square statistics based on 10,000
simulations with chi-square distribution, df = 1, overlaid. n = 256 and λ0 = 1. Bottom
figures are the corresponding Q-Q plots. ((a) Erdo¨s-Re´nyi, and (b) Chung-Lu Models)
6.4 Statistical properties of the L1 norm algorithm
According to Miller et al. (2015), when there is no anomaly present, the L1 norm follows
a Gumbel distribution with am and bm as the location and scaling parameter respectively.
Neither how to estimate these parameters nor the effect of m, the number of eigenvectors,
on the performance of the statistics is discussed in Miller et al. (2015). For count networks,
we studied also two techniques to estimate the Gumbel distribution parameters, the Method
of Moments (MOM) as shown in equation (8) with 1000 networks as historical data, and the
Extreme Value Theorem as shown in Equation (7).
As seen in the binary case, we studied the effect of m on the performance of the L1 norm
statistic when there is no anomaly by analyzing two scenarios: m < n and m = n. We
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Table 15: Chi-square statistic quantiles from the simulation results compared to chi-square
with df = 1 theoretical quantiles for count networks. (ER and Chung-Lu Models)
ER Model Chung-Lu Model
Network order λ0 95% 96% 97% 98% 99% η 95% 96% 97% 98% 99%
128 0.2 5.358 5.761 6.142 6.809 8.000 0.133 11.927 12.589 13.783 15.033 17.384
1 4.470 4.588 5.010 5.375 6.186 0.333 7.108 7.580 8.071 9.013 10.376
3 4.174 4.476 4.639 5.217 5.971 1 10.012 10.329 11.306 12.549 14.620
256 0.2 4.898 5.128 5.595 6.123 6.918 0.133 15.067 16.209 17.579 19.465 22.894
1 4.302 4.573 5.049 5.549 6.366 0.333 8.223 8.881 9.669 10.614 12.253
3 4.277 4.523 4.898 5.374 6.115 1 9.080 9.756 10.548 11.436 13.250
512 0.2 4.557 4.885 5.270 5.696 6.539 0.133 16.201 17.252 18.787 20.584 23.602
1 4.322 4.553 4.900 5.297 6.163 0.333 20.006 21.421 23.306 25.951 30.825
3 4.149 4.462 4.839 5.276 6.101 1 9.069 9.615 10.563 11.668 13.785
1024 0.2 4.443 4.651 5.037 5.566 6.448 0.133 15.482 16.509 17.774 20.160 23.781
1 4.284 4.543 4.858 5.324 6.193 0.333 45.341 48.821 53.603 60.493 70.091
3 4.142 4.371 4.731 5.135 5.892 1 39.852 42.707 46.341 51.126 60.596
χ21 quantiles 3.841 4.218 4.709 5.412 6.635 3.841 4.218 4.709 5.412 6.635
expect better performance under the m = n scenario since the statistic will contain more
information about the network.
Estimating am and bm using historical data
As outlined in Section 4, to calculate L, first, we estimate µk and σk for k = 1, . . .m. We
generated 1000 random networks to obtain such estimates. Then, the L1 norm statistics
were calculated for both cases, m < n and m = n. For the m < n case, the results from the
simulations are shown in Figure 12 and Table 16. For the ER model, the empirical quantiles
from the simulation are lower than the theoretical Gumbel quantiles. For the Chung-Lu
model, the empirical quantiles have a high variance, and are different from the theoretical
Gumbel quantiles in most cases.
Figure 13 and Table 17 show the results when using MOM estimators and m = n. As
expected, for the m = n case, this algorithm performs better. The empirical L1 norm
quantiles from the simulations are closer to the theoretical Gumbel quantiles than those of
the m < n case. However, the empirical quantiles are frequently higher than the theoretical
ones.
Estimating am and bm using the Extreme Value Theorem
We also used Extreme Value Theorem to estimate the parameters for the Gumbel distribu-
tion, and considered two cases: m < n and m = n, as before. For the m < n case, some
simulation cases are shown in Figure 14 and Table 18. These results of our simulation con-
firm that the L1 norm algorithm performs better in count networks when using the Extreme
Value Theorem. Although the empirical quantiles are not that close to the theoretical Gum-
bel quantiles, they are less variable than the detection statistic results when using MOM
estimation. We observe that the quantiles are independent of the network order and graph
connectivity.
Finally, Figure 15 and Table 19 present the result when m = n, showing that the L1
norm empirical quantiles are closer to the Gumbel theoretical quantiles than to those from
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Figure 12: Top figures are histogram density plots of the L1 norm statistics based on 10,000
simulations using MOM estimation and m < n, with Gumbel distribution overlaid. n = 256
and λ0 = 1. Bottom figures are the corresponding Q-Q plots.((a) Erdo¨s-Re´nyi, and (b)
Chung-Lu Models)
Table 16: L1 norm percentiles when m < n using MOM estimation from the simulation
results compared to the Gumbel theoretical quantiles for count networks. (ER Model and
Chung-Lu Models)
ER Model Chung-Lu Model
Network order λ0 95% 96% 97% 98% 99% η 95% 96% 97% 98% 99%
128 0.2 1.623 1.837 2.111 2.483 3.140 0.133 3.548 3.883 4.341 4.943 6.012
1 1.259 1.474 1.727 2.137 2.701 0.333 -0.361 -0.122 0.172 0.533 1.120
3 1.233 1.423 1.737 2.113 2.732 1 1.126 1.329 1.625 1.961 2.529
256 0.2 1.360 1.620 1.916 2.311 2.949 0.133 1.743 1.966 2.219 2.614 3.176
1 1.181 1.411 1.681 2.046 2.601 0.333 0.408 0.591 0.846 1.157 1.738
3 1.119 1.307 1.554 1.900 2.500 1 0.418 0.620 0.851 1.268 1.960
512 0.2 1.216 1.426 1.704 2.069 2.689 0.133 1.089 1.298 1.574 1.983 2.557
1 1.006 1.233 1.535 1.931 2.486 0.333 1.664 1.869 2.088 2.353 2.801
3 1.082 1.244 1.510 1.850 2.365 1 -0.908 -0.705 -0.453 -0.102 0.491
1024 0.2 1.011 1.220 1.486 1.843 2.514 0.133 3.345 3.547 3.812 4.207 4.770
1 0.956 1.137 1.368 1.672 2.310 0.333 3.087 3.673 4.493 5.368 6.952
3 0.904 1.064 1.317 1.682 2.239 1 -2.041 -1.865 -1.638 -1.352 -0.777
Gumbel quantiles 2.970 3.199 3.491 3.902 4.600 2.970 3.199 3.491 3.902 4.600
the other cases analyzed. We observe that the performance of the L1 norm when using
Extreme Value Theorem and m = n does not depend on the order of the network or the
graph connectivity.
In general for count networks, we observe that when using Extreme Value Theorem
to estimate the parameters for the Gumbel distribution the L1 norm statistics is closer
to Gumbel distribution under both graph models. This conclusion in important since the
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algorithms evaluated in this papers are intended for static networks for which no historical
network data are available.
Figure 13: Top figures are histogram density plots of the L1 norm statistics based on 10,000
simulations using MOM estimation and m = n, with Gumbel distribution overlaid. n = 256
and λ0 = 1. Bottom figures are the corresponding Q-Q plots.((a) Erdo¨s-Re´nyi, and (b)
Chung-Lu Models)
Table 17: L1 norm percentiles when m = n using MOM estimation from the simulation
results compared to the Gumbel theoretical quantiles for count networks.(ER and Chung-Lu
Models)
ER Model Chung-Lu Model
Network order λ0 95% 96% 97% 98% 99% η 95% 96% 97% 98% 99%
128 0.2 4.240 4.436 4.689 5.006 5.642 0.133 6.437 6.799 7.274 7.938 9.109
1 4.057 4.237 4.469 4.703 5.208 0.333 2.745 2.935 3.179 3.534 4.114
3 3.941 4.117 4.338 4.651 5.129 1 3.903 4.064 4.300 4.546 5.085
256 0.2 4.465 4.634 4.886 5.217 5.778 0.133 5.434 5.638 5.897 6.258 6.896
1 4.332 4.522 4.734 5.063 5.506 0.333 3.980 4.144 4.353 4.686 5.169
3 4.315 4.487 4.710 5.024 5.452 1 4.105 4.303 4.511 4.874 5.363
512 0.2 4.783 4.937 5.147 5.410 5.877 0.133 4.794 4.984 5.178 5.460 5.963
1 4.681 4.849 5.087 5.350 5.839 0.333 5.271 5.438 5.630 5.866 6.284
3 4.730 4.878 5.059 5.355 5.789 1 4.207 4.376 4.581 4.829 5.332
1024 0.2 5.013 5.171 5.362 5.660 6.044 0.133 6.619 6.783 6.947 7.184 7.652
1 4.975 5.113 5.291 5.540 6.034 0.333 6.030 6.562 7.143 8.050 9.338
3 4.981 5.136 5.300 5.518 5.985 1 4.466 4.632 4.889 5.149 5.504
Gumbel quantiles 2.970 3.199 3.491 3.902 4.600 2.970 3.199 3.491 3.902 4.600
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Figure 14: Top figures are histogram density plots of the L1 norm statistics based on 10,000
simulations using Extreme Value Theorem and m < n, with Gumbel distribution overlaid.
n = 256 and λ0 = 1. Bottom figures are the corresponding Q-Q plots. ((a) Erdo¨s-Re´nyi,
and (b) Chung-Lu Models)
Table 18: L1 norm percentiles when m < n using Extreme Value Theorem from the simu-
lation results compared to the Gumbel theoretical quantiles for count networks. (ER and
Chung-Lu Models)
ER Model Chung-Lu Model
Network order λ0 95% 96% 97% 98% 99% η 95% 96% 97% 98% 99%
128 0.2 2.934 3.078 3.262 3.512 3.955 0.133 4.329 4.562 4.880 5.298 6.041
1 2.688 2.833 3.003 3.280 3.659 0.333 1.612 1.778 1.983 2.234 2.641
3 2.671 2.799 3.010 3.264 3.680 1 2.646 2.787 2.992 3.226 3.621
256 0.2 2.756 2.932 3.131 3.397 3.827 0.133 3.074 3.229 3.405 3.680 4.070
1 2.636 2.791 2.973 3.219 3.592 0.333 2.147 2.274 2.451 2.667 3.071
3 2.594 2.721 2.887 3.120 3.524 1 2.154 2.294 2.455 2.744 3.225
512 0.2 2.527 2.685 2.895 3.170 3.638 0.133 2.483 2.645 2.860 3.178 3.625
1 2.368 2.540 2.767 3.066 3.484 0.333 2.930 3.090 3.260 3.466 3.815
3 2.426 2.548 2.749 3.005 3.393 1 0.928 1.086 1.283 1.556 2.018
1024 0.2 2.372 2.530 2.731 3.000 3.506 0.133 4.238 4.395 4.601 4.909 5.347
1 2.331 2.467 2.641 2.871 3.352 0.333 4.037 4.494 5.131 5.812 7.045
3 2.291 2.412 2.603 2.878 3.298 1 0.047 0.184 0.361 0.583 1.031
Gumbel quantiles 2.970 3.199 3.491 3.902 4.600 2.970 3.199 3.491 3.902 4.600
6.5 Evaluating the performance of the chi-square and L1 norm
algorithms in count networks
As described in Section 4, we used false alarm rates and detection rates to evaluate the
performance of the algorithms. Different scenarios were considered based on the network
order n = 128, 256, 512, and 1024, and background connectivity of λ0 = 0.2, 1, and 3 for the
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Figure 15: Top figures are histogram density plots of the L1 norm statistics based on 10,000
simulations using Extreme Value Theorem and m = n, with Gumbel distribution overlaid.
n = 256 and λ0 = 1. Bottom figures are the Q-Q plots of the simulation. ((a) Erdo¨s-Re´nyi,
and (b) Chung-Lu Models)
Table 19: L1 norm percentiles when m = n using Extreme Value Theorem from the simu-
lation results compared to the Gumbel theoretical quantiles estimates for count networks.
(ER Model and Chung-Lu models)
ER Model Chung-Lu Model
Network order λ0 95% 96% 97% 98% 99% η 95% 96% 97% 98% 99%
128 0.2 3.157 3.353 3.604 3.922 4.556 0.133 5.280 5.638 6.108 6.766 7.925
1 2.974 3.154 3.385 3.619 4.123 0.333 1.624 1.813 2.054 2.405 2.980
3 2.858 3.034 3.255 3.567 4.044 1 2.771 2.931 3.164 3.407 3.941
256 0.2 3.076 3.262 3.537 3.901 4.517 0.133 4.071 4.294 4.575 4.969 5.664
1 2.930 3.138 3.371 3.733 4.219 0.333 2.488 2.666 2.894 3.256 3.783
3 2.911 3.100 3.344 3.690 4.159 1 2.624 2.840 3.066 3.462 3.994
512 0.2 3.064 3.248 3.497 3.811 4.368 0.133 3.010 3.235 3.463 3.797 4.391
1 2.943 3.143 3.426 3.740 4.322 0.333 3.573 3.770 3.997 4.276 4.770
3 3.001 3.178 3.394 3.745 4.263 1 2.316 2.516 2.758 3.051 3.645
1024 0.2 2.928 3.129 3.374 3.755 4.246 0.133 4.890 5.098 5.305 5.606 6.199
1 2.879 3.055 3.283 3.601 4.234 0.333 4.143 4.817 5.554 6.705 8.338
3 2.886 3.084 3.295 3.573 4.171 1 2.159 2.369 2.695 3.026 3.475
Gumbel quantiles 2.970 3.199 3.491 3.902 4.600 2.970 3.199 3.491 3.902 4.600
ER model and η = 0.133, 0.333, and 1 for the Chung-Lu model. We ran 500 simulations for
each combination of network order and connectivity, 250 of which had an anomaly and 250
did not have an anomaly.
In count networks, an anomaly is presented as a small network with a greater propensity
to connect. For each combination, we randomly embedded anomalous subgraphs of 2%, 5%,
7% and 10% of the network order. To generate the anomaly we used λ1 = λ0 + δ for the ER
model, and λ1ij = λ0ij + δ for the Chung-Lu model. The values δ = 0.5, 2, and 3 were used.
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Since our results from the previous section suggest that the L1 norm statistics using
MOM estimation does not work well, in this section we studied the performance of the chi-
square statistics and L1 norm statistics using Extreme Value Theorem. We compared these
statistics obtained from our simulations to a threshold K obtained from the benchmark
distribution. If the statistic exceeds the threshold, an anomaly is signaled.
We considered different values of K. For the chi-square algorithm, the quantile of the chi-
square distribution with df = 1 at α = 0.05, 0.02, and 0.01 were studied as thresholds. For
the L1 norm algorithm, we used the quantiles of the Gumbel distribution at α = 0.05, 0.02,
and 0.01. Here we present the results when α = 0.05 since the results from the other cases
showed similar patterns.
Table 20 shows the false alarm rate results for the different scenarios. The chi-square
algorithm, in all scenarios explored, gave a higher false alarm rate than the desired 0.05,
especially for the Chung-Lu model, while the L1 norm algorithm performs much better.
Figures 16 and 17 show the detection rates for different graph connectivity values under the
ER and Chung-Lu models respectively. We observe that the L1 norm algorithm performs
similarly in both cases, m = n and m < n . None of the detection algorithms perform well
when the proportion of anomalous nodes is small (2%).
For the ER model, the three algorithms perform better as the number of anomalous nodes
increases. For the the Chung-Lu model, the L1 norm algorithm resulted in a non-monotone
behavior with respect to the percentage of anomalous nodes present in count networks. For
most of the scenarios analyzed and shown in the supplementary material, the detection rate
of the L1 algorithm increases as the number of anomalous nodes increases up to some point,
then decreases to then improve again.
This non-monotone behavior of the L1 norm was also observed in Miller et al. (2015).
When embedding a number of anomalous nodes in the background network, the eigenval-
ues in the residual matrix form two clusters due to a model mismatch. In Miller et al.
(2015), the authors reported a similar phenomenon of eigenvalue clustering that leads to
this non-monotonic behavior of detection rates. This leads to this non-monotone behavior
in the performance of the L1 algorithm. This phenomenon was also observed in some binary
networks that are shown in the supplementary material.
In general, we observe that the use of the chi-square method does not work well in count
networks. Our results suggest that the L1 norm algorithm using Extreme Value Theorem
when m < n is a better choice for detecting anomalies in count networks although it presents
some problems as mentioned above.
7 Discussion and Future Work
In our paper, we evaluated two spectral algorithms proposed in Miller et al. (2015) for
anomaly detection in binary, static networks. It is implicitly assumed in Miller et al. (2015)
that the chi-square detection statistic follows the χ2 distribution, while the L1 norm detection
statistic follows the Gumbel distribution. We show that this is not the case by comparing
the quantiles obtained from multiple simulation studies where we compared the detection
statistic values to their respective theoretical distributions. Specifically, we show that the
distributions of these values are affected by the connectivity of the network, the network
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Table 20: Comparison of false alarm rates for the three cases, χ2 algorithm, L1 norm using
Extreme Value Theorem and m < n, and L1 norm using Extreme Value Theorem and m = n.
95th percentile was used for signaling threshold.
Network order chi-square L1 norm m < n L1 norm m = n
ER model λ0 = 0.2 λ0 = 1 λ0 = 3 λ0 = 0.2 λ0 = 1 λ0 = 3 λ0 = 0.2 λ0 = 1 λ0 = 3
128 0.11 0.06 0.08 0.04 0.02 0.04 0.06 0.04 0.05
256 0.10 0.06 0.07 0.04 0.02 0.01 0.08 0.07 0.04
512 0.08 0.05 0.08 0.01 0.02 0.00 0.06 0.04 0.04
1024 0.07 0.07 0.11 0.01 0.01 0.01 0.04 0.06 0.04
Chung-Lu model η0 = 0.133 η0 = 0.333 η0 = 1 η0 = 0.133 η0 = 0.333 η0 = 1 η = 0.133 η0 = 0.333 η0 = 1
128 0.36 0.35 0.47 0.00 0.04 0.01 0.09 0.06 0.04
256 0.55 0.63 0.28 0.03 0.16 0.01 0.09 0.16 0.02
512 0.45 0.46 0.65 0.01 0.16 0.00 0.03 0.19 0.00
1024 0.66 0.70 0.53 0.01 0.01 0.08 0.03 0.01 0.25
Figure 16: Detection rates for count networks with n = 256. Percentage of anomalous
subgraph nodes varies from 2%, 5%, 7%, and 10% of n = 256. (Erdo¨s-Re´nyi Model)
order, and the network model.
These inconsistencies, such as the different behaviors when applied to different network
orders, network models, and connectivities, means the algorithms are impractical to a prac-
titioner. For example, it is difficult to establish a signaling detection threshold due to these
inconsistencies. We also show that because the L1 norm algorithm requires historical data
for implementation, it is unsuitable for a practitioner to use for static networks.
Many of these concerns are addressed in our paper. We introduced improvements to
the chi-square algorithm that improved its performance in sparse networks. The resulting
detection and false alarm rates after our improvements show that our recommendations are
advantageous over the current algorithm. We also proposed a way of standardizing the L1
norm statistic that requires only the currently observed network. We compared the effects
of our improvements to the theoretical distributions and show that they perform sufficiently
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Figure 17: Detection rates for count networks with n = 256. Percentage of anomalous
subgraph nodes varies (2%, 5%, 7%, and 10% of n = 256). (Chung-Lu Model)
well.
Finally, we extended these algorithms to count networks, an area of importance to prac-
titioners, but something not investigated in Miller et al. (2015). The algorithms along with
our improvements perform sufficiently well when applied to count networks and the same
conclusions were obtained. Future research involves further extending these algorithms to
dynamic networks. Statistical evaluation of anomaly detection methods is an important re-
search area where little work has been done, and we encourage more work in this important
direction.
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