This paper studies a network process that can be used to model cascading failures in networks. The Dynamic Bond Percolation (DBP) process models, through stochastic local rules, the failure or recovery of an edge/link ði; jÞ in a network. The probability that a working link fails or a failed link recovers may be independent of the state of other links or may be dependent locally on the state of neighboring links as described by a cascade function f. In applications, this means that failures or recovery of links may have a regional preference, or, alternatively, relationships between neighbors in the network can lead to changes in the links between neighbors of neighbors. This paper shows that the dynamic evolution of P ðA; tÞ, the probability that the network is in some state A, describing the collective states of all the links at time t, converges to a stationary distribution. We use this distribution to study the emergence of global behaviors like consensus (i.e., catastrophic failure or full recovery of all the edges) or mixed (i.e., some failed and some working substructures). In particular, we show that, depending on the local dynamical rule, different network substructures, such as hub or triangle subgraphs, are more prone to failure.
INTRODUCTION
C ASCADING failures are of interest in systems involving interconnected infrastructures. A network of dependencies facilitates the spread of failures from small localized region(s) through the entire network via cascades or contagions. Some examples of cascading failures are blackouts in the power grid, spread of infections in an outbreak, systematic failures during a financial crisis, or chain reactions in metabolic networks [1] , [2] , [3] , [4] .
Recent models of cascading failures often incorporate complex networks to characterize structural interdependencies between components in the system. For example, blackouts in the power grid can be modeled as cascading failures in complex networks [5] , [6] , [7] , [8] . Typically, these types of analysis do not consider the actual physical system dynamics such as the power flow equations in the grid, but focus on analyzing how network structure facilitates failure dynamics. In other words, the actual physics are abstracted by simple probabilistic models.
These works have focused on the question of where a small number of localized failures can lead to significant number of failures in the network. Some approaches account for network structure through an infinite-sized random graph representation [5] , [6] , [7] , [9] , whereas other approaches do not consider a specific underlying network structure [10] .
In this paper, we are interested in addressing the detailed question of which part of the network structure is more vulnerable to failure. In our analysis, it is important that we consider the exact network substrate of the dynamical process. Our model accounts for both the dynamics (i.e., failure and recovery probabilities) and the network topology; we characterize the behavior of such systems using network processes-stochastic processes whose substrate is a particular network structure. The dynamics are described mathematically by a formulation governing the time evolution of @P ðA; tÞ @t ;
where P ðA; tÞ is the probabilistic measure of the states of all the links in the network at time t. We present a model, the Dynamic Bond Percolation (DBP) process, in which the failure probability (transition rate in continuous-time analysis) of the ith link depends on the number of failed neighboring links in the network, and the recovery probability depends on the number of working neighboring links. Because an edge has two end nodes and consequently two sets of adjacent links, the model is further specified by a cascade function fðÁÞ that describes the mathematical relationship between the sets. The challenge of analyzing such dynamics is that, due to the dependencies on neighboring components, most solutions to (1) can not be written in closed-form since we can not in general decompose P ðA; tÞ into products of statistically independent terms.
We prove that, under specific formulations of the transition probability, DBP has a closed-form equilibrium distribution (i.e., asymptotically, the time derivative in (1) is zero).
We further show that this equilibrium distribution reflects both the heterogenous network topology and the dynamics of edge states changing between failure and recovery. Interestingly, under the model we propose, the equilibrium distributions of DBP are instances of the exponential random graph model (ERGMs) [11] . Section 2 describes the Dynamic Bond Percolation model in detail and presents three variations of the cascade function f. Section 3 proves the equilibrium distribution for these three versions. Our approach is inspired by our earlier work in studying network processes where nodes change states [12] , [13] . However, the dynamics and the equilibrium distribution for network processes of edge states are different from those of network processes of node states.
In Section 4, we use the equilibrium distribution to study the robustness of the network to failures by solving for the network with the maximum equilibrium probability. We show that, depending on the failure/recovery rates, the cascade function f, and the network topology, the most-probable network exhibits consensus (i.e., complete failure or complete recovery of all the links in the network) or shows that there exist vulnerable substructures (i.e., some failed links and a few working links). These structures, P 3 ; P 4 ; C 3 subgraphs, naturally arise as sufficient statistics of the closed-form equilibrium distribution of DBP for different versions of the cascade function f. We illustrate our analysis with the 118-node IEEE test bus power grid [14] ; we emphasize that, although we use a real-world power grid topology, in this paper we do not consider the underlying power system dynamics. We also illustrate our results with a 198-node social network [15] . In this example, we replace failure and recovery of links with formation and dissipation of social ties. Section 8 concludes the paper.
DYNAMIC BOND PERCOLATION PROCESS
Consider a population of N individuals or components represented as nodes in a network and E links between them represented as edges. The adjacency matrix, A max , describes the largest set of potentially "working" or "failed" links between the nodes. We will refer to the network represented by A max as the maximal network. For example, the maximal network may be a graph representation of the interconnections in the power grid or a social network of friendship ties between N individuals. We assume that the maximal network is a simple, connected, undirected graph. Let E max denote the set of edges and V max denote the set of nodes in the maximal network, respectively. Fig. 1 shows an example of a maximal network.
Edges in the maximal network can be in one of two states: denoted as working or failed, though depending on the application, edge states can have other interpretations. Edges change states randomly in time according to some stochastic rule. Fig. 3 shows a possible realization of the DBP process on the maximal network shown in Fig. 1 . The state of the process at time t ! 0 is represented by the N Â N adjacency matrix A, where A i;j ¼ 1 if edgeði; jÞ has failed ¼ 0 if edgeði; jÞ is working:
We will call A the network state. The set of nodes in the network state V ðAÞ ¼ V max . The set of edges in the network state corresponds to the set of failed links in the maximal network; therefore, EðAÞ E max . The space of all possible network states is A. Since each edge in the maximal network can be either working or failed, then the cardinality of A is jAj ¼ 2 jEmaxj . However, since it is impossible to predict where and what will be the next link failure without involving complicated power flow equations, we assume that edge recovery and failure are random according to a model we now describe. Because the process is stochastic, we characterize the change in the probability that the network is in some state A at time t and transitioning to another network state A 0 in Dt time @P ðA; tÞ @t ¼ X A 0 2A ½qðA 0 ; AÞP ðA 0 ; tÞ À qðA; A 0 ÞP ðA; tÞ;
where qðA; A 0 Þ denotes the transition rate from network state A to network state A 0 . This formulation is known as the Master Equation (ME) [16] . DBP makes the following assumptions: 
A is a new network state that is identical to A with the exception that link ða; bÞ fails, and E i is the set of failed links incident on node i. We call the function f the cascade function; we will discuss it in detail in Section 2.1. We call T the uptime and the parameter 0 > 0 the failure rate (i.e., number of failed links per time unit). The expected uptime of a working link is
The parameter g 0 > 0 determines the strength with which the failure process depends on the topology. If g 0 ¼ 1, then additional failures have no topological dependence (i.e., failure can occur anywhere in the network), whereas if g 0 6 ¼ 1, then the topological structure of A max will affect the expected uptime of a link through the cascade function f. 
where
A is a new network state that is identical to A with the exception that link ða; bÞ has recovered, and E i is the set of working links incident on node i. We call e T the downtime and the parameter m 0 > 0 the recovery rate (i.e., number of recovered links per time unit). The expected downtime of a failed link is
The parameter d 0 > 0 determines the strength with which the recovery process depends on topology. If d 0 ¼ 1, then recovery has no topological dependence (i.e., recovery can occur anywhere in the network), whereas if d 0 6 ¼ 1, then the topological structure of A max will affect the expected downtime of a link through the cascade function f. In this paper, for simplicity of analysis and presentation, we consider d 0 ¼ 1 and so ignore the potential dependency on topology of the recovery process.
Cascade Function f
The topological preference can be further specified by the cascade function. In (3), the cascade function fðE a ; E b Þ determines how the number of failed links adjacent to node a and b affects the failure rate of link ða; bÞ. The effectiveness of the cascade function (i.e., how failure depends on topological structure) is determined by the factor g 0 . In (4), the cascade function fðE a ; E b Þ determines how the number of working links adjacent to nodes a and b affects the recovery rate of link ða; bÞ. The effectiveness of the cascade function (i.e., how recovery depends on topological structure) is determined by the factor d 0 .
In this paper, we consider three different cascade functions:
(1) SUD (Sum-Dependent):
(2) TRI (Triangle-Dependent):
(3) POD (Product-Dependent):
fðU; V Þ ¼ jUjjV j:
The different formulations of the cascade function capture subtle differences in the impact of topology in the Dynamic Bond Percolation process. Since in this paper we only consider the special case of d 0 ¼ 1, we will motivate the differences in cascade functions using the failures rates.
SUD assumes that the failure rate of edge ða; bÞ depends on the sum of the number of failed adjacent links at node a and at node b. POD assumes that the failure rate of edge ða; bÞ depends on the product of the number of failed adjacent links at node a and at node b. POD models different dynamics, because it implicitly accounts for imbalance between the number of failed links at node a, jE a j, and at node b, jE b j. For example, consider the two scenarios in Fig. 4 . Under SUD, the closure rate of edge ða; bÞ is 0 g 06 for both Scenarios A and B. Under POD, the closure rate of edge ða; bÞ is 0 g 09 for Scenario A and 0 g 05 for Scenario B.
TRI assumes that the failure rate of an edge depends on the number of failed neighboring edges sharing a common neighboring node. This model is motivated by the concept of triadic closure, which states that, for 3 individuals a; b, and c, if there is a connection between a and c and a connection between b and c, then it is more likely that there is a connection between a and b [17] . Under TRI, the failure rate of edge ða; bÞ, which for example could be interpreted in a social network as the formation rate of friendship, is 0 for Scenario A and 0 g 0 for Scenario B.
TIME-ASYMPTOTIC BEHAVIOR
Under Assumptions 1, 2, 3, and 4, the Dynamic Bond Percolation model is an irreducible, time-homogenous, continuous-time Markov process with finite state space, A ¼ fAg; each state in the Markov process corresponds to a network state A. Since every link can recover or fail, the process does not have an absorbing state.
The time-asymptotic behavior i.e., lim t!1 P ðA; tÞ ð Þof DBP can be studied through its equilibrium distribution, p, the solution of (2) when @P ðA;tÞ @t ¼ 0. The equilibrium distribution is the same as the time-asymptotic distribution of the process [18] . The equilibrium distribution of DBP is a probability mass function (PMF) over A. Since DBP has a finite state space, the equilibrium distribution p is unique [18] . It can be found by solving the left eigenvalue-eigenvector problem
where Q is the transition rate matrix, also known as the infinitesimal matrix [19] .
The matrix Q characterizes the transition rates between all the states in A using (3) and (4). For DBP, it is an asymmetric 2 jE max j Â 2 jE max j matrix. Element Q ij corresponds to the transition rate between 2 network states i; j 2 A, where i and j are decimal scalar representations of the network states i and j, respectively.
The challenge of finding p is that the dimensions of Q scale exponentially with the total number of edges in the maximal network, jE max j. This makes computing the equilibrium distribution prohibitively expensive except for very small networks. In the next section, we will show that, for the DBP models we study in this paper, we can find the equilibrium distribution, p, up to a constant, assuming either SUD, TRI, or POD cascade functions.
Review of Graph Theoretic Concepts
First, we review graph theory terms necessary for the rest of the paper [2] , [20] . Fig. 5 shows the four subgraphs of interest in our analysis. Subgraphs P 3 and P 4 are small line graphs containing three or four nodes. Subgraph C 3 is a triangle subgraph. The star subgraph with n vertices that are only connected to the center vertex i is denoted as S n ðiÞ. The number of edges in the maximum matching is known as the matching number, nðGÞ. Definition 3.2. A star matching, S, of the graph GðV; EÞ, is a subset of edges E such that these edges form a collection of disconnected star graphs; see Fig. 6c . Maximum star matching is a star matching with the maximum number of edges; see Fig. 6d . Note that M & S.
Equilibrium Distribution
Some Markov processes possess the property that the process forward in time is statistically equivalent to the process backward in time. These Markov processes are called reversible Markov processes. For these reversible Markov processes, the following theorem is important in deriving their equilibrium distribution: where qðÁ; ÁÞ is the transition rate of the Markov process. When there exists such a collection pðjÞ; j 2 A, it is the equilibrium distribution of the process.
Using this theorem, we will derive the closed-form equilibrium distribution of DBP for the three cascade functions (5), (6) , and (7) . A consequence of the Dynamic Bond Percolation process being a reversible Markov process is that it is also stationary. A stationary stochastic process is a reasonable model for cascading failures as, typically, we can expect the probabilistic description of a networked system to be largely the same from, say, one year to the next.
The equilibrium distribution for the three different cascade functions have the same general form
where the partition function, Z, is
Note that we assumed d 0 ¼ 1, which means it does not affect the recovery rate, and so it does not appear in the equilibrium distribution. The exponent jEðAÞj is the total number of failed links in network state A, and gðEðAÞÞ is the number of special network structures induced by the set of failed links EðAÞ. These special network structures are derived for different cascade functions SUD, POD, TRI in Sections 3.3, 3.4, and 3.5, respectively. We can see from the formulation that the equilibrium distributions of DBP are particular instances of the exponential random graph models (ERGMs) [11] . The equilibrium distribution is the product of three terms: the partition function Z, a structure-free term, and a structure-dependent term is structure-free because it depends only on the number of failed links whereas the term g 0gðEðAÞÞ depends on the underlying maximal network topology.
(SUD-DBP) Sum-Dependent Dynamic Bond Percolation Model
Theorem 3.4. The Sum-Dependent Dynamic Bond Percolation model, fAðtÞ; t ! 0g, is a reversible Markov process and the equilibrium distribution is
where gðEðAÞÞ is the number of P 3 subgraphs induced by the set of failed links EðAÞ.
The number of failed links in a network state A is
The number of P 3 subgraphs induced by the failed links EðAÞ in a network state A is
where k i ¼ P N j¼1 A ij is the number of failed links at node i. In the SUD-DBP model, the sufficient statistics are the total number of failed links and the number of P 3 subgraphs (see Fig. 5a ) induced by the failed links. The number of P 3 subgraphs induced by the failed links is related to the nodal degree in network state A.
Proof. Theorem 3.3 states that the distribution that satisfies the detailed balance condition is the equilibrium distribution of a reversible Markov process. We will start by showing that pðAÞ (10) satisfies the detailed balance equations given by
Once we prove this, we conclude by Theorem 3.3 that the SUD-DBP is a reversible Markov process and pðAÞ given by (10) is the equilibrium distribution of the process. We prove (12) first.
Let T þ a;b A denote the network state that is the same as network state A except edge ða; bÞ switches from working to failed. According to the transition rate in (3) for SUD-DBP (5)
A bi are the number of failed links incident at nodes a and b, respectively.
The left-hand side (LHS) of (12) using the pðxÞ in (10) becomes
Note that in (14), g 0 is raised to the power of the summation of 1) the number of P 3 subgraphs induced in A given by gðEðAÞÞ, 2) the number k a of failed links incident at node a, and 3) the number k b of failed links incident at node b. Now we compute the right-hand side (RHS) of (12) .
The transition rate in (4) for SUD-DBP (
Using (10) pðT þ a;b AÞ ¼ To see this, consider the nodes a and b in Fig. 4a . In the network state A, the link ða; bÞ is working (i.e., dashed edge). We only need to consider this edge and its neighbors and can ignore the rest of the network structure since only this link changes state. Once edge ða; bÞ fails, it induces k a P 3 subgraphs with each failed link incident on node a and k b P 3 subgraphs with each failed link incident on node b.
The LHS and RHS of (12) are equivalent under the dynamics of SUD-DBP when pðxÞ is of the form in (10) . Similar reasoning holds for (13) . Since the detailed balance equations are satisfied by (10) 
This is also equivalent to the number of paths of length 2 from node i to node j 6 ¼ i.
(TRI-DBP) Triangle-Dependent Dynamic Bond Percolation Model
Theorem 3.5. The Triangle-Dependent Dynamic Bond Percolation model, fAðtÞ; t ! 0g, is a reversible Markov process and the equilibrium distribution is
where gðEðAÞÞ is the number of C 3 subgraphs induced by the set of failed links EðAÞ.
The number of failed links in a network state is
The number of C 3 subgraphs induced by the edges EðAÞ in a network state is [20] gðEðAÞÞ ¼
:
In the TRI-DBP model, the sufficient statistics are the total number of failed links and the total number of triangles (i.e., the number of C 3 subgraphs) induced by the failed links. The proof for Theorem 3.5 follows the same steps as the proof for Theorem 3.4 except 1) the transition rate qðA; T þ a;b AÞ for TRI-DBP depends on the cascade function (6), and 2) the sufficient statistic gðEðAÞ is the number of C 3 subgraphs in A because gðEðT þ a;b AÞÞ ¼ jE a \ E b j þ gðEðAÞÞ.
(POD-DBP) Product-Dependent Dynamic Bond Percolation Model
Theorem 3.6. The Product-Dependent Dynamic Bond Percolation model, fAðtÞ; t ! 0g, is a reversible Markov process and the equilibrium distribution is
where gðEðAÞÞ is the number of triangles C 3 and paths of length 3, P 4 , formed by the set of failed links, EðAÞ.
The number of failed links, jEðAÞj, is
The number of C 3 and P 4 subgraphs is
In the POD model, the sufficient statistics are the total number of failed links and the total number of C 3 and P 4 subgraphs induced by the failed links. The proof of Theorem 3.6 follows the same steps as the proof for Theorem 3.4 except 1) the transition rate qðA; T þ a;b AÞ for POD-DBP depends on the cascade function (7) , and 2) the sufficient statistic gðEðAÞ is the number of C 3 and P 4 subgraphs A because gðEðT þ a;b AÞÞ ¼ k a k b þ gðEðAÞÞ. The derivation of the closed-form equation of gðEðAÞÞ is in Section 3.5.1.
Determining gðEðAÞÞ for POD-DBP
For the Product-Dependent Dynamic Bond Percolation Model, gðEðAÞÞ is the number of triangles and of paths of length 3 formed by the set of edges, EðAÞ, of the network represented by the adjacency matrix A. The number of cycles of length 3 is
We need to find the number of paths of length 3. We know that the number of walks of length 3 from node i to node j 6 ¼ i is
This number is larger than the number of paths of length 3 because there are walks from node i to node j that are not paths. Fig. 7 illustrates the three cases of walks of length 3 that are not paths of length 3 because the vertices repeat.
Therefore, the number of paths of length 3 from node i to node j 6 ¼ i is
This leads to
ROBUSTNESS TO CASCADING FAILURES
In the second part of the paper, we will use the equilibrium distribution of DBP to study the critical structures in the network. As DBP models a dynamic process on a network structure, the robustness of the system to failure will depend on the failure/recovery rate, the cascade function f, and the network topology, A max . In this paper, we characterize robustness using the most-probable network. It is the network structure with the maximum equilibrium probability.
We call (21) the Most-Probable Network Problem and A Ã the most-probable network. We consider a link ði; jÞ to be vulnerable if A Ã i;j ¼ 1, and link ði; jÞ to be robust if A Ã i;j ¼ 0. As the equilibrium distribution pðAÞ is invariant to P ðA; t ¼ 0Þ, the initial probability distribution of network states, the robustness and vulnerability of links characterized by A Ã is also invariant to the initial probability distribution of failed and working links at time t ¼ 0; we can consider A Ã as a worst-case type analysis.
We partition the parameter space of DBP into four regimes and determine in each regime the most-probable network.
Regime I) Recovery Dominant
We show that the most-probable network for SUD-DBP, TRI-DBP, and POD-DBP can be found using polynomialtime algorithms.
REGIME I) RECOVERY DOMINANT AND REGIME IV) REMOVAL DOMINANT
In Regime I) Recovery Dominant, the structure-free and the structure-dependent terms are both decreasing exponential functions of the number of failed links. Therefore, the mostprobable network for SUD-DBP, TRI-DBP, and POD-DBP is A 0 ¼ fA 2 A : jEðAÞj ¼ 0g; for this regime, the recovery rate is high enough that the most-probable network is a consensus state where all the links in A max are robust. In Regime IV), the structure-free and the structuredependent terms are both increasing exponential functions. Therefore, the most-probable network for SUD-DBP, TRI-DBP, and POD-DBP is A max ¼ fA 2 A : jEðAÞj ¼ E max g; for this regime, the failure rate is high enough that the mostprobable network is a consensus state where all the links in A max have failed and are therefore considered vulnerable.
The most-probable network for SUD-DBP, TRI-DBP, and POD-DBP are the same in Regime I) and Regime IV). In the following sections, we will see that A Ã may be different for the three model variations in Regime II) and Regime III).
REGIME II) CASCADING FAILURE
In Regime II) Cascading Failure: 0 < 0 m 0 1; g 0 > 1, the structure-free term is driven by link recovery and the structure-dependent term is driven by link failure. For SUD-DBP, TRI-DBP, and POD-DBP, we expect the solution space of the Most-Probable Network Problem (21) to exhibit phase transition depending on if recovery or failure dominates. From the analysis of Regime I) and Regime IV), we expect that, when the failure process dominates, the most-probable network of SUD-DBP, TRI-DBP, and POD-DBP will be driven toward A max ; whereas if the recovery process dominates, the most-probable network for both models will be driven toward A 0 . Unlike Regime I) and IV), there may be solutions to the Most-Probable Network Problem that are neither A 0 nor A max . We call these solutions the non-degenerate most-probable networks. The existence of these solutions means that the subset of links in the maximal network are vulnerable to failures while others are robust. We will see that vulnerable links induce substructures in the network that depend on the cascade function f.
The Most-Probable Network Problem (21) is a combinatorial optimization problem. In general, such computation is NP-hard [21] . For SUD-DBP, POD-DBP, and TRI-DBP however, the Most-Probable Network Problem can be solved exactly using polynomial-time algorithm using submodularity [22] .
Recall the definition of a submodular function: 
Submodular functions are closed under nonnegative linear combination [24] . Consider the function
If a i ! 0 8i ¼ 1; . . . ; M and the functions f i ðEÞ are submodular, then hðEÞ is also submodular.
First, we need the following lemma: (1) gðEðA 1 ÞÞ ! gðEðA 2 ÞÞ ! 0,
Proof.
(1) When EðA 2 Þ & EðA 1 Þ, edges in EðA 2 Þ can not induce more subgraphs than edges in EðA 1 Þ. When EðA 2 Þ ¼ EðA 1 Þ, then the edges in EðA 1 Þ and EðA 2 Þ will induce the same number of subgraphs. Hence, gðEðA 1 ÞÞ ! gðEðA 2 ÞÞ ! 0. (2) Every edge in EðA 2 Þ is also an edge in EðA 1 Þ.
Therefore, adding edge i to EðA 2 Þ will generate the same or less number of subgraphs as adding edge i to EðA 1 Þ. Hence, m 1 ! m 2 ! 0. t u Using Lemma 6.1, we can prove that Theorem 6.2. In Regime II), for SUD-DBP, TRI-DBP, and POD-DBP, the function Àlog ðZpðAÞÞ ¼ ÀjEðAÞjlog 0 m 0 À gðEðAÞÞlog ðg 0 Þ;
is submodular. The most-probable network
is the minimum of a submodular function and can be computed in polynomial-time [22] .
Proof. By the additive closure property of submodular functions, the function Àlog ðZpðAÞÞ is submodular if
and f 2 ðEðAÞÞ ¼ ÀgðEðAÞÞlog ðg 0 Þ;
are submodular functions in regime II). We need to show that f 1 ðAÞ and f 2 ðAÞ satisfy Definition 6.1 when 0 < 0 m 0 1 and g 0 > 1.
Equations (23) and (24) 
According to Lemma 6.1, m 1 ! m 2 ! 0. The function f 2 ðEðAÞ satisfies the definition of submodularity when g 0 > 1.
Furthermore, since Lemma 6.1 is true for all subgraphs induced by EðAÞ. It is applicable for SUD-DBP, TR-DBP, and POD-DBP. t u
IEEE 118 Network
In this section, we consider the network for the IEEE 118 Bus Test Case [14] . As we mentioned before, we consider a simple model of cascading failures without taking into account the underlying physics and power flow constraints. We adopt a stochastic network process perspective in order to study vulnerable substructures in the topology. The nodes in the network represent the buses and the edges represent transmission lines between the buses. During cascading failures like blackouts, there may be a topological consideration in that failures tend to occur adjacent to other failed transmission lines; therefore, g 0 > 1. On the other hand, spontaneous failures are rare events and since the power grid is well maintained, the recovery rate of failed transmission lines is relatively high; it is natural to assume that 0 < 0 m 0 1. The complexity of the dynamics of the power system is reduced to stochastic abstractions to better understand the impact of network topology. Fig. 8 shows the most-probable network with different dynamic parameters 0 ; g 0 ; m 0 for SUD-DBP, TRI-DBP, and POD-DBP. When the failure rate of a link is low compared with the recovery rate, A Ã ¼ A 0 as in Regime I). When the failure rate of a link is high compared with the recovery rate, A Ã ¼ A max as in Regime IV). However, for a subset of parameters, the most-probable networks are non-degenerate. This means that a subset of edges are more vulnerable to cascading failures than others. We can also see that the contagion dynamic, captured by the cascade function fðE a ; E b Þ, has a large impact on the susceptibility of the network to failure. The dynamics of SUD-DBP (5) put higher probability on network states that minimize the number of failed links, jEðAÞj, and maximize the number of P 3 subgraphs. We can see from Fig. 8a that the most-probable network of SUD-DBP consists of failed edge structures resembling many star subgraphs. Central, hub structures are more vulnerable under SUD-DBP dynamics.
The dynamics of TRI-DBP (6) put high probability on network states that minimize the number of failed links, jEðAÞj but maximize the number of induced C 3 subgraphs. From Fig. 8f , we can see that the most-probable network consists of triangles. Since the cascade function of TRI-DBP depends on the number of common neighbors, networks with few triangles have the lowest rate of cascading failures.
The dynamics of POD-DBP (7) put high probability on network states that minimize the number of failed links, jEðAÞj but maximize the number of induced C 3 and P 4 subgraphs. We can see from Fig. 8h that the most-probable network consists of more triangles (i.e., C 3 ) and longer paths than the most-probable network of SUD-DBP. POD-DBP has higher rate of cascade than SUD-DBP and TRI-DBP and therefore more lines are vulnerable to cascading failures for the same parameter values.
Social Network Example
We also used DBP to model evolving social ties on a 198node social network of drug users in Hartford, CT [15] . We consider link failures to correspond to formation or reestablishment of social ties, and link recoveries to correspond to dissipation of social ties. In this case then, studying the robustness of network links means understanding which social ties are stronger; vulnerable links in the most-probable network are the stronger social ties between individuals since these social ties are often reestablished after temporary dissipation. There have been much work in social network modeling that studies the time evolution of links (called dyads) [25] , [26] , [27] .
Assuming that g 0 > 1 means that a relationship ði; jÞ is more likely to form if agent i and agent j already have many other relationships. In particular, TRI-DBP assumes that a relationship ði; jÞ is more likely to form if agent i and agent j already have many friends in common. This is based on the theory of triadic closure from social networks [17] . On the other hand, spontaneous friendships are possible and relationships can dissipate over time. Therefore, it is natural to assume nonzero 0 and m 0 and that 0 < 0 m 0 1. Fig. 9 shows the most-probable network with different dynamic parameters 0 ; g 0 ; m 0 for SUD-DBP, TRI-DBP, and POD-DBP. We can see from Figs. 9f and 9h that, for some range of parameter values, social ties in triadic closures (i.e., social ties are more likely to form between individuals with common friends [28] ) are stronger assuming TRI-DBP and POD-DBP cascade functions. On the other hand, social ties of highly connected individuals are stronger as in SUD-DBP.
REGIME III) CASCADING PREVENTION
In Regime III) Cascading Prevention: 0 m 0 > 1 and 0 < g 0 1, the structure-free term is driven by link recovery and the structure-dependent term is driven by link failure. The dynamics of Regime III) Cascading Prevention is the opposite of Regime II) Cascading Failures. The average uptime of a link actually increases with increasing number of adjacent failed links; diffusion effects prevents cascading failures. Therefore, this regime is called Regime III) Cascading Prevention. For SUD-DBP, TRI-DBP, and POD-DBP, we expect the solution space of the Most-Probable Network Problem (21) to exhibit phase transition depending on if recovery or failure dominates.
Since 0 < g 0 1 in Regime III), the Most-Probable Network Problem can not be solved using submodularity according to Theorem 6.2. However, we will prove in the next section that we can still solve for the most-probable network in polynomial-time for a sub-range of parameter values in Regime III) for SUD-DBP. In this sub-regime, the most-probable network corresponds to maximum matching (see Definition 3.1); for TRI-DBP, the most-probable network corresponds to triangle-free graphs; for POD-DBP, the most-probable network corresponds to the maximum star matching (see Definition 3.2).
SUD-DBP and Maximum Matching
The dynamics of SUD-DBP in regime III) put high probability on network states that maximize the number of failed links, jEðAÞj, and minimize the number of induced P 3 subgraphs. This means avoiding forming paths of length 2 and allowing for only paths of length 1. As a result, for a subrange of parameters, 0 m 0 ; g 0 , we can prove that the set of failed links in the most-probable network is a maximum matching (see Definition 3.1). It is known that maximum matching can be found in polynomial time for arbitrary, undirected graphs [29] , [30] . Maximum matching may not be unique.
Theorem 7.1. In Regime III), if 0 g 0 < m 0 , then the mostprobable network, A Ã ¼ fA 2 A : gðEðAÞÞ ¼ 0; jEðAÞj is maximumg, where gðAÞ is the number of induced P 3 subgraphs. This is equivalent to stating that EðA Ã Þ is a maximum matching (see Definition 3.1).
Proof. We prove the theorem by contradiction. Let A Ã denote the set of network states whose set of failed links are maximum matching A Ã ¼ fA 2 A : EðAÞ is maximum matchingg:
By the definition of matching, the number of P 3 subgraphs induced by any network state A Ã 2 A Ã , gðEðA Ã ÞÞ ¼ 0. Suppose that the most-probable network is A 0 2 A n A Ã . Then there are two possibilities for A 0 :
(1) A 0 is the network state such that EðA 0 Þ is a matching but it is not the maximum matching. (2) A 0 is the network state such that EðA 0 Þ is not a matching.
Case 1) This implies that jEðA 0 Þj < jEðA Ã Þj for any A Ã 2 A Ã . Since 0 m 0 > 1, then, by the equilibrium distribution (10), pðA 0 Þ < pðA Ã Þ. Therefore, A 0 can not be the most-probable network. and the network state with the maximum equilibrium probability in set A 0 2 has the probability
The additional condition 0 g 0 < m 0 implies that pðA 0 1 Þ > pðA 0 2 Þ. Similar argument will show that pðA 0 2 Þ > pðA 0 3 Þ, and that pðA 0
the network state A 0 can not be the mostprobable network as pðA 0 Þ pðA 0 1 Þ by definition. t u
TRI-DBP and Triangle Free Graphs
The dynamics of TRI-DBP in regime III) put higher probability on network states that maximize the number of failed links, jEðAÞj, and minimize the number of induced C 3 subgraphs. This means avoiding forming cycles of length 3 (i.e., triangles). Consequently, the most-probable configuration will be biased toward the set of failed links that induces triangle-free graphs.
Theorem 7.2. In Regime III), if 0 g 0 < m 0 , then the mostprobable network, A Ã ¼ fA 2 A : gðEðAÞÞ ¼ 0; jEðAÞj is maximumg, where gðAÞ is the number of induced C 3 subgraphs. This is equivalent to stating that A Ã is the largest possible triangle-free subgraph in the maximal network.
The proof follows the same argument as in Theorem 7.1.
POD-DBP and Maximum Star Matching
The dynamics of POD-DBP in regime III) put higher probability on network states that maximize the number of failed links, jEðAÞj, and minimize the number of induced C 3 and P 4 subgraphs. This means avoiding forming paths of length 3 and cycles of length 3 and allowing paths of length 1 and 2. Consequently, the most-probable configuration will be biased toward the set of failed links that maximizes the number of induced paths of length 2.
Theorem 7.3. In Regime III), if 0 g 0 < m 0 , then the mostprobable network, A Ã ¼ fA 2 A : gðEðAÞÞ ¼ 0; jEðAÞj is maximumg, where gðAÞ is the number of induced C 3 and P 4 subgraphs. This is equivalent to stating that EðA Ã Þ is a maximum star matching (see Definition 3.2).
CONCLUSION
Rather than studying if cascading failures occur in a network (e.g., power grid), we are interested in a more detailed analysis of which components in the network is more susceptible to failures. To do so, we present a network process model,
the Dynamic Bond Percolation model, that incorporates topological dependence on failure and recovery probabilities. In this paper, we showed that we are able to derive the closed-form equilibrium distribution of the process when d 0 ¼ 1 for three different cascade functions f: SUD, TRI, and POD. We proved that the equilibrium distributions for the different cascade functions are instances of the ERGMs, a class of statistical network models. The sufficient statistics of the equilibrium distributions depend on the cascade function f. The sufficient statistics of SUD-DBP at equilibrium are the number of failed links, jEðAÞj, and the number of P 3 subgraphs. The sufficient statistics of TRI-DBP are the number of failed links, jEðAÞj, and the number of C 3 subgraphs. The sufficient statistic of POD-DBP are the number of failed links, jEðAÞj, and the number of C 3 and P 4 subgraphs. As the sufficient statistics are different, depending on the form of the cascade function, different subgraphs in the network will impact the timeasymptotic behavior of the process. We used the most-probable network to determine which links are vulnerable or robust to failures. Depending on the failure and recovery rates, all links may be vulnerable to failures or all links may be robust to failures. However, for some rates, subsets of links are vulnerable while other links are robust. Depending on the formulation of the cascade functions, structures involving P 3 , P 4 , or C 3 subgraphs are vulnerable to failure. We showed that in Regime II), the most-probable network can be solved in polynomial-time due to submodularity. And in Regime III), the most-probable network for SUD can also be solved in polynomial-time since it is related to the maximum matching problem. In future work, we will consider the extension of the Dynamic Bond Percolation model to d 0 6 ¼ 1 so that network topology also affects link recovery. Additionally, we will consider the problem of fitting real-world dynamics data to estimate failure and recovery rates.
