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R. Bruce Kellogg†and Natalia Kopteva‡
Abstract
The semilinear reaction-diffusion equation−ε24u+b(x, u) = 0 with
Dirichlet boundary conditions is considered in a convex unbounded
sector. The diffusion parameter ε2 is arbitrarily small, and the “re-
duced equation” b(x, u0(x)) = 0 may have multiple solutions. A for-
mal asymptotic expansion for a possible solution u is constructed that
involves boundary and corner layer functions. For this asymptotic
expansion, we establish certain inequalities that are used in [1] to con-
struct sharp sub- and super-solutions and then establish the existence
of a solution to a similar nonlinear elliptic problem in a convex polygon.
1 Introduction
In this note we consider the singularly perturbed semilinear reaction-diffusion
boundary-value problem
Fu ≡ −ε24u+ b(x, u) = 0, x = (x1, x2) ∈ S ⊂ R2, (1.1a)
u(x) = g(x), x ∈ ∂S. (1.1b)
in a convex sector S with vertex O and sides Γ and Γ−. Our purpose in this
note is to establish some asymptotic expansions and related inequalities for a
possible solution to the problem. These are needed in [1] to construct sharp
sub- and super-solutions and then establish the existence of a solution to a
similar nonlinear elliptic problem in a convex polygon. The proofs involve
lengthy formal calculations, and is the purpose of this paper.
The “reduced problem” associated with (1.1) is defined by formally set-
ting ε = 0 in (1.1a), i.e.
b(x, u0(x)) = 0 for x ∈ S¯. (1.2)
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It is assumed that (1.2) has a smooth solution u0 that is stable in a sense
to be described below. The hypotheses on b are such as to include the
possibility of multiple solutions to (1.2) and therefore to (1.1). Since it
may happen that u0 6= g on ∂S, the solutions may exhibit boundary layer
behavior near ∂S. We shall assume that the function b is smooth and that g
is smooth on each Γ and Γ− and continuous at the vertex O. Furthermore,
we assume that u0(x), g(x), and, for each fixed s, the function b(x, s), as
well as their derivatives, are bounded as |x| → ∞.
In addition we make the following assumptions.
A1 ( stable reduced solution) There is a number γ > 0 such that
bu(x, u0(x)) > γ2 > 0 for all x ∈ S.
A2 (boundary condition) The boundary data g(x) from (1.1b) satisfy∫ v
u0(x)
b(x, s) ds > 0 for all v ∈ (u0(x), g(x)]′, x ∈ ∂S.
Here the notation (a, b]′ is defined to be (a, b] when a < b and [b, a)
when a > b, while (a, b]′ = ∅ when a = b.
A3 (corner condition) If g(O) 6= u0(O), then
b(O, g(O))
g(O)− u0(O) > 0.
A4 Only to simplify our presentation, we make a further assumption that
u0(x) < g(x) for all x ∈ ∂S.
Using A4, we can simplify A3 to b(O, g(O)) > 0.
Note that if g(x) ≈ u0(x), then A2 follows from A1 combined with (1.2),
while if g(x) = u0(x) at some point x ∈ ∂S, then A2 does not impose any
restriction on g at this point. Similarly, if g(O) ≈ u0(O), then A3 follows
from A1 combined with (1.2), while if g(O) = u0(O) at some vertex O,
then A3 does not impose any restriction on g at this point. Assumption
A1 is local and permits the construction of multiple solutions to (1.2) and
therefore to (1.1). Assumptions A2 and A3 guarantee existence of boundary
and corner layer ingredients, respectively in an asymptotic expansion for
problem (1.1).
The note is organized as follows. Section 2 defines some boundary layer
functions associated with each side of the sector S and some corner layer
functions associated with the vertex of S. The boundary layer functions are
defined as solutions of some ordinary differential equations in a stretched
2
independent variable. The corner layer functions are solutions of some el-
liptic partial differential equations in stretched independent variables. In
Sections 3 and 4, these boundary and corner functions are assembled into
a formal first-order asymptotic expansion and a perturbed asymptotic ex-
pansion, respectively, and then certain properties of the unperturbed and
perturbed asymptotic expansions are established, that are used in [1]. The
proofs involve much computation, and is the purpose of this note.
Notation. Throughout the paper we let C, C¯, c, c′ denote generic positive
constants that may take different values in different formulas, but are always
independent of ε (C¯ is usually used for a sufficiently large constant). A
subscripted C (e.g., C1) denotes a positive constant that is independent of
ε and takes a fixed value. For any two quantities w1 and w2, the notation
w1 = O(w2) means |w1| ≤ C|w2|.
2 Boundary and corner layer functions
This section defines some boundary layer functions associated with each side
of the sector S and some corner layer functions associated with the vertex
of S. The boundary layer functions are defined as solutions of some ordi-
nary differential equations in a stretched independent variable. The corner
layer functions are solutions of some elliptic partial differential equations in
stretched independent variables. The existence and properties of the corner
layer functions are established in [1, Section 3].
We use the functions
B(x, t) = b(x, u0(x) + t), B˜(x, t; p) = b(x, u0(x) + t)− p t. (2.1)
The perturbed version B˜ of the function B is used, with |p| sufficiently
small, in the construction of sub- and super-solutions. In the constructions
that follow, a tilde will always denote a perturbed function. The perturbed
functions always depend on the parameter p, but we will sometimes not show
the explicit dependence. Thus, we will sometimes write B˜(x, t) for B˜(x, t; p).
We need a notation for the derivatives of B˜. For derivatives with respect
to the first argument, we write ∇xB˜, ∇2xB˜, etc., for the vector, matrix
of second derivatives, etc., with respect to x. We write B˜t, B˜tt, etc., for
derivatives with respect to t. Note also that B˜(x, 0) = 0, so ∇kxB˜(x, 0) = 0
for k = 1, 2, · · · , so
|∇kxB˜(x, t)| ≤ C|t| for k = 0, 1, 2, · · · . (2.2)
We will occasionally use, for any function f , the notations
f
∣∣b
a
= f(b)− f(a), f ∣∣c
a; b
= f(c)− f(b)− f(a). (2.3)
3
Since f
∣∣a+b
a; b
+ f(0) = abf ′′(t), we see that f(0) = 0 implies f
∣∣a+b
a; b
= O(|ab|)
and therefore f
∣∣a+b+c
a; b
= O(|c|+ |ab|). In view of (2.2), we thus have
∇kxB˜(x, ·)
∣∣∣c+a+b
a; b
= O(|c|+ |ab|). (2.4)
We shall now define functions needed to assemble a first-order asymptotic
expansion and its perturbed version. The following two subsections deal
respectively with a side Γ of S, and with the vertex O of S.
2.1 Solution near a side
In this subsection we construct boundary layer functions associated with
the side Γ of ∂S. An analogous construction can be made for the side Γ−.
Throughout the subsection, Γ denotes the line that extends the ray Γ. Ex-
tend u0 and b to smooth functions, also denoted u0 and b, on R2 and R2×R,
respectively, so that (1.2) and A1 hold true for all x ∈ R2. Furthermore,
extend g defined on the ray Γ to a smooth function, also denoted g, on the
line Γ, which satisfies the extended form of A2 and A4 for all x ∈ Γ.
Let es denote the unit vector pointing in the direction of Γ. Let er be the
unit vector perpendicular to es and oriented to point into S. Let s denote
the signed distance along Γ with s = 0 at O and s > 0 on the ray Γ. For
x ∈ R2 write x = O + ses + rer. Then x¯ = O + ses is the point on Γ which
is closest to x and r is the signed distance from x¯ to x, with r > 0 if x ∈ Ω.
(es, er, x and x¯ are shown in Figure 1).
Let v˜0(ξ, s; p) be the solution to the nonlinear autonomous two point
boundary value problem
−∂
2v˜0
∂ξ2
+ B˜(x¯, v˜0; p) = 0, (2.5a)
v˜0(0, s; p) = g(x¯)− u0(x¯), v˜0(∞, s; p) = 0. (2.5b)
The geometric meaning of the variable ξ is given by the formula ξ = r/ε. The
variables p and s appear as parameters in the problem (2.5). The parameter
p satisfies |p| < γ2 and in general will be close to zero. We sometimes omit
the explicit dependence of v˜0 on p and write v˜0(ξ, s) = v˜0(ξ, s; p).
We set v0(ξ, s) = v˜0(ξ, s; 0). The function v0 appears in the asymptotic
expansion of the solution near the side Γ. With v0 defined, we define a
function v1(ξ, s) to be the solution to the linear two point boundary value
problem
−∂
2v1
∂ξ2
+ v1Bt(x¯, v0) = −ξ er · ∇xB(x¯, v0), (2.6a)
v1(0, s) = v1(∞, s) = 0. (2.6b)
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Note that v1 is not a perturbed function as it does not depend on p. We
also define
˚˜v0(ξ; p) = v˜0(ξ, 0; p), v˚0(ξ) = v0(ξ, 0), v˚1(ξ) = v1(ξ, 0),
v˜ = v˜0 + εv1, v = v0 + εv1, ˚˜v = ˚˜v0 + ε˚v1, v˚ = v˚0 + ε˚v1.
(2.7)
In our notation, a small circle above a function name indicates that in the
argument of the function we have set s = 0.
For the solvability and properties of problems (2.5) and (2.6) we cite a
result from [1, Lemma 2.1].
Lemma 2.1. There is p0 ∈ (0, γ2) such that for all |p| ≤ p0 there exist
functions v˜0 and v1 that satisfy (2.5), (2.6). For the function v˜0 = v˜0(ξ, s; p)
we have
v˜0 ≥ 0, ∂v˜0
∂p
≥ 0. (2.8)
Furthermore, for any k ≥ 0 and arbitrarily small but fixed δ, there is a C > 0
such that for 0 ≤ ξ <∞, s ∈ R and k = 0, 1, · · · ,∣∣∣∂kv˜0
∂ξk
∣∣∣+ ∣∣∣∂kv˜0
∂sk
∣∣∣+ ∣∣∣∂kv1
∂ξk
∣∣∣+ ∣∣∣∂kv1
∂sk
∣∣∣+ ∣∣∣∂v˜0
∂p
∣∣∣+ ∣∣∣ ∂2v˜0
∂p ∂s
∣∣∣ ≤ Ce−(γ−√|p|−δ)ξ.
For later purposes we shall now obtain an estimate for v˜0 − v0.
Lemma 2.2. We have, for |p| sufficiently small,
− ε24(v˜0 − v0) = −B(x, ·)
∣∣∣v˜
v
+pv0 +O(ε2 + p2). (2.9)
Proof. It follows from Lemma 2.1 that |v˜0 − v0| ≤ Cpe−cξ and | ∂2∂s2 v˜0| ≤ C.
The latter estimate yields ε24(v˜0−v0) = ∂2∂ξ2 (v˜0−v0)+O(ε2). Furthermore,
invoking (2.5a), (2.1) and the estimate for v˜0 − v0, we get
− ∂2
∂ξ2
(v˜0 − v0) = −B(x¯, ·)
∣∣∣v˜0
v0
+pv˜0 = −G(x¯, 0) + pv0 +O(p2),
where we use the auxiliary function G(x, t) = B(x, ·)
∣∣∣v˜0+t
v0+t
. Noting that
B(x, ·)
∣∣∣v˜
v
= B(x, ·)
∣∣∣v˜0+εv1
v0+εv1
= G(x, εv1), it remains to establish the estimate
G(x, εv1)− G(x¯, 0) = O(ε2 + p2). Indeed, we have
G(x, εv1)− G(x¯, 0) = (x− x¯) · ∇xG∗ + εv1G∗t = O(ε2 + p2), (2.10)
where the asterisks indicate that the derivatives are evaluated at an inter-
mediate point. In the last step in (2.10) we combined |G∗t | = |Gt(x∗, t∗)| =
|Bt(x∗, v˜0 + t∗) − Bt(x∗, v0 + t∗)| ≤ C|v˜0 − v0|, and a similar estimate
|∇xG∗| ≤ C|v˜0 − v0| with |x− x¯| = εξ, |v1| ≤ C and |v˜0 − v0| ≤ Cpe−cξ.
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Figure 1: Geometry of the sector S
2.2 Solution near a vertex
In this subsection we construct corner layer functions associated with the
vertex O. Some notation is required for the constructions. Let s denote
the distance along Γ, measured from O, and let r denote the perpendicular
distance to a point x ∈ S. Thus, x → (s, r) is a linear orthogonal map.
We also let es and er denote the unit vectors along Γ and orthogonal to
Γ respectively, so x = rer + ses. We denote by x¯ = ses the point of Γ
that is closest to x. In a similar manner, we define variables (s−, r−), so
x = r−er− + s−es− , and x¯− = s−es− associated with the side Γ−. The
variable s− denotes the distance along Γ−, measured from O. We will also
need stretched variables. We set η = x/ε, ξ = r/ε, σ = s/ε, ξ− = r−/ε,
σ− = s−/ε. These variables are shown in Figure 1.
Using these notations, Section 2.1 gives functions v˜0(ξ, s; p) and v1(ξ, s)
associated with the side Γ and functions v˜−0 (ξ
−, s−; p) and v−1 (ξ
−, s−) as-
sociated with the side Γ−. We also recall the notations in (2.7) and use
corresponding notations for the side Γ−. The function v˜ matches the dis-
parity between the boundary conditions of (1.1b) and the value of u0 on Γ,
but leaves a rapidly decaying boundary value on Γ−. The function v˜− has
a similar behavior, with a rapidly decaying boundary value on Γ. To deal
with these rapidly decaying boundary values we construct functions z˜0(η; p)
and z1(η), defined in terms of the stretched variable η.
The function z˜0 is defined to be a bounded solution of the autonomous
nonlinear elliptic boundary value problem
−4η z˜0 + B˜(O, z˜0; p) = 0 in S,
z˜0 = A := g(O)− u0(O) on ∂S. (2.11)
Here we have A > 0, by our assumption A4 at the point O. We also set
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z0(η) = z˜0(η; 0). The existence and properties of z0 are given in the following
theorem; see [1, Theorem 2.2].
Theorem 2.3. There is a positive constant p∗ such that if |p| ≤ p∗, the
problem (2.11) has, for each p, a solution z˜0 which satisfies z˜0 ≤ A and
0 < max{˚v˜0,˚˜v−0 } ≤ z˜0(η; p) ≤ max{˚v˜0,˚˜v−0 }+ C|η|−1, (2.12)
and which is an increasing function of p. Also, |∇z˜0| is bounded in S.
Finally there is a constant C > 0 such that
z˜0(η) ≤ C
(
e−γξ + e−γξ
−)
. (2.13)
We also consider a function z1(η) which satisfies the linear elliptic bound-
ary value problem
−4ηz1 + z1Bt(O, z0) = −η · ∇xB(O, z0) in S,
z1 = σ ∂∂s(g − u0)
∣∣
x=O
on Γ, z1 = σ− ∂∂s−(g
− − u0)
∣∣
x=O
on Γ−,
(2.14)
The functions z˜0 and z1 form a correction z˜0+εz1 to the reduced solution
u0 in close proximity of the vertex O. To extend it further away from O, the
corrections v˜0 + εv1 and v˜−0 + εv
−
1 to u0 near the sides Γ and Γ
− are to be
invoked as follows. We use the corner functions z˜0 and z1 together with the
boundary functions v˜0, v1, v˜−0 , v
−
1 to define a related pair of corner functions
q˜0 and q1, which, rather than z˜0 and z1, will appear in a formal asymptotic
expansion of the solution of (1.1) in the entire S; see Sections 3, 4 below.
We shall use the following notation. Pick a point η ∈ S. Having chosen
η, the formulas
η = ξer + σes = ξ−er− + σ−es− (2.15)
determine numbers ξ, σ, ξ−, σ−; see Figure 1. With this notation, and using
the functions z˜0, z1 and ˚˜v0, ˚˜v−0 , v˚1, v˚
−
1 of (2.5), (2.6),(2.7), we define
q˜0(η; p) = z˜0(η; p)− ˚˜v0(ξ; p)− ˚˜v−0 (ξ−; p), (2.16a)
q1(η) = z1(η)− [˚v1(ξ) + σv˚0,s(ξ)]− [˚v−1 (ξ−) + σ−v˚−0,s−(ξ−)], (2.16b)
and furthermore,
q˜(η; p) = q˜0(η; p)+εq1(η), q0(η) = q˜0(η; 0), q(η) = q0(η)+εq1(η). (2.16c)
In these formulas, following the notational conventions of (2.7), we mean
v˚0,s(ξ) = ∂∂sv0(ξ, s)
∣∣
s=0
, v˚−
0,s− =
∂
∂s−v
−
0 (ξ
−, s−)
∣∣
s−=0. (2.16d)
Under this notation, the boundary conditions in (2.14) become
z1 = σ v˚0,s on Γ, z1 = σ−v˚−0,s− on Γ
−. (2.17)
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From the above formulas, noting that 4η q˜0 = 4η z˜0 − ∂2∂ξ2˚˜v0 − ∂
2
(∂ξ−)2
˚˜v−0 ,
and using (2.5), (2.11), we derive a nonlinear boundary value problem sat-
isfied by q˜0:
4η q˜0 = B˜(O, q˜0 +˚˜v0 +˚˜v−0 )− B˜(O,˚˜v0)− B˜(O,˚˜v−0 ), (2.18a)
q˜0 = −˚˜v−0 on Γ, q˜0 = −˚˜v0 on Γ−. (2.18b)
Similarly (see Lemma 2.4 below for details), using (2.5), (2.6) and (2.14),
we formally derive a linear boundary value problem satisfied by q1:
−4ηq1 + q1Bt(O, z0) = −η · ∇xB(O, ·)
∣∣∣z0
v˚0; v˚
−
0
− (˚v1 + σv˚0,s) Bt(O, ·)
∣∣∣z0
v˚0
− (˚v−1 + σ−v˚−0,s−) Bt(O, ·)
∣∣∣z0
v˚−0
, (2.19a)
q1 =− (˚v−1 + σ−v˚−0,s−) on Γ, q1 = −(˚v1 + σv˚0,s) on Γ−. (2.19b)
where we used the notation (2.3). Finally, by formally differentiating relation
(2.16a) and problem (2.11) (or the equivalent problem (2.18)) with respect
to p and invoking (2.1), we formally derive a boundary value problem that
is satisfied by q˜0,p:
−4η q˜0,p + q˜0,pB˜t(O, z˜0) = q˜0 − ˚˜v0,p B˜t(O, ·)
∣∣∣z˜0
˚˜v0
− ˚˜v−0,p B˜t(O, ·)
∣∣∣z˜0
˚˜v−0
,
q˜0,p = −˚˜v−0,p on Γ, q˜0,p = −˚˜v0,p on Γ−.
(2.20)
It is shown in [1, Lemmas 3.6, 3.16, 3.17] that the functions q˜0, q1 and
q˜0,p exist and are exponentially decaying in S, i.e. there are constants C1
and c1 such that
|q˜0|+ |q1|+ |q˜0,p| ≤ C1e−c1|η| in S. (2.21)
In view of (2.16b), the existence of q1 immediately implies existence of z1.
Similarly, having proved the existence of the solution to (2.20), an integra-
tion is used to show that this solution is in fact the derivative of q˜0 with
respect to p.
We now derive the boundary value problem satisfied by the function q1.
Lemma 2.4. The function q1 defined by (2.16b) satisfies problem (2.19).
Proof. To prove (2.19a), note that
4ηq1 = 4ηz1 − (4ηv˚1 + σ4ηv˚0,s)− (4ηv˚−1 + σ−4ηv˚−0,s−). (2.22)
Next, using (2.16d) and then (2.5a), we calculate
4ηv˚0,s = ∂∂sv0,ξξ
∣∣
s=0
= ∂∂sB(ses, v0)
∣∣
s=0
= es · ∇xB(O, v˚0) + v˚0,sBt(O, v˚0).
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Combining this with (2.6a), yields
4ηv˚1 + σ4ηv˚0,s = [˚v1Bt(O, v˚0) + ξer · ∇xB(O, v˚0)]
+ σ[es · ∇xB(O, v˚0) + v˚0,sBt(O, v˚0)]
= (˚v1 + σv˚0,s)Bt(O, v˚0) + η · ∇xB(O, v˚0), (2.23)
where we used ξer + σes = η from (2.15). Similarly, one gets
4ηv˚−1 + σ−4ηv˚−0,s− = (˚v−1 + σ−v˚−0,s−)Bt(O, v˚−0 ) + η · ∇xB(O, v˚−0 ). (2.24)
Recalling that, by (2.14), we have4ηz1 = z1Bt(O, z0)+η·∇xB(O, z0), where
in the right-hand side z1 is replaced by q1 + (˚v1 + σv˚0,s) + (˚v−1 + σ
−v˚−
0,s−),
and combining this with (2.22), (2.23), (2.24), yields (2.19a). Finally, noting
that v˚1 = 0 on Γ and v˚−1 = 0 on Γ
−, and then comparing (2.16b) and (2.17),
we immediately get (2.19b).
3 Asymptotic expansion
In Section 2.1 we have defined boundary layer functions v˜ = v˜0 + εv1 and
v˜− = v˜−0 + εv
−
1 associated, respectively, with the sides Γ and Γ
− of S, and
in Section 2.2 we have defined corner layer functions q˜ = q˜0 + εq1 associated
with the vertex O on S. In the present and next sections, these functions
are used to assemble a formal first-order asymptotic expansion and then a
perturbed asymptotic expansion for the problem (1.1). We establish certain
properties of the unperturbed and perturbed asymptotic expansions that
are used in [1]. The proofs involve lengthy formal calculations, and is the
purpose of this paper.
The asymptotic expansion uas,S is defined as follows:
uas,S(x) = u0(x) + v(ξ, s) + v−(ξ−, s−) + q(η). (3.1)
The next lemma shows that the differential equation applied to this asymp-
totic expansion is O(ε2).
Lemma 3.1. For the asymptotic expansion uas,S(x) of (3.1) one has
Fuas,S = O(ε2), (3.2a)
uas,S(x) = g(x) +O(ε2) for x ∈ ∂S. (3.2b)
Proof. (i) We start by establishing
− ε24v +B(x, v) = O(ε2), −ε24v− +B(x, v−) = O(ε2). (3.3)
The first bound here is obtained estimating B(x, v) as follows. Fix ξ and s;
then B(x, v) is a function of ε, i.e. B(x, v) = G(ε), where
G(ε) = B(x¯+ εξer, v0 + εv1) with x¯ = ses, v0 = v0(ξ, s), v1 = v1(ξ, s).
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Expand G in a Taylor series around ε = 0 to obtain
G(ε) = G(0) + εG′(0) + 12ε2G′′(ε∗) (3.4)
with 0 < ε∗ < ε. A calculation shows that
G′(ε) = ξer · ∇xB(x¯+ εξer, v0 + εv1) + v1Bt(x¯+ εξer, v0 + εv1),
G′′(ε) = ξ2eTr [∇2xB(x¯+ εξer, v0 + εv1)]er
+ 2v1ξer · ∇xBt(x¯+ εξer, v0 + εv1) + v21Btt(x¯+ εξer, v0 + εv1).
Hence
G(0) = B(x¯, v0) = ∂2∂ξ2 v0,
G′(0) = ξer · ∇xB(x¯, v0) + v1Bt(x¯, v0) = ∂2∂ξ2 v1,
(3.5)
where we also used (2.5a) and (2.6a). Applying (2.2), we get
|∇2xB(x¯+ εξer, v0 + εv1)| ≤ C|v0 + εv1|.
By Lemma 2.1, v0 and v1 are exponentially decaying in ξ, which yields
ξ2|v0 + εv1| ≤ C. Hence the first term in the formula for G′′(ε) is bounded.
The other 2 terms are bounded for a similar reason, so |G′′(ε)| ≤ C, where
C is independent of ξ and s. Combining this with (3.4) and (3.5), yields
B(x, v) = G(ε) = ∂2
∂ξ2
(v0 + εv1) +O(ε2) = ∂
2
∂ξ2
v +O(ε2).
As ε24v = ∂2
∂ξ2
v+O(ε2), the first bound in (3.3) is established. The second
bound is obtained similarly.
(ii) To show (3.2a), we calculate
Fuas,S = −ε24[u0 + v + v− + q] + b(x, u0 + v + v− + q)
= B(x, ·)
∣∣∣v+v−+q
v; v−
−4ηq +O(ε2), (3.6)
where we used (2.1) and (3.3), and also the notation (2.3).
Fix a point η ∈ S; then the first term in (3.6) is a function of ε, which
we denote F(ε). To be more precise, having chosen η, the formulas (2.15)
determine fixed numbers ξ, σ, ξ−, σ−. With the understanding that
v = v(ε) = v0(ξ, εσ) + εv1(ξ, εσ),
v− = v−(ε) = v−0 (ξ
−, εσ−) + εv−1 (ξ
−, εσ−),
q = q(ε) = q0(η) + εq1(η),
(3.7a)
define a function F(ε) by
F(ε) = B(εη, ·)
∣∣∣v+v−+q
v; v−
. (3.7b)
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In view of (3.6), to prove (3.2a), we need to show that
F(ε)−4η[q0 + εq1] = O(ε2) in S.
Thus we must show that there is a number C, independent of η, such that
F(0) = 4ηq0, (3.8a)
F ′(0) = 4ηq1, (3.8b)
|F ′′(ε)| ≤ C. (3.8c)
From the definition (3.7) of F , we have v∣∣
ε=0
= v˚0, v−
∣∣
ε=0
= v˚−0 , and hence
F(0) = B(O, v˚0 + v˚−0 + q0)−B(O, v˚0)−B(O, v˚−0 ),
so (2.18a) gives (3.8a).
A calculation using (3.7a) yields
dv
dε
= v1 + σv0,s + εσv1,s ,
d2v
dε2
= 2σv1,s + σ2v0,ss + εσ2v1,ss , (3.9)
similar relations for v−, and also dqdε = q1,
d2q
dε2
= 0. As |σ| ≤ |η| and
|σ−| ≤ |η|, invoking Lemma 2.1 and (2.21), for k = 0, 1, 2 we get
∣∣dkv
dεk
∣∣ ≤ C(1 + |η|k)e−cξ, ∣∣dkv−
dεk
∣∣ ≤ C(1 + |η|k)e−cξ− , ∣∣dkq
dεk
∣∣ ≤ Ce−c|η|.
(3.10)
We now calculate
F ′(ε) = η · ∇xB(εη, ·)
∣∣∣v+v−+q
v; v−
+
dq
dε
Bt(εη, ·)
∣∣∣
v+v−+q
+
dv
dε
Bt(εη, ·)
∣∣∣v+v−+q
v
+
dv−
dε
Bt(εη, ·)
∣∣∣v+v−+q
v−
.
Hence, using the first relation in (3.9) and its analogue for v−, we get
F ′(0) = η · ∇xB(O, ·)
∣∣∣v˚0+v˚−0 +q0
v˚0; v˚
−
0
+ q1Bt(O, v˚0 + v˚−0 + q0)
+ (˚v1 + σv˚0,s)Bt(O, ·)
∣∣∣v˚0+v˚−0 +q0
v˚0
+ (˚v−1 + σ
−v˚−0,s)Bt(O, ·)
∣∣∣v˚0+v˚−0 +q0
v˚−0
.
Recalling that v˚0 + v˚−0 + q0 = z0 and inspecting (2.19a) we see that (3.8b)
holds.
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A formula for the quantity F ′′(ε) is obtained by a lengthy but straight-
forward computation, which gives
F ′′(ε) = ηT
(
∇2xB(εη, ·)
∣∣∣v+v−+q
v; v−
)
η
+ η ·
(dq
dε
∇xBt(εη, ·)
∣∣∣
v+v−+q
+
dv
dε
∇xBt(εη, ·)
∣∣∣v+v−+q
v
+
dv−
dε
∇xBt(εη, ·)
∣∣∣v+v−+q
v−
)
+
dq
dε
(
η · ∇xBt(εη, ·)
∣∣∣
v+v−+q
+
d(v + v− + q)
dε
Btt(εη, ·)
∣∣∣
v+v−+q
)
+
dv
dε
(
η · ∇xBt(εη, ·)
∣∣∣v+v−+q
v
+
dv
dε
Btt(εη, ·)
∣∣∣v+v−+q
v
+
d(v− + q)
dε
Btt(εη, ·)
∣∣∣
v+v−+q
)
+
dv−
dε
(
η · ∇xBt(εη, ·)
∣∣∣v+v−+q
v−
+
dv−
dε
Btt(εη, ·)
∣∣∣v+v−+q
v−
+
d(v + q)
dε
Btt(εη, ·)
∣∣∣
v+v−+q
)
+
d2v
dε2
Bt(εη, ·)
∣∣∣v+v−+q
v
+
d2v−
dε2
Bt(εη, ·)
∣∣∣v+v−+q
v−
.
From inspection of this formula it is seen that each term in the formula
is of one of three types, which we refer to as type I, type II, or type III. We
shall invoke (3.10) to estimate them.
The only term of type I is in the first line of this formula and is clearly
|η|2O(|q|+ |vv−|), by (2.4), and thus O(1) by (3.10).
The terms of of type II involve, for l = 0, 1 and k = 1, 2, the quantities
∇lx ∂
k
∂tk
B(εη, ·)
∣∣∣v+v−+q
v
= O(v− + q) = O(e−cξ
−
),
∇lx ∂
k
∂tk
B(εη, ·)
∣∣∣v+v−+q
v−
= O(v + q) = O(e−cξ),
which are always multiplied by (1 + |η|2)O(e−cξ) or (1 + |η|2)O(e−cξ−), re-
spectively. Thus the terms of type II are O(1).
Finally the terms of of type III involve, for l = 0, 1 and k = 1, 2, the
quantity
∇lx ∂
k
∂tk
B(εη, ·)
∣∣∣
v+v−+q
= O(1),
which is always multiplied by (1 + |η|2)O(e−c|η|+ e−cξe−cξ−). As above, one
sees that terms of type III are bounded. This completes the proof of (3.8c),
and therefore (3.2a).
(iii) It is sufficient to prove (3.2b) for x = x¯ ∈ Γ, as the other case of
x ∈ Γ− is similar. Let x¯ ∈ Γ be given. Define s, ξ− and s− by the formulas
x¯ = ses = εξ−er− + s−es− .
By (2.5b), (2.6b), we have v0(0, s) = g(x¯)−u0(x¯) and v1(0, s) = 0; therefore
(u0 + v)
∣∣
x¯
= u0(x¯) + [v0(0, s) + εv1(0, s)] = g(x¯).
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Thus it remains to show that (v−+q)
∣∣
x¯
= O(ε2). Indeed, by (2.18b) (2.19b),
we have
v− + q = [v−0 − v˚−0 ] + ε[v−1 − (˚v−1 + σ−v˚−0,s−)] = O(ε2).
In the last step here we have invoked the formulas
|v−0 − v˚−0 − εσ−v˚−0,s− | = |v−0 (ξ−, s−)− v−0 (ξ−, 0)− εσ−v−0,s−(ξ−, 0)|
= 12ε
2(σ−)2|v−
0,s−s−(ξ
−, sˆ−)| = O(ε2),
|v−1 − v˚−1 | = |v−1 (ξ−, s−)− v−1 (ξ−, 0)|
= εσ−|v−
1,s−(ξ
−, sˆ−)| = O(ε),
which are obtained using the exponential decay of v−0 and v
−
1 in ξ
− and
noting that σ− = (cotω)ξ− on the side Γ, where ω is the angle at the apex.
4 Perturbed asymptotic expansion
The perturbed version βS of the asymptotic expansion uas,S of (3.1) is de-
fined as follows:
βS(x; p) = u0(x) + v˜(ξ, s; p) + v˜−(ξ−, s−; p) + q˜(η; p) + θp, (4.1)
where a value for the positive parameter θ and a range of values for p will be
chosen below. Comparing (4.1) with (3.1), yields βS(x; 0) = uas,S(x) and,
furthermore, an alternative equivalent representation
βS(x; p) = uas,S(x) + V (ξ, s; p) + V −(ξ−, s−; p) +Q(η; p) + θp, (4.2a)
where V = v˜ − v, V − = v˜− − v−, Q = q˜ − q, and therefore
V = v˜0 − v0, V − = v˜−0 − v−0 , Q = q˜0 − q0. (4.2b)
Note that for V , V − and Q here, by the exponential-decay estimates for
∂
∂p v˜0 and
∂
∂p q˜0 from Lemma 2.1 and (2.21), we have
(1+ξ)|V | ≤ Cp, (1+ξ−)|V −| ≤ Cp, (1+|η|)|Q| ≤ Cpe−c|η| ≤ Cp. (4.3)
Furthermore, since |η| ≤ C(ξ+ξ−), invoking the exponential-decay estimates
for ∂∂p v˜0 and
∂2
∂p ∂s v˜0 from Lemma 2.1, yields a more elaborate estimate
(1 + |η|e−cξ−) (|V |+ |∂V∂s |) ≤ Cp, (4.4)
and a similar estimate involving V −.
In the remainder of this section we establish some inequalities that in-
volve the perturbed asymptotic expansions βS . In particular, the inequalities
of Lemmas 4.1 and 4.4 are used in [1] to construct sub- and super-solutions
to our nonlinear boundary value problem.
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Lemma 4.1. For the function βS of (4.1) we have βS = uas,S + O(p).
Furthermore, for some sufficiently small ε∗ > 0, if p ≥ 0 and ε ≤ ε∗, then
for all x ∈ S we have
βS(x;−p) ≤ uas,S(x)− 12θp, uas,S(x) + 12θp ≤ βS(x; p). (4.5)
Proof. The assertion βS = uas,S + O(p) immediately follows from (4.2).
Furthermore, by (4.2), the bound for βS(x; p) in the remaining assertion
(4.5) can be rewritten as
V + V − +Q+ 12θp ≥ 0 for p ≥ 0. (4.6)
By (4.3), there is a sufficiently large C¯ = C¯(θ) such that if |η| ≥ C¯, then
|Q| ≤ pCe−c|η| ≤ 12θp. Combining this with V ≥ 0 and V − ≥ 0, which
follow from monotonicity of v˜0 and v˜−0 in p, established in (2.8), we get
(4.6). Now let |η| < C¯. Then |s|, |s−| < εC¯. Invoking (2.16a), we have
Q = q˜0 − q0 = (z˜0 − z0)− (˚v˜0 − v˚0)− (˚v˜−0 − v˚−0 ) = (z˜0 − z0)− V˚ − V˚ −,
and therefore V + V − + Q = (z˜0 − z0) + I + I−, where I = V − V˚ and
I− = V −− V˚ −, and, as usual, a small circle above a function name indicates
that in the argument of the function we have set s = 0. For I, using (4.4),
we get |I| = |s∂V∂s | ≤ C|s|p ≤ CC¯εp ≤ 14θp. Similarly, |I−| ≤ 14θp. As, by
Theorem 2.3, we also have z˜0 − z0 ≥ 0, then again V + V − + Q ≥ −12θp.
Thus we have obtained (4.6), and therefore the bound for βS(x; p) in (4.5).
The bound for βS(x;−p) in (4.5) is obtained similarly.
Next, to estimate FβS , we prepare two lemmas.
Lemma 4.2. For Q = Q(η; p) = q˜0 − q0 we have
ε24Q = B(x, ·)∣∣q˜+v˜+v˜−
v˜; v˜− −B(x, ·)
∣∣q+v+v−
v; v− − pq0 +O(ε2 + p2). (4.7)
Proof. From (2.18a), also using (2.1) and q˜0 = q0 +Q = q0 +O(p), we get
ε24Q = 4η(q˜0 − q0)
= B(O, ·)∣∣q˜0+˚˜v0+˚˜v−0˚˜v0; ˚˜v−0 −B(O, ·)∣∣q0+v˚0+v˚−0v˚0; v˚−0 − pq0 +O(p2). (4.8)
Recalling the definitions (4.2b), introduce the function
H(ε, τ) := B(εη, ·)∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+τ [Q+V+V −]
v0+εv1+τV ; v
−
0 +εv
−
1 +τV
− ,
in which we write vk = vk(ξ, εσ) and v−k = v
−
k (ξ
−, εσ−) for k = 0, 1, and also
V = V (ξ, εσ), V − = V −(ξ−, εσ−), Q = Q(η). The function H is defined so
that, using (4.8),
ε24Q = H(0, 1)−H(0, 0)− pq0 +O(p2), (4.9)
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and the assertion (4.7) may be written as
ε24Q = H(ε, 1)−H(ε, 0)− pq0 +O(ε2 + p2). (4.10)
To check the formulas (4.9) and (4.10) we calculate
H(0, 0) = B(O, ·)∣∣q0+v˚0+v˚−0
v˚0; v˚
−
0
,
H(0, 1) = B(O, ·)∣∣q0+v˚0+v˚−0 +[Q+V˚+V˚ −]
v˚0+V˚ ; v˚
−
0 +V˚
− = B(O, ·)
∣∣q˜0+˚˜v0+˚˜v−0
˚˜v0; ˚˜v
−
0
,
H(ε, 0) = B(εη, ·)∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]
v0+εv1; v
−
0 +εv
−
1
= B(εη, ·)∣∣q+v+v−
v; v− ,
H(ε, 1) = B(εη, ·)∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+[Q+V+V −]
v0+εv1+V ; v
−
0 +εv
−
1 +V
− = B(εη, ·)
∣∣q˜+v˜+v˜−
v˜; v˜− .
Here, as usual in our notation, a small circle above a function name indicates
that in the argument of the function we have set s = 0; in particular,
V˚ = ˚˜v0 − v˚0 and V˚ − = ˚˜v−0 − v˚−0 .
Hence (4.9) is indeed equivalent to (4.8) and (4.10) is equivalent to (4.7).
To show that (4.9) implies (4.10) we use the mean value theorem for the
second difference and write the discrepancy between these two formulas as
H(ε, 1)−H(ε, 0)−H(0, 1) +H(0, 0) = ε ∂
2H
∂ε ∂τ
(ε∗, τ∗).
Now it suffices to show that | ∂2H∂ε ∂τ | ≤ Cp. Then the discrepancy between
the two formulas for ε24Q is bounded by Cε|p|, which yields (4.10), and
therefore (4.7).
To get the desired estimate for ∂
2H
∂ε ∂τ , we first evalulate
∂H
∂τ
(ε, τ) = QA+ V B + V −B−,
where
A = Bt(εη, ·)
∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+τ [Q+V+V −],
B = Bt(εη, ·)
∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+τ [Q+V+V −]
v0+εv1+τV
,
B− = Bt(εη, ·)
∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+τ [Q+V+V −]
v−0 +εv
−
1 +τV
− .
To estimate ∂
2H
∂ε∂τ , we show that each of
∂(QA)
∂ε ,
∂(V B)
∂ε and
∂(V −B−)
∂ε is O(p).
For ∂(QA)∂ε we have
∂(QA)
∂ε = Q
∂A
∂ε . A calculation then shows that
∂A
∂ε
= η · ∇xBt
+
{
[q1 + v1 + v−1 ] + σ
∂
∂s(v0 + εv1 + τV ) + σ
− ∂
∂s−(v
−
0 + εv
−
1 + τV
−)
}
Btt,
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where the terms ∇xBt and Btt are computed at the point (εη, q0 + v0 + v−0 +
ε[q1 + v1 + v−1 ] + τ [Q + V + V
−]). Recalling that |σ| ≤ |η| and |σ−| ≤ |η|,
we get |∂(QA)∂ε | ≤ C(1 + |η|)|Q| ≤ Cp, where we also used (4.3).
To estimate ∂(V B)∂ε , another tedious calculation gives
∂B
∂ε
= η · ∇xBt(εη, ·)
∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+τ [Q+V+V −]
v0+εv1+τV
+
{
v1 + σ ∂∂s(v0 + εv1 + τV )
}
Btt(εη, ·)
∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+τ [Q+V+V −]
v0+εv1+τV
+
{
[q1 + v−1 ]
+ σ− ∂
∂s−(v
−
0 + εv
−
1 + τV
−)
}
Btt(εη, ·)
∣∣q0+v0+v−0 +ε[q1+v1+v−1 ]+τ [Q+V+V −].
Now invoking Lemma 2.1 and (2.21), we observe that |B| ≤ Ce−cξ− and
|∂B∂ε | ≤ C(1 + |η|)e−cξ
−
. Combining this with ∂V∂ε = σ
∂V
∂s , where |σ| ≤ |η|, we
have |∂(V B)∂ε | ≤ C(1 + |η|)e−cξ
−
(|V |+ | ∂∂sV |) By (4.4), this yields the desired
estimate |∂(V B)∂ε | ≤ Cp. A similar argument gives |∂(V
−B−)
∂ε | ≤ Cp.
Thus, we have shown that each of the three components in ∂
2H
∂ε∂τ is
bounded by Cp, which completes the proof.
For FβS we get the following preliminary result.
Lemma 4.3. For the function βS of (4.1) we have
FβS = θp bu(x, u0) + p [1 + θλ(x)] (v0 + v−0 + q0) +O(ε
2 + p2),
where λ(x) := buu(x, u0 + ϑ[v0 + v−0 + q0]) with some ϑ = ϑ(x) ∈ (0, 1).
Proof. As from Lemma 3.1 we have Fuas,S = O(ε2), in view of (4.2), (4.1)
and (3.1), we get
FβS = FβS − Fuas,S +O(ε2)
= −ε24(βS − uas,S) + b(x, ·)
∣∣∣βS
uas,S
+O(ε2)
= −ε24(V + V − +Q) +B(x, ·)
∣∣∣v˜+v˜−+q˜+θp
v+v−+q
+O(ε2).
By (2.9) and its analogue for v−, we readily have
−ε24(V + V −) = −B(x, ·)
∣∣∣v˜
v
−B(x, ·)
∣∣∣v˜−
v−
+p(v0 + v−0 ) +O(ε
2 + p2).
Since (4.7) can be rewritten as
−ε24Q = −B(x, ·)∣∣q˜+v˜+v˜−
q+v+v− +B(x, ·)
∣∣∣v˜
v
+B(x, ·)
∣∣∣v˜−
v−
+pq0 +O(ε2 + p2),
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we now arrive at
FβS = −B(x, ·)
∣∣q˜+v˜+v˜−
q+v+v−+ p(v0 + v
−
0 + q0) +B(x, ·)
∣∣∣v˜+v˜−+q˜+θp
v+v−+q
+O(ε2 + p2)
= B(x, ·)
∣∣∣v˜+v˜−+q˜+θp
v˜+v˜−+q˜
+ p(v0 + v−0 + q0) +O(ε
2 + p2).
Note that (2.7), (4.3) imply that v˜+ v˜−+ q˜ = v0 +v−0 + q0 +O(ε+p). Hence
B(x, ·)
∣∣∣v˜+v˜−+q˜+θp
v˜+v˜−+q˜
= θp [Bt(x, v0 + v−0 + q0) +O(ε+ p)]
= θp [Bt(x, 0) + λ(x) (v0 + v−0 + q0) +O(ε+ p)].
Here, by (2.1), one hasBt(x, 0) = bu(x, u0), and λ(x) = Btt(x, ϑ[v0 + v−0 + q0])
= buu(x, u0 + ϑ[v0 + v−0 + q0]), as in the statement of this lemma. Combin-
ing these formulas, we complete the proof.
We are now prepared to establish our main result for FβS .
Lemma 4.4. There are positive numbers θ, ε∗, p∗ and c1 such that with
ε ≤ ε∗ and |p| ≤ p∗, for the function βS of (4.1) one has
FβS ≥ 12θγ2 p − c1ε2 for p > 0,
FβS ≤ −12θγ2|p|+ c1ε2 for p < 0.
Proof. By (2.21), one has |q0| ≤ Ce−c1|η|. Since v0 ≥ 0 and v−0 ≥ 0 it then
follows that v0 + v−0 + q0 ≥ −|q0| ≥ −Ce−c1|η| and therefore
v0 + v−0 + q0 ≥ −C−1ε| ln ε|, (4.11)
provided that |η| ≥ c−11 | ln ε| and ε∗ < e−1 so that | ln ε| > 1. Furthermore,
(4.11) also holds, with possibly a different constant C, when |η| ≤ c−11 | ln ε|.
Indeed, by (2.16a), (2.12), we have v0 + v−0 + q0 = z0 + (v0− v˚0) + (v−0 − v˚−0 ),
where z0 ≥ 0 and, by (2.7), |v0 − v˚0| ≤ C|s|, |v−0 − v˚−0 | ≤ C|s−|. Combining
these observations with |s| + |s−| = ε(|σ| + |σ−|) ≤ 2ε|η|, we obtain (4.11)
for |η| ≤ c−11 | ln ε|. Thus we have (4.11) everywhere in S.
Next, choose the parameter θ in the definition (4.1) of βS sufficiently
small so that 0 < θ ≤ |λ(x)|−1, where λ(x) is from Lemma 4.3, and thus
[1+θλ] ≥ 0. Now from Lemma 4.3 and (4.11) we obtain, for some constants
C ′ and C ′′,
FβS ≥ θp bu(x, u0)− C ′p ε| ln ε|+ C ′′(ε2 + p2).
Since from our assumption A1 we have bu(x, u0) ≥ γ2 > 0, by choosing ε∗
and p∗ sufficiently small we get the assertion of the lemma in the case p > 0.
The case p < 0 is similar.
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Conclusion
In this note we have established four results, Lemmas 2.4, 3.1, 4.1 and 4.4,
whose proofs involve lengthy calculations. These results are used in [1] to
construct sub- and super-solutions to a nonlinear boundary value problem
of type (1.1) posed in a polygonal domain.
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