The purpose of the initial sections appears to be to provide a justification for the authors' principle minimum message length (MML) within the theory of algorithmic complexity. The MML principle may be stated as follows:
where Q(y) is a prior probability for hypothesis y, −log Q(y) the ideal Shannon code length for it, and −log P(x | y) the same for the data x given the hypothesis y. It is customary to call negative logarithms of probabilities 'ideal' code lengths, because real code lengths must be natural numbers. It is true that if in the conditional Kolmogorov complexity K (x | y) of a string x, given another string y, the latter string is interpreted as representing a hypothesis, the sum
could be taken as the shortest code length for the pair x, y by analogy with the MML principle. The problem with this, however, is that the code length in (2), as well as in (1), is for the data and the hypothesis together, which means that (2) does not represent the idealized paradigm for the model selection problem in algorithmic complexity that the authors apparently were after. In order to get that we must add the further condition that the joint complexity (2) agrees with K (x) up to a constant, not dependent on the length of the string x. The resulting complexity K (y) then becomes the length of a program representing Kolmogorov's sufficient statistic for x [1, 2] , with a meaning similar to the ordinary sufficient statistic, namely, that it represents all the regular features in x and that K (x | y) is the length of the non-informative 'noise' part in x. When such a requirement is added, which leads to rather subtle issues, we get the correct practical implementation of the algorithmic model selection principle, which is the quite different minimum description length (MDL) principle outlined below.
We can see directly that (1) is not the MML it is supposed to be, because P(x | y)Q(y) ≤ P(x), where P(x) = y P(x | y)Q(y), which means that −log P(x) is smaller than the minimized value in (1) in all relevant cases. The equality is reached only when the prior and hence the posterior P(y | x) = P(x | y)Q(y)/P(x) equals unity, which is clearly not an interesting case. The authors' other version, the strict MML estimator, also fails to minimize the message length.
In contrast to the MML principle the MDL principle seeks to minimize the code length for the data string x, given a class of probability distributions, currently called models rather than hypotheses. The reason for not using the archaic name 'hypothesis' is that no assumption about how the data have been generated is needed in the application of the principle. After all, we surely can model any data any way we wish without even pretending that the assumed 'hypothesis' is correct. Unlike in the case of MML, where the coding operations are fixed once and for all with the code length given by (1), we do not wish to restrict the coding procedures in the MDL principle other than that they should reflect the class of models considered. This faces us with the non-trivial problems of not only defining what the minimal code length ought to be but also calculating it. Once settled, however, we get a principle for model selection and statistical inference in general, which is well justified and not only far more widely applicable than the MML principle but one that also leads to new insights and changes in statistical procedures. After all, the MML principle is nothing but the venerable posterior maximization principle couched in coding terms.
In order to outline the important main results in the relevant discipline, universal coding, we must be more specific about the class of models than just considering hypotheses in an unspecified class for which a prior is defined. Consider a class of models {P(x; θ)}, where θ = θ 1 , . . . , θ k in an important special case is a parameter vector ranging over a subset of the k-dimensional Euclidean space. We may also consider the union of such classes over k or let θ be a more general index that includes specification of structures. We describe three main types of codes and the resulting code lengths. First, there is a two-part code with the code length for a data string x n = x 1 , . . . , x n of length n 328 J. RISSANEN given by
whereθ(x n ) is the maximum likelihood estimate, P(θ (x n )) is the probability (or density) induced by P(x n ;θ(x n )) on the set {y n :θ(y n ) =θ(x n )}, and Q(θ ) is either a prior joined as a part of the model class, or it is taken as the canonical prior
the range of the parameters suitably chosen to includeθ(x n ) and at least to make the integral finite. The special case of selecting the canonical prior admits a second interpretation as the normalized maximum likelihood (NML) code with length
y n P(y n ;θ(y n )) .
This was originally created for universal coding but has now been found to provide a new and powerful tool for statistical applications; see [3] and my paper in this issue. The second type of coding yields the code length defined by the mixture
which, in case P(x n ; θ) denotes the conditional probability in (1), was seen above to beat the MML code length. Possible additional hyper-parameters can and will be optimized. The third way of doing coding is predictive, which gives the code length
whereθ(x n ) is an appropriate modification of the maximum likelihood estimate preventing singular conditionals and θ(x 0 ) selects a suitable initial probability for x 1 . This code length depends on the order of the data points and it also has an initialization problem needing special attention. Accordingly, it is not appropriate for short data strings. The code length achieved with parametric models depends on the rate with which parameters can be estimated. For many of the usual model classes this rate is such that the code length of all the three types of coding can be shown to be close, especially for long data strings, to the common value
the ratio of the last term to the second dying out with increasing n. Moreover, there is a generalization of Shannon's theorem [4] , stating that the mean length of any code, the mean taken relative to a model in the class, cannot be shorter than the mean of (8), except for parameters in a set of vanishing volume. A similar result holds in the almost sure sense. Hence, it is well justified to take this, for all intents and purposes, as the shortest code length for the string x n , relative to the model class considered, and by analogy with Kolmogorov complexity we call a sharper version of it, [5] , the 'stochastic complexity'. As in Kolmogorov sufficient statistic, we may identify the first term as the code length for the noise with little or no information about the optimal model while the remaining terms define the code length for the optimal model in light of the finite data sequence. We should add the warning that, although the given code length formula is valid for many of the usual model classes, exceptions exist, which have led some to the wrong conclusion that the MDL principle fails. Rather, the source of the problem is simply an incorrect calculation of the shortest code length. Another confusion is created by the qualifications in the meaning of 'shortest' code length. For instance, an argument has been raised to the effect that one could take an efficient code but alter it such that it assigns a short code length to an arbitrarily complex model and hence the principle would favor that. However, since there are not too many short code words around such a code, i.e. a code tree, still gives codeword lengths on which the MDL principle stands, namely, the shortest for all models except in a vanishing subset. I close this discussion with a few additional remarks. By comparing the code lengths (1) and (3) we see that the difference in favor of the latter is of the order O(1), which depends on the model class and cannot be bounded by any fixed number over the classes. The reward obtained by seeking to optimize the code length for the data alone, coding complications notwithstanding, is that the resulting principle works in a much wider set of problems than the MML principle. In fact, why the latter principle works at all is thanks to the fact that as a rule the posterior P(θ | x n ) tends to unity as n goes to infinity, so that the difference between the MML and the mixture code length (6) tends to zero. Then, of course, the prior used is irrelevant. For small data sets, where a prior might be relevant, there is no justification for the principle other than maximizing the Bayesian posterior, and the results are generally inferior to those obtained with the shorter code length in the MDL principle. Also, for non-parametric model classes the MML principle produces inferior results or fails completely. An excellent survey of the MDL principle is [3] , obtainable from the web.
