In this paper, we study the the existence and nonexistence of maximizers for the Adams type inequality in R 4 of the form
Introduction

A Brief History of the problem
Let Ω ⊆ R n and W m,p 0 (Ω) denote the usual Sobolev space consisting of functions vanishing on boundary ∂Ω together with their derivatives of order less than m − 1, that is, the completion of C (Ω) ֒→ L p * (Ω) for p * = np n−mp . However, when p = n/m, it is known that W m,p 0 (Ω) ֒→ L ∞ (Ω) does not hold. The analogue of optimal Sobolev embedding is the * The research of the second author was partially supported by Natural Science Foundation of China (11601190), Natural Science Foundation of Jiangsu Province (BK20160483) and Jiangsu University Foundation Grant (16JDG043). 2010 AMS Classification: Primary 46E35. Secondary: 35J50. Keywords: Adams inequality, blow up analysis, extremal function, sharp constants. † Corresponding author: Lu Chen, Email: chenlu5818804@163.com famous Trudinger-Moser inequality (m = 1) ( [32] , [40] ) and Adams inequality (m > 1) ( [2] ).
Trudinger-Moser inequality. The Trudinger inequality was established independently by Yudovič [41] , Pohožaev [36] and Trudinger [40] . In 1971, Trudinger's inequality was sharpened in [32] by proving sup u∈W 1,n 0 (Ω) ∇u n(Ω) ≤1 Ω e α|u| n n−1 dx < ∞ iff α ≤ α n = nω
for any bounded domain Ω ⊂ R n , where ω n−1 denotes the n − 1 dimensional surface measure of the unit ball in R n . When the volume of Ω is infinite, there are several extensions of the Trudinger-Moser inequality. The earlier version of Trudinger-Moser for unbounded domains was studed by D.M. Cao [7] in the case n = 2 and for any dimension (n ≥ 2) by doÓ [13] . Later, Adachi-Tanaka [1] obtained a sharp Trudinger-Moser on R n . Note that, not as (1) , the result of [1] has a the subcritical form, that is α < α n . In [37] and [28] , Li and Ruf showed that the exponent α n becomes admissible if the Dirichlet norm R n |∇u| 2 dx is replaced by Sobolev norm R n |u| 2 + |∇u| 2 dx, more precisely, they proved that sup u∈W 1,n (R n ) R n (|u| n +|∇u| n )dx≤1
where Φ n (t) = e t − N −2 j=0 t j j! . So far, the Trudinger-Moser inequality (1) has been generalized in many other directions. For the Trudinger-Moser inequality on the spheres, CR spheres, compact Riemannian manifolds, or hyperbolic spaces, Heisenberg group, etc, we refer the interested readers to [3] , [6] , [10] , [26] , [9] , [17] , [24] , and the reference therein.
Existence of extremals for Trudinger Moser inequality. A classical problem related to Trudinger-Moser inequalities consists in investigating the existence of extremal functions. The first proof of existence of extremals for Trudinger-Moser inequality (1) was given by Carleson and Chang in their celebrated work [8] on balls in R 2 . After that, the existence of extremals was proved for any bounded domains in [14] and [21] . More related results can be found in several papers, see e.g. Li ([25] , [26] ) for existence of extremals on compact Riemannian manifold, Lu and Yang ([23] , [22] ) for Trudinger-Moser inequality involving a remainder term, and Ruf and Li ([37] , [28] ) for existence of extremals on unbounded domain.
Adams inequality on bounded domains. In 1988, Adams [2] extended the Trudinger-Moser inequality (1) to the higher order space W Later, by using an iterative method, Tarsi [39] proved that the Adams inequality (2) also holds for a larger class of Sobolev functions, i.e. the functions with homogeneous Navier boundary condition: Adams inequality on the entire Euclidean space R n . In 1995, Ozawa [34] obtained some version of the Adams inequality in Sobolev space W m, n m (R n ) on the entire Euclidean space R n by using the restriction ∆ m 2 u n m ≤ 1. However, with the argument in [34, 31] , one can not obtain the best possible exponent β for this type of inequality. In [27] , Fontana (3) through the Li-Ruf type Adams inequality (see [18] for m = 2 and [27] 
where n m − 2 denotes the smallest integer greater than or equal to n m − 2. We note that the sharp Adams inequality on the entire Euclidean space was first proved by Ruf and Sani [38] under the stronger constraint
when m is a even integer, while the odd case is due to Lam and Lu [18] by a rearrangement-free argument.
Existence of extremals for Adams inequality. The first result of the existence of extremals of Adams' inequality (2) was obtained by Lu and Yang in [22] . We note that the work of Carleson and Chang was based on the rearrangement argument to reduce problem to the one-dimensional problem. However, the symmetrization technique can not be used for Adams inequality, since there is no the corresponding Pólya-Szegö type inequality in the higher order case. In [22] , the authors applied the capacity-type estimates to obtain the existence of extremals for bounded domains in the case n = 4 and m = 2. Recently, Dela-Torre and Mancini [11] extended the results of [22] to arbitrary even dimension.
The main reuslts and Outline of the paper
An interesting question is whether the Adams inequality on unbounded domains has an extremals? As far as we know, there is no related result at present. In this work, we are devoted to studying this kind problem for the special case n = 4 and m = 2. Setting
where α ∈ (−∞, 32π 2 ), and
First, we can prove the following result.
, then S(α) has a radially symmetric extremal function.
Remark 2 Naturally, one may ask whether extremal functions of critical Adams inequalities must be radially symmetric. This problem remains open even in the setting of Trudinger-Moser inequalities. Based on the Fourier rearrangement, we can obtain such a kind of result. In fact, assume that u is a maximizer for S(α), and define u ♯ by u ♯ = F −1 {(F (u)) * }, where F denotes the Fourier transform on R 4 (with its inverse F −1 ) and u * stands for the Schwarz symmetrization of u. We easily see that u ♯ is also a maximizer for S(α) with ∆u ♯ 2 = ∆u 2 . Using the property of the Fourier rearrangement from [19] , we conclude that
with some constants α ∈ R and x 0 ∈ R 4 . That is to say that u is radially symmetric and real valued up to translation and constant phase.
The general strategy we use here is exploiting the standard blow up analysis. We first apply the method based on the Fourier rearrangement (see [19] ) to obtain the existence of radially symmetric extremals for the subcritical Adams functional. Then, we take a sequence β k → 32π 2 and find a radially symmetric maximizing sequence u k ∈ H 2 R 4 for S (α). If u k is bounded in L ∞ R 4 , i.e. c k := max x∈R 4 |u k | < ∞, we can easily show that u k converges to a function u in H 2 R 4 by the standard elliptic estimates. If c k → +∞, i.e. the blow up arise, we apply the blowing up analysis method to analyze the asymptotic behavior of u k near and far away from the origin, which is the blowing up point, and we derive an upper bound for the Adams functional:
where A is the value at 0 of the trace of the regular part of the Green function G for the operator ∆ 2 + 1. Finally, we construct a function sequence to show that the upper bounded can actually be surpassed, this implies that the concentration phenomenon will not happen.
At first sight, this kind of result could seem a straightforward generalization of existing theories. However, several difficulties exist, some hidden in subtle details. We are going to describe some of them.
First of all, unlike the case of bounded domain, in order to establish the existence of a maximizers of subcritical Adams functional in R 4 , we need to avoid the lack of compactness. In this case, concentration phenomena do not occur and vanishing phenomena is the issue due to the unboundedness of the domain. For this reason, we will impose an extral assumption on α such as 32π 2 − α < (32π 2 ) 2 B2 2 and adapt the argument used in [16] to rule out the vanishing phenomenon.
Secondly, when we try to analyze the asymptotic behavior of u k , a crucial step is to prove a local estimate for ∆u k :
When Ω is a bounded domain, (6) can be proved by the following estimate Ω |∆ u 2 k |dx < c and a representation formula (see [30] ). However, because of the unboundedness of domain, the argument in [30] can not be directly applied in our setting. In order to obtain the estimate (6), we will try to truncate u k and adapt the approach in [30] to our situation. But as we known, in the second order Sobolev space H 2 R 4 , one cannot truncate u k directly. To overcome this difficulty, we will apply the bi-harmonic truncations which were first used in [11] . We remark that this kind of truncations have many nice properties: on the one hand, they preserve the high order regularity, on the other hand, their behaviors are very similar to the constant in ball. When we try to obtain the upper bound for the Adams inequality on the entire Euclidean space R 4 , one need to know the specific value of the upper bound for any blow up function sequences in H 2 0 (B R ), but this value cannot be directly derived from the result of Lu and Yang [22] . We will show that the value of that upper bound is 1 3 |B R | exp − 1 3 by solving the corresponding ODE's.
Finally, although we can show that u k is radially symmetric by the Fourier rearrangement, but this function sequence is not necessarily positive, which makes the proof of the existence of a maximizer more complicated.
Our second result reads as follows.
Theorem 3 There exists some constant α * * > 0 such that, when 32π 2 − α > α * * , S is not attained.
The proof of this theorem is based on the precise estimates for the upper bounds of the best constants of higher order Gagliardo-Nirenberg inequalities. To calculate the best constants, we will exploit the method of Beckner in [4] . We stress that the upper bound derived here is very sharp and can be of independent interest. Indeed, we take B 2 for example. On the one hand, by calculating the number associate to the trial function (1 + |x|) −α and letting α → +∞, one can found that 1 24π 2 is a lower bound of B 2 . On the other hand, by the upper bound formula we have B 2 < 32 729π 2 (see Appendix). Then, we get
which indicates that our estimates are quite precise.
Define α * = sup 32π 2 − α S (α) is attained .
Based on Theorem 1 and Theorem 3, we can gain the following surprising result:
Theorem 4 When 32π 2 − α < α * , S (α) < α * and could be attained, while when 32π 2 − α > α * , we have S (α) = 32π 2 − α, and it is not attained.
It is important to point out that Theorem 4 provides a further insight on the existence or nonexistence of extremals for Adams inequality on the whole space. From the proof of Theorem 1, we know that the supremum of Adams functional is larger than the upper bound of concentration-compactness sequences. Hence whether S (α) is attained highly depends on the vanishing phenomena, whose energy level is determined only by the coefficient of the first term of S (α). Thus, changing the coefficients of finite terms (especially the first term) of S (α), will not affect on the validity of the Adams inequality and the upper bound of concentration sequences, but will change the existence or nonexistence of extremals. It seems that this aspect has not been noticed before, even in the case of Trudinger-Moser ineuqality.
Once the existence and nonexistence of extremals for Adams inequality in the special case m = 2, n = 4 are established, a natural, but nontrivial extension is to establish similar results for any arbitrary m ≥ 2. The proof for this extension has some extra difficulties to overcome and we have decided to address this problem in the forthcoming paper.
This paper is organized as follows. Section 2 is devoted to proving existence of radially symmetric maximizing sequence for the critical Adams functional; in Section 3, we will analyze the asymptotic behavior of the maximizing sequence, and derive an upper bound for the Adams' inequality when the blowing up arises; in Section 4, we prove the existence of extremals (Theorem 1) by constructing a proper test function sequence. In Section 5, we give the proof for Theorem 3 and Theorem 4 by estimating the best constant of higher order Gagliardo-Nirenberg inequalities. For the convenience of the reader, the work of estimating the best constants of Gagliardo-Nirenberg inequalities and some known results concerning elliptic estimates for operator ∆ 2 are arranged in the Appendix.
Throughout this paper, the letter c always denotes some positive constant which may vary from line to line. In this section, we will establish the existence of extremal functions for subcritical Adams functional. Set
Lemma 5 For any 0 < β < 32π 2 , there exists a radially symmetric extremal function u ∈ H such that
Remark 6 It follows from that Lemma 31 in the Appendix that B 2 < 1 16π 2 , which leads to that β − β 2 B2 2 > 0.
Proof. Define u ♯ by u ♯ = F −1 {(F (u)) * }, where F denotes the Fourier transform on R 4 (with its inverse F −1 ) and f * stands for the Schwarz symmetrization of f . Using the property of the Fourier rearrangement from [19] , one can derive that
where H r denotes all radial functions in H. Therefore, we may assume that {u k } k ∈ H is a radially maximizing sequence for sup
By the Sobolev compact embedding, there exists a subsequence {u k } k such that
On the other hand, it follows from the radial lemma that
From (7) and (8), we derive that
Hence, we have
When u = 0, we set
by Fatou's lemma, we have τ ≥ 1. Letũ(x) = u( x τ ), we can easily verify the following fact:
Hence, by (9) we get
Since exp(βu 2 ) − 1 − βu 2 > 0, we have τ = 1, and then
Therefore, u is an extremal function for sup
Next, it suffices to show that u = 0 is impossible to happen. Assume by contradiction that u = 0, we derive from radial lemma that
On the other hand, for any v ∈ H 2 (R 4 ) and t > 0, we introduce a family of
x), and we easily verify that
Hence, it follows that
Note that g v (0) = 1, once we show that g ′ v (t) > 0 for small t > 0, then we have g v (t) > g v (0) for small t > 0, which leads to sup (11) and (12), we obtain a contradiction. This accomplishes the proof of Lemma 5.
In the following, we show there exists some v ∈ H 2 R 4 such that g ′ v (0) > 0. Indeed, after a direct calculation, we have
It can be shown this supremun could be attained by some Q ∈ H 2 (R 4 ), which must saitisfy (after a rescaling Q → µQ (λ·), see [5] ) the nonlinear equation
Set
The radially symmetric maximizing sequence for critical functional
Let {β k } be an increasing sequence which converges to 32π 2 . According to Lemma 5, we see that there exists a radial function sequence
It is not difficult to see that
In fact, for any given
It follows from Levi's lemma that
An easy computation shows that the Euler-Lagrange equation of u k is given by the following bi-harmonic equation in R 4 :
where
for any 1 ≤ p < ∞, by Lemma 36, we know u k ∈ C ∞ (R 4 ). Now, we give the following important observation.
Proof. We assume by contradiction that λ k → 0. Since exp t − 1 ≤ t exp t, we derive that
Hence
which is a contradiction. Now, we introduce the following
Extracting a subsequence and changing the sign of u k , we can always take a point x k ∈ R 4 such that
If c k is bounded from above, we have the following Lemma 9 If sup k c k < +∞, then one of the following holds.
(i) u = 0 and S (α) could be achieved by a radial function u ∈ H 2 (R 4 ),
Proof. If sup k c k < +∞, it follows from the standard elliptic estimates (see Lemma 36) that u k → u in C 3 loc (R 4 ). Then for any R > 0, we have
On the other hand, according to the radial lemma, we derive that
Similar as (9), we have
, and letũ(x) = u( x τ ), as we did in (10), we have
Since exp(32π 2 u 2 ) − 1 − 32π 2 u 2 > 0, we have τ = 1, and then
So, u is an extremal function. When u = 0, by (17) we know {u k } is a normalized vanishing sequence. Furthermore, by (18) , we get
In the following, we show that the second case of Lemma 9 will not happen.
Setting
we have the following
Proof. Recalling in the proof of Lemma 9, we have verified that if {u k } k is a radially symmetric normalized vanishing sequence, then
Next, we show that there exists a radially symmetric normalized vanishing sequence {v k } such that
Picking a smooth radially symmetric function η satisfying ∆η 2 = η 2 = 1 with a compact support. Let ω k be a function defined by ω k (x) = ρ 2 k η(ρ k x) for ρ k > 0, it is easy to check that ∆ω k 2 = ρ 2 k and ω k 2 = 1.
and letting lim k→∞ λ k = 0, we can verify that ω Hence, {ω k } k is a radially symmetric normalized vanishing sequence. Through the radial lemma and the definition of the normalized vanishing sequence, we have
which completes the proof.
Proposition 11 It holds that S > d nv .
Proof. For any v ∈ H 2 (R 4 ) and t > 0, we introduce a family of
for any p ≥ 2. Similar as that in Lemma 5, we can get
, which implies that S > d nv .
Blow up analysis
In this section, we are interested the blow-up case, that is,
the method of blow-up analysis will be used to analyze the asymptotic behavior of the radially maximizing sequence {u k } k . By the radial lemma, we have x k → 0 ∈ R 4 . We call 0 the blow-up point. Here and in the sequel, we do not distinguish sequence and subsequece, the reader can understand it from the context.
We claim that r 4 k converges to zero rapidly. Indeed we have for any γ < 32π 2 ,
provided s large enough, here we have used the Adams inequality in R 4 and (20) .
To understand the asymptotic behavior of u k near the blow-up point, we define three sequences of functions on R 4 , namely
Proof. From equation (15), the decay estimate of r k and the fact that φ k ≤ 1, we know that for any R > 0, and
The standard regularity theory gives for any R > 0, φ k (x) C 3,γ (BR(0)) are uniformly bounded with the respect to k. Through the
as k → ∞. Hence
for any R > 0.
Proof. It is obvious that v k solves the equation
is bounded in L p loc (R 4 ) for any p ≥ 1, by Lemma 36 we obtain that for some α > 0,
for any R > 0. On the other hand, by using Pizzetti's formula (see Lemma 33), we can derive
. Hence again by Lemma 36, we obtain that there exists some
By the Liouville theorem, we know that v must be a constant. This together with v(0) = 0 implies v(x) = 0.
The following lemma plays an important role in determining the limit behavior of ψ k (x). Furthermore, we have
Proof. For any R 0 > 0, we introduce a sequence of bi-harmonic functions u R0
By the elliptic estimates (see Lemma 35) and the radial lemma, we derive that
for some τ > 0.
Observe that u k − u R0 k satisfies the following equation
endowed with the norm f L(log L) α = BR 0 |f |(log α (2 + |f |))dx.
It is not difficult to check that f k ∈ L(log L) 1 2 (B R0 ). This together with Lemma 34 directly leads to
where · L (4/j,2) is the Lorentz norm. For the definition of Lorentz spaces and their basic properties, we refer the interested reader to [33] . After some computation, we obtain
Thanks to the Lorentz estimates of gradients (24) and some Hölder type inequality of O'Neil [33] , we know the term
For I 1 , by equation (15), we obtain
Using the above estimates, we conclude that BR 0
Carrying out the same procedure as in the proof of Lemma 6 of [30] , we have for any R > 0,
Combining (25) and (23), we derive by Lemma 13 that
On the other hand, we also have
From (26) and (27), we conclude that
Hence it follows that for any R > 0,
This accomplishes the proof. Now, we are in position to analyze the limite behavior of ψ k (x).
Proof. By equation (15), we see that ψ k satisfies the equation
According to Lemma 14, we know that
This together with the elliptic estimates (see Lemma 36) yields that ∆ψ k C 1,α ≤ c. As in Lemma 13, we know there exists some ψ ∈ C 3 (R 4 ) such that
with ψ satisfying the equation
By Fatou's lemma, we know
We now claim that ψ must take the form as
We argue this by contradiction. If ψ don't have the form as (28) , according to [20] (see also [29] ), there exists some a < 0 such that 
Furthermore, careful computations lead to
R 4 exp 64π 2 ψ (x) dx = R 4 1 1 + π √ 6 |x| 2 4 dx (setting t = π √ 6 |x| 2 ) = ω 3 4 ∞ 0 (1 + t) −4 d |x| 4 = 3ω 3 π 2 ∞ 0 (1 + t) −4 tdt = 3ω 3 π 2 · 1 6 = 1.
Bi-harmonic truncations
In the following, we will need some bi-harmonic truncations u M k which was studied in [11] . Roughly speaking, the value of truncations u M k is close to c k M in a small ball centered at x k , and coincides with u k outside the same ball. 
Proof. Since u k converges in L p (B 1 ) for any p > 1, by Lemma 16, we have
Testing (15) with u k − u M k , by Lemma 16, for any R > 0, we have
Letting R → ∞, we get
Observe that
by (30) and (29), we have
Hence the lemma is proved.
With the help of bi-harmonic truncations u M k , we can show the following result.
Corollary 19
We have, lim sup
for any δ > 0, and then
where δ 0 is the Dirac measure supported at 0.
Lemma 20
We have
Proof. Direct computations yield that
Taking some L such that u k ≤ 1 on R 4 \B L , then we have
In view of Lemma 18 and the Adams' inequality with the Navier boundary condition (see [39] ), we obtain Hence, we get
On the other hand, we get
Combining (32) and (33) , and letting M → 1, we conclude that
Now, we introduce the following quantities:
Lemma 21 It holds σ = 1.
Proof. For any M > 1 and R > 0, we have
By Lemma 18, we know that exp
for some p > 1, then we have
This implies that
(34) Similarly, we also have
(35) On the other hand, it is not hard to see that
Furthermore, by (4) of Lemma 16 and Lemma 20, we derive that
Therefore, combining (34)-(37), we get
Letting k → ∞, R → ∞ and M → 1, we derive that σ = 1.
Lemma 22 It holds τ = 1.
Proof. For any R > 0, similar to (36), we have
Letting M → 1, we conclude that τ = 1.
Asymptotic behavior of u k away from the blow-up point 0
In the following, we consider the asymptotic behavior of u k away from the blowup point 0.
We recall that the crucial tool in studying the regularity of higher order equations is the fundamental solution of the operator ∆ 2 + k 2 (k > 0). The fundamental solution Γ (x, y) for ∆ 2 + k 2 in R 4 is the solution of
We will need the following useful eatimates for Γ :
for all x, y ∈ R 4 , x = y with |x − y| → 0, and
for all x, y ∈ R 4 , with |x − y| → +∞. The above properties of Γ can be found in [12] .
Remark 24
It is quite difficult to prove c k u k W 2,r (R 4 ) ≤ c directly. But as we have showed the fact lim k→∞ c k b k = 1 in Lemma 22, we will prove this lemma by showing that b k u k W 2,r (R 4 ) ≤ c. We find it quite easy to obtain the desired result for b k u k .
Proof. Let η k be the solution of
By the representation formula, we have
Then, by Hörder's inequality, for any 1 < r < 2, we have
where i = 0, 1, 2. Applying Fubini's theorem, we get by (39) and (40) that
Let η k = b k u k , then η k satisfies
By (41), we have η k W 2,r (R 4 ) < c. This accomplishes the proof of Lemma 23.
Now, we will show that c k u k converges to some Green function.
Proof. Suppose supp ϕ ⊂ B ρ and we spit the integral as follows
For I k 1 , it follows that
Letting k → +∞ and L → +∞, we derive that lim k→∞ I k 1 = 0. For I k 2 , we have
Letting k → +∞ and L → +∞, we derive that lim k→∞ I k 2 = ϕ(0). For I k 3 , since exp(β k |u M k | 2 ) is bounded in L p (B ρ ) for some p > 1, choosing q > 1 sufficiently close to 1 and by Hölder's inequality, we derive that
Note that lim k→∞ c k λ k = 0, hence lim k→∞ I k 3 = 0. Combining (44), (45) and (46), we conclude that
where G is a Green function satisfying
Also, we have
where A is a constant depending on 0, ϕ (x) ∈ C 3 R 4 and ϕ (0) = 0. Moreover, we have
Proof. By Lemma 23, there exists a function G ∈ W 2,r R 4 such that c k u k ⇀ G weakly in W 2,r R 4 for any 1 < r < 2. For any s > 0, by (31), we know exp β k u 2 k is bounded in L p (B R \B s ), for any 0 < s < R. Notice that c k u k satisfies
Then the standard regularity theory gives
Fix r > 0, we choose some cutoff function φ ∈ C ∞ 0 (B 2r (0)) such that φ = 1 in B r (0), and let g (x) = G (x) + 1 8π 2 φ (x) ln |x| . Then a direct computation shows that
Since G ∈ W 2,s R 4 for any 1 < s < 2, we have f (x) ∈ L p loc R 4 for any p > 2. By the standard regularity theory, we get g (x) ∈ C 3 loc R 4 . Let A = g (0) and
Then we have
where A is constant depending on 0, ϕ (x) ∈ C 3 R 4 and ϕ (0) = 0. Then (47) follows directly from (48). Setting U k = c k u k , then U k satisfy:
Testing it with U k , we get
where v is the outer normal vector of ∂B δ (0). Then we have
It is known that the fundamental solution of ∆ 2 in R 4 is − 1 8π 2 ln |x|, and it
After some computation, we obtain
and
Plugging (51) 
and we are done.
The upper bound of Adams inequality for normalized concentration sequence
For any δ > 0, let u δ k ∈ C 4 B δ (x k ) be the unique solution of
From Lemma 35, we find that the behavior of u δ k is very similar to the constant u k (δ) in B δ (x k ), and we have the following properties of u δ k :
Lemma 27 Let u δ k be defined as in (53). For any x ∈ B δ (x k ), we have
Lemma 28
For any δ > 0, we have
Proof. For any δ > 0, by the definition of u δ k , we derive that
We now calculate I and II, respectively: using the divergence theorem twice, we get
Proof. By the results in [22, (5.23 )], we have lim sup
where A 0 is the value at 0 of the trace of the regular part of the Green functioñ G for the operator ∆ 2 . Actually, when the domain is a ball, by solving the corresponding ODE's, we havẽ
and the value at 0 of the trace of the regular part of G is 1 8π 2 log R − 1 8π 2 . Therefore we have lim sup
Lemma 30 If S (α) can not be attained, then
where A is the value at 0 of the trace of the regular part of the Green function G for the operator ∆ 2 + 1.
Proof. Setũ
.
By Lemma 26, we have
Thus we get
Combining (54) with Lemma 27 and Lemma 28, we obtain
Therefore, we havẽ
On the other hand, by Lemma 20, we have
Also, by (31) we get
Hence, we derive that
Now, we fix some L > 0, then for any x ∈ B Lr k (x k ) , we have
hence with the help of Lemma 27, we derive that
Thus we have
Letting δ → 0, we get S (α) ≤ π 2 6 exp 5 3 + 32π 2 A , and the proof is finished.
The test function
Let
where L, C, a, b are functions of ε (which will be defined later) such that i) ε = exp (−L), 1
and as [22] , one has
It is easy to check that
thus it follows that
Set R 4 |∆φ ε | 2 + |φ ε | 2 dx = 1 and direct computations yield that
then
For any x ∈ B Lε , by careful calculation, we also derive that
where we have used that fact that ϕ is a continuous function and ϕ (0) = 0. Therefore, combining (55) and (58), we derive that
Then we get
By (57), we know C 2 ∼ |ln ε|, which implies that
for ε small enough. This accomplishes the proof.
Nonexistence of extremals
In this section, we will show that when 32π 2 − α large enough, the supremum S (α) is not attained. For this aim, we will need the precise estimates for the best constants of Gagliardo-Nirenberg inequalities, the detailed proof is given in the Appendix.
By the Gagliardo-Nirenberg inequalities, we have
where B k is the best constant. We employ (60) to obtain that
when k is large enough. Thus, it follows that
Setting R 4 |∆u| 2 dx = t, we have
when k is large enough. Since the series
converges if t < 1 e , hence, there exists some constant c > 0 such that
2π · e k k t k → 0 as t → 0, there exists some t 0 such that for any t < t 0 , one has
Now we consider the case t ≥ t 0 . By Adams inequality, there exists some M > 0 such that
. Finally, we give the Proof of Theorem 4. We only need to show that if S (α 1 ) is attained, then for any α 1 < α 2 , S (α 2 ) is also attained.
For any α ∈ R, we denote by d nv (α) and d nc (α) for the upper bounds of Adams' inequality of the normalized vanishing sequences and the normalized concentration sequences, respectively. It is easy to check the following facts: d nc (α 1 ) = d nc (α 2 ) , d nv (α 1 ) − d nv (α 2 ) = α 2 − α 1 , for any α 1 < α 2 . Since S (α 1 ) is attained, we have S (α 1 ) ≥ max {d nv (α 1 ) , d nc (α 1 )} .
On the other hand, by (59), we know that S (α) > d nc (α) , for any α ∈ R,
thus, we have S (α 1 ) ≥ d nv (α 1 ) .
Now, we show that S (α 2 ) ≥ d nv (α 2 ). Indeed, since S (α 1 ) is attained by someū ∈ H 2 R 4 \ {0} satisfying ū H 2 (R 4 ) = 1, that is,
where G (ū) = R 4 exp 32π 2 |ū| 2 − 1 − 32π 2 |ū| 2 dx. By (62) and the fact that R 4ū 2 dx < 1, we have
Combining (61) and (63), we have S (α 2 ) > max {d nv (α 2 ) , d nc (α 2 )}, and then S (α 2 ) is attained.
6 Appendix. 6 .1 Estimates for sharp constants of Gagliardo-Nirenberg inequalities According to the definitions of B j and C j , we derive that B j = C j j j j (j−1) j−1 . Next, we turn to the estimate of sharp constants C j . Through Fourier transform and duality, it is easy to check that 
On the other hand, for any t > 1, define A t = t 
which together with (64) yields that
and the proof is finished. Similarly, If f ∈ C k−2m,γ (Ω) and u is a weak solution of (−∆) m u = f in Ω, then u ∈ C k,γ loc (Ω), and for any open set V ⊂⊂ Ω, then there exists a constant C = C(k, p, V, Ω) such that u C k,p (V ) ≤ C( f C k−2m,γ (Ω) + u L 1 (Ω) ).
Some useful elliptic estimates
