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Abstract
We study a stochastic control problem on a bounded domain, which arises from a continuous-
time optimal management model. Via the corresponding Hamilton-Jacobi-Bellman equation
the value function is shown to be jointly continuous and to satisfy the Dynamic Programming
Principle. These properties directly lead to the conclusion that the value function is a viscosity
solution to the Hamilton-Jacobi-Bellman equation. Uniqueness of the solution is then also
established.
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1 Introduction
Stochastic representation formulas establish natural connections between the study of stochastic
processes, and partial differential equations (PDEs). Most notably, the dynamic programming
principle and the theory of regular and viscosity solutions establish rigorous connection between
stochastic optimal control problems and fully nonlinear Hamilton-Jacobi-Bellman (HJB) equations.
Thus, value functions of optimal control problems are identified as regular or viscosity solutions
to the associated HJB equations and, in particular, provide stochastic representations to those
solutions. Such techniques found applications in many areas, such as finance, economics, physics,
biology, and engineering. Various results on regular and viscosity solutions to HJB and Isaacs
PDEs in bounded and unbounded domains and their associated stochastic control problems can be
found, for instance, in [2], [12], [13], [18], [19], [25], [27], [29], [30], [31], [33], [36], [37], [38], [39],
[40], and the references therein. The literature on the subject is huge.
In this paper, we consider a stochastic control problem on a bounded domain, arising from
an optimal management model. We would like to emphasize that, although some components of
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our model (e.g., the value process of the underlying project) are similar to those of [14] in which
a dynamic principal-agent model is introduced and investigated, our optimal control problem is
different from the classical principal-agent problem as studied, for example, in [8], [9] and [26]. In
particular, there is no dynamic contracting structure in our model, and the manager takes charge
of all control variables. Our main focus is to identify the value function of our stochastic control
problem as the unique viscosity solution to the Dirichlet terminal-boundary value problem for the
associated degenerate HJB equation in a bounded domain. This is a classical problem which is
very technical and whose full details are often omitted or overlooked, especially for problems in
bounded domains. Our method is similar to that of [12]. We establish the joint continuity of the
value function as well as the dynamic programming principle, from which the value function can
be directly verified to be a viscosity solution to the associated HJB equation. We also establish
the comparison principle for the HJB equation using the well-known Ishii’s lemma. The main
difficulties come from the fact that we are dealing with a degenerate HJB equation on a bounded
region. The degeneracy of the HJB equation is tackled by approximating our PDE by equations
which are non-degenerate, have more regular coefficients, and are considered on slightly smaller
domains with smooth boundaries. Such equations have classical solutions which can be identified
as value functions of associated optimal control problems. We then pass to the limits with various
approximations. The bounded region forces a lot of technical estimates involving the analysis of the
behavior of stochastic processes and their exit times. We remark that making the HJB equation
non-degenerate by adding a small Laplacian term to the equation corresponds to the introduction
of another independent Wiener process on the level of the stochastic control problem, and hence
to possible enlargement of the reference probability space.
The present paper is organized as follows. Section 2 provides a brief review of the literature on
stochastic control and viscosity solutions. In Section 3, we state the optimal management model,
and formulate the stochastic control problem and the corresponding HJB equation. Section 4
and Section 5 contain the main results of the manuscript. In Section 4, we first prove the joint
continuity of the value function and establish the Dynamic Programming Principle. We then verify
that the value function is indeed a viscosity solution of the HJB equation with terminal/boundary
condition. Finally, in Section 5, we establish the uniqueness of the viscosity solution of the HJB
equation under polynomial growth.
Acknowledgement: It is a pleasure to thank A. Subramanian who introduced us to [14] and A.
Swiech for discussions, bibliographical help, and setting us straight.
2 A Brief Literature Survey
Our study is mainly concerned with stochastic control and viscosity solutions. Many authors have
introduced different notions of generalized solutions in order to prove that the value function is
a solution of the corresponding HJB equation. Kruˇzkov [20]−[24] built a systematic theory for
first-order Hamilton-Jacobi (HJ) equations with smooth and convex Hamiltonians. Fleming [10]-
[11] independently introduced the vanishing of viscosity, combined with the differential games
techniques, to study the HJ equation. Clarke and Vinter [3] used Clarke’s notion of generalized
gradients to introduce generalized solutions of the HJB equations. In that framework, the HJB
equation can have more than one solution, and the value function is one of them. However,
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generalized gradients may not be readily used to solve second-order HJB equations corresponding
to stochastic problems. A survey of HJB equations is presented in [1].
In the early 1980s, Crandall and Lions [7] introduced the notion of viscosity solution for first-
order HJB equations. The first treatment of viscosity solutions of second-order dynamic program-
ming equations was then given by Lions [27]-[29], who investigated the degenerate second-order
HJB equation using a Feynman-Kac-type technique, and represented solutions as value functions
of some stochastic control problems. For general second-order equations which are not necessarily
dynamic programming equations, this technique is no longer appropriate. Jensen [16] first proved a
uniqueness result for a general second-order equation, in which semiconvex and concave approxima-
tions of a function are given by using the distance to the graph of this function. Another important
step in the development of the second-order problems is Ishii’s Lemma (cf. [15]). Since then the
theory of second-order equations has seen great progress. In particular, the analytical results of
Crandall and Ishii [5] have been used in almost all comparison results. We refer to the survey
article [6] for more detailed information. Fleming and Soner [12] provided a rigorous approach to
the control theory of Markov diffusion processes. Specifically, when uniform ellipticity is satisfied,
the value function is shown to be a classical solution of the corresponding second-order HJB equa-
tion. When uniform ellipticity is abandoned, a systematic analysis of the value function is provided
and a strong version of the dynamic programming principle is established, reducing the problem to
the uniformly elliptic case. Similar results are summarized and developed in [39] via independent
approaches. Viscosity solutions to HJB integro-PDEs and their stochastic representation formulas
as value functions of the associated stochastic optimal control problems were originally investigated
by Soner [34], [35]. Stochastic optimal control of jump-diffusion processes and various results on
the associated HJB equations are discussed in [32].
3 Basic Settings and Preliminary Results
3.1 The Optimal Management Model
Throughout this paper, let T > 0 be a fixed terminal time. In our model, a risk-neutral manager
with capital carries out a project with a group of collaborators on the finite horizon [0, T ]; the
manager and his group being referred to as “the team”. The project can potentially generate value
through capital investments from the manager and human effort investments from the team. The
key variable in the model is the project’s terminal value process V := (Vt)t∈[0,T ]. The incremental
termination value dVt, i.e., the change in the termination value over the infinitesimal period [t, t+dt],
is the sum of a base output which is unaffected by the actions of the team, and a discretionary
output which depends on the manager’s capital investments and the team’s efforts.
More precisely, let (Ω,F ,P) be a complete probability space, where P is the market probability
measure. Let W := (Wt)t∈[0,T ] be a standard Brownian motion on (Ω,F ,P), and let FT :=
(Ft)t∈[0,T ] be the augmented filtration generated by W . Let Ξ := (Ξt)t∈[0,T ], L := (Lt)t∈[0,T ], and
C := (Ct)t∈[0,T ] be FT -progressively measurable processes, describing respectively the manager’s
investments, the team’s efforts, and the project’s consumptions over time. Throughout this article,
we assume that (Ξ, L,C) takes value in a compact set U := [0,N ] × [0,L ] × [0,C ], where N ,
L , and C are positive constants. Intuitively, N represents the maximal capital investment the
manager can afford, L represents the maximal effort the team can make, and C represents the
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maximal possible consumptions of the project.
The following construction of the value process V is similar to [14]. Let Θ := (Θt)t∈[0,T ] be a
diffusion process representing the intrinsic quality of the underlying project. Under P, Θ is assumed
to evolve as:
dΘt = ϑ(t) dt+ σ(t) dWt,
where ϑ and σ are respectively the deterministic drift and volatility function, with σ(t) > 0 for all
t ∈ [0, T ]. The value process of the project, under P, is then defined as
Vt = ̺W (t), t ∈ [0, T ],
where ̺2 is the intrinsic risk of the project with ̺ > 0. Respectively define Z := (Zt)t∈[0,T ] and
B := (Bt)t∈[0,T ] via:
Zt := exp
(∫ t
0
(
Θs+AΞ
α
sL
β
s−Cs
)
̺−1dWs − 1
2
∫ t
0
(
Θs+AΞ
α
sL
β
s−Cs
)2
̺−2ds
)
, t ∈ [0, T ], (3.1)
Bt := Wt −
∫ t
0
(
Θs +AΞ
α
sL
β
s − Cs
)
̺−1 ds, t ∈ [0, T ],
where Φ(ξ, ℓ) := Aξαℓβ is the Cobb-Douglas production function (cf. [4]) with α > 0 and β > 0.
By Girsanov’s Theorem1, under the new probability measure Q, with
dQ|
Ft
dP|
Ft
= Zt, t ∈ [0, T ], (3.2)
B is a standard Brownian motion. The new probability measure Q represents the manager’s belief
towards the market. Moreover, under Q, the value process V evolves as:
dVt =
(
Θt +AΞ
α
t L
β
t − Ct
)
dt+ ̺dB(t)
= Θt dt+ ̺ dBt︸ ︷︷ ︸
base output
+(Φ(Ξt, Lt)− Ct) dt︸ ︷︷ ︸
discretionary output
. (3.3)
As in [14], the value process V is only accessible to the manager under Q in the form of (3.3).
Let P := (Pt)t∈[0,T ] be the payoff process to the manager and the collaborators. Assume that
the team has a minimal payoff tolerance R > 0. The project is feasible at time t ∈ [0, T ] if the
team is guaranteed the minimal payoff R at time t, i.e., Pt > R. In the sequel, we will model P as
a diffusion process under Q (and thus under P) whose drift and volatility depend on the manager’s
investment, the efforts of the team, and the consumptions of the project. Moreover, the project is
assumed to incur a disutility of the team’s effort. The rate of disutility from the team’s effort in
the period [t, t+dt] is modeled as κLγt dt with κ > 0 and γ > 0. Hence, if the project is terminated
at time τ , where τ is an (Ft)t∈[0,T ]-stopping time (see (3.11) for the exact definition of the random
terminal time), then the manager’s expected utility is given by
EQ
(∫ τ
0
κLγt dt− Pτ
)
= EP
(∫ τ
0
κLγt Zt dt− PτZτ
)
. (3.4)
Our goal is now to find an optimal triplet (Ξ, L,C) which minimizes (3.4).
1We will add requirements on Θ so that the Novikov condition holds true, see Remark 3.1 below.
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3.2 The Stochastic Control Problem
Let us first reiterate our setting. Let (Ω,F , (Ft)t∈[0,T ],P) be a complete filtered probability space,
on which a standard Brownian motion W = (Wt)t∈[0,T ] is defined. Here (Ft)t∈[0,T ] is the complete
augmented filtration generated by W , and it thus satisfies the usual conditions. Let U = [0,N ]×
[0,L ]× [0,C ] be the control domain with N > 0, L > 0 and C > 0, and let
U [0, T ] := {U = (Ξ, L,C) : [0, T ] ×Ω→ U ; (Ut)t∈[0,T ] is (Ft)t∈[0,T ] − progressively measurable} .
Let O := (R,∞) × (0,∞) × (−H,H) with R > 0 and H > 0. On O, we consider the following
SDE system for X := (Xt)t∈[0,T ], where Xt := (Pt, Zt,Θt)
T , t ∈ [0, T ], under the control process
U = (Ξ, L,C) ∈ U [0, T ]:
dPt = b (t, Pt,Ξt, Lt, Ct) dt+Σ(t, Pt,Ξt, Lt, Ct) dWt (3.5)
dZt = −̺−1Zt
(
Θt +AΞ
α
t L
β
t −Ct
)
dWt (3.6)
dΘt = ϑ(t) ζH(Θt) dt+ σ(t) ζH(Θt) dWt, (3.7)
with initial condition
X0 = x := (p, z, θ) ∈ O , (3.8)
where b,Σ : [0, T ]×R×U → R and ϑ, σ : [0, T ]×R are Borel-measurable functions, where ̺, A, α,
and β are positive constants, and where, as usual, O is the closure of O. Moreover, ζH : R→ [0, 1]
is a deterministic C2 function such that
ζH(θ) = 0, for |θ| ≥ H + 1; ζH(θ) = 1, for |θ| ≤ H.
Remark 3.1. The choice of ζ above ensures the boundedness of the process Θ, which, in turn,
ensures the validity of the Novikov condition for Z, so that the Girsanov change of measure (3.2)
is valid.
In what follows, we will use Pt,x and Et,x to respectively denote the probability and the expec-
tation with respect to the initial data x ∈ O starting at time t ∈ [0, T ]. When t = 0, we will omit
the superscript t. For simplicity of notations, with x = (p, z, θ) ∈ O and u = (ξ, ℓ, c) ∈ U , let now
~f(s, x, u) := (b(s, p, u), 0, ϑ(s) ζH(θ))
T ,
~σ(s, x, u) :=
(
Σ(s, p, u),−̺−1z
(
θ +Aξαℓβ − c
)
, σ(t)ζH (θ)
)T
,
~a(s, x, u) := ~σ(s, x, u)~σT (s, x, u),
L(x, u) := κℓγz.
Using the above notations, the state equations (3.5)-(3.7) can be rewritten as
dXt = ~f(t,Xt, Ut) dt+ ~σ(t,Xt, Ut) dWt. (3.9)
For any U ∈ U [0, T ] and any x ∈ O, define the cost function
J(x;U) := Ex
(∫ τ
0
L(Xt, Ut) dt− PτZτ
)
, (3.10)
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where κ > 0 and γ > 0 are constants, and where
τ = τ(x;U) := inf {t ∈ [0, T ] : Xt 6∈ O, X0 = x} ∧ T, (3.11)
with the convention inf(∅) = +∞.
Problem (SC). Minimize (3.10) over U [0, T ]. That is, for each fixed x ∈ O , find U∗ = U∗(x) ∈
U [0, T ], such that
J(x;U∗) = inf
U∈U [0,T ]
J(x;U).
Remark 3.2. To search for the optimal control, we consider the weak formulation of the above
stochastic control problem. The idea of studying a weak formulation stems from deterministic
control problems, in which one needs to consider a family of optimization problems with different
initial times and states. In the stochastic setting, in order to get deterministic initial condition on
different initial time, we need to consider conditional probability spaces.
For any fixed s ∈ [0, T ], let P[s,T ] denote the collection of all five-tuples stochastic systems
ν :=
(
Ω,F , (Ft)t∈[s,T ],P, (Wt)t∈[s,T ]
)
, satisfying the following two conditions:
• (Ω,F , (Ft)t∈[s,T ],P) is a complete filtered probability space;
• (Wt)t∈[s,T ] is a standard Brownian motion with respect to (Ft)t∈[s,T ], defined on (Ω,F ,P),
with Ws = 0, P-a. s..
For any ν ∈ P[s,T ], let
Uν [s, T ] :=
{
U : [s, T ]×Ω→ U : U is (Ft)t∈[s,T ] − progressively measurable
}
.
For (s, x) ∈ [0, T ]× O , ν ∈ P[s,T ], consider the state equation (3.9) with initial condition
Xs = x = (p, z, θ). (3.12)
For any U = (Ξ, L,C) ∈ Uν [s, T ], let
Jν(s, x, U) := E
s,x
(∫ τO
s
L(Xt, Ut) dt− PτOZτO
)
, (3.13)
Vν(s, x) := inf
U∈Uν [s,T ]
Jν(s, x, U), (3.14)
V (s, x) := inf
ν∈P[s,T ]
Vν(s, x), (3.15)
where
τO = τO(s, x;U) := inf{t ≥ s : Xt 6∈ O, Xs = x} ∧ T.
Problem (SC’). Given any (s, x) ∈ [0, T ] × O , minimize (3.13) over all U ∈ Uν [s, T ] and all
ν ∈ P[s,T ]. That is, find a five-tuples ν∗ ∈ P[s,T ] and U∗ ∈ Uν∗ [s, T ], such that
Jν(s, x, U
∗) = V (s, x).
Throughout this manuscript, various technical assumptions will be in order.
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Assumption 3.3. The following standard assumptions are made on the coefficients of the state
equations (3.5)−(3.7).
(i) There exists a constant K > 0, such that for any (ξ, ℓ, c) ∈ U , p, p˜ ∈ [R,∞) and any t ∈ [0, T ],
|b(t, p, ξ, ℓ, c) − b(t, p˜, ξ, ℓ, c)| + |Σ(t, p, ξ, ℓ, c) − Σ(t, p˜, ξ, ℓ, c)| ≤ K|p− p˜|,
|b(t, p, ξ, ℓ, c)| + |Σ(t, p, ξ, ℓ, c)| ≤ K(1 + p).
(ii) b and Σ are continuous on [0, T ]× [R,∞)×U .
(iii) For any fixed (ξ, ℓ, c) ∈ U , b(·, ·, ξ, ℓ, c), σ(·, ·, ξ, ℓ, c) ∈ C1,2(R+ × [R,∞)).
(iv) ϑ, σ ∈ C1([0, T ]).
Assumption 3.4. There exists a function ψ : R+ → R+, right-differentiable at the origin with
ψ(0) = ψ′+(0) = 0 (where ψ
′
+(0) denotes the right derivative of ψ at 0), which is non-decreasing in a
neighborhood of the origin and such that, for any ε > 0, any (s, x) ∈ [0, T ]×O with dist(x, ∂O \{z =
0}) ≤ ε, ν ∈ P[s,T ], U ∈ Uν [s, T ],
Es,x (τO) ≤ ψ(ε).
Remark 3.5. Assumption 3.3−(i) and (iv) ensure the existence of a unique strong solution to
the SDE (3.5), while (ii)−(iv) of Assumption 3.3 and Assumption 3.4 are technical conditions for
later proofs. Specifically, Assumption 3.3−(ii), (iii), and (iv) are essential to prove the existence
of smooth solutions to the HJB equation when uniform ellipticity is valid, and Assumption 3.4 is
used to approximate the value function by smooth solutions to uniformly elliptic HJB equations.
Before moving forward, we first verify that the expectation in (3.13) is finite, making the problem
well defined.
Lemma 3.6. Under Assumption 3.3−(i) and (iv), for any (s, x) ∈ [0, T ]×O, any ν ∈ P[s,T ], and
any U ∈ Uν [s, T ], there exists a constant K˜ > 0, which depends on K, κ, L , C , N , A, α, β, γ, ̺
and T , such that
|Jν(s, x, U)| ≤ K˜
(
1 + z + z2 + p2
)
,
where x = (p, z, θ). In particular, (3.13)-(3.15) are well defined.
Proof: Given any (s, x) ∈ OT with x = (p, z, θ), ν ∈ P[s,T ] and U ∈ Uν [s, T ], and since (Zt)t∈[s,T ]
is a P-martingale with respect to (Ft)t∈[s,T ],
|Jν(s, x, U)| ≤ Es,x
(∫ T
s
κLγt Zt dt
)
+ Es,x
(
PτOZτO
)
≤ κL γzT + Es,x
(
PτOZτO
)
. (3.16)
With the help of Assumption 3.3−(i) as well as (D.5) in [12],
Es,x
(
P 2τO
) ≤ Es,x(( sup
t∈[s,T ]
|Pt|
)2)
≤ K1
(
1 + p2
)
eK1T , (3.17)
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where K1 > 0 is a constant depending on K and T . Moreover, since for any t ∈ [s, T ],
Es,x
(
Z2t
) ≤ 2z2 + 2̺−2 ∫ t
s
Es,x
[
Z2r
(
Θr +AΞ
α
rL
β
r − Cr
)2]
dr
≤ 2z2 + 2
(
H + 1 +AN αL β + C
)2
̺−2
∫ t
s
Es,x
(
Z2r
)
dr,
and so by Gronwall’s Inequality,
Es,x
(
Z2t
) ≤ 2z2(1 + exp(2(H + 1 +AN αL β + C)2 ̺−2T)) .
Therefore,
Es,x
(
Z2τO
) ≤ 2z2 + 2̺−2 ∫ T
s
Es,x
[
Z2r
(
Θr +AΞ
α
rL
β
r − Cr
)2]
dr
≤ 2z2 + 2̺−2
(
H + 1 +AN αL β + C
)2 ∫ T
s
Es,x
(
Z2r
)
dr
≤ 2z2 + 4z
2T
̺2
(
H+1+AN αL β+C
)2(
1+exp
(
2T
̺2
(
H+1+AN αL β+C
)2))
. (3.18)
Combining (3.16), (3.17), and (3.18) completes the proof. 
3.3 The HJB Equation and Viscosity Solutions
Let S n be the set of all n × n symmetric matrices, equipped with its usual order. That is, for
G1, G2 ∈ S n, G1 ≤ G2 if and only if G2−G1 is non-negative definite. Let S n+ ⊆ S n be the subset
of nonnegative-definite n × n matrices. For s ∈ [0, T ], x = (p, z, θ) ∈ O and u = (ξ, ℓ, c) ∈ U ,
M ∈ S 3+ and y ∈ R3, define the Hamiltonian
H(s, x, y,M) = sup
u∈U
(
−~f(s, x, u) · y − 1
2
tr (~a(s, x, u)M) − L(x, u)
)
.
The HJB equation associated with the stochastic control problem (3.13)-(3.15) is
−∂V
∂s
+H(s, x,DxV,D2xV ) = 0, (s, x) ∈ QT := [0, T )× O, (3.19)
with terminal/boundary condition
V (s, x) = −pz, (s, x) ∈ ∂∗QT := ([0, T ]× ∂O) ∪ ({T} × O) . (3.20)
By standard stochastic control theory, the value function (3.15) is expected to be a classical
solution of the HJB equation (3.19) with terminal/boundary condition (3.20), provided that the
following uniformly elliptic condition holds: there exists a constant λ0 > 0, such that
3∑
i,j=1
aij(s, x, u)wiwj ≥ λ0|w|2, for all (s, x) ∈ QT , u ∈ U , w ∈ R3. (3.21)
Unfortunately, our stochastic control system does not satisfy (3.21). In particular, the matrix
~a(t, x, u) is not even positive definite. Hence, we can only connect our value function with the HJB
equation via a viscosity solution. Throughout, let C(QT ) be the set of continuous functions on
QT , and let C
1,2(QT ) be the set of all functions f whose partial derivatives (∂f/∂t), (∂f/∂xi),
(∂f/∂xi∂xj) exist and are continuous on QT . Now, recall (cf. [12, Definition II.4.1]):
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Definition 3.7. A function v ∈ C(QT ) is called a viscosity subsolution to (3.19) with terminal
condition (3.20) if,
v(s, x) ≤ −pz, for any (s, x) ∈ ∂∗QT , (3.22)
and if, for any ϕ ∈ C1,2(QT ) such that v − ϕ attains a local maximum at some (s¯, x¯) ∈ QT ,
−ϕs(s¯, x¯) +H (s¯, x¯,Dxϕ(s¯, x¯),Dxxϕ(s¯, x¯)) ≤ 0.
Similarly, a function v ∈ C(QT ) is called a viscosity supersolution of (3.19) with terminal condition
(3.20) if,
v(s, x) ≥ −pz, for any (s, x) ∈ ∂∗QT , (3.23)
and if, for any ϕ ∈ C1,2(QT ) such that v − ϕ attains a local minimum at some (s¯, x¯) ∈ QT ,
−ϕs(s¯, x¯) +H (s¯, x¯,Dxϕ(s¯, x¯),Dxxϕ(s¯, x¯)) ≥ 0.
v is called a viscosity solution to (3.19) with terminal condition (3.20) if it is both a viscosity
subsolution and a viscosity supersolution.
In studying viscosity solutions of a second-order parabolic HJB equation, an equivalent definition
in terms of second-order sub-differentials and super-differentials is useful (cf. [6, Section 8] and [12,
Definition V.4.1 & V.4.2]).
Definition 3.8. Let v ∈ C(QT ).
(i) The set of (parabolic) second-order super-differentials of v at (s, x) ∈ QT is
D(1,2)+ v(s, x) :=
{
(q, r,G)∈R×R3×S 3 :v(s+h, x+y)−v(s, x)≤qh+r ·y+1
2
y ·Gy+o(|h|+|y|2)
}
.
(ii) The set of (parabolic) second-order sub-differentials of v at (t, x) ∈ QT is
D(1,2)− v(s, x) :=−D(1,2)+ (−v)(s, x)
=
{
(q, r,G)∈R×R3×S 3 :v(s+h, x+y)−v(s, x)≥qh+r ·y+1
2
y ·Gy+o(|h|+|y|2)
}
.
(iii) The closure of the set of sub- and super-differentials of v at (t, x) ∈ QT are
D(1,2)± v(s, x) :=
{
(q, r,G) ∈ R×R3 ×S 3 : ∃(sn, xn) ∈ QT , (qn, rn, Gn) ∈ D(1,2)± v(sn, xn),
lim
n→∞
(sn, xn) = (s, x), lim
n→∞
(qn, rn, Gn) = (q, r,G)
}
.
It follows from Definition 3.8 that, if ϕ ∈ C1,2(QT ), then
D(1,2)± (v − ϕ)(s, x) =
{
(q − ϕs(s, x), r −Dxϕ(s, x), G −Dxxϕ(s, x)) : (q, r,G) ∈ D(1,2)± v(s, x))
}
.
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The same statement holds for D(1,2)± . Moreover, the characterizations of the second-order sub and
superdifferentials in Definition 3.8 yield
−q +H(s, x, r,G) ≤ 0, for any (q, r,G) ∈ D(1,2)+ v(s, x), (3.24)
−q +H(s, x, r,G) ≥ 0, for any (q, r,G) ∈ D(1,2)− v(s, x). (3.25)
The above inequalities form an equivalent requirement for viscosity sub- and super-solutions. To-
wards obtaining this equivalence, we start by stating the following lemma whose proof can be found
in [12, Lemma V.4.1].
Lemma 3.9. Let v ∈ C(QT ), and let (s, x) ∈ QT . Then, (q, r,G) ∈ D(1,2)+ v(s, x) if and only if
there exists v˜ ∈ C1,2(QT ), such that
(v˜s(s, x),Dxv˜(s, x),Dxxv˜(s, x)) = (q, r,G), (3.26)
such that v− v˜ attains its maximum at (s, x). Similarly, (q, r,G) ∈ D(1,2)− v(s, x) if and only if there
exists vˆ ∈ C1,2(QT ) satisfying (3.26), such that v − vˆ attains its minimum at (s, x).
An immediate corollary to the above result is the following equivalent definition of viscosity so-
lution for the (second-order) HJB equation (3.19) with boundary/terminal condition (3.20) (cf. [12,
Proposition 4.1]).
Proposition 3.10. v ∈ C(QT ) is a viscosity subsolution of (3.19) with terminal/boundary condi-
tion (3.20) if and only if (3.24) holds for all (t, x) ∈ QT , and (3.22) holds for all (t, x) ∈ ∂∗QT .
Similarly, v ∈ C(QT ) is a viscosity supersolution of (3.19) with terminal/boundary condition (3.20)
if and only if (3.24) holds for all (t, x) ∈ QT , and (3.23) holds for all (t, x) ∈ ∂∗QT .
4 Existence of Viscosity Solution
The main goal of the section is to verify that the value function V , as given in (3.15), is indeed a
viscosity solution of the HJB equation (3.19) with terminal/boundary condition (3.20). The proof
will proceed in three steps. In Section 4.1, we first justify the joint continuity of the value function.
In Section 4.2, we investigate the so-called Dynamic Programming Principle for the value function.
The main difficulty in both sections stems from that, for different time values t, the value function
V is defined based on different probability spaces. Therefore, one cannot prove the joint continuity
or the Dynamic Programming Principle by direct estimations of expectations. Finally, in Section
4.3, based on the joint continuity and the Dynamic Programming Principle, the value function is
shown to satisfy Definition 3.7.
4.1 Continuity of the Value Function
The main tool in verifying the joint continuity of the value function (3.15) is a perturbation method
similar to [12, Lemma IV.7.1 & Theorem IV.7.2]. More precisely, we will approximate the HJB
equation (3.19) by adding a small perturbation so that the uniform ellipticity (3.21) is satisfied.
Moreover, we will restrict the domain of the state equation to a compact subspace on which the
perturbed HJB equation has a unique classical solution. The value function (3.15) will then be
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identified as the uniform limit, over all possible controls, of this classical solution by taking the
perturbation to zero and the bounded domain to the original half-unbounded domain. Note, how-
ever, that our stochastic control problem lies on a half-unbounded domain O, rather than the whole
Euclidean space as in [12, Section IV.7], and thus the exit time τ is considered in (3.13) instead of
the terminal time T , which greatly increases the difficulty in the perturbation method.
Before stating the main theorem of this section, we first introduce some notations and one extra
technical assumption. For any ρ > R, let (R, ρ)× (ρ−1, ρ)× (−H + ρ−1,H − ρ−1) ⊂ Oρ ⊂ O, such
that ∂Oρ ∈ C3(R3) and that Oρ is increasing in ρ. Then as ρ → ∞, Oρ ↑ O. Let αρ : O → [0, 1]
be such that αρ ∈ C∞(O), αρ(x) = 1 for x ∈ Oρ, and that αρ(x) = 0 for x ∈ O \ Oρ+1. Also, for
s ∈ [0, T ], x = (p, z, θ) ∈ O and u = (ξ, ℓ, c) ∈ U , denote
~fρ(s, x, u) := ~f(s, x, u)αρ(x), ~σρ(s, x, u) := ~σ(s, x, u)αρ(x), Lρ(x, u) := L(x, u)αρ(x).
Next, for any fixed s ∈ [0, T ], let P˜[s,T ] denote the collection of all six-tuple stochastic systems
µ := (Ω,F , (Ft)t∈[s,T ],P,W, W˜ ), where
• (Ω,F , (Ft)t∈[s,T ],P) is a complete filtered probability space;
• W := (Wt)t∈[s,T ] is a one-dimensional standard Brownian motion with Ws = 0, P-a. s.;
• W˜ := (W˜t)t∈[s,T ] is a three-dimensional standard Brownian motion, independent of W , with
W˜s = 0, P-a. s..
Under each µ ∈ P˜[s,T ], let Vµ[s, T ] be the collection of progressively measurable processes on
Ω× [s, T ], taking values in U .
Fix ǫ > 0, for any µ ∈ P˜[s,T ], any U = (Ut)t∈[s,T ] ∈ Vµ[s, T ], and any n ∈ N, consider the state
equation for X(ρ,n) = (X
(ρ,n)
t )t∈[s,T ], where X
(ρ,n)
t := (P
(ρ,n)
t , Z
(ρ,n)
t ,Θ
(ρ,n)
t ), t ∈ [s, T ],
dX
(ρ,n)
t =
~fρ
(
t,X
(ρ,n)
t , Ut
)
dt+ ~σρ
(
t,X
(ρ,n)
t , Ut
)
dWt + ǫ
nI3 dW˜t, (4.1)
with initial condition X
(ρ,n)
s = x, where I3 denote the 3× 3 identity matrix. Also, let
J (n)ρ,µ (s, x;U) := E
s,x
(∫ τρ,n
s
Lρ
(
X
(ρ,n)
t , Ut
)
dt− P (ρ,n)τρ,n Z(ρ,n)τρ,n
)
, (4.2)
V (n)ρ,µ (s, x) := inf
U∈Vµ[s,T ]
J (n)ρ,µ (s, x;U), (4.3)
V (n)ρ (s, x) := inf
µ∈P˜[s,T ]
V (n)ρ,µ (s, x), (4.4)
where
τρ,n := τρ,n(s, x) = inf
{
t ≥ s : X(ρ,n)t /∈ Oρ, X(ρ,n)s = x
}
∧ T.
Remark 4.1. Above, V
(n)
ρ,µ (s, y) is defined on a six-tuple stochastic system µ instead of on a five-
tuple stochastic system ν, where Vν (see (3.14)) is defined. However, given µ = (Ω,F , (Ft)t∈[s,T ],P,W, W˜ ),
by setting ν = (Ω,F , (Ft)t∈[s,T ],P,W ), any U ∈ Vµ[s, T ] is also in Uν [s, T ]. On the other hand,
11
given a five-tuple ν ∈ P[s,T ], consider another three five-tuples νi = (Ωi,F (i), (F (i)t )t∈[s,T ],Pi,W (i)),
i = 1, 2, 3. For (ω, ω1, ω2, ω3) ∈ Ω̂ := Ω× Ω1 × Ω2 × Ω3, set
Ŵt(ω, ω1, ω2, ω3) =Wt(ω), W˜t(ω, ω1, ω2, ω3) =
(
W
(1)
t (ω1),W
(2)
t (ω2),W
(3)
t (ω3)
)T
.
Hence,
µˆ :=
Ω̂,F ⊗( 3⊗
i=1
F
(i)
)
,
(
Ft ⊗
(
3⊗
i=1
F
(i)
t
))
t∈[s,T ]
,P⊗
(
3⊗
i=1
Pi
)
, Ŵ , W˜
 ,
is an element in P˜[s,T ]. Thus, any U ∈ Uν [s, T ] can also be regarded as an element in Vµˆ[s, T ].
To proceed to the proof of the main theorem, we need the following technical assumption, which
is the analog of Assumption 3.4 for X(ρ,n).
Assumption 4.2. Let ψ be as in Assumption 3.4. For any ρ > R, ε > 0, any (s, x) ∈ [0, T ]× Oρ
with dist(x, ∂Oρ) ≤ ε, any µ ∈ P˜[s,T ], U ∈ Vµ[s, T ], and n ∈ N,
Es,x (τρ,n) ≤ ψ(ε).
Next, the HJB equation associated with (4.2)-(4.4) is
−∂V
(n)
ρ
∂s
+H(n)ρ
(
s, x,DxV
(n)
ρ ,D
2
xV
(n)
ρ
)
= 0, (s, x) ∈ Qρ,T := [0, T )× Oρ, (4.5)
with terminal/boundary condition
V (n)ρ (s, x) = −pz, (s, x) ∈ ∂∗Qρ,T , (4.6)
where, for M ∈ S 3+ and y ∈ R3,
H(n)ρ (s, x, y,M) := sup
u∈U
(
−~fρ(t, x, u) · y − 1
2
tr(~a(n)ρ (s, x, u)M)− Lρ(x, u)
)
,
and where ~a
(n)
ρ (s, x, u) := 2(~σρ(s, x, u)+ ǫ
nI3)(~σρ(s, x, u)+ ǫ
nI3)
T . Note that we treat ~σρ as a 3× 3
matrix with the last two columns both identically zero, when taking the summation with ǫnI3.
Theorem 4.3. Under Assumptions 3.3, Assumption 3.4, and Assumption 4.2, the value function
V , as given in (3.15), is continuous on QT . Moreover, for every (s, y) ∈ QT , V (s, y) = Vν(s, y),
for all ν ∈ P[s,T ].
Proof: Step 1. We first consider the stochastic control problem (4.2)-(4.4). Note that the SDE
(4.1) satisfies the uniform ellipticity condition (3.21). By standard stochastic control theory (cf. [12,
Theorem IV.4.1], the conditions therein are satisfied from Assumptions 3.3) , the HJB equation
(4.5) has a unique solution W(n)ρ ∈ C1,2(Qρ,T ) ∩ C(Qρ,T ) with terminal/boundary condition (4.6).
We will verify the joint continuity of V
(n)
ρ by showing thatW(n)ρ (s, x) = V (n)ρ,µ (s, x) for any µ ∈ P˜[s,T ]
and (s, x) ∈ Qρ,T , which also implies that V (n)ρ,µ = V (n)ρ for all µ ∈ P˜[s,T ]. In the following proof, we
fix s ∈ [0, T ) and x ∈ O \ {z = 0}, and choose ρ > R large enough so that x ∈ Oρ.
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To start with, choose δ > 0 so that ρ − δ > R and x ∈ Oρ−δ, then ∂W(n)ρ /∂s, DxW(n)ρ and
DxxW(n)ρ are all uniformly continuous on Qρ−δ,T := [0, T − δ] × Oρ−δ. Hence, for any ε > 0, there
exists κ1 > 0, such that for any (s˜, x˜), (sˆ, xˆ) ∈ Qρ−δ,T with |s˜− sˆ| < κ1 and |x˜− xˆ| < κ1,∣∣∣A (n)ρ,u W(n)ρ (s˜, x˜) + Lρ(x˜, u)−A (n)ρ,uW(n)ρ (sˆ, xˆ)− Lρ(xˆ, u)∣∣∣ < ε4T , for all u ∈ U , (4.7)
where A
(n)
ρ,u is a parabolic operator defined by:
A
(n)
ρ,u W(n)ρ :=
∂W(n)ρ
∂s
+
1
2
tr
(
~a(n)ρ DxxW(n)ρ
)
+ ~fρ ·DxW(n)ρ .
The HJB equation (4.5) can then be written as
min
u∈U
(
A
(n)
ρ,uW(n)ρ (s, x, u) + Lρ(x, u)
)
= 0. (4.8)
Choose M1 > 0 large so that (T − s)/M1 < min(κ1, 1), and divide [s, T − δ) into M1 subintervals
Ii = [si, si+1), i = 1, . . . ,M1. Also, choose M2 > 0 large and partition Oρ−δ into disjoint Borel
sets: Oρ−δ = B1 ∪ · · · ∪ BM2 , so that each Bj has the diameter no more than κ1/2. Pick xj ∈ Bj.
For each i = 1, . . . ,M1, j = 1, . . . ,M2, by (4.8), there exists uij ∈ U , such that
A
(n)
ρ,uijW(n)ρ (si, xj) + Lρ(xj , uij) <
ε
4T
,
which, together with (4.7), implies that, for t ∈ Ii, |y − xj | < κ1,
A
(n)
ρ,uijW(n)ρ (t, y) + Lρ(y, uij) <
ε
2T
. (4.9)
Pick an arbitrary u0 ∈ U , and define the discrete Markov control policy u := (u1, . . . , uM ) by
ui(y) :=
{
uij if y ∈ Bj for some j = 1, . . . ,M2,
u0 otherwise.
Define Û ∈ Vµ[s, T ] and the solution X(ρ,n) to (4.1) with X(ρ,n)s = x and control Û such that
Ût = ui
(
X(ρ,n)si
)
for t ∈ Ii, i = 1, . . . ,M1.
This can be done by induction on i, since for t ∈ Ii, X(ρ,n)t is the solution to (4.1) with initial data
X
(ρ,n)
si , and for t ∈ [T − δ, T ], X(ρ,n)t is the solution to (4.1) with initial data X(ρ,n)tM+1 . In particular,
Ût = uij if t ∈ Ii and X(ρ,n)t ∈ Bj.
By Dynkin’s formula, for any (Ft)t∈[s,T ]-stopping time τ ,
W(n)ρ (s, x) = Es,x
(
−
∫ τ∧τ (δ)ρ,n
s
A
(n)
ρ,Û
W(n)ρ
(
t,X
(ρ,n)
t
)
dt+W(n)ρ
(
τ ∧ τ (δ)ρ,n,X(ρ,n)τ∧τ (δ)ρ,n
))
(4.10)
= Es,x
(∫ τ∧τ (δ)ρ,n
s
Lρ
(
Xt(ρ,n), Ût
)
dt+W(n)ρ
(
τ ∧ τ (δ)ρ,n,X(ρ,n)τ∧τ (δ)ρ,n
))
− Es,x
(∫ τ∧τ (δ)ρ,n
s
(
A
(n)
ρ,Û
W(n)ρ
(
t,X
(ρ,n)
t
)
+ Lρ
(
Xt(ρ,n), Ût
))
dt
)
. (4.11)
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where τ
(δ)
ρ,n := inf{t ≥ s : X(ρ,n)t /∈ Oρ−δ} ∧ (T − δ). We need to estimate the second term in (4.11).
To that effect, define
Γ =
{
ω ∈ Ω : X(ρ,n)t (ω) ∈ Oρ−δ,
∣∣∣X(ρ,n)t (ω)−X(ρ,n)si (ω)∣∣∣ < κ12 , t ∈ Ii, i = 1, . . . ,M1} .
By (4.9), for any t ∈ [s, T − δ),
A
(n)
ρ,Û(ω)
W(n)ρ
(
t,X
(ρ,n)
t (ω)
)
+ Lρ
(
X
(ρ,n)
t (ω), Ût(ω)
)
<
ε
2T
, ω ∈ Γ, (4.12)
By Assumption 3.3−(ii) and the very definition of ~fρ and ~σρ, the drift and volatility vector are
both bounded. Hence, by (D.12) in [12], there exists a constant D1 > 0, depending only on ρ, T
and K (Assumption 3.3−(i)), such that
Ps,x
(
max
t∈Ii
∣∣∣X(ρ,n)t −X(ρ,n)si ∣∣∣ ≥ κ12
)
≤ κ−41 D1(si+1 − si)2, for all i = 1, . . . ,M1,
from which it follows that
Ps,x(Γc) ≤ Ps,x
 max
t∈Ii
i=1,...,M1
∣∣∣X(ρ,n)t −X(ρ,n)si ∣∣∣ ≥ κ12
 ≤M−11 κ−41 D1T 2. (4.13)
Hence, by separating the expectation in Γ and Γc, the second term in (4.11) can be estimated as
Es,x
(∫ τ∧τ (δ)ρ,n
s
(
A
(n)
ρ,Û
W(n)ρ
(
t,X
(ρ,n)
t
)
+Lρ
(
Xt(ρ,n), Ût
))
dt
)
≤ ε
2
+
D1T
2
M1κ41
∥∥∥A (n)ρ,u W(n)ρ +Lρ∥∥∥
L∞(Qρ−δ,T×U )
.
Therefore, for fixed ρ, δ > 0, when M1 > 0 is large enough, for any reference stochastic system
µ ∈ P˜[s,T ], there exists Û ∈ Vµ[s, T ], such that for any (Ft)t∈[s,T ]-stopping time τ ,
W(n)ρ (s, x) + ε ≥ Es,x
(∫ τ∧τ (δ)ρ,n
s
Lρ
(
X
(ρ,n)
t , Ût
)
dt+W(n)ρ
(
τ ∧ τ (δ)ρ,n,X(ρ,n)τ∧τ (δ)ρ,n
))
. (4.14)
Also, by (4.8) and (4.10), for any µ ∈ P˜[s,T ], U ∈ Vµ[s, T ], and any (Ft)t∈[s,T ]-stopping time τ ,
W(n)ρ (s, x) ≤ Es,x
(∫ τ∧τ (δ)ρ,n
s
Lρ
(
X
(ρ,n)
t , Ut
)
dt+W(n)ρ
(
τ ∧ τ (δ)ρ,n,X(ρ,n)
τ∧τ
(δ)
ρ,n
))
. (4.15)
We will take δ → 0 in both (4.14) and (4.15). Since W(n)ρ is uniformly continuous on Qρ,T ,
there exists κ2 > 0 so that, for any (t, y), (t
′, y′) ∈ Qρ,T with |t− t′| ≤ κ2 and |y − y′| ≤ κ2,∣∣∣W(n)ρ (t, y)−W(n)ρ (t′, y′)∣∣∣ ≤ ε.
Also, for any δ < κ˜, the event {τρ,n − τ (δ)ρ,n > κ˜} occurs only when X(ρ,n) hits ∂Oρ−δ before T − δ
(otherwise, τ
(δ)
ρ,n = T − δ and τρ,n ≤ T ). By conditioning on τ (δ)ρ,n, we have
Ps,x
(
τρ,n − τ (δ)ρ,n > κ˜
)
≤ κ˜−1ψ(δ).
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Together with Assumption 4.2, for δ < κ2, we have
Es,x
(∣∣∣∣W(n)ρ (τ ∧ τ (δ)ρ,n,X(ρ,n)τ∧τ (δ)ρ,n
)
−W(n)ρ
(
τ ∧ τρ,n,X(ρ,n)τ∧τρ,n
)∣∣∣∣)
≤ ε+ 2 max
(t,y)∈Qρ,T
∣∣∣W(n)ρ (t, y)∣∣∣ (Ps,x (τρ,n − τ (δ)ρ,n > κ2)+ Ps,x(∣∣∣∣X(ρ,n)τ∧τρ,n −X(ρ,n)τ∧τ (δ)ρ,n
∣∣∣∣ > κ2))
≤ ε+ 2 max
(t,y)∈Qρ,T
∣∣∣W(n)ρ (t, y)∣∣∣ (Ps,x (τρ,n − τ (δ)ρ,n > κ2)+ Ps,x (τρ,n − τ (δ)ρ,n > 2δ)
+Ps,x
(
max
t,t′∈[s,T ], |t−t′|<2δ
∣∣∣X(ρ,n)t −X(ρ,n)t′ ∣∣∣ > κ2))
≤ ε+ 2 max
(t,y)∈Qρ,T
∣∣∣W(n)ρ (t, y)∣∣∣ (κ−12 ψ(δ) + (2δ)−1ψ(2δ) + 2κ−12 D1δ) , (4.16)
where we used again (D.12) in [12] to estimate the last probability above, and where D1 > 0 is as
in (4.13), and only depends on ρ, T and K. Moreover, for any U ∈ Vµ[s, T ],
Es,x
(∫ τ∧τρ,n
τ∧τ
(δ)
ρ,n
∣∣∣Lρ(X(ρ,n)t , Ut)∣∣∣ dt
)
≤ κL γρEs,x
(
τρ,n − τ (δ)ρ,n
)
≤ κL γρ (Tδ−1ψ(δ) + δ) . (4.17)
Noting that δ−1ψ(δ) → ψ′+(0) = 0, as δ → 0, by combining (4.16) and (4.17), for any (s, x) ∈ Qρ,T ,
µ ∈ P˜[s,T ], U ∈ Vµ[s, T ], and any (Ft)t∈[s,T ]-stopping time τ , we have shown that
lim
δ→0
sup
τ
Es,x
(∣∣∣∣W(n)ρ (τ∧τ (δ)ρ,n,X(ρ,n)τ∧τ (δ)ρ,n
)
−W(n)ρ
(
τ∧τρ,n,X(ρ,n)τ∧τρ,n
)∣∣∣∣+∫ τ∧τρ,n
τ∧τ
(δ)
ρ,n
∣∣∣Lρ(X(ρ,n)t , Ut)∣∣∣dt
)
=0. (4.18)
Hence, letting δ → 0 in (4.15), for any (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ], U ∈ Vµ[s, T ], and any (Ft)t∈[s,T ]-
stopping time τ ,
W(n)ρ (s, x) ≤ Es,x
(∫ τ∧τρ,n
s
Lρ
(
X
(ρ,n)
t , Ut
)
dt+W(n)ρ
(
τ ∧ τρ,n,X(ρ,n)τ∧τρ,n
))
. (4.19)
Moreover, by (4.18), for any ε > 0, µ ∈ P˜[s,T ], U ∈ Vµ[s, T ], there exists δ1 > 0, such that for any
δ ∈ (0, δ1] and any (Ft)t∈[s,T ]-stopping time τ ,
Es,x
(∣∣∣∣W(n)ρ (τ ∧ τ (δ)ρ,n,X(ρ,n)τ∧τ (δ)ρ,n
)
−W(n)ρ
(
τ ∧ τρ,n,X(ρ,n)τ∧τρ,n
)∣∣∣∣+ ∫ τ∧τρ,n
τ∧τ
(δ)
ρ,n
∣∣∣Lρ(X(ρ,n)t , Ut)∣∣∣ dt
)
≤ ε
2
.
Combining the above together with (4.14) (with ε replaced by ε/2, and choosing δ2 ∈ (0, δ1) so
that (s, x) ∈ Qρ−δ2,T ), we obtain that, for any µ ∈ P˜[s,T ], there exists Û ∈ Vµ[s, T ], such that for
any (Ft)t∈[s,T ]-stopping time τ ,
W(n)ρ (s, x) + ε ≥ Es,x
(∫ τ∧τρ,n
s
Lρ
(
X
(ρ,n)
t , Ût
)
dt+W(n)ρ
(
τ ∧ τρ,n,X(ρ,n)τ∧τρ,n
))
. (4.20)
Note that both (4.19) and (4.20) are trivially true for (s, x) ∈ ∂∗Qρ, and hence for all (s, x) ∈ Qρ,T .
In particular, letting θ ≡ T , then for any µ ∈ P˜[s,T ],
W(n)ρ (s, x) = inf
U∈Vµ[s,T ]
Es,x
(∫ τρ,n
s
Lρ
(
X
(ρ,n)
t , Ut
)
dt− P (ρ,n)τρ,n Z(ρ,n)τρ,n
)
= V (n)ρ,µ (s, y), (4.21)
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which immediately implies that for all (s, x) ∈ Qρ,T and µ ∈ P˜[s,T ],
W(n)ρ (s, x) = V (n)ρ,µ (s, x) = V (n)ρ (s, x) ∈ C(Qρ,T ).
Step 2. Fix any ρ > 0. For any (s, x) ∈ Qρ,T , ν ∈ P[s,T ], and U ∈ Uν [s, T ], consider the SDE
dX
(ρ)
t =
~fρ
(
t,X
(ρ)
t , Ut
)
dt+ ~σρ
(
t,X
(ρ)
t , Ut
)
dWt,
with initial condition X
(ρ)
s = x, P-a. s., and the associated stochastic control problem
Jρ,ν(s, x;U) := E
s,x
(∫ τρ
s
Lρ
(
X
(ρ)
t , Ut
)
dt− P (ρ)τρ Z(ρ)τρ
)
, (4.22)
Vρ,ν(s, x) := inf
U∈Uν [s,T ]
Jρ,ν(s, x;U), (4.23)
Vρ(s, x) := inf
ν∈P[s,T ]
Vρ,ν(s, x), (4.24)
where we set X(ρ) = (P (ρ), Z(ρ),Θ(ρ)), and where
τρ = τρ(s, x) := inf
{
t ≥ s : X(ρ)t /∈ Oρ, X(ρ)s = x
}
∧ T.
By Remark 4.1, we can build a one-to-one correspondence between all µ ∈ P˜[s,T ] and ν ∈ P[s,T ].
Hence, we can define the expectation in Jρ,ν(s, x;U) on the same six-tuple stochastic system
µ ∈ P˜[s,T ] as J (n)ρ,ν (s, x;U), and choose the control policy U ∈ Vµ[s, T ] for both Jρ,ν(s, x;U) and
Jρ,ν(s, x;U). We will prove the uniform convergence of J
(n)
ρ,µ (s, x;U) towards Jρ,µ(s, x;U), as n→∞,
with respect to all (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ] and U ∈ Vµ[s, T ].
To see this, for any (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ] and U ∈ Vµ[s, T ],∣∣∣Jρ,µ(s, x;U)− J (n)ρ,µ (s, x;U)∣∣∣
≤ Es,x
(∣∣∣∣∫ τρ
s
Lρ
(
X
(ρ)
t , Ut
)
dt−
∫ τρ,n
s
Lρ
(
X
(ρ,n)
t , Ut
)
dt
∣∣∣∣)+ Es,x (∣∣∣P (ρ)τρ Z(ρ)τρ − P (ρ,n)τρ,n Z(ρ,n)τρ,n ∣∣∣)
≤ Es,x
(∫ τρ∧τρ,n
s
∣∣∣Lρ(X(ρ)t , Ut)−Lρ(X(ρ,n)t , Ut)∣∣∣dt)+κL γρEs,x(|τρ,n−τρ|)+2ρEs,x(∣∣∣X(ρ)τρ −X(ρ,n)τρ,n ∣∣∣)
≤ κL γ
∫ T
s
Es,x
(∣∣∣X(ρ)t −X(ρ,n)t ∣∣∣) dt+ κL γρEs,x(|τρ,n−τρ|) + 2ρEs,x(∣∣∣X(ρ)τρ −X(ρ,n)τρ,n ∣∣∣) . (4.25)
For the first term in (4.25), by (D.9) in [12], there exists a constant D2 > 0, depending only on ρ,
T and K, such that for any t ∈ [s, T ],
Es,x
(∣∣∣X(ρ)t −X(ρ,n)t ∣∣∣) ≤ Es,x( max
t∈[s,T ]
∣∣∣X(ρ)t −X(ρ,n)t ∣∣∣) ≤ D2 ǫn, (4.26)
since X(ρ) and X(ρ,n) only differ in a diffusion term of ǫn. To estimate the second term in (4.25), for
any ε > 0, first pick δ = δ(ε) > 0 small enough so that ψ(δ) ≤ ε2. By Assumption 3.4, Assumption
4.2 and (4.26),
Es,x (|τρ,n − τρ|) ≤ ε+ 2T Ps,x
(
|τρ,n − τρ| > ε, max
t∈[s,T ]
∣∣∣X(ρ)t −X(ρ,n)t ∣∣∣ ≤ δ)+ 2TD2δ−1ǫn
≤ ε+ 2Tε−1ψ(δ) + 2TD2δ−1ǫn ≤ (1 + 2T )ε+ 2TD2δ−1ǫn. (4.27)
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Moreover, for the last term in (4.25), by (4.26), and for any ε > 0,
Es,x
(∣∣∣X(ρ)τρ −X(ρ,n)τρ,n ∣∣∣) ≤ Es,x (∣∣∣X(ρ)τρ −X(ρ)τρ,n∣∣∣)+ Es,x (∣∣∣X(ρ)τρ,n −X(ρ,n)τρ,n ∣∣∣)
≤ ε+ 2ρPs,x
(∣∣∣X(ρ)τρ −X(ρ)τρ,n∣∣∣ > ε)+D2ǫn
≤ ε+2ρ
(
Ps,x
(|τρ,n−τρ|>ε3)+Ps,x(∣∣∣X(ρ)τρ −X(ρ)τρ,n∣∣∣>ε, |τρ,n−τρ|≤ε3))+D2ǫn.
In a similar fashion to (4.27), but with δ = δ(ε) > 0 so that ψ(δ) ≤ ε4, we have
Ps,x
(|τρ,n − τρ| > ε3) ≤ ε+D2δ−1ǫn.
Moreover, by conditioning on Fτρ∧τρ,n , and using the strong Markov property of X
(ρ) as well as
(D.12) in [12],
Ps,x
(∣∣∣X(ρ)τρ −X(ρ)τρ,n∣∣∣ > ε, |τρ,n − τρ| ≤ ε3)
=
∫
Qρ,T
Ps,x
(∣∣∣X(ρ)τρ −X(ρ)τρ,n∣∣∣>ε, |τρ,n−τρ|≤ε3 ∣∣∣ (τρ∧τρ,n,X(ρ)τρ∧τρ,n)=(t, y)) dFτρ∧τρ,n,X(ρ)τρ∧τρ,n(t, y)
≤
∫
Qρ,T
Pt,y
(
max
u∈[t,t+ε3]
∣∣∣X(ρ)u − y∣∣∣ > ε) dFτρ∧τρ,n,X(ρ)τρ∧τρ,n(t, y) ≤ D3ε,
where D3 > 0 is a constant depending on ρ, T and K. Hence,
Es,x
(∣∣∣X(ρ)τρ −X(ρ,n)τρ,n ∣∣∣) ≤ (1 + 2ρ+D3)ε+ (2ρδ−1 + 1)D2ǫn. (4.28)
Combining (4.25)-(4.28) shows that J
(n)
ρ,µ (s, x;U) converges, as n→∞, to Jρ,µ(s, x;U) uniformly
for all (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ] and U ∈ Vµ[s, T ]. It then immediately follows that as n → ∞,
V
(n)
ρ,µ (s, x) → Vρ,µ(s, x) uniformly in (s, x) ∈ Qρ,T and µ ∈ P˜[s,T ], and that V (n)ρ (s, x) → Vρ(s, x)
uniformly in (s, x) ∈ Qρ,T . Therefore, Vρ ∈ C(Qρ,T ) and Vρ(s, x) = Vρ,µ(s, x) for all (s, x) ∈ Qρ,T
and µ ∈ P˜[s,T ]. By the one-to-one correspondence between the collection of six-tuple stochastic
systems P˜[s,T ] and the collection of five-tuple stochastic systems P[s,T ], we conclude that Vρ(s, x) =
Vρ,ν(s, x) for all (s, x) ∈ Qρ,T and ν ∈ P[s,T ].
Step 3. We now consider the stochastic control problem (3.13)-(3.15). In similarity to Step
2, we will prove the uniform convergence of Jρ,ν(s, x;U) towards Jν(s, x;U), as ρ → ∞, for all
(s, x) ∈ [0, T ]×C, ν ∈ P[s,T ] and U ∈ Vν [s, T ], where C is an arbitrary compact subset of O\{z = 0}.
For such a C ⊆ O \ {z = 0}, we can find ρ > 0 large enough so that C ⊆ Oρ. For any
(s, x) ∈ [0, T ] × C, ν ∈ P[s,T ] and U ∈ Vν [s, T ], noticing that τρ ≤ τO , and that the trajectories of
X(ρ) and X are identical up to time τρ, we have
|Jρ,ν(s, x;U)− Jν(s, x;U)| ≤ Es,x
(∫ τO
τρ
κLγt Zt dt
)
+ Es,x
(∣∣PτOZτO − PτρZτρ∣∣)
≤ κL γEs,x
(
|τO−τρ|
(
sup
t∈[s,T ]
Zt
))
+ Es,x
(|PτO | ∣∣ZτO−Zτρ∣∣)+ Es,x(∣∣Zτρ∣∣ ∣∣PτO−Pτρ ∣∣) . (4.29)
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For the first expectation in (4.29), we first have
Es,x
(
|τO − τρ|
(
sup
t∈[s,T ]
Zt
))
≤
√√√√Es,x(|τO − τρ|2 1{τρ<τO})Es,x
(
sup
t∈[s,T ]
Z2t
)
.
By the construction of Oρ, for any ε > 0,
Es,x
(
|τO − τρ|2 1{τρ<τO}
)
≤ 2T Ps,x
(
sup
t∈[s,T ]
|Pt| ≥ ρ
)
+ 2T Ps,x
(
sup
t∈[s,T ]
Zt ≥ ρ
)
+ 2T Ps,x
(
dist
(
Xτρ , ∂O
) ≤ 1
ρ
, τO − τρ > ε
)
+ ε.
By Assumption 3.3−(i) and (D.7) in [12], there exists D4 > 0, depending on K and T , so that
Ps,x
(
sup
t∈[s,T ]
|Pt| ≥ ρ
)
≤ 1
ρ
Es,x
(
sup
t∈[s,T ]
|Pt|
)
≤ D4
ρ
(
1 + max
x∈C
|x|
)
, (4.30)
and by Doob’s martingale inequality (cf. [17, Theorem 1.3.8-(i)]),
Ps,x
(
sup
t∈[s,T ]
Zt ≥ ρ
)
≤ 1
ρ
E(ZT ) =
z
ρ
≤ 1
ρ
max
x∈C
|x|. (4.31)
Moreover, by conditioning on Fτρ and using Assumption 3.4,
Ps,x
(
dist
(
Xτρ , ∂O
) ≤ 1
ρ
, τO − τρ > ε
)
≤ ε−1ψ(ρ−1). (4.32)
Finally, by Doob’s martingale inequality (cf. [17, Theorem 1.3.8−(iv)]),
Es,x
(
sup
t∈[s,T ]
Z2t
)
≤ 4Es,x(Z2T ) = 4Es,x(z2e2 ∫ Ts (Θu+AΞαuLβu−Cu)̺−1dWu−∫ Ts (Θu+AΞαuLβu−Cu)2̺−2du)
≤ 4max
x∈C
|x|2 exp
((
H +AN αL β + C
)2
̺−2T
)
. (4.33)
Hence, the first expectation in (4.29) can be estimated by
Es,x
(
|τO − τρ|
(
sup
t∈[s,T ]
Zt
))
≤
√
24D4T max
x∈C
|x|3e(H+AN αL β+C )
2
̺−2T
(
1
ρ
+
1
ε
ψ(ρ−1)+ε
)
. (4.34)
The second and the third expectations in (4.29) can be analyzed in the same way, and so only
the estimation for the second expectation in (4.29) is presented. For any ε > 0,
Es,x
(|PτO | ∣∣ZτO− Zτρ∣∣) = Es,x(|PτO | ∣∣ZτO− Zτρ∣∣ 1{τO−τρ≤ε})+ Es,x(|PτO | ∣∣ZτO− Zτρ ∣∣1{τO−τρ>ε}) .
By (4.33) and (D.7) in [12],
Es,x
(|PτO |∣∣ZτO−Zτρ∣∣1{τO−τρ>ε}) ≤
(
Es,x
(
sup
t∈[s,T ]
|Pt|4
))1/4
(Ps,x(τO−τρ > ε))1/4
(
Es,x
(
sup
t∈[s,T ]
Z2t
))1/2
≤ D5max
x∈C
|x|2 exp
(
T
2̺2
(
H+AN αL β+C
)2)
(Ps,x(τO−τρ>ε))1/4 ,
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where D5 > 0 is a constant depending on K and T . Moreover, by (4.30)-(4.32),
Ps,x(τO−τρ>ε) ≤ Ps,x
(
sup
t∈[s,T ]
|Pt|≥ρ
)
+ Ps,x
(
sup
t∈[s,T ]
Zt≥ρ
)
+ Ps,x
(
dist
(
Xτρ , ∂O
)≤ 1
ρ
, τO−τρ>ε
)
≤ 3D4max
x∈C
|x|ρ−1 + ε−1ψ(ρ−1). (4.35)
Next, by (D.7) in [12], for some constant D6 > 0 depending on K and T ,
Es,x
(|PτO | ∣∣ZτO− Zτρ ∣∣1{τO−τρ≤ε}) ≤
(
Es,x
(
sup
t∈[s,T ]
P 2t
))1/2 (
E
(∣∣ZτO− Zτρ∣∣2 1{τO−τρ≤ε}))1/2
≤ D6max
x∈C
|x|
(
E
(∣∣ZτO− Zτρ∣∣2 1{τO−τρ≤ε}))1/2 .
By conditioning on Fτρ and using (D.11) in [12],
E
(∣∣ZτO−Zτρ∣∣2 1{τO−τρ≤ε}) = ∫ T
s
∫
∂Oρ
E
(∣∣ZτO−Zτρ∣∣2 1{τO−τρ≤ε}∣∣∣ (τρ,Xτρ) = (t, y)) dFτρ,Xτρ (t, y)
≤
∫ T
s
∫
∂Oρ
Et,y
(
max
u∈[t,t+ε]
|Zu − y|2
)
dFτρ,Xτρ (t, y) ≤ D7ε,
where D7 > 0 is a constant depending only on K and T . Hence, for any ε > 0, there exists a
constant D˜ > 0 depending on K, T , H, A, N , L , C , ̺, D4, D5, D6 and D7, such that
Es,x
(|PτO | ∣∣ZτO − Zτρ∣∣) ≤ D˜max
x∈C
|x|3 (ε+ ρ−1 + ε−1ψ(ρ−1)) . (4.36)
Similarly, for any ε > 0,
Es,x
(|ZτO | ∣∣PτO − Pτρ∣∣) ≤ D˜max
x∈C
|x|3 (ε+ ρ−1 + ε−1ψ(ρ−1)) . (4.37)
Combining (4.29), (4.34), (4.36) and (4.37), we have shown that, as ρ → ∞, Jρ,ν(s, x;U)
converges to Jν(s, x;U), uniformly for all s ∈ [0, T ], x ∈ C, ν ∈ P[s,T ] and U ∈ Uν [s, T ]. Hence,
as ρ → ∞, Vρ,ν(s, x) converges to Vν(s, y), uniformly for all s ∈ [0, T ], x ∈ C and ν ∈ P[s,T ],
which implies that Vν ∈ C([0, T ] × C). Since Vρ,ν(s, x) = Vρ(s, x) for any (s, x) ∈ [0, T ] × C
and any ν ∈ P[s,T ], we have Vν(s, x) = V (s, x) for all (s, x) ∈ [0, T ] × C and ν ∈ P[s,T ], and
in particular, V ∈ C([0, T ] × C). Since C is an arbitrarily chosen compact set, it follows that
Vν ∈ C([0, T ]× (O \ {z = 0})), that V ∈ C([0, T ]× (O \ {z = 0})), and that Vν(s, x) = V (s, x) for
all (s, x) ∈ [0, T ] × (O \ {z = 0}) and ν ∈ P[s,T ]. The continuity of Jν(s, x;U) on [0, T ] × {z = 0}
(and hence of Vν(s, x)) then follows from (3.16) and the fact that J(s, x;U) = 0 on [0, T ]×{z = 0}.
Therefore, Vν ∈ C(QT ), V ∈ C(QT ), and Vν(s, x) = V (s, x) for all (s, x) ∈ QT and ν ∈ P[s,T ]. The
proof is now complete. 
4.2 The Dynamic Programming Principle
In order to prove that the value function is a viscosity solution of the HJB equation, and besides
the joint continuity, we also need to show that the value function satisfies the so-called Dynamic
Programming Principle (cf. (7.2) in [12, Section III.7]).
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Definition 4.4. The value function V is said to satisfy the Dynamic Programming Principle if,
for any (s, x) ∈ QT and any (Ft)t∈[s,T ]-stopping time τ ,
V (s, x) = inf
U∈Uν [s,T ]
ν∈P[s,T ]
Es,x
(∫ τO∧τ
s
L (Xt, Ut) dt+ V (τO ∧ τ,XτO∧τ )
)
.
Indeed, we will verify a stronger version of the traditional dynamic programming principle in
this section (cf. [12, Definition IV.7.1]).
Definition 4.5. The value function V is said to satisfy the property (DP) if, for any (s, x) ∈ QT ,
(i) for any ν ∈ P[s,T ], U ∈ Uν [s, T ], and (Ft)t∈[s,T ]-stopping time τ ,
V (s, x) ≤ Es,x
(∫ τO∧τ
s
L (Xt, Ut) dt+ V (τO ∧ τ,XτO∧τ )
)
;
(ii) for any ε > 0, there exist νˆ ∈ P[s,T ] and Û ∈ Uνˆ [s, T ], so that for any (Ft)t∈[s,T ]-stopping
time τ ,
V (s, x) + ε ≥ Es,x
(∫ τO∧τ
s
L
(
Xt, Ût
)
dt+ V (τO ∧ τ,XτO∧τ )
)
.
Clearly the property (DP) implies the validity of the Dynamic Programming Principle. In the
next theorem, we establish the validity of the property (DP) for our value function (3.15), using
the same perturbation scheme as in the proof of Theorem 4.3.
Theorem 4.6. Under Assumption 3.3, Assumption 3.4, and Assumption 4.2, the value function
V , given as in (3.15), satisfies the property (DP), and thus satisfies the Dynamic Programming
Principle.
Proof: Step 1. We first consider the stochastic control problem (4.2)-(4.4). In this case, the
property (DP) for V
(n)
ρ was established in (4.19) and (4.20).
Step 2. We next consider the stochastic control problem (4.22)-(4.24). For any (s, x) ∈ Qρ,T ,
µ ∈ P˜[s,T ] (recalling that there is a one-to-one correspondence between P˜[s,T ] and P[s,T ]), U ∈
Vµ[s, T ], and any (Ft)t∈[s,T ]-stopping time τ ,
Es,x
(∣∣∣Vρ(τρ ∧ τ,X(ρ)τρ∧τ)− V (n)ρ (τρ,n ∧ τ,X(ρ,n)τρ,n∧τ)∣∣∣)
≤ sup
(s,x)∈Qρ,T
∣∣∣Vρ(s, x)− V (n)ρ (s, x)∣∣∣+ Es,x (∣∣∣Vρ(τρ ∧ τ,X(ρ)τρ∧τ)− Vρ(τρ,n ∧ τ,X(ρ,n)τρ,n∧τ)∣∣∣) . (4.38)
By combining (4.25)-(4.28), for any ε > 0, there exists N1 ∈ N and a constant D˜1 > 0, depending
only on ρ, T , K and ǫ, so that for any n ≥ N1,
sup
(s,x)∈Qρ,T
∣∣∣Vρ(s, x)− V (n)ρ (s, x)∣∣∣ ≤ D˜1ε. (4.39)
20
Next, since Vρ is uniformly continuous on Qρ,T , there exists δ > 0 so that, for any (t, y), (t
′, y′) ∈
Qρ,T with |t− t′| ≤ δ and ‖y − y′‖ ≤ δ,∣∣Vρ(t, y)− Vρ(t′, y′)∣∣ ≤ ε.
Hence,
Es,x
(∣∣∣Vρ(τρ ∧ τ,X(ρ)τρ∧τ)− Vρ(τρ,n ∧ τ,X(ρ,n)τρ,n∧τ)∣∣∣)
≤ 2 max
(s,x)∈Qρ,T
|Vρ(s, x)|Ps,x
(∣∣∣X(ρ)τρ −X(ρ,n)τρ,n ∣∣∣ > δ3
)
+ 2 max
(s,x)∈Qρ,T
|Vρ(s, x)|Ps,x
(∣∣∣X(ρ)τρ −X(ρ,n)τ ∣∣∣ > δ3
)
+ 2 max
(s,x)∈Qρ,T
|Vρ(s, x)|Ps,x
(∣∣∣X(ρ)τ −X(ρ,n)τρ,n ∣∣∣ > δ3
)
+ 2 max
(s,x)∈Qρ,T
|Vρ(s, x)|Ps,x(|τρ−τρ,n| > δ) + ε.
Using arguments similar to those used in obtaining (4.28), we can show that there exists N2 > 0
and a constant D˜2 > 0, depending only on ρ, T , K and ǫ, so that for any n ≥ N2,
Ps,x
(∣∣∣X(ρ)τρ −X(ρ,n)τ ∣∣∣ > δ3
)
+ Ps,x
(∣∣∣X(ρ)τ −X(ρ,n)τρ,n ∣∣∣ > δ3
)
≤ D˜2ε.
Together with (4.27) and (4.28), there exists N3 ∈ N and a constant D˜3 > 0, depending only on ρ,
T , K and ǫ, so that for any n ≥ N3,
Es,x
(∣∣∣Vρ(τρ ∧ τ,X(ρ)τρ∧τ)− Vρ(τρ,n ∧ τ,X(ρ,n)τρ,n∧τ)∣∣∣) ≤ max
(s,x)∈Qρ,T
|Vρ(s,x)| D˜3ε. (4.40)
By (4.38)-(4.40), for any (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ], U ∈ Vµ[s, T ], any (Ft)t∈[s,T ]-stopping time τ ,
lim
n→∞
sup
τ
Es,x
(∣∣∣Vρ(τρ ∧ τ,X(ρ)τρ∧τ)− V (n)ρ (τρ,n ∧ τ,X(ρ,n)τρ,n∧τ)∣∣∣) = 0. (4.41)
Moreover, by (4.26) and (4.27), for any (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ], U ∈ Vµ[s, T ] and any (Ft)t∈[s,T ]-
stopping time τ , there exist N4 ∈ N and a constant D˜4 > 0, depending only on κ, L , γ, ρ, T , K
and ǫ, so that for any n ≥ N4,
Es,x
(∣∣∣∣∫ τρ∧τ
s
Lρ
(
X
(ρ)
t , Ut
)
dt−
∫ τρ,n∧τ
s
Lρ
(
X
(ρ,n)
t , Ut
)
dt
∣∣∣∣)
≤ Es,x
(∫ τρ∧τρ,n
s
∣∣∣Lρ(X(ρ)t , Ut)−Lρ(X(ρ,n)t , Ut)∣∣∣ dt)+ κL γρEs,x (|τρ − τρ,n|)
≤ D˜4ε. (4.42)
Combining (4.19) with (4.41) and (4.42), for any (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ], U ∈ Vµ[s, T ], any
(Ft)t∈[s,T ]-stopping time τ ,
Vρ(s, x) ≤ Es,x
(∫ τρ∧τ
s
Lρ
(
X
(ρ)
t , Ut
)
dt+ Vρ
(
τρ ∧ τ,X(ρ)τρ∧τ
))
. (4.43)
Moreover, by (4.41) and (4.42), pick n ∈ N large enough, so that for any (s, x) ∈ Qρ,T , µ ∈ P˜[s,T ]
and U ∈ Vµ[s, T ],
sup
τ
Es,x
(∣∣∣∣∫ τρ∧τ
s
Lρ
(
X
(ρ)
t , Ut
)
dt+Vρ
(
τρ∧τ,X(ρ)τρ∧τ
)
−
∫ τρ,n∧τ
s
Lρ
(
X
(ρ,n)
t , Ut
)
dt−V (n)ρ
(
τρ,n∧τ,X(ρ,n)τρ,n∧τ
)∣∣∣∣)≤ ε2 .
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For this choice of n, by (4.20), there exist µˆ ∈ P˜[s,T ] and Û ∈ Vµ[s, T ], such that for any (Ft)t∈[s,T ]-
stopping times τ ,
V (n)ρ (s, x) +
ε
2
≥ Es,x
(∫ τρ,n∧τ
s
Lρ
(
X
(ρ,n)
t , Ût
)
dt+ V (n)ρ
(
τρ,n ∧ τ,X(ρ,n)τρ,n∧τ
))
.
Note that by Remark 4.1, we can take νˆ ∈ P[s,T ] by omitting the last component W˜ of the six-
tuple µˆ, and hence Û ∈ Uν [s, T ]. Therefore, we find νˆ ∈ P[s,T ] and Û ∈ Uν [s, T ], so that for any
(Ft)t∈[s,T ]-stopping times τ ,
Vρ(s, x) + ε ≥ Es,x
(∫ τρ∧τ
s
Lρ
(
X
(ρ)
t , Ût
)
dt+ Vρ
(
τρ ∧ τ,X(ρ)τρ∧τ
))
. (4.44)
Therefore, the value function Vρ satisfies the property (DP).
Step 3. Finally, we consider the stochastic control problem (3.13)-(3.15), and establish the property
(DP) for V . We first notice that the property (DP) is trivial when x = (p, 0, θ). Now for any
(s, x) ∈ [0, T ]× (QT \ {z = 0}), pick ρ0 > 0 large enough so that x ∈ Oρ0 (and hence |x| ≤ ρ0). For
any ν ∈ P[s,T ], U ∈ Uν [s, T ], any (Ft)t∈[s,T ]-stopping time τ , and any ρ ≥ ρ0,
Es,x
(∣∣∣Vρ (τρ ∧ τ,X(ρ)τρ∧τ)− V (τO ∧ τ,XτO∧τ )∣∣∣)
≤ Es,x
(∣∣∣Vρ (τρ ∧ τ,X(ρ)τρ∧τ)− V (τO ∧ τ,XτO∧τ )∣∣∣1{supt∈[s,T ] |Xt|>ρ20})
+ Es,x
(∣∣∣Vρ (τρ ∧ τ,X(ρ)τρ∧τ)− V (τO ∧ τ,XτO∧τ )∣∣∣1{supt∈[s,T ] |Xt|≤ρ20}) . (4.45)
To estimate the first expectation in (4.45), by Lemma 3.6, there exists a constant K˜ > 0, depending
only on κ, L , γ, T , K, H, A, N , C , α, β and ̺, so that for any (s, x) ∈ QT ,
|V (s, x)| ≤ K˜ (1 + z + z2 + p2) , (4.46)
where x = (p, z, θ). The same estimate holds for Vρ. Hence, by (D.7) in [12],
Es,x
(∣∣∣Vρ (τρ ∧ τ,X(ρ)τρ∧τ)− V (τO ∧ τ,XτO∧τ )∣∣∣1{supt∈[s,T ] |Xt|>ρ20})
≤ 2K˜ Es,x
((
1 + sup
t∈[s,T ]
|Xt|+ sup
t∈[s,T ]
|Xt|2
)
1{supt∈[s,T ] |Xt|>ρ20}
)
≤ 2K˜ Ps,x
(
sup
t∈[s,T ]
|Xt| > ρ20
)
+ 2K˜
√√√√Es,x( sup
t∈[s,T ]
|Xt|2
)
Ps,x
(
sup
t∈[s,T ]
|Xt| > ρ20
)
+ 2K˜
√√√√Es,x( sup
t∈[s,T ]
|Xt|4
)
Ps,x
(
sup
t∈[s,T ]
|Xt| > ρ20
)
≤ D˜5ρ−20 (1 + |x|) + D˜5
√
ρ−60 (1 + |x|2) (1 + |x|3) + D˜5
√
ρ−100 (1 + |x|4) (1 + |x|5)
≤ 6D˜5√
ρ0
, (4.47)
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where D˜5 is a constant depending only on κ, L , γ, T , K, H, A, N , C , α, β and ̺. Note that
since V is uniformly continuous on [0, T ] × (QT ∩ {|x| ≤ ρ0}), there exists δ ∈ (0, ε), such that for
any (t, y), (t′, y′) ∈ [0, T ] × (QT ∩ {|x| ≤ ρ0}) with |t− t′| ≤ δ and |y − y′| ≤ δ,∣∣V (t, y)− V (t′, y′)∣∣ ≤ ε.
Hence, together with (4.46), and noting that X and X(ρ) are identical up to τρ,
Es,x
(∣∣∣Vρ (τρ ∧ τ,X(ρ)τρ∧τ)− V (τO ∧ τ,XτO∧τ )∣∣∣ 1{supt∈[s,T ] |Xt|≤ρ20})
≤ ε+ 6K˜ρ20
(
Ps,x (τO − τρ > δ) + Ps,x
(∣∣Xτρ∧τ −XτO∧τ ∣∣ > δ, sup
t∈[s,T ]
|Xt| ≤ ρ20
))
.
Above, the first probability is already estimated in (4.35) (with C = Oρ0). Moreover, by (4.35) and
(D.12) in [12], for some D˜6 > 0, depending only on L , T , K, H, A, N , C , α, β and ̺,
Ps,x
( ∣∣Xτρ∧τ −XτO∧τ ∣∣ > δ, sup
t∈[s,T ]
|Xt| ≤ ρ20
)
≤ Ps,x
( ∣∣Xτρ∧τ −XτO∧τ ∣∣ > δ, τO − τρ ≤ δ3, sup
t∈[s,T ]
|Xt| ≤ ρ20
)
+ Ps,x
(
τO − τρ > δ3
)
≤ D˜6 ρ20 δ + D˜6ρ0ρ−1 + δ−3ψ(ρ−1).
Hence, the second expectation in (4.45) is bounded by
Es,x
(∣∣∣Vρ (τρ ∧ τ,X(ρ)τρ∧τ)− V (τO ∧ τ,XτO∧τ )∣∣∣ 1{supt∈[s,T ] |Xt|≤ρ20})
≤ ε+ 6K˜ρ20
(
D˜6ρ
2
0δ + D˜6ρ0ρ
−1 + δ−3ψ(ρ−1) + 3D4ρ0ρ
−1 + δ−1ψ(ρ−1)
)
. (4.48)
Moreover, by (4.29) and (4.34) (with C = Oρ0), there exists a constant D˜7 > 0, depending on
L , T , K, H, A, N , C , α, β and ̺, such that for any ν ∈ P[s,T ], any U ∈ Uν [s, T ], and any
(Ft)t∈[s,T ]-stopping time τ ,
Es,x
(∣∣∣∣∫ τρ∧τ
s
Lρ
(
X
(ρ)
t , Ut
)
dt−
∫ τO∧τ
s
L (Xt, Ut) dt
∣∣∣∣) ≤ Es,x
(∫ τO∧τ
τρ∧τ
L (Xt, Ut) dt
)
≤ D˜7 ρ30
√
ρ−1 + δ−1ψ(ρ−1) + δ. (4.49)
Combining (4.45)-(4.49), for any (s, x) ∈ [0, T ] × (QT \ {z = 0}) and any ε > 0, choose first
ρ0 > 0 large enough so that x ∈ Oρ0 and that
√
ρ0 ≥ ε−1. Next, choose δ > 0 small enough, so
that δ ≤ ε2/ρ60. Finally, choose ρ1 > ρ0, large enough, so that
ρ1 ≥ ρ
6
0
ε2
,
ρ20
δ3
ψ(ρ−11 ) ≤ ε,
ρ60
δ
ψ(ρ−11 ) ≤ ε2.
Then, for any ρ ≥ ρ1, for any ν ∈ P[s,T ] and any U ∈ Uν [s, T ], there exists a constant D˜ > 0
depending only on L , T , K, H, A, N , C , α, β and ̺, so that
sup
τ
Es,x
(∣∣∣Vρ(τρ∧τ,X(ρ)τρ∧τ)−V (τO∧τ,XτO∧τ)∣∣∣+∣∣∣∣∫ τρ∧τ
s
Lρ
(
X
(ρ)
t , Ut
)
dt−
∫ τO∧τ
s
L(Xt,Ut)dt
∣∣∣∣)≤D˜ε. (4.50)
The validity of the property (DP) for V then follows immediately from (4.43), (4.44) and (4.50).
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4.3 Existence of Viscosity Solutions
Now that we have established the joint continuity and the Dynamic Programming Principle for the
value function V , it is time to show that the it is indeed a viscosity solution of the HJB equation
(3.19) with terminal/boundary condition (3.20).
Theorem 4.7. Under Assumption 3.3, Assumption 3.4, and Assumption 4.2, the value function
V , as given in (3.15), is a viscosity solution of the HJB equation (3.19) with terminal/boundary
condition (3.20).
Proof: The proof is very similar to that of [39, Theorem 4.5.2], and here we only present the outline.
The boundary/terminal condition is clearly satisfied. For any ϕ ∈ C1,2(QT ), let V − ϕ attain a
local maximum at some (s¯, x¯) ∈ QT . Without loss of generality, we can assume ϕ ∈ C1,2b (QT ), i.e.,
all derivatives of ϕ are bounded in QT . Fix any u ∈ U , and consider the constant control Ut ≡ u,
t ∈ [s¯, T ]. By the property (DP)-(i), Itoˆ’s formula and the dominated convergence theorem, for any
reference stochastic system ν ∈ P[s¯,T ], any s > s¯ with s− s¯ > 0 small enough,
0 ≤ 1
s− s¯E
s¯,x¯ (V (s¯, x¯)− ϕ(s¯, x¯)− V (s ∧ τO ,Xs∧τO ) + ϕ (s ∧ τO ,Xs∧τO ))
≤ 1
s− s¯E
s¯,x¯
(∫ s∧τO
s¯
L (Xt, u) dt− ϕ(s¯, x¯) + ϕ (s ∧ τO ,Xs∧τO )
)
−→ L(x¯, u) + ϕs(s¯, x¯) + ~f(s¯, x¯, u) ·Dxϕ(s¯, x¯) + 1
2
tr (~a(s¯, x¯, u)Dxxϕ(s¯, x¯)) , s ↓ s¯.
Hence,
−ϕs(s¯, x¯) +H (s¯, x¯, u,Dxϕ(s¯, x¯),Dxxϕ(s¯, x¯)) ≤ 0.
On the other hand, let V − ϕ attain a local minimum at some (s¯, x¯) ∈ QT . By the property (DP)-
(ii), for any ε > 0, and s > s¯ with s− s¯ > 0 small enough, there exists νˆ ∈ P[s,T ] and Û ∈ Uνˆ [s¯, T ],
such that
0 ≥ Es¯,x¯ (V (s¯, x¯)− ϕ(s¯, x¯)− V (s ∧ τO ,Xs∧τO ) + ϕ (s ∧ τO ,Xs∧τO ))
≥ −ε(s− s¯) + Es¯,x¯
(∫ s∧τO
s¯
L
(
Xt, Ût
)
dt+ ϕ (s ∧ τO ,Xs∧τO )− ϕ(s¯, x¯)
)
.
Hence, by Itoˆ’s formula and the dominated convergence theorem,
−ε ≤ 1
s− s¯E
s¯,x¯
(∫ s∧τO
s¯
(
−ϕs(t,Xt)− ~f
(
t,Xt, Ût
)
·Dxϕ(t,Xt)− 1
2
tr
(
~a
(
t,Xt, Ût
)
Dxxϕ(t,Xt)
))
dt
)
≤ 1
s− s¯E
s¯,x¯
(∫ s∧τO
s¯
(−ϕs(t,Xt) +H (t,Xt,Dxϕ(t,Xt),Dxxϕ(t,Xt))) dt
)
−→ −ϕs(s¯, x¯) +H (s¯, x¯,Dxϕ(s¯, x¯),Dxxϕ(s¯, x¯)) , s ↓ s¯.
Since ε > 0 is arbitrary,
−ϕs(s¯, x¯) +H (s¯, x¯,Dxϕ(s¯, x¯),Dxxϕ(s¯, x¯)) ≥ 0,
which completes the proof. 
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5 Uniqueness of the Viscosity Solution
In this section, we establish the comparison principle for viscosity subsolutions and supersolutions
to (3.19) with terminal/boundary condition (3.20). This, together with Theorem 4.7, shows that
the value function (3.15) is the unique viscosity solution with polynomial growth (recalling Lemma
3.6) to (3.19) with terminal/boundary condition (3.20).
Theorem 5.1. Let Assumption 3.3 be satisfied. Let W1 and W2 be, respectively, any subsolution
and supersolution to (3.19), both of which satisfies the equality of the boundary/terminal condition
(3.20). Moreover, let W1 and W2 satisfy a polynomial growth condition in the space variable, i.e.,
for any (s, x) ∈ QT ,
|Wi(s, x)| ≤ K0 (1 + |x|m) , i = 1, 2, (5.1)
for some constant K0 > 0 and m ∈ N. Then, W1(s, x) ≤ W2(s, x), for any (s, x) ∈ QT . In
particular, the value function V , defined in (3.15), is the unique viscosity solution to (3.19) with
terminal/boundary condition (3.20), having polynomial growth in the space variable.
Remark 5.2. Above, both the subsolution and the supersolution are assumed to satisfy the bound-
ary/terminal condition with equality. This avoids to appeal to extra conditions such as uniform
continuity on boundary/terminal values of the solutions.
The proof of Theorem 5.1 relies mainly on the following remarkable result known as Ishii’s
lemma. To state the result, we first introduce some more notations. For any locally compact subset
Q ⊆ R4, let USC(Q) (respectively, LSC(Q)) be the collection of all real-value upper (respectively,
lower) semicontinuous functions on Q. For x ∈ Q, and v ∈ USC(Q), let
J 2+v(x) :=
{
(r,G) ∈ R4 ×S 4 : v(x+ h)− v(x) ≤ r · h+1
2
h ·Gh+ o(|h|2)
}
=
{
(Dxφ(x),Dxxφ(x)) : φ ∈ C2(Q), v − φ has a local maximum at x
}
,
and
J 2+v(x) :=
{
(r,G)∈R4×S 4 : ∃xn ∈ Q, (rn,Gn) ∈ J 2,+v(xn), lim
n→∞
xn=x, lim
n→∞
(rn,Gn)=(r,G)
}
.
Similarly, for x ∈ Q and v ∈ LSC(Q), let
J 2−v(x) :=
{
(r,G) ∈ R4 ×S 4 : v(x+ h)− v(x) ≥ r · h+ 1
2
h ·Gh+ o(|h|2)
}
=
{
(Dxφ(x),Dxxφ(x)) : φ ∈ C2(Q), v − φ has a local minimum at x
}
,
and
J 2−v(x) :=
{
(r,G)∈R4×S 4 : ∃xn ∈ Q, (rn,Gn) ∈ J 2,−v(xn), lim
n→∞
xn=x, lim
n→∞
(rn,Gn)=(r,G)
}
.
The following version of Ishii’s Lemma is taken from [6, Theorem 3.2].
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Theorem 5.3. For i = 1, . . . , k, let Qi be a locally compact subsets of RNi , where Ni ∈ N. Let
vi ∈ USC(Qi), and ϕ ∈ C2(Q), where Q := Q1 × · · · × Qk. For x = (x1, . . . , xk) ∈ Q, let
v(x) := v1(x1) + · · · + vk(xk).
Assume that v − ϕ achieves a local maximum at x¯ = (x¯1, . . . , x¯k) ∈ Q then, for any ε > 0, there
exists Gi ∈ S Ni, such that (Dxiϕ(x¯), Gi) ∈ J 2+vi(x¯i), for each i = 1, . . . , k, and such that the block
diagonal matrix with entries Gi, i = 1, . . . , k, satisfies G1 · · · 0... . . . ...
0 · · · Gk
 ≤ Gϕ + εG2ϕ,
where Gϕ := Dxxϕ(x¯) ∈ S N+ , and where N := N1 + · · ·+Nk.
Proof of Theorem 5.1: We argue by contradiction. Suppose that there exist (s0, x0) ∈ QT and
γ0 > 0 so that
W1(s0, x0)−W2(s0, x0) ≥ γ0 > 0.
Choose r > 0 and δ > 0 small enough so that
W1(s0, x0)−W2(s0, x0)− 2r
t0
− 2δ e−T (|x0|m+1 + 1) > γ0
2
. (5.2)
Here, without loss of generality, we assume that s0 > 0. Otherwise we can replace r/t0 by r/(T−s0)
and the argument is similar.
Step 1. For ε1 > 0, ε2 > 0 and ρ > 1, let
Ψ(s, x, t, y) :=W1(s, x)−W2(t, y)− δ
eρs
(|x|m+1+1)− δ
eρt
(|y|m+1+1)− |x−y|2
2ε1
− |s−t|
2
2ε2
− r
s
− r
t
,
for (s, x, t, y) ∈ Q2T . We claim that Ψ attains its maximum in the interior of Q2T . To see this, let
m0 := lim
η→0
lim
ε→0
sup
|t−s|<ε
|x−y|<η
(
W1(s, x)−W2(t, y)− r
s
− r
t
− δ
eρs
(|x|m+1 + 1)− δ
eρt
(|y|m+1 + 1)) ,
m1(ε1, ε2) := sup
(s,x,t,y)∈Q
2
T
Ψ(s, x, t, y),
m2(ε2) := lim
η→0
sup
|x−y|<η
(
W1(s, x)−W2(t, y)− |t− s|
2
2ε2
− δ
eρs
(|x|m+1+ 1)− δ
eρt
(|y|m+1+ 1)− r
s
− r
t
)
.
It is easy to see that
lim
ε1→0
m1(ε1, ε2) = m2(ε2), lim
ε2→0
m2(ε2) = m0. (5.3)
Note that for x, y ∈ O with |x| and |y| large enough, Ψ(t, x, s, y) becomes negative. On the other
hand, (5.2) guarantees that m1 > γ0/2. Hence, Ψ achieves its maximum, which is at least γ0/2, at
some (s¯, x¯, t¯, y¯), in certain bounded region. Therefore,
m1(ε1, ε2) = Ψ(t¯, x¯, s¯, y¯) ≤ m1(2ε1, 2ε2)− |x¯− y¯|
2
4ε1
− |t¯− s¯|
2
4ε2
,
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and so, by (5.3),
lim
ε2→0
lim
ε1→0
(
|x¯− y¯|2
4ε1
+
|t¯− s¯|2
4ε2
)
= 0.
We now show that s¯, t¯ ∈ (0, T ) and that x¯, y¯ ∈ O. From the expression of Ψ, it is easy to see
that s¯ > 0 and that t¯ > 0. Next, assume that s¯ = T . By (5.1), for fixed r > 0, δ > 0 and ρ > 1
satisfying (5.2), we can choose R > 0 such that |x¯| ≤ R or |y| ≤ R, since otherwise Ψ(t¯, x¯, s¯, y¯)
would achieve a negative value when |x¯| and |y¯| are both large enough, contradicting (5.2). Without
loss of generality, we assume that |x¯| ≤ R. Next, since both W1 and W2 are uniformly continuous
on [0, T ] × (O ∩ {|x| ≤ R + 1}), for any 0 < ǫ < r/(2(R + 1)T ), there exists λ0 > 0, such that
whenever (s, x) and (t, y) ∈ [0, T ]× (O ∩ {|x| ≤ R+ 1}) with |t− s| < λ0 and |x− y| < λ0,
|Wi(s, x)−Wi(t, y)| < ǫ, i = 1, 2.
Hence, for ε1 > 0 and ε2 > 0 small enough so that |s¯ − t¯| = (T − t¯) < λ0 and |x¯ − y¯| <
min(λ0, r/(2(R+1)T ), 1), it follows that |y¯| ≤ R+1, and setting x¯ = (p1, z1, θ1) and y¯ = (p2, z2, θ2),
|W1(s¯, x¯)−W2(t¯, y¯)| ≤ |W1(T, x¯)−W2(T, x¯)|+ |W2(s¯, x¯)−W2(t¯, y¯)|
≤ |p1z1 − p2z2|+ ǫ ≤ (|x¯|+ |y¯|) |x¯− y¯|+ ǫ ≤ 2r
T
.
Thus,
W1(s¯, x¯)−W2(t¯, y¯)− r
s¯
− r
t¯
≤ 0,
which again contradicts (5.2). Therefore, we must have t¯ < T . Similarly, s¯ < T and also x¯, y¯ ∈ O.
Step 2. We now apply Theorem 5.3 to obtain some contradiction. Set Q1 = Q2 = (0, T ) × (O ∩
{|x| < R+ 1}), Q = Q1 ×Q2, and define
W˜1(s, x) =W1(s, x)− δe−ρs
(|x|m+1 + 1)− r
s
,
W˜2(t, y) =W2(t, y) + δe−ρt
(|y|m+1 + 1)+ r
t
,
ϕ(s, x, t, y) =
|x− y|2
2ε1
+
|t− s|2
2ε2
.
The arguments in Step 1 above show that W˜1−W˜2−ϕ achieves a local maximum at (s¯, x¯, t¯, y¯) ∈ Q.
By Theorem 5.3, since J 2−W˜2 = −J2+(−W˜2), there exist G˜1, G˜2 ∈ S 4 such that((
s¯− t¯
ε2
,
x¯− y¯
ε1
)T
, G˜1
)
∈ J 2+W˜1(s¯, x¯),
((
s¯− t¯
ε2
,
x¯− y¯
ε1
)T
, G˜2
)
∈ J 2−W˜2(t¯, y¯),
and that (
G˜1 0
0 −G˜2
)
≤ Gϕ + ε1G2ϕ, (5.4)
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where (setting z := (s, x, t, y))
Gϕ = Dzzϕ(s¯, x¯, t¯, y¯) =

ε−12 0 −ε−12 0
0 ε−11 I3 0 −ε−11 I3
−ε−12 0 ε−12 0
0 −ε−11 I3 0 ε−11 I3
 ,
Taking submatrices by omitting the elements of the first and the fifth rows and columns of the
matrices on both sides of (5.4) leads to(
G1 0
0 −G2
)
≤ 1
ε1
(
I3 −I3
−I3 I3
)
+ 2ε1
(
ε−21 I3 −ε−21 I3
−ε−21 I3 ε−21 I3
)
=
3
ε1
(
I3 −I3
−I3 I3
)
, (5.5)
where G1, G2 ∈ S 3 are submatrices of G˜1 and G˜2, respectively, obtained by omitting the first row
and the first column. We claim that(
s¯− t¯
ε2
,
x¯− y¯
ε1
, G1
)
∈ D(1,2)+ W1(s¯, x¯),
(
s¯− t¯
ε2
,
x¯− y¯
ε1
, G2
)
∈ D(1,2)− W2(t¯, y¯). (5.6)
In fact, by the very definition of J 2+W˜1(s¯, x¯), there exist (sn, sn) ∈ Q1 and (qn, rn, G˜n) ∈ J 2+W˜1(sn, xn),
lim
n→∞
(sn, xn) = (s¯, x¯), lim
n→∞
(
qn, rn, G˜n
)
=
((
x¯− y¯
ε1
,
s¯− t¯
ε2
)T
, G˜1
)
. (5.7)
Hence for any n ∈ N, h ∈ R and y ∈ R3,
W˜1(sn + h, xn + y)− W˜1(sn, xn) ≤ qnh+ rn · y + 1
2
(h, yT )T · G˜n(h, yT )T + o
(|h|2 + |y|2) .
Letting Gn be the submatrix of G˜n obtained by omitting the first row and the first column, we
have
W˜1(sn + h, xn + y)− W˜1(sn, xn) ≤ qnh+ pn · y + 1
2
y ·Gny + o
(|h|+ |y|2) ,
and so (q(n), r(n), Gn) ∈ D(1,2)+ W˜1(sn, xn). Together with (5.7), this shows the first part of (5.6).
The second part of (5.6) can be verified similarly.
Now by the very definitions of W˜1 and W˜2,(
s¯− t¯
ε2
+ ϕ1,s(s¯, x¯),
x¯− y¯
ε1
+Dxϕ1(s¯, x¯), G1 +Dxxϕ1(s¯, x¯)
)
∈ D(1,2)+ W1(s¯, x¯),(
s¯− t¯
ε2
− ϕ2,t(t¯, y¯), x¯− y¯
ε1
−Dyϕ2(t¯, y¯), G2 −Dyyϕ2(t¯, y¯)
)
∈ D(1,2)− W2(t¯, y¯),
where ϕ1(s, x) := δe
−ρs(|x|m+1 + 1) + r/s and ϕ2(t, y) := δe−ρt(|y|m+1 + 1) + r/t. It follows from
(3.24) and (3.25) that
t¯− s¯
ε2
− ϕ1,s(s¯, x¯) +H
(
s¯, x¯,
x¯− y¯
ε1
+Dxϕ1(s¯, x¯), G1 +Dxxϕ1(s¯, x¯)
)
≤ 0,
t¯− s¯
ε2
+ ϕ2,t(t¯, y¯) +H
(
t¯, y¯,
x¯− y¯
ε1
−Dyϕ2(t¯, y¯), G2 −Dyyϕ2(t¯, y¯)
)
≥ 0.
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The above two inequalities immediately lead to
H
(
s¯, x¯, rˆ1, Ĝ1
)
−H
(
t¯, y¯, rˆ2, Ĝ2
)
+ ρδe−ρs¯
(|x¯|m+1 + 1)+ ρδe−ρt¯ (|y¯|m+1 + 1) ≤ − 2r
T 2
, (5.8)
where
rˆ1 = rˆ1(s¯, x¯) :=
x¯− y¯
ε1
+Dxϕ1(s¯, x¯), rˆ2 = rˆ2(t¯, y¯) :=
x¯− y¯
ε1
−Dyϕ2(t¯, y¯),
Ĝ1 = Ĝ1(s¯, x¯) := G1 +Dxxϕ1(s¯, x¯), Ĝ2 = Ĝ2(t¯, y¯) := G2 −Dyyϕ2(t¯, y¯).
Now for any u ∈ U , recalling the notations of ~f , ~a and L in Section 3.2, we have(
−~f(s¯, x¯, u)·rˆ1− 1
2
tr
(
~a(s¯, x¯, u)Ĝ1
)
−L(x¯, u)
)
−
(
−~f(t¯, y¯, u)·rˆ2− 1
2
tr
(
~a(t¯, y¯, u)Ĝ2
)
−L(y¯, u)
)
≥ −
∣∣∣~f(s¯, x¯, u) · rˆ1 − ~f(t¯, y¯, u) · rˆ2∣∣∣− 1
2
(
tr
(
~a(s¯, x¯, u)Ĝ1 − ~a(t¯, y¯, u)Ĝ2
))
− |L(x¯, u)− L(y¯, u)|
=: −I1 − I2 − I3. (5.9)
By Assumption 3.3−(i), I1 can be estimated via
I1 ≤
∣∣∣∣(~f(s¯, x¯, u)− ~f(t¯, y¯, u)) · x¯− y¯ε1
∣∣∣∣+ ∣∣∣~f(s¯, x¯, u) ·Dxϕ1(s¯, x¯)∣∣∣+ ∣∣∣~f(t¯, y¯, u) ·Dxϕ2(t¯, y¯)∣∣∣
≤
∣∣∣∣(~f(s¯, x¯, u)− ~f(s¯, y¯, u)) · x¯− y¯ε1
∣∣∣∣+ ∣∣∣∣(~f(s¯, y¯, u)− ~f(t¯, y¯, u)) · x¯− y¯ε1
∣∣∣∣
+ δ(m+ 1) |x¯|m−1 sup
u∈U
∣∣∣~f(s¯, x¯, u) · x¯∣∣∣+ δ(m+ 1) |y¯|m−1 sup
u∈U
∣∣∣~f(t¯, y¯, u) · y¯∣∣∣
≤ O
(
|x¯− y¯|2
ε1
)
+K1
(
1 + |x|m+1 + |y|m+1) , (5.10)
where K1 > 0 is a constant depending on δ and K (the Lipschitz constant in Assumption ??), but
independent of ρ. Next, the last term I3 in (5.9) can be estimated via
I3 ≤ κL γ |x¯− y¯| . (5.11)
Finally, for the second term I2, first by (5.5),
tr (~a(s¯, x¯, u)G1 − ~a(t¯, y¯, u)G2) ≤ 3
ε1
tr
(
(~σ(s¯, x¯, u)− ~σ(t¯, y¯, u)) (~σT (s¯, x¯, u)− ~σT (t¯, y¯, u))) ,
and together with Assumption 3.3−(i) as well as the uniform continuity of ~σ in [0, T ]× (O ∩{|x| ≤
R+ 1}), this leads to
I2 ≤ 3
2ε1
(
tr
(
(~σ(s¯, x¯, u)− ~σ(t¯, y¯, u)) (~σT (s¯, x¯, u)− ~σT (t¯, y¯, u))))
+
1
2
(tr (~a(s¯, x¯, u)Dxxϕ1(s¯, x¯) + ~a(t¯, y¯, u)Dxxϕ2(t¯, y¯)))
≤ O
(
|x¯− y¯|2
ε1
)
+K2
(
1 + |x¯|m+1 + |y¯|m+1) , (5.12)
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where K2 > 0 is a constant depending on δ and K (the Lipschitz constant in Assumption 3.3−(i)),
but independent of ρ. Combining (5.9)−(5.12), we obtain (denoting K0 := K1 +K2)
H
(
s¯, x¯, rˆ1, Ĝ1
)
−H
(
t¯, y¯, rˆ2, Ĝ2
)
≥ −K0
(
1 + |x¯|m+1 + |y¯|m+1
)
+O (|x¯− y¯|) +O
(
|x¯− y¯|2
ε1
)
,
which, together with (5.8), leads to
−K0
(
1+|x¯|m+1+|y¯|m+1
)
+O(|x¯−y¯|) +O
(
|x¯−y¯|2
ε1
)
+
ρδ
eρs¯
(
|x¯|m+1+1
)
+
ρδ
eρt¯
(
|y¯|m+1+1
)
≤ − 2r
T 2
.
Choose ρ > 1 large enough so that
ρδe−ρs¯
(
|x¯|m+1 + 1
)
+ ρδe−ρt¯
(
|y¯|m+1 + 1
)
−K0
(
1 + |x¯|m+1 + |y¯|m+1
)
> 0.
By taking ε2 → 0 and then ε1 → 0, we finally obtain that
0 = lim sup
ε1→0
[
lim sup
ε2→0
(
O (|x¯− y¯|) +O
(
|x¯− y¯|2
ε1
))]
≤ − 2r
T 2
< 0,
which is clearly a contradiction. The proof is now complete. 
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