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AFFINE PBW BASES AND AFFINE MV POLYTOPES
DINAKAR MUTHIAH AND PETER TINGLEY
Abstract. We show how affine PBW bases can be used to construct affine MV
polytopes, and that the resulting objects agree with the affine MV polytopes recently
constructed using either preprojective algebras or KLR algebras. To do this we first
generalize work of Beck-Chari-Pressley and Beck-Nakajima to define affine PBW bases
for arbitrary convex orders on positive roots. Our results describe how affine PBW
bases for different convex orders are related, answering a question posed by Beck and
Nakajima.
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2 DINAKAR MUTHIAH AND PETER TINGLEY
1. Introduction
Mirkovic´-Vilonen (MV) polytopes were developed by Kamnitzer [Kam10, Kam07]
and Anderson [And] to study complex simple Lie algebras and their finite-dimensional
representations. They arose from the geometry of the affine Grassmannian as developed
in [MV], but are now known to appear in a number of other places, such as in the
representation theory of preprojective algebras [BK, BKT] and of KLR algebras [TW].
Much of the combinatorics was also developed by Lusztig in the early 1990s while
studying PBW bases, and here we are interested in that point of view.
Lusztig [Lus90] defined a family of PBW bases for U+q (g), the positive part of the
quantized universal enveloping algebra associated to the Lie algebra g, which depend on
a chosen reduced expression of the longest element w0 of the Weyl group. PBW bases
are crystal bases in the sense of Kashiwara [Kas], so each basis is in canonical bijection
with the crystal B(−∞). As shown in [Kam10], these bijections are encoded by MV
polytopes as follows: For each b ∈ B(−∞), consider the corresponding MV polytope
MVb. Each reduced decomposition of w0 corresponds to a path through MVb, and the
lengths of the edges in that path determine the PBW basis vector corresponding to b.
There is now a notion of MV polytopes for affine Kac-Moody algebras [BDKT, BKT,
TW]. PBW bases for affine Kac-Moody algebras have also been constructed (see works
of Beck-Chari-Pressley [BCP] and Beck-Nakajima [BN]). In [MT] we established that,
in rank two, affine MV polytopes and affine PBW bases are related as one would expect.
Here we extend that result to include all affine types. In fact, this gives a way to define
affine MV polytopes algebraically, without having to introduce the auxiliary objects
(quiver varieties or KLR algebras) needed in previous approaches.
In affine type there is no longest element, so we cannot discuss reduced expressions
of w0. Instead we consider convex orders on the set of positive roots. One difficulty
is that the construction of PBW bases in [BCP, BN] is only given for certain special
convex orders. We first extend their definitions to include all convex orders, and show
that the construction is independent of certain choices (this has also been done very
recently by McNamara [McN] using KLR algebras). We use PBW bases to define a
map from B(−∞) to decorated polytopes where, as in finite type, the exponents of the
PBW monomials are encoded as the edge lengths (and decoration) along certain paths
through the polytopes (see Theorem 5.4). We then show that our PBW polytopes agree
with the MV polytopes from [BKT, TW] (see Theorem 5.6). We do this by giving a
characterization of the map taking b ∈ B(−∞) to its PBW polytope (Theorem 3.12)
which we think is interesting in its own right.
1.1. Acknowledgements. We thank Joel Kamnitzer and Peter McNamara for many
useful discussions. D.M. was supported by a PIMS Postdoctoral Fellowship. P.T. was
partially supported by NSF grant DMS-1265555.
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2. Background
2.1. Notation and conventions.
• I = {0, . . . , n} is the index set of a connected affine Dynkin diagram, where
0 is the distinguished node as in [BN, Section 2.1]. Let I¯ = I\{0}; this is
a finite-type Dynkin diagram. These conventions agrees with the notation in
[Kac, Section 4.8] except in the case of a Dynkin diagram of type A
(2)
2n . Let
(ai,j)i,j∈I denote the corresponding Cartan matrix.
• g is the corresponding affine Kac-Moody algebra, and g¯ be the finite-type Lie
algebra corresponding to I¯. Fix a triangular decomposition g = n− ⊕ h ⊕ n+
(coming from the construction of g by generators and relations).
• W is the Weyl group for g and W is the Weyl group for g¯.
• ∆ is the affine root system of g and ∆¯ the root system of g¯. We denote the
simple roots by αi and α¯i respectively.
• ∆+ is the set of positive roots of g.
• ∆min+ is the set of positive roots α such that xα is not a root for any 0 < x < 1.
Since we restrict to affine type, ∆min+ consists of the positive real roots along
with the minimal imaginary root δ.
• P¯ and Q¯ are the weight and root lattices for g¯.
• W˜ = W ⋉ P¯ is the extended affine Weyl group. For λ ∈ P¯ we write tλ for
(e, λ) ∈ W˜ . We also can write W˜ = T ⋉W , where T is a subgroup of the group
of diagram automorphisms of g.
• (, ) is the unique non-degenerate, Weyl-group invariant bilinear form on the
weight space normalized so that (λ, δ) = 〈c, λ〉, where δ is the minimal imag-
inary root and c is the canonical central element of g. Write δ =
∑
aihi
and c =
∑
a∨i hi, where {hi}i∈I¯ is the set of simple coroots. Then we have
(αi, αj) = a
∨
i a
−1
i ai,j. See [BN, Section 2.1].
• Following [BN, Section 2.2], for each i ∈ I¯, define di = max{1,
(αi,αi)
2
}. When g
is untwisted, all the di are equal to one. Define qs = q
1/d, where d = max{di}.
For each i ∈ I, we define qi = q
(αi,αi)
2 , which is a power of qs.
• Define ri ∈ {1, 2} by ri = 1 unless g = A
(n)
2n and i = n, in which case ri = 2.
• Uq(g) is the quantized universal enveloping algebra for g, which is an algebra
over Q(qs). The algebra Uq(g) is generated by {Ei | i ∈ I} and {Fi | i ∈ I} (the
standard Chevalley generators) and elements of the form qh for h ∈ 1
d
P ∗ (P ∗ is
the coweight lattice for g).
We follow the conventions in [BN, Section 2.2]. For example, we have the
following relation
EiFi − FiEi =
qhii − q
−hi
i
qi − q
−1
i
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where {hi}i∈I are the simple coroots. See [BN, Section 2.2] for the full set of
relations.
• U+q (g) is the subalgebra of Uq(g) generated by {Ei | i ∈ I}.
• Kashiwara’s involution ∗ : Uq(g)→ Uq(g) is the algebra anti-involution of Uq(g)
which fixes all the Chevalley generators. We denote the result of applying ∗ to
x by x∗. Note that ∗ preserves U+q (g).
• Let us define the bar-involution on the field Q(qs) by f(qs) = f(q
−1
s ). The
algebra Uq(g) has a bar-involution defined by requiring 1 = 1, Ei = Ei and
Fi = Fi for all i ∈ I, and f · x · y = f · x · y for all f ∈ Q(qs) and x, y ∈ Uq(g).
• B is Lusztig’s canonical basis (equivalently Kashiwara’s global crystal basis) of
U+q (g).
• A is the ring of rational functions in C(q) which are regular at q = ∞, and
L = spanAB. Recall that B descends to a basis of L/q
−1L.
• e˜i, f˜i are Kashiwara’s crystal operators on B (as a basis for L/q
−1L).
• The algebra U+q (g) has an “integral” form U
+
q (g)A defined over the ring A =
Z[qs, q
−1
s ]. It is the A = Z[qs, q
−1
s ]-subalgebra of U
+
q (g) generated by the
quantum-divided power vectors E
(n)
i =
Eni
[n]qi !
.
2.2. Convex orders. Recall that ∆min+ is the set of positive real roots along with the
minimal imaginary root δ.
Definition 2.1. A convex order is a total order ≺ on ∆min+ (or more generally on
any set of vectors) such that, given S, S ′ ⊂ ∆min+ with S ∪ S
′ = ∆min+ and α
′ ≺ α for all
α ∈ S, α′ ∈ S ′, the convex cones spanR≥0S and spanR≥0S
′ intersect only at the origin.
Remark 2.2. People often use the notion of a clos order instead of Definition 2.1, where
a total order ≺ on ∆min+ is called clos if, whenever α, β and α + β are all in ∆+, α + β
occurs between α and β. This is equivalent in finite and affine types as shown in e.g.
[BKT, Lemma 2.11].
The following is immediate from the classification of convex orders in [Ito].
Proposition 2.3. If every real root in ∆+ is finitely far from one end of the order, then
there is an infinite expression · · · s−2s−1s0s1s2 · · · such that, defining
βi =
{
s1 · · · si−1αi if i ≥ 0
s0s−1 · · · si+1αi if i ≤ 0
for each i ∈ Z, the order is β0 ≺ β−1 ≺ · · · ≺ δ ≺ · · · ≺ β2 ≺ β1.
Following [Ito] we call orders that arise as in Proposition 2.3 one-row orders.
Definition 2.4. If ≺ is a convex order, denote by ≺∗ the reversed order.
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Definition 2.5. Fix a convex order ≺ such that αi is minimal (resp. maximal). Define
a new convex order ≺si by
β ≺ γ ⇔ siβ ≺
si siγ if β, γ 6= αi
and such that αi is maximal (resp. minimal) for ≺
si .
Definition 2.6. Fix a convex order ≺. Let (i1, · · · , iN) be the reduced word for which
αi1 ≺ si1αi2 ≺ · · · ≺ si1 · · · siN−1αiN(1)
are the first N roots. Let w = si1 · · · siN , and define ≺
w= (· · · ((≺si1 )si2 ) · · · )siN .
Similarly, when the roots in (1) are the last roots of the order, we can also define ≺w.
Lemma 2.7. If H is any hyperplane in h∗ which does not contain δ, then all but finitely
many roots in ∆min+ lie strictly on the same side of H.
Proof. Impose any Euclidean metric on h∗. Recall that there is a finite set of vectors
v1, . . . vn such that every root is ∆+ is of the form nδ + vi for some i and n ≥ 0. If
δ 6∈ H , then, for sufficiently large N , the vector Nδ is farther from H then the length of
any vi. So, for sufficiently large N and all i, Nδ + vi is on the same side of H as δ. 
Lemma 2.8. Fix any finite collection β1 · · ·βN ∈ ∆
min
+ and any convex order ≺ on
these roots. Then there is a one-row order on ∆min+ that restricts to ≺.
Proof. Define a family of hyperplanes Hj for 0 ≤ j ≤ N through the origin as follows:
• H0 is any hyperplane such that all roots ∆
min
+ are on the same side.
• For 0 < j < N , Hj separates the convex hull of βj along with all roots in ∆
min
+
on the same side of Hj−1 as βj−1 from the convex hull of {βj+1, . . . , βN}.
• HN also has all roots on the same side.
This is possible because the order on the βj is convex. Choose an Euclidean inner
product (, ) on h∗. For each j with 0 ≤ j < N , let vj be the unit normal vector to
Hj satisfying (vj , βr) > 0 for r > j. For 0 ≤ t ≤ N , defined Ht to be the hyperplane
orthogonal to vt = (1+ j − t)vj + (t− j)vj+1, where j ≤ t ≤ j + 1. Possibly perturbing
the vj , we can assume each Ht contains at most one minimal root. Certainly, each root
is on only one Ht. Let ≺
′ be the order on ∆min+ given by the t associated to the root as
above. This is convex because every initial and final segment is given by the roots on
one side of some hyperplane, and certainly restricts to ≺.
Any real root β occurs on some Ht, and δ is not on this hyperplane, so, by Lemma
2.7, β is finitely far from one of the end of the convex order. Hence ≺′ is one-row. 
Fix a convex order ≺. If g 6= A
(2)
2n , then there is a unique w¯ ∈ W¯ such that α ≻ δ if
and only if α¯ ∈ w¯∆¯. If g = A
(2)
2n , then α ≻ δ if and only if α¯ ∈ w¯∆¯ or 2α¯ ∈ w¯∆¯. See
[TW, Section 3.4] for further discussion.
Definition 2.9. The coarse type of ≺ is the w¯ from above. We call the coarse type
corresponding to the identity element e¯ the standard coarse type.
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2.3. Crystal basis and canonical basis. Recall that A is the ring of rational func-
tions in the variable qs that are regular at qs = ∞. Kashiwara defines a certain A
submodule L = L(−∞) of U+q (g) called the crystal lattice, and a basis B(−∞) of
L/q−1s L, called the crystal basis. He also defines crystal operators f˜i, which are partial
permutations of B(−∞).
Theorem 2.10. There is a unique basis B for U+q (g)Z[qs,q−1s ] such that
(i) spanA(B) is the crystal lattice L(−∞).
(ii) B+ q−1s L(−∞) = B(−∞).
(iii) Every element of B is bar invariant.
Definition 2.11. The basis B from Theorem 2.10 is called Kashiwara’s global crystal
basis or Lusztig’s canonical basis.
2.4. The combinatorial crystal.
Definition 2.12. (see [Kas, Section 7.2]) A combinatorial crystal is a set B along
with functions wt : B → P (where P is the weight lattice), and, for each i ∈ I,
εi, ϕi : B → Z and e˜i, f˜i : B → B ⊔ {∅}, such that
(i) ϕi(b) = εi(b) + 〈wt(b), α
∨
i 〉.
(ii) e˜i increases ϕi by 1, decreases εi by 1 and increases wt by αi.
(iii) f˜ib = b
′ if and only if e˜ib
′ = b.
We often denote a combinatorial crystal simply by B, suppressing the other data.
Remark 2.13. Sometimes ϕi, εi are allowed to be −∞, but we do not need that case.
Definition 2.14. A combinatorial crystal is called lowest weight if it has a distin-
guished element b− (the lowest weight element) such that
(i) b− can be reached from any b ∈ B by applying a sequence of f˜i for various i ∈ I.
(ii) For all b ∈ B and all i ∈ I, ϕi(b) = max{n : f˜
n
i (b) 6= ∅}.
For a lowest weight combinatorial crystal, ϕi, εi and wt are determined by the f˜i and
wt(b−).
The following is essentially the characterization of B(−∞) due to Kashiwara and
Saito [KS], but has been modified to make the ordinary and ∗ crystal operators play
more symmetric roles. See [TW] for this exact statement.
Proposition 2.15. Fix a set B along with two sets of operators {e˜i, f˜i} and {e˜
∗
i , f˜
∗
i }
such that (B, e˜i, f˜i) and (B, e˜
∗
i , f˜
∗
i ) are both lowest weight combinatorial crystals with
the same lowest weight element b−, where the other data is determined by wt(b−) = 0.
Assume that, for all i 6= j ∈ I and all b ∈ B,
(i) e˜i(b), e˜
∗
i (b) 6= 0.
(ii) e˜∗i e˜j(b) = e˜j e˜
∗
i (b).
(iii) ϕi(b) + ϕ
∗
i (b)− 〈wt(b), α
∨
i 〉 ≥ 0.
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(iv) If ϕi(b) + ϕ
∗
i (b)− 〈wt(b), α
∨
i 〉 = 0 then e˜i(b) = e˜
∗
i (b).
(v) If ϕi(b) + ϕ
∗
i (b)− 〈wt(b), α
∨
i 〉 ≥ 1 then ϕ
∗
i (e˜i(b)) = ϕ
∗
i (b) and ϕi(e
∗
i (b)) = ϕi(b).
(vi) If ϕi(b) + ϕ
∗
i (b)− 〈wt(b), α
∨
i 〉 ≥ 2 then e˜ie˜
∗
i (b) = e˜
∗
i e˜i(b).
Then (B, e˜i, f˜i) ≃ (B, e˜
∗
i , f˜
∗
i ) ≃ B(−∞), and e˜
∗
i = ∗e˜i∗, f˜
∗
i = ∗f˜i∗, where ∗ is Kashi-
wara’s involution. 
We can understand Proposition 2.15 as follows. For any i ∈ I, and any b ∈ B(−∞),
the subset of B(−∞) generated by the operators e˜i, f˜i, e˜
∗
i , f˜
∗
i is of the form:
•
• •
• • •
• • • •
• • • • •
• • • • •
where the solid or dashed arrows show the action of e˜i, and the dotted or dashed arrows
show the action of e˜∗i . Here the width of the diagram at the top is −〈wt(bv), α
∨
i 〉, where
bv is the bottom vertex (in the example above the width is 4).
2.5. The braid group action. For i ∈ I we consider Lustzig’s braid group operator
Ti (denoted T
′′
i,1 in [Lus92, Section 37]) which is the algebra automorphism of Uq(g)
defined by
Ti(Ei) = −Fiq
hi
i
Ti(Fi) = −q
−hi
i Ei
Ti(Ej) =
∑
r+s=−ai,j
(−1)rq−ri E
(s)
i EjE
(r)
i for i 6= j
Ti(Fj) =
∑
r+s=−ai,j
(−1)rqriF
(r)
i FjF
(s)
i for i 6= j
Ti(q
h) = qsi(h)
These satisfy the braid relations so, for w ∈ W , we can unambiguously define
Tw = Tik · · ·Ti1(2)
for any reduced expression w = sik · · · si1 .
Proposition 2.16. [Sai, Proposition 3.4.7] Suppose P ∈ L specializes to a crystal basis
element b modulo q−1, and that Ti(P ) ∈ Uq(g)
+. Then Ti(P ) ∈ L and specializes to the
crystal basis element σi(b) modulo q
−1, where
σi(b) = (e˜i)
ǫ∗i (b)(f˜ ∗i )
ϕ∗i (b)b.
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Remark 2.17. Proposition 2.16 is incorrectly stated in [MT, Theorem 4.13]. Relatedly,
the proof of [MT, Corollary 4.14] is incorrect. This can be fixed by noticing that the
correct form of Proposition 2.16 immediately gives, in that paper’s notation,
L(c ◦ si, i) ≡ σiL(c, i− 1) mod L/q
−1L,(3)
from which [MT, Corollary 4.14] is immediate.
3. Characterization of affine MV polytopes
3.1. Lusztig data. The definitions here are based on [TW].
Definition 3.1. A multipartition λ = (λ(1), · · · , λ(n)) is a collection of n partitions
indexed by I¯. The weight of λ is
wt(λ) =
∑
i∈I¯
di|λ
(i)|.(4)
Definition 3.2. A Lusztig datum c is a collection of non-negative integers {cβ}
indexed by positive real roots β along with a multipartition cδ such that cβ = 0 for
almost all real roots β. The weight of the Lusztig datum c is given by:
wt(c) =
∑
β
cβ · β + wt(cδ) · δ(5)
If c is a Lusztig datum such that cβ = 0 for all real roots, then we say that c is purely
imaginary. In this case, let λ = cδ. We will often abuse notation and write c = λ, i.e.
we will just write multipartitions to mean the corresponding purely imaginary Lusztig
data.
Definition 3.3. Fix a convex order ≺. A root α is called accessible if it is finitely far
from one end of the order.
Remark 3.4. For one row orders every real root is accessible.
Definition 3.5. Fix a convex order ≺ and an accessible real root α. For each b ∈
B(−∞), define an integer ≺α (b) by setting 
≺
αi
(b) = ϕi(b) if αi is minimal for ≺, and

≺
α (b) = 
≺si
siα
(σi(f
ϕi(b)
i b))
for all other roots finitely far from the beginning of the order. Similarly, define ≺αi(b) =
ϕ∗i (b) if αi is maximal for ≺, and for other roots finitely far from the end of the order,
define

≺
α (b) = 
≺si
siα
(σ∗i ((f
∗
i )
ϕ∗i (b)b)).
We call {≺α (b)} the crystal-theoretic real Lusztig data for b with respect to ≺.
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Remark 3.6. We could actually define crystal theoretic Lusztig data for any convex
order. Given an order ≺ that is not one-row, choose a one row order ≺′ that orders
all roots of height less than or equal to 〈wt(b), ρ〉 in the same way as ≺ (see Lemma
2.8). Then the crystal theoretic Lusztig data for ≺ is defined to be the crystal theoretic
Lusztig data for ≺′. The fact that this is well-defined will follow from the fact that
crystal-theoretic Lusztig data agrees with Lusztig data of PBW basis vectors (Proposi-
tion 4.18) and the fact that the Lusztig data of PBW basis vectors behave well when
approximating arbitrary orders by one-row orders (Corollary 4.4).
3.2. Affine MV polytopes. An affine pseudo-Weyl polytope P is a polytope in h∗
(considered up to translation) such that every edge is an integer multiple of a root
(after translating one end of the edge to the origin).
Each point µ in the weight space of g defines a linear functional on h∗, and hence
defines a face P µ of P by taking the points where this functional achieves its minimum,
and this face is always parallel to the imaginary root δ. If µ is in the interior of some
Weyl chamber C, then this will be a line PC parallel to δ, and that line will not depend
on the precise point chosen. If µ is a chamber weight w¯ω¯i for some w¯ ∈ W , then P
µ
will usually be a face of codimension 1.
Definition 3.7. An edge-decorated affine pseudo-Weyl polytope is an affine
pseudo-Weyl polytope P along with a choice of multipartition λ = (λ(1), · · · , λ(n)) for
each w¯ ∈ W¯ such that the length of the edge P w¯C+ is equal to wt(λ), where C+ is the
dominant chamber.
Definition 3.8. A facet-decorated affine pseudo-Weyl polytope is an affine pseudo-
Weyl polytope along with a choice of a partition πγ for each chamber weight γ of g,
which satisfies the condition that, for each w ∈ W , the length of the edge PwC+ is equal
to
∑
i∈I¯ di|π
wωi|.
A facet-decorated affine pseudo-Weyl polytope gives rise to an edge-decorated affine
pseudo-Weyl polytope where, for each w ∈ W¯ , we define the associated multipartition
λ = (λ(1), · · · , λ(n)) by λ(i) = πwω¯i . We say that an edge-decorated affine pseudo-Weyl
polytope is induced from a face-decorated polytope if it arises in this way.
Definition 3.9. For a pseudo-Weyl polytope P , let µ0(P ) be the vertex of P such that
〈µ0(P ), ρ
∨〉 is lowest, and µ0(P ) the vertex where this is highest (these are vertices as
for all roots 〈α, ρ∨〉 6= 0).
Lemma 3.10. [TW, Lemma 1.20] Fix a pseudo-Weyl polytope P and a convex order
≺ on ∆min+ . There is a unique path P
≺ through the 1-skeleton of P from µ0(P ) to
µ0(P ) which passes through at most one edge parallel to each root, and these appear in
decreasing order according to ≺ as one travels from µ0(P ) to µ
0(P ).
Definition 3.11. Fix an edge-decorated pseudo-Weyl polytope P and a convex order
≺. For each positive real root β, define c≺β (P ) to be the unique non-negative number
10 DINAKAR MUTHIAH AND PETER TINGLEY
such that the edge in P≺ parallel to β is a translate of c≺β (P )β. We call the collection
{c≺β (P )} the polytopal real Lusztig data of P with respect to ≺.
3.3. Characterization. The following characterization of affine MV polytopes is a
straightforward extension of [MT, Theorem 3.11] and [TW, Proposition 1.24].
Theorem 3.12. There is a unique map b→ Pb from B(−∞) to edge-decorated pseudo-
Weyl polytopes such that Pb− is a point and the following conditions are satisfied.
(C) • If αi is minimal for ≺ and f˜i(b) 6= 0, then c
≺
αi
(Pf˜i(b)) = c
≺
αi
(Pb) − 1, and
c≺β (Pf˜i(b)) = c
≺
β (Pb) for all other positive roots β.
• If αi is maximal for ≺ and f˜
∗
i (b) 6= 0, then c
≺
αi
(Pf˜∗i (b)
) = c≺αi(Pb)− 1, and
c≺β (Pf˜∗i (b)
) = c≺β (Pb) for all other positive roots β.
(S) • If f˜i(b) = 0 and αi is minimal for ≺, then, for all α 6= αi, c
≺
α (Pb) =
c≺
si
siα
(Pσib).
• If f˜ ∗i (b) = 0 and αi is maximal for ≺, then, for all α 6= αi, c
≺
α (Pb) =
c≺
si
siα
(Pσ∗i b).
(I) Let i ∈ I¯, and Let (λ(1), . . . , λ(n)) be a multipartition with λ(i) 6= ∅. let ≺ be a
convex order of course type e and αi is minimal for ≺. Suppose b ∈ B(−∞)
satisfies c≺
si
β (Pb) = 0 for all real roots β, and suppose c
≺si
δ (Pb) = (λ
(1), . . . , λ(n)).
Then we have
• c≺αi(Pb) = ri · λ
(i)
1 and c
≺
diδ−riαi
(Pb) = λ
(i)
1 , and for all other real roots β,
c≺β (Pb) = 0.
• Write c≺δ (Pb) = (µ
(1), . . . , µ(n)). Then µ(i) = λ(i)\λ
(i)
1 (i.e. the largest part
is removed) and µ(j) = λ(j) for j 6= i.
Conversely, if c≺(Pb) is of the form above, then c
≺si (Pb) must also be as above.
Furthermore, every Pb in the image is induced from a facet-decorated polytope, which
agrees with the MV polytope MVb from [TW].
Remark 3.13. Conditions (C) and (S) immediately imply that, for any one-row convex
order ≺, and any real root β, c≺β (Pb) = 
≺
β (b). That is, the polytopal real Lusztig data
agrees with the crystal theoretic Lusztig data.
Proof. Such a map is constructed in [TW], where it is also shown that the image consists
only of face-decorated polytopes. It remains to prove uniqueness.
Suppose we have two such maps b 7→ Pb and b 7→ Qb. It suffices to check that, for
each b ∈ B(−∞), Pb and Qb have the same Lusztig data for every one-row convex order.
Proceed by induction on 〈wt(b), ρ∨〉, the base case b = b− being obvious. Conditions
(C) and (S) guarantee that for any b ∈ B(−∞), and any real β, c≺β (Pb) = c
≺
β (Qb), since
both agree with the real crystal theoretic Lusztig data.
Fix b ∈ B(−∞), and suppose the uniqueness statement is true for all b′ such that
〈wt(b′), ρ∨〉 < 〈wt(b), ρ∨〉. Fix a one-row order ≺. Consider the case where Pb has some
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non-zero real Lusztig data with respect to ≺. Assume that c≺β (Pb) 6= 0 for some real
root β ≺ δ; the case β ≻ δ is similar. Let β be the minimal such root, and set n = ≻β (b).
Since ≺ is a one-row order, there is a reduced word (i1, · · · , iN) such that αi1 ≺
si1αi2 ≺ · · · ≺ si1 · · · siN−1αiN = β are the first N real roots of the order. Then consider
the crystal element b′ = σ∗i1 · · ·σ
∗
iN−1
f˜niNσiN−1 · · ·σi1b. From this formula, we compute
that b′ 6= 0, wt(b′) = wt(b) − n · β, and b = σ∗i1 · · ·σ
∗
iN−1
e˜niNσiN−1 · · ·σi1b
′. By induction
we have Pb′ = Qb′ , and in particular c
≺(Pb′) = c
≺(Qb′).
By applying condition (S) N − 1 times, we have
c≺
si1
···siN−1
(PσiN−1 ···σi1b′) = c
≺
si1
···siN−1
(QσiN−1 ···σi1b′).
Applying condition (C), we have
c≺
si1
···siN−1
(Pe˜niN σiN−1 ···σi1b
′) = c≺
si1
···siN−1
(Qe˜niN σiN−1 ···σi1b
′).
Applying condition (S) N − 1 times again,
c≺(Pσ∗i1 ···σ
∗
iN−1
e˜niN
σiN−1 ···σi1b
′) = c≺(Qσ∗i1 ···σ
∗
iN−1
e˜niN
σiN−1 ···σi1b
′),
But b = σ∗i1 · · ·σ
∗
iN−1
e˜niNσiN−1 · · ·σi1b
′, so c≺(Pb) = c
≺(Qb).
Now consider the case where c≺β (Pb) = 0 for all real roots β. We must have c
≺
β (Qb) = 0
for all real β by comparison to the crystal theoretic Lusztig data. Let (λ(1), · · · , λ(n)) =
c≺δ (Pb). Let i ∈ I¯ be such that λ
(i) is a non-empty partition. Applying condition
(S) if necessary, we can assume that the course type of ≺ is e. Because the crystal-
theoretic Lusztig data agrees with the polytopal Lusztig data, we may further assume
αi is minimal for ≺. Applying further σi, we are in the situation of condition (I), i.e. we
have c≺
si
δ (Pσi(b)) = λ and c
≺si
β (Pσi(b)) = 0 for all real roots β. Applying condition (I), we
have 1
ri
c≺αi(Pσi(b)) = c
≺
diδ−riαi
(Pσi(b)) = n for the positive integer n = λ
(i)
1 , c
≺
β (Pσi(b)) = 0
for all other real roots β, and c≺δ (Pσi(b)) = (λ
(1), · · · , λ(i)\λ
(i)
1 , · · · , λ
(n)). By comparison
with the crystal theoretic Lusztig data, we have the same formulas for c≺β (Qσi(b)) for all
real roots β.
Let b′ = f˜ rini σi(b). By induction Pb′ = Qb′ . Using condition (C), we have c
≺
δ (Qb′) =
c≺δ (Pb′) = (λ
(1), · · · , λ(i)\λ
(i)
1 , · · · , λ
(n)). Using condition (C) again, we see that c≺δ (Qσi(b)) =
(λ(1), · · · , λ(i)\λ
(i)
1 , · · · , λ
(n)). In particular, we see that c≺(Qσi(b)) = c
≺(Pσi(b)). Us-
ing condition (I), we conclude c≺
si (Qσi(b)) is purely imaginary, and c
≺si
δ (Qσi(b)) =
(λ(1), · · · , λ(n)), that is, c≺
si (Qσi(b)) = c
≺si (Pσi(b)). Applying (S) one last time, we
have c≺(Qb) = c
≺(Pb). 
Remark 3.14. We will construct a map satisfying Theorem 3.12 later in this paper
(Theorem 5.6), which can be used to complete the proof working only with affine PBW
bases, so without appealing to [TW].
Remark 3.15. For every 2-face F of a decorated pseudo-Weyl polytope, the roots parallel
to F form a rank 2 sub-root system ∆F of either finite or affine type. Up to a small
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subtlety for faces parallel to δ, affine MV polytopes are exactly those pseudo-Weyl
polytopes such that every 2-face is an MV polytope for the corresponding rank 2 (finite
or affine) root system. See [TW, Theorem B].
Definition 3.16. The decorated polytope MVb from Theorem 3.12 is called the MV
polytope for b.
The proof of Theorem 3.12 also yields the following, which we will need later.
Proposition 3.17. Fix a multipartition λ. Assume all the conditions of the Theorem
3.12 hold except that (I) is only known to hold for all multipartitions µ with wt(µ) <
wt(λ) or µ = λ. Then for any convex order ≺, we have c≺(MVb) = c
≺(Pb) for all b
with wt(c≺δ (Pb)) < wt(λ) or c
≺
δ (Pb) = λ. 
4. Affine PBW bases
We now a PBW basis for any convex order on ∆min+ .
4.1. Real root vectors.
Definition 4.1. Fix a one-row order on ∆min+ and consider the corresponding infinite re-
duced expression · · · si−2si−1si0si1si2 · · · from Proposition 2.3. Define the corresponding
real root vectors by
E≺βk =
{
Ti1 · · ·Tik−1Eik if k ≥ 0
T−1i0 T
−1
i−1
· · ·T−1ik+1Eik if k ≤ 0.
When the chosen order is clear we often leave off the superscript ≺.
Proposition 4.2. Fix β ∈ ∆min+ . Let Mβ = {(α1, α2) ∈ ∆
2
+ : β = α1+α2}. If ≺,≺
′ are
two one-row convex orders whose restriction to all pairs in Mβ agree then E
≺
β = E
≺′
β .
Proof. Let S+ be the set of roots ≻ β, and S− the set of roots ≺ β. Define things
similarly for ≺′. Choose hyperplanes H and H ′ containing β and the origin, and sepa-
rating the convex hulls of S+, S− and S ′+, S ′− respectively. Choose an Euclidean inner
product (, ) on h∗. Let v (resp. v′) be the unit normal vector to H (resp. H ′) satisfying
(v, S+) > 0 (resp. (v′, S ′+) > 0). For 0 ≤ t ≤ N , defined Ht to be the hyperplane that
is the orthocomplement of the vector vt = t · v + (1 − t) · v
′ for 0 ≤ t ≤ 1. By possibly
perturbing v, v′, we can assume that the intersection of each Ht with ∆
+ is usually just
β, and otherwise is contained in a 2 dimensional subspace, and that this happens at
most countably many times.
Each time one moves past a t where Ht contains a rank 2 root system the convex
order changes by reversing the order of that rank 2 root system. If β is not part of that
root system Eβ certainly does not change. Otherwise, the condition in the statement
implies that the system does not contain a pair (α1, α2) ∈ Mβ, so β must be a simple
root in that system. Checking the rank two finite and affine root systems case by case
one sees that Eβ does not change as you reverse the order. The lemma follows. 
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Corollary 4.3. For all simple roots αi and all convex orders ≺, E
≺
αi
= Ei.
Proof. If αi is first in the order, Eαi = Ei by definition. By Proposition 4.2, since αi
cannot be written as a sum of any two positive roots, Eαi is independent of the convex
order, so this is true for all convex orders. 
Corollary 4.4. Fix ≺ and a root β. Let S+ be the set of roots ≻ β, and S− the set of
roots ≺ β. The root vector E≺β only depends on the data of S
+, not the precise order on
S+ and S−.
Proof. If β = β ′+β ′′ then by convexity exactly one of β ′, β ′′ is in S+. Thus if the convex
order is changed but in such a way that S+ remains the same, they have not been
reordered. The corollary follows from Proposition 4.2. 
Definition 4.5. Fix a convex order ≺ and a real root β. By Lemma 2.8 we can find a
one-row order ≺′ that agrees with ≺ for all pairs of roots of depth at most the depth of
β. Set E≺β = E
≺′
β (this is well defined by Proposition 4.2).
Corollary 4.6. Fix a coarse type. If α¯ is a simple root for the corresponding positive
system, then, for all n ≥ 0, E≺nδ±α are the same for all orders ≺ with this coarse type.
Proof. Any expression nδ ± α = β1 + β2 must have β1 ≤ δ and β2 ≥ δ (or vice versa).
The order of these two roots is the same for any convex order of the given coarse type.
So the statement follows from Proposition 4.2. 
Lemma 4.7. For any convex order ≺ and any real root β, (E≺β )
∗ = E≺
∗
β , where on the
left side ∗ is Kashiwara’s involution, and, as in Definition 2.4, ≺∗ is the reverse order
of ≺.
Proof. This follows immediately from the definition and the fact that T−1i = ∗◦Ti◦∗. 
4.2. Imaginary root vectors. In [BCP], the following pairwise commuting vectors of
imaginary weight are introduced.
ψ˜i,kdi = Ekdiδ−αiEαi − q
−2
i EαiEkdiδ−αi(6)
The real root vectors are for the standard coarse type, and do not depend on which
convex order of that type is used by Corollary 4.6. For every partition λ, they introduce
imaginary root vectors Sλi which are polynomials in the ψ˜i,kdi . The polynomial Pλ is
recursively defined, and it’s exact form is unimportant for our purposes; we remark
however that Pλ is the same in all cases except A
(n)
2n and i = n. See [BN, Equation 3.8].
What is relevant here is that the Sλi multiply exactly as Schur functions:
Sλi · S
µ
i =
∑
ν
cλ,µν S
ν
i(7)
where cλ,µν is a Littlewood-Richardson coefficient, and that wt(S
w¯,λ
i ) = di|λ| · δ where
|λ| is the sum of the parts of the partition λ.
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Definition 4.8. Fix w¯ ∈ W . Fix a convex order of coarse type w¯. For each i ∈ I¯ let γi
be the minimal affine root such that γ¯i = w¯α¯i. Define
Ψw¯i,k = E
w¯
kdiδ−γi
Ew¯γi − q
−2
i E
w¯
γi
Ew¯kdiδ−γi and S
w¯,λ
i = Pλ(Ψ
w¯
i,1, · · ·Ψ
w¯
i,N(λ)).
By Corolary 4.6 this does not depend on the choise of ≺. Notice that Ψe¯i,k = ψ˜i,kdi .
Definition 4.9. For any coarse type w¯ and multipartition λ = (λ(1), · · · , λ(n)), let
Sw¯,λ =
∏
i∈I¯ S
w¯,λ(i)
i . For any convex order ≺ of coarse type w¯, let S
≺,λ = Sw¯,λ.
We therefore have wt(S≺,λ) = wt(λ) ·δ. For simplicity write Sλi = S
e¯,λ
i and S
λ = S
e¯,λ
i .
The following is originally due to Beck [Beck1] in the untwisted affine case and was
extended further by Damiani [Dam] (see also [BN, Proposition 3.14]).
Proposition 4.10. Let i ∈ I¯. Except in the case of A
(2)
2n and i = n, there is an explicitly
defined injective algebra morphism
hi : Uq(ŝl2)→ Uq(g).(8)
In the case A
(2)
2n and i = n, we instead have an injective algebra morphism
hi : Uq(A
(2)
2 )→ Uq(g).(9)

See [BN, Proposition 3.14] for the precise definitions of these maps. We only need
the following facts which follow directly from definitions (see [Beck1, Proposition and
Corollary 3.8]).
Lemma 4.11. The maps hi respect the triangular decomposition and the integral struc-
ture. Moreover,
hi ◦ T1 = Ti ◦ hi.(10)
Lemma 4.12. Under the map hi,
hi
(
E e¯kδ±riα1
)
= E e¯kdiδ±riαi ,(11)
hi
(
E s¯1kδ±riα1
)
= E s¯ikdiδ±riαi .(12)
Theorem 4.13. Fix w¯ ∈ W¯ , j ∈ I, and i ∈ I¯. If αj ≺w¯ δ, then Ψ
s¯jw¯
i,k = TjΨ
w¯
i,k, and
if αj ≻w¯ δ, then Ψ
s¯jw¯
i,k = T
−1
j Ψ
w¯
i,k. In particular, Ψ
w¯
i,k = TwΨ
e¯
i,k where w is the minimal
length lift of w¯ to W .
Proof. Proceed by induction on ℓ(w¯). For the base case w¯ = e¯ there are two possibilities:
• If i 6= j, this follows because the real root vectors defining Ψ
s¯j
i,k are obtained
exactly by applying Tj to the real root vectors defining Ψ
e¯
i,k.
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• If i = j, then both Ψe¯i,k and Ψ
s¯j
i,k lie in the image of hj . Thus using Lemma 4.13,
we are reduced to the corresponding fact in affine rank-2 (either ŝl2 or A
(2)
2 )
where it is known (see [MT, Lemma 4.4]).
So assume ℓ(w¯) ≥ 1. We consider the case when αj ≺w¯ δ; the other case is similar.
Let ≺ be an order of coarse type w¯ whose least root is αj . Then for all positive real
roots β not equal to αj , we have Tj(E
≺
β ) = E
≺
sj
sj(β)
. We can use this, except in the case
w¯αi = αj, to obtain the result directly from the definition of Ψ
s¯iw¯
i,k . This in particular
covers the case when j = 0.
Also, since we can write w = shu for some h ∈ I¯ and u ∈ W with ℓ(u) = ℓ(w)−1, we
can assume by induction that Ψw¯i,k = TwΨ
e¯
i,k. Here Tw corresponds to the minimal-length
lift of w to the affine Weyl group.
Now consider the remaining case when w¯αi = αj. We have ℓ(w¯s¯i) = ℓ(w¯) + 1,
ℓ(s¯jw¯) = ℓ(w¯) + 1. Let v = s¯jw¯s¯
−1
i , then we also have ℓ(vs¯i) = ℓ(v) + 1. So,
TjΨ
w¯
i,k = TjTwΨ
e¯
i,k = TvTiΨ
e¯
i,k = TvΨ
s¯i
i,k,(13)
where the last equality is from the base case. Noting that TvE
s¯i
αi+nδ
= E v¯s¯iv(αi)+nδ for
n ≥ 0, and TvE
s¯i
−αi+nδ
= E v¯s¯i−v(αi)+nδ for n > 0, we conclude that
TvΨ
s¯i
i,k = Ψ
v¯s¯i
i,k = Ψ
s¯jw¯
i,k .(14)

Corollary 4.14. Fix w¯ ∈ W¯ and j ∈ I, and let i ∈ I¯ be arbitrary. If αj ≺w¯ δ, then
S
s¯jw¯,λ
i = TjS
w¯,λ
i . If αj ≻w¯ δ, then S
s¯jw¯,λ
i = T
−1
j S
w¯,λ
i . 
Proposition 4.15. Let w¯ be a coarse type, let i ∈ I¯, and let γi be as in Definition 4.8.
Let ℓ > 0, m ≥ 0 be integers. Let k = ℓ+m. Then
Ψw¯i,k = E
w¯
ℓdiδ−γi
Ew¯mdiδ+γi − q
−2
i E
w¯
mdiδ+γi
Ew¯ℓdiδ−γi .(15)
Proof. The case w¯ = e¯ holds by [BCP, Proposition 1.2] and [Aka, Proposition 3.26 (2)].
The general case follows by Theorem 4.13. 
Definition 4.16. Let ∗ be the involution on I¯ defined by αi∗ = −w¯0(αi).
Proposition 4.17. Let w¯ be a coarse type, let i ∈ I¯, and let λ be a partition. Then
(Sw¯,λi )
∗ = Sw¯0w¯,λi∗(16)
Proof. It suffices to show the same thing for the Ψw¯i,k. Let γi be as in Definition 4.8.
Then
(Ψw¯i,k)
∗ = (E≺kdiδ−γiE
≺
γi
− q−2i E
≺
γi
E≺kdiδ−γi)
∗(17)
= (E≺δ−γiE
≺
(k−1)diδ+γi
− q−2i E
≺
(k−1)diδ+γi
E≺δ−γi)
∗(18)
= E≺
∗
kdiδ−(δ−γi)
E≺
∗
δ−γi
− q−2i E
≺∗
δ−γi
E≺
∗
kdiδ−(δ−γi)
= Ψw¯0w¯i∗,k .(19)
Here (18) follows from Proposition 4.15 and (19) follows from Lemma 4.7. 
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4.3. PBW bases. Let ≺ be a convex order and c a Lusztig datum. Define the corre-
sponding PBW basis element by
L(c,≺) = E
≺,(cβ1)
β1
· · ·E
≺,(cβN )
βN
S≺,cδE
≺,(cγM )
γM · · ·E
≺,(cγ1 )
γ1 ,(20)
where β1 ≺ · · · ≺ βN ≺ δ ≺ γM ≺ · · · ≺ γ1 are the real roots for which cβ 6= 0.
Proposition 4.18. Let ≺ be a convex order, and let ileft, iright ∈ I be the vertices in
Dynkin diagram corresponding to the least and greatest roots of the order ≺ respectively.
(i) Let c′ be the Lusztig datum such that c′αileft
= cαileft + 1 and otherwise agrees
with c. Then E˜ileftL(c,≺) = L(c
′,≺).
(ii) Let c′ be the Lusztig datum such that c′αiright
= cαiright + 1 and otherwise agrees
with c. Then E˜∗irightL(c,≺) = L(c
′,≺).
(iii) Suppose cαileft = 0. Then TileftL(c,≺) = L(c ◦ si,≺
si)
(iv) Suppose cαiright = 0. Then T
−1
iright
L(c,≺) = L(c ◦ si,≺
si)
(v) L(c,≺)∗ = L(c,≺∗).
Here c◦si is the Lusztig datum defined by (c◦si)β = si(β) for β 6= αi and (c◦si)αi = 0.
Proof. Fix N > 0. We can find a one-row order ≺′ such that L(c,≺) = L(c,≺′) for all
c such that wt(c) has height below N . Since for fixed c each statement involves only
at most two weight spaces of U+, without loss of generality we may assume that ≺ is a
one-row order.
Statement (i) follows by the definition of E˜i. Statement (iii) follows from the fact
that TileftS
≺,cδ = S≺
sileft ,cδ . The part of statement (v) involving real root vectors follows
from the fact that ∗ ◦ Ti ◦ ∗ = T
−1
i for all i; the part involving imaginary root vectors is
Proposition 4.17. Putting these facts together using the fact that ∗ is an anti-involution,
we get statement (v). Statements (ii) and (iv) follow from (i) and (iii) respectively after
applying (v). 
4.4. Comparison with Beck and Nakajima’s PBW bases. We now recall Beck
and Nakajima’s construction from [BN]. For each i ∈ I¯, choose a diagram automorphism
τi ∈ T such that tωiτ
−1
i ∈ W (the non-extended affine Weyl group). Choose a reduced
decomposition for each tωiτ
−1
i . Concatenating these expressions and commuting the
τi-factors to the right gives a reduced expression
tωntωn−1 · · · tω1 = si1 · · · siN τ(21)
where τ = τn · · · τ1. Form the doubly-infinite word
h = (· · · i−1, i0, i1, · · · )(22)
defined by ik+N = τ(ik) for all k ∈ Z. Following [BN, Equation 3.3], define
βk =
{
si0si−1 · · · sik+1αik if k ≤ 0,
si1si2 · · · sik−1αik if k > 0.
(23)
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This defines a convex order ≺0 on positive roots by
β0 ≺0 β−1 · · · ≺0 δ ≺0 · · ·β2 ≺0 β1.(24)
For each p ∈ Z, define a convex order as follows:
≺p=
{
≺
si0 ···sin−1
0 if n ≥ 0
≺
si−1 ···sin
0 if n < 0.
(25)
The PBW basis L(·, 0) considered by Beck and Nakajima in [BN, Section 3.1] is
precisely our L(·,≺0). They also consider a basis L(·, p) for each p ∈ Z, which are
constructed from L(·,≺0) using braid group reflections. The following is immediate
from their construction and our Proposition 4.18.
Corollary 4.19. For all p, Beck and Nakajima’s basis L(·, p) is precisely the same as
our basis L(·,≺p). In particular, Beck and Nakajima’s bases L(·, p) and L(·, q) coincide
whenever p− q is divisible by N times the order of τ . 
Remark 4.20. With Beck and Nakajima’s convex order, there are good formulas relating
the real root vectors to the generators in Drinfeld’s presentation of Uq(g) (see [Beck2,
Equation 3] and [BCP, Lemma 1.5]).
4.5. More properties of PBW bases.
Proposition 4.21. For all convex orders, L(c,≺) ∈ A U
+
q (g), and {L(·,≺)} is a crystal
basis.
Proof. For Beck and Nakajima’s bases this is [BN, Theorem 3.13]. The fact that the
L(c,≺) lie in U+q (g)A reduces to the fact that S
≺0,λ ∈ U+q (g)A when ≺0 is of the
standard coarse type (see [BN, Proposition 3.15]). We can also compute the inner
products (L(c,≺), L(c′,≺)) = δc,c′ mod qs
−1 exactly as in [BN, Equation 3.25] i.e the
basis {L(c,≺) is “almost orthonormal”. Then by [Lus92, 14.2.2] there exists a sign
sgn(c,≺) ∈ {±1} such that sgn(c,≺)L(c,≺) ∈ B(−∞). Since both Kashiwara oper-
ators and braid operators preserve that sign, we are reduced to checking the sign for
S≺0,λ. The fact that this sign is +1 is [BN, Lemma 5.2]. 
Definition 4.22. Let w ∈ W . Define
U+q (w,+) = {x ∈ U
+
q (g) | Tw(x) ∈ U
+
q (g)}, and(26)
U+q (w,−) = {x ∈ U
+
q (g) | Tw(x) ∈ U
−
q (g)}.(27)
The vector spaces U+q (w,±) are subalgebras of U
+
q (g).
Let ∆−w be the set of positive roots that are made negative by w, and let ∆
+
w be the
set of positive roots that remain positive after being acted upon by w. Then (∆−w ,∆
+
w)
is a biconvex partition of the positive roots.
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Proposition 4.23. Fix w ∈ W and let ≺ be a convex order such that for all β− ∈ ∆−w
and β+ ∈ ∆+w we have β
− ≺ β+. The PBW basis vectors that only involve root vectors
corresponding to roots in ∆±w form a basis of U
+
q (w,±). In particular, their span is
independent of choice of ≺.
Proof. It is clear from their definitions that such basis vectors are elements of U+q (w,±),
and that they are linearly independent. Moreover the number of such vectors of a fixed
weight λ is precisely dimU+q (w,±) (i.e. it is given by the number of ways of writing λ
as a sum of elements of ∆±w counted with multiplicity). 
For any convex order ≺ and any prefix S of that order, let S¯ be the complement of S
in ∆min+ . We can factor any PBW basis element L(c,≺) = L(cS,≺) ·L(cS¯ ,≺), where cS
is the Lusztig datum that agrees with c for all roots in S and is otherwise zero (similarly
for cS¯). The following is a slight strengthening of [BN, Lemma 3.30].
Lemma 4.24. Let ≺ be a convex order, and let c and c′ be Lusztig data. Write
L(c,≺)L(c′,≺) =
∑
c
′′
ac
′′
c,c′L(c
′′,≺)(28)
where ac
′′
c,c′ ∈ Q(qs). If a
c
′′
c,c′ 6= 0 then, for any prefix S of ≺, we have:
wt(c′′S) ≥ wt(cS)(29)
wt(c′′S¯) ≥ wt(c
′
S¯)(30)
Proof. Let S be a prefix of ≺. Then
L(c,≺)L(c′,≺) = L(cS,≺)L(cS¯,≺)L(c
′
S,≺)L(c
′
S¯,≺)(31)
Rewriting and factoring according to S, we have:
L(cS¯,≺)L(c
′
S,≺) =
∑
bc˜
c,c′,SL(c˜S,≺)L(c˜S¯,≺)(32)
Combining this with the above equation, we have:
L(c,≺)L(c′,≺) =
∑
bc˜
c,c′,SL(cS,≺)L(c˜S,≺)L(c˜S¯,≺)L(c
′
S¯,≺)(33)
Then by Proposition 4.23, when we write
L(c,≺)L(c′,≺) =
∑
c
′′
ac
′′
c,c′L(c
′′,≺)(34)
for every c′′ that appears, there is some c˜ such that:
wt(c′′S) = wt(cS) + wt(c˜S)(35)
wt(c′′S¯) = wt(c
′
S¯) + wt(c˜S¯).(36)

We recall the following definition from [BN].
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Definition 4.25. Fix a convex order ≺. Let S be the set of real roots less than δ
according to ≺. Let c and c′ be Lusztig data of the same weight. Then we say
c ≥ℓ c
′(37)
if cS is greater than or equal to c
′
S in the lexicographical order where we order the roots
of S in the same order as ≺. Explicitly, c ≥ℓ c
′, means that either cS = c
′
S, or there is
some real root β ∈ S, such that cγ = c
′
γ for all γ ≺ β, and cβ > c
′
β.
Similarly, let S ′ be the set of real roots greater than δ. We define
c ≥r c
′(38)
if cS′ is greater than or equal to c
′
S′ in the lexicographical order where we order the
roots of S ′ in the reverse order as ≺. Explicitly, c ≥r c
′, means that either cS′ = c
′
S′,
or there is some real root β ∈ S ′, such that cγ = c
′
γ for all γ ≻ β, and cβ > c
′
β.
Define
c > c′(39)
if c ≥ℓ c
′ and c ≥r c
′, and one of those inequalities is strict. Note that > is a partial
order, but ≥ℓ and ≥r are only preorders.
The following is immediate from Lemma 4.24 (see also [BN, Lemma 3.30]).
Corollary 4.26. Let ≺ be a convex order, and let c and c′ be Lusztig data. Write
L(c,≺)L(c′,≺) =
∑
c
′′
ac
′′
c,c′L(c
′′,≺)(40)
where ac
′′
c,c′ ∈ Q(qs). Then
c′′ ≥ℓ c and c
′′ ≥r c
′.(41)
The following is a slight generalization of [BN, Proposition 3.36]. Their proof car-
ries over to one-row convex orders, and the case of general convex orders follows by
approximation by one-row orders.
Proposition 4.27. For any convex order ≺ and any c,
L(c,≺) = L(c,≺) +
∑
c
′>c
ac,c′L(c
′,≺)(42)
for ac,c′ ∈ Q(qs). 
Theorem 4.28. For any convex order ≺, the change of basis from L(·,≺) to the canon-
ical basis B is unit upper triangular with respect to >. That is,
b(c,≺) = L(c,≺) +
∑
c
′>c
ac,c′L(c
′,≺).
Proof. By e.g. [Lec04, §5.1] (see also [Tin, Theorem 5.3]), Proposition 4.27 implies that
there is a unique basis B′ such that
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(i) spanZ[q−1s ]B
′ = spanZ[q−1s ]L(·,≺).
(ii) B′ ≡ L(·,≺) mod q−1s
(iii) B′ is bar-invariant.
and furthermore the change of basis from L(·,≺) to B′ is unit triangular. By Theorem
2.10 B satisfies all three of these conditions so B = B′. 
Proposition 4.29. Fix b ∈ B. Write bE
(n)
i =
∑
b′ ab,b′b
′. Then ab,(e˜∗i )nb 6= 0. Similarly,
if we write E
(n)
i b =
∑
b′ a˜b,b′b
′. Then a˜b,(e˜i)nb 6= 0.
Proof. Fix a convex order ≺ with αi maximal. There is a unique Lusztig datum c such
that b = b(c,≺). By Theorem 4.28,
b(c,≺) = L(c,≺) +
∑
c
′>c
ac,c′L(c
′,≺).(43)
Multiplying both sides by E
(n)
i on the right,
b(c,≺)E
(n)
i = L(c,≺)E
(n)
i +
∑
c
′>c
ac,c′L(c
′,≺)E
(n)
i .(44)
Since αi is maximal, each L(d,≺)E
(n)
i is a multiple of (e˜
∗
i )
nL(d,≺). Now rewrite each
term using the canonical basis. Again using Theorem 4.28, only L(c, 0)E
(n)
1 will con-
tribute to the coefficient of (e˜∗i )
nb(c,≺), and its contribution is clearly non-zero.
The other statement follows similarly. 
5. PBW polytopes
By Proposition 4.21, for each pair of convex orders ≺, ≺′ there is a bijection c↔ c′
on Lusztig data such that
L(c,≺) ≡ L(c′,≺) mod q−1s .(45)
The collection of all the Lusztig data (for all convex orders) corresponding to an element
b ∈ B(−∞) fit together to form a decorated polytope. We study these polytopes, and
show that they agree with previous definitions of affine MV polytope.
For orders of the form ≺p, Beck and Nakajima pose the question [BN, Remark 3.29] of
describing this bijections (45) combinatorially. Our construction shows that the answer
is precisely recorded by affine MV polytopes.
5.1. Construction. Fix b ∈ B(−∞) and w ∈ W . Recall that ∆−w denotes the set of
positive roots that are inverted by w and that ∆+w denotes the set of positive roots that
are remain positive under w. Let ≺ be a convex order such that all elements of ∆−w
are less than all elements of ∆+w . Then there is a PBW basis vector L(c,≺) such that
L(c,≺) + q−1s L = b. Moreover, because ≺ is compatible with the biconvex partition
(∆−w ,∆
+
w), we see that L(c,≺) = L1L2 where L1 is a monomial in root vectors for roots
in ∆−w , and L2 is a monomial in root vectors for roots in ∆
+
w . Set µ
+
w(b) = wt(L1).
Similarly, define µ−w(b) using the biconvex partition (∆
+
w ,∆
−
w).
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Proposition 5.1. µ+w(b) (resp. µ
−
w(b)) depend only on (∆
−
w ,∆
+
w) (resp. (∆
+
w ,∆
−
w)), not
additionally on ≺.
Proof. It suffices to check this for µ+w(b). Let≺
′ be another convex order compatible with
(∆−w ,∆
+
w), and expand L1 in the ≺
′ PBW basis. By Proposition 4.23 every basis element
that appears involves only roots in ∆−w , so it expands as L
′
1+q
−1
s
∑
pj(q
−1
s )L
(j)
1 for some
≺′ PBW basis element L′1. Similarly, if we can expand L2 as as L
′
2 + q
−1
s
∑
pj(q
−1
s )L
(j)
2 .
Multiplying these manifestly gives a sum of ≺′ PBW basis elements, and modulo q−1s
we get L′1L
′
2. Thus this is the factorization of b using the PBW basis ≺
′. Certainly
wt(L′1) = wt(L1). 
Lemma 5.2. Let b ∈ B(−∞), and let ∆+ = S1⊔S2 = S
′
1⊔S
′
2 be two biconvex partitions.
Then µ(S′1,S′2)(b)− µ(S1,S2)(b) ∈ spanZ≥0(S1 ∪ −S2).
Proof. Let ≺ be a convex order such that S1 ≺ S2. Similarly define ≺
′. Let c and c′ be
the Lusztig data such that
b ≡ L(c,≺) ≡ L(c′,≺′).(46)
We can factor
L(c,≺) = L(cS1 ,≺)L(cS2 ,≺),(47)
L(c′,≺) = L(c′S′1 ,≺)L(c
′
S′2
,≺).(48)
Expanding in the ≺-basis, we have
L(c′S′1 ,≺
′) =
∑
c
(1)
a
c
(1)L(c
(1)
S1
,≺)L(c
(1)
S2
,≺),(49)
L(c′S′2 ,≺
′) =
∑
c
(2)
a
c
(2)L(c
(2)
S1
,≺)L(c
(2)
S2
,≺).(50)
So,
L(c′S′1 ,≺
′)L(c′S′2,≺
′) =
∑
c
(1),c(2)
a
c
(1)a
c
(2)L(c
(1)
S1
,≺)L(c
(1)
S2
,≺)L(c
(2)
S1
,≺)L(c
(2)
S2
,≺).(51)
We can expand
L(c
(1)
S2
,≺)L(c
(2)
S1
,≺) =
∑
c
′′
bc
′′
c
(1),c(2)L(c
′′
S1 ,≺)L(c
′′
S2 ,≺).(52)
Combining this,
L(c′S′1 ,≺
′)L(c′S′2 ,≺
′) =
∑
c
(1),c(2),c′′
a
c
(1)a
c
(2)bc
′′
c
(1),c(2)L(c
(1)
S1
,≺)L(c′′S1 ,≺)L(c
′′
S2
,≺)L(c
(2)
S2
,≺).(53)
When expanding in the ≺-basis L(c′,≺) will appear, and, by Proposition 4.23,
wt(cS1) = wt(c
(1)
S1
) + wt(c′′S1)(54)
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for some choices of c(1),c(2), and c′′. By (49),
wt(c′S′1) = wt(c
(1)
S1
) + wt(c
(1)
S2
).(55)
Therefore
µ(S′1,S′2)(b)− µ(S1,S2)(b) = wt(c
′
S′1
)− wt(cS1) = wt(c
′′
S1
)− wt(c
(1)
S2
).(56)

Definition 5.3. Fix b ∈ B(−∞). The undecorated PBW polytope
◦
PBWb is the
convex hull of {µ±w(b)}.
It is immediate from Lemma 5.2 each µ±w(b) is a vertex of
◦
PBWb.
Theorem 5.4.
◦
PBWb is an undecorated affine pseudo-Weyl polytope whose edge lengths
record the real Lusztig data of all the PBW basis vectors corresponding to b.
Proof. It remains to check that every edge is parallel to a root. So suppose we have
a non-degenerate edge that is not parallel to a root. That edge is the maximal set of
some linear functional φ which does not vanish on any root. Let S1 (resp. S2 be the set
of positive roots on which φ takes negative values (resp. positive values). Then (S1, S2)
is a biconvex partition of the positive roots.
Consider the vertex µ(S1,S2)(b). Any other vertex of PBWb is of the form µ(S′1,S′2)(b)
for some other biconvex partition (S ′1, S
′
2). By Lemma 5.2:
µ(S′1,S′2)(b) ⊂ µ(S1,S2)(b) + spanR+S1 ∪ (−S2)(57)
Therefore, we have φ
(
µ(S′1,S′2)(b)
)
< φ
(
µ(S1,S2)(b)
)
unless µ(S′1,S′2)(b) = µ(S1,S2)(b). So the
maximal set of φ is a point, which contradicts our assumption. 
In fact the edges of
◦
PBWb parallel to δ are naturally decorated: for each w¯ ∈ W¯ ,
choose a convex order ≺ of that coarse type, and consider the imaginary part of the
PBW monomial corresponding to b. This is indexed by a family of partitions {λw¯α¯i}i∈I¯ .
It is clear from Definition 4.8 that these partitions are independent of the choice of ≺.
Definition 5.5. The PBW polytope PBWb of b ∈ B(−∞) is
◦
PBWb along with the
decoration described above.
One can easily see that the conditions from Definition 3.7 relating edge lengths with
the sizes of the partitions λw¯α¯i are satisfied, so PBWb is an edge-decorated affine pseudo-
Weyl polytope.
5.2. Proof that PBW polytopes are MV polytopes.
Theorem 5.6. For each b ∈ B(−∞), PBWb arises from a facet-decorated polytope,
and this agrees with the MV polytope MVb constructed in [TW].
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To prove 5.6 it suffices to show that the map b → PBWb satisfies the conditions of
our theorem characterizing affine MV polytopes (Theorem 3.12). Conditions (C) and
(S) are immediate from Proposition 4.18. It remains to establish (I). This requires a
few preliminary lemmas.
Lemma 5.7. Let i ∈ I¯, and let ≺ be a convex order for which αi is minimal. Let i ∈ I¯,
and suppose that ≺ is an order such that αi ≺ δ. Then, for all b ∈ B(−∞) we have
c≺(b) ≤ℓ c
≺(e˜∗i (b)) and c
≺si (b) ≤r c
≺si (e˜i(b)).
Proof. Identify b with the corresponding canonical basis element. By Theorem 4.28,
b = L(c≺(b),≺) + ≥ℓ greater PBW terms,
so
bEi = L(c
≺(b),≺)Ei + ( ≥ℓ greater PBW terms )Ei.
Now re-expand this in the PBW basis. By Corollary 4.26, all Lusztig data that appear
are ≥ℓ c. Using Theorem 4.28 again, when bEi is expanded in the canonical basis, all
Lusztig data that appear are still ≥ℓ c. By Proposition 4.29 L(c
≺(e˜∗i (b),≺) must appear
in this sum, so c≺(b) ≤ℓ c
≺(e˜∗i (b)).
By a similar argument, we also have the other inequality. 
Lemma 5.8. Let i ∈ I¯, and let ≺ be a convex order for which αi is minimal. Let
λ be a multipartition, and suppose that b ∈ B(−∞) is such that c≺(b) = λ. Then
c≺
si
αi
(b) = ri · c
≺si
diδ−riαi
(b), and c≺
si
β (b) = 0 for all other real roots β.
We also have c≺αi(σib) = ri · c
≺
diδ−riαi
(σib) and c
≺
β (σib) = 0 for all other real roots β.
Proof. Assume to the contrary that c≺
si
β (b) 6= 0 for some real β other then αi, diδ−riαi.
Without loss of generality may assume β ≻si δ.
Since c≺(b) = λ we must have c≺
si (σi(b)) = λ. But
σi(b) = e˜
ϕ∗i (b)
i (f˜
∗
i )
ϕ∗i (b)b.(58)
Certainly c≺
si
β ((f
∗
i )
ϕ∗i (b)b) 6= 0, as all Lusztig data with respect to ≺si agree with those for
b except αi. Thus by Lemma 5.7, c
≺si
β′ (e
ϕ∗i (b)
i (f
∗
i )
ϕ∗i (b)b) 6= 0 as well for some δ≺siβ si β ′.
But this contradicts c≺
si (σi(b)) = λ.
The statements for σib follow by a similar argument. 
Fix≺ with αi minimal. Fix a multipartition λ, and choose b ∈ B(−∞) with c
≺
δ (b) = λ
and c≺β (b) = 0 for all real roots β. By Lemma 5.8 we have c
≺si
αi
(b) = ri ·c
≺si
diδ−riαi
(b) = ri ·a
for some non-negative integer a, and c≺
si
β (b) = 0 for all other real roots β.
Lemma 5.9. In the above situation, we have ϕi(σib) = ϕ
∗
i (b) = ri · a.
Proof. For the second equality, we compute ϕ∗i (b) = c
≺si
αi
(b) = ria. We know that
σib = e˜
ϕ∗i (b)
i (f˜
∗
i )
ϕ∗i (b)b, so
ϕi(σib) = ϕ
∗
i (b) + ϕi
(
(f˜ ∗i )
ϕ∗i (b)b
)
.(59)
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In particular, ϕi(σib) ≥ ϕ
∗
i (b). A similar argument establishes ϕi(σib) ≤ ϕ
∗
i (b). 
Lemma 5.10. We have c≺diδ−riαi(σi(b)) = a, c
≺
αi
(σi(b)) = ri · a, and c
≺
β (σi(b)) = 0 for
all other real roots β.
Proof. This follows immediately from Lemmas 5.8 and 5.9. 
Let µ = c≺δ (σi(b)), and let a be as above, and let b
′ = (f˜i)
riab.
Lemma 5.11. We have c≺diδ−riαi(b
′) = a, c≺δ (b
′) = µ and otherwise c≺β (b
′) = 0.
Proof. By definition, we have
σi(b) = e˜
ria
i (f˜
∗
i )
riab.(60)
Therefore we also have b′ = (f˜ ∗i )
ria (σi(b)), which implies the lemma. 
Lemma 5.12. As above, let µ = c≺δ (σi(b)). Let b
′′ ∈ B(−∞) be such that c≺δ (b
′′) = µ
and c≺β (b
′′) = 0 for all real roots β. By Lemma 5.8, we have c≺
si
αi
(b′′) = ri ·c
≺si
diδ−riαi
(b′′) =
ri · a
′ for some a′. Then a′ ≤ a. Pictorially,
λµ
a
⇒ λµ
a′
where the trapezoid on the left is a 2-face of the PBW polytope of σi(b), and the smaller
trapezoid on the right is the corresponding 2-face of the PBW polytope of b′′.
Proof. By Corollary 4.14 we have c≺
si (σi(b)) = c
≺(b) = λ. Let b′ = (f˜i)
riab. By Lemma
5.11,
b′ ≡ S≺,µE
≺,(a)
diδ−riαi
.(61)
Choosing an approximating one-row order, we may assume that ≺ is one-row. The
typo we can write E≺diδ−riαi = Tw(Ej) for some w ∈ W and j ∈ I. Choose a reduced
decomposition w = si1 · · · siℓ , and let σ
∗
w−1 = σ
∗
iℓ
· · ·σ∗i1 . Then b
′′ = (f˜ ∗j )
aσ∗w−1b
′ and
a′ = ϕj((f˜
∗
j )
aσ∗w−1b
′) ≤ ϕj(σ
∗
w−1b
′) = a,(62)
where the inequality is by the characterization of B(−∞) in Proposition 2.15. 
Lemma 5.13. Let i ∈ I¯, and let ≺ be a convex order of the standard coarse type with αi
minimal. Let λ = (λ(1), · · · , λ(n)) be a multipartition with λ(i) 6= 0 and suppose condition
(I) is known for all multipartitions of weight less than λ. Then ϕ∗i (b(λ,≺)) > 0.
Proof. Suppose instead that ϕ∗i (b(λ,≺)) = 0. Since the weight of b(λ,≺) is imaginary,
σi(b(λ,≺)) = b(λ,≺), and so
Ti(S
≺,λ) ≡ S≺,λ mod q−1s L.(63)
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Recall that
S≺,λ =
∏
j 6=i
S≺,λ
(j)
j · S
≺,λ(i)
i(64)
and by Corollary 4.14, that:
S≺
si ,λ = Ti(S
≺,λ)(65)
Applying condition (I) inductively we have
Ti
(∏
j 6=i
S≺,λ
(j)
j
)
=
(∏
j 6=i
S≺
si ,λ(j)
j
)
≡
(∏
j 6=i
S≺,λ
j
j
)
mod q−1s L.(66)
Therefore
Ti
(∏
j 6=i
S≺,λ
j
j
)
=
(∏
j 6=i
S≺,λ
j
j
)
+ xre + xim(67)
where xre is a linear combination of ≺-PBW basis vectors with Lusztig data involving
real parts, xim is a linear combination of ≺-PBW basis vectors with purely imaginary
Lusztig, and xre, xim ∈ q
−1L.
By [MT, Theorem 4.17], there is a PBW basis vector L(d,≺) with dαi = λ
(i)
1 6= 0
such that
TiS
≺,λ(i)
i = L(d,≺) + yre + yim(68)
where yre is a linear combination of ≺-PBW basis vectors involving Lusztig data with
real parts, yim is a linear combination of ≺-PBW basis vectors. Then
TiS
≺,λ=Ti
(∏
j 6=i
S≺,λ
j
j
)
TiS
≺,λ(i)
i =
(∏
j 6=i
S≺,λ
(j)
j + xre + xim
)
(L(d,≺) + yre + yim) .(69)
Rewriting in the ≺-PBW basis, by Corollary 4.26, terms with purely imaginary Lusztig
data can only arise from the product of PBW basis vectors with purely imaginary
Lusztig data.
Let L0 denote the A-span of ≺-PBW basis vectors with purely imaginary Lusztig
data. We know that the imaginary root vectors that form a A-basis of L0 multiply
exactly as Schur functions; in particular, q−1s L0 is closed under multiplication by L0.
Therefore, the purely imaginary terms that appear when we expand (69) in the ≺-PBW
basis must lie in q−1s L0. This contradicts (63). 
Definition 5.14. Define a partial order on multipartitions by, for λ = (λ(1), · · · , λ(n))
and λ˜ = (λ˜(1), · · · , λ˜(n)), λ ≥ λ˜ if
• wt(λ˜) = wt(λ), and
• λ˜(i) dominates λ(i) for each i ∈ I¯.
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Let ≺ be a convex order of the standard coarse type with αi minimal, and let λ =
(λ(1), · · · , λ(n)) be a multipartition. Applying Lemma 5.10,
σib(λ,≺) = b(c,≺)(70)
where cδ = µ = (µ
(1), · · · , µ(n)), cαi = ri · cdiδ−riαi = ria for some non-negative integer
a, and cβ = 0 otherwise. Define an endomorphism Φi on the set multipartitions by
Φi : λ 7→ µ ⊔i a,(71)
where µ ⊔i a is obtained by adding a part of size a to the i-th partition in µ.
Lemma 5.15. Φi is the identity map.
Proof. Since the set of multipartitions of a given weight is finite, it suffices to show that
Φi is an injective increasing function, meaning that, for all multipartitions λ,
λ ≤ Φi(λ).(72)
Proceed by induction on the weight of λ. It is clear that the map λ 7→ (µ, a) is injective,
so to prove that Φi is an injection is suffices to prove that a ≥ µ
(i)
1 , since then we can
recover a as the largest part of the i-th partition of µ ⊔i a. If a > 0, then a ≥ µ
(i)
1 by
Lemma 5.12 and induction. If a = 0, then λ(i) = ∅ by Lemma 5.13 and σi(b) = b, so
µ = λ. Hence, µ
(i)
1 = 0, and we have our inequality a ≥ µ
(i)
1 . Furthermore inequality
(72) is clear when a = 0. It remains to prove (72) when a > 0.
Let b = b(λ,≺), and let b′ = (f˜ ∗i )
riab = (f˜i)
riaσi(b). By Lemma 5.11, b
′ = b(c′,≺)
where c′δ = µ, c
′
diδ−riαi
= a, and c′β = 0 otherwise. By upper triangularity of the PBW
basis with respect to the canonical basis,
b′ = SµE
(a)
diδ−riαi
+
∑
c
′′>ℓc′
ac′,c′′L(c
′′,≺).(73)
The fact that the inequality c′′ >ℓ c
′, is strict follows because otherwise, by definition,
c′′ >r c
′, and the only way for this to occur is for c′′diδ−riαi > a, which is impossible since
wt(c′′) = wt(µ) + a · (diδ − riαi). Thus
b′E
(ria)
i = S
µE
(a)
diδ−riαi
E
(ria)
i +
∑
c
′′>ℓc′
ac′,c′′L(c
′′,≺) · E
(a)
i .(74)
By [BN, Proposition 3.17] (the statement there is only for the order ≺0, but we can
extend it to any order of the standard coarse type using Proposition 4.23),
E
(a)
diδ−riαi
E
(ria)
i = S
(a)i +
∑
c
′′′:c′′′ has some real part
bc′′′L(c
′′′,≺).(75)
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Here (a)i is the multipartition whose i-th partition is the one-part partition of size a,
and whose other partitions are all empty. Combining and applying Lemma 4.24,
b′E
(ria)
i = S
µS(a)i +
∑
c
′′′′:c′′′′ has some real part
dc′′′′L(c
′′′′,≺)(76)
= Sµ⊔(a)i +
∑
ν<µ⊔(a)i
aνS
ν +
∑
c
′′′′:c′′′′ has some real part
dc′′′′L(c
′′′′,≺).(77)
Here, (77) is the Pieri rule, and the coefficients aν are zero or one accordingly. Using
the triangularity with the canonical basis,
b′E
(ria)
i = b(µ ⊔ (a)i,≺) +
∑
ν<µ⊔(a)i
aνb(ν,≺) + canonical basis terms with real parts.
By Proposition 4.29 the correct canonical basis element must show up here. By con-
struction this element is b(≺, λ), so we have shown that λ ≤ µ ⊔ (a)i. 
By Corollary 4.14 and Proposition 2.16, we have that b(λ,≺si) = σib(λ,≺). By
Lemma 5.15, we conclude that b(λ,≺si) = b(c,≺) where cδ is the multipartition ob-
tained from λ by removing the largest part from λ(i), cαi = ri · cdiδ−riαi = ri · λ
(i)
1 , and
cβ = 0 for all other real roots. This exactly establishes Condition (I) of Theorem 3.12,
completing the proof of Theorem 5.6.
Remark 5.16. The above gives an independent construction of a map satisfying Theorem
3.12, and can therefore be used to develop affine MV polytopes independently of the
preprojective algebra construction of [BKT] or the KLR algebra construction of [TW].
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