work because researchers usually observe population death rates but often are interested in individual death rites. The effect of a policy or intervention may depend on individual responses and behavior. Furthermore, individual rates may follow simpler patterns than the composite population rates. And explanation of past rates and prediction of future rates may be improved by considering changes on the individual level.
It turns out that the deviation of individual death rates from population rates implies some surprising and intriguing results. Death rates for individuals increase more rapidly than the observed death rate for cohorts. Eliminating a cause of death can decrease subsequent observed life expectancy. A population can suffer a higher death rate at older ages than another population even though its members have lower death rates at all ages. A population's death rate can be increasing even though its members' death rates are decreasing. The theory leads to some methods that may be of use to policy analysts in evaluating the effects of various interventions-for example, a medical care program that reduces mortality rates at certain ages. The theory also yields predictions that may be of considerable interest to policy analysts. In the developed countries of the world, for example, death rates after age 70 and especially after age 80 may decline faster -and at an accelerating rate -than now predicted by various census and actuarial projections. As a result, pressures on social security and pension systems may be substantially greater than expected.
MATHEMATICAL PRELIMINARIES
Let Q be some set of parameters wo. Assume that each parameter value characterizes a homogeneous class of individuals and that the population is a mix of these homogeneous classes in proportions given by some probability distribution on Q.
Denote by p,,(a) the probability that an individual from homogeneous class ow will be alive at age a, and let /,(a) be the instantaneous age-specific death rate at age a for an individual in class ow. By definition,
,(a) = -[dpo(a)/da] /p,(a)

(la)
Similarly, let p(a) be the probability that an arbitrary individual from the population will be alive at age a. That is, let p(a) be the expected value of the probability of surviving to age a for a randomly chosen individual at birth. Alternatively, p(a) can be interpreted as the expected value of the proportion of the birth cohort that will be alive at age a. The cohort death rate #(a) is then defined by A(a)= -[dp(a)/da] /p(a)
(1 b)
Throughout this chapter, superscript bars will be used to denote variables pertaining to expected values either for a randomly chosen individual at birth or, equivalently, for the entire cohort.
Suppose that all individuals in a population are identical and their chances of survival are described by p(a). Then p(a) is the same as p(a). Thus a cohort described by p(a) could be interpreted as being a homogeneous population composed of identical individuals each of whom had life chances given by p(a) equaling p(a). This remarkable fact means that researchers interested in population rates can simplify their analysis by ignoring heterogeneity; this simplification has permitted the development of demography, actuarial statistics, reliability engineering, and epidemiology.
For some purposes, however, the simplification is inadequate, counterproductive, or misleading. Sometimes researchers are interested in individual rather than population behavior, sometimes patterns on the individual level are simpler than patterns on the population level, and sometimes the impact of a policy intervention can be correctly predicted only if the varying responses of different individuals are taken into account. That is, sometimes individual differences make enough difference that it pays to pay attention to them; a variety of specific examples are given later in the chapter. Furthermore, the complexities introduced by heterogeneity are not intractable; indeed, the mathematical methods presented in this chapter are fairly simple.
BASIC MATHEMATICAL FORMULATION
In mortality analysis, the adjective heterogeneous usually implies that individuals of the same age differ in their chances of death. As in many other problems involving relative measurement, it is useful to have some standard or baseline to which the death rates of various individuals can be compared. Let u(a) be this baseline death rate; how values of u(a) might be chosen will be discussed later. The relative risk for individuals in homogeneous class co at time a will be defined as z(a, co) = ,((a)//(a)
It is convenient to use u(a,z) to denote the death rate at time a of individuals at relative risk z. Clearly u(a,z) = zu(a) 
This simple result is the fundamental theorem of the mathematics of heterogeneity, since it relates the death rate for the population to the death rates for individuals. The value of/u(a) gives the death rate for the hypothetical "standard" individual facing a relative risk of 1; multiplying ,(a) by z gives the death rate for an individual facing a relative risk of z. The value of z(a) gives the average relative risk of the surviving population at time a. In interpreting z(a) it may be useful, following Vaupel and colleagues, to view z as a measure of "frailty" or "susceptibility." Thus z(a) measures the average frailty of the surviving cohort.
UNCHANGING FRAILTY
The relationship over time of (a) versus ,u(a) is determined by the trajectory of z(a). The simplest case to study is the case where individuals are born at some level of relative risk (or frailty) and remain at this level all their lives. In this case, the only factor operating to change z(a) is the higher mortality of individuals at higher levels of relative risk; thus this pure case most clearly reveals the effects of differential selection and the survival of the fittest. It turns out that if w is normally distributed with mean zero and any variance a2, then z will be gamma-distributed with a shape parameter of i. Thus nothing is to be gained by working with the normal distribution with mean zero rather than with a gamma distribution. In the mover/stayer model developed by Blumen, Kogan, and
McCarthy (1955) , individuals fall into two groups with relative risk zl and Z2. The value of z1 can be assumed equal to zero, but more generally zl can simply be taken as less than z2. Using (12), it is not difficult to confirm that when mean relative risk at birth is 1, then
Consequently z(a) will start at a value of 1 when a is zero and will fall off to a value of z1 as the individuals at relative risk z2 die off at a relatively rapid rate.
Another distribution of interest may be the uniform distribution, stretching from 1 -a to 1 + a, with a < 1. In this case, it is possible to show that
z(a) = 1-r exp[aH(a)] + exp[-H(a)] + 1 (25) (a) exp[aH(a)] -exp[-aH(a)] J H(a)
In deriving this result, it is helpful to realize that z(a) can be considered to be a function of H and that the equation for z(H) can be expressed as z(H) = [df *(H)/dH] /f *(H) (26) wheref*(H) is the Laplace transform off0(z). Equation (25) implies that z(a) approaches 1 -a as a increases.
Although formulas for z(a) have not been derived for other distributions, the value ofz(a) can generally be readily computed, to a close approximation, by applying numerical methods to Equation (12). The values in Table 1 for the Weibull and log-normal distributions were calculated in this way. Table 1 (24), and (25) provide information about the divergence between the death rate for the standard individual, ,u(a), and the observed cohort death rate, iu(a), analysis of the shape of,u(a) and iu(a) requires some assumptions about how one of these two curves increases with a. If relative risk at birth is gamma-distributed with mean 1 and variance a2, the correspondence between six different formulas for Ju(a) and iu(a) is as given in Table 2 . Table 2 and Figure 1 clearly demonstrate that the pattern of individual aging can differ radically from the observed pattern of aging in the surviving cohort. When #(a) is constant, for instance, u(a) declines with age; heterogeneity introduces spurious age dependence on the population level (McFarland, 1970 ; also see Beard, 1963 ).
is designed to show how t(a) diverges from iu(a) given different initial distributions of relative risk with different variances. The table presents values of u(a) divided by t-(a), which equals the inverse of z(a). The results are presented for different values of p(a),
THE DISTRIBUTION OF LIFE SPANS
Although the discussion so far has focused on the divergence ofu and ,u over time, comparisons of individual versus cohort behavior in heterogeneous populations could also be expressed in terms of other statistics. Consider, for example, the fractiles of the distribution of life spans or, equivalently, the distribution of age of death. Table 3 presents some of these fractiles for a population and for individuals. Fractiles for the standard individual are given for three levels of heterogeneity as measured by a2; fractiles are also presented for individuals at three levels of relative risk z. The calculations assume that relative risk is gamma-distributed with mean 1 at birth and that the observed death rate for the population is given by a Gompertz function, c exp(ba), where c equals 0.00012 and b equals 0.085. Table 3 indicates that the distribution of life spans in a population is more spread out than the distribution of possible life spans for an individual. In particular, the right-hand tail of the distribution is shorter for individuals, especially for robust individuals where variance in heterogeneity is high.
MORTALITY CONVERGENCE AND CROSSOVER
For many pairs of populations, reported mortality rates converge and even cross over with age. In the United States, for example, blacks have lower mortality rates than whites after age 75 or so . In most developed countries, male and female death rates converge in old age. Nam, Weatherby, and Ockay (1978) present statistics on this and a variety of other convergences and crossovers.
These reported convergences and crossovers of population death rates may be the result of age misreporting or actual individual differences in rates of aging. To some extent, they may also be artifacts of heterogeneity in individual death rates. Let r(a) denote the ratio of 
where p (a) is the proportion of population 1 still surviving at age a. Ifr equals 2 and p equals 1.5, for example, the crossover will occur when pl(a) equals 0.5. Figure 2 compares the trajectories of r and r; Table 4 presents specific numerical results. Empirical data on convergences and crossovers in mortality rates can be used to estimate the degree of heterogeneity in relative risk in a 
population. If some assumption is made about the distribution of relative risk -for example, that it is gamma-distributed -and about the relationship oful(a) to /u2(a) -for example, that one is a constant multi-
GERONTOLOGICAL FAILURES OF PEDIATRIC SUCCESS
Heterogeneity slows observed rates of progress in reducing population death rates at older ages. Essentially, reductions in death rates at younger ages permit frailer individuals to survive to older ages. This influx of frailer individuals serves as a brake on reductions in mortality rates at the older ages.
1
As a simple illustration, divide life into two parts -youth and old age, say--at age a0. Suppose that a proportion p(ao) of every birth cohort used to survive to age a0, but that because of some pediatric advance a proportion p*(ao), greater than p(ao), now survives. Because z increases with p monotonically, z(ao) will increase. Consequently, if the values u(a), where a is greater than a0, remain the same, the values of ,u(a), where a is greater than ao, will increase. If observed death rates at younger ages are reduced to low levels, however, further progress will add fewer and fewer additional persons to the ranks of the elderly. Thus progress in reducing population mortality rates will not be slowed to the extent it previously was.
Until now this chapter has focused on a single cohort aging through time; thus a represents both age and time. Generalization to the case of multiple cohorts is straightforward: Let #u(a,t), ji(a,t), and z(a,t) be the values of/ , /i, and zfor a cohort of age a in year t. Then the fundamental theorem (7) can be rewritten as
I-(a,t) = u(a,t)z(a,t) (32)
and it follows that When individuals remain at the same level of relative risk for life, progress in reducing individual death rates will reduce the value of the negative term in this formula; at any age a the value of z(a,t) will approach 1 as t increases, and the value of d(z)(a,t)/dt will approach zero. This is easy to see in the special case where relative risk is gamma-distributed at birth with a mean and variance of 1. Then z(a) equals p(a) so that Oz(a,t)/dy _ dp(a,t)/t (36) z(a,t) p(a,t)
The proportion surviving at any age a will clearly approach 1 as progress in reducing death rates continues. Furthermore, the change over time in the proportion surviving will approach zero.
Equation (35) In short, the observed rate of progress in reducing the population death rate at any age a will be less than, but will eventually approach, the rate of progress in reducing individual death rates at age a. Table 5 presents numerical results concerning 7ta(t) when 7la(t) is constant for all a and t; Figure 3 depicts the pattern of these results. 
WHEN PROGRESS STOPS
Suppose progress has been made over a number of years in reducing individual mortality rates and then, suddenly, the progress stops so that the mortality rates henceforth remain constant. In the succeeding years (that is, as t increases), the value of p(a,t), the proportion of the original birth cohort surviving to age a in year t, will increase and then level off. The increase in p(a) results from the aging of the younger cohorts that have experienced lower death rates because of the previous progress. Since, as noted earlier, zis a monotonically increasing function of p, it follows that z will increase as well. The value of /u(a,t), any a and t, will be constant--that is what no progress means. But then it follows from Equation (32) that ju(a,t) at any age a will increase in time.
In short, current mortality rates for populations are lower than the mortality rates that would prevail if current mortality rates for individuals persisted. If progress in health conditions stops, death rates will rise. This implies that estimates of current life expectancy are too high. These estimates are based on current population death rates, but they are supposed to represent what life expectancy would be if health conditions remained unchanged. Vaupel, Manton, and Stallard (1979) indicate how the correct value of current life expectancy, adjusted for the effects of heterogeneity and past health progress, might be calculated. Table 6 
Thus the dynamics of mortality from any specific cause of death can be studied without knowing the death rates and distributions of relative risks for other causes of death.
Suppose that the zj are gamma-distributed with mean 1 and variances a2. (As before, the means might as well be set equal to 1, as in that case the standard individual at relative risk 1 will be the mean individual at birth.) Then Equation ( Figure 5 , which is plotted on a log scale, is intriguing because it resembles the observed mortality curves of most developed countries: Mortality falls off after infancy, begins increasing again after age 7 or so, rises through a hump roughly between ages 15 and 30, and then at older ages increases more or less exponentially. Figure 5 was created by assuming there were three causes of death. For individuals, the incidence of the first cause is constant, the incidence of the second cause increases exponentially, and the incidence of the third cause increases according to the double-exponential form that produces, on the population level, an observed exponential increase. The three independent causes of death act, on the individual level, as follows: ,i1(a) = 0.02 and zl is gamma-dis- Just as mortality convergences and crossovers for two populations may be artifacts of heterogeneity, convergences and crossovers for two causes of death may also be artifacts of heterogeneity. In the earlier discussion of population crossovers, the subscriptj denoted population 1 or 2-for example, ij was the death rate for population j. The mathematics is equally valid if the subscriptj denotes cause of death 1 or 2. So, for example, cause of death 2 might be twice as likely as cause of death 1, at all ages, for all individuals. If the variance in z2, however, is greater than twice the variance in zl, the observed rate of death from cause 2 in the surviving cohort will approach and eventually fall below the observed rate for cause 1.
How will progress in reducing individual death rates affect observed progress in reducing deaths in surviving cohorts? For any specific cause of death, the mathematics is the same as outlined in the preceding section on progress. Furthermore, in the case being considered here of independent causes of death, progress in reducing one cause of death will have no effect on uj(a) or iuj(a) for any other cause of deathj. Since everyone has to die of something, the number of people eventually dying from other causes will increase, but the death rates j and juj will not change. 
CORRELATED CAUSES OF DEATH
Suppose some progress is made in reducing the incidence of the second cause of death. Then the observed death rate from the first cause will increase. This observed death rate is the weighted average of the death rates for the first and second groups. If death rates for the first group are reduced (as a result of progress against the second cause of death), more of this group will survive. The value of n(a) will increase and since #l(a) exceeds jU*(a), the value of ,l(a) will also increase. The value of 7(a), by the way, is given by 
