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- формирование и обработка N матриц размером MхM сравнения альтернатив по 
каждому критерию, в результате которой определяются также нормированные оценки Xij 
альтернативы Ai по критерию Kj ; 
- вычисление взвешенных сумм, т.е скалярных произведений вектора весовых 
коэффициентов критериев W на векторы оценок альтернатив. 
Принятие решения осуществляется путем выбора альтернативы с наилучшей 
взвешенной суммой. 
Достоинством МАИ является единообразность подхода для решения самых 
разнообразных задач ПР, а также единый алгоритм для структурирования множества как 
критериев, так и альтернатив.  
В работе приводится описание программного инструментального пакета OZB для 
компьютерной поддержки принятия решений в области химических технологий, 
разработанного в порядке сотрудничества между Черкасским инженерно-научным центром и 
кафедрой общей химии ЧДТУ.  
Использование OZB позволяет обеспечить ПР при производстве химических 
препаратов на всех этапах жизненного цикла изделия – разработке, собственно производстве, 
сбыте, модернизации, утилизации даже уничтожении препарата. Важно отметить, что пакет 
OZB обеспечивает единообразный, легко осваиваемый подход для различных задач ПР, 
причем не только в области химических технологий. 
1) Кини Р.Л., Райфа Х. Принятие решений при многих критериях: предпочтения и 
замещения. - М.: Радио и связь,1981.  
2) Cаати Т., Кернс К. Аналитическое планирование. Организация систем. Пер с англ. 
"Радио и связь", 1991. 
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В работе [1] предложен метод решения задач нелинейного программирования, 
покрывающий достаточно представительный класс практических задач оптимального 
проектирования и оптимального управления в энергетике, химической технологии, 
нефтепереработке и т.п. В данной работе рассматривается более детализированный и 
упрощенный вариант алгоритма [1]. 
1. Постановка задачи. Во многих практических приложениях общая задача 
математического программирования может быть сформулирована следующим образом. 
 
Найти X*=argmax(ϕ0(X)), X∈Ω⊂En, (1) 
 
если область допустимых решений Ω определяется системой ограничений: 
 
 yi   ≡   aiX   +  bi = 0,      i∈{1..m}, (2) 
 
 Zi   ≡ ϕi(X)          = 0,      i∈{1..c}, (3) 
 
 Vi′ ≡    xi - Xi min ≥ 0,     i∈{1..n}, (4) 
 
 Vi′′≡ - xi+ Xi max ≥ 0,      i∈{1..n}, (5) 
 
где: X=col{ xj , j=1..n} – вектор искомых переменных, ϕ0(X) – максимизируемая функция 
цели, yi, Zi – уклонение [2] в точке X от i-ой ограничивающей (гипер)плоскости из числа (2) 
ограничивающей поверхности ϕi(X)= 0, ai - вектор-строка (нормаль) i-ой ограничивающей 
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плоскости общего положения, bi - свободный член – смещение i-ой плоскости относительно 
начала координат, ϕi(X) - i-ое нелинейное ограничение-равенство, Xi min(Xi max) – нижняя 
(верхняя) граница допустимого изменения искомой переменной xi, vi′ (vi′′) – уклонение в 
точке X от нижней (верхней) границы изменения переменной xi, 
Задачи (1)-(5) встречаются при расчете гидравлических, электрических 
многоконтурных сетей, при оптимизации технологических процессов, оптимальном 
проектировании технологических аппаратов и т.п. Их характерной особенностью является 
ограниченная с двух сторон область изменения искомых переменных (4),(5), наличие 
линейных ограничений-равенств общего вида (2) - например, уравнений материального или 
теплового баланса в аппаратах технологического процесса, а также нелинейных 
ограничений-равенств (3), описывающих функциональные зависимости между искомыми 
переменными. Функция цели ϕ0(X) может быть нелинейной или линейной. 
2. Общее описание алгоритма. Геометрическая интерпретация процесса решения 
задачи – это движение изображающей точки X(k) в n-мерном евклидовом пространстве En: 
 
 X(k+1)≡ X(k) +ΔX(k) = X(k) + λ(k)σ(k) , (6) 
 
где: σ(k)- луч, исходящий из X(k), движение вдоль которого не нарушает немедленно 
удовлетворенные в X(k) равенства из (2),(3), λ(k)>0 - длина шага вдоль σ(k). 
По сравнению с X(k) точка X(k+1) должна либо уменьшить (ликвидировать) невязку 
одного из неудовлетворенных в X(k) равенств при сохранении ранее удовлетворенных 
равенств, либо (при нахождении X(k) в области допустимых решений Ω) улучшить функцию 
цели (1). Рассматриваемый метод относится к классу методов аппроксимирующего 
программирования. Как и в линейном программировании, здесь на каждой итерации 
определяется набор из n эффективных (имеющих нулевые уклонения) ограничивающих 
плоскостей, образующих базисный конус. Однако, в отличие от симплексных методов 
(движения по одному из ребер базисного конуса), метод [1] допускает также движение 
"внутрь" многогранника за счет одновременного изменения нескольких уклонений. 
В качестве начального приближения искомых переменных принимается их нижняя 
граница: X(0)=col(X1min,..,Xnmin), а в качестве базисных переменных – уклонения vj′, j=1,..,n. 
Решение разобивается на 2 этапа: Этап I - последовательное введение в базис уклонений yi, 
i=1,..,m  и удержание их в базисе до конца решения задачи; Этап II - аппроксимация нового 
эффективного в текущей точке нелинейного ограничения-равенства ϕp(X(k))=0; введение в 
базис zp вместо zs , для которого ϕs(X) в текущей точке X(k) стало ненулевым (⏐ϕs(X(k))⏐>εs), 
или вместо vs′(vs′′), по которому уклонялись. 
На рис.1 приведен пример решения по предлагаемому алгоритму двумерной задачи 
оптимизации x1→ max при наличии одного нелинейного ограничения-равенства ϕ1(X)=0 и 
двух двусторонних тривиальных ограничений-неравенств: 0 ≤  x1 ≤  X1max, 0 ≤  x2 ≤  X2max. 
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Процесс решения задачи начинается из точки X(0). Нормали начального базисного 
конуса соответствуют координатным осям (показаны малыми стрелками). Этап I здесь 
отсутствует, поскольку нет линейных ограничений-равенств. В точке X(0) значение функции 
ϕ1(X), выходит за рамки инженерной точности: zi<(-εi). Для устранения невязки выполняем 
следующие действия: 
1) В точке X(0) вычисляем градиент для ϕ1(X) и находим наибольший 
положительный коэффициент, в данном случае – это ∂ ϕ1(X)/∂x2. 
2) Движемся вдоль ребра x1=0 до встречи с поверхностью ϕ1(X)=0 (точка X(1)). 
3) В новой точке уточняем градиент, вводим в базис z1 и исключаем из базиса v2′, 
выполняя над обратной матрицей G необходимые жордановы преобразования. Таким 
образом, вектор уклонений от базисных плоскостей V(1)=col( v1′,z1). 
Точка X(1) принадлежит области допустимых решений Ω, поэтому начинаем улучшать 
функцию цели. Поскольку z1=0, уклоняться можем только изменяя v1′ в положительную 
сторону. В результате попадаем в точку X(2), где ϕ1(X) вновь нарушено. Оставаясь в том же 
базисе, движемся по ребру v1′=const, z1=var – направлению наиболее быстрого устранения 
невязки z1. В X(2) изображающая точка отошла от границ тривиальных ограничений, поэтому 
можно снять ограничения на знак изменения базисных переменных Δv1′, Δv2′. Из точки X(3), 
где V(3)=col(v1′,z1), движемся по ребру v1′=var, z1=0 до встречи с верхней границей x1. Из X(4), 
где V(4)=col(v1′′,v2′), движемся по ребру v1′′=0, v2′=var до встречи с поверхностью ϕ1(X)=0. 
Точка X(5) является точкой оптимума, поскольку X(5)∈Ω и функция цели достигла 
максимального значения.  
3. Контроль уклонений от эффективных ограничений. Направление σ(k) должно 
быть выбрано таким образом, чтобы вдоль него уменьшалась невязка неудовлетворенного в 
X(k) равенства из числа (2),(3) или улучшалась функция цели. 
Для определения σ(k) используем в качестве базиса независимых переменных 
уклонения от эффективных ограничивающих плоскостей. Исходная задача (1)-(5) в качестве 
базиса имеет координаты x1,..,xn искомых переменных, а в качестве зависимых от базиса 
величин – уклонения yi,zi,vj′,vj′′. Задача состоит в алгебраическом преобразовании, где 
зависимыми переменными становятся x1,..,xn , а независимыми (базисными) – n уклонений из 
перечисленных выше: 
 
 X=G∗YБ+b.  
Здесь: X=col{xj,j=1..n} – вектор искомых переменных, G- обратная матрица размерности nxn 
зависимости искомых переменных от уклонений от ограничивающих плоскостей текущего 
базисного конуса, YБ=col{yi,zi,vj′, vj′′} – n-мерный вектор уклонений от плоскостей текущего 
базиса, b = X – вектор свободных членов – вершина базисного конуса. 
На этапе I необходимо последовательно в цикле ввести в базис y1,…,yn 
(соответственно изменяя матрицу G и веткор b). По окончанию цикла обратная матрица 
имеет структуру: G=(L,H,b), а вектор искомых переменных  
 
 X= L*Y + H*V + b, (7) 
 
где: Y= col(y1, y2,.., ym) – m-мерный вектор уклонений от плоскостей-линейных ограничений 
(2), V=col{ vj′,vp′′} – (n-m)-мерный вектор уклонений от базисных тривиальных плоскостей, b 
– вектор свободных членов – вершина базисного конуса, L,H – подматрицы обратной 
матрицы G размерности nxm и nx(n-m) соответственно.  
Из (7) следует, что в момент окончания этапа I изображающая точка X(m)- вершина 
базисного конуса, равна b. Используем X(0)=b как начальную точку для этапа II, где 
вычисления будем производить в приращениях в соответствии с алгоритмом (6). Поскольку 
на этапе II линейные ограничения-равенства (2) никогда не выходят из базиса, т.е. Y=0 до 
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конца решения задачи, то в дальнейшем можно оперировать только уклонениями V и их 
приращениями ΔV. При этом приращение вектора неизвестных 
 
 ΔX=σ= H*ΔV.  
 
4. Определение длины шага. Длинна допустимого шага λ(k) определяется 
соответственно одному из условий: 1) достигнута гиперповерхность p-го нарушенного в X(k) 
равенства ϕp(X)=0 , 2) нарушена инженерная точность ±εs удовлетворенного в X(k) равенства 
ϕs(X)=0, 3) достигнут экстремум функции цели вдоль луча σ(k). 
 
Таким образом: { },,,min λ ′′′λ ′′λ′=λ   
 
где: { }Бjj ∉>′=′ j ,0,min λλλ  - длина шага до j-ой ограничивающей гиперплоскости 
тривиальных ограничений (4),(5)), не входящей в базис; { }Бiii ∈>′′=′′ ,0min λλλ  - длина 
шага до возникновения невязок эффективных в Xt нелинейных базисных ограничений (3), 
превышающих инженерную точность; λ ′′′  - длина шага до нарушенного ограничения ( ))( tp Xϕ  или до максимума ( ))(0 tXϕ  вдоль направления σ. Причем, для вычисления λλ ′′′′′ ,  
будем использовать квадратичную аппроксимацию:  
 
 ( ) ,,, 2λβ+λα≈λσϕΔ iii X  (8) 
 
где ./5.0,/ )()(
22
tt XXiiXXii
dddd == ⋅== λϕβλϕα   
 
Как правило, методы, использующие квадратичную аппроксимацию нелинейностей ( )Xiϕ , требуют применения матрицы вторых производных (матрицы Гессе), что непомерно 
увеличивает объем вычислений на каждой итерации. Поскольку нам необходимо значение 
второй производной только по направлению σ, эту трудность можно обойти, используя 
приближенное численное дифференцирование вдоль σ вместо аналитического расчета βi. 
Таким образом, предлагаемый метод сочетает экономичность методов, использующих 
только первую производную, с «дальнодействием» квадратичных методов. Предложенный 
метод может быть использован также для рачета установившихся режимов 
потокораспределения, например, в гидравлических сетях. При этом в качестве функции цели 
можно использовать одно из контурных уравнений 
 ∑
=
⎯→⎯−≡
m
j
jjjcj xxsB
1
2
0 max)(ϕ ,  
 
где: B – матрица контуров системы, sj – гидравлическое сопротивление j-ой ветви схемы, xj – 
неизвестный расход на ветви. 
Таким методом был рассчитан фрагмент трубопровода ТЭЦ-5 (18 узлов, 24 ветви). 
Решение получено за 22 итерации (аналогичное решение получено методом поконтурной 
увязки перепадов давлений за 28 итераций). В целом, при расчета схем большой размерности 
данный метод сходится на 20-30% быстрее.  
 
1) Щербашин Ю.Д. Метод решения задач нелинейного программирования с 
использованием базиса переменной размерности. // Проблемы управления и 
информатики. -2006.-№3.-С.27-36. 
 
 
