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1HetNets with Random DTX Scheme: Local
Delay and Energy Efficiency
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Abstract
Heterogeneous cellular networks (HetNets) are to be deployed for future wireless communication
to meet the ever-increasing mobile traffic demand. However, the dense and random deployment of small
cells and their uncoordinated operation raise important concerns about energy efficiency. On the other
hand, discontinuous transmission (DTX) mode at the base station (BS) serves as an effective technology
to improve energy efficiency of overall system. In this paper, we investigate the energy efficiency under
finite local delay constraint in the downlink HetNets with the random DTX scheme. Using a stochastic
geometry based model, we derive the local delay and energy efficiency in a general case and obtain
closed-form expressions in some special cases. These results give insights into the effect of key system
parameters, such as path loss exponents, BS densities, SIR threshold and mute probability on the system
performance. We also provide the low-rate and high-rate asymptotic behavior of the maximum energy
efficiency. It is analytically shown that it is less energy-efficient to apply random DTX scheme in the
low-rate regime. In the high-rate regime, however, random DTX scheme is essential to achieve the finite
local delay and higher energy efficiency. Finally, we extend the analysis to the load-aware DTX scheme
where the mute probability depends on the user activity level.
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2I. INTRODUCTION
Due to the explosive growth of mobile data traffic, an increasing portion of the mobile data
and voice traffic is expected to be offloaded from the macrocell network onto other low power
and low cost small cell networks [1], resulting in heterogeneous cellular networks (HetNets) [2].
HetNets comprise a conventional cellular network overlaid with a diverse set of lower-power base
stations (BSs) or access points (APs), such as picocells, femtocells, WiFi APs and perhaps relays.
Heterogeneity is expected to be a key feature of future cellular networks, and an essential means
for providing higher end-user throughput as well as expanding its indoor and cell edge coverage.
Nevertheless, the deployment of a large number of small cells overlaying the macrocells is not
without new technical challenges [3].
First, designing green cellular networks has recently received great attention amongst network
operators, regulatory bodies such as 3GPP and ITU and green communications research projects
such as EARTH and GreenTouch [4]-[8]. The dense and random deployment of small cells and
their uncoordinated operation raise important concerns about energy efficiency in the HetNets
[9]. One of the major challenges is the incursion of inter-tier interference due to the aggressive
spatial reuse. Discontinuous transmission (DTX) mode at BSs serves as a potential technology
of managing interference and improving energy efficiency [5], [10], [11]. The main principle
of DTX is to shut down some BS components in time periods without signal transmission to
reduce interference and energy wastage of the system.
Delay is another critical performance indicator that reflects the quality-of-service (QoS) pro-
vided by a network and is directly related to the system reliability [12]. Generally, there are two
kinds of delay in the wireless networks: the transmission delay, which refers to the time spent in
transmitting data successfully, and the queueing delay, which mainly refers to the waiting time
in one or more service queues. The local delay considered in this paper is a basic form of the
transmission delay, thus our analysis of the local delay provides a lower bound for the overall
system delay. Particularly, the local delay may be infinite for certain network parameters, which
is called network contention phase transition [13]. If it is infinite, the network cannot provide
any useful service to its users. Hence, it is crucial to take the local delay into consideration when
evaluating the system performance.
3A. Related Work and Motivations
Recently, a new general model for wireless node distribution based on stochastic geometry has
been proposed [14]-[16] and the authors have shown a tractable and reasonably accurate solution
for analyzing important metrics such as signal-to-interference-plus-noise ratio (SINR) coverage,
average rate and rate coverage. In addition, the authors in [15] and [16] studied the stochastic
geometry modeling and analysis in HetNets, but the delay which serves as an important system
metric to evaluate the QoS performance has not been discussed yet.
The framework for analyzing the local delay was provided in [13], [17] where some concrete
expressions and insights for the local delay in different scenarios were obtained. The work in
[18] extended the results to the case of finite mobility. [19] proposed a new model to evaluate
the local delay by using joint interference statistics, which characterized different degrees of
temporal dependence. In [20], the optimal power control policies for different fading statistics
were proposed to minimize the local delay. In [21], two MAC protocols FHMA and ALOHA
are proposed to reduce the interference correlation and the local delay. All the above works are
based on the homogeneous Poisson networks. In this work, we extend the framework to the
heterogeneous case. Different from the homogeneous case in [17]-[21] where each receiver is at
a fixed distance to the corresponding transmitter, we incorporate the cell association criterion,
which is one of the most important characteristics in HetNets, into the analytical framework.
Furthermore, another challenge is to analyze the impact of different system parameters from
different tiers and to provide useful insights into network deployment and design.
Many works have evaluated the performance of DTX scheme in cellular networks. For instance,
[22] and [23] showed that cell DTX is of key importance to achieve significant energy reduction
in an LTE network. [24] analyzed the maximum achievable energy saving of the cell DTX by
incorporating the cell DTX with a clean-slate network deployment. Nevertheless, no quantitative
analysis of DTX scheme by using tools of stochastic geometry is performed in these papers.
Similar work has analyzed random sleeping scheme in HetNets based on stochastic geometric
model [25]. Different from the random sleeping scheme in [25], random DTX scheme enables
sleep mode operations at BS side with a short enough time resolution, e.g. on millisecond level
[10]. Besides, note that the impact of local delay on energy efficiency has not been discussed in
previous work.
4Since delay-energy tradeoff is one of four fundamental tradeoffs [26], it has gained extensive
research in the literature. Nevertheless, it should be noted that most existing results are based
on the queueing model and only consider a single-cell case, such as [27], [28]. In this paper, we
discuss the energy efficiency under the finite local delay constraint and deal with the inter-cell
interference in the HetNets by modeling the locations of BSs, both macrocells and small cells,
as independent Poisson point processes (PPPs) with different intensities. In addition, using the
tools of stochastic geometry, we investigate the question of whether the random DTX scheme
applied in the HetNets is always beneficial in terms of local delay and energy efficiency.
B. Contributions and Organizations
Characterization of local delay and energy efficiency: We analytically derive the local delay of
a typical user in aK-tier HetNet with the random DTX scheme. Based on the stochastic geometry
framework, the expression is reasonably tractable and enjoys a high degree of generality. In
addition, energy efficiency can be obtained from dividing the network throughput by the average
area power consumption. These general results can be significantly simplified and even have
closed forms in some special cases. Furthermore, we also give the expressions of local delay
and energy efficiency in the K-tier HetNet with the load-aware DTX scheme.
Effect of key system parameters: Building upon the analytical results, we can obtain some
insights into the effect of key system parameters on local delay and energy efficiency. For
instance, local delay increases with SIR threshold while there exists an optimal SIR threshold
to maximize energy efficiency. As the path loss exponent increases, local delay decreases and
energy efficiency increases. The effect of BS densities heavily depends on power parameters and
path loss exponents of different tiers. Moreover, the optimal mute probabilities in random DTX
scheme that maximize local delay and energy efficiency, respectively, are generally different.
Asymptotic behavior of maximum energy efficiency: We consider two asymptotic regimes:
the low-rate regime and the high-rate regime, and then derive the asymptotic expressions of the
maximum energy efficiency and the optimal mute probability in random DTX scheme. Numerical
results show that these asymptotic results are reasonably tight in their respective regimes. More
importantly, the asymptotic behavior reveals that it is less energy-efficient to apply random DTX
scheme in the low-rate regime while random DTX scheme is essential to achieve the finite local
delay and higher energy efficiency in the high-rate regime.
5In the remainder of this paper, Section II presents the system model. The local delay expres-
sions in a general case and some special cases are derived in Section III. In Section IV, we
consider energy efficiency and derive energy efficiency asymptotics in low-rate and high-rate
regime. In Section V, the analysis is extended to the load-aware DTX scheme. Numerical results
and discussions are provided in Section VI. Finally, Section VII concludes the paper.
II. SYSTEM MODEL
A. Heterogeneous Network Model
We consider a HetNet composed by K independent network tiers. For notational ease, we
denote K = {1, 2, · · · , K}. BSs across tiers differ in terms of deploying density λk, transmit
power pk, and path loss exponent αk (αk > 2)
1. The BS locations of each tier are modeled by
an independent homogeneous PPP Φk. Note that the network is assumed to be static, i.e., all
the BSs and users are generated at first and remain in the same position all the time. Denote by
Φ =
⋃
k∈K Φk the set of the overall BSs in the K-tier HetNet. BSs and users are assumed to be
equipped with a single antenna.
Without loss of generality, we focus on the downlink analysis at a typical user in the origin
o ∈ R2. For the propagation model, We consider a general power-law path loss model in which
the signal transmitted by a BS located at x in the kth tier undergoes a distance dependent path
loss l (x) = ‖x‖−αk , where ‖x‖ denotes the distance between x and the origin o. We assume
that the power fading coefficients are spatially and temporally independent with exponential
distribution of unit mean (i.e., Rayleigh fading assumption), and let ht,x be the power fading
coefficient between BS located at x and the typical user in time slot t. Furthermore, since the BS
density is typically high in the HetNets, we ignore the noise and focus on the interference-limited
regime.
We consider a cell association where each user is associated with the strongest BS in terms
of average received signal strength (RSS) at the user. As a result, the tier-index of the serving
BS is given by
k = argmax
j∈K
pj‖xj,0‖
−αj , (1)
1Each BS in the kth tier uses the same transmit power {pk}k∈K.
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Fig. 1. A realization of the random DTX scheme at the BS. Each BS only transmits signal in the active state and shuts down
some components when there is no signal transmission in the mute state.
where the fading coefficient is averaged out and xj,0 denotes the location of the nearest BS in
the jth tier. Note that the following analytical results are also applicable to the biased association
case [16] with a more complicated representation.
B. Random DTX Scheme
We assume that time is divided into discrete slots with equal duration and each transmission
attempt occupies one time slot. Fig. 1 illustrates a realization of the random DTX scheme at the
BS, where each BS has two transmission states in each time slot, i.e., the mute state and the
active state.
In this work, we model the DTX mode in each tier and each time slot as an independent
Bernoulli trial with a tunable parameter ζk (0 ≤ ζk < 1) called mute probability
2. Namely, a BS
from the kth tier in one time slot stay mute with probability ζk and stay active with probability
1 − ζk, independently of the BS location and time slot (i.e., memoryless both spatially and
temporally). Let Φk,t be the set of active BSs in the k
th tier in the time slot t. The interference
at the typical user in the time slot t is
It =
∑
j∈K
∑
xj,i∈Φj\{xk,0}
pjht,xj,i‖xj,i‖
−αjI (xj,i ∈ Φj,t) , (2)
where I (·) is the indicator function, and It,xj,i , pjht,xj,i‖xj,i‖
−αjI (xj,i ∈ Φj,t) denotes the
interference from BS located at xj,i in time slot t. The signal-to-interference ratio (SIR) of the
2The mute probability in the DTX does not only depend on the traffic pattern, but also the transmission pattern, especially
in LTE type of systems. For example, in an LTE system, it would be possible to use (or trade in) more subcarriers to obtain
more idle time slots (during which DTX can be employed, increasing the mute probability). When the traffic is certain, by
pseudo-randomizing the transmission of resource blocks, we could adjust the value of mute probability to some extent, which
provides a practical possibility for the random DTX scheme.
7typical user from its associated BS in the kth tier and time slot t is
SIRk,t =
pkht,xk,0r
−αk
k
It
, (3)
where rk denotes the distance between the associated BS in the k
th tier and the typical user.
C. Performance Metrics
Throughout the paper, we will focus on two performance metrics: local delay and energy
efficiency.
1) Local Delay: We assume that if a transmission fails in a certain time slot, a retransmission
will be conducted. The local delay is defined as the mean time (in number of time slots) until
a packet is successfully received over a link between a transmitter and its receiver3 [13].
Denote Ck|Φ as the success event conditioned on the distance rk and the point process Φ.
Success events in different time slots are independent, so there is no need to add a time index
to this event. By setting the SIR threshold to be θ, we denote the probability of a successful
transmission conditioned on rk and Φ as Pr
(
Ck|Φ
)
= (1− ζk) Pr (SIRk,t > θ |rk,Φ). where the
coefficient 1 − ζk exists because the associated BS stays active in any given time slot with
probability 1−ζk. That is, the successful transmission occurs only when the associated BS stays
active and the instantaneous SIR is greater than the SIR threshold. Accordingly, the number of
time slots needed until success given rk and Φ, denote by ∆k|Φ , is a geometrically distributed
random variable with mean Pr
(
Ck|Φ
)−1
. The expectation with respect to rk and Φ yields the
local delay when a typical user is associated with the kth tier:
Dk = Erk,Φ
(
E
(
∆k|Φ
))
= Erk,Φ
[
1
Pr
(
Ck|Φ
)
]
. (4)
Since the typical user is associated with at most one tier, from the law of total probability,
the local delay is
D =
∑
k∈K
AkDk, (5)
3In this paper, we do not specify the duration of one time slot on the condition that each transmission attempt only occupies
one time slot.
8where Ak is the per-tier association probability. Note that we assume BSs are fully-loaded so that
whenever a BS is active it always has data to transmit. The local delay is thus the transmission
delay, but not the queuing delay.
2) Energy Efficiency: We define the network energy efficiency as a ratio of network throughput
to average area power consumption [25].
First, We assume that a fixed-rate transmission scheme is applied, e.g. in each time slot, as
long as the SIR is above a threshold θ, each data packet can be successfully transmitted at the
(normalized) rate log (1 + θ) nats per sec per Hz4. As a result, the network throughput is defined
as the average number of successfully transmitted nats per sec per Hz per unit area, which is
τ = D−1 log (1 + θ)
K∑
k=1
(1− ζk)λk, (6)
where D−1 log (1 + θ) denotes the average number of successfully transmitted nats per sec per
Hz over a single link and
∑K
k=1 (1− ζk)λk is the density of active BSs in theK-tier HetNet. Note
that the network throughput can also be regarded as a measure of the area spectral efficiency.
Second, we adopt a linear BS power consumption model [29], namely, the power consumption
per BS in the kth tier is given by
Pk,in =

 Pk0 +∆kpk, if pk > 0,Pk,S, if pk = 0. (7)
where Pk0 and Pk,S denote the static power expenditure in the active mode and mute mode in the
kth tier respectively, and ∆k denotes the slope of power consumption in the k
th tier. Accordingly,
the average area power consumption is given by Pa =
∑K
k=1 λk [(1− ζk) (Pk0 +∆kpk) + ζkPk,S].
Therefore, the network energy efficiency is calculated as
ηEE =
τ
Pa
=
D−1 log (1 + θ)
∑K
k=1 (1− ζk)λk∑K
k=1 λk [(1− ζk) (Pk0 +∆kpk) + ζkPk,S]
, (8)
where the unit is nats/Joule/Hz.
4The physical meaning of the fixed-rate transmission is that the transmitter may not know the instantaneous SIR information
and thus adopts a fixed modulation/coding strategy, such as QPSK and M-QAM, which leads to a fixed transmission rate in
each time slot (or each resource block).
9III. LOCAL DELAY
In this section, we first give a general result of the local delay in the HetNets and further
consider some special cases with simpler expressions and important insights.
A. General Case and Main Result
We now provide the general result of the local delay, consisting of tier-specific BS density
λk, transmit power pk, path loss exponent αk and mute probability ζk.
Theorem 1. In a K-tier HetNet with Random DTX scheme and cell association based on the
long-term RSS, the local delay is given by
D =
K∑
k=1
2piλk
1− ζk
∫ ∞
0
r exp
[
−
K∑
j=1
piλj
(
pj
pk
) 2
αj
r
2αk
αj (1− (1− ζj)Z (ζj, αj, θ))
]
dr, (9)
where
Z (ζj, αj, θ) =
∫ ∞
1
θ
u
αj
2 + θζj
du. (10)
Proof: According to the definition of local delay, the probability of successful transmission
conditioned on rk and Φ can be evaluated as
Pr
(
Ck|Φ
) (a)
= (1− ζk) Pr (SIRk,t > θ |rk,Φ)
(b)
= (1− ζk) Pr
(
pkht,xk,0r
−αk
k > θIt |rk,Φ
)
(c)
= (1− ζk)EIt
[
exp
(
−
θr
αk
k It
pk
)∣∣∣∣ rk,Φ
]
(d)
= (1− ζk)E{It,xj,i}

∏
j∈K
∏
xj,i∈Φj\{xk,0}
exp
(
−
θr
αk
k It,xj,i
pk
)∣∣∣∣∣∣∣ rk,Φ


(e)
= (1− ζk)
∏
j∈K
∏
xj,i∈Φj\{xk,0}
LIt,xj,i
(
−
θr
αk
k
pk
∣∣∣∣ rk,Φj
)
,
(11)
where (a) is from the definition of Pr
(
Ck|Φ
)
, (b) follows from the SIR expression in (3), (c)
follows from the fact that the power fading coefficient ht,xk,0 is exponentially distributed with unit
mean, (d) follows from the interference expression in (2), that is, It =
∑
j∈K
∑
xj,i∈Φj\{xk,0}It,xj,i ,
(e) follows from the independence property of different interfering links, and LIt,xj,i (s|Φj)
10
denotes the Laplace transformation of It,xj,i conditioned on Φj . From (2), using the definition
of Laplace transformation yields,
LIt,xj,i (s|Φj) = EIt,xj,i
[
exp
(
−sIt,xj,i
)∣∣Φj]
= Eht,xj,i
[
exp
(
−spjht,xj,i‖xj,i‖
−αjI (xj,i ∈ Φj,t)
)∣∣Φj]
= Eht,xj,i
[
(1− ζj) exp
(
−spjht,xj,i‖xj,i‖
−αj
)
+ ζj
]
(a)
=
1− ζj
1 + spj‖xj,i‖
−αj
+ ζj,
(12)
where (a) follows from the fact that ht,xj,i is exponentially distributed with unit mean. From (4),
the conditional local delay given rk can be evaluated as
Dk (rk) = EΦ
[
1
Pr
(
Ck|Φ
)
]
(a)
=
1
1− ζk
∏
j∈K
EΦj

 ∏
xj,i∈Φj\{xk,0}
1
LIxj,i
(
−
θr
αk
k
pk
∣∣∣ rk,Φj)

,
(13)
where (a) follows from the independence property of BS point processes among tiers. By
substituting (12) into (13), and applying the probability generating functional (PGFL) of the
PPP [30], we obtain
Dk (rk) =
1
1− ζk
∏
j∈K
exp
[
2piλj (1− ζj)
∫ ∞
bj
r
pk
θr
αk
k
pj
rαj + ζj
dr
]
, (14)
where the integration limits are from bj to ∞ since the closest interference from the j
th tier is at
least at a distance bj =
(
pjp
−1
k
)1/αj
r
αk/αj
k . Applying a change of variable u =
(
r
αk
k pjp
−1
k
)− 2
αj r2
yields,
Dk (rk) =
1
1− ζk
exp
[
K∑
j=1
piλj (1− ζj)
(
pj
pk
) 2
αj
r
2αk
αj
k Z (ζj, αj, θ)
]
. (15)
According to [16, Lemma 3], the pdf of the distance rk is given by
frk (r) =
2piλk
Ak
r exp
[
−pi
K∑
j=1
λj
(
pj
pk
) 2
αj
r
2αk
αj
]
. (16)
11
Thus, deconditioning on rk yields,
Dk =
2piλk
(1− ζk)Ak
∫ ∞
0
r exp
[
−
K∑
j=1
piλj
(
pj
pk
) 2
αj
r
2αk
αj (1− (1− ζj)Z (ζj, αj, θ))
]
dr, (17)
Finally, substituting (17) into (5) yields the desired result in (9). 
Although Theorem 1 does not give a closed-form expression, the integral is fairly easy to
evaluate. For some special cases where significant simplification is possible, key insights from
these simple local delay expressions can be obtained.
B. Special Case and Insights
First, we assume {αk} = α, then Theorem 1 can be simplified in the following corollary.
Corollary 1. When {αk} = α, i.e., the path loss exponents of all the tiers are identical, the
local delay is given by
D =
∑K
k=1
λkp
2
α
k
1−ζk∑K
j=1 λjp
2
α
j [1− (1− ζj)Z (ζj, α, θ)]
. (18)
Proof: By letting {αk} = α in (9), we obtain
D =
K∑
k=1
2piλk
1− ζk
∫ ∞
0
r exp
[
−r2
K∑
j=1
piλj
(
pj
pk
) 2
α
(1− (1− ζj)Z (ζj, α, θ)) ·
]
dr. (19)
Since
∫∞
0
2re−Ar
2
dr = 1
A
, we can easily get the desired result in (18). 
Since from (10) we observe that Z (ζj, α, θ) is a monotonically increasing function of θ, this
expression reveals that the local delayD increases as the SIR threshold θ increases. This coincides
with our intuition that when SIR threshold increases, the probability that a transmission fails
in a certain time slot increases, hence the number of retransmissions needed increases. Besides,
since Z (ζj, α, θ) → ∞ as θ → ∞, it is observed that when θ exceeds some threshold value,
the local delay will be infinite. As a result, we could define the critical SIR threshold as
θc , sup {θ : D (θ) <∞} , (20)
and also define a phase transition in the sense that the finite local delay cannot be achieved for
a given {ζk} provided θ > θc.
12
Furthermore, when {ζk} = ζ , i.e., equal mute probability, the local delay expression can be
further simplified.
Corollary 2. When {αk} = α and {ζk} = ζ , i.e., the path loss exponents and mute probabilities
of all the tiers are both identical, the local delay is given by
D =
1
1− ζ
·
1
1− (1− ζ)Z (ζ, α, θ)
. (21)
Specially, when ζ = 0, we have
D =
1
1− 2
α−2
θ
. (22)
On the other hand, when 0 < ζ < 1, we have
D =
1
1− ζ
·
1
1− (1− ζ)
[
C (α) θ
2
α ζ
2
α
−1 − 1
ζ
Hα
(
− 1
θζ
)] , (23)
where C (α) = 1
/
sinc
(
2
α
)
, Hα (x) , 2F1
(
1, 2
α
; 1 + 2
α
; x
)
and 2F1 [·] denotes the Gauss hyper-
geometric function.
Proof: By letting {ζk} = ζ in (18), we can get (21) directly. Subsequently, we consider two
different subcases to evaluate Z (ζ, α, θ) and obtain a closed-form expression of D.
First, when ζ = 0, we have Z (ζ, α, θ) = 2
α−2
θ, and substituting it into (21), we can readily
get (22). Second, when 0 < ζ < 1, from (10), Z (ζ, α, θ) can be rewritten as
Z (ζ, α, θ) =
∫ ∞
0
θ
u
α
2 + θζ
du−
∫ 1
0
θ
u
α
2 + θζ
du
= C (α) θ
2
α ζ
2
α
−1 −
1
ζ
2F1
(
1,
2
α
; 1 +
2
α
;−
1
θζ
)
.
(24)
Substituting (24) into (21) gives the desired result in (23). 
The local delay is now independent of the BS transmit power pk and BS density λk. It is
also independent of the number of tiers K. This means that when we randomly add new BSs or
increase transmit power of any tiers, the local delay remains the same. Intuitively, when adding
new BSs, for instance, the average distance between a user and its associated BS is shorter,
which increases the RSS; nevertheless, the user will experience a larger inter-cell interference.
In this case, the above two effects cancel out each other, thus the SIR statistics do not change
13
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Fig. 2. The local delay D as a function of mute probability ζ for θ = 1, 10, 100 and α = 4. The delay is given in (21).
though more BSs are deployed. This invariance property coincides with the observations in [15],
[16], where the performance metric under consideration is coverage probability. Besides, since
Z (ζ, α, θ) is a monotonically decreasing function of α, from (21) the local delay D decreases
with path loss exponent α. This confirms our intuition that with a larger path loss exponent each
BS is more likely to become isolated, hence higher path loss reduces the inter-cell interference
and improves SIR.
By varying the values of θ and ζ , we get the curves in Fig. 2. Similar to the definition of
θc, here we could define the critical mute probability as ζc , inf {ζ : D (ζ) <∞}. From Fig.
2, we observe that the critical mute probability ζc increases when increasing θ, and particularly
ζc → 1, as θ →∞. This can be explained that with a larger SIR threshold, the outage probability
in each time slot increases, which leads to a larger local delay. In order to keep the local delay
finite, we should increase the mute probability (e.g., let more BSs stay mute in one time slot)
to reduce the interference correlation [21].
The following proposition provides insights on the effect of random DTX scheme on local
delay.
Proposition 1. Without random DTX scheme applied in the HetNets, i.e., ζ = 0, there exists
a phase transition where θc =
α−2
2
. Instead, with random DTX scheme applied in the HetNets,
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i.e., 0 < ζ < 1, there is no phase transition if ζc < ζ < 1 where the critical mute probability ζc
satisfies
ζc ∼ 1−
θ−
2
α
C (α)
, θ →∞. (25)
Proof: When ζ = 0, from (22) and (20) we readily get the value of θc. When 0 < ζ < 1, in
order to demonstrate that there is no phase transition if ζc < ζ < 1, we just need to find a finite
ζc ∈ (0, 1) for the limit θ →∞. From the definition of Gauss hypergeometric function, we have
limθ→∞Hα
(
− 1
θζ
)
= 1, and since ζc → 1, as θ →∞, from (23) we find
D ∼
1
1− ζ
·
1
1− (1− ζ)C (α) θ
2
α
, θ →∞. (26)
Thus, solving the equation 1− (1− ζc)C (α) θ
2
α = 0 gives (25). As θ →∞, 1− θ
− 2α
C(α)
∈ (0, 1).
Hence there exists a mute probability ζ ∈ (ζc, 1) that keeps a finite local delay for any θ. 
From this proposition, we can draw a conclusion that for any SIR threshold θ, it is essential
for random DTX scheme to ensure no phase transition. Particularly in the high-θ regime, we
could effectively adjust the mute probability ζ to keep the local delay finite.
IV. ENERGY EFFICIENCY
In this section, we will evaluate the network energy efficiency in the HetNets, which will be
shown to depend critically on the BS power consumption model in (7), local delay and random
DTX scheme.
By substituting (9) into (8), we can obtain a general expression of the energy efficiency ηEE .
Besides, since (9) is not in closed form, numerical evaluation has to be employed to calculate
ηEE , which will be shown in the next section. In order to obtain analytical results about the
dependence of energy efficiency on some key parameters, such as mute probability and SIR
threshold, in the following, we mainly focus on the special case of equal path loss exponent and
equal mute probability, i.e., {αk} = α and {ζk} = ζ . Accordingly, the energy efficiency is given
by
ηEE =
(1− ζ)2 [1− (1− ζ)Z (ζ, α, θ)] log (1 + θ)
∑K
k=1 λk∑K
k=1 λk [(1− ζ) (Pk0 +∆kpk) + ζPk,S]
. (27)
where Z (ζ, α, θ) is from (10).
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Note that ηEE is a monotonically increasing function of path loss exponent α. This is consistent
with the observation in Section III that the local delay D decreases when increasing α, which
leads to higher energy efficiency.
A. The Effect of the BS Density
Intuitively, when we increase the BS density, the network throughput will increase. However,
the area power consumption also increases with BS density. To this end, the following proposition
gives the effect of the BS density on the energy efficiency.
Proposition 2. The energy efficiency is a monotonically increasing function with λk if
Pk,ave <
∑K
j=1,j 6=k Pj,aveλj∑K
j=1,j 6=k λj
, (28)
where Pk,ave , (1− ζ) (Pk0 +∆kpk) + ζPk,S for k ∈ K. Otherwise, the energy efficiency is a
monotonically decreasing function with λk.
Proof: From (27) we have ηEE (λk) =
F
∑K
k=1 λk∑K
k=1 λkPk,ave
, where F is positive and independent of
λk. Hence the condition (28) is derived by investigating the derivative of ηEE (λk) with respect
to λk. 
From this result, we observe that whether increasing the kth tier’s BS intensity λk will improve
the energy efficiency depends on the BS power parameters in the kth tier. Besides, since the
local delay is independent of {λk} in such a case, we can improve the energy efficiency by
properly adjusting the BS density in each tier according to condition (28) without increasing the
local delay.
B. The Effect of the SIR Threshold
In order to study the effect of SIR threshold θ on the energy efficiency, we give the following
proposition.
Proposition 3. Given a mute probability ζ , the optimal SIR threshold θ∗ that maximizes the
network energy efficiency satisfies
Z (ζ, α, θ∗) + (1 + θ∗) log (1 + θ∗)Z ′ (ζ, α, θ∗) =
1
1− ζ
, (29)
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where Z (ζ, α, θ) is from (10) and
Z ′ (ζ, α, θ) =
∫ ∞
1
u
α
2(
u
α
2 + θζ
)2du. (30)
In particular, when ζ = 0, i.e., random DTX scheme is not applied in the HetNets, the bounds
of the optimal SIR threshold θ∗ is given by
θ∗ ∈
(√
α
2
− 1,
α− 2
4
)
. (31)
Proof: When ζ is fixed, from (27) we have ηEE (θ) = G [1− (1− ζ)Z (ζ, α, θ)] log (1 + θ),
where G is positive and independent of θ. In order to maximize the energy efficiency under the
finite local delay constraint, we can formulate an optimization problem as
max
θ
ηEE (θ)
s.t. 0 < θ < θc
(32)
Since ηEE (0) = ηEE (θc) = 0, then there exists an optimal SIR threshold θ
∗ ∈ (0, θc), and
the value of θ∗ is obtained from the derivative of ηEE(θ). By letting
∂ηEE(θ)
∂θ
= 0, we get (29).
Specially, by letting ζ = 0 in (29), the optimal SIR threshold θ∗ satisfies
(1 + θ∗) log (1 + θ∗) + θ∗ =
α− 2
2
. (33)
By applying the inequalities x
1+x
< log (1 + x) < x to (33), we get the following inequalities
that
θ∗ <
α− 2
2
− θ∗ < (1 + θ∗) θ∗. (34)
From (34), the bounds in (31) are obtained, both of which satisfy the constraint in (32). 
From this result, we observe that the optimal SIR threshold θ∗ depends on the mute probability
ζ and path loss exponent α. Since we assume fixed-rate transmission, i.e., R = log (1 + θ), this
result also gives a guideline that the transmit rate in each time slot could be adjusted to maximize
the network energy efficiency, and the optimal transmit rate Ropt in terms of energy effciency
is given by Ropt = log (1 + θ∗).
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C. The Effect of the Mute Probability
In the following, we will investigate how the mute probability ζ in the random DTX scheme
will affect the network energy efficiency, and whether applying the random DTX scheme in the
HetNets will be always beneficial. Assume 0 < ζ < 1, i.e., random DTX scheme is applied in
the HetNets, then by substituting (24) into (27), the energy efficiency can be rewritten as
ηEE(ζ) =
v0(1− ζ)
2
v1 − v2ζ
log (1 + θ) ·[
1− (1− ζ)
(
C (α) θ
2
α ζ
2
α
−1 −
1
ζ
Hα
(
−
1
θζ
))]
,
(35)
where v0 =
∑K
k=1 λk, v1 =
∑K
k=1 λk (Pk0 +∆kpk) and v2 =
∑K
k=1 λk (Pk0 +∆kpk − Pk,S).
Although the energy efficiency in (35) is closed-form and amenable to numerical evaluation,
it is also desirable to find a simpler estimate that lends itself to a more direct interpretation
of the benefits of random DTX scheme. As a result, we analyze the energy efficiency in two
asymptotic regimes in the following.
1) Low-Rate Regime: Here, we investigate the asymptotic characteristics of the energy effi-
ciency when θ → 0. Note that the limit θ → 0 refers to the low-rate regime since in this limit,
the transmit rate R goes to zero.
The following proposition gives the effect of the mute probability on the energy efficiency in
the low-rate regime.
Proposition 4. In the low-rate regime, the optimal mute probability is given by ζ
opt
θ→0 → 0, and
the maximum energy efficiency is
ηmaxEE ∼
v0
v1
log (1 + θ) , θ → 0. (36)
Proof: From (24), for a general α > 2, we have
C (α) θ
2
α ζ
2
α
−1 −
1
ζ
Hα
(
−
1
θζ
)
∼
2
α− 2
θ, θ → 0. (37)
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Substituting (37) into (35) yields
ηEE(ζ) ∼
v0(1− ζ)
2
v1 − v2ζ
[
1−
2 (1− ζ)
α− 2
θ
]
log (1 + θ)
∼
v0(1− ζ)
2
v1 − v2ζ
log (1 + θ) , θ → 0.
(38)
Besides, by substituting (37) into (23), we have
D ∼
1
1− ζ
·
1
1− (1− ζ) 2
α−2
θ
∼
1
1− ζ
+
2
α− 2
θ, θ → 0.
(39)
This means that the local delay D is finite for all ζ ∈ (0, 1) in this limit. As a result, in the low-
rate regime, from (38) and (39), we can formulate the energy efficiency maximization problem
as
max
ζ
v0(1− ζ)
2
v1 − v2ζ
log (1 + θ)
s.t. 0 < ζ < 1.
(40)
Let g (ζ) = (1−ζ)
2
v1−v2ζ
where 0 < ζ < 1 and v1 > v2 > 0, then by calculation, the derivative of g (ζ)
over ζ is negative. Thus the maximum energy efficiency is obtained from ζ → 0, and inserting
the asymptotic value ζ = 0 into (38) gives the desired result in (36). 
Asymptotically, from this proposition, we observe that in the low-rate regime, it will be less
energy-efficient to apply random DTX scheme in the HetNets. In addition, we should note that
the maximum energy efficiency in (36) does not depend on the path loss exponent α. This can
be explained by noting that although increasing the path loss exponent α will improve the local
delay, the improvement of the local delay in the low-rate regime is very marginal.
The low-rate asymptotic behavior of ηmaxEE and its numerical results are shown in Fig. 3. It
can be observed that the asymptotic value is quite tight as SIR threshold θ is small. Also, when
ρ = λ2
λ1
increases, the asymptote becomes tighter. Furthermore, the maximum energy efficiency
ηmaxEE (with respect to ζ) increases logarithmically with SIR threshold θ. It is because that the
dominant factor that affects the energy efficiency in this limit is transmit rate rather than the
local delay, then increasing SIR threshold θ will increase transmit rate, which leads to higher
energy efficiency.
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2) High-Rate Regime: Here, we investigate the asymptotic characteristics of the energy effi-
ciency when θ → ∞. In this regime, the outage probability in each time slot goes to 1 while
the transmit rate goes to infinity. Thus, it is crucial to select proper mute probability so that we
keep the local delay finite while maximizing the energy efficiency in this limit.
The following proposition gives the effect of the mute probability on the energy efficiency in
the high-rate regime.
Proposition 5. In the high-rate regime, the optimal mute probability is given by ζ
opt
θ→∞ = 1−
2θ−
2
α
3C(α)
,
and the maximum energy efficiency is
ηmaxEE ∼
4v0θ
− 4
α log (1 + θ)
27[C (α)]2 (v1 − v2)
, θ →∞. (41)
Proof: In order to keep the local delay finite, from Proposition 1, we have ζc < ζ < 1, where
ζc is given by (25). As a result, given a coefficient ε ∈ (0, 1), the mute probability that keeps a
finite local delay has a form that
ζ ∼ 1−
εθ−
2
α
C (α)
, θ →∞. (42)
Since limθ→∞Hα
(
− 1
θζ
)
= 1, substituting (42) into (35) yields
ηEE(ε) ∼ ε
2 (1− ε)
v0θ
− 4
α log (1 + θ)
[C (α)]2 (v1 − v2)
, θ →∞. (43)
Similarly, the energy efficiency maximization problem in the high-rate regime can be formulated
as
max
ε
ε2 (1− ε)
v0θ
− 4
α log (1 + θ)
[C (α)]2 (v1 − v2)
s.t. 0 < ε < 1.
(44)
Obviously, the optimal solution of (44) is εopt = 2
3
. By substituting εopt = 2
3
into (42) and (43),
we can obtain the asymptotic expressions of the optimal mute probability and the maximum
energy efficiency. 
This result shows that in the high-rate regime, the mute probability could be optimized to
maximize the energy efficiency. Since the optimal mute probability ζ
opt
θ→∞ 6= 0, it will be more
energy-efficient to apply random DTX scheme in the HetNets. Actually, the high-rate asymptotics
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of non-random DTX scheme applied in any tier do not exist since there is a phase transition
where θc =
α−2
2
when ζ = 0.
The high-rate asymptotic behavior of ηmaxEE and its numerical result are shown in Fig. 4. It can
be seen that the asymptotic value is quite tight when the SIR threshold θ is large. Also, when α
decreases, the asymptote becomes tighter. Besides, the maximum energy efficiency decreases with
the increment of the SIR threshold θ, since the dominant fact that affects the energy efficiency
in this limit is the local delay, and increasing SIR threshold θ will increase local delay, which
leads to lower energy efficiency. Also, since C (α) is a monotonically decreasing function of α
when α > 2, the maximum energy efficiency increases with the path loss exponent α, which
demonstrates a significant difference from the low-rate case.
V. EXTENSION TO LOAD-AWARE DTX SCHEMES
In this section, we extend the analysis of random DTX scheme to incorporate the impact of
user activity. That is, instead of randomly switching BSs off, the BSs stay mute when their
activity levels are relatively low. Similarly to the strategic sleeping in [25], we model the load-
aware DTX scheme in each tier and each time slot as a function yk : [0, 1] 7→ [0, 1], which means
that if the activity level of the BS in the kth tier is ak, then it stays mute with probability yk (ak)
and stays active with probability 1 − yk (ak), independently of the BS location and time slot.
Compared with the random DTX scheme, the load-aware DTX scheme goes one step further
and models a network that is adaptive to the fluctuating activity levels within the location [25].
In this sense, this DTX scheme strategy can be seen as a load-aware policy and can incorporate
traffic profile in the performance analysis.
Using the load-aware DTX scheme, the local delay that captures the user activity is provided
in the following theorem.
Theorem 2. In a K-tier HetNet with load-aware DTX scheme and cell association based on
the long-term RSS, the local delay of the active user is given by
D˜ =
K∑
k=1
E [ak]
E [ak]− E [akyk]
Tk (E [y1] ,E [y2] , · · · ,E [yK ]), (45)
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where E [yk] =
∫ 1
0
yk (x)fak (x) dx and
Tk (v1, v2, · · · , vK) , 2piλk
∫ ∞
0
r exp
[
−
K∑
j=1
piλj
(
pj
pk
) 2
αj
r
2αk
αj (1− (1− vj)Z (vj, αj, θ))
]
dr.
(46)
Proof: The first step is to condition on the activity of a typical cell ak. Next, according to the
definition of local delay, the probability of successful transmission conditioned on rk, Φ and ak
is given by
Pr
(
C˜k|Φ
)
(a)
=
1
E [ak]
∫ 1
0
x (1− yk (x)) Pr (SIRk,t > θ |rk,Φ, ak ) fak (x) dx
=
E [ak]− E [akyk]
E [ak]
Pr (SIRk,t > θ |rk,Φ) ,
(47)
where (a) is from the probability of successful transmission weighted over the active user links
and fak (x) denotes the pdf of random variable ak. The rest of the proof follows the same steps
as in the proof of Theorem 2 by substituting ζk with E [yk]. 
The average area power consumption after employing the load-aware DTX scheme is given
by
Pa =
∑K
k=1
λk {(1− E [yk]) (Pk0 +∆kpk) + E [yk]Pk,S}. (48)
By substituting (45) and (48) into (8), we could obtain the general expression of energy efficiency.
In contrast to Theorem 1, we observe that most of the above analytical results in the case of
random DTX scheme also apply to the load-aware DTX scheme. For instance, the insights into
the impact of path loss exponents, BS densities and SIR threshold on local delay and energy
efficiency remain unchanged. The main difference is that the mute probability in the random
DTX scheme is an independent and tunable parameter, while, in the load-aware DTX scheme, the
mute probability depends on the user activity level and thus could not be adjusted independently.
In order to compare the load-aware DTX scheme with the random DTX scheme, we now let
E [yk] = ζk for fairness. The improvement of the load-aware DTX scheme is provided in the
following proposition.
Proposition 6. The load-aware DTX scheme improves the local delay of the active user if it
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satisfies the following inequality
E [akyk] < E [ak]E [yk] . (49)
Proof: From Theorem 1, the local delay with random DTX scheme can be rewritten as
D =
K∑
k=1
1
1−ζk
Tk (ζ1, ζ2, · · · , ζK). Note that E [yk] = ζk, the sufficient condition for D˜ < D
is
E[ak]
E[ak]−E[akyk]
< 1
1−ζk
, which directly leads to (49). 
From this proposition, we observe that for fixed E [yk], in order to minimize the value of
E [akyk], we need to match large values of yk with low activity. Therefore, by assuming that
yk (ak) is a strictly monotonically decreasing function of ak, this guarantees that the load-aware
DTX scheme will result in better performance than the random DTX scheme. In addition, the
decreasing property of yk (ak) suggests the intuitive policy that a large fraction of BSs are
switched off when the user activity is low.
We conclude that compared to the actual DTX deployment, random DTX scheme can serve as a
suboptimal DTX strategy (or baseline DTX strategy) since it completely neglects the dependence
of mute probability on the BS load (or users traffic pattern).
VI. NUMERICAL RESULTS
In this section, we present the simulation results to validate our analysis and evaluate the local
delay and energy efficiency performance under some general cases to complement our theoretical
results. For clarity, we restrict our presented results to an interference-limited two-tier HetNet
consisting of macro and pico BSs. Unless otherwise stated, the power parameters are chosen
according to [29], namely, p1 = 20, p2 = 0.13, P10 = 130, P20 = 6.8, ∆1 = 4.7 and ∆2 = 4.0,
where the subscripts ‘1’ and ‘2’ corresponds to macrocell and picocell networks, respectively.
As for the static power expenditure in the mute mode of a BS in the kth tier, we assume that
Pk,S = 0.75Pk0, where k = 1, 2.
In Fig. 5, we show local delay and energy efficiency as a function of picocell BS density λ2
with different values of picocell path loss exponent α2. First, since we assume that ζ1 = ζ2 = 0.5,
it can be seen that when α1 = α2 = 3.5, the local delay remains constant with different values of
picocell BS density, which verifies our theoretical analysis. Second, the local delay decreases as
the picocell BS density increases when the picocell BSs experience higher path loss, i.e., α2 > α1,
while it increases as more picocell BSs are added when α2 < α1. As we have discussed before,
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Fig. 5. Local delay and energy efficiency for varying BS density and path loss exponent of picocells in a two-tier HetNet,
where α1 = 3.5, ζ1 = ζ2 = 0.5, θ = 0dB and λ1 =
1
pi5002
.
adding more picocell BSs will cause a shorter average association distance and also a higher
inter-tier interference, which cancels each other out if α1 = α2. Intuitively, if α1 < α2, the effect
of a shorter average association distance becomes dominant and eventually improves the SIR;
nevertheless, if α1 > α2, the effect of a higher inter-tier interference becomes dominant and
eventually reduces the SIR.
In order to verify the theoretical analysis, we also show the Monte Carlo simulations of local
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delay with dotted curves. In the Monte Carlo simulations, we chose a spatial window, which
is a square of 20km × 20km, and generated two independent PPPs of BS locations with their
respective densities. The final simulation results were obtained by averaging 50000 independent
realizations. We observe that the simulation results match numerical results well and their gaps
lie within the tolerable range. There are mainly two reasons for the existence of the gaps. First,
the spatial window and the number of independent realizations are both relatively small due
to the runtime constraint. Second, the local delay in [21] presents a heavy-tailed distribution
and thus a large number of independent realizations are needed to calculate the mean value,
which might be very time-consuming. This phenomenon indirectly illustrates the significance of
theoretical analysis.
As for the network energy efficiency, we observe that it increases with the increment of the
picocell BS density for all the three cases, but the increasing rates of these three curves are
different. To explain this, we first take the case of α1 = α2 as a baseline. Since P2,ave < P1,ave
with the given power parameters of macrocell and picocell, according to Proposition 2, the energy
efficiency increases with the increment of the picocell BS density λ2. In addition, if α1 < α2,
the local delay decreases when increasing λ2, which further improves the energy efficiency,
while if α1 > α2, the local delay increases when increasing λ2, which instead deteriorates the
energy efficiency to some extent. The above results indicate that if adding a picocell network
tier overlaying the existing macrocell network tier, new picocell BSs are better deployed with a
higher path loss exponent, from the perspective of both local delay and energy effiicency.
In Fig. 6, we show local delay and energy efficiency as a function of the picocell mute
probability ζ2 with different values of picocell BS density λ2. First, for different picocell BS
densities, there exists an optimal picocell mute probability ζ∗2 ≈ ζ1 that minimizes the local
delay. This indicates that in terms of local delay, we had better keep the same mute probability
in different tiers. Besides, it is observed that the optimal local delay under different picocell
BS densities is also identical. It is because of the invariance property we have observed from
the theoretical analysis when α1 = α2 and ζ1 = ζ2. However, when ζ1 6= ζ2, we observe that
local delay increases with picocell BS density λ2 and the gap |ζ2 − ζ1|. This can be explained
as follows. If ζ2 < ζ
∗
2 , the interference correlation of different time slots becomes larger, while
if ζ2 > ζ
∗
2 , the probability that the associated BS is active becomes smaller, both of which will
lead to the higher local delay. As picocell BS density λ2 increases, one of the above two effects
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Fig. 6. Local delay and energy efficiency for varying mute probability and BS density of picocells in a two-tier HetNet, where
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.
becomes increasingly dominant, respectively, so as to further increase the local delay.
When observing the energy efficiency performance, for a given picocell BS density λ2, there
also exists an optimal mute probability ζ∗2 (λ2) that maximizes the network energy efficiency.
Furthermore, ζ∗2 (λ2) is an increasing function of λ2, which shows a large difference from that of
the local delay. We can explain this that from (8) there are two parts in the expression that affect
the network energy efficiency, namely, the local delay D and the unit time slot based energy
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efficiency, denote by ηEE,t. To minimize D we should have ζ
∗
2 = ζ1, and to maximize ηEE,t we
let ζ∗2 = 0. This well gives the reason why the optimal mute probability ζ
∗
2 (λ2) actually lies in the
region (0, ζ1). As λ2 increases, the local delay D increases and its effect on the energy efficiency
strengthens, thus we can slightly increase ζ∗2 (λ2) to improve the network energy efficiency. Based
on the above results, we should consider the tradeoff of local delay and energy efficiency when
designing an appropriate picocell mute probability ζ2 in practice.
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In Fig. 7, we show local delay and energy efficiency as a function of SIR threshold θ with
different values of mute probability ζ where ζ1 = ζ2 = ζ . First, the local delay increases with
the increment of the SIR threshold, which verifies our theoretical analysis. Also, it is observed
that the critical SIR threshold θc(ζ) is an increasing function of ζ . Intuitively, when ζ increases,
the interference correlation reduces, thus the finite local delay D can be achieved by the larger
SIR threshold θ. However, we observe that the local delay in the limit θ → 0, denote by Dθ→0,
indeed increases when increasing ζ . From (39), we have Dθ→0 ≈
1
1−ζ
, which means that Dθ→0
mainly depends on the probability that the associated BS is active rather than the interference
correlation. Particularly, the points when θ = −10dB matches the analytical result in (39) well.
Next, it is shown that for different values of mute probability ζ , there exists an optimal SIR
threshold θ∗(ζ) that maximizes the energy efficiency. As a result, 0 < θ < θ∗(ζ) is called
the rate-limited regime, and θ∗(ζ) < θ < θc(ζ) is called the delay-limited regime. According
to Proposition 3, the optimal SIR threshold θ∗(ζ) satisfies (29), which verifies our theoretical
result. Besides, since ηEE,t decreases with ζ , we can see from this figure that the maximum
energy efficiency ηmaxEE (ζ) decreases with ζ . Also, as ζ increases, θc(ζ) increases, and thus the
rate-limited regime increases, this accurately explained the fact that the optimal SIR threshold
θ∗(ζ) increases with ζ .
VII. CONCLUSIONS
In this paper, we analytically derived the local delay and energy efficiency of a typical
user in a K-tier HetNet with the random DTX scheme. Furthermore, the simplified or closed-
form expressions in some special cases were obtained. The theoretical analysis, along with the
numerical results gave some insights into the effect of key system parameters on local delay and
energy efficiency, such as path loss exponents, BS densities, SIR threshold and mute probability.
In addition, we investigated the low-rate and high-rate asymptotic behavior of the maximum
energy efficiency. The asymptotics revealed that it is less energy-efficient to apply random DTX
scheme in the low-rate regime while it could achieve the finite local delay and is more energy-
efficient to apply random DTX scheme in the high-rate regime. Finally, we extended the analysis
to the load-aware DTX scheme, which is more realistic.
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