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Resumo
Nesta tese estudamos o comportamento assinto´tico de somas parciais de varia´veis aleato´rias que
constituem uma cadeia de Markov X = {Xn}n≥0. Assim, provamos a convergeˆncia, em distaˆncia
Mallows, de somas parciais associadas a cadeias de Markov com espac¸o de estados enumera´vel para
uma varia´vel aleato´ria α-esta´vel, com 1 < α ≤ 2, abordando, separadamente, o caso Gaussiano e o
caso cauda-pesada. Como uma aplicac¸a˜o, demonstramos a convergeˆncia fraca de um tipo especial de
soma parcial, o processo empı´rico βn(x) relativo a uma cadeia de Markov com espac¸o de estados geral,
bem como do processo considerado o seu inverso, o processo quantil empı´rico qn(t).
Palavras-chave: cadeias de Markov, distribuic¸o˜es esta´veis, distaˆncia Mallows, processos empı´ricos.
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Abstract
In this dissertation we prove the convergence in Mallows distance of partial sums of random vari-
ables associated with a Markov chain with countable state space to a α-stable random variable, with
1 < α ≤ 2, addressing separately the Gaussian case and the heavy-tailed case. As an application, we
prove the weak convergence of a special type of partial sum, the empirical process βn(x) on a Markov
chain with general state space, as well as its inverse process, the empirical quantile process qn(t).
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Nesta tese, nosso tema central e´ o estudo do comportamento assinto´tico de somas parciais de
varia´veis aleato´rias que constituem uma cadeia de Markov X = {Xn}n≥0, atrave´s de ferramentas
como a distaˆncia Mallows. Como uma aplicac¸a˜o direta, estabeleceremos a convergeˆncia fraca de um
tipo especial de soma parcial, o processo empı´rico βn(x) associado a uma cadeia de Markov com
espac¸o de estados geral, bem como de seu processo inverso, o processo quantil empı´rico qn(t).
Assim, inicialmente provaremos a convergeˆncia, em distaˆncia Mallows, de uma soma parcial de
varia´veis aleato´rias que constituem uma cadeia de Markov com espac¸o de estados enumera´vel, para
uma varia´vel aleato´ria α-esta´vel, com 1 < α ≤ 2, abordando, separadamente, o caso gaussiano e o
caso cauda-pesada.










onde o ı´nfimo e´ tomado sobre todos os vetores aleato´rios (X, Y ) com distribuic¸o˜es marginais F e G,
ou seja, X tem distribuic¸a˜o F , e Y tem distribuic¸a˜o G. Ale´m disso, essa expressa˜o e´ uma me´trica no
espac¸o das distribuic¸o˜es com r-e´simo momento finito, descrito por
Lr =
{






Essa poderosa ferramenta tem sido sucessivamente usada para obter teoremas do tipo limite central
para distribuic¸o˜es α-esta´veis. Citamos, por exemplo, os resultados de Johnson e Samworth (2005)
para o caso gaussiano, e os resultados do tipo Lindeberg em Barbosa e Dorea (2009) para o caso na˜o-
gaussiano. Ale´m disso, a opc¸a˜o por essa te´cnica pode ser justificada por trabalhos como o de Bickel e
Freedman (1981), que mostraram, entre outros detalhes, que a convergeˆncia nesta me´trica, para r ≥ 1,
implica a convergeˆncia tanto em distribuic¸a˜o como dos momentos associados.
Provados os resultados para somas parciais de varia´veis aleato´rias constituindo uma cadeia de Mar-
kov enumera´vel, o pro´ximo passo lo´gico e´ provar a convergeˆncia fraca para um tipo particular de
soma parcial: o processo empı´rico. Assim, dadas varia´veis aleato´rias X1, X2, . . . , Xn com func¸a˜o de
distribuic¸a˜o F , o processo empı´rico associado a essas varia´veis aleato´rias e´ definido como
βn(x) =
√








e´ a func¸a˜o de distribuic¸a˜o empı´rica relativa a essas mesmas varia´veis aleato´rias.
Ale´m disso, tendo em vista a convergeˆncia desejada, um processo estoca´stico {B(t), 0 ≤ t ≤ 1} e´
denominado Ponte Browniana se
B(t) = W˜ (t)− tW˜ (1), 0 ≤ t ≤ 1,
em que {W˜ (t), 0 ≤ t <∞} e´ um Movimento Browniano.
No caso i.i.d., conforme Billingsley (1968), e´ fato conhecido a convergeˆncia fraca de βn(x) para
B(F (x)), para 0 < F (x) < 1. A` luz desse resultado cla´ssico, no´s provamos, para uma cadeia de
Markov com espac¸o de estados geral e ergo´dica, que essa mesma convergeˆncia fraca vale. Para tal
propo´sito, novamente foi fundamental a distaˆncia Mallows, agora para obtermos a convergeˆncia das
distribuic¸o˜es finitas.
Apo´s descrevermos a importaˆncia da distaˆncia Mallows e nossos resultados relacionados a somas
parciais, especificamente o processo empı´rico, tratamos, agora, do resultado obtido para o processo
considerado o inverso desse u´ltimo, o qual denominamos processo quantil empı´rico.
Dadas varia´veis aleato´rias X1, X2, . . . , Xn com func¸a˜o de distribuic¸a˜o F , definimos o processo







, t ∈ (0, 1), n ≥ 1,
em que
F−n (t, ω) = inf{x;Fn(x, ω) ≥ t}
e´ a inversa generalizada empı´rica ou func¸a˜o quantil empı´rica, e
F−(t) = inf {x;F (x) ≥ t} , F−(0) = F− (0+)
e´ a inversa generalizada de F .
Sabe-se que ha´ uma dificuldade intrı´nseca na tentativa de obter a convergeˆncia fraca do processo
quantil empı´rico diretamente, com a mesma metodologia aplicada para o caso empı´rico. Assim, a
estrate´gia que adotamos em nosso trabalho e´ usar algum me´todo alternativo, a fim de eliminarmos essa
dificuldade e obtermos a convergeˆncia desejada. Para isso, a partir do caso empı´rico, usamos o Lema
de Vervaat e o Teorema de Skorohod, bem como as verso˜es uniformes dos processos empı´rico e quantil
empı´rico, para obtermos a convergeˆncia fraca de qn(t). Essa convergeˆncia ja´ e´ conhecida para o caso
i.i.d., conforme Cso¨rgo e Re´ve´sz (1981). Em nosso caso, no´s a obtemos para varia´veis aleato´rias que
constituem uma cadeia de Markov com espac¸o de estados geral e ergo´dica.
Apo´s essa breve abordagem de nossos objetivos, motivac¸o˜es e ferramentas utilizadas, descrevemos,
agora, como esta´ organizada esta tese. Uma melhor caracterizac¸a˜o de cada capı´tulo sera´ fornecida na
introduc¸a˜o de cada um deles.
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No Capı´tulo 1, apresentamos conceitos e resultados preliminares que sa˜o fundamentais para o
bom entendimento dos capı´tulos seguintes. Assim, abordamos aspectos teo´ricos relativos a cadeias de
Markov, distribuic¸o˜es esta´veis, distaˆncia Mallows, processos empı´ricos, convergeˆncia fraca e rigidez,
bem como resultados relacionados sobre integrabilidade uniforme e desigualdades para martingales.
No Capı´tulo 2, provamos a convergeˆncia, em distaˆncia Mallows, de uma soma parcial de varia´veis
aleato´rias que constituem uma cadeia de Markov com espac¸o de estados enumera´vel, para uma varia´vel
aleato´ria α-esta´vel, com 1 < α ≤ 2, abordando, separadamente, o caso gaussiano e o caso cauda-
pesada. O caso gaussiano, por sua vez, conecta-se com os resultados obtidos no Capı´tulo 3 relativos ao
processo empı´rico, que e´ um tipo de soma parcial de varia´veis aleato´rias.
No Capı´tulo 3, demonstramos a convergeˆncia fraca, sob condic¸o˜es adequadas, dos processos empı´rico
e quantil empı´rico, associados a uma cadeia de Markov com espac¸o de estados geral, ergo´dica. Assim,
na Subsec¸a˜o 3.2.1 provamos a convergeˆncia, atrave´s da distaˆncia Mallows, das respectivas distribuic¸o˜es
finitas do processo empı´rico βn(t) e de B(t) e, na Subsec¸a˜o 3.2.2, provamos a rigidez de {βn}. Por
fim, na Sec¸a˜o 3.3, usamos a convergeˆncia fraca do processo empı´rico obtida na Sec¸a˜o 3.2, para pro-
varmos a convergeˆncia fraca do processo quantil empı´rico qn(t) associado a uma cadeia de Markov
ergo´dica com espac¸o de estados geral, sob condic¸o˜es adequadas. Assim, na Subsec¸a˜o 3.3.1 provamos
essa convergeˆncia para t fixado, visando a uma melhor compreensa˜o da sec¸a˜o seguinte por parte do





1.1 Notac¸o˜es e Abreviac¸o˜es
d−→ : Convergeˆncia em distribuic¸a˜o;
d
= : Igualdade em distribuic¸a˜o;
p−→ : Convergeˆncia em probabilidade;
q.c.−→ : Convergeˆncia quase-certa;
dα−→ : Convergeˆncia na α-e´sima distaˆncia Mallows;
‖.‖p : Norma em Lp;
l.u.−→ : Convergeˆncia localmente uniforme;
i.i.d. : Independentes e identicamente distribuı´das;
⇒ : Convergeˆncia fraca;
σ(X) : σ-a´lgebra gerada por X;
a ∧ b : Min{a , b};
N (µ, σ2) : Distribuic¸a˜o normal com me´dia µ e variaˆncia σ2 ;
C[0, 1] : Espac¸o das func¸o˜es g : [0, 1]→ R contı´nuas;
D[0, 1] : Espac¸o das func¸o˜es h : [0, 1]→ R contı´nuas pela direita e com limite finito pela esquerda.
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1.2 Cadeias de Markov
Nesta sec¸a˜o, abordamos inicialmente a teoria ba´sica relativa a cadeias de Markov com espac¸o
de estados enumera´vel e, posteriormente, para espac¸o de estados geral. Assim, consideraremos, a
seguir, cadeias de Markov X = {Xn}n≥0 com espac¸o de estados enumera´vel S e matriz de transic¸a˜o
P = (Pij).




n = pij,∀i ∈ S,∀j ∈ S, (1.1)
onde Pijn = P (Xn = j/X0 = i). Neste caso, pi = (pij)j∈S e´ a u´nica distribuic¸a˜o que e´ distribuic¸a˜o
limite. Tambe´m, para cadeias ergo´dicas existe no ma´ximo um subconjunto fechado de estados recor-
rentes e aperio´dicos. Pela teoria cla´ssica de cadeias de Markov (veja, por exemplo, C¸inlar (1975) ou
Breiman (1992)) temos para o tempo da k-e´sima visita ao estado i,
0 = τ0(i) < τ1(i) < τ2(i) < . . . < τk(i) < . . . , (1.2)
onde τk(i) = inf{n;n > τk−1(i), Xn = i}, k ≥ 1.
Nos resultados abaixo a seguinte notac¸a˜o e´ usada: se ν e´ uma distribuic¸a˜o inicial, no´s denotamos
sua correspondente probabilidade e esperanc¸a por Pν e Eν , respectivamente; e se ν esta´ concentrada
no estado i no´s simplesmente escrevemos Pi e Ei.
Proposic¸a˜o 1.1 Seja X uma cadeia de Markov aperio´dica, recorrente positiva e, para i ∈ S, seja
{τk(i)}k≥0 definido por (1.2). Enta˜o (1.1) vale e
a) As varia´veis {τk(i)}k≥0 sa˜o tempos de parada com respeito a`s σ-a´lgebras {σ(X0, . . . , Xk)}k≥0
e, para k ≥ 1, {τk+1(i) − τk(i)} sa˜o independentes e identicamente distribuı´das com tempo
me´dio de recorreˆncia dado por
E{τk+1(i)− τk(i)} = mi = 1
pii
. (1.3)
Se pii = 0 no´s consideramos mi =∞.
b) O processo Xτk(i)+1, Xτk(i)+2, . . ., tem a mesma distribuic¸a˜o que X1, X2, . . ., e e´ independente
de σ(Xn, n ≤ τk(i)) .
c) Se Vk e´ σ(Xτk(i), Xτk(i)+1, . . . , Xτk+1(i)−1)-mensura´vel, enta˜o V0, V1, V2, . . ., sa˜o independentes
e identicamente distribuı´das sob Pi.
A seguir, no´s estabelemos uma proposic¸a˜o importante para cadeias de Markov, conforme o Teorema
2.2 de Karlin e Taylor(1981).
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P (Xm = j,Xm−1 6= i, . . . , X1 6= i|X0 = i) (1.5)
Note que iPij∗ e´ o nu´mero esperado de visitas ao estado j entre visitas sucessivas ao estado i.
Agora, fazemos algumas considerac¸o˜es sobre cadeias de Markov quando o espac¸o de estados e´
geral.
Definic¸a˜o 1.1 Seja E um conjunto qualquer. O espac¸o de estados E e´ dito geral se esta´ equipado
com uma σ-a´lgebra contavelmente gerada B(E), isto e´, gerada por uma quantidade enumera´vel de
subconjuntos de E.
Definimos, assim, o conceito que generaliza a ide´ia de matriz de transic¸a˜o apresentada para o caso
enumera´vel, e que, analogamente, exerce a func¸a˜o de lei de probabilidade de transic¸a˜o de um passo da
cadeia.
Definic¸a˜o 1.2 Se P = {P (x,A), x ∈ E,A ∈ E} e´ tal que
a) para cada A ∈ E, P (., A) e´ uma func¸a˜o mensura´vel na˜o-negativa em E; e
b) para cada x ∈ E, P (x, .) e´ uma medida de probabilidade em E,
enta˜o no´s chamamos P um nu´cleo de probabilidade de transic¸a˜o ou func¸a˜o de transic¸a˜o de
Markov.
Assim, considere uma cadeia de Markov {Xn}n≥0, que tem valores em E, com o nu´cleo de
transic¸a˜o definido acima. Ou seja, {Xn}n≥0 e´ um processo estoca´stico com valores em E que satisfaz:
P (Xn+1 ∈ A|X0, . . . , Xn) = P (Xn+1 ∈ A|Xn) , (1.6)
e
P (Xn ∈ A|X0 = x) = P n(x,A) =
∫
E
Pm(x, dy)P n−m(y, A), 1 ≤ m ≤ n. (1.7)
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A equac¸a˜o (1.7), denominada equac¸a˜o de Chapman-Kolmogorov, decorre da equac¸a˜o (1.6), conhe-
cida como propriedade de Markov.
Assim como no caso enumera´vel, e´ um fato conhecido que uma cadeia de Markov {Xn}n≥0 com
espac¸o de estados geral E tambe´m e´ completamente determinada pelo nu´cleo P e por uma distribuic¸a˜o
inicial µ0(A) = P (X0 ∈ A). Por isso, temos que










Uma situac¸a˜o interessante ocorre quando µ0(A) = δx(A), onde x ∈ E e
δx(A) =
{
1, se x ∈ A
0, se x /∈ A .
Neste caso, dizemos que o processo se inicia em x e denotamos isso por
P (Xn ∈ A|X0 = x) = Px (Xn ∈ A) .
Para finalizarmos esta sec¸a˜o, definimos os conceitos gerais de distribuic¸a˜o estaciona´ria e distribuic¸a˜o
de equilı´brio de uma cadeia de Markov com espac¸o de estados geral.
Definic¸a˜o 1.3 Uma medida de probabilidade pi e´ denominada uma distribuic¸a˜o estaciona´ria para uma
cadeia de Markov com nu´cleo de transic¸a˜o de probabilidade P, se pi = piP .
Definic¸a˜o 1.4 Uma medida de probabilidade pi e´ denominada uma distribuic¸a˜o de equilı´brio se
lim
n→∞
|P n(x,A)− pi(A)| = 0, ∀x ∈ E e ∀A ∈ E.
1.3 Distribuic¸o˜es Esta´veis
As distribuic¸o˜es esta´veis sa˜o fundamentais para o estudo do comportamento assinto´tico de somas
parciais de varia´veis aleato´rias. Nesta sec¸a˜o, listamos alguns fatos ba´sicos relacionados a essa impor-
tante classe de distribuic¸o˜es.
Definic¸a˜o 1.5 Para 0 < α ≤ 2, dizemos que G e´ uma distribuic¸a˜o α-esta´vel se, para qualquer n ≥ 2,
existem nu´meros reais dn tais que




αZ + dn, Z
d
= G, (1.8)
onde Z1, Z2, . . . , Zn sa˜o co´pias independentes de Z.
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Definic¸a˜o 1.6 Uma varia´vel aleato´ria G possui distribuic¸a˜o esta´vel se existem paraˆmetros α ∈ (0, 2],
σ ≥ 0, β ∈ [−1, 1] e µ ∈ R, tais que a sua func¸a˜o caracterı´stica tem a seguinte forma:























, se α = 1.
Se a definic¸a˜o acima e´ satisfeita, denotamos G = Sα(σ, β, µ), onde σ e´ chamado paraˆmetro de es-
cala, β e´ o paraˆmetro de assimetria e µ e´ o paraˆmetro de locac¸a˜o. Exemplos cla´ssicos sa˜o a distribuic¸a˜o
Gaussiana N(µ, 2σ2) = S2(σ, 0, µ), a distribuic¸a˜o Cauchy padra˜o S1(1, 0, 0) e a distribuic¸a˜o de Le`vy
S 1
2
(σ, 0, 0). Ale´m disso, as distribuic¸o˜es esta´veis constituem a u´nica distribuic¸a˜o limite possı´vel para
somas parciais adequadamente estabilizadas de varia´veis aleato´rias independentes e identicamente dis-
tribuı´das.
A proposic¸a˜o abaixo nos da´ alguns resultados que sera˜o necessa´rios mais adiante (veja, por exem-
plo, Samorodnitsky e Taqqu (2000)).
Proposic¸a˜o 1.3 Assuma que Z tem uma distribuic¸a˜o α-esta´vel Sα(σ, β, µ).
a) Se 0 < α′ < α < 2, enta˜o E
{|Z|α′} <∞ e E{|Z|α} =∞.
b) Se α > 1, enta˜oE(Z) = µ e as constantes dn em (1.8) podem ser tomadas como dn = µ(n−n 1α ).
c) Se 1 < α ≤ 2, β = 0, a ∈ R e b ∈ R, enta˜o aZ + b d= Sα(|a|σ, 0, aµ+ b).
1.4 Distaˆncia Mallows
Conforme Mallows(1972), para r > 0, a r-e´sima distaˆncia Mallows entre duas func¸o˜es de distribuic¸a˜o
de probabilidade F e G e´ dada por
dr(F,G) = inf
(X,Y )
(E{|X − Y |r}) 1r , X d= F, Y d= G, (1.9)
onde o ı´nfimo e´ tomado sobre todos os vetores aleato´rios (X, Y ) com distribuic¸o˜es marginais F e G,
respectivamente. Pela mesma notac¸a˜o, no´s tambe´m escreveremos





No espac¸o das func¸o˜es de distribuic¸a˜o com r-e´simo momento finito, a distaˆncia Mallows, tambe´m
conhecida como me´trica de Wasserstein, satisfaz as seguintes relac¸o˜es me´tricas:
drr(F,G) ≤ drr(F, F0) + drr(F0, G), 0 < r ≤ 1 (1.11)
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edr(F,G) ≤ dr(F, F0) + dr(F0, G), r ≥ 1, (1.12)
onde F0 e´ uma func¸a˜o de distribuic¸a˜o. A conexa˜o entre convergeˆncia em distaˆncia Mallows e a con-
vergeˆncia em distribuic¸a˜o foi demonstrada por Bickel e Freedman (1981).
Teorema 1.1 (Bickel e Freedman (1981)) Para r ≥ 1 e func¸o˜es de distribuic¸a˜o F0 e {Fn}n≥1 satis-
fazendo
∫ |x|rdFj(x) <∞, j ≥ 0, no´s temos
dr(Fn, F0)





Conforme Dorea e Ferreira (2012), o seguinte teorema nos fornecera´ uma maneira alternativa e
simples para calcular a distaˆncia Mallows quando r ≥ 1.







= E {|X∗ − Y ∗|r} =
∫
|x− y|rdH∗(x, y),
onde U e´ uniformemente distribuı´da no intervalo (0, 1), F− e G− sa˜o as func¸o˜es inversas generaliza-
das de F e G,
F−(u) = inf {x;F (x) ≥ u} , 0 < u < 1,
e (X∗, Y ∗) e´ um vetor aleato´rio com distribuic¸o˜es marginaisX∗ d= F , Y ∗ d= G e distribuic¸a˜o conjunta
H∗ dada por
H∗(x, y) = P (X∗ ≤ x, Y ∗ ≤ y) = F (x) ∧G(y),
com u ∧ v = min(u, v).
A distaˆncia Mallows tem sido sucessivamente usada para obter teoremas do tipo limite central para
distribuic¸o˜es α-esta´veis. Assim, citamos os resultados de Johnson e Samworth (2005) para o caso
Gaussiano, e os resultados do tipo Lindeberg em Barbosa e Dorea (2009) para o caso na˜o-Gaussiano.
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Teorema 1.3 (Johnson e Samworth (2005)) Sejam ξ, ξ1, ξ2 . . . , varia´veis aleato´rias independentes e
identicamente distribuı´das. Assuma que 0 < var(ξ) <∞ e que para algum r ≥ 2 temos dr(ξ, Z) <∞
com Z d= S2(σ, 0, µ). Enta˜o
dr
(







= S2(1, 0, 0) = N(0, 1).
Teorema 1.4 (Barbosa e Dorea (2009)) Sejam 0 < α < 2 e {(ξn, Zn)}n≥1 uma sequeˆncia de vetores
aleato´rios independentes tais que Z1, Z2, . . ., sa˜o co´pias independentes de uma varia´vel aleato´ria α-









|ξk − Zk|αI(|ξk−Zk|>bn 2−α2α )
}
= 0
Enta˜o, existe uma sequeˆncia de constantes {cn}n≥1 tal que
dα
(












O Teorema 1.1 e o Lema 1.1 abaixo indicam a conexa˜o entre distaˆncia Mallows e integrabilidade
uniforme.








Pelo Teorema 5.4 em Billingsley (1968), no´s temos
Lema 1.1 ( Billingsley (1968)) Suponha que ξn
d→ ξ0. Se {ξ}n≥1 sa˜o uniformemente integra´veis,
enta˜o E(ξn)
n→∞−→ E(ξ0). Condic¸o˜es suficientes para integrabilidade uniforme sa˜o dadas por





b) ξ0 e ξn sa˜o na˜o-negativos e E(ξn)
n→∞−→ E(ξ0).
Definic¸a˜o 1.8 Para uma sequeˆncia de varia´veis aleato´rias {Xn}n≥1 e =n = σ(Xi; i = 1, . . . , n),
dizemos que {Xn,=n}n≥1 e´ uma martingale se, para cada n, esta˜o satisfeitas as condic¸o˜es abaixo:
a) =n ⊂ =n+1 e Xn e´ =n-mensura´vel;
b) E|Xn| <∞;
c) Xn = E (Xn+1|=n), q.c. .
Martingales tambe´m esta˜o relacionadas a` integrabilidade uniforme. O Lema abaixo e´ o Teorema
2.22 de Hall e Heyde (1980).







uma martingale e 1 ≤ r < 2. Se {|ξn|r}n≥1













A seguir, listamos algumas desigualdades de momentos que sera˜o necessa´rias para nossas demonstrac¸o˜es,
dentre elas a desigualdade de Burkholder em (1.17) e algumas desigualdades de Martingales (veja Hall
e Heyde, 1980).























E {|ξk|r}, para r ≥ 1. (1.15)











E {|ξk − E(ξk)|r}, para 1 ≤ r ≤ 2. (1.16)
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 , para r > 1. (1.17)




















, para r ≥ 1. (1.18)






































No´s obteremos resultados relacionados a` convergeˆncia em distribuic¸a˜o de somas parcias aleatoria-
mente indexadas e para isso a condic¸a˜o de Ascombe para preservac¸a˜o da convergeˆncia fraca sera´ usada
(para detalhes, veja, por exemplo, Dorea, David e Werner (1984)).
Lema 1.4 (Dorea, David e Werner (1984)) Suponha que ξn
d→ ξ0 e seja {νn}n≥0 uma sequeˆncia de
ı´ndices aleato´rios para a qual
νn
n
p→ γ > 0. Se dado  > 0 e η > 0, existem N0(, η) e δ0(, η) > 0











Enunciamos, nesta sec¸a˜o, definic¸o˜es e resultados ba´sicos acerca de processos empı´ricos. Maiores
detalhes podem ser encontrados em Cso¨rgo e Re´ve´sz (1981) ou em Shorack e Wellner (1986).
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Definic¸a˜o 1.9 Sejam X1, . . . , Xn varia´veis aleato´rias. Para cada natural n ≥ 1, definimos a n-e´sima







Se fixarmos x, a func¸a˜o acima e´ uma varia´vel aleato´ria e o numerador representa o nu´mero de
ı´ndices i′s que satisfazem Xi(ω) ≤ x. Por isso, Fn(x) tambe´m pode ser vista como a proporc¸a˜o de
valores da amostra que sa˜o menores ou iguais a x.
Definic¸a˜o 1.10 Definimos o Processo Empı´rico, referente a`s varia´veis aleato´riasX1, . . . , Xn com uma
func¸a˜o de distribuic¸a˜o comum F , como
βn(x) =
√
n(Fn(x)− F (x)), x ∈ R, n ≥ 1.
Ale´m disso, e´ tambe´m fundamental para a obtenc¸a˜o de nossos resultados a versa˜o uniforme do
processo empı´rico, que definimos a seguir.
Definic¸a˜o 1.11 O processo empı´rico uniforme e´ dado por
un(t) =
√
n(Un(t)− t), t ∈ [0, 1], n ≥ 1, (1.22)
onde Un(t) e´ a distribuic¸a˜o empı´rica uniforme.
Cabe observarmos que, se tomarmos F contı´nua, enta˜o
βn(x) = un(F (x)). (1.23)
Essas definic¸o˜es instigam uma reflexa˜o acerca de uma possı´vel associac¸a˜o entre βn(x) e a distribuic¸a˜o
Gaussiana, tendo em vista o Teorema do Limite Central. De fato, o processo empı´rico tem relac¸a˜o di-
reta com uma varia´vel aleato´ria Gaussiana especı´fica, que e´ chamada Ponte Browniana.
Definic¸a˜o 1.12 Um processo estoca´stico {B(t), 0 ≤ t ≤ 1} e´ uma Ponte Browniana se
B(t) = W˜ (t)− tW˜ (1), 0 ≤ t ≤ 1,
em que {W˜ (t), 0 ≤ t <∞} e´ um Movimento Browniano.
E´ bem conhecido queB(t) e´ um processo Gaussiano e E(B(t)) = 0. Ale´m disso, para s, t ∈ [0, 1),
Cov [B(s), B(t)] = Cov
[
























= min{s, t} − st = (s ∧ t)− st.
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Portanto, V ar(B(t)) = t(1 − t), o que evidencia a Ponte Browniana como um processo Gaussiano
com me´dia zero e func¸a˜o covariaˆncia “(s ∧ t)− st”.
A propo´sito, o Teorema do Limite Central para processos empı´ricos e´ enunciado da seguinte ma-
neira:
Teorema 1.5 Sejam X1, . . . , Xn varia´veis aleato´rias i.i.d. com func¸a˜o de distribuic¸a˜o F . Se x ∈ R e´
tal que 0 < F (x) < 1, enta˜o
βn(x)
d−→ Z(x) d= N(0, F (x)(1− F (x))).
No Capı´tulo 3 provaremos que para cadeias de Markov gerais e ergo´dicas valera´ a convergeˆncia de
βn(x) para a Ponte Browniana B(F (x)) no sentido de processos.
Na sequeˆncia, abordamos resumidamente conceitos ba´sicos sobre o processo quantil empı´rico, um
processo estoca´stico que pode ser considerado como o inverso do processo empı´rico βn(x).
Definic¸a˜o 1.13 Sejam X1, . . . , Xn varia´veis aleato´rias com uma func¸a˜o de distribuic¸a˜o F , enta˜o
a) A inversa generalizada de F e´ a func¸a˜o dada por
F−(t) = inf {x;F (x) ≥ t} , F−(0) = F− (0+) ;
b) A inversa generalizada empı´rica ou func¸a˜o quantil empı´rica e´ dada por
F−n (t, ω) = inf{x;Fn(x, ω) ≥ t}.
Da mesma maneira como para Fn, associamos a` inversa empı´rica F−n um processo estoca´stico.
Definic¸a˜o 1.14 Definimos o processo quantil empı´rico, associado a`s varia´veis aleato´rias X1, . . . , Xn







, t ∈ (0, 1), n ≥ 1.
Analogamente ao caso empı´rico, ha´ tambe´m a versa˜o uniforme do processo quantil empı´rico, que
definimos a seguir.
Definic¸a˜o 1.15 O processo quantil empı´rico uniforme e´ dado por
vn(t) =
√
n(U−n (t)− t), t ∈ [0, 1], n ≥ 1, (1.24)
onde U−n (t) e´ a distribuic¸a˜o quantil empı´rica uniforme.



















onde t ∧ Un−(t) ≤ ξn ≤ t ∨ Un−(t) e [F−(ξn)]
′
e´ a derivada de F−(.) aplicada em ξn. Observe que
podemos considerar ξn = t.
Embora Fn funcione como bom estimador para a distribuic¸a˜o F , a distribuic¸a˜o quantil empı´rica na˜o
funciona como um bom estimador para a inversa generalizada F−, exceto nos pontos de continuidade
desta, o que ja´ restringe qualquer analogia que possa ser feita com βn(x). No caso i.i.d., o pro´ximo
teorema confirma esse raciocı´nio ao mostrar que, assintoticamente, o comportamento de qn(t) esta´
bem caracterizado, mas com hipo´teses mais restritivas do que as que temos para o comportamento
assinto´tico de βn(x).
Teorema 1.6 (Shorack e Wellner (1986), p. 639) . Sejam X1, . . . , Xn varia´veis aleato´rias i.i.d. tais
que F e´ uma func¸a˜o de distribuic¸a˜o deriva´vel em F−(t), t ∈ (0, 1), e satisfaz a condic¸a˜o F ′(F−(t)) =
1
f(F−(t))












1.7 Sobre Convergeˆncia Fraca
Nesta sec¸a˜o, inicialmente apresentamos um resumo de resultados ba´sicos relativos a` convergeˆncia
fraca de sequeˆncias de medidas de probabilidade, estabelecendo, em seguida, condic¸o˜es suficientes
para a convergeˆncia fraca em um espac¸o me´trico particular, o espac¸o D[0, 1] com a topologia de Sko-
rohod. Estes assuntos sa˜o tratados com detalhes nos capı´tulos 1 e 3 de Billingsley (1968). Aqui no´s
nos limitaremos a enunciar alguns resultados e definic¸o˜es contidos nessa refereˆncia bibliogra´fica, com
o objetivo de facilitar a compreensa˜o do conteu´do. Em seguida, abordamos importantes resultados que
nos permitem usar a convergeˆncia fraca do processo empı´rico de maneira a obter a convergeˆncia fraca
para o caso quantil.
No que se segue, S e S ′ representam espac¸os me´tricos quaisquer e S a σ-a´lgebra de Borel que lhes
esta´ associada.
Definic¸a˜o 1.16 Sejam Pn, n ∈ N, e P medidas de probabilidade em (S,S). Dizemos que {Pn}n≥1




fdP , para toda
func¸a˜o f real contı´nua e limitada definida em S.
Consideramos agora uma sequeˆncia {Xn}n≥1 de elementos aleato´rios em (S,S) e {Pn}n≥1 a sequeˆncia
das respectivas distribuic¸o˜es.
Definic¸a˜o 1.17 Dizemos que {Xn}n≥1 converge em distribuic¸a˜o para o elemento aleato´rio X , e es-
crevemos Xn
D−→ X , se {Pn}n≥1 converge fracamente para a distribuic¸a˜o de X .
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Tendo em conta a definic¸a˜o anterior, todos os resultados a seguir relativos a` convergeˆncia fraca
podem ser reescritos em termos de convergeˆncia em distribuic¸a˜o de varia´veis aleato´rias. Ale´m disso,
Xn ⇒ X significa que a sequeˆncia de medidas de probabilidade relativas a Xn converge fracamente
para a medida de probabilidade associada a X .
Teorema 1.7 (Billingsley (1968)) Seja g uma func¸a˜o mensura´vel de S em S ′ e Xn ⇒ X . Se o con-
junto de descontinuidades de g tiver medida P nula, enta˜o g(Xn)⇒ g(X).
A seguir, introduzimos dois conceitos ba´sicos para o estudo da convergeˆncia fraca em espac¸os
me´tricos.
Definic¸a˜o 1.18 Um conjunto
∏
de medidas de probabilidade em (S,S) e´ rı´gido se, para todo  > 0,
existe um conjunto compacto K tal que P (K) > 1−  , para toda P de∏.
Particularizamos, agora, o nosso estudo, considerando o espac¸o me´trico D[0, 1], que e´ o espac¸o das
func¸o˜es reais definidas em [0, 1] que sa˜o contı´nuas pela direita e teˆm limite finito a` esquerda.
O teorema a seguir estabelece condic¸o˜es suficientes para a convergeˆncia fraca em D[0, 1].
Teorema 1.8 (Billingsley (1968)) Se {Pn}n≥1 e´ uma sequeˆncia rı´gida de medidas de probabilidade
em D[0, 1] e as distribuic¸o˜es finitas {Pn}n≥1 convergem fracamente para as distribuic¸o˜es finitas de P
, enta˜o Pn ⇒ P .
Por este teorema, para demonstrar a convergeˆncia fraca de uma sequeˆncia {Pn}n≥1, e´ suficiente
mostrar que {Pn}n≥1 e´ rı´gida e que as suas distribuic¸o˜es finitas convergem fracamente. Ale´m disso,
nessa abordagem podemos sempre considerar a sequeˆncia {Xn}n≥1 associada a {Pn}n≥1. O seguinte
teorema estabelece condic¸o˜es suficientes para a rigidez de uma sequeˆncia {Xn(.)}n≥1. Trata-se de uma
versa˜o do Teorema 15.5 de Billingsley (1968).
Teorema 1.9 (Billingsley (1968)) Uma sequeˆncia {Xn(.)}n≥1 e´ rı´gida se as seguintes condic¸o˜es sa˜o
satisfeitas:
a) para cada η > 0, existe um a ∈ R tal que
P {|Xn(0)| > a} ≤ η, n ≥ 1.







≤ δη, , n ≥ n0,
para todo t.
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O Teorema 1.8 abaixo mostra que a convergeˆncia fraca das distribuic¸o˜es finitas deXn e´ equivalente
a` convergeˆncia em distribuic¸a˜o da sequeˆncia de vetores aleato´rios (Xn(t1), ..., Xn(tk)). Assim, o resul-
tado a seguir e´ uma das principais ferramentas na tentativa de provar a convergeˆncia das distribuic¸o˜es
de dimensa˜o finita de um processo estoca´stico.









X(1), X(2), . . . , X(k)
)
vetores aleato´rios k-dimensionais. Enta˜o
Xn
D−→ X









Para obtermos a convergeˆncia fraca do processo quantil empı´rico, objeto de estudo da segunda
sec¸a˜o do capı´tulo 3, enunciamos a seguir alguns importantes resultados e definic¸o˜es.
Definic¸a˜o 1.19 Se {fn, n ≥ 0} sa˜o func¸o˜es reais definidas em R, enta˜o fn converge uniformemente
para f0 em A ⊂ R se
sup
x∈A
|fn(x)− f0(x)| −→ 0, n −→∞. (1.27)
Para func¸o˜es em R, convergir localmente uniformemente (l.u.) significa que (1.27) vale para qualquer
intervalo compacto A.
Observac¸a˜o 1.1 Conforme Billingsley (1968), se uma func¸a˜o xn(t)
n−→∞−→ x(t) na topologia Skorohod,
e a func¸a˜o limite x(t) e´ contı´nua (definida em um compacto), enta˜o, equivalentemente, xn(t)
n−→∞−→
x(t) (localmente) uniformemente.
Teorema 1.11 (Skorohod) SejamX,X1, X2, . . . elementos aleato´rios em um espac¸o me´trico separa´vel
S tais que Xn
D−→ X . Enta˜o existem elementos aleato´rios X ′ , X1′ , X2′ , . . . definidos em um mesmo
espac¸o de probabilidade e tendo as mesmas distribuic¸o˜es de probabilidade que X,X1, X2, . . ., tais
que Xn
′ q.c.−→ X ′ .
Ale´m disso, a seguir apresentamos um lema que associado ao Teorema 1.11, junto a` relac¸a˜o expli-
citada na Observac¸a˜o 1.1, permite-nos obter a convergeˆncia fraca do processo quantil empı´rico, dado
que ja´ obtivemos o resultado para o caso empı´rico. Esse lema e´ uma adaptac¸a˜o do Lema 1 de Vervaat
(1972). Para mais detalhes e sua demonstrac¸a˜o, veja Resnick (2007) e Vervaat (1971).
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Lema 1.5 (Vervaat, 1971) Suponha que para cada n, xn ∈ D[0, 1] e´ uma func¸a˜o na˜o-decrescente e
x0 ∈ C[0, 1]. Se cn →∞ e
cn (xn(t)− t) n→∞−→ x0(t), (1.28)








Comportamento Assinto´tico de Cadeias de
Markov via Distaˆncia Mallows
2.1 Introduc¸a˜o
Neste capı´tulo analisamos o comportamento assinto´tico de cadeias de Markov X = {Xn}n≥0
ergo´dicas, com um espac¸o de estados enumera´vel S. No´s consideraremos funcionais da cadeia no sen-




assinto´tica de somas parciais de varia´veis aleato´rias independentes e identicamente distribuı´das esta´
intimamente relacionada a`s distribuic¸o˜es α-esta´veis, ja´ que essas constituem a u´nica distribuic¸a˜o li-
mite possı´vel para somas parciais estabilizadas
Sn − bn
an
. De fato, quando α < 2, a relac¸a˜o entre
distribuic¸o˜es α-esta´veis com somas parciais de varia´veis aleato´rias i.i.d. de cauda pesada e´ ana´loga ao
que ocorre com a distribuic¸a˜o normal e as varia´veis aleato´rias com segundo momento finito.
Nosso estudo sera´ subdividido em dois casos: o caso Gaussiano (α = 2) e o caso Cauda-Pesada
com me´dia finita (1 < α < 2).
Na sec¸a˜o 2.3 abordamos o caso Gaussiano. Nossos Teoremas 2.1 e 2.4 estabelecem condic¸o˜es sob
as quais, ale´m da convergeˆncia em distribuic¸a˜o, tambe´m obtemos a convergeˆncia em distaˆncia Mallows
bem como a convergeˆncia dos momentos existentes. Esses resultados podem ser visualizados como
uma extensa˜o do Teorema do Limite Central (TLC) para cadeias de Markov (conforme Teorema 1,
Cap. 16, Chung (1960) ). Nosso corola´rio 2.1 pode ser enxergado como uma prova alternativa para o
TLC de Chung.
Na Sec¸a˜o 2.2, alguns resultados preliminares sa˜o obtidos. Ale´m disso, a conexa˜o entre nossos
estudos e a distaˆncia Mallows esta´ ilustrada no Lema 2.3. Nosso Lema 2.4 estabelece condic¸o˜es sob
as quais somas parciais aleatoriamente indexadas preservam a convergeˆncia em distribuic¸a˜o.
Na Sec¸a˜o 2.4 consideramos o caso Cauda-Pesada, 1 < α < 2. Assim, no´s adicionalmente ex-
ploramos a conexa˜o entre distaˆncia Mallows e a convergeˆncia para distribuic¸o˜es esta´veis. E´ impor-
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tante mencionar que a distaˆncia Mallows e´ de particular interesse no estudo de varia´veis de Cauda-
Pesada. Para 1 < α < 2 seu uso constitui uma te´cnica alternativa para obter resultados do tipo TLC.
Nosso exemplo 2.1 ilustra uma cadeia de Markov com distribuic¸a˜o limite de Cauda-Pesada. Os Teo-
remas 2.5 e 2.8 fornecem a convergeˆncia em distaˆncia Mallows e em distribuic¸a˜o quando, para algum








(φ(Xl)− µφ) denota as somas parciais entre duas visitas consecutivas da cadeia de Mar-
kov ao estado i, e µφ = Epi{φ(Xk)}, onde 0 ≤ k ≤ n e pi e´ a distribuic¸a˜o de equilı´brio. Ale´m disso,
com a condic¸a˜o adicional dα (φ(X0), Z) <∞, estendemos esses resultados para o caso geral.
2.2 Resultados Preliminares
No´s consideraremos uma cadeia de Markov aperio´dica e recorrente positiva X = {Xn}n≥0 com
espac¸o de estados enumera´vel S, probabilidade de transic¸a˜o P = (Pij)i∈S,j∈S e distribuic¸a˜o limite
pi = (pii)i∈S . Seja i ∈ S um estado arbitra´rio fixado e denote por τk(i) o k-e´simo tempo de visita ao
estado i, ou seja,
0 = τ0(i) < τ1(i) < τ2(i) < . . . < τk(i) < . . . , (2.1)
onde
τ1(i) = inf{n;n > 0, Xn = i}
e
τk+1(i) = inf{n;n > τk(i), Xn = i}, k ≥ 1.
Note que no´s na˜o estamos assumindo X0 = i e, para fins de notac¸a˜o, a`s vezes simplesmente
escreveremos τk ao inve´s de τk(i).
Seja φ : S → R e considere a soma parcial Sn =
n∑
l=0
φ(Xl). Para estudarmos o comportamento




















ln = sup{k; τk(i) ≤ n}. (2.2)
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Observe que temos τln(i) ≤ n < τln+1(i) e, como a cadeia e´ recorrente, tambe´m temos τln(i) n→∞−→
∞. Ale´m disso, se assumirmos que Epi{|φ(Xk)|} =
∑
j∈S
|φ(j)|pij < ∞, podemos escrever, para µφ =
Epi{φ(Xk)},















Lema 2.1 SejaX uma cadeia de Markov aperio´dica e recorrente positiva e assuma queEpi{|φ(Xk)|} <∞,
0 ≤ k ≤ n. Enta˜o para todo i ∈ S,
a) {τk+1(i) − τk(i)}k≥1 e´ uma sequeˆncia de varia´veis aleato´rias i.i.d. com E{τk+1(i) − τk(i)} =
1
pii













Ale´m disso, n− τln e´ limitado em probabilidade, no sentido de que dado  > 0 existem N0() e
K() tais que
P (n− τln ≥ k) ≤ , n ≥ N0(), k ≥ K(). (2.5)
b) Se r ≥ 1 e E{(τk+1(i)− τk(i))r} <∞, enta˜o
(τk+1(i)− τk(i))r
n




c) {Yk(i)}k≥1 e´ uma sequeˆncia de varia´veis aleato´rias i.i.d. e, para µφ = Epi{φ(X0)}, temos





 = 1piiµφ. (2.7)







Demonstrac¸a˜o. (a) Como a cadeia e´ recorrente positiva, temos
1
pii
<∞ e, pelo item (a) da Proposic¸a˜o
1.1, {τk+1(i)− τk(i)}k≥1 e´ uma sequeˆncia de varia´veis aleato´rias i.i.d.. As convergeˆncias quase-certas






. De fato, escreva
τn = τn − τn−1 + τn−1 − τn−2 + . . .+ τ2 − τ1 + τ1.
Usando o fato de que {τk+1 − τk} e´ uma sequeˆncia de varia´veis aleato´rias i.i.d. com me´dia finita, uma
aplicac¸a˜o direta da Lei Forte dos Grandes Nu´meros nos da´ a convergeˆncia desejada.
Ale´m disso, a desigualdade (2.5) e´ justamente o Teorema 2 do Capı´tulo 14 em Chung (1960).
(b) Para provarmos (2.6), notemos que
E {(τk+1 − τk)r} ≥
∑
n≥1
P ((τk+1 − τk)r ≥ n) .
Segue que, para  > 0, ∑
n≥1




Por Borel-Cantelli, se {En} e´ uma sequeˆncia de eventos tais que
∑
n≥1




























Se X0 = j 6= i, enta˜o τ1(i) representa a primeira visita ao estado i. Como a cadeia e´ recor-
rente, ao considerarmos o tempo passado, ela teria visitado o estado i antes do tempo 0. Segue que
E{τ1(i)} ≤ E{τ2(i)−τ1(i)}. Claramente, tambe´m temos queE{(τ1(i))r} <∞ e o mesmo raciocı´nio





(c) Como Yk(i) e´ σ(Xτk(i), Xτk(i)+1, . . . , Xτk+1(i)−1)-mensura´vel, pelo item (c) da Proposic¸a˜o 1.1
temos que Y1(i), Y2(i), . . ., sa˜o varia´veis aleato´rias i.i.d. . Ale´m disso, na˜o e´ necessa´rio assumir






 representa o nu´mero esperado de visitas ao estado j entre visitas sucessi-




































































− µφE{τk+1 − τk} = 0.











A seguir, abordamos uma extensa˜o da desigualdade (1.15) para nu´meros reais e alguns resultados
relacionados a` distaˆncia Mallows.
Lema 2.2 Para nu´meros reais x1, x2, . . . , xn e r ≥ 1, temos que




Demonstrac¸a˜o. Como |x|r e´ uma func¸a˜o convexa, temos que∣∣∣∣x1 + x22
∣∣∣∣r ≤ 12 (|x1|r + |x2|r) ≤ 2r−1 (|x1|r + |x2|r) .
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Assuma que isso e´ verdade para todo k ≤ n. Enta˜o para n+ 1 existem dois casos a analisar. Se n+ 1
e´ par enta˜o, por convexidade,
∣∣∣∣x1 + . . .+ xn+12
∣∣∣∣r ≤ 12
























por hipo´tese de induc¸a˜o. Assim,

























|x1 + . . .+ xn+1|r = (n+ 1)r
∣∣∣∣ n2 + 1n+ 1
(
























) ∣∣∣∣x1 + . . .+ xn2+1n
2
+ 1
∣∣∣∣r+(n+ 1)r ( n2n+ 1
) ∣∣∣∣xn2+2 + . . .+ xn+1n
2
∣∣∣∣r,
Agora, usando (2.8) e (2.9), obtemos





Lema 2.3 Seja X uma cadeia de Markov aperio´dica e recorrente positiva e assuma que para algum
i ∈ S, algum k ≥ 1 e r > 0, temos dr (Yk(i), Z) < ∞, onde Z possui uma distribuic¸a˜o α -esta´vel,
com 1 < α < 2. Enta˜o, temos
24





<∞, 0 < r′ < r. (2.10)











Ale´m disso, temos E {|Yk(j)|r} <∞, para todo j ∈ S.
c) Para todo k′ ≥ 1, temos que dr (Yk′ (i), Z) < ∞. Ale´m disso, para 0 < r′ < r, no´s temos
dr′(Yl(j), Z) <∞, para todo j ∈ S e l ≥ 1









′}) 1r′ ≤ dr′ (Yk(i), Z∗) + (E {|Z∗|r′}) 1r′ ,
onde consideramos Z∗ com uma distribuic¸a˜o α-esta´vel, Z∗ D= Z e, ale´m disso, (Yk(i), Z∗)
D
= H com









Resta mostrar que dr′ (Yk(i), Z∗) < ∞, mas isso segue pela desigualdade de Liapounov, pois temos
0 < r′ < r.
(b) Por (a), se r ≥ 2 no´s na˜o podemos ter α < 2. Como para distribuic¸o˜es α-esta´veis sa˜o para
α ≤ 2, necessariamente temos α = 2. Para Z Gaussiana, no´s temos E {|Z|r} < ∞ e, considerando
Z∗ como acima, temos pela desigualdade de Minkowsky
(E {|Yk(i)|r})
1
r ≤ dr (Yk(i), Z∗) + (E {|Z∗|r})
1
r <∞,



















Como a cadeia e´ recorrente positiva, temos pelo Teorema 4 do Capı´tulo 14 de Chung (1960), que
E {|Yk(j)|r} <∞ dado que E {|Yk(i)|r} <∞ para algum i.
(c) Pelo item (c) do Lema 2.1, as varia´veis aleato´rias Y1(i), Y2(i), . . . , teˆm a mesma distribuic¸a˜o e,
pela definic¸a˜o de distaˆncia Mallows, temos dr (Yk(i), Z) = dr (Yk′(i), Z), ∀k ≥ 1. Por (2.10) e para
25




< ∞. Como i e j pertencem a` mesma classe de recorreˆncia,




< ∞. Mas Y1(j), Y2(j), . . . ,
teˆm a mesma distribuic¸a˜o e isso conclui a prova.
X
Lema 2.4 Seja Vn =
n∑
k=1




















satisfazem as condic¸o˜es do Lema 1.4. Por (2.4), temos
ln
n
q.c.→ pii > 0. Resta verificar que a condic¸a˜o









































































































r (1− δ) 1r
=
1− (1− δ) 1r
n
1


























Como Y1(i), Y2(i), . . . , sa˜o varia´veis aleato´rias i.i.d. com me´dia zero, observamos que o processo
{Vn, σ(Y1(i), . . . , Yn(i))}n≥1 forma uma martingale. Desde que r > 1, pelas desigualdades de martin-





































Como E {|Yk(i)|r} < ∞ por hipo´tese, tomando 0 < δ < 
r+1




Para estimar o segundo termo Ln,2(), denotemos [.] o maior inteiro e definamos n1 = [n(1− δ)] e













e que {Vm − Vn1}m≥n1+1 e´ tambe´m uma martingale. Assim, no´s podemos proceder como acima, tal









































≈ 2δ, novamente para uma escolha adequada de δ, obtemos Ln,2() ≤ 
2
e
isso completa a prova.
X
2.3 O Caso Gaussiano
Considere a decomposic¸a˜o da soma parcial Sn − nµφ, com µφ = Epi{φ(Xk)}, 0 ≤ k ≤ n, dada
por

















Nesta sec¸a˜o, para um estado i ∈ S arbitrariamente escolhido, no´s analisamos a normalidade as-
sinto´tica de Sn quando 0 < var{Yk(i)} < ∞. Mostraremos que, comparado ao termo central, os
termos An(i) eBn(i) sa˜o negligı´veis. Assim, precisamos primeiro estabelecer condic¸o˜es que garantam
a normalidade assinto´tica de
ln−1∑
k=1
Yk(i). Nosso Lema 2.3 sugere a seguinte condic¸a˜o.
Condic¸a˜o 2.1 Seja X = {Xn}n≥0 uma cadeia de Markov aperio´dica e recorrente positiva. Assuma
que para algum i ∈ S e k ≥ 1, temos E {Yk2(i)} > 0 e que, para algum r ≥ 2, temos que
dr (Yk(i), Z) <∞, onde Z tem uma distribuic¸a˜o normal.
Note que, se a Condic¸a˜o 2.1 e´ satisfeita, no´s temos E {|Yk(i)|r} < ∞ pelo item (b) do Lema 2.3.
Enta˜o E {|Yk(j)|r} < ∞ para todo j ∈ S. Assim, a Condic¸a˜o 2.1 estaria satisfeita para todo j ∈ S.
Como r ≥ 2, no´s tambe´m obtemos 0 < E {Yk2(i)} < ∞ e, se trocarmos Ψ( . ) no item (c) do Lema





























(φ(Xl)− µφ) (φ(Xl′ )− µφ)
 .
Como mostrado no Capı´tulo 16 de Chung (1960), se σφ2(i) <∞ para algum i, enta˜o σφ2(j) <∞
para todo j ∈ S. Ale´m disso, σφ2 = piiσφ2(i) independe do estado i.
E´ importante destacar que para a normalidade assinto´tica necessitamos somente da Condic¸a˜o 2.1
satisfeita para r = 2. Nesse caso, podemos estabelecer uma forma simples dela.
Condic¸a˜o 2.2 Seja X uma cadeia de Markov aperio´dica e recorrente positiva, e assuma que para
algum i ∈ S e algum k ≥ 1, temos que 0 < E {Yk2(i)} <∞.
Na˜o e´ difı´cil ver que se a Condic¸a˜o 2.2 e´ satisfeita, enta˜o
d22 (Yk(i), Z) ≤ E
{
(Yk(i)− Z)2
} ≤ 2{E {Yk2(i)}+ E {Z2}} <∞,
e, assim, a Condic¸a˜o 2.1 vale para r = 2.
Teorema 2.1 Assuma que a Condic¸a˜o 2.1 vale e seja Z0
d






























Demonstrac¸a˜o. Pelo item (c) do Lema 2.1, Y1(i), Y2(i), . . . , sa˜o varia´veis aleato´rias i.i.d. . Pelas
hipo´teses e o item (b) do Lema 2.3, temos que 0 < var(Yk(i)) < ∞. Assim, uma aplicac¸a˜o direta do
Teorema 1.3 nos da´ (2.11). Para provarmos (2.12), precisamos verificar as hipo´teses do Teorema 1.1 .

















Yk(i), σ(Y1(i), Y2(i), . . . , Yn(i))
}
forma
uma martingale, podemos aplicar as desigualdades (1.17) e (1.15). Assim, existe uma constante












































e, assim, (2.12) segue pelo Teorema 1.1.
X
Teorema 2.2 Assuma que a Condic¸a˜o 2.1 vale e seja Z0
d


















d−→ Z0 e E
{∣∣∣∣ Vln−1σφ(i)√ln
∣∣∣∣r} n→∞−→ E{|Z0|r}. (2.14)




d→ Z0. Como ln − 1
n







q.c.−→ 1, obtemos que Vln−1√
ln
d→ Z0. No´s mostraremos que E
{∣∣∣∣Vln−1√ln
∣∣∣∣r} < ∞, ∀n, e
que (2.14) vale. Assim, pelo Teorema 1.1 seguira´ (2.13).
Antes de provarmos a convergeˆncia a` direita em (2.14), mostraremos que
E
{∣∣∣∣Vln−1√ln
∣∣∣∣r} ≤ K <∞. (2.15)
Note que
(ln = k) = (τk ≤ n, τk+1 > n) = (τln ≤ n, τln+1 > n),
tal que (ln = k) e´ σ(Xτln , Xτln+1, . . . , Xτln+2−1)-mensura´vel. Por outro lado, observe que Vln−1 e´
σ(Xτ1 , Xτ1+1, . . . , Xτln−1)-mensura´vel. Pela Proposic¸a˜o 1.1(c), temos que ln e (Y1(i), . . . , Yln−1(i))
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sa˜o independentes. Sendo E{Yk(i)} = 0, o processo {Vln−1, σ(Y1(i), . . . , Yln−1(i))} e´ tambe´m uma
martingale. Procedendo como na prova do teorema anterior, existe uma constante C(r) tal que






































onde para a u´ltima desigualdade aplicamos o Lema 2.2. Agora,
E
{∣∣∣∣Vln−1√ln


















Assim, obtemos (2.15), desde que E{|Yk(i)|r} <∞, pelo Lema 2.3(b).
Resta mostrar que E
{∣∣∣∣Vln−1√ln
∣∣∣∣r} n→∞−→ E{|Z0|r}. Como lnn q.c.→ pii > 0, dado  > 0, defina
An() =
(∣∣∣∣ lnn − pii
∣∣∣∣ ≤ ). Enta˜o, P (Anc()) n→∞−→ 0, conforme  → 0. Por (2.15), temos que∫
Anc()
∣∣∣∣Vln−1√ln
∣∣∣∣rdP n→∞,→0−→ 0. Agora, no´s devemos mostrar que∫
An()
∣∣∣∣Vln−1√ln − Vn√n
∣∣∣∣rdP n→∞,→0−→ 0. (2.16)
Assim, no´s temos a convergeˆncia desejada, pois o teorema anterior nos da´E
{∣∣∣∣ Vn√n
∣∣∣∣r} n→∞−→ E{|Z0|r}.
A prova de (2.16) e´ similar a` prova do Lema 2.4 e no´s daremos um resumo. Assim, definindo








∣∣∣∣ Vm√n1 − Vn1√n1
∣∣∣∣.
Claramente, o mesmo vale com as correspondentes esperanc¸as. Ale´m disso, os processos {Vln−1}
e {Vm − Vn1} sa˜o martingales. Assim, usando a desigualdade de martingale (1.19), com p = r e
q =
r



































∣∣∣∣r} <∞ por (2.15) e n1n2 ≈ pii − pii +  , obtemos que Ln,1()→ 0, conforme n→∞












r − 1E{|Vm − Vn1|
r}.
As desigualdades (1.17) e (1.15) nos da˜o a existeˆncia de C(r) > 0, tal que























Ln,2() ≤ C(r) r
r − 1
(






















No´s podemos facilmente reescrever este teorema ao trocar ln por τln = τln(i). Neste caso, e´
necessa´rio substituir σφ2(i) por σφ2 = piiσφ2(i).
Teorema 2.3 Assuma que a Condic¸a˜o 2.1 vale e que Z0
d























Demonstrac¸a˜o. Pelo Lema 2.3(b), se a Condic¸a˜o 2.1 esta´ satisfeita para algum i ∈ S, enta˜o ela esta´




<∞ e que (2.17) vale. Enta˜o pelo
Teorema 1.1 no´s teremos (2.18).
Por (2.15), observe que temos E
{∣∣∣∣ Vln−1σφ(i)√ln
∣∣∣∣r} ≤ K < ∞. Claramente, 0 < lnτln ≤ 1 e

























∣∣∣∣r} ≤ 1pii r2 K <∞.
Assim, para (2.17) no´s temos, pelo Teorema da Representac¸a˜o 1.2, a existeˆncia de Z0∗
d













{∣∣∣∣ Vln−1σφ(i)√ln − Z0∗





Pela desigualdade de Minkowsky,







































































































































Como, para r = 2, a Condic¸a˜o 2.2 implica a Condic¸a˜o 2.1 e, pelo Lema 2.1,
τln
n


























Isso nos permite estabelecer:
Corola´rio 2.1 Assuma que a Condic¸a˜o 2.2 vale e seja Z0
d






De maneira a adicionarmos convergeˆncia d2 em (2.20), precisaremos de afirmac¸o˜es adicionais so-




< ∞, para 0 ≤ k ≤ n, ou, equivalentemente,

























Ale´m disso, podemos observar que o evento (τ1 = k) e´ σ(Xτ1 , Xτ1+1, . . . , Xτ2−1)-mensura´vel e
τ1−1∑
l=0




(φ(Xl)− µφ)2 sa˜o independentes sob Pi. Se tempos negativos sa˜o considerados, enta˜o para






























































































Pela Proposic¸a˜o 1.1, notemos que (τln+1 − τln)
τln+1−1∑
l=τln
























obtemos o seguinte corola´rio.
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< ∞, para 0 ≤ k ≤ n.
Enta˜o, para Z0
d





















n→∞−→ E{Z02} = 1.







no´s conjeturamos que isso garantiria que Epi{(φ(X0)− µφ)2} < ∞. Mas no´s na˜o estamos ha´beis a
mostrar isso.

























Isso sugere que ale´m de assumirmos Epi {(φ(X0)− µφ)r} < ∞, precisamos controlar Ei{τ1r−1}.
Sendo a cadeia recorrente positiva, temos que Ei{τ1} < ∞, que e´ o caso para r = 2. No caso geral,
para r ≥ 2, sabendo que τ1
n
























Condic¸a˜o 2.3 Seja X uma cadeia de Markov aperio´dica e recorrente positiva. Assuma que para
algum i ∈ S e k ≥ 1 temos que E {Yk2(i)} = σφ2(i) > 0. Ale´m disso, assuma que para algum







dr(Yk(i), Z) <∞, onde Z tem uma distribuic¸a˜o normal.
Assim como para a Condic¸a˜o 2.1, se a Condic¸a˜o 2.3 e´ satisfeita para algum i ∈ S e algum k ≥ 1, ela
e´ satisfeita para todo i ∈ S e todo k ≥ 1. A hipo´tese dr(Yk(i), Z) <∞ garante que E{|Yk(i)|r} <∞






<∞, fornecido que σφ(i) > 0, Z0 d= N (0, 1).
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d−→ Z0 e E
{∣∣∣∣Sn − nµφσφ√n
∣∣∣∣r} n→∞−→ E{|Z0|r}. (2.23)
Demonstrac¸a˜o. No´s faremos uso do Teorema 1.1 ao mostrarmos que
E
{∣∣∣∣Sn − nµφσφ√n
∣∣∣∣r} <∞, ∀n, (2.24)
e que (2.22) vale. Consequentemente, teremos (2.23).
Usando a decomposic¸a˜o (2.19) e a notac¸a˜o do Teorema 2.17, temos pela desigualdade de Min-







































































e, assim, (2.24) segue. Agora, o mesmo tipo de argumento como no caso r = 2 nos da´ (2.22).
X
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2.4 O Caso Cauda-Pesada
Nesta sec¸a˜o, lidamos com o caso onde a me´dia e´ finita, µφ = Epi{φ(Xk)} < ∞, 0 ≤ k ≤ n,
mas o segundo momento na˜o e´ finito, tal que nos deparamos com uma situac¸a˜o de cauda-pesada e os
resultados para o caso Gaussiano na˜o sa˜o aplica´veis. Como as distribuic¸o˜es α-esta´veis, Sα(σ, 0, µ)
com 1 < α < 2, esta˜o relacionadas com a mesma lo´gica que a distribuic¸a˜o normal para somas parciais
de varia´veis aleato´rias i.i.d., e´ natural conjeturar que, sob condic¸o˜es adequadas, o mesmo valera´ para













d−→ Sα(σ, 0, 0), 1 < α < 2. (2.25)
Claramente, se no´s tomarmos Sα(σ, 0, µ) como a distribuic¸a˜o limite em (2.25), enta˜o o Teorema
1.4 mostra que terı´amos




d−→ Sα(σ, 0, µ).
Para ilustrar essa situac¸a˜o, nosso exemplo abaixo exibe um processo de excesso (residual) que
possui uma distribuic¸a˜o limite de cauda-pesada.
Exemplo 2.1 SejaX = {Xn}n≥0 uma cadeia de Markov irredutı´vel, recorrente positiva, na˜o-perio´dica
e homogeˆnea no tempo, com espac¸o de estados {1, 2, 3, . . .}. Considere P {X1 = i− 1|X0 = i} = 1,
∀i ≥ 2, e denote por F a distribuic¸a˜o do salto do estado 1, ou seja, para todo i ∈ Z+,
F (i) = P {X1 = i+ 1|X0 = 1} .
Vamos mostrar que se F e´ de cauda-pesada, ou seja, possui segundo momento infinito, enta˜o a
distribuic¸a˜o limite de X tambe´m e´ de cauda pesada. Para isso, inicialmente vamos exibir a matriz de
transic¸a˜o de X , e encontrar sua distribuic¸a˜o limite. De fato, tal matriz e´ dada por
(Pij) =

F (0) F (1) F (2) F (3) F (4) · · ·
1 0 0 0 0 · · ·
0 1 0 0 0 · · ·
0 0 1 0 0 · · ·
0 0 0 1 0 · · ·
...








Para o ca´lculo da distribuic¸a˜o estaciona´ria, como piP = pi,
∞∑
j=1













Agora, se chamarmos h(k) =
∞∑
i=k−1
F (i) = 1−
k−2∑
i=0
F (i), temos que lim
k→∞
h(k) = 0. Assim, existe


























, . . .
)
.
Assumiremos, assim, que F e´ de cauda-pesada, ou seja,
∞∑
k=0
























































































e o exemplo esta´ concluı´do.
Assim como no caso Gaussiano, no´s consideraremos a decomposic¸a˜o (dissecc¸a˜o) conforme Chung
(1960),
Sn − nµφ = An(i) +
ln−1∑
k=1




Condic¸a˜o 2.4 Seja X uma cadeia de Markov aperio´dica e recorrente positiva. Assuma que para
algum 1 < α < 2 existe uma varia´vel aleato´ria α-esta´vel Z d= Sα(σi, 0, 0) tal que dα(Yk(i), Z) <∞,
para algum i ∈ S e algum k ≥ 1.
Note que pela Proposic¸a˜o 1.3 temos que E{|Z|α} = ∞ tal que o fato que dα(Yk(i), Z) < ∞ ne-
cessariamente garante que Yk(i) na˜o e´ uma constante. Assim, o requerimento do tipo E{Yk2(i)} > 0
na Condic¸a˜o 2.1 e´ desnecessa´rio para o caso α-esta´vel, 1 < α < 2. Ale´m disso, se dα(Yk(i), Z) < ∞
para alguma varia´vel α-esta´vel na˜o-enviesada Z d= Sα(σi, 0, µ), enta˜o temos que dα(Yk(i), Z ′) < ∞
para Z ′ d= Sα(σi, 0, 0). Isso nos permite reestabelecer a condic¸a˜o de uma forma aparentemente menos
restritiva, mas equivalente: trocando Sα(σi, 0, 0) por Sα(σi, 0, µ).
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Pelo Lema 2.3(c), se a Condic¸a˜o 2.4 e´ satisfeita para algum estado i e algum k ≥ 1, enta˜o ela e´
satisfeita para todo k ≥ 1. Ale´m disso, como a cadeia e´ recorrente positiva, no´s temos para todo j ∈ S,





<∞, para 0 < α′ < α, enta˜o se a Condic¸a˜o 2.4 e´ satisfeita
para o estado i com Z d= Sα(σi, 0, 0), e e´ tambe´m satisfeita para o estado j com Z
d










d−→ Z d= Sα(σ, 0, 0).
Teorema 2.5 Assuma que a Condic¸a˜o 2.4 e´ satisfeita para o estado i e seja Z d= Sα(σi, 0, 0) para










 n→∞−→ 0. (2.27)































α = ∞. Segue que em (2.28) no´s na˜o podemos esperar trocar α
′ por α como
no caso Gaussiano. Para provar (2.27), como Y1(i), Y2(i), . . . , sa˜o varia´veis aleato´rias i.i.d. , e´ simples
verificar que as condic¸o˜es do tipo Lindeberg do Teorema 1.4 sa˜o satisfeitas e a prova de (2.27) pode ser
obtida como um caso particular do Teorema 1.4. Ao inve´s disso, daremos uma prova simples e direta




(i) Seja Z∗ d= Z d= Sα(σi, 0, 0). Como α > 1 e dα(Yk(i), Z) = dα(Yk(i), Z∗), pelo Teorema de
Representac¸a˜o 1.2, podemos tomar Z∗ tal que a distribuic¸a˜o conjunta de (Yk(i), Z∗) e´ FYk(i) ∧ GZ∗ ,
sendo FYk(i) e GZ∗ as respectivas distribuic¸o˜es de Yk(i) e Z
∗. Neste caso, temos que
dα
α(Yk(i), Z) = E {|Yk(i)− Z∗|α} <∞.
Pelo Lema 2.1(c), no´s temos que E{Yk(i)} = 0 e Y1(i), Y2(i), . . . , sa˜o varia´veis aleato´rias i.i.d. .
Assim, podemos tomar Z1∗, Z2∗, . . . , co´pias independentes de Z∗ tais que
dα
α(Yk(i), Z) = E {|Yk(i)− Zk∗|α} <∞, k ≥ 1. (2.29)
Ale´m disso, pela Proposic¸a˜o 1.3, temos que
Z1

























dado que {|Yk(i)− Zk|α}k≥1 e´ uniformemente integra´vel. Como Y1(i), Y2(i), . . . , sa˜o i.i.d. , no´s temos








|Yk(i)− Zk∗|αdP c→∞−→ 0,
onde a u´ltima convergeˆncia segue de (2.29) e, assim, obtemos a integrabilidade uniforme.









































e o resultado segue por (2.31). Claramente, tambe´m temos a parte a` esquerda de (2.28).

































































Seja {ln} definido por (2.2). Agora, no´s estendemos os resultados acima para a sequeˆncia de ı´ndices












Assim, o Teorema 1.1 na˜o pode ser usado como no caso Gaussiano.
Teorema 2.6 Assuma que a Condic¸a˜o 2.4 vale para o estado i e seja Z d= Sα(σi, 0, 0) para algum
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 n→∞−→ 0. (2.32)




















Demonstrac¸a˜o. Como acima, sejam Z1∗, Z2∗, . . . , co´pias independentes de Z, tais que
dα
α (Yk(i), Zk
∗) = E {|Yk(i)− Zk∗|α}, k = 1, 2, ln − 1.
Para provarmos (2.32), observe que ln e´ determinado por (τln ≤ n, τln+1 > n), tal que ln e´
σ(Xτln , Xτln+1, . . . , Xτln+2−1)-mensura´vel. Por outro lado, Zk
∗ depende da cadeia {Xn}n≥0 somente




(Yk(i)− Zk∗) e´ σ(Z1∗, . . . , Zln−1∗, Xτ1 , . . . , Xτ1+1, . . . , Xτln−1)-mensura´vel. Pela Proposic¸a˜o
1.1(b), temos que ln e
ln−1∑
k=1
(Yk(i)− Zk∗) sa˜o independentes. Ale´m disso,
ln−1∑
k=1
(Yk(i)− Zk∗) e´ uma
























= 2 (ln − 1)E {|Yk(i)− Zk∗|α|ln}













≤ 2dαα (Yk(i), Zk∗) <∞. (2.34)



































































































































e, assim, obtemos (2.32). Claramente, a convergeˆncia em distribuic¸a˜o e´ uma consequeˆncia imediata.
Para 1 < α′ < α, a convergeˆncia dos momentos de ordem α′ pode ser obtida usando os mesmos







































































 ln − 1τln




























Observe que usamos o fato que
ln − 1
τln
≤ 1 e (2.32), para obtermos a u´ltima convergeˆncia acima.







































A u´ltima convergeˆncia segue pelo fato que
ln − 1
τln
q.c.−→ pii. Agora, usando o fato que, se ψn d−→ ψ e
ηn





























< ∞ para 0 < α′ < α. Se tomarmos









































Pela prova do Teorema 2.6, obtemos
dα′








































∣∣∣∣∣ q.c.−→ 0 e como E {|Z|α′} < ∞, obtemos a u´ltima con-














Agora, o Lema 2.3(c) mostra que se a Condic¸a˜o 2.4 e´ satisfeita para algum estado i, enta˜o temos
dα′(Yk(j), Z) < ∞, ∀j ∈ S. Assim, (2.39) e (2.40) continuam va´lidas se o estado i e´ trocado por
qualquer outro estado j ∈ S. Claramente, neste caso, ln e τ1(j), τ2(j), . . . , tera˜o que ser definidos
como em (2.1), trocando i por j.
Teorema 2.7 Assuma que a Condic¸a˜o 2.4 vale para o estado i e seja Z d= Sα(σi, 0, 0) para algum


















d−→ Z(j) e E

∣∣∣∣∣ V˜τln (j)−1pij 1α τln 1α (j)
∣∣∣∣∣
α′
 n→∞−→ E {|Z(j)|α′} . (2.42)
















d−→ pij 1αZ(j) e E

∣∣∣∣∣ V˜τln (j)−1τln 1α (j)
∣∣∣∣∣
α′
 n→∞−→ E {pij α′α |Z(j)|α′} .









ασj, 0, 0) = Sα(σ, 0, 0).
Ou seja, temos que pij
1
ασj = σ, ∀j ∈ S. Assim, de maneira a estender esses resultados para a soma
parcial Sn − nµφ =
n∑
l=0
(φ(Xl)− µφ), na˜o ha´ perda de generalidade ao fixarmos o estado i que satisfaz
a Condic¸a˜o 2.4.
Com V˜τln−1 dado por (2.37), seja





(φ(Xl)− µφ) e Bn(i) =
n∑
l=τln
(φ(Xl)− µφ). Para controlar os termosAn(i) eBn(i),




< ∞, 0 ≤ k ≤ 1, para α′ < α. Uma condic¸a˜o
suficiente para isso e´ dα(φ(Xk), Z0) < ∞, para alguma varia´vel aleato´ria α-esta´vel Z0. Como no
caso Gaussiano, no´s conjeturamos que a condic¸a˜o dα(Yk(i), Z) < ∞ e´ suficiente para mostrar que
dα(φ(Xk), Z0) <∞, mas no´s na˜o estamos ha´beis a mostrar isso.
Condic¸a˜o 2.5 Seja X uma cadeia de Markov aperio´dica e recorrente positiva. Assuma que para
algum 1 < α < 2 existe uma varia´vel aleato´ria α-esta´velZ(i) d= Sα(σi, 0, 0) tal que dα(Yk(i), Z(i)) <




<∞, 0 ≤ k ≤ 1,
para 1 < α′ < α.
Teorema 2.8 Assuma que a Condic¸a˜o 2.5 vale para o estado i e seja Z d= Sα(σ, 0, 0), com σ = pii
1
ασi.






































































































Note que δ =
α′
α





































































































e isso completa a prova de (2.46).
(ii) Agora, no´s demonstramos (2.44). SejamZ1∗, Z2∗, . . . , co´pias independentes deZ(i)
d
= Sσ(σi, 0, 0).





























































































































































q.c.−→ 1 (conforme o Lema
2.1(a)).
(iii) Pelo Teorema 1.1, no´s concluı´mos a prova.
X
Observac¸a˜o 2.2 Claramente, pii
1












d−→ Z ′ d= Sα(pij 1ασj, 0, 0).
Mas isso e´ uma contradic¸a˜o.
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Capı´tulo 3
Convergeˆncia de Processos Empı´ricos
Associados a Cadeias de Markov com Espac¸o
de Estados Geral
3.1 Introduc¸a˜o
Neste capı´tulo, provamos a convergeˆncia fraca dos processos empı´rico e quantil empı´rico associ-
ados a uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Existem diversas refereˆncias
na literatura provando esses resultados para o caso onde as varia´veis aleato´rias associadas sa˜o i.i.d. .
Em nosso trabalho, buscamos estender o caso i.i.d, atrave´s de te´cnicas alternativas como a distaˆncia
Mallows, para o caso empı´rico, e o Lema de Vervaat, para o caso quantil empı´rico.
Na Sec¸a˜o 3.2 provamos que o processo empı´rico βn(x) converge fracamente para a Ponte Brow-
niana B(F (x)), tanto para x fixado como no sentido de processos. Para x fixado, ao observarmos
que, embora {Xn}n≥0 seja uma cadeia de Markov com espac¸o de estados geral, o funcional I[Xl≤x]
e´ uma cadeia de Markov discreta, o resultado pode ser obtido como uma simples adaptac¸a˜o do Teo-
rema Ergo´dico para cadeias de Markov discretas, conforme consta em textos como em Chung (1960).
Tambe´m existe, ainda, uma outra forma de obtermos esse resultado inicial, conforme esta´ construı´da
em Meyn e Tweedie (2009), mas usando conceitos muito complexos relativos a cadeias de Markov
com espac¸o de estados geral, que fogem ao objetivo desta tese. Apesar disso, obtivemos esse resultado
no Lema 3.2 como uma simples consequeˆncia da convergeˆncia na distaˆncia Mallows demonstrada no
Lema 3.1.
De fato, o uso da distaˆncia Mallows e´ imprescindı´vel para obtermos, no Teorema 3.1, a con-
vergeˆncia entre as respectivas distribuic¸o˜es de dimensa˜o finita de βn(x) e B(F (x)) que, atrelada a`
rigidez de {βn} provada no Teorema 3.2, demonstram a convergeˆncia fraca, no sentido de processos,
do processo empı´rico βn(x) para a Ponte Browniana B(F (x)).
Uma vez obtida a convergeˆncia fraca do processo empı´rico, o passo lo´gico seguinte e´ provar a
convergeˆncia fraca para o caso quantil empı´rico. Para o caso i.i.d., muito sobre a teoria e resultados
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relacionados ao processo quantil empı´rico pode ser estudado em Shorack e Wellner (1986) e Cso¨rgo
e Re´ve´sz (1981), dentre outras refereˆncias. Assim, tambe´m estendendo o caso i.i.d, na Sec¸a˜o 3.3
provamos, sob condic¸o˜es adequadas e com as varia´veis aleato´rias associadas constituindo uma cadeia
de Markov com espac¸o de estados geral e ergo´dica, a convergeˆncia fraca do processo quantil empı´rico
qn(t).
Ha´ uma certa dificuldade na tentativa de tratamento do processo quantil empı´rico com a mesma
metodologia adotada para o caso empı´rico. Assim, algum me´todo alternativo e´ necessa´rio para elimi-
narmos essa dificuldade. Nossa estrate´gia, dessa forma, e´ provar o caso quantil empı´rico usando o caso
empı´rico ja´ demonstrado na Sec¸a˜o 3.2. Nossa primeira tentativa foi usar o chamado Me´todo Delta,
muito utilizado em refereˆncias estatı´sticas. Pore´m, a aplicac¸a˜o desse artifı´cio mostrou-se inconsistente
e, assim, procuramos na literatura um outro me´todo que fosse coerente com a teoria probabilı´stica
referente ao nosso objetivo. Dessa maneira, o me´todo encontrado, e que nos e´ de fundamental im-
portaˆncia, consiste basicamente em usar o Lema de Vervaat atrelado ao Teorema de Skorohod, com a
mesma abordagem adotada em Vervaat (1971), Haan e Ferreira (2006) e Resnick (2007).
Assim, na Subsec¸a˜o 3.3.1, como uma forma de nos habituarmos e entendermos melhor a demons-
trac¸a˜o do caso geral da subsec¸a˜o seguinte, provamos a convergeˆncia em distribuic¸a˜o do processo quan-
til empı´rico qn(t), com t fixado. Dessa forma, no Teorema 3.4 mostramos o caso quantil uniforme e,
no Teorema 3.5, provamos o caso na˜o-uniforme.
Finalmente, na Subsec¸a˜o 3.3.2, atrave´s da mesma metodologia utilizada na Subsec¸a˜o 3.3.1, genera-
lizamos os resultados obtidos ao provarmos a convergeˆncia fraca, no sentido de processos, do processo
quantil empı´rico qn(t), com t ∈ (0, 1).
3.2 Convergeˆnca Fraca do Processo Empı´rico
Nesta sec¸a˜o, provaremos a convergeˆncia fraca do processo empı´rico, associado a uma cadeia de
Markov {Xn}n≥0 ergo´dica e com espac¸o de estados geral, para a Ponte Browniana B(F (x)), ao ob-
termos a convergeˆncia das distribuic¸o˜es finitas e a rigidez de {βn}. Para que a definic¸a˜o do processo
empı´rico e nossos resultados fac¸am sentido, como a cadeia e´ ergo´dica, durante todo esse capı´tulo va-
mos tomar F (x) = Epi(φ(Xk)), para 0 ≤ k ≤ n, onde pi e´ a distribuic¸a˜o limite da cadeia.
Inicialmente, note que I[Xl≤x] torna-se uma cadeia de Markov discreta com espac¸o de estados
{0, 1}. Ale´m disso, na˜o e´ difı´cil verificar que essa cadeia e´ ergo´dica. Assim, podemos enta˜o apli-
car os resultados do caso Gaussiano do Capı´tulo 2 ao processo empı´rico. De fato, podemos reescrever











Dessa forma, identificando φ(Xl) = I[Xl≤x] e µφ = Epi(φ(Xk)) = F (x), 0 ≤ k ≤ n, como
consequeˆncia do Corola´rio 2.1, obtemos o seguinte lema.
Lema 3.1 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Enta˜o, se
0 < F (x) < 1 para x ∈ R fixado, temos
d2( βn(x), B(F (x)))
n→∞−→ 0,
onde B(F (x)) D= N (0, F (x)(1− F (x))).
Demonstrac¸a˜o. Como I[Xl≤x] = {0, 1} e 0 < F (x) < 1, as hipo´teses do Corola´rio 2.1 esta˜o satisfeitas.
Logo, com σφ =
√









= N (0, 1). Mas isso e´ equivalente ao que querı´amos provar.
X
Com essa mesma argumentac¸a˜o, pelo Corola´rio 2.1, obtemos o seguinte lema:
Lema 3.2 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Enta˜o, se
0 < F (x) < 1 para x ∈ R fixado, temos
βn(x)
D−→ B(F (x))),
onde B(F (x)) d= N (0, F (x)(1− F (x))).
3.2.1 Convergeˆncia no Sentido das Distribuic¸o˜es Finitas
A seguir, demonstramos a convergeˆncia do processo empı´rico βn(x) para a Ponte Browniana
B(F (x)), no sentido das distribuic¸o˜es de dimensa˜o finita. Para simplificar nossos ca´lculos denota-
remos B(F (xi)) = Bxi , para xi fixado.
Teorema 3.1 Para fixados x1, x2, . . . , xk ∈ R,∀k ∈ N , temos
(βn(x1), βn(x2) . . . , βn(xk))
d−→ (Bx1 , Bx2 , . . . , Bxk) .
Demonstrac¸a˜o. O caso k = 1 ja´ esta´ feito no Lema 3.2. Provemos o caso k = 2. Sejam a, b ∈ R e
Fn,2 e G2 as func¸o˜es de distribuic¸a˜o das varia´veis aleato´rias
aβn(x1) + bβn(x2) e aBx1 + bBx2 ,
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respectivamente.
Pela definic¸a˜o de distaˆncia Mallows e a desigualdade cla´ssica
|x+ y|p ≤ 2p−1 (|x|p + |y|p) ,
va´lida para quaisquer nu´meros reais x e y sempre que p ≥ 1, obtemos
d22 (Fn,2, G2) ≤ E|aβn(x1) + bβn(x2)− (aBx1 + bBx2) |2
= E|a (βn(x1)−Bx1) + b (βn(x2)−Bx2) |2
≤ 2{|a|2E|βn(x1)−Bx1) |2 + |b|2E|βn(x2)−Bx2|2}
= 2
{|a|2d22 (βn(x1), Bx1) + |b|2d22 (βn(x2), Bx2)} ,
onde a u´ltima igualdade adve´m do Teorema 1.2, com (βn(xi), Bxi)
d
= Fβn(xi) ∧ FBxi , i = 1, 2. Pelo
Lema 3.1 aplicado para x1 e x2, obtemos que
d22 (βn(xi), Bxi)




Logo, para quaisquer a, b ∈ R,
aβn(x1) + bβn(x2)
d2−→ aBx1 + bBx2 ,
isto e´,
aβn(x1) + bβn(x2)
d−→ aBx1 + bBx2 ,
pois as hipo´teses do Teorema 1.1 esta˜o naturalmente satisfeitas.
Portanto, pelo Teorema de Cra`mer-Wold, concluı´mos que
(βn(x1), βn(x2))
d−→ (Bx1 , Bx2) .











onde {aj, j = 1, . . . , k} ⊂ R, e adaptar a demonstrac¸a˜o com os mesmos argumentos do caso k = 2.









Pela definic¸a˜o de distaˆncia Mallows e a desigualdade (3.1), temos que
































onde a u´ltima igualdade adve´m do Teorema 1.2, com (βn(xi), Bxi)
d
= Fβn(xi) ∧ FBxi , i = 1, 2, . . . , k.
Pelo Lema 3.1 aplicado para x1, x2, . . . , xk, obtemos que
d22 (βn(xi), Bxi)




















Portanto, novamente pelo Teorema de Cra`mer-Wold, segue que
(βn(x1), βn(x2), . . . , βn(xk))
d−→ (Bx1 , Bx2 , . . . , Bxk) .
X
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3.2.2 A Rigidez de {βn}
Na subsec¸a˜o anterior, provamos que as distribuic¸o˜es de dimensa˜o finita do processo empı´rico con-
vergem para as respectivas distribuic¸o˜es finitas da Ponte Browniana. A seguir, provaremos que {βn}n≥1
e´ rı´gida e, assim, concluiremos que βn(x) converge fracamente para a Ponte Browniana B(F (x)).
Teorema 3.2 Seja βn(x) o processo empı´rico associado a uma cadeia de Markov com espac¸o de
estados geral e ergo´dica, enta˜o {βn}n≥1 e´ rı´gida.
Demonstrac¸a˜o. Vamos mostrar que {βn}n≥1 satisfaz o Teorema 1.9. Inicialmente, dado η > 0, se
tomarmos a ≥ E |βn(0)|
η
, obtemos
P {|βn(0)| > a} ≤ E |βn(0)|
a
≤ η.
Assim, agora e´ suficiente mostrar que, para cada η e  positivos, existem um δ, com 0 < δ < 1, e





|βn(s)− βn(t)| ≥ 
}
≤ δη (3.2)
vale para todo t.
Por convenieˆncia de notac¸a˜o, podemos tomar t = 0 em (3.2), e enta˜o e´ suficiente (pois podemos





|βn(s)− βn(0)| > 
}
< δη.
A inequac¸a˜o acima e´ suficiente, pois como a cadeia de Markov e´ ergo´dica, podemos tomar a
distribuic¸a˜o inicial como sendo a estaciona´ria e, assim, as distribuic¸o˜es dos incrementos sera˜o esta-
ciona´rias.





































, enta˜o obrigatoriamente |βn(c)| > 
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|N | > 1√
















































































Logo, pelo Teorema 1.9, {βn} e´ rı´gida.
X
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Assim, pelos Teoremas 3.1 e 3.2, concluı´mos, pelo Teorema 1.8, que
βn(x)⇒ B(F (x)).
3.3 Convergeˆncia Fraca do Processo Quantil Empı´rico qn(t)
3.3.1 Convergeˆncia de qn(t) para t fixado
Nesta subsec¸a˜o, provaremos a convergeˆncia do processo quantil empı´rico qn(t), para t fixado.
Como ja´ ressaltamos, ha´ uma dificuldade intrı´nseca na tentativa de tratar o processo quantil empı´rico
com a mesma metodologia adotada para o caso empı´rico. Assim, algum me´todo alternativo e´ ne-
cessa´rio para eliminar esse problema. Dessa maneira, atrave´s do Teorema de Skorohod e um lema de
Vervaat adaptado, conseguimos demonstrar a convergeˆncia em distribuic¸a˜o, para t fixado, do processo
quantil empı´rico associado a uma cadeia de Markov com espac¸o de estados geral e ergo´dica , para
a varia´vel aleato´ria Bt =
B(t)
f(F−(t))
, utilizando os resultados obtidos para o processo empı´rico e sua
relac¸a˜o com o caso uniforme.
Com base na relac¸a˜o (1.23), o Lema 3.2 fornece o seguinte resultado.
Teorema 3.3 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Para F
contı´nua e x fixado, se t = F (x) ∈ R e´ tal que 0 < F (x) < 1, enta˜o
un(t)
d−→ N (0, t(1− t)) d= B(t).
Demonstrac¸a˜o. Como F e´ contı´nua, basta usarmos a relac¸a˜o βn(x) = un(F (x)), fazermos F (x) = t
e aplicarmos o Lema 3.2.
X
Agora, usaremos o Lema 1.5 e o Teorema 1.11 para provarmos a convergeˆncia do processo quantil
empı´rico uniforme vn(t), para t fixado.
Teorema 3.4 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Para F
contı´nua e x fixado, se t = F (x) ∈ R e´ tal que 0 < F (x) < 1, enta˜o
vn(t)
d−→ B(t).
Demonstrac¸a˜o. Pelo Teorema 3.3, temos que
√
n(Un(t)− t) = un(t) d−→ B(t),
no espac¸o de Skorohod D[0, 1]. Assim, pelo Teorema 1.11, temos que existem varia´veis aleato´rias
Un
∗(t) d= Un(t) e B∗(t)
d




∗(t)− t) := un∗(t) q.c.−→ B∗(t),
na topologia Skorohod. Como B∗(t) e´ contı´nua, temos, pela Observac¸a˜o 1.1, que essa convergeˆncia e´





|√n(Un∗(t)− t)−B∗(t)| = 0, q.c. .





|√n((Un∗)−(t)− t) +B∗(t)| = 0, q.c. .
Novamente pela equivaleˆncia citada na Observac¸a˜o 1.1, temos que a convergeˆncia acima ocorre quase-
certamente tambe´m na topologia Skorohod, isto e´:
√
n((Un
∗)−(t)− t) q.c.−→ −B∗(t),
na topologia Skorohod. Ale´m disso, como (Un∗)




−(t)− t) d−→ −B(t) d= B(t).
X
A seguir, demonstramos a convergeˆncia em distribuic¸a˜o, para t fixado, do processo quantil empı´rico
qn(t), na versa˜o na˜o necessariamente uniforme.
Teorema 3.5 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Se F e´






Demonstrac¸a˜o. Pelas hipo´teses, temos que































−(t) − t) d−→ B(t) e F
−(U−n (t))− F−(t)(
Un







, pois F (x) e´ absolutamente contı´nua, concluı´mos que
qn(t)




3.3.2 Convergeˆncia de qn(t) como Processo




, com t fixado. A seguir, demonstraremos que a convergeˆncia fraca tambe´m ocorre no
sentido de processos. Como o Lema de Vervaat adaptado 1.5 e o Teorema 1.11 valem para proces-
sos gerais, o resultado segue pela convergeˆncia fraca ja´ obtida para o caso empı´rico e os passos da
demonstrac¸a˜o sa˜o ana´logos a` sec¸a˜o anterior.
Com a mesma argumentac¸a˜o usada na demonstrac¸a˜o do Teorema 3.3 e pela convergeˆncia fraca
βn(x)⇒ B(F (x)), obtemos o seguinte resultado.
Teorema 3.6 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Para F
contı´nua, se t = F (x) ∈ R e´ tal que 0 < F (x) < 1, enta˜o
un(t)⇒ B(t).
Agora, usando o Lema de Vervaat adaptado 1.5 e o Teorema 1.11 no sentido de processos, obtemos
o teorema abaixo.
Teorema 3.7 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Para F
contı´nua, se t = F (x) ∈ R e´ tal que 0 < F (x) < 1, enta˜o ocorre a convergeˆncia fraca
vn(t)⇒ −B(t) d= B(t). (3.6)




em D[0, 1]. Pelo Teorema de Skorohod, existem un∗(t)
d
= un(t) e B∗(t)
d


















∗(t)− t) := un∗(t) q.c.−→ B∗(t),
em D[0, 1], e B∗(t) tem trajeto´rias quase-certamente contı´nuas, essa convergeˆncia ocorre localmente
uniformemente. Logo, pelo Lema de Vervaat, temos que
√
n((Un
∗)−(t)− t) q.c.−→ −B∗(t),
localmente uniformemente. Ou seja, na topologia Skorohod, em D[0, 1],
√
n((Un
∗)−(t)− t) q.c.−→ −B∗(t),
e, como (Un∗)




−(t)− t)⇒ −B(t) d= B(t),
como querı´amos.
X
Finalmente, obtemos a convergeˆncia fraca do processo quantil empı´rico qn(t), na versa˜o na˜o ne-
cessariamente uniforme.
Teorema 3.8 Seja {Xn}n≥0 uma cadeia de Markov com espac¸o de estados geral e ergo´dica. Se F
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