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Abstract
We remind known and establish new properties of the Dieudonné and Moore determinants of
quaternionic matrices. Using these linear algebraic results we develop a basic theory of plurisub-
harmonic functions of quaternionic variables.
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0. Introduction
The main point of this paper is that in quaternionic algebra and analysis there exist
structures which have analogues over the fields of real and complex numbers, but should
reflect different phenomena.
The algebraic part is discussed in Section 1. There we remind the notions of the Moore
and Dieudonné determinants of quaternionic matrices. It turns out that (under appropriate
normalization) the Dieudonné determinant behaves exactly like the absolute value of the
usual determinant of real or complex matrices from all points of view (algebraic and
analytic). Let us state some of its properties discussed in more details in Section 1.2. Let us
denote by Mn(H) the set of all quaternionic (n× n)-matrices. The Dieudonné determinant
D is defined on this set and takes values in non-negative real numbers:
D :Mn(H)→R0
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(see Definition 1.2.2). Then one has the following (known) results (see Theorems 1.2.3
and 1.2.4 below and references given at the beginning of Section 1):
Theorem.
(i) For any complex (n×n)-matrix X considered as quaternionic matrix the Dieudonné
determinant D(X) is equal to the absolute value of the usual determinant of X.
(ii) For any quaternionic matrix X
D(X)=D(Xt )=D(X∗),
where Xt and X∗ denote the transposed and quaternionic conjugate matrices of X
respectively.
(iii) D(X · Y )=D(X)D(Y ).
Theorem 1.2.5. Let
A=
[
a11 . . . a1n
. . . . . . . . . .
an1 . . . ann
]
be a quaternionic matrix. Then
D(A)
n∑
i=1
|a1i|D(M1i ).
Similar inequalities hold for any other row or column.
(In this theorem |a| denotes the absolute value of a quaternion a, and Mpq denotes the
minor of the matrix A obtained from it by deleting the pth row and q th column).
In a sense, the Dieudonné determinant provides the theory of absolute value of
determinant. However it is not always sufficient and we loose most of the algebraic
properties of the usual determinant. The notion of Moore determinant provides such a
theory, but only on the class of quaternionic hyperhermitian matrices. Remind that a
square quaternionic matrix A= (aij ) is called hyperhermitian if its quaternionic conjugate
A∗ = A, or explicitly aij = aji . The Moore determinant denoted by det is defined on
the class of all hyperhermitian matrices and takes real values. (The Moore determinant
is defined in Section 1.1 after Theorem 1.1.8). The important advantage of it with respect
to the Dieudonné determinant is that it depends polynomially on the entries of a matrix;
it has already all the algebraic and analytic properties of the usual determinant of real
symmetric and complex hermitian matrices. Let us state some of them referring for the
details to Section 1.1 (again, the references are given at the beginning of Section 1).
Theorem 1.1.9.
(i) The Moore determinant of any complex hermitian matrix considered as quaternionic
hyperhermitian matrix is equal to its usual determinant.
(ii) For any hyperhermitian matrix A and any quaternionic matrix C
det(C∗AC)= detA · det(C∗C).
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Examples.
(a) Let A = diag(λ1, . . . , λn) be a diagonal matrix with real λi ’s. Then A is
hyperhermitian and the Moore determinant detA=∏i λi .
(b) A general hyperhermitian 2× 2 matrix A has the form
A=
[
a q
q¯ b
]
,
where a, b ∈R, q ∈H. Then its Moore determinant is equal to detA= ab− qq¯.
Next, in terms of the Moore determinant one can prove the generalization of the classical
Sylvester criterion of positive definiteness of hyperhermitian matrices (Theorem 1.1.13).
In terms of the Moore determinant one can introduce the notion of the mixed discriminant
and to prove the analogues of Aleksandrov’s inequalities for mixed discriminants
(Theorem 1.1.15 and Corollary 1.1.16).
The (well known) relation between the Dieudonné and Moore determinants is as
follows: for any hyperhermitian matrix X
D(X)= |detX|.
In Section 1 we prove some additional properties of the Dieudonné and Moore determi-
nants; they are used in Section 2.
Note that the Dieudonné determinant was introduced originally by J. Dieudonné in [14]
(see also [5] for his theory). It can be defined for arbitrary (non-commutative) field. On
more modern language this result can be formulated as a computation of the K1-group
of a non-commutative field (see e.g. [42]). Note also that there is a more recent theory of
non-commutative determinants (or quasideterminants) due to I. Gelfand and V. Retakh
generalizing in certain direction the theory of the Dieudonné determinant. First it was
introduced in [20], see also [21,22,24] and references therein for further developments
and applications. In the recent preprint [23] Gelfand, Retakh, and Wilson have discovered
that the formulas for quasideterminants of quaternionic matrices can be significantly
simplified. They also understood the relation between the theory of quasideterminants
and the Moore determinant. We would also like to mention a different direction of a
development of the quaternionic linear algebra started by D. Joyce [30] and applied by
himself to hypercomplex algebraic geometry. We refer also to D. Quillen’s paper [40]
for further investigations in that direction. Another attempt to understand the quaternionic
linear algebra from the topological point of view was done in [3].
Section 2 of this paper develops the basic theory of plurisubharmonic functions of
quaternionic variables on Hn. It uses in essential way the linear algebraic results of
Section 1. This theory is parallel to the classical theories of convex functions on Rn and
plurisubharmonic functions on Cn.
The formal definition is as follows (for more discussion see Section 2.1).
Definition. A real valued function
f :Hn→R
is called quaternionic plurisubharmonic if it is upper semi-continuous and its restriction to
any right quaternionic line is subharmonic (in the usual sense).
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We refer to Section 2.1 where we remind the relevant notions.
In this form this definition was suggested by G. Henkin [27]. For the class of continuous
plurisubharmonic functions this definition is different but equivalent (by Proposition 2.1.6
below) to the original author’s definition.
Remark. On H1 the class of plurisubharmonic functions coincides with the class of
subharmonic functions. In this case all the results of this paper are reduced to the classical
properties of subharmonic functions in R4.
Let us describe the main results on plurisubharmonic functions we prove. We will write
a quaternion q in the usual form
q = t + x · i + y · j + z · k,
where t, x, y, z are real numbers, and i, j, k satisfy the usual relations
i2 = j2 = k2 =−1, ij =−j i = k, jk =−kj = i, ki =−ik = j.
Let us introduce the differential operators ∂
∂q¯
and ∂
∂q
as follows:
∂
∂q¯
f := ∂f
∂t
+ i ∂f
∂x
+ j ∂f
∂y
+ k ∂f
∂z
, and
∂
∂q
f := ∂
∂q¯
f¯ = ∂f
∂t
− ∂f
∂x
i − ∂f
∂y
j − ∂f
∂z
k.
Remarks. (a) The operator ∂
∂q¯
is called sometimes the Cauchy–Riemann–Moisil–Fueter
operator since it was introduced by Moisil in [35] and used by Fueter [17,18] to define
the notion of quaternionic analyticity. For further results on quaternionic analyticity we
refer e.g. to [10,37,38,43], and for applications to mathematical physics to [25]. Another
used name for this operator is Dirac–Weyl operator. But in fact it was used earlier by
J.C. Maxwell in [32], Vol. II, pp. 570–576, where he has applied the quaternions to
electromagnetism.
(b) Note that
∂
∂q¯
= ∂
∂t
+∇,
where∇ = i ∂
∂x
+j ∂
∂y
+k ∂
∂z
. The operator∇ was first introduced by W.R. Hamilton in [26].
(c) In quaternionic analysis one considers a right version of the operators ∂
∂q¯
and ∂
∂q
which are denoted respectively by
←
∂
∂q¯
and
←
∂
∂q
. The operator
←
∂
∂q
is related to
←
∂
∂q¯
by the same
formula as ∂
∂q
is related to ∂
∂q¯
, and
←
∂
∂q¯
is defined as
←
∂
∂q¯
f := ∂f
∂t
+ ∂f
∂x
i + ∂f
∂y
j + ∂f
∂z
k.
First one has a simple
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Proposition 2.1.6. A real valued twice continuously differentiable function f on the
domain Ω ⊂ Hn is quaternionic plurisubharmonic if and only if at every point q ∈ Ω
the matrix ( ∂
2f
∂qi∂q¯j
)(q) is non-negative definite.
Note that the matrix in the statement of proposition is quaternionic hyperhermitian. The
more important thing is that in analogy to the real and complex cases one can define for any
continuous quaternionic plurisubharmonic function f a non-negative measure det( ∂
2f
∂qi∂q¯j
),
where det denotes the Moore determinant (this measure is obviously defined for smooth f ).
We prove the following continuity result.
Theorem 2.1.11. Let {fN } be a sequence of continuous quaternionic plurisubharmonic
functions in a domain Ω ⊂ Hn. Assume that this sequence converges uniformly on
compact subsets to a function f . Then f is continuous quaternionic plurisubharmonic
function. Moreover the sequence of measures det( ∂2fN
∂qi∂q¯j
) weakly converges to the measure
det( ∂
2f
∂qi∂q¯j
).
The proofs of analogous results in real and complex cases can be found in [7], where
the exposition of this topic follows the approach of Chern, Levine and Nirenberg [13]
and Rauch and Taylor [41]. For the complex case we refer to the classical book by
P. Lelong [31]. In generalizations of these results to the quaternionic situation the large
part of the difficulties comes from linear algebra since the technique of working with
the Moore determinant is not sufficiently developed. For instance there is no formula of
decomposition of the Moore determinant in row or column, and thus one should use some
more tricky manipulations.
Next we would like to state a result on existence and uniqueness of solution of the
Dirichlet problem for quaternionic Monge–Ampère equation (to be defined). In this paper
we prove only the uniqueness part; the existence is proved in author’s paper [4].
Definition. An open bounded domain Ω ⊂Hn with a C∞-smooth boundary ∂Ω is called
strictly pseudoconvex if for every point z0 ∈ ∂Ω there exists a neighborhood O and
a C∞-smooth strictly plurisubharmonic function h on O such that Ω ∩ O = {h < 0}
and ∇h(z0) = 0.
The next result is quaternionic analogue of the results on Dirichlet problem for real and
complex Monge–Ampère equations. The real case was solved by Aleksandrov [2], and the
complex one by Bedford and Taylor [9].
Theorem. Let Ω be a strictly pseudoconvex bounded domain in Hn. Let φ be a continuous
real valued function on the boundary ∂Ω . Let f be a continuous function on the closure
Ω , f  0. Then there exists a unique continuous on Ω plurisubharmonic function u such
that
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det
(
∂2u
∂qi∂q¯j
)
= f and
u= φ on ∂Ω.
The uniqueness part in this theorem is an immediate consequence of the following
minimum principle which is proved in Section 2.2.
Theorem 2.2.1. Let Ω be a bounded open set in Hn. Let u,v be continuous functions on
Ω which are plurisubharmonic in Ω . Assume that
det
(
∂2u
∂qi∂q¯j
)
 det
(
∂2v
∂qi∂q¯j
)
in Ω.
Then
min
{
u(z)− v(z) | z ∈ Ω}=min{u(z)− v(z) | z ∈ ∂Ω}.
The proof of this theorem closely follows the argument of Bedford and Taylor [9]
(Theorem A).
In Appendix A to this paper we prove the injectivity of Radon transform over
quaternionic subspaces in the affine spaceHn. Probably this result is not new. It is included
here since it was used in the proof of Lemma 2.1.7, and we could not find a reference.
1. Linear algebra
In this section we remind the construction and basic properties of the Dieudonné and
Moore determinants and investigate further their properties. Part of them will be used in
the next sections of this paper. For a survey of quaternionic determinants and references
we refer to [6].
First of all remind that over any noncommutative field there exist usual notions of
vector spaces over the field (however one should distinguish between left and right ones),
their dimension, basis etc. (see e.g. [5]). However there is no construction of quaternionic
determinant which would have all the properties of the determinant over commutative field.
We are going to discuss this problem in this section. We will discuss only right vector
spaces. The case of left ones can be considered similarly. Many results of Section 1 are a
folklore. Theorems 1.1.8, 1.1.9, 1.1.4 are not new. We refer for the proofs to [8,11,12,15,
16,28,29,33,34,36,39,44,45].
1.1. Hyperhermitian forms and the Moore determinant
Let V be a right vector space over quaternions.
Definition 1.1.1. A hyperhermitian semilinear form on V is a map a :V × V → H
satisfying the following properties:
(a) a is additive with respect to each argument;
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(b) a(x, y · q)= a(x, y) · q for any x, y ∈ V and any q ∈H;
(c) a(x, y)= a(y, x).
Example 1.1.2. Let V = Hn be the standard coordinate space considered as right vector
space over H. Fix a hyperhermitian (n × n)-matrix (aij )ni,j=1, i.e. aij = a¯j i , where x¯
denotes the usual quaternionic conjugation of x . For x = (x1, . . . , xn), y = (y1, . . . , yn)
define
A(x,y)=
∑
i,j
x¯iaij yj
(note the order of the terms!). Then A defines hyperhermitian semilinear form on V .
In general one has the following standard claims.
Claim 1.1.3. Fix a basis in a finite dimensional right quaternionic vector space V . Then
there is a natural bijection between hyperhermitian semilinear forms on V and (n× n)-
hyperhermitian matrices.
This bijection is in fact described in previous Example 1.1.2.
Claim 1.1.4. Let A be the matrix of the given hyperhermitian form in the given basis. Let
C be transition matrix from this basis to another one. Then the matrix A′ of the given form
in the new basis is equal
A′ = C∗AC.
Remark 1.1.5. Note that for any hyperhermitian matrix A and for any matrix C the matrix
C∗AC is also hyperhermitian. In particular the matrix C∗C is always hyperhermitian.
Definition 1.1.6. A hyperhermitian semilinear form a is called positive definite if a(x, x) >
0 for any non-zero vector x .
Let us fix on our quaternionic right vector space V a positive definite hyperhermitian
form (· , ·). The space with fixed such a form will be called hyperhermitian space.
For any quaternionic linear operator φ :V → V in hyperhermitian space one can define
the adjoint operator φ∗ :V → V in the usual way, i.e. (φx, y)= (x,φ∗y) for any x, y ∈ V .
Then if one fixes an orthonormal basis in the space V then the operator φ is selfadjoint if
and only if its matrix in this basis is hyperhermitian.
Claim 1.1.7. For any selfadjoint operator in a hyperhermitian space there exists an
orthonormal basis such that its matrix in this basis is diagonal and real.
The proof is standard. Now we are going to define the Moore determinant of
hyperhermitian matrices. The definition below is different from the original one [36] but
equivalent to it.
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First note that every hyperhermitian (n × n)-matrix A defines a hyperhermitian
semilinear form on the coordinate space Hn. It also can be considered as a symmetric
bilinear form on R4n (which is the realization of Hn). Let us denote its (4n × 4n)-
matrix by RA. Let us consider the entries of A as formal variables (each quaternionic
entry corresponds to four commuting real variables). Then det(RA) is a homogeneous
polynomial of degree 4n in n(2n − 1) real variables. Let us denote by Id the identity
matrix. One has the following result.
Theorem 1.1.8. There exists a polynomial P defined on the space of all hyperhermitian
(n× n)-matrices such that for any hyperhermitian (n× n)-matrix A one has det(RA)=
P 4(A) and P(Id) = 1. P is defined uniquely by these two properties. Furthermore P is
homogeneous of degree n and has integer coefficients.
Thus for any hyperhermitian matrix A the value P(A) is a real number, and it is called
the Moore determinant of the matrix A. The explicit formula for the Moore determinant
was given by Moore [36] (see also [6]). From now on the Moore determinant of a matrix A
will be denoted by detA. This notation should not cause any confusion with the usual
determinant of real or complex matrices due to part (i) of the next theorem.
Theorem 1.1.9. (i) The Moore determinant of any complex hermitian matrix considered as
quaternionic hyperhermitian matrix is equal to its usual determinant.
(ii) For any hyperhermitian matrix A and any matrix C
det(C∗AC)= detA · det(C∗C).
Example 1.1.10. (a) Let A= diag(λ1, . . . , λn) be a diagonal matrix with real λi ’s. Then A
is hyperhermitian and the Moore determinant detA=∏i λi .
(b) A general hyperhermitian 2× 2 matrix A has the form
A=
[
a q
q¯ b
]
,
where a, b ∈R, q ∈H. Then detA= ab− qq¯.
Let us introduce more notation. Let A be any hyperhermitian (n× n)-matrix. For any
non-empty subset I ⊂ {1, . . . , n} the minor MI(A) of A which is obtained by deleting the
rows and columns with indexes from the set I , is clearly hyperhermitian. For I = {1, . . . , n}
let detM{1,...,n} = 1.
Proposition 1.1.11. For any hyperhermitian (n×n)-matrix A and any diagonal real matrix
T =
[ t1 0.
.
.
0 tn
]
det(A+ T )=
∑
I⊂{1,...,n}
(∏
i∈I
ti
)
· detMI(A).
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In particular
det(A+ t · Id)=
∑
I⊂{1,...,n}
t |I | · detMI (A),
where |I | denotes the cardinality of the set I .
Remark. Clearly this formula is true for arbitrary (n× n)-matrix A over a commutative
field.
Proof. Fix a hyperhermitian matrix A. It is clear that det(A + T ) is a polynomial in
t1, . . . , tn of degree n. Since
A+

t1 0
t2
. . .
0 tn
=A+

0 0
t2
. . .
0 tn
+

t1 0
0
. . .
0 0

one can apply induction in n to show for A =
[
a11 ∗
∗ B
]
, where a11 ∈ R, and B is a
hyperhermitian (n− 1)× (n− 1)-matrix the following statement. Set
f (t) := det
A+

t 0
0
. . .
0 0

 .
It is sufficient to show that f (t)= detA+ t · detB . Clearly f (0)= detA. Let k denote the
degree of the polynomial f . Using Theorem 1.1.9(ii) one gets f (t)=
tk · det


t−k/2 0
1
. . .
0 1

A+

t 0
0
. . .
0 0



t−k/2 0
1
. . .
0 1


= tk det

a11t−k + t−k+1 a12t−k/2 . . . a1nt−k/2
a21t−k/2
...
an1t−k/2
B
 .
If k > 1 then
f (t)
tk
→ det
[ 0 0
0 B
]
= 0
when t →∞. Hence k = 1 and
f (t)
t
→ det
[ 1 0
0 B
]
= detB. ✷
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Lemma 1.1.12. Let A be a non-negative (respectively positive) definite hyperhermitian
matrix. Then detA 0 (respectively detA> 0).
Proof. Let us prove it under the assumption that A is positive definite. By Claim 1.1.7
there exists a matrix C ∈ Sp(n) (i.e. C∗C = Id) such that
A= C∗
λ1 0. . .
0 λn
C
with λi ∈ R. Since A is positive definite, λi > 0 for all i . By Theorem 1.1.9(ii) detA =
det(C∗C)
∏
λi =∏λi > 0. ✷
The following theorem is a quaternionic generalization of the standard Sylvester
criterion.
Theorem 1.1.13 (Sylvester criterion). A hyperhermitian (n × n)-matrix A is positive
definite if and only if M{i+1,...,n}(A) > 0 for any 0 i  n.
Proof. The necessity follows from Lemma 1.1.12. Let us prove sufficiency by induction
in n. For n= 1 the statement is trivial. Assume n > 1. Let
A=

a11 a12 . . . a1n
a21
... B
an1
 .
Consider the matrix
U =

1 −a12/a11 −a13/a11 . . . −a1n/a11
0 1 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1
 .
Then the matrix A′ :=U∗AU has the form
A′ =

a11 0 . . . 0
0
... B ′
0
 ,
where B ′ is a hyperhermitian matrix. Moreover for any 1 i  n one has
detM{i+1,...,n}(A′)= detM{i+1,...,n}(A).
Indeed let us check it for i = n (for i < n the proof will be the same since the matrix U
is triangular). Namely let us show that detA′ = detA. By Theorem 1.1.9(ii) detA′ =
detA · det(U∗U). However using Theorem 1.1.8 and unipotence of U it is easy to see
that det(U∗U)= 1. Hence the matrix B ′ is positive definite by the induction assumption.
Then A′ is positive definite, and hence A is as well. ✷
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Let us define now the mixed discriminant of hyperhermitian matrices in analogy with
the case of real symmetric matrices [1].
Definition 1.1.14. Let A1, . . . ,An be hyperhermitian (n × n)-matrices. Consider the
homogeneous polynomial in real variables λ1, . . . , λn of degree n equal to det(λ1A1 +
· · ·+ λnAn). The coefficient of the monomial λ1 · · · · · λn divided by n! is called the mixed
discriminant of the matrices A1, . . . ,An, and it is denoted by det(A1, . . . ,An).
Note that the mixed discriminant is symmetric with respect to all variables, and linear
with respect to each of them, i.e.
det(λA′1 +µA′′1,A2, . . . ,An)= λ · det(A′1,A2, . . . ,An)+µ · det(A′′1,A2, . . . ,An)
for any real λ, µ. Note also that det(A, . . . ,A) = detA. We will prove the following
generalization of Aleksandrov’s inequalities for mixed discriminants [1] (though the proof
will be very close to the original one).
Theorem 1.1.15. (i) The mixed discriminant of positive (respectively non-negative) definite
matrices is positive (respectively non-negative).
(ii) Fix positive definite hyperhermitian (n × n)-matrices A1, . . . ,An−2. On the real
linear space of hyperhermitian (n× n)-matrices consider the bilinear form
B(X,Y ) := det(X,Y,A1, . . . ,An−2).
Then B is non-degenerate quadratic form, and its signature has one plus and the rest are
minuses.
Corollary 1.1.16. Let A1, . . . ,An−1 be positive definite hyperhermitian (n× n)-matrices.
Then for any hyperhermitian matrix X
det(A1, . . . ,An−1,X)2  det(A1, . . . ,An−1,An−1) · det(A1, . . . ,An−2,X,X), (1)
and the equality is satisfied if and only if the matrix X is proportional to An−1.
Proof of Corollary 1.1.16. By Theorem 1.1.15(i) we get
det(A1, . . . ,An−1,An−1) > 0.
Let
λ= det(A1, . . . ,An−1,X)
det(A1, . . . ,An−1,An−1)
.
Let X′ = X − λAn−1. Then clearly det(A1, . . . ,An−1,X′) = 0. In the notation of
Theorem 1.1.15 it means that B(An−1,An−1) > 0 and B(An−1,X′)= 0. But the form B
has just one plus. Hence B(X′,X′) 0, and the equality is satisfied if and only if X′ = 0.
Developing B(X′,X′) one gets inequality (1). The equality case follows as well. ✷
Proof of Theorem 1.1.15. (1) Let us prove the first part using induction in n. The case
n = 1 is trivial. Assume that n > 1. Let A1, . . . ,An be positive definite hyperhermitian
12 S. Alesker / Bull. Sci. math. 127 (2003) 1–35
matrices. By Claim 1.1.7 and Theorem 1.1.9(ii) we can assume that the matrix An is
diagonal, i.e.
An =
 t1 0. . .
0 tn
 ,
and ti ’s are positive. By Proposition 1.1.11
det(λ1A1 + · · · + λn−1An−1 + λnAn)
=
∑
I⊂{1,...,n}
(∏
i∈I
λnti
)
· detMI(λ1A1 + · · · + λn−1An−1).
Since all the diagonal minors of positive definite matrix are positive definite and since
ti > 0 the assumption of induction implies the statement.
(2) Let us prove the second part of the theorem, i.e. that B is non-degenerate. First
let us prove it for n = 2. Assume X0 belongs to the kernel of B , i.e. B(X,X0) = 0 for
every X. One can assume that X0 is diagonal: X0 =
[
t1 0
0 t2
]
. For any X = [ x1 00 x2 ] with real
x1, x2 one has 2 det(X,X0)= t1x2 + t2x1 = 0. Hence t1 = t2 = 0. Thus the form B is non-
degenerate. Now, clearly B(Id, Id) = 1 > 0. Assume that X = 0 is orthogonal to Id with
respect to B , i.e. B(X, Id) = 0. It remains to show that B(X,X) < 0. By Claim 1.1.7
we can assume that X is diagonal, X = [ x1 00 x2 ]. Then 2B(X, Id) = x1 + x2 = 0. But
B(X,X)= x1x2 =−x21 < 0.
Let us assume that n > 2. Assume also that the theorem is true for matrices of size
at most n − 1. Let us prove first that the form B is non-degenerate. Assume that X0
belongs to the kernel of B . Since An−2 is positive definite, by Claim 1.1.7 one can assume
that the matrix An−2 is equal to Id and X0 is diagonal. For 1  i  n and for (n × n)-
matrices C1, . . . ,Cn−1 let us denote by det(C1, . . . ,Cn−1)i the mixed discriminant of
(n− 1)× (n− 1)-matrices obtained from Cj ’s by deleting the ith row and the ith column.
Let
T =
 t1 0. . .
0 tn
 .
Using Proposition 1.1.11 one can easily see that
0= c · det(A1, . . . ,An−2, T ,X0)=
n∑
i=1
ti det(A1, . . . ,An−2,X0)i , (2)
where c > 0 is a normalizing constant. Hence det(A1, . . . ,An−2,X0)i = 0 for all i . By
the induction assumption and Corollary 1.1.16 (which is also satisfied for matrices of size
n− 1)
det(A1, . . . ,An−3,X0,X0)i  0 for i = 1, . . . , n (3)
S. Alesker / Bull. Sci. math. 127 (2003) 1–35 13
with equalities if and only if the matrix X0 vanishes. Since An−2 = Id and X0 belongs to
the kernel of B the equality analogous to (2) implies that
0= c · det(A1, . . . ,An−3,An−2,X0,X0)=
n∑
i=1
det(A1, . . . ,An−3,X0,X0)i .
By inequalities (3) one gets that det(A1, . . . ,An−3,X0,X0)i = 0 for all i . Hence X0
vanishes by the induction hypothesis. This proves that the form B is non-degenerate.
It remains to compute the signature of B . Remind that B depends on positive definite
matrices A1, . . . ,An−2. The space of positive definite matrices is connected (indeed if A
and B are positive definite then tA + (1 − t)B is positive definite for 0  t  1). The
signature of a family of non-degenerate quadratic forms cannot jump. Hence it is constant.
Thus we can assume that A1 = · · · = An−2 = Id. As in the case n = 2 it is sufficient to
check that if X = 0 satisfies B(X, Id)= 0 then B(X,X) < 0. Again we can assume that X
is diagonal,
X =
x1 0. . .
0 xn
 .
The condition B(X, Id)= 0 means that ∑ni=1 xi = 0. Also it is easy to see that
κ ·B(X,X)= 2
∑
i<j
xixj ,
where κ is a positive normalization constant. But
2
∑
i<j
xixj =
(∑
i
xi
)2
−
∑
i
x2i =−
∑
x2i < 0.
The theorem is proved. ✷
We will need also the following result.
Theorem 1.1.17. (i) The function X → log(detX) is concave on the cone of positive
definite hyperhermitian matrices, namely if A,B  0 and 0 t  1 then
log
(
det(tA+ (1− t)B)) t log(detA)+ (1− t) log(detB).
(ii) The function X → (detX)1/n is concave on the cone of the positive definite hyper-
hermitian matrices.
(iii) If A,B  0 then
det(A+B) detA+ detB.
Proof. Note that we may assume that A = I and B is real diagonal. Both results follow
from the (known) real case. ✷
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1.2. Dieudonné determinant
We will remind the construction of the Dieudonné determinant referring for the details
and proofs to [5]. Also we will prove some properties of it which will be used in the
subsequent sections of the paper. Intuitively the Dieudonné determinant of an arbitrary
quaternionic matrix has the same algebraic and analytic properties as the absolute value
of the usual determinant of real or complex matrices. First let us discuss purely algebraic
construction.
Let F be an infinite field, not necessarily commutative. Let Mn(F) denote the ring of
(n×n)-matrices with coefficients in F . Let GLn(F ) denote the group of invertible (n×n)-
matrices. By an elementary matrix one calls a matrix which has units on the diagonal and
at most one non-zero element out of the diagonal. Let En denote the subgroup of GLn(F )
generated by all elementary matrices. Set also F ∗ab := F ∗/[F ∗,F ∗] the abelinization of the
multiplicative group of F (here F ∗ denotes the multiplicative group of F , and [F ∗,F ∗]
denotes its commutator subgroup).
Theorem 1.2.1 (Dieudonné). Let n  2. The group En is normal subgroup of GLn(F ).
For the quotient-group GLn(F )/En there exists a natural isomorphism D : GLn(F )/En→
F ∗ab .
This isomorphism D is uniquely defined by the property that for any invertible diagonal
matrix
X =
x1 0. . .
0 xn
 ,
D(X)=∏i xi mod [F ∗,F ∗].
Definition 1.2.2 (Dieudonné determinant). The Dieudonné determinant is a map
D :Mn(F)→ F ∗ab ∪ {0}
defined as follows: if X is an invertible matrix then D(X) is as in Theorem 1.2.1; if X is
not invertible then D(X) := 0.
Note also that it is convenient to define the Dieudonné determinant of elements of F ,
i.e. (1× 1)-matrices, as D(0)= 0 and for x = 0 as D(x) := x mod [F ∗,F ∗].
Let us state some basic general properties of the Dieudonné determinant. For the proofs
we again refer to [5].
Theorem 1.2.3. (i) D(Id)= 1.
(ii) For X,Y ∈Mn(F)
D(XY)=D(X)D(Y ).
(iii) For any block-matrix A= [X 00 Y ] with X,Y being square matrices
D(A)=D(X)D(Y ).
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(iv) If one interchanges two rows or two columns of the matrix then the Dieudonné
determinant is multiplied by −1 mod [F ∗,F ∗].
Now let us consider in more details the case of quaternionic field F = H. The
commutator subgroup [H∗,H∗] coincides with the subgroup of quaternions of absolute
value 1. Thus we can identify H∗ab with the multiplicative group R>0 by
q mod [H∗,H∗]↔ |q| :=√qq¯.
So in the quaternionic case the Dieudonné determinant maps
D :Mn(H)→R0.
In the rest of the paper we will denote by D(X) the Dieudonné determinant of a
quaternionic matrix X, and by det(X) the Moore determinant of a hyperhermitian
matrix X.
Theorem 1.2.4. (i) For any complex (n× n)-matrix X considered as quaternionic matrix
the Dieudonné determinant D(X) is equal to the absolute value of the usual determinant
of X.
(ii) Let X be a quaternionic hyperhermitian (n × n)-matrix. Then its Dieudonné
determinant D(X) is equal to the absolute value of its Moore determinant |det(X)|.
(iii) For any X
D(X)=D(Xt )=D(X∗),
where Xt and X∗ denote the transposed and quaternionic conjugate matrices respectively.
For any (n×n)-matrixX and any subsets I, J ⊂ {1, . . . , n} let us denote byMI,J (X) the
matrix obtained from X by deleting the rows with indexes in I and columns with indexes
in J . The following result is a weakened version of usual formula of the decomposition of
the determinant with respect to a row. Note that this result is satisfied for the absolute value
of complex matrices.
Theorem 1.2.5. Let
A=
 a11 . . . a1n
. . . . . . . . . .
an1 . . . ann

be a quaternionic matrix. Then
D(A)
n∑
i=1
|a1i|D(M1i ).
Similar inequalities hold for any other row or column.
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Proof. From Theorem 1.2.3 it follows that
D


a 0 . . . 0
∗
... B
∗

= |a|D(B).
Hence to prove the statement it is sufficient to show that the Dieudonné determinant is
subadditive with respect to the first row; namely if the matrices A,A′,A′′ are such that the
first row of A is the sum of first rows of A′ and A′′ and all the other rows are the same,
then D(A)D(A′)+D(A′′). But the Dieudonné determinant has the following property
over arbitrary (non-commutative) field F ([5], Theorem 4.5):
D(A)⊂D(A′)+D(A′′),
where the inclusion and addition are understood in the sense of conjugacy classes modulo
[F ∗,F ∗]. But under our identification of H∗ab with R>0 the last inclusion implies the
desired inequality D(A)D(A′)+D(A′′). ✷
The next two propositions will be used in the sequel. It will be convenient to introduce
the following notation. Set M ′IJ (A) :=M{1,...,n}−I,{1,...,n}−J (A), i.e. it denotes the minor
which stays on the intersection of the rows with indexes from I and columns with indexes
from J .
Proposition 1.2.6. Let A be hyperhermitian non-negative definite (n× n)-matrix. Fix an
integer k, 1 k  n and two subsets I, J ⊂ {1, . . . , n} of cardinality k. Then
2D
(
M ′IJ (A)
)
D
(
M ′II (A)
)+D(M ′JJ (A)).
Proof. For simplicity of the notation and without loss of generality we may assume that
I ∪ J = {1, . . . , n}, I = {1, . . . , k}, and J = {n− k + 1, . . . , n}.
First let us reduce to the case I ∩ J = ∅. We have
A=
 ∗ ∗ ∗∗ M ′I∩J,I∩J (A) ∗
∗ ∗ ∗
 .
For generic matrix A the (hyperhermitian) minor M ′I∩J,I∩J (A) is invertible. Then by
Claim 1.1.7 one can choose an invertible matrix U0 such that U∗0M ′I∩J,I∩J (A)U0 = Id.
Let
U =
 Id 0 00 U0 0
0 0 Id
 .
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Consider matrix A1 := U∗AU . Clearly D(M ′II (A1))=D(M ′II (A))D(U)2, and similarly
for M ′IJ and M ′JJ . Hence replacing A by A1 we may assume that M ′I∩J,I∩J (A)= Id. Thus
A has the form
A=
 ∗ X ∗X∗ Id Y ∗
∗ Y ∗
 .
Set
V =
 Id −X 00 Id 0
0 −Y Id
 .
Consider
A2 := VAV ∗ =
 P 0 R0 Id 0
R∗ 0 Q
 .
Here P andQ are hyperhermitian matrices. ThenA2 has the same Dieudonné determinants
of the minors M ′II , M ′IJ , M ′JJ as A. Hence we may replace A by A2, and we will denote
it by the same letter A. Then
M ′II (A)=
[
P 0
0 Id
]
, M ′IJ (A)=
[
0 R
Id 0
]
, M ′JJ (A)=
[
Id 0
0 Q
]
.
So one has to show that
2D(R)D(P)+D(Q).
This inequality is the statement of the proposition for the matrix A˜ := [ P RR∗ Q ] which
is also hyperhermitian and positive definite since A is. Replacing A˜ by the matrix[
U1 0
0 U2
]
A˜
[
U1 0
0 U2
]∗
with U1,U2 ∈ Sp(k) one can assume that the matrices P and Q are
diagonal.
Fix now some U,V ∈ Sp(k) (the choice of them will be clear later). Let
T :=
[
P 1/2UP−1/2 0
0 Q1/2VQ−1/2
]
.
Then
T A˜T ∗ =
[
P R1
R∗1 Q
]
,
where R1 = P 1/2U(P−1/2RQ−1/2)V ∗Q1/2. Note that D(R1) = D(R). Since P and Q
are diagonal, by a choice of U,V ∈ Sp(k) one can make the matrix R1 diagonal.
18 S. Alesker / Bull. Sci. math. 127 (2003) 1–35
Finally we are reduced to the hyperhermitian non-negative definite matrix A of the form
A=

λ1 0 ν1 0
. . .
. . .
0 λk 0 νk
ν¯1 0 µ1 0
. . .
. . .
0 ν¯k 0 µk

.
We have to show that
2
k∏
1
|νi |
k∏
1
|λi | +
k∏
1
|µi |.
Consider the (2× 2)-matrix [ λi νiν¯i µi ] which is clearly non-negative definite. Take a vector(
1
t · q
)
for any t ∈R and any quaternion q of norm 1. Applying that matrix to this vector we
get
λi + t2µi + 2tRe(νiq) 0.
Hence |νi |√λiµi . Then
2
∏
i
|νi | 2
√∏
i
|λi | ·
∏
i
|µi |
∏
i
|λi | +
∏
i
|µi |. ✷
Proposition 1.2.7. Let A= (aij ),B be (n× n)-hyperhermitian matrices. Then the mixed
discriminant satisfies
|det(A,B, . . . ,B︸ ︷︷ ︸
n−1 times
)| cn ·max
i,j
|aij | ·
( ∑
|I |,|J |=n−1
D(BIJ )
)
,
where cn is a constant depending on n only.
Proof. Since det(A,B, . . . ,B) is linear in A it is sufficient to prove the inequality in the
following two cases:
(1) A=

1 0
0
. . .
0 0
 ; (2) A=

0 q 0
q¯ 0
0
. . .
0 0
 .
The first case follows from Proposition 1.1.11. Let us consider the second case.
Replacing A by the matrix
q¯
|q| 0
1
. . .
0 1
A

q
|q| 0
1
. . .
0 1
=

0 |q| 0
|q| 0
. . .
0 0

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we can assume that
A=

0 1 0
1 0
0
. . .
0 0
 .
Let B = [ P R
R∗ Q
]
. Here P and Q are hyperhermitian matrices of sizes 2× 2 and (n− 2)×
(n− 2) respectively.
Claim.
det(A,B, . . . ,B)M ′{2,3,...,n},{1,3,...,n}(B)+M ′{1,3,...,n},{2,3,...,n}(B).
It remains to prove this claim. We may also assume that Q is invertible. Set S :=[ Id −RQ−1
0 Id
]
. Consider
B1 := SBS∗ =
[∗ 0
0 ∗
]
.
Note also that SAS∗ =A. It is easy to see that
M ′{2,3,...,n},{1,3,...,n}(B1)=M ′{2,3,...,n},{1,3,...,n}(B) and
M ′{1,3,...,n},{2,3,...,n}(B1)=M ′{1,3,...,n},{2,3,...,n}(B).
Hence it is sufficient to prove the claim under assumption R = 0, i.e. B = [ P 00 Q ]. Then
clearly
det(A,B, . . . ,B)= det
([
0 1
1 0
]
,P
)
· detQ.
If P = [ b11 b12
b21 b22
]
then∣∣∣∣det([0 11 0
]
,P
)∣∣∣∣= Re(b12) |b11| + |b22|,
where the last inequality follows from Proposition 1.2.6. Proposition 1.2.7 is proved. ✷
From Propositions 1.2.6 and 1.2.7 one can easily deduce
Proposition 1.2.8. Let A = (aij ) be a hyperhermitian matrix and B1, . . . ,Bn−1 be non-
negative definite hyperhermitian matrices. Then∣∣det(A,B1, . . . ,Bn−1)∣∣ cn ·max
i,j
|aij | ·
∑
1i1,...,in−1n−1
det(Bi1 , . . .Bin−1),
where cn is a constant depending on n only.
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2. Plurisubharmonic functions of quaternionic variables
In this part we will develop a basic theory of plurisubharmonic functions of
quaternionic variables.
2.1. Main notions
First let us remind few standard notions. Below Ω will denote an open domain. As
usual we will denote by Ck(Ω) the class of k times continuously differentiable functions
on Ω , and by Ck0 (Ω) the class of k times continuously differentiable functions on Ω
with compact support. We will also denote by L∞(Ω) (respectively L∞loc(Ω) ) the class
of bounded (respectively locally bounded) measurable functions on Ω .
Definition 2.1.1. A real valued function f :Ω ⊂Rm →R is called subharmonic if
(a) f is upper semi-continuous, i.e. f (x0) lim supx→x0 f (x) for any x0 ∈Ω ;(b) f (x0)
∫
S(x0,r)
f (x) dσ for any point x0 and for any sufficiently small r > 0. Here
S(x0, r) denotes the sphere of radius r with center at x0, and σ is the Lebesgue measure
on it normalized by one.
Definition 2.1.2. A real valued continuous function
f :Ω ⊂Rn→R
is called convex if its restriction to any (real) line is subharmonic.
Definition 2.1.3. A real valued function
f :Ω ⊂Cn→R
is called plurisubharmonic if it is upper semi-continuous and its restriction to any complex
line is subharmonic.
Now let us introduce a new definition.
Definition 2.1.4. A real valued function
f :Ω ⊂Hn→R
is called quaternionic plurisubharmonic if it is upper semi-continuous and its restriction
to any right quaternionic line is subharmonic.
It is easy to see that any (quaternionic) plurisubharmonic function is subharmonic.
Example 2.1.5. (1) Any convex function on Hn is quaternionic plurisubharmonic.
(2) Fix on Hn one of the complex structures compatible with the quaternionic structure;
say, let us fix i . Let f be a plurisubharmonic function with respect to this complex
structure in the sense of Definition 2.1.3. It is easy to see that f is plurisubharmonic in the
quaternionic sense.
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Let q be a quaternionic coordinate,
q = t + ix + jy + kz,
where t, x, y, z are real numbers. Consider the following operators defined on the class of
smooth H-valued functions of the variable q ∈H:
∂
∂q¯
f := ∂f
∂t
+ i ∂f
∂x
+ j ∂f
∂y
+ k ∂f
∂z
, and
∂
∂q
f := ∂
∂q¯
f¯ = ∂f
∂t
− ∂f
∂x
i − ∂f
∂y
j − ∂f
∂z
k.
Note that ∂
∂q¯
is called sometimes Cauchy–Riemann–Moisil–Fueter operator, and some-
times Dirac–Weyl operator (see the introduction). It is easy to see that ∂
∂q¯
and ∂
∂q
commute,
and if f is a real valued function then
∂
∂q¯
∂
∂q
f =9f =
(
∂2
∂t2
+ ∂
2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
)
f.
For any real valued C2-smooth function f the matrix ( ∂
2f
∂qi∂q¯j
)ni,j=1 is obviously hyperher-
mitian. For brevity we will use the following notation:
det(f1, . . . , fn) := det
((
∂2f1
∂qi∂q¯j
)
, . . . ,
(
∂2fn
∂qi∂q¯j
))
,
where det denotes the mixed discriminant of hyperhermitian matrices (see Definition
1.1.14). Note also that the operators ∂
∂qi
and ∂
∂q¯j
commute. One can easily check the
following identities.
Claim. (i) Let f :Hn →H be a smooth function. Then for any H-linear transformation A
of Hn (as right H-vector space) one has the identities(
∂2f (Aq)
∂q¯i∂qj
)
=A∗
(
∂2f
∂q¯i∂qj
(Aq)
)
A.
(ii) If, in addition, f is real valued then for any H-linear transformation A of Hn and
any quaternion a with |a| = 1(
∂2f (A(q · a))
∂q¯i∂qj
)
=A∗
(
∂2f
∂q¯i∂qj
(
A(q · a)))A.
Proposition 2.1.6. A real valued twice continuously differentiable function f on the
domain Ω ⊂ Hn is quaternionic plurisubharmonic if and only if at every point q ∈ Ω
the matrix ( ∂
2f
∂qi∂q¯j
)(q) is non-negative definite.
The proof of this proposition is straightforward. The following lemma will be useful in
the sequel.
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Lemma 2.1.7. Let f0, f1, . . . , fn be real valued compactly supported sufficiently smooth
functions on Hn. The (n+ 1)-linear functional
L(f0, f1, . . . , fn) :=
∫
Hn
f0(q) · det(f1, . . . , fn)(q) dq
is symmetric with respect to all f0, f1, . . . , fn.
Proof. Note that L is symmetric with respect to the last n arguments. Thus it is sufficient
to check that
L(f0, f1, f2, . . . , fn)= L(f1, f0, f2, . . . , fn) (4)
for any smooth compactly supported functions f0, f1, . . . , fn. Both sides of (4) make sense
if f1 is a generalized function. Since linear combinations of delta-functions of points δq are
dense in the space of all the generalized functions it is sufficient to prove (4) for f0 = δ0,
namely(
det(f1, . . . , fn)
)∣∣
q=0 =
∫
Hn
f1(q)det(δ0, f2, . . . , fn). (5)
Clearly the right hand side in Eq. (5) depends only on derivatives at 0 of f1, . . . , fn up to
order 2. Consider the terms of the Taylor series of f1 at 0:
f1(q)= g(q)+ h(q)+O
(|q|3),
where g is a polynomial of degree one, and h is a quadratic term. So it is sufficient to prove
the following two statements:
Case 1.
L(h, δ0, f2, . . . , fn)= det(h,f2, . . . , fn)|q=0 (6)
for any smooth compactly supported function h which is equal to a homogeneous
polynomial of degree 2 in a neighborhood of 0, and for any smooth compactly supported
functions f2, . . . , fn.
Case 2.
L(g, δ0, f2, . . . , fn)= 0 (7)
for any smooth compactly supported function g which is equal to a polynomial of degree 1
in a neighborhood of 0, and for any smooth compactly supported functions f2, . . . , fn.
Let us consider case 1. If we write down the formula for L(h, δ0, f2, . . . , fn) as a
polynomial in ∂
2fk
∂ti∂tj
,
∂2fk
∂ti∂xj
etc. and in ∂
2δ0
∂ti∂tj
,
∂2δ0
∂ti∂xj
etc. then we see that the derivatives of δ0
enter at each monomial only once because of linearity of L with respect to each argument.
For example consider a monomial containing ∂
2δ0
∂ti∂tj
. Let it be
∫
Hn
h · ∂2δ0
∂ti∂tj
·∂2f2 · · · · ·∂2fn,
where ∂2fk denotes certain partial derivative of order 2 of fk . But∫
Hn
h · ∂
2δ0
∂ti∂tj
· ∂2f2 · · · · · ∂2fn = ∂
2
∂ti∂tj
(
h · ∂2f2 · · · · · ∂2fn
)∣∣
q=0
= ∂
2h
∂ti∂tj
(0) · ∂2f2(0) · · · · · ∂2fn(0),
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where the last equality is satisfied since the first derivatives of h at 0 vanish. Thus in each
monomial the term h · ∂2δ0
∂ti∂tj
is just replaced by ∂2h
∂ti∂tj
(0). Hence the final expression is
det(h,f2, . . . , fn)|q=0. This proves the first case.
Let us prove case 2. It is convenient to prove a more general statement.
Claim. Let U be a fixed neighborhood of the origin 0. Let g be any smooth compactly
supported function which is equal to a polynomial of degree 1 inside U . Let f1 be a
generalized function with support contained in U . Let f2, . . . , fn be smooth compactly
supported functions.
Then∫
Hn
g det(f1, f2, . . . , fn)= 0.
The proof of the claim will be by induction in n. If n= 1 then using selfadjointness of
the Laplacian one gets:∫
H
g9f1 =
∫
H
9g · f1 =
∫
U
9g · f1 = 0.
Assume that n > 1. It is well known (see Appendix A) that the linear combinations
of delta-functions of quaternionic hyperplanes are dense in the space of all generalized
functions (this fact is equivalent to the injectivity of the Radon transform with respect to
quaternionic hyperplanes). Hence it is sufficient to prove the claim for f1 = δL, where L is
the hyperplane {q1 = 0}.
Since δL is invariant with respect to translations in directions q2, . . . , qn then ∂
2δL
∂qi∂q¯j
= 0
unless i = j = 1. Thus
(
∂2δL
∂qi∂q¯j
)
=

91δL 0 . . . 0
0
... 0
0
 ,
where 91 denotes the Laplacian with respect to the first coordinate:
91 = ∂
2
∂t21
+ ∂
2
∂x21
+ ∂
2
∂y21
+ ∂
2
∂z21
.
Using Proposition 1.1.11 it is easy to see that
c · det(δL,f2, . . . , fn)=91δL · det(B2, . . . ,Bn),
where c is a positive normalizing constant, and Bk denotes the (n− 1)× (n− 1)-matrix
(det ∂
2fk
∂qi∂q¯j
)ni,j=2. Then∫
Hn
g · det(δL,f2, . . . , fn)=
∫
Hn
g ·91δL · det(B2, . . . ,Bn).
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Clearly the last expression depends only on the 2-jets of g,f2, . . . , fn in the direction q1.
Thus we may assume that the functions fk are of the form
fk(q1, q2, . . . , qn)= pk(q1) · f ′k(q2, . . . , qn),
where pk(q1) are polynomials (of degree at most 2) depending only on t1, x1, y1, z1, and
f ′k are smooth compactly supported functions depending only on q2, . . . , qn.
Since degg  1 we may assume (by linearity) that either g(q1, q2, . . . , qn)= g(q1) or
g(q1, q2, . . . , qn)= g(q2, . . . , qn). In the first case∫
Hn
g ·91δL · det(B2, . . . ,Bn)
=91
(
g(q1) · p2(q1) · · · · · pn(q1)
)∣∣
q1=0 ·
∫
L
det(B ′2, . . . ,B ′n),
where B ′k denotes the matrix (
∂2f ′k
∂qi∂q¯j
)ni,j=2. The last integral vanishes by the induction
assumption.
Now consider the second case g(q1, q2, . . . , qn)= g(q2, . . . , qn). We have∫
Hn
g ·91δL · det(B2, . . . ,Bn)=91(p2 . . .pn)|q1=0
∫
L
g · det(B2, . . . ,Bn).
Again the last expression vanishes by the induction assumption. Thus our claim, and hence
Proposition 2.1.6, are proved. ✷
The next result is again a quaternionic analogue of the corresponding property of convex
functions and complex plurisubharmonic functions. We adopt the arguments of Chern,
Levine amd Nirenberg [13] and Rauch and Taylor [41] (see also [7]).
Proposition 2.1.8. Let Ω ⊂Hn be an open domain. Assume that a sequence {fN } of twice
continuously differentiable quaternionic plurisubharmonic functions converges uniformly
on compact subsets to a twice continuously differentiable function f . Then f is also
quaternionic plurisubharmonic, and for every continuous function φ with compact support
in Ω ∫
Ω
φ · det
(
∂2fN
∂qi∂q¯j
)
→
∫
Ω
φ · det
(
∂2f
∂qi∂q¯j
)
as N →∞.
We will need a lemma. But first let us introduce a notation. For subsets I, J ⊂ {1, . . . , n}
and a function g let us denote by M ′IJ (g) the matrix which stays on the intersection of rows
with indexes from I and columns with indexes from J in the matrix det( ∂
2g
∂qi∂q¯j
)ni,j=1. Also
for a set U and a function g defined on it let us denote by ‖g‖L∞(U) := supq∈U |g(q)|, and
by ‖g‖Ck(U) the maximum of L∞(U)-norms of all partial derivatives of g up to order k.
Below we will denote for brevity det( ∂
2g
∂qi∂q¯j
)ni,j=1 by det(g).
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Lemma 2.1.9. Let I, J be subsets of {1, . . . , n} of cardinality k. Let f ∈ L∞loc(Ω), and
let g be a twice continuously differentiable quaternionic plurisubharmonic function on a
domain Ω ⊂Hn. Let K be a compact subset of Ω , and let U be a compact neighborhood
of K in Ω . Then∣∣∣∣∫
K
f ·D(M ′IJ (g))∣∣∣∣ C(U)‖f ‖L∞(K)‖g‖kL∞(U),
where C(U) is a constant depending on U only.
Proof. Since g is plurisubharmonic , Proposition 1.2.6 implies the estimate D(M ′IJ (g))
D(M ′II (g))+D(M ′JJ (g)). Hence∣∣∣∣∫
K
f ·D(M ′IJ (g))∣∣∣∣ ‖f ‖L∞(K) · ∫
K
(
D
(
M ′II (g)
)+D(M ′JJ (g))).
It remains to prove that for any subset I ⊂ {1, . . . , n} of cardinality k∫
K
det
(
M ′II (g)
)
 C(U)‖g‖kL∞(U).
Let us prove this inequality by induction in k. For k = 0 the statement is trivial. Assume that
k > 0. Let us fix a non-negative function γ ∈ C∞0 (Ω) such that γ |K ≡ 1 and γ vanishes
on Ω −U . Then using Lemma 2.1.7∫
K
detM ′II (g)
∫
Hn
γ · detM ′II (g)=
∫
Hn
g · detI (γ, g, . . . , g),
where detI denotes the mixed discriminant of matrices of order |I |. By Proposition 1.2.7
the last expression is at most
‖g‖L∞(U) · ‖γ ‖C2(U)
∑
S,T
∫
U
DST (g),
where the sum extends over all subsets S,T of I of cardinality k − 1. Again by
Proposition 1.2.6∫
U
DST (g)
∫
U
(
detS(g)+ detT (g)
)
.
Now the estimate follows by the assumption of induction. ✷
Now let us prove Proposition 2.1.8. First let us show that the limit f is plurisubhar-
monic. This is obvious since the restriction of f to any quaternionic line is subharmonic
as the uniform limit of subharmonic functions.
Let us prove the second part of Proposition 2.1.8. Let K := suppφ. Fix ε > 0, and
a compact neighborhood U of K . Let us choose a function ψ ∈ C∞0 (Ω) such that‖φ −ψ‖L∞(U)  ε. We have
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K
ψ
(
det(fN )− det(f )
)− ∫
K
φ
(
det(fN)− det(f )
)∣∣∣∣

∣∣∣∣∫
K
(ψ − φ)det(fN)
∣∣∣∣+ ∣∣∣∣∫
K
(ψ − φ)det(f )
∣∣∣∣
 C(U)
(‖fN‖nL∞(U) + ‖f ‖nL∞(U)) · ε,
where the last inequality follows from Lemma 2.1.9. The last expression can be estimated
for large N by 3C(U)||f ||nL∞(U) · ε. Thus it is sufficient to prove that∫
Ω
ψ · det(fN ) tends to
∫
Ω
ψ · det(f ) as N →∞.
We have∣∣∣∣ ∫
Ω
ψ · (det(fN )− det(f ))∣∣∣∣
=
∣∣∣∣∣
∫
Ω
n−1∑
i=0
ψ · det(fN , . . . , fN︸ ︷︷ ︸
i times
, fN − f, f, . . . , f︸ ︷︷ ︸
n−i−1 times
)
∣∣∣∣∣
=
∣∣∣∣∣
n−1∑
i=0
∫
Ω
(fN − f )det(fN , . . . , fN︸ ︷︷ ︸
i
,ψ,f, . . . , f︸ ︷︷ ︸
n−i−1
)
∣∣∣∣∣
 C · ‖fN − f ‖|L∞(Ω)‖ψ‖C2(Ω)
n−1∑
i=0
∑
|I |=n−1
∫
suppψ
detI (fN , . . . , fN︸ ︷︷ ︸
i
, f, . . . , f︸ ︷︷ ︸
n−i−1
)(8)
by Proposition 1.2.8 (here we have used the fact that the functions fN and f are pluri-
subharmonic). Now let us estimate the last expression.∫
suppψ
detI (fN , . . . , fN ,f, . . . , f ) 
∫
suppψ
detI (f + fN , . . . , f + fN︸ ︷︷ ︸
n−1
)
 C′‖f + fN‖n−1L∞ ,
where the last inequality holds by Lemma 2.1.9. Hence the expression (8) tends to 0 as
N →∞. This proves Proposition 2.1.8. ✷
Now let us study continuous quaternionic plurisubharmonic functions which are not
necessarily smooth. For every continuous plurisubharmonic function f we will define
a non-negative measure such that if f is smooth it coincides with det( ∂
2f
∂qi∂q¯j
). To do it
let us observe first of all that any continuous plurisubharmonic function f on a domain
Ω ⊂ Hn can be approximated by C∞-smooth plurisubharmonic functions uniformly on
compact subsets of Ω . (To see it consider the convolution of f with the delta-sequence
of non-negative C∞-smooth functions. Each such convolution is infinitely smooth and
plurisubharmonic). The next theorem is first main result of this section; it provides the
definition of the measure det( ∂
2f
∂qi∂q¯j
) for any continuous plurisubharmonic function f .
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Theorem 2.1.10. Let f be a continuous quaternionic plurisubharmonic function on a
domain Ω . Let {fN } be a sequence of twice continuously differentiable plurisubharmonic
functions converging to f uniformly on compact subsets of Ω . Then det( ∂2fN
∂qi∂q¯j
) weakly
converges to a non-negative measure on Ω . This measure depends only on f and not on
the choice of an approximating sequence {fN }.
This measure will be denoted by det( ∂
2f
∂qi∂q¯j
).
Proof. By Lemma 2.1.9 one sees that for any compact subset K ⊂ Ω the sequence of
measures det( ∂
2fN
∂qi∂q¯j
)|K is bounded. Thus it is sufficient to show that for any continuous
compactly supported function φ the sequence
∫
Ω φ · det( ∂
2fN
∂qi∂q¯j
) is a Cauchy sequence. Let
us fix ε > 0, and a function ψ ∈ C∞0 (Ω) such that ‖φ − ψ‖C0(Ω) < ε. Let us also fix an
arbitrary compact subset K ⊂ Ω and a compact neighborhood U of K in Ω . As in the
proof of Proposition 2.1.8 we have∣∣∣∣∫
K
ψ
(
det(fN )− det(fM)
)− ∫
K
φ
(
det(fN)− det(fM)
)∣∣∣∣

∣∣∣∣∫
K
(ψ − φ)det(fN)
∣∣∣∣+ ∣∣∣∣∫
K
(ψ − φ)det(fM)
∣∣∣∣
 C(U)
(‖fN‖nC0(U) + ‖fM‖nC0(U)) · ε,
where the last inequality follows from Lemma 2.1.9. For largeM and N the last expression
can be estimated from above by 3C(U)‖f ‖n
C0(U)
· ε. Hence it is sufficient to prove that for
any function ψ ∈ C∞0 (Ω) the sequence
∫
Ω ψ · det(( ∂
2fN
∂qi∂q¯j
)) is a Cauchy sequence. We
have the following estimate exactly as in the inequality (8) (with fM instead of f ):∣∣∣∣∫
Ω
ψ · (det(fN)− det(fM))∣∣∣∣
 C · ‖fN − fM‖|C0(suppψ)‖ψ‖C2(Ω)
×
n−1∑
i=0
∑
|I |=n−1
∫
supp ψ
detI (fN , . . . , fN︸ ︷︷ ︸
i
, fM, . . . , fM︸ ︷︷ ︸
n−i−1
).
Again as in the proof of Proposition 2.1.8 we get∫
supp ψ
detI (fN , . . . , fN︸ ︷︷ ︸
i
, fM, . . . , fM︸ ︷︷ ︸
n−i−1
)C‖fN + fM‖n−1C0(suppψ) < C′.
This proves Theorem 2.1.10. ✷
The second main result of this section is as follows.
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Theorem 2.1.11. Let {fN } be a sequence of continuous quaternionic plurisubharmonic
functions in a domain Ω ⊂ Hn. Assume that this sequence converges uniformly on
compact subsets to a function f . Then f is continuous quaternionic plurisubharmonic
function. Moreover the sequence of measures det( ∂2fN
∂qi∂q¯j
) weakly converges to the measure
det( ∂
2f
∂qi∂q¯j
).
Proof. The limit f is a plurisubharmonic function. Indeed the restriction of f to any
quaternionic line is subharmonic as a uniform limit of subharmonic functions.
Let us prove the second part of the statement. The functions fN can be approximated
uniformly on compact subsets as good as we wish by smooth plurisubharmonic func-
tions gN such that the sequence gN will converge uniformly on compact subsets to f .
Then the result follows from previous Theorem 2.1.10. ✷
2.2. The minimum principle
In this subsection we prove the following minimum principle.
Theorem 2.2.1. Let Ω be a bounded open set inHn. Let u, v be continuous functions on Ω
which are plurisubharmonic in Ω . Assume that
det
(
∂2u
∂qi∂q¯j
)
 det
(
∂2v
∂qi∂q¯j
)
in Ω.
Then
min
{
u(z)− v(z) | z ∈ Ω}=min{u(z)− v(z) | z ∈ ∂Ω}.
The exposition follows very closely to Section 3 of [9]. From now on we will denote for
brevity the matrix ∂2u
∂qi∂q¯j
by ∂2u.
Proposition 2.2.2. Let Ω be a bounded domain in Hn with smooth boundary, and let
u,v ∈C2(Ω) be psh functions on Ω . If u= v on ∂Ω and u v in Ω , then∫
Ω
det
(
∂2u
)

∫
Ω
det
(
∂2v
)
.
Proof. First we can write Ω = {ρ < 0} with ρ being a smooth function, ∂Ω = {ρ = 0},
and ∇ρ|∂Ω = 0. We have∫
Ω
(
det
(
∂2u
)− det(∂2v))= n−1∑
i=0
∫
Ω
det
(
u, . . . , u︸ ︷︷ ︸
i times
, v, . . . , v︸ ︷︷ ︸
n−i−1 times
, (u− v)).
Let us prove that each summand is non-positive. We will need the following lemma.
S. Alesker / Bull. Sci. math. 127 (2003) 1–35 29
Lemma 2.2.3. Let β ∈C2(Ω), β|∂Ω ≡ 0. Let u1, . . . , un−1 ∈ C3(Ω). Then∫
Ω
det(u1, . . . , un−1, β)=−
∫
s∈∂Ω
det(u1|T˜s , . . . , un−1|T˜s )
∂β
∂ν(s)
ds,
where Ts denotes the tangent space to ∂Ω at s, T˜s denotes the quaternionic subspace
Ts ∩ Ts · i ∩ Ts · j ∩ Ts · k, ν(s) is the inner normal to ∂Ω , and ds is the surface area
measure.
Let us continue proving Proposition 2.2.2 assuming this lemma. Since u  v we can
represent u− v = α · ρ, where α  0. Using Lemma 2.2.3 we have∫
Ω
det(u, . . . , u︸ ︷︷ ︸
i times
, v, . . . , v︸ ︷︷ ︸
n−i−1 times
, u− v)
=−
∫
s∈∂Ω
det(u, . . . , u︸ ︷︷ ︸
i times
, v, . . . , v︸ ︷︷ ︸
n−i−1 times
)
∂
∂ν(s)
(α · ρ) ds
=−
∫
s∈∂Ω
det(u, . . . , v)
∂ρ
∂ν(s)
· α ds.
But since α  0 and ∂ρ
∂ν(s)
 0 the last expression is non-positive. ✷
Proof of Lemma 2.2.3. We have∫
Ω
det(u1, . . . , un−1, β)=
∫
Hn
χΩ det(u1, . . . , un−1, β).
By Lemma 2.1.7 the last expression is symmetric with respect to all the arguments. Hence
it is equal to∫
Hn
β det(u1, . . . , un−1, χΩ).
One easily checks the following
Claim 2.2.4. ∂
∂xi
(χΩ) is a distribution of order zero with support on ∂Ω . This distribution
is equal to − ∂
∂xi
"vol.
Now let us fix a point s0 ∈ ∂Ω . Let us choose an orthonormal coordinate system
(q1, . . . , qn) in Hn, qm = tm + ixm + jym+ kzm, such that ∂∂t1 = ν(s0).
Let ξ, η be translation invariant vector fields, each of them parallel to one of the
chosen coordinate axes, and at least one of them is different from ∂
∂t1
. In the formula
for det(u1, . . . , un−1, χΩ) consider the term containing ξ(η(χΩ)). It is a product of this
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last term by some smooth function F . Let us consider the integral
∫
Hn
β · F · ξ(η(χΩ)).
Assume that at s0 η ∈ Ts0(∂Ω). Then∫
Hn
β · F · ξ(η(χΩ))=− ∫
∂Ω
β · F · ξ(η"vol)=
∫
∂Ω
ξ(β · F) · (η"vol).
But since β|∂Ω ≡ 0 the last expression is equal to
∫
∂Ω ξ(β) · F · (η"vol). Note that since
η ∈ Ts0(∂Ω) the expression under the last integral vanishes at the point s0. Hence the only
summand which remains is
∂β
∂ν(s0)
· F · (ν(s0)"vol).
It is easy to see that in this case
F = det(u1|T˜s0 , . . . , un−1|T˜s0 ),
and ν(s0)"vol=−ds. This proves the lemma. ✷
The next result is a slight generalization of Theorem 2.2.1; it is completely parallel to
Theorem 3.2 of [9].
Theorem 2.2.5. Let Ω be a bounded open set in Hn. Let v be a continuous function on Ω
which is psh in Ω . Let u be a locally bounded (not necessarily continuous) psh function
on Ω such that
lim inf
ζ→z∈∂Ω
(
u(ζ )− v(ζ )) 0;
and
lim
ε→0 det
(
∂2uε
)
 det
(
∂2v
)
in Ω,
where uε = u ∗ χε and χε is a usual smoothing kernel of psh functions (exactly as in the
complex case, see [31, p. 45]). Then u v in Ω .
Proof. Assume that the theorem is false. Then there exists z0 ∈Ω such that u(z0) < v(z0).
Let η0 = (v(z0)− u(z0))/2. Then for all 0 < η < η0 the set
G(η)= {z ∈Ω | u(z)+ η < v(z)} # z0
is nonempty, open (since u− v is upper semi-continuous), relatively compact subset of Ω
(because of the first assumption of the theorem).
Let uε = u ∗ χε, vε = v ∗ χε be regularizations of u,v so that uε, vε are defined on
Ωε = {z ∈Ω | distance from z to ∂Ω exceeds ε},
and uε  u, vε  v. Since v is continuous, vε → v uniformly on compact subsets of Ω as
ε→ 0. Define
G(η, δ)= {z ∈Ω | u(z)+ η < v(z)+ δ|z− z0|2}.
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There exists an increasing function δ(η) > 0, 0 < η < η0, such that G(η, δ) is nonempty,
open, and relatively compact in Ω for all 0 < δ  δ(η). Clearly z0 ∈G(η, δ). Next choose
ε(η, δ) > 0 so small that 0< ε < ε(η, δ) implies
Ωε ⊃G(η/2, δ), 0 < η < η0, 0 < δ < δ(η/2).
For such ε, η, δ let us define
G(η, δ, ε)= {z ∈G(η/2, δ) | u(z)+ η < vε(z)+ δ|z− z0|2}.
If ε is so small that |v(z)− vε(z)| η/4 whenever z ∈G(η/2, δ) and ε < ε(η, δ) then it is
easy to see that
G(η, δ, ε)⊂G(3η/4, δ)⊂G(η/2).
In particular, G(η, δ, ε) is a relatively compact subset of Ωε , so vε is C∞ in a
neighborhood of the closure of G(η, δ, ε).
Finally choose τ (η, δ, ε) so small that for η, δ, ε as above and 0 < τ < τ(η, δ, ε) we
have that
G(η, δ, ε, τ ) := {z ∈G(η/2, δ) | uτ (z)+ η < vε(z)+ δ|z− z0|2}
is a nonempty, open, relatively compact subset ofΩε . Since uτ  uwe haveG(η, δ, ε, τ )⊂
G(η, δ, ε), and because z0 ∈G(η, δ, ε) we have z0 ∈G(η, δ, ε, τ ) for sufficiently small τ .
We will apply Proposition 2.2.2 with G(η, δ, ε, τ ) instead of Ω and the functions
defining this set. However in general this domain does not have smooth boundary. But, by
Sard’s lemma, the value η is a regular value of the C∞-function vη(z)+ δ|z− z0|2−uτ (z)
for almost all values of η. Thus we can take sequence of numbers τn → 0 and apply
Proposition 2.2.2 for almost all values of η. Consequently we have by Proposition 2.2.2
and Theorem 1.1.17(iii)∫
det
(
∂2uτ
) = ∫ det∂2(uτ + η) ∫ det∂2(vε + δ|z− z0|2)

∫
det∂2vε + δn
∫
det
(
∂2|z− z0|2
)
=
∫
det∂2vε + δn · cnvol
(
G(η, δ, ε, τ )
)
,
where all the integrals are taken over G(η, δ, ε, τ ), and cn is a positive constant depending
on n only. When τ → 0 the open sets G(η, δ, ε, τ ) increase to G(η, δ, ε). If µ =
limτ→0 det(∂2uτ ) then we deduce from the last estimate that
µ
(
G(η, δ, ε)
)

∫
G(η,δ,ε)
det
(
∂2vε
)+ cnδnvol(G(η, δ, ε))
for almost all 0< η < η0, 0 < δ < δ(η), and 0 < ε < ε(η, δ). Now let ε→ 0. The measures
det(∂2vε) converge weakly to det(∂2v) by Theorem 2.1.11. Also G(η, δ, ε) ⊃ G(η, δ).
Next ⋂
ε>0
G(η, δ, ε)⊂K(η, δ) := {z ∈Ω | u(z)+ η v(z)+ δ|z− z0|2}.
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Thus for almost all η we have
µ
(
K(η, δ)
)

∫
G(η,δ)
det
(
∂2v
)+ cnδn · vol(G(η, δ)).
Let us denote ν := det(∂2v). By assumption µ ν. Thus we get
ν
(
K(η, δ)
)
 ν
(
G(η, δ)
)+ cnδnvol(G(η, δ)).
Also G(η, δ)⊂K(η, δ)⊂G(η′, δ) for η′ < η. Hence
ν
(
G(η, δ)
)
 ν
(
K(η, δ)
)
 ν
(
G(η′, δ)
)
for η′ < η.
However η → ν(G(η, δ)) is a decreasing function of η. Hence at the points of continuity
of this function we have
ν
(
G(η, δ)
)
 ν
(
G(η, δ)
)+ cnδnvol(G(η, δ)).
But this contradicts to the fact that G(η, δ) is a nonempty open set. This proves
Theorem 2.2.5 (and hence Theorem 2.2.1). ✷
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Appendix A
In this appendix we prove that the linear combinations of delta-functions of quaternionic
hyperplanes in Hn are dense in the space of distributions (this fact was needed in the
proof of Lemma 2.1.7). By the Hahn–Banach theorem it is equivalent to the injectivity
of the Radon transform over quaternionic hyperplanes. We believe that the injectivity
of quaternionic Radon transform is a well known fact, but we include the proof for
completeness, since we could not find a reference.
Let us fix hyperhermitian metric on Hn, i.e. a Euclidean metric such that for any two
vectors x, y ∈Hn and any quaternion a with |a| = 1
(x · a, y · a)= (x, y).
Let f be any smooth compactly supported function on Hn. The quaternionic Radon
transform of f is a function on the manifold of all affine quaternionic hyperplanes defined
as
Rf (E)=
∫
E
f (q) dq,
where the integration is with respect to the volume form on E defined by the metric.
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Proposition. The quaternionic Radon transform is injective.
Proof. We will just present the inversion formula completely analogous to the complex
Radon transform (see [19]). Let us fix the origin 0 ∈ Hn for convenience. Let us denote
by A the manifold of affine quaternionic hyperplanes in Hn. For any point q ∈ Hn let
Pq denote the manifold of quaternionic hyperplanes passing through q . For E ∈A let us
denote by E⊥ the quaternionic line orthogonal to E and passing through the origin 0.
Let us define the operator
D :C∞(A)→ C∞(Hn)
as follows. Let g ∈ C∞(A). Set
Dg(q) :=
∫
E∈Pq
(9E⊥)
2(n−1)g(E +w)dE,
where 9E⊥ denotes the (4-dimensional) Laplacian with respect to w ∈ E⊥, and the
integration is with respect the Haar measure on Pq .
Claim. For any smooth rapidly decreasing function f of Hn
D(Rf )= c · f,
where c is a non-zero constant.
It is sufficient to check this claim pointwise, say at 0. The operators R and D commute
with translations and the action of the group Spn. Then D(Rf )(0) defines a distribution
invariant with respect to the action of Spn. Moreover it is easy to check that this distribution
is homogeneous of degree −4n (exactly as the delta-function at 0). It is easy to see that
there is at most one dimensional space of Spn-invariant distributions homogeneous of
degree −4n. Hence they must be proportional to the delta-function at 0. Thus D(Rf ) =
c · f for some constant c. So see that c = 0 it is sufficient to check it by an explicit
computation for the function f (q)= exp(−|q|2/2). ✷
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