Recent genome sequencing studies with large sample sizes in humans have discovered a vast 21 quantity of low-frequency variants, providing an important source of information to analyze how 22 selection is acting on human genetic variation. In order to estimate the strength of natural 23 selection acting on low-frequency variants, we have developed a likelihood-based method that 24 uses the lengths of pairwise identity-by-state between haplotypes carrying low-frequency 25 variants. We show that in some non-equilibrium populations (such as those that have had 26 recent population expansions) it is possible to distinguish between positive or negative selection 27 acting on a set of variants. With our new framework, one can infer a fixed selection intensity 28 acting on a set of variants at a particular frequency, or a distribution of selection coefficients for 29 standing variants and new mutations. We apply our method to the UK10K phased haplotype 30 dataset of 3,781 individuals and find a similar proportion of neutral, moderately deleterious, and 31 deleterious variants compared to previous estimates made using the site frequency spectrum.
Introduction 36
The distribution of fitness effects for new mutations (DFE) is one of the most important of probability distributions that have provided a good fit to the DFE of deleterious mutations on length falls (Figure 1) . We can calculate a length Lj both upstream and downstream of each 165 derived allele in a sample of n allele carriers from alleles at a frequency f in a number A of loci, 166 and observe a total number = 2 × × 2 of length values. haplotypes is denoted by the green "x".
178 179
For our inference procedure, we will consider each ! independently and so we 180 momentarily refer generically to a single observed length as . The parameter we wish to infer is 181 the population scaled selection coefficient 4 . That parameter is defined in terms of the this approach is ineffective because we will end up simulating the trajectories of many alleles 197 that do not end up at a frequency f in the present. To overcome this, we integrate over the 198 space of allele frequency trajectories Hi using an importance sampling approach. We also 199 compute ∈ ! ! using a Monte Carlo approximation (see Methods). Table 1 ).
230
We computed the distribution of pairwise coalescent times ! analytically (see
231
Supplementary Methods) across different values of 4 . We found that alleles under higher 232 absolute values of 4 have a more recent average value of T2, and their distribution of T2 has a using simulations assuming a constant recombination rate = 4 = 100 and a constant 235 mutation rate = 4 = 100 for a region of 250 kb. Alleles under the same absolute strength of 236 selection have almost identical distributions of L ( Figure 2D ). This is in line with the fact that T2 237 is younger in alleles under stronger selection coefficients, implying that there will be fewer 238 mutations between haplotypes sharing the allele and, therefore, higher average values of L 239 ( Figure 2E ). 252 the mean is constrained to extend until max(mean -s.d. ,0). D) Probability distribution of L. We 253 define L by taking the physical distance in basepairs next to the allele across 5 non-overlapping 254 equidistant windows of 50 kb, with an extra window w6 indicating that there are no differences in 255 the 250 kb next to the allele. In this demographic scenario, the alleles under a higher absolute higher strengths of selection have younger average T2 values implies that those alleles tend to have larger L values as shown in D) and E).
selection tend to be equally distributed around values of -50 or 50 ( Figure 3A) . A similar result 262 is seen for the 4Ns values equal to 100. This reinforces that in a constant size population one 263 can only provide reasonable estimates of the absolute strength of natural selection. Indeed,
264
when we display the estimated absolute value of the strength of selection, we see that our 265 method produces nearly unbiased estimates ( Figure 3B ). 
B) Inference of Selection in terms of |4Ns| values
Real 4Ns values Estimated |4Ns| values before the expansion and then decreased after the expansion due to the increased selection 286 efficacy in the large population. The ages of alleles under the strongest absolute values of 287 selection tend to be younger, and alleles with the same |4 | value but different 4 value differ 288 in the mean and standard deviation of their allele ages ( Figure 4C ). The distributions of pairwise 289 coalescent times for allele carriers show concordant patterns ( Figure 4D) : alleles under the 290 stronger positive selection had, on average, younger T2 values than negatively selected alleles 291 of the same magnitude. Further, when we contrasted the T2 distribution of the negatively 292 selected alleles inspected (4 = -50, -100), we saw that their mean T2 value did not differ 293 much, and their biggest difference was due to a slightly smaller standard deviation in the most 294 deleterious allele ( Figure 4D ).
295
We next used our method to infer the strength of selection for this expansion scenario 296 and found that it can provide approximately unbiased estimates of the sign and strength of 297 selection ( Figure 5 , using 10,000 realized values of L from 10,000 pairs of haplotypes at 298 independent loci). This does not mean we can differentiate between positive and negative 299 selection in all non-equilibrium models. The power to do so will be dependent on the parameters 300 of the non-equilibrium demography being studied. As an example, in an ancient bottleneck 301 scenario we find there are no significant differences in the distribution of T2 between alleles that 302 have the same absolute strength of selection, indicating that we would not be able to set equal to = 4 = 1,000 and the mutation rate was set equal to = 4 = 1,000.
325
A method for inference of the distribution of fitness effects for variants found at a 326 particular frequency (" ! ") 327 328 Our composite likelihood framework is extendible to find the distribution of fitness effects ! 329 for a set of variants at a particular frequency f. 
Inference of Selection in a Population Expansion Model
Real 4Ns values Estimated 4Ns values denote the resulting distribution as ! ( , ). In practice, we explore different values of and 339 while keeping the value of fixed to a large value (i.e 300), effectively representing strongly 340 selected variants (see Methods).
341
The likelihood of having a certain distribution of identity by state lengths L given a 342 demographic scenario D, a variant at a frequency f and two parameters and is equal to:
345
Where ∈ ! 4 , , = ℒ(4 , , | ∈ ! ) and was introduced in equation 1.
347
Testing the inference of the distribution of fitness effects for variants found at a 348 particular frequency ("
") 349
We tested if the distribution of haplotype lengths L can be used to estimate the parameters that 350 define the distribution of fitness effects of variants at a particular frequency. We used 
356
We found that the estimated parameters of the shape ( ) and scale ( ) of the ! of
357
1% frequency variants in a sample of 4,000 chromosomes have considerable variation ( Figure   358 6A,B). However, the estimated shape and scale of the ! typically imply the correct mean 359 value of the ! (estimates lie along the red-dashed lines in Figure 6 ). This can be better seen 360 in Supplementary Figure S2 . We found that the estimated ! parameters on constant 361 population sizes define a ! with a mean 4 value that, on average, is almost equal to the 362 mean 4 value found across 50,000 simulated 1% frequency variants. In a population 363 expansion scenario ( Figure 6C ,D), the estimated ! parameters imply a ! with a mean 364 4 value that is slightly lower than the actual mean 4 value, and with considerably higher 365 variance in the estimated mean (Supplementary Figure S2 ). 
is a vector of the parameters
390
The probabilities ! ( | , ) over all the intervals in s define the distribution of fitness 
396
Regarding the other two probabilities shown in the equation, ! ( | ) can be estimated by
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measuring the proportion of variants at a certain frequency f given D and a set of parameters 398 that define the DFE. ! ( | , ) can be computed via simulations (see Supplementary Text scale value that is 20 times smaller). We see that the inferred and real ! values match 408 using equation (4), with some slight discrepancies that could be due to either using a bin that 409 is not small enough or small inaccuracies in the estimated probabilities of ! ( | , ), ! ( | ) 410 or ! ( | , ). We also note that variants at a 1% frequency tend to be less deleterious demographic model has a population that grows from 5,000 to 50,000 individuals in the last 100
generations (see also Figure 4A ). 'Real ' refers to the probability of having a 4 value in 425 a certain interval given the distribution of fitness effects of new mutations with parameters .
426
' ( | , )' is the probability of having a 4 value in an interval given the distribution of 
449
We used an ABC algorithm to infer the demographic scenario that explains the 450 distribution of L for the 152 non-CpG synonymous variants at a 1% ± 0.05% frequency that are 451 more than 5 Mb away from the centromere or telomeres (see Supplementary Methods,
452
Supplementary Figure S5 ). CpG sites were removed before estimating L around the non-CpG 
474
We performed simulations under the scaled UK10K model inferred using the ABC 475 algorithm. We found that the frequency trajectories and allele ages are significantly different 476 between alleles under different strengths of selection ( Figure 8 ). However, the distribution of T2 477 values is very similar for deleterious alleles that experience up to a twofold difference in the 478 amount of selection acting upon them. This is important to note since the distribution of T2 479 values is one of the most important factors, along with the mutation and recombination rate,
480
determining the resolution of our approach to infer selection.
481
We also performed simulations to analyze if the amount of information present in the 482 UK10K dataset was sufficient to infer selection coefficients in 1% frequency variants. Our Figure S7 ). We calculated L moving upstream and downstream of 490 the focal loci, obtaining 72 2 × 2 × 273 L values for each simulation replicate. Using data 491 simulated under 5 different selection coefficients, we found that we were able to obtain accurate estimates of selection when the variants were neutral or under positive selection. When we simulated deleterious variants, we found that our estimates of selection tended to be biased towards being more neutral than the actual 4 value. However, the true value was within the (Supplementary Figure S9) . We obtained equally accurate estimates of ! on the 498 intervals when we performed simulations using the Boyko distribution of fitness effects under 499 the scaled and UK10K demographic model (Supplementary Figure S10 -S11; Supplementary 500 
510
,0).
512
We performed bootstrap replicates of the L values from the 273 1% frequency 513 nonsynonymous variants of the UK10K dataset and the 152 1% frequency synonymous variants 514 to evaluate the variation in our estimates of 4 . We removed CpG sites before estimating the L 515 values surrounding the nonsynonymous and synonymous variants. The variation around the 516 estimates using bootstrap replicates is shown in Supplementary Figure S12 , where we see that 517 the point estimates in the replicates tend to be close to a 4 value equal to 0 for both 518 nonsynonymous and synonymous variants. We performed the inference on the 1% frequency 519 synonymous variants because an inferred 4 value that was nominally different from 0 would 520 indicate problems with our methodology such as a misspecified demographic model. We used the L values for the 273 nonsynonymous variants at a 1% frequency to infer 522 the parameters of the distribution of fitness effects ! . We assume that no derived variants 523 we observe are under positive selection and that the ! follows a gamma distribution with a 524 point mass, as explained in the section Inference of the distribution of fitness effects of variants 525 at a particular frequency. When we solved the integral from Equation 3, we used discretized 526 values of 4 that went from 0 to 75, and we defined that
. We only explored 4 values from 0 to -75 because we only had high 528 resolution for those 4 values (as indicated by ESS values bigger than 100, see
529
Supplementary methods for an explanation of ESS values; Supplementary Figure S13 ). We 530 inferred a scale value of 0.01 and a shape value of 0.03. Based on a set of bootstrap replicates,
531
we found that our estimates clustered on the edges of the shape parameter values explored 532 (Supplementary Figure S14 ). This effect is specific to the inferred demographic scenario for the 533 UK10K dataset, since we did not observe the same phenomenon in the simulations done under 534 the constant population size and population expansion demographic scenarios we explored 535 previously ( Figure 6 ). Based on our estimates of the ! , we estimated ! by employing percentile intervals for other intervals are shown in Figure 9 and Supplementary Figure S15 .
540
We also show information for other bootstrap percentile intervals on Supplementary Table S4 . Figure S16 ). The Figure S16 ).
569
Discussion 570 571
We have developed a composite likelihood method to estimate the strength of natural selection 572 acting on alleles at a certain frequency in the population. Our method builds upon previous work 
584
On the other hand, we found that the distribution of L is sufficient to differentiate between 585 advantageous and deleterious alleles under some non-equilibrium demographic scenarios,
586
including the demographic scenario inferred from the UK10K dataset. This is encouraging, since 587 most natural populations are very likely to have evolved under a non-equilibrium demographic 588 scenario and it is precisely in such scenarios where we would like to be able to differentiate 589 between alleles with different types of selection.
590
The mean allele frequency trajectories of deleterious alleles segregating at a 1% 591 frequency when the population is expanding are particularly noteworthy. These alleles tend to 592 have increased in frequency when the population size is low. Then, they decrease in frequency 593 when the population expands due to a higher efficacy of selection. This suggest that it is likely 594 that, on average, deleterious alleles would tend to come from higher frequencies in the recent 
602
When we estimated parameters that define the ! of segregating variants, we found 603 that our method can provide reasonable estimates of the parameters that would lead to Figure 6) . Similarly, the pairwise coalescent time T2 distribution between variants with 610 different negative selection coefficients appear more similar to each other in a population 611 expansion scenario as compared to a constant population size scenario ( Figure 4D and 2C) .
612
Due to the greater variation in the estimates of the parameters that define the ! of variants 
653
With respect to the potential impact of switch errors in our inference, the UK10K project 654 does not report switch error rates, but we would expect them to be even lower than those of the 655 1000 Genomes Project (estimated to be 0.56% with a mean of distance of ~1,062 kb between 656 errors) (Auton et al. 2015) , due to the fact that the UK10K has approximately 50% more 657 samples than the 1000 genomes project, and all the samples come from the same population.
658
We expect to see the impact of phasing errors to be small in our data since we are using 659 window sizes of 500 kb in our analysis; this window size is smaller than the mean distance 660 between switch errors in the 1000 Genomes Data, and the mean distance between switch 661 errors is likely to be even larger in the UK10K project.
662
Our inferences of the DFE can be impacted due to the low genomic coverage present in 663 the UK10K dataset (~4x on average). However, the estimate of the percentage of genotypes 664 correctly called in the UK10K dataset is equal to 99.688% for common variants with a frequency 665 bigger than 5%, and 99.999% for singletons (Walter et al. 2015) . This indicates that the 666 sequencing strategy carried out in the UK10K dataset should not have a large impact on our 667 estimates of the DFE due to wrongly called genotypes across individuals.
668
Apart from the technical aspects that could be impacting our estimates of the DFE, there 669 are biological phenomena that could be responsible for differences in the DFE estimates we see . We expect the same effect to take place when using haplotypic information.
679
Specifically the amount of linked selection is predicted to be similar between synonymous and 680 nonsynonymous variants at 1% frequency (see caption Supplementary Figure S6) 
697
As another factor, changes on the DFE over time could lead to differences in the inferred 698 DFE from the site frequency spectrum and the haplotypic data. DFE estimates from the site 699 frequency spectrum data use information from variants that have appeared across a broad 
705
Although here we analyzed the distribution of fitness effects of nonsynonymous variants 706 at a certain frequency, it is possible to determine the distribution of fitness effects of variants 707 within specific functional categories. One possibility is to try to determine the strength of 708 selection of alleles on variants that are predicted to be more deleterious based on the Fitcons 
721
Combining information from variants at many frequencies is likely to increase the accuracy of The likelihood of having a particular selection coefficient 4 conditioning on the allele 730 frequency f and the demographic scenario D using information from one length ∈ ! can be 731 estimated as:
where Hi is a particular allele frequency history, i.e. a trajectory of allele counts from when the 735 allele first appears in the population until the present. We can compute ∈ ! ! via Monte
736
Carlo simulations done using mssel (Kindly provided by Richard Hudson), which assumes the 737 structured coalescent model to simulate haplotypes containing a site whose frequency trajectory 738 is determined by Hi. We used mssel to simulate many pairs of haplotypes (10,000 independent 739 pairs for all scenarios but the UK10K scenario, where we simulated 273 independent sets of 72 740 haplotypes) given an allele frequency trajectory Hi and we computed the L value for each pair of 741 haplotypes. We can use that distribution of L values for a given allele frequency Hi to find the 742 probability ∈ ! ! that L falls in a certain window wi. It is important to appreciate that these 743 Monte Carlo simulations can include additional information about the recombination rate present 744 in a particular region. Using the appropriate recombination rate is important because it changes 745 the values of L.
746
The likelihood ℒ(4 , , | ) is found by integrating over the space of allele frequency 747 trajectories that end at a frequency f in the present and have a selection coefficient 4 . One 748 possible way to perform that integration step is to perform many simulations under the assumptions of the Poisson Random Field framework (Sawyer & Hartl 1992; Hartl et al. 1994) size in generation i, is the mutation rate per base and K is the number of sites being 
.
785
The frequency of the allele at generation t is ! =
786
As a "importance sampling" distribution g(x), we use a very similar process to a Wright-787 Fisher neutral model. We start with the count y of the number of derived alleles a in the present 788 based on a sample of n alleles. Estimating the frequency in generation 0 based on that sample 789 of alleles is equal to the problem of estimating a probability based on binomial data. Therefore,
790
we can follow Gelman et al. (2013) to state that the posterior density of the distribution of allele 791 frequency in generation 0 is distributed as: | ~+ 1, − + 1 . Based on the 792 distribution of , we can obtain the distribution of the number of alleles in generation 0, ! , just 793 by multiplying ! = and rounding ! to a discrete value. Then we can define the probability of 794 having i0 alleles in generation 0 given that we sampled y derived alleles in a sample of n alleles 795 as:
798
On the other hand, the probability that we obtain y derived alleles in a sample of n alleles given 799 that the number of derived alleles in the population is i0 is:
803
After we sample from that distribution, we move backwards in time assuming that the allele is 804 neutral. Under this proposal distribution, if !!! = 1, then ! can take any value from 0 to 2 ! . If
805
!!! = 0 or 2 ! then we stop the allele frequency trajectory. If !!! is bigger than 1 and smaller 806 than 2 ! , then ! can take any value from 1 to 2 ! . These three rules are used together to make 807 sure that each trajectory going forward in time always goes from 0 to 1 copy of the allele.
808
Under the importance sampling distribution we use, the transition probabilities of going 809 from !!! alleles in generation t-1 to ! alleles in generation ! is:
. By generating an allele frequency trajectory with this importance sampling 815 distribution, we can calculate the probability of any sample from this importance sampling 816 distribution g(x):
Finally, the probability of the whole allele frequency trajectory Hi going forward in time is then 818 equal to:
Now that we have defined how to sample allele frequency trajectories using our proposal 822 distribution, we can compute the weight for every simulated allele frequency trajectory Hi from
. For some of the proposed trajectories under g(x), the trajectory will end up at 824 a frequency of 1 going backwards into the past, instead of 0. The value of ω ! for those 825 trajectories is defined to be equal to 0.
826
The expected value that we wish to obtain with this problem is ℒ(4 , , | ∈ ! ). After 827 generating M replicates using g(x), we can compute that expected value under the importance 828 sampling framework: 
858
1% in a sample of 4,000 chromosomes. We did the same procedure to obtain 10,000 allele 859 frequency trajectories of a 1% frequency allele for 5 different values of selection (4 = 0, -50, -860 100, 50, 100) in a population expansion and an ancient bottleneck scenario. The value of Θ/
In the case of the UK10K demographic scenario, we obtained 10,000 allele frequency 864 trajectories of a 1% frequency allele for 5 values of selection (4 = 0, -25, -50, 25, 50). We 865 performed many simulations using a Θ/2 value equal to 1,000 for the most ancestral epoch 866 until we obtained 10,000 allele frequency trajectories. We sampled 7,242 chromosomes and 867 retained those trajectories where f = 1% ± 0.05%. 
Where we can re-arrange the above equation to obtain:
878
The events defined in that formula are: 888 to infinite. We defined the endpoints of the first b-1 intervals to be equal to 5(i-1) and 5i, where i 889 takes values from 1 to b -1, in all the analysis we performed with the exception of independent of the demographic scenario D, then ! | = ! because does not 892 impact the proportion of new variants in a selection interval s j . If we look at the information of all 893 non-overlapping intervals σ, ! ( | , ) defines the distribution of fitness effects of variants at a 894 particular frequency ! over a set of discrete bins. As seen in the section Testing inference of 895 the distribution of fitness effects for variants found at a particular frequency (" ! "), we can 896 use the values to infer ! .
897
! ( | ) can be computed both in data and in simulations by measuring the proportion 898 of variants at a certain frequency. Calculating ! in genomic data requires us to calculate 899 the proportion of variants at a frequency f. That proportion must take into account all variants 900 that have emerged during the demographic history D, including variants that have become fixed 901 or have been lost. To calculate ! ( | , ), we can make the assumption that all the mutations 902 in the interval s j have very similar selection coefficients, which is more likely to be true when the 903 interval is not very big. This probability can be found via forward-in-time simulations, where we 904 simulate variants that have a selection coefficient contained in a certain interval s j in a particular 905 demographic scenario D. Then, the proportion of variants in that simulation that have a f 906 frequency in the present is equal to ! , .
907
We calculate ! for the first b-1 intervals using Equation 4. Then, for the last interval Apart from being dependent on the strength of selection acting on the variants, the distribution 929 of L surrounding each variant on the genome in the UK10K data is dependent on the local 930 recombination rate . We took into account the local recombination rate when inferring the 931 distribution of fitness effects using the 273 nonCpG nonsynonymous 1% frequency variants. To 932 do this, we used our importance sampling method to obtain the distribution of L given the 933 selection coefficient, the inferred demographic scenario, and 21 different recombination rates.
934
To select the 21 recombination rates, we used the results from a previously inferred 935 recombination map (Kong et al. 2010 ). We took the 21 different percentile values (0 th , 5 th , …, 95 th , 936 100 th ) from the distribution of 546 average recombination rates per base taken from the 937 upstream and downstream 250 kb regions next to the 273 nonsynonymous 1% frequency 938 variants. In the end, we generated 21 distributions for each selection value explored, each with 939 a different recombination rate ! . Those 21 distributions of ℒ(4 , , , ! | ∈ ! ) were used to 940 infer selection using the upstream and downstream regions from the nonCpG nonsynonymous 941 1% frequency variants. They were also used to infer the point estimate of 4 in the nonCpG 942 synonymous 1% frequency variants. The ℒ(4 , , , ! | ∈ ! ) distribution used for each of the 943 546 regions is the one where the local recombination is closer to ! .
944
We evaluated the accuracy of our method to infer selection under the inferred scaled 945 UK10K demographic scenario using simulations. We mimicked the amount of information demographic history of multiple populations from multidimensional SNP frequency data.
