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STRICHARTZ ESTIMATES FOR THE WAVE EQUATION ON A 2D MODEL
CONVEX DOMAIN
OANA IVANOVICI, GILLES LEBEAU, AND FABRICE PLANCHON
Abstract. We prove better Strichartz type estimates than expected from the (optimal) dispersion
we obtained earlier on a 2d convex model domain. This follows from taking full advantage of the
space-time localization of caustics in the parametrix, despite their number increasing like the inverse
square root of the distance from the source to the boundary. As a consequence, we improve known
Strichartz estimates for the wave equation. Several improvements on our previous parametrix
construction are obtained along the way and are of independent interest for further applications.
1. Introduction and main results
Let us consider the wave equation on a domain Ω with boundary ∂Ω ,
(1)


(∂2t −∆)u(t, x) = 0, x ∈ Ω
u|t=0 = u0 ∂tu|t=0 = u1,
Bu = 0, x ∈ ∂Ω.
Here, ∆ stands for the Laplace-Beltrami operator on Ω. If ∂Ω 6= ∅, the boundary condition could
be either Dirichlet (B is the identity map: u|∂Ω = 0) or Neumann (B = ∂ν where ν is the unit
normal to the boundary.)
Solutions to the wave equation on a smooth manifold without boundaries are known to dis-
perse. In particular, on average the wave amplitude is decaying faster than predicted by Sobolev
embedding Theorem from energy estimates, and this yields so-called Strichartz estimates. In turn
these estimates have been crucial in dealing with a large range of problems, both linear and non-
linear. They are also closely related to localization and decay of eigenfunctions in the compact
case (through square function estimates for the wave equation).
Let us be more specific and introduce notations: let d be the spatial dimension of Ω and β =
d
(
1
2
− 1
r
)
− 1
q
, with (q, r) be an admissible pair,
(2)
1
q
≤ (d− 1)
2
(
1
2
− 1
r
), q > 2.
Then, when Ω is a Riemannian manifold with empty boundary, the solution to (1) is such that, at
least for a suitable T < +∞ depending only on Ω, uniformly for 0 < h < 1,
(3) hβ‖χ(hDt)u‖Lq([0,T ],Lr) ≤ C
(
‖u‖L2 + ‖hDtu‖L2
)
,
where χ ∈ C∞0 is a smooth truncation in a neighborhood of 1 and Dt = −i∂t. When (3) holds
for T =∞, it is said to be a global in time Strichartz estimate. For Ω = Rd with flat metric, the
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solution uRd(t, x) to (1) with data (u0 = δx0 , u1 = 0) is known to be
uRd(t, x) =
1
(2pi)d
∫
cos(t|ξ|)ei(x−x0)ξdξ
and by stationary phase the classical dispersion estimate follows:
(4) ‖χ(hDt)uRd(t, .)‖L∞(Rd) ≤ C(d)h−dmin{1, (h/t)
d−1
2 }.
Interpolation between (4) and energy estimates, together with a duality argument, routinely pro-
vides (3). On any boundary less Riemannian manifold (Ω, g) one may follow the same path,
replacing the exact formula by a parametrix (which may be constructed locally within a small
ball, thanks to finite speed of propagation.)
On a manifold with boundary, one may no longer think that light rays are slightly distorted
straight lines. There may be rays gliding along a convex part of the boundary, rays grazing a
convex obstacle or combinations of both. Strichartz estimates outside a strictly convex obstacle
were obtained in [9] and turned out to be similar to the free case (see [5] for the more complicated
case of the dispersion). Strichartz estimates with losses were obtained later on general domains,
[1], using short time parametrices constructions from [10], which in turn were inspired by works
on low regularity metrics [11]. Losses in [1] are induced by considering only time intervals that
allow for no more than one reflection of a given wave packet and as such, one does not see the full
effect of dispersion in the tangential directions.
In our work [6], a parametrix for the wave equation inside a model of strictly convex domain
was constructed that provided optimal decay estimates, uniformly with respect to the distance
of the source to the boundary, over a time length of constant size. This involves dealing with
an arbitrarily large number of caustics and retain control of their order. Our sharp dispersion
estimate immediately yields by the usual argument Strichartz estimates with a range of pairs (q, r)
such that
(5)
1
q
≤ ((d− 1)
2
− 1
4
)(
1
2
− 1
r
), q > 2
where, informally, the new 1/4 factor is related to the 1/4 loss in the dispersion estimate. On the
other hand, earlier works [2], [3] proved that Strichartz estimates inside strictly convex domains
of dimension d ≥ 2 can hold only if (q, r) are such that
(6)
1
q
≤ (d− 1)
2
(
1
2
− 1
r
)
− 1
6
(
1
4
− 1
r
)
, q > 2 .
This provides a counterexample for r > 4 and restricts the dimension to d ≤ 4. In a recent work
[8], we improved the 2D counterexample, with (6) replaced by a stronger requirement:
(7)
1
q
≤
(
1
2
− 1
10
)(
1
2
− 1
r
)
,
which, for r = +∞, yields q ≥ 5 (to be compared to q ≥ 24/5 in (6).)
Our purpose now is to improve upon the positive results, in dimension d = 2. In particular,
for suitable micro-localized solutions we close the gap with the recent counterexample from [8],
providing a near complete picture when x+ |DxD−1y |2 ∼ h1/3, |Dy| ∼ h−1. Before stating our main
result, we start by describing the convex model domain under consideration: the Friedlander model
domain is the half-space, for d ≥ 2, Ωd = {(x, y)|x > 0, y ∈ Rd−1} with the metric gF inherited
from the following Laplace operator, ∆F = ∂
2
x + (1 + x)∆Rd−1y . Then, (Ωd, gF ) is easily seen to
2
model a strict convex, as a first order approximation of the unit disk D(0, 1) in polar coordinates
(r, θ): set r = 1− x/2, θ = y.
Theorem 1. Strichartz estimates (3) hold true on the domain (Ω2, gF ) for pairs (q, r) such that
(8)
1
q
≤
(
1
2
− γ(2)
)(
1
2
− 1
r
)
, with γ(2) =
1
9
.
In particular, for r = +∞, we have q ≥ 5 + 1/7.
This result improves on known results for strictly convex domains in 2D: for d = 2, [1] obtained
γ(2) = 1/6 (but for any boundary), while [6] only provide the weaker γ(2) = 1/4. Note that
for d ≥ 3, [6] had a uniform γ(d) = 1/4, which already improved on [1], where γ(3) = 2/3 and
γ(d) = (d − 3)/2 for d ≥ 4 (but again, without restrictions on the boundary). We deliberately
chose to restrict to 2D, in order to avoid another layer of technicalities. However, Theorem 1
generalizes to d ≥ 3 with at least γ(d) ≤ 1/6. This will be dealt with elsewhere (preliminary
results appeared in [7].) Moreover, Theorem 1 will extend to a generic strictly convex domain,
building upon [4] and using the present work as a blueprint. Finally, we expect that the present
parametrix construction and its counterpart from [4] to be building blocks for sharper versions
of propagation of singularities theorems in the presence of boundaries. This in turn would have
important applications to control theory that, to our knowledge, have remained out of reach for a
long time.
The proof of Theorem 1 will rely on a complete make-over of the parametrix construction of
[6]: resulting bounds on the Green function will be improved in several directions together with
refinements of estimates on gallery modes from [2], all of which are of independent interest:
• After introducing a localization such that x+∆−1y ∂2x ∼ γ ≪ 1, one may further restrict the
wave operator to this region of phase space. The worst possible case regarding dispersion
will then be x ∼ γ and |∂x| . √γ|∂y|, for γ & h1/3;
• At such fixed γ, the parametrix construction from [6] may be extended to initial data
δ(x=a,y=0) with h
2/3−ε < γ, for any ε > 0 and any a > 0, improving on the previous
requirement a > h4/7;
• the degenerate stationary phase estimates in [6] may be refined to isolate precisely the
space-time location of the worst case scenario of a swallowtail singularity. It turns out that
such singularities only happen at an exceptional, discrete set of times; we then suitably
average over such exceptional times, at fixed γ, before recombining the resulting Strichartz
estimates. The singular points in the Green function originating at x = a in the (x, t) plane
are (a, 4N
√
a
√
1 + a), for |N | ≤ 1/√a, which creates difficulties in averaging over a > 0,
as the usual argument is blind to improvements outside a small neighborhood of this set.
• gallery modes satisfy the usual Strichartz estimates (as already proved in [2]) but with
uniform constant with respect to the order of the mode: this allows to deal with the
γ < h2/3−ε region.
In the remaining of the paper, A . B means that there exists a constant C such that A ≤ CB
and this constant may change from line to line but is independent of all parameters. It will be
explicit when (very occasionally) needed. Similarly, A ∼ B means both A . B and B . A.
2. The half-wave propagator: spectral analysis and parametrix construction
We recall a few notations: in the following Ai denotes the standard Airy function. Define
(9) A±(z) = e∓iπ/3Ai(e∓iπ/3z) , for z ∈ C ,
3
then one checks that Ai(−z) = A+(z) + A−(z). We also have the following asymptotic expansion
(10) A±(z) = Ψ(e∓iπ/3z)e∓
2
3
iz3/2 , Ψ(z) ≃ z−1/4
∞∑
j=0
ajz
−3j/2, a0 =
1
4pi3/2
.
The following lemma (see [8] for a proof) will be crucial in the analysis of reflected phases :
Lemma 1. Define, for ω ∈ R, L(ω) = pi+i log A−(ω)
A+(ω)
, then L is real analytic and strictly increasing.
We also have
(11) L(0) = pi/3 , lim
ω→−∞
L(ω) = 0 , L(ω) =
4
3
ω
3
2 +
pi
2
− B(ω 32 ) , for ω ≥ 1 ,
with B(u) ≃∑∞k=1 bku−k and bk ∈ R, b1 > 0. Finally, one may check that
(12) Ai(−ωk) = 0 ⇐⇒ L(ωk) = 2pik and L′(ωk) = 2pi
∫ ∞
0
Ai2(x− ωk) dx ,
where here and thereafter, {−ωk}k≥1 denote the zeros of the Airy function in decreasing order.
2.1. Spectral analysis of the Friedlander model. Let Ω2 be the half-space {(x, y) ∈ R2|, x >
0, y ∈ R} and consider the operator ∆F = ∂2x+(1+x)∂2y on Ω2 with Dirichlet boundary condition.
After a Fourier transform in the y variable, the operator −∆F becomes −∂2x+(1+x)θ2. For θ 6= 0,
this is a positive self-adjoint operator on L2(R+), with compact resolvent.
Lemma 2. ([8, Lemma 2]) There exist orthonormal eigenfunctions {ek(x, θ)}k≥0 with their corre-
sponding eigenvalues λk(θ) = |θ|2 + ωk|θ|4/3, which form a Hilbert basis of L2(R+). These eigen-
functions have an explicit form
(13) ek(x, θ) =
√
2pi|θ|1/3√
L′(ωk)
Ai
(
|θ|2/3x− ωk
)
,
where L′(ωk) is given by (12), which yields ‖ek(., θ)‖L2(R+) = 1.
In a classical way, for a > 0, the Dirac distribution δx=a on R+ may be decomposed in terms of
eigenfunctions {ek}k≥1: δx=a =
∑
k≥1 ek(x, θ)ek(a, θ). If we consider a data at time t = s such that
u0(x, y) = ψ(hDy)δx=a,y=b, where h ∈ (0, 1] is a small parameter and ψ ∈ C∞0 ([12 , 32 ]), we can write
the (localized in θ) Green function associated to the half-wave operator on Ω2 as
(14) G±h ((x, y, t), (a, b, s)) =
∑
k≥1
∫
R
e±i(t−s)
√
λk(θ)ei(y−b)θψ(hθ)ek(x, θ)ek(a, θ)dθ .
Notice that, in addition to the cut-off ψ(hθ), which localizes the Fourier variable dual to y, we may
add a spectral cut-off ψ1(h
√
λk(θ)) under the θ integral, where ψ1 is also such that ψ1 ∈ C∞0 ([12 , 32 ]).
Indeed,
−∆F (ψ(hθ)eiθyek(x, θ)) = λk(θ)ψ(hθ)eiθyek(x, θ) .
As observed in [6], the significant part of the sum over k in (14) becomes then a finite sum over
k . h−1, considering the asymptotic expansion of ωk ∼ k2/3. We now go further and localize with
respect to (x− θ−2∂2x): notice (x− θ−2∂2x)ek(x, θ) = (θ−2λk(θ)− 1)ek(x, θ). As such, introducing a
new parameter γ . 1, we add a factor ψ2((ωkθ
−2/3)/γ) which, considering the asymptotic expansion
of the Airy zeros and the θ localization, is essentially ψ2((kh)
2/3)/γ). If ψ2 ∈ C∞0 ([−1, 1]), this
allows to reduce the sum over k in the definition of the Green function to k’s such that k . γ3/2/h.
In the following we actually choose ψ2 ∈ C∞0 ([12 , 32 ]) (later on, it will become clear that for γ ≪ a,
4
the corresponding part of G±h is irrelevant since the factor ek(a, θ) in this case is exponentially
decreasing) and set (rescaling the θ variable for later convenience)
(15) G±h,γ((x, y, t), (a, b, s)) =
∑
k≥1
1
h
∫
R
e±i(t−s)
√
λk(η/h)ei(y−b)η/hψ(η)ψ1(h
√
λk(η/h))
× ψ2(h2/3ωk/(η2/3γ))ek(x, η/h)ek(a, η/h)dη .
Note that from an operator point of view, abusing notations, if G± is the half-wave propagator,
we are in fact considering
G±h,γ = ψ(−h∂y)ψ1(−h
√
−∆F )ψ2((x− ∂2x(−∂y)−2)/γ)G± .
If γ is taken to be in (2−m)m∈N and ψ2 chosen accordingly (e.g. ψ2(ξ) = φ(ξ) − φ(2ξ) with
φ ∈ C∞0 [0, 3/2) and φ = 1 on [0, 1]), we also have G±h =
∑
γ G
±
h,γ: this sum over γ is finite and
restricted to h2/3 . γ . 1; the lower bound is induced by the knowledge of −ω1 < 0 and the
upper bound follows from the restriction on k placed by the η and spectral localizations. Before
proceeding we remark that we have
(16) sup
x,y,t,a,b,s
|G±h,γ| .
√
γ
h2
.
Indeed, from (15) we write, using (13), L′(ω) ∼ 2ω1/2 and |ωk| ≃ Ck2/3
|G±h,γ(· · · )| .
∑
1≤k. γ3/2
h
1
h
∫
R
ψ(η)
|η|2/3
h2/3
√
ωk
∣∣Ai(|η/h|2/3x− ωk)Ai(|η/h|2/3a− ωk)∣∣ dη
.
1
h5/3
∫
R
ψ(η)
(
sup
z∈R
∑
1≤k. γ3/2
h
k−
1
3
∣∣Ai(z − ωk)∣∣2) dη . 1
h5/3
(
γ3/2
h
) 1
3
using the asymptotics of the Airy function to evaluate the supz (see [6], Lemma 3.5). 
Successive spectral localizations restrict G± to directions of propagation where the tangential
component dominates. As already observed in [6], other directions do see at most one reflection
(on a suitable fixed time interval) and may be dealt with using already available arguments (e.g.
[1]). We will therefore ignore them from now on. Moreover, we will not only need γ . 1 but
γ < γ0 ≪ 1; We conservatively set γ0 = 1/100 and this may be related to how we sort out
directions. Since we are after fongible local in time estimates, we may restrict ourselves to a fixed
small size neighborhood in space-time without loss of generality.
We briefly recall a variant of the Poisson summation formula that will be crucial to analyze the
spectral sum defining G±h,γ, see again [8] for a short proof.
Lemma 3. In D′(Rω), one has
∑
N∈Z e
−iNL(ω) = 2pi
∑
k∈N∗
1
L′(ωk)
δ(ω − ωk), e.g. for φ ∈ C∞0 ,
(17)
∑
N∈Z
∫
e−iNL(ω)φ(ω) dω = 2pi
∑
k∈N∗
1
L′(ωk)
φ(ωk) .
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2.2. A Parametrix construction. From (15) we consider the sum in k, without the η integration,
with ~ = h/η and expanding the eigenmodes
(18) v~(t, x) =
∑
k≥1
ψ1
(
h
~
√
1 + ωk~
2
3
)
ψ2(~
2
3ωk/γ)
~
2
3L′(ωk)
Ai(~−
2
3x− ωk)Ai(~− 23a− ωk)ei t~
√
1+ωk~
2
3 .
Using the Airy-Poisson formula (17), we can transform the sum over k into a sum over N ∈ Z as
follows
(19) v~(t, x) =
1
2pi
∑
N∈Z
∫
R
e−iNL(ω)~−
2
3 ei
t
~
√
1+ωh
2
3 χ1(ω)ψ1
(
h
~
√
1 + ~
2
3ω
)
ψ2(~
2
3ω/γ)
× Ai(~− 23x− ω)Ai(h− 23a− ω) dω .
Here, χ1(ω) = 1 for ω > 2 and χ1(ω) = 0 for ω < 1, and obviously χ1(ωk) = 1 for all k, as ω1 > 2.
Recall that
(20) Ai(~−2/3x− ω) = 1
2pi~1/3
∫
e
i
~
(σ
3
3
+σ(x−~2/3ω)) dσ .
Rescaling ω with α = ~2/3ω yields
(21) v~(t, x) =
1
(2pi)3
∑
N∈Z
∫
R
∫
R2
e
i
~
Φ˜N (t,x,a,σ,s,α)~
−2χ1(~−2/3α)ψ1(h~−1
√
1 + α)ψ2(α/γ) dsdσdα ,
where
(22) Φ˜N (t, x, a, σ, s, α, η) =
σ3
3
+ σ(x− α) + s
3
3
+ s(a− α)−N~L(~−2/3α) + t√1 + α .
At this point, it is worth noticing that, as h~−1 = η and η ∈ [1
2
, 3
2
], we may drop the ψ1 localization
in (21) by support considerations (slightly changing any cut-off support if necessary). Therefore,
(23) G+h,γ((t, x, y), (a, 0, 0)) =
1
(2pih)3
∑
N∈Z
∫
R2
∫
R2
ei
η
h
(y+Φ˜N )η2ψ(η)χ1(~
−2/3α)ψ2(α/γ) dsdσdαdη .
3. The parametrix regime in 2D
3.1. Localizing waves for γ > h2/3−ε. In [6] and for a ≫ h4/7, a parametrix was carefully
constructed by gluing together waves that were mostly located between two consecutive reflections.
With a finite number of waves overlapping each other, the supremum of the sum became the
supremum of each wave on its own support. In our setting, it is convenient to replace a by the
localization parameter γ. Moreover, we replace the parametrix from [6] by the (exact) sum we
introduced in the previous section.
Let ΦN,a(t, x, y, σ, s, α, η) := y + Φ˜N (t, x, a, σ, s, α, η) with Φ˜N defined in (22),
(24) ΦN,a = y +
σ3
3
+ σ(x− α) + s
3
3
+ s(a− α)−N~L(~−2/3α) + t√1 + α .
We obtain
(25) G+h,γ((t, x, y), (a, 0, 0)) =
1
(2pih)3
∑
N∈Z
VN,γ(t, x, y),
6
where we have set
(26) VN,γ(t, x, y) :=
∫
R2
∫
R2
ei
η
h
ΦN,aη2ψ(η)χ1(~
−2/3α)ψ2(α/γ) dsdσdαdη .
Observe that χ1 and ψ2 induce ~
2/3 . α ∼ γ, which we assume from now on.
Lemma 4. At fixed |t| . 1, the sum defining G+h,γ is only significant for |N | . |t|γ−1/2, γ > a/2
and x < 2γ, e.g.
∑
√
γ|N |6∈O(t)∪{x>2γ}∪{a<2γ} VN,γ is O(h
∞).
We focus on the variables α, s and σ. Using the asymptotic expansion for L(ω), we find
∂αΦN,a =
t
2
√
1 + α
− σ − s− 2Nα1/2(1− 3
4
B′(α3/2/~))
where the B′ term is small compared to 1, provided α3/2/~ is sufficiently large (> 2 is already
enough). On the other hand, we have ∂sΦN,a = s
2 + a − α and ∂σΦN,a = σ2 + x − α. If either
|s| ≥ 3N εγ1/2 or |σ| ≥ 3N εγ1/2, non-stationary phase in one of these variables provides both
enough decay to sum in N and an O(h∞) contribution. If |s|, |σ| < 3N εγ1/2, then, for |N | ≥ 1,
ΦN,a will not be stationary in α if |t| ≥ (3N + 6N ε)γ1/2 and non-stationary phase in α provides
enough decay to sum in N and an O(h∞) contribution. Hence, the only non trivial contribution
comes from |N | . |t|γ−1/2. Now, if a − α > 0, the phase ΦN,a cannot be stationary in s. As
α < 2γ, we get the desired result. Observe that, furthermore, by the same reasoning in σ, the only
significant contribution of G+h,γ is restricted to x < 2γ. 
At fixed t ≥ Cγ1/2, we can further bound the cardinal of those N that contribute significantly
among the C|t|γ−1/2 which are left. Observe that our previous computation tells us that for t = 0,
only the N = 0 term may contribute, and from Lemma 4, we can and will restrict ourselves to
|t| ≥ Cγ1/2. We need to introduce some notations : for a given space-time location (x, y, t), let
N (x, y, t) the set of N with significant contributions in (25) (e.g. for which there exists at least a
stationary point for the phase in all variables),
N (t, x, y) = {N ∈ Z, (∃)(σ, s, α, η) such that ∇(σ,s,α,η)ΦN,a(t, x, y, σ, s, α, η) = 0}
Call N1(t, x, y) the set of N such that N ∈ N (t′, x′, y′) for some (t′, x′, y′) such that |t′ − t| ≤ √γ,
|x− x′| < γ and |y′ + t′√1 + γ − y − t√1 + γ| < γ3/2,
N1(t, x, y) = ∪{(t′,x′,y′)||t′−t|≤√γ,|x−x′|<γ,|y′+t′√1+γ−y−t√1+γ|<γ3/2}N (t′, x′, y′).
Proposition 1. The set N1(t, x, y) is bounded, with optimal bound
(27) |N1(t, x, y)| . O(1) + |t|γ−1/2(γ3/h2)−1 ,
Moreover, the contribution of the sum over N /∈ N1(t, x, y) in (25) is O(h∞).
Remark 3.1. This result generalizes [6, Lemma 2.17, Lemma 2.18]: there, |N1(t, x, y)| is bounded
by an absolute constant N0 and such that that N (t, x, y) ⊂ [1, t/(2√a) + N0]. In fact, when
a ∼ γ ≫ h4/7 one can easily see that |t|
γ1/2(γ3/h2)
= O(1) for bounded t.
Remark 3.2. Here our parametrix is a sum over reflected waves for all γ ≫ h2/3; while for a≫
h4/7 [6] provides a different (and less straightforward) construction. When γ . h4/7, Proposition 1
is crucial for dispersion, providing a sharp bound on the (large) number of overlapping waves.
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Proof. (of Proposition 1) We first re-scale variables as follows
(28) t =
√
γT, x = γX, y + t
√
1 + γ = γ3/2Y.
Notice that y behaves like −t when the phase ηΦN,a is stationary in η, implying that y + t
√
1 + γ
should be small near significant contributions. The relevance of the γ3/2 factor in rescaling will
make itself clear later. On the support of ψ2(α/γ) we have α ∼ γ, therefore we also re-scale α = γA:
then A ∼ 1 on the support of ψ2(A). Since the phase ΦN,a is stationary in s, σ at s2 + a = α,
σ2 + x = α, it follows that we may restrict s and σ to |s|, |σ| < 3γ1/2, otherwise non-stationary
phase in either variables provides an O(h∞) contribution. We then also let s =
√
γS, σ =
√
γΣ,
where |S|, |Σ| < 3 are bounded.
Recall that γ < 1/100, |N | > 0 and |t| & γ1/2. the parameter h is intended to be small and we
define a large parameter λγ = γ
3/2/h (hence restricting γ > h2/3−ε.) Set
(29) ΨN,a,γ(T,X, Y,Σ, S, A, η) = η
(
Y + Σ3/3 + Σ(X −A) + S3/3 + S(a
γ
− A)
+ T
(A− 1)√
1 + γA +
√
1 + γ
− 4
3
NA3/2
)
+
N
λγ
B(ηλγA
3/2).
then γ3/2ΨN,a,γ(T,X, Y,Σ, S, A, η) = ηΦN,a(
√
γT, γX, γ3/2Y − √γ√1 + γT,√γΣ,√γS, γA), and,
in the new variables, the phase function in (26) become λγΨN,a,γ. When γ ∼ a we write ΨN,a,a
and λγ = λ = a
3/2/h. The critical points of ΨN,a,γ with respect to Σ, S, A, η are such that
Σ2 +X = A, S2 + a/γ = A(30)
T = 2
√
1 + γA
(
Σ + S + 2N
√
A(1− 3
4
B′(ηλγA3/2))
)
(31)
Y + T
(A− 1)√
1 + γA+
√
1 + γ
+ Σ3/3 + Σ(X − A) + S3/3 + S(a
γ
− A)
=
4
3
NA3/2(1− 3
4
B′(ηλγA3/2)).
(32)
Introducing the term 2N
√
A(1 − 3
4
B′(ηλγA3/2)) from (31) in (32) provides a relation between Y
and T that doesn’t involve N nor B′ as follows:
(33) Y +T
(A− 1)√
1 + γA+
√
1 + γ
+
S3 + Σ3
3
+Σ(X −A)+S(a
γ
−A) = 2
3
A
( T
2
√
1 + γA
− (Σ+S)
)
.
We first estimate the cardinal of N1(t, x, y), with t sufficiently large: let j ∈ {1, 2} and Nj ∈
N1(t, x, y) be any two elements ofN1(t, x, y). Then there exist (tj , xj, yj) such thatNj ∈ N (tj, xj, yj);
writing tj =
√
γTj , xj = γXj , yj + tj
√
1 + γ = γ3/2Yj and rescaling (t, x, y) as in (28), we have
|Tj − T | ≤ 1, |Xj −X| ≤ 1, |Yj − Y | ≤ 1. We now prove (27). From Nj ∈ N (tj, xj , yj), there exist
Σj , Aj , ηj, Sj such that (30), (31), (32) holds with T ,X ,Y ,Σ,S,A,η replaced by Tj ,Xj,Yj,Σj ,Sj ,Aj ,ηj,
respectively, and we also have S2j +
a
γ
= Aj. We re-write (31) as follows
(34) 2Nj
√
Aj(1− 3
4
B′(ηjλγA
3/2
j )) =
Tj
2
√
1 + γAj
− (Σj + Sj).
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Multiplying (34) by
√
Aj′, where j
′ 6= j, taking the difference and dividing by √A1A2 yields
(35) 2(N1 −N2) = 3
2
(
N1B
′(η1λγA
3/2
1 )−N2B′(η2λγA3/22 )
)
− Σ1 + S1√
A1
+
Σ2 + S2√
A2
+
T1
2
√
A1
√
1 + γA1
− T2
2
√
A2
√
1 + γA2
.
We need to estimate |N1−N2|. Using that Σj , Sj < 3, Aj ∼ 1, it follows that Σj+Sj√
Aj
= O(1), for j ∈
{1, 2}. The first difference, involving B′, in the right hand side of (35) behaves like (N1+N2)/λ2γ:
use B′(ηλA3/2) ≃ − b1
η2λ2A3
and η, A ∼ 1. We cannot take advantage of the difference itself: each
term NjB
′(ηjλγA
3/2
j ) corresponds to some ηj , Aj (close to 1) and the difference
1
η1A
3/2
1
− 1
η2A
3/2
2
is
bounded but has no reason to be very small (the difference between Aj turns out to be O(1/T ),
but we don’t have any information about the difference between ηj which is simply bounded by a
small constant on the support of ψ). Therefore the bound (N1 + N2)/λ
2
γ for the terms involving
B′ in (35) is sharp. Since Nj ∼ Tj , and |Tj − T | ≤ 1, it follows that this contribution is ∼ |T |/λ2γ.
We are reduced to proving that the difference in the second line of (35) is O(1). Write
(36)
∣∣∣ T1√
A1
√
1 + γA1
− T2√
A2
√
1 + γA2
∣∣∣ ≤ |T1 − T2|√
A1
√
1 + γA1
+
T2√
A1A2
∣∣∣
√
A2√
1 + γA1
−
√
A1√
1 + γA2
∣∣∣
≤ 2√
A1
√
1 + γA1
+
T2|A2 − A1|(1 + γ(A1 + A2))√
A1A2(1 + γA1)(1 + γA2)(
√
A1(1 + γA1) +
√
A2(1 + γA2))
≤ C(1 + T2|A2 −A1|),
for some absolute constant C and we only used |T2 − T1| ≤ 2 and Aj ∼ 1. For T bounded we can
conclude since |T2−T | ≤ 1. We are therefore reduced to bound T2|A2−A1| when T2 is sufficiently
large. In order to do so, we need the Y variable. We use (33) with T,X, Y,Σ, S, A, η replaced by
Tj , Xj, Yj,Σj , Sj, Aj, ηj , j ∈ {1, 2} to eliminate the terms containing N and B′ as follows:
(37) Yj + Σ
3
j/3 + Σj(Xj − Aj) + S3j /3 + Sj(
a
γ
− Aj) + 2
3
Aj(Σj + Sj)
= Tj
( Aj
3
√
1 + γAj
− (Aj − 1)√
1 + γAj +
√
1 + γ
)
.
For |T | sufficiently large we also have |Tj| large and we divide by Tj in order to estimate the
difference A1 − A2 in terms of Y1/T1 − Y2/T2:
(38)
Yj
Tj
+O(
A
3/2
j
Tj
) = Fγ(Aj), Fγ(A) =
A
3
√
1 + γA
− (A− 1)√
1 + γA +
√
1 + γ
.
Taking the difference of (38) with itself for j = 1, 2 gives
(
Y2
T2
− Y1
T1
) +O(
1
T1
) +O(
1
T2
) = (A2 − A1)
∫ 1
0
∂AFγ(A1 + o(A2 − A1))do.
One may check that, as 1/4 < A < 4 and γ ≪ 1, Fγ is a decreasing function of A and −∂AFγ(A) ≥
1/6 − (1 + A)γ; it follows that we bound A2 − A1 with A2 − A1 . (Y2T2 − Y1T1 ) + O( 1T1 , 1T2 ), and
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replacing the last expression in the last line of (36) yields
T2|A2 −A1| . T2
∣∣∣Y2
T2
− Y1
T1
∣∣∣+O(T2/T1) +O(1)(39)
. |Y2 − Y1|+ Y1|1− T2/T1|+O(T2/T1) +O(1) = O(1),
where we have used |Y1 − Y2| ≤ 2, |T1 − T2| ≤ 2 and that Y1/T1 is bounded (which can easily be
seen from (38)). This ends the proof of (27). 
We next proceed with proving the contribution outside of N1(t, x, y) to be O(h∞). Consider
first 2a . γ, then critical points in S are such that S2 + a/γ = A, with A near 1, therefore
S± = ±
√
A− a/γ. Then ΨN,a,γ ∈ {ΨεN,a,γ}, where
(40) ΨεN,a,γ(T,X, Y,Σ, A, η) := η
(
Y + Σ3/3 + Σ(X − A) + ε2
3
(A− a
γ
)3/2
+ T
(A− 1)√
1 + γA+
√
1 + γ
− 4
3
NA3/2
)
+
N
λγ
B(ηλγA
3/2).
Denote N ε(T,X, Y ) := {(N ∈ Z, ∃(Σ, A, η) such that ∇(Σ,A,η)ΨεN,a,γ(T,X, Y,Σ, A, η) = 0}, then
for (t, x, y) = (
√
γT, γX, γ3/2Y − √γ√1 + γT ), we have N (t, x, y) = ∩ε=±N ε(T,X, Y ). Indeed,
if N ∈ N (t, x, y), then there exists a critical point Σc, Sc, Ac, ηc for the phase ΨN,a,γ with S2c =
Ac − a/γ, hence Sc ∈ {S±}. It follows that Σc, Ac, ηc is a critical point for both Ψ±N,a,γ . On the
other hand, if Σ±, A±, η± is a critical point for Ψ±N,a,γ, then (Σ±,±
√
A± − a/γ, A±, η±) are critical
point for ΨN,a,γ. We have to prove that
(41)
∑
N /∈N1
WN,γ(T,X, Y ) = O(h
∞),
where we define WN,γ(T,X, Y ) := VN,γ(t, x, y). For ε ∈ {±}, set
N ε1 (T,X, Y ) = ∪(T ′,X′,Y ′)∈B1(T,X,Y )N ε(T ′, X ′, Y ′) ,
we have N1 = ∩±N±1 and therefore, (N1)c = ∪ε∈{±1}(N ε1 )c, where the notation (N1)c denotes the
complement of N1. Hence (41) follows from proving that
(42) ∀ε ∈ {±},
∑
N /∈∪±N±1
W εN,γ(T,X, Y ) = O(h
∞) ,
where W±N,γ(T,X, Y ) have phase functions Ψ
±
N,a,γ and symbols are obtained from the symbol of
WN,γ multiplied by the symbol of A±((ηλγ)2/3(A− aγ )). Go back to the system (30), (31), (32) and
define the integral curves corresponding to ΨεN,a,γ as follows
X˜ε(Σ, A) := A− Σ2,
T˜ε(Σ, A, η) := 2
√
1 + γA
(
Σ + ε(A− a
γ
)1/2 + 2N
√
A(1− 3
4
B′(ηλγA3/2))
)
,
Y˜ε(Σ, A, η) := −2
√
1 + γA
(Σ + ε(A− a
γ
)1/2)(A− 1)√
1 + γA+
√
1 + γ
+
2
3
Σ3 − ε(A− a
γ
)3/2
+ 4N
√
A
(
1− 3
4
B′(ηλγA3/2)
)(A
3
− (A− 1)
√
1 + γA√
1 + γA+
√
1 + γ
)
.
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Let ε ∈ {±} and N /∈ N ε1 . Then N /∈ N ε(T ′, X ′, Y ′) for all (T ′, X ′, Y ′) ∈ B1(T,X, Y ), which
translates into
(43) ∀(T ′, X ′, Y ′) ∈ B1(T,X, Y ), ∇(Σ,A,η)ΨεN,a,γ(T ′, X ′, Y ′,Σ, A, η) 6= 0 .
Now, by design of our integral curves,
∇(Σ,A)ΨεN,a,γ(T ′, X ′, Y ′,Σ, A, η) =
(
X ′ − X˜ε(Σ, A), T
′ − T˜ε(Σ, A, η)
2
√
1 + γA
)
,
while
∂ηΨ
ε
N,a,γ(T
′, X ′, Y ′,Σ, A, η) = Y ′− Y˜ε(Σ, A, η)+Σ(X ′− X˜ε(Σ, A))+ (T
′ − T˜ε(Σ, A, η))(A− 1)√
1 + γA+
√
1 + γ
.
It follows that, for all (T ′, X ′, Y ′) and all (Σ, A, η) on the support of the symbol, we have
(44) (|∂ΣΨεN,a,γ|+ |∂AΨεN,a,γ|+ |∂ηΨεN,a,γ|)(T ′, X ′, Y ′,Σ, A, η) ≤
10(|X ′ − X˜ε(Σ, A)|+ |T ′ − T˜ε(Σ, A, η)|+ |Y ′ − Y˜ε(Σ, A, η)|)
≤ 100(|∂ΣΨεN,a,γ|+ |∂AΨεN,a,γ|+ |∂ηΨεN,a,γ|)(T ′, X ′, Y ′,Σ, A, η).
Using (43) and the first inequality in (44), for all (T ′, X ′, Y ′) ∈ B1(T,X, Y ) and all (Σ, A, η),
(45) |X ′ − X˜ε(Σ, A)|+ |T ′ − T˜ε(Σ, A, η)|+ |Y ′ − Y˜ε(Σ, A, η)| 6= 0
( or ΨεN,a,γ would have a critical point.) Hence, (T˜ε(Σ, A, η), X˜ε(Σ, A), Y˜ε(Σ, A, η)) /∈ B1(T,X, Y )
(otherwise taking (T ′, X ′, Y ′) = (T˜ε(Σ, A, η), X˜ε(Σ, A), Y˜ε(Σ, A, η)) would contradict (45)). In
other words, (45) implies that for all (Σ, A, η),
|X − X˜ε(Σ, A)|+ |T − T˜ε(Σ, A, η)|+ |Y − Y˜ε(Σ, A, η)| ≥ 1,
and using the second inequality in (44) with (T ′, X ′, Y ′) = (T,X, Y ), for all (Σ, A, η),
(|∂ΣΨεN,a,γ |+ |∂AΨεN,a,γ|+ |∂ηΨεN,a,γ|)(T,X, Y,Σ, A, η) ≥
1
10
.
Therefore non-stationary phase always applies in at least one variable among Σ, A, η and each
W εN,γ with N /∈ N ε1 provides a O(λ−Mγ ) contribution for any M ≥ 1 (where M corresponds to
the number of integrations by parts.) We conclude using that the sum over N in G+h,γ restricts to
|N | . γ−1/2 from Lemma 4.
Let us now deal with the remaining case: a ∼ γ. We re-scale slightly differently for convenience,
with λ = a3/2/h and t =
√
aT , x = aX , y + t
√
1 + a = a3/2Y , s =
√
aS, σ =
√
aΣ, α = aA. The
phase ΨN,a,γ∼a =: ΨN,a,a has the same form as in (29) where γ is now replaced by a and λγ by
λ = λa. We rewrite the integral in S as an Airy function: in the new variables,∫
eiηλ(S
3/3+S(1−A))dS = (ηλ)−1/3Ai
(
(ηλ)2/3(1−A)
)
.
Let χ0 ∈ C∞ be such that χ0 ≡ 1 on [0,∞] and χ0 ≡ 0 on [−∞,−2]. Then (χ0Ai)((ηλ)2/3(1−A)) is
a symbol of order 2/3 supported on (ηλ)2/3(A−1) ≤ 2 and (1−χ0)Ai((ηλ)2/3(1−A))) is supported
on A ≥ 1 with value 1 on (ηλ)2/3(A − 1) ≥ 2. Setting again WN,a(T,X, Y ) := VN,a(t, x, y), we
rewrite each integral in (25) as follows WN,a(T,X, Y ) :=W
0
N,a(T,X, Y ) + W˜N,a(T,X, Y ):
(46) W 0N,a(T,X, Y ) :=
γ3/2
(2pih)3
∫
eiλΨ
0
N,a
(ηλ)1/3
(χ0Ai)
(
(ηλ)2/3(1−A)
)
χ1((ηλ)
2/3A)ψ2
(α
γ
A
)
dΣdAdη,
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with
(47) Ψ0N,a := η
(
Y + Σ3/3 + Σ(X − A) + T (A− 1)√
1 + γA +
√
1 + a
− 4
3
NA3/2
)
+
N
λ
B(ηλA3/2) ,
and
W˜N,a(T,X, Y ) :=
γ3/2
(2pih)3
∫
eiλΨN,a,a
(ηλ)1/3
(1− χ0)((ηλ)2/3(1− A))χ1((ηλ)2/3A)ψ2
(α
γ
A
)
dΣdSdAdη.
To prove that
∑
N /∈N1 WN,a(T,X, Y ) = O(h
∞) it will be enough to prove
(48)
∑
N /∈N1
W˜N,a(T,X, Y ) = O(h
∞) and
∑
N /∈N1
W 0N,a(T,X, Y ) = O(h
∞).
We proceed with the first sum in (48). By design, on the support of (1 − χ0)((ηλ)2/3(1 − A))
we have A ≥ 1. If we set A = 1 + µ2, we can perform the standard stationary phase in S with
critical points S = ±µ (alternatively, we may rewrite the Airy function as A+ + A− and use the
associated oscillatory integrals to recover the new phases, indexed by ±). From there, we proceed
as we did with the case 2a . γ. The only difference is that we now have a symbol of order
2/3 in A (coming from 1 − χ0), so one integration by parts with respect to A provides a factor
λ−1λ2/3 = λ−1/3; an integration by parts with respect to Σ yields a factor λ−1 and with respect to
η a factor λ−1λ2/3. Therefore each W˜N,a with N /∈ N1 has at least an O(λ−M/3γ ) contribution for
any M ≥ 1 (where M corresponds to the number of integrations by parts) and we are done, as the
sum is over |N | . γ−1/2. Consider now the second sum in (48). Since the phase function of W 0N,a
does not depend on S, we always have ∂SΨ
0
N,a = 0. We proceed exactly like in the case 2a ≤ γ,
the only difference being that we may take ε = 0. 
3.2. Tangential waves for γ > h2/3(1−ε). We start with the (most difficult) case γ/4 ≤ a ≤ 2γ
and this restricts a ≥ h2/3(1−ε) due to the χ1 cut-off. We re-scale variables:
(49) x = aX , α = aA , t =
√
a
√
1 + aT , s =
√
aS , σ =
√
aΥ , y + t
√
1 + a = a3/2Y .
Define λ = a3/2/h to be our large parameter, then we write
(50) G+h,γ(t, x, y, a, 0, 0) =
a2
(2pih)3
∑
N∈Z
∫
R2
∫
R2
eiλΨN,a,aη2ψ(η)χ1(λ
2/3A)ψ2
(a
γ
A
)
dSdΥdAdη ,
where ΨN,a,a has been introduced in (29) and γ ∼ a. From the compact support of ψ2 we have
A ≤ 6; since critical points are such that S2 = A − 1, Υ2 = A − X , we can restrict ourselves
to |S|, |Υ| < 3 without changing the contribution modulo O(h∞); we therefore insert a suitable
cut-off χ2, and obtain (modulo O(h
∞)) a slightly modified operator,
(51) G+,♯h,γ(t, x, y, a, 0, 0) =
a2
(2pih)3
∑
N
∫
R4
eiλΨN,a,aη2ψ(η)χ1(λ
2
3A)χ2(S,Υ)ψ2
(a
γ
A
)
dSdΥdAdη ,
and G+h,γ = G
+,♯
h,γ + O(h
∞) (remembering that the significant part of the sum over N is for N .
1/
√
a.) Since for X > A there are no real critical points with respect to Υ, we may restrict to
X . 1. As the Green function G+h,γ is symmetric with respect to x and a, we may even restrict
ourselves to x < a, which will be useful later.
Given that ∂SΨN,a,a = η(S
2 + 1− A), by integration by parts in S we may restrict ourselves to
A > 9/10 and therefore G+h,a(t, x, y, a, 0, 0) =
∑
N W
+
N,a(T,X, Y ) +O(h
∞) with
(52) WN,a(T,X, Y ) :=
a2
(2pih)3
∫
R2
∫
R2
eiλΨN,a,aη2ψ(η)χ2(S,Υ)ψ3(A) dSdΥdAdη ,
where ψ3 has support in [9/10, 6] (and actually includes dependence on an harmless factor a/γ,
which we are hiding since it will be irrelevant from now on.)
Remark 3.3. When N . λ, the phase factor eiNB(ηλA
3/2) does not oscillate: we can move it into
the symbol. Indeed, we have |NB(ηλA3/2)| ≃ | b1N
ηλA3/2
| ≃ |N/λ| . 1. The remaining phase is linear
in η, stationary phase in η does not produce decay but localizes the wave front in physical space.
When N ≥ λ, the term NB(ηλA3/2) produces oscillations, but it will allow to perform stationary
phase in both A and η, also providing decay with respect to η (useful especially for N ≥ λ2.)
Proposition 2. Let 1 ≤ |N | . λ and let WN,a(T,X, Y ) be defined in (52). Then the stationary
phase theorem applies in A and yields
(53) WN,a(T,X, Y ) =
a2
h3(Nλ)
1
2
∫
R
∫
R2
eiλη(Y +φN,a(T,X,Υ,S))η2ψ(η)
× χ3(S,Υ, a, 1/N, h, η) dSdΥdη+O(h∞) ,
where χ3 has compact support in (S,Υ) and harmless dependency on the parameters a, h, 1/N, η.
The critical point Ac solves
(54)
T
√
1 + a
2N
√
1 + aA
− Υ+ S
N
− 2A1/2 = 0 .
and the phase function φN,a is given by
(55) φN,a(T,X,Υ, S) =
Υ3
3
+XΥ+
S3
3
+ S − (S +Υ)Ac + T (Ac − 1)
1 +
√
1+aAc
1+a
− 4
3
NA3/2c .
Proof. Using Remark 3.3, we immediately move the factor eiNB(ηλA
3/2) into the symbol. Therefore
the phase ofWN,a becomes ΨN,a,a(T,X, Y,Υ, S, A, η)−NλB(ηλA3/2) which is linear in η and station-
ary in A where its derivative in A vanishes, which is nothing but (54). It immediately follows from
(54) that T/(4N) is bounded when the phase is stationary in A, and even that T/(4N) ∼ √Ac. The
second derivative of the phase with respect to A equals − N
A1/2
(1 + aTA
1/2
√
1+a
4N(1+aA)3/2
); as aT/N = O(a),
the second derivative does not vanish and has size comparable to |N |; from this we may apply
stationary phase to get the desired expansion. 
Setting K := T
4N
and w := S+Υ
2N
, (54) for the critical point Ac becomes
(56) A1/2 = K
√
1 + a
1 + aA
− w.
Lemma 5. The critical point Ac(K,w, a) satisfying (56) is A
1/2
c (·) = K∞(a)−w(1−aE(·)), where
K∞(a) := K
√
2(1+a)
1+
√
1+4K2a(1+a)
and where E is a smooth function, uniformly bounded and defined
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as follows :
E(K,w, a) =
∫ 1
0
A
1/2
c (K, θw, a)
(A
1/2
c (K,θw,a)+θw)
3
K2(1+a)
dθ
1 + aA
1/2
c (K, θw, a)
(A
1/2
c (K,θw,a)+θw)3
K2(1+a)
.
Moreover K → K∞(a) is a smooth bijection near 1 and K∞(a)− 1 = (K − 1)(1 +O(a)).
Proof. At w = 0, A
1/2
c is the unique solution to Z = K
√
1+a
1+aZ2
, therefore we immediately get
A
1/2
c (K, 0, a) = K∞(a). Next, A
1/2
c (K,w, 0) = K − w and ∂a(A1/2 − K
√
1 + a/
√
1 + aA − w) =
K/(2(
√
1 + a(1 + aA)3/2) ∼ K/2, so that we can apply the implicit function theorem to get a
unique solution A
1/2
c (K,w, a). We write A
1/2
c (K,w, a) = A
1/2
c (K, 0, a)+w
∫ 1
0
∂w(A
1/2
c )(K, θw, a)dθ,
and it remains to compute ∂w(A
1/2
c ). Taking the derivative of (56) with respect to w yields
(57) ∂w(A
1/2
c )
(
1 + aA1/2c
K
√
1 + a√
1 + aAc
3
)
= −1
and using again (56) to replace 1√
1+aAc
= A
1/2
c +w
K
√
1+a
provides the desired E(K,w, a). Finally,
K∞(a)− 1 = (K − 1)
√
2(1 + a)√
1 +
√
(1 + 2a)2 + (K2 − 1)4a(a+ 1)
+
√
2(1 + a)√
1 + (1 + 2a)
√
1 + (K2 − 1)O(a)
− 1
and the second line is indeed (K2 − 1)O(a). 
Proposition 3. Let |N | ≥ λ and WN,a(T,X, Y ) be defined in (52), then the stationary phase
applies in both A and η and yields
(58) WN,a(T,X, Y ) =
a2
h3N
∫
R2
eiλΨN,a,a(T,X,Y,Υ,S,Ac,ηc)χ3(S,Υ, a, 1/N, h) dSdΥ+O(h
∞) ,
where χ3 has compact support in (S,Υ) and harmless dependency on the parameters a, h, 1/N .
Proof. The phase ΨN,a,a from (29) is stationary in A, η when ∂AΨN,a,a = 0, ∂ηΨN,a,a = 0, where
∂AΨN,a,a = η
(
−Υ− S + T
2
√
1 + a√
1 + aA
− 2NA1/2(1− 3
4
B′(ηλA3/2))
)
(59)
∂ηΨN,a,a = Y +
Υ3
3
+ Υ(X −A) + S
3
3
+ S(1− A)(60)
+ T
√
1 + a(A− 1)√
1 + a+
√
1 + aA
− 4
3
NA3/2(1− 3
4
B′(ηλA3/2))
where B′(ηλA3/2) ∼ O(1/λ2). The second order derivatives are given by
∂2AΨN,a,a ≃ −η
N
A1/2
, ∂2ηΨN,a,a = NλA
3B′′(ηλA3/2) ≃ N
λ2
,
∂2η,AΨN,a,a = η
−1∂AΨN,a,a +
3
2
ηλNA2B′′(ηλA3/2)).
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As B′′ ∼ O(1/λ3), ∂2η,AΨN,a,a ∼ N/λ2 ; at the critical points, we have det Hess ΨN,a,a ∼ N
2
λ2
, for
N ≥ λ, and we may apply stationary phase in (A, η). 
We now study critical points in (A, η) for |N | > λ. Applying the implicit function theorem to
the system ∂AΨN,a,a = 0, ∂ηΨN,a,a = 0 around (S = 0,Υ = 0) yields at most a pair of critical points
(Ac, ηc) belonging to the support of the symbol and depending on all variables. In the following
we will only need the derivatives of Ac with respect to the two remaining variables S,Υ. For that,
we take the derivatives of (59), (60) with respect to S, Υ. This gives(
∂SAc, ∂Sηc
)( ∂2AΨN,a,a ∂2η,AΨN,a,a
∂2η,AΨN,a,a ∂
2
ηΨN,a,a
)
=
( −1
S2 + 1− Ac
)
,
(
∂ΥAc, ∂Υηc
)( ∂2A(ΨN,a,a) ∂2η,AΨN,a,a)
∂2η,AΨN,a,a) ∂
2
η(ΨN,a,a)
)
=
( −1
Υ2 +X − Ac
)
.
From this system we obtain the following Lemma :
Lemma 6. The critical point Ac is such that, with Ac(S = Υ = 0) = Ac|0,
Ac = Ac|0 + (S,Υ) ·
∫ 1
0
∇(S,Υ)(Ac(T,X, Y, θΥ, θS, a))dθ ,
∇(S,Υ)Ac = NλA
3
cB
′′(ηcλA
3/2
c )
det Hess ΨN,a,a(Ac, ηc)
(
− 1 + 3
2
ηc(S
2 + 1− Ac)/Ac,−1 + 3
2
ηc(Υ
2 +X − Ac)/Ac
)
.
Moreover, Ac|0 = 1 + 4(3YT − 1)(1 +O(a)) belongs to a neighborhood of 1 and at S = Υ = 0,
T = 4N
√
Ac|0(1− 3
4
B′(ηc|0λA
3/2
c|0 )
√
1 + aAc|0
1 + a
(61)
Y = 4N
√
Ac|0(1− 3
4
B′(ηc|0λA3/2c |0)
(Ac|0
3
− (Ac|0 − 1)
√
1 + aAc|0√
1 + a+
√
1 + aAc|0
)
(62)
A
1/2
c|0 =
T
4N
(1 +O(a))(1 +O(λ−2)) .(63)
We are left with an integral over (S,Υ). In the remaining part of this section we prove the
following dispersive estimates that will be crucial in order to obtain better Strichartz estimates
than those implied by the usual duality argument and dispersion (recall t =
√
aT ):
Proposition 4. For |T | ≤ 5
2
, we have
(64) |W0,a(T,X, Y )|+ |G+,♯h,γ(t, x, y, a, 0, 0)| .
√
γ
h2
inf
(
1,
(
h
γt
)1/2)
.
Proposition 5. For 1 ≤ |N | < λ1/3 and |T − 4N | . 1/N , we have
(65) |WN,a(T,X, Y )| . h
1/3
h2((N/λ1/3)1/4 + |N(T − 4N)|1/6) .
Proposition 6. For 1 ≤ |N | < λ1/3 and |T − 4N | & 1/N , we have
(66) |WN,a(T,X, Y )| . h
1/3
h2(1 + |N(T − 4N)|1/2) .
Proposition 7. For N & λ1/3 (hence a . h1/3), we have:
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(1) when λ1/3 . N . λ,
(67) |WN,a(T,X, Y )| . h
1/3
h2((N/λ1/3)1/2 + λ1/6|T − 4N |1/2) ;
(2) when λ . N . 1/
√
a, (hence a . h1/2),
(68) |WN,a(T,X, Y )| . h
1/3λ2/3
h2N
.
Corollary 1. For |T | ≥ λ2, (hence a . h4/7), we have
(69) |G+,♯h,γ(t, x, y, a, 0, 0)| .
h1/3
h2λ4/3
.
The corollary follows at once from the last bound in Proposition 7 and Proposition 1:
(70) |G+,♯h,γ(t, x, y, a, 0, 0)| .
∑
N∈N1(x,y,t)
|WN,a(T,X, Y )| . h
1/3λ2/3
h2N
|T |
λ2
.
h1/3
h2λ4/3
.
We will prove the three propositions in reverse order.
3.2.1. Proof of Proposition 7. We start with λ1/3 . N . λ: we have WN,a(T,X, Y ) from Propo-
sition 3, (53), and Ac = Ac(
T
4N
, S+Υ
2N
, a) from Lemma 5. For φN,a given in (55), we will prove the
following, uniformly in η ∈ supp(ψ)
(71)
∣∣∣∣
∫
R2
eiληφN,a(T,X,Υ,S)χ3(S,Υ, a, 1/N, h, η) dSdΥ
∣∣∣∣ . λ−2/31 + λ1/3|K2∞(a)− 1|1/2 .
Re-scale variables with Υ = λ−1/3p˜ and S = λ−1/3q˜ and define P = λ2/3(K∞(a)2 − X) and
Q = λ2/3(K∞(a)2 − 1). We are reduced to proving, uniformly in (P,Q):
(72)
∣∣∣∣
∫
R2
eiηΦ˜N,a,λχ3(λ
−1/3p˜, λ−1/3q˜, a, 1/N, h, η) dp˜dq˜
∣∣∣∣ . 11 + |Q|1/2 ,
where the rescaled phase Φ˜N,a,λ(T,X, q˜, p˜) = λφN,a(T,X, λ
−1/3p˜, λ−1/3q˜), is such that
∂q˜Φ˜N,a,λ = λ
2/3
(
S2 + 1− Ac(K, S +Υ
2N
, a)
)
|(S,Υ)=(λ−1/3q˜,λ−1/3p˜),(73)
∂p˜Φ˜N,a,λ = λ
2/3
(
Υ2 +X −Ac(K, S +Υ
2N
, a)
)
|(S,Υ)=(λ−1/3 q˜,λ−1/3p˜).(74)
Using Lemma 5, in the new variables
Ac(K, λ
−1/3 (q˜ + p˜)
2N
, a) =
(
K∞(a)− λ−1/3 (q˜ + p˜)
2N
(1− aE)
)2
.
With these notations, the first order derivatives of Φ˜N,a,λ read as
∂q˜Φ˜N,a,λ = q˜
2 −Q+ λ
1/3
N
K∞(a)(p˜+ q˜)(1− aE)− (p˜+ q˜)
2
4N2
(1− aE)2,
∂p˜Φ˜N,a,λ = p˜
2 − P + λ
1/3
N
K∞(a)(p˜+ q˜)(1− aE)− (p˜+ q˜)
2
4N2
(1− aE)2,
where we recall that E is a smooth, uniformly bounded function. As λ1/3 . N , if Q,P are bounded,
then (72) obviously holds for bounded (p˜, q˜) and by integration by parts if |(p˜, q˜)| is large. So we
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can assume that |(Q,P )| ≥ r0 with r0 ≫ 1. Set (Q,P ) = r exp(iθ) = r(sin θ, cos θ) and re-scale
again (p˜, q˜) = r1/2(p, q): we aim at
(75)
∣∣∣∣
∫
R2
eir
3/2ηΦN,a,λχ3(λ
−1/3r1/2p, λ−1/3r1/2q, a, 1/N, h, η) dpdq
∣∣∣∣ . 1r5/4 .
Now r0 < r . λ
2/3 (indeed, r ≃ |(P,Q)| . λ2/3), r3/2 is our large parameter, ΦN,a,λ(T,X, q, p) =
r−3/2Φ˜N,a,λ(T,X, r1/2q, r1/2p) and
∂pΦN,a,λ = p
2 − cos θ + λ
1/3K∞(a)(p+ q)
Nr1/2
(1− aE)− (p+ q)
2
4N2
(1− aE)2,(76)
∂qΦN,a,λ = q
2 − sin θ + λ
1/3K∞(a)(p+ q)
Nr1/2
(1− aE)− (p+ q)
2
4N2
(1− aE)2,(77)
where, abusing notations, E is now E(K, r1/2 λ−1/3
2N
(p + q), a). On the support of the symbol
χ3(λ
−1/3r1/2p, λ−1/3r1/2q, a, 1/N, h, η) we have |(p, q)| . λ1/3r−1/2 < λ1/3r−1/20 , and therefore, for
λ1/3 . N , the last term in both derivatives is O(r−10 ), while the next to last term is r
−1/2
0 O(p+ q).
Hence, when |(p, q)| > M with M sufficiently large, the corresponding part of the integral is
O(r−∞) by integration by parts. So we are left with restricting our integral to a compact region in
(p, q), renamming the symbol χ4. We remark that, from X ≤ 1, we have P ≥ Q (and P = Q if and
only if X = 1), that is to say, cos θ ≥ sin θ and therefore θ ∈ (−3π
4
, π
4
). We proceed depending upon
the size of Q = r sin θ. If sin θ < −C/r1/2 for a sufficiently large C > 0, then ∂qΦN,a,λ > c/(2r1/2)
for some C > c > 0 and the phase is non stationary. Indeed, in this case we have
∂qΦN,a,λ ≥ q2 + C
2r1/2
+
λ1/3
N
K∞(a)
(p+ q)
r1/2
(1− aE)− (p+ q)
2
4N2
(1− aE)2 ;
using boundedness of (p, q), |r1/2(p, q)| . λ1/3 (from the support of χ3), and 1 ≪ λ1/3 . N , we
then have
λ1/3
r1/2N
(p+ q)
[
K∞(a)− r
1/2(p+ q)
Nλ1/3
(1− aE)
]
≤ C
4r1/2
.
It follows that ∂qΦN,a,λ > C/(4r
1/2). Next, let sin θ > −C/r1/2 and assume P > 0 (otherwise
apply non-stationary phase), which in turn implies P > r0/2. Indeed, cos θ ≥ sin θ > −C/r1/2
implies that θ ∈ (− C√
r0
, π
4
) and therefore in this regime we have cos θ ≥
√
2
2
. Finally, consider the
case | sin θ| < C/r1/2 for C > 0 like before. Non degenerate stationary phase applies in p, at two
(almost) opposite values of p, such that |p±| ≃ | ±
√
cos θ| ≥ 1/4, which can be written as follows
(78) r
∫
R2
eir
3/2ηΦN,a,λχ4(p, q, a, 1/N, h, η) dpdq
=
r
r3/4
(∫
R
eir
3/2ηΦ+,N,a,λχ+(q, a, 1/N, h, η) dq +
∫
R
eir
3/2Φ−,N,a,λχ−(q, a, 1/N, h, η) dq
)
.
Indeed, the phase is stationary in p when
p2 = cos θ − λ
1/3K∞(a)
Nr1/2
(p+ q)(1− aE) + (p+ q)
2
4N2
(1− aE)2,
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and from cos θ ≥
√
2
2
and 1
r
≤ 1
r0
≪ 1, ∂pΦN,a,λ = 0 has exactly two (separate) solutions, that we
denote p± ≃ ±
√
cos θ +O(r−1/2). Using (76), at these critial points,
∂2pΦN,a,λ|p± = 2p+
λ1/3K∞(a)
Nr1/2
(1 +O(a)) +O(N−2)|p±,
where we used boundedness of (p, q), ∂pE = O( r1/2λ−1/3N ) to deduce smallness of all the terms except
the first one. Then λ1/3 . N , r−1/2 ≪ 1, boundedness of K∞(a) (close to 1) together imply that
for p ∈ {p±}, we have ∂2pΦN,a,λ|p± ≃ 2p± +O(r−1/2) and |p±| ≥ 14 −O(r−1/2); therefore stationary
phase applies. The critical values, denoted Φ±,N,a,λ, are such that
∂qΦ±,N,a,λ(q, .) = ∂qΦN,a,λ(q, p±, .)
= (q2 − sin θ + λ
1/3K∞(a)(p+ q)
Nr1/2
(1− aE)− (p+ q)
2
4N2
(1− aE)2)(p = p±).(79)
As | sin θ| < C/r1/2, the remaining phases Φ−,N,a,λ and Φ+,N,a,λ may be stationary but degenerate.
However, taking two derivatives in (79), one easily checks that |∂3qΦ±,N,a,λ| ≥ 2−O(r−1/20 ). Hence
we get, by Van der Corput lemma,
(80)
∣∣∣∣
∫
R
eir
3/2ηΦ±,N,a,λχ±(q, a, 1/N, h, η) dq
∣∣∣∣ . (r3/2)−1/3 ,
which in turn implies
(81)
∣∣∣∣
∫
R2
eir
3/2ηΦN,a,λχ4(p, q, a, 1/N, h, η) dpdq
∣∣∣∣ . r−5/4.
Notice moreover that |Q| = |r sin θ| ≤ Cr1/2, hence from r2 = P 2 + Q2, we have P ∼ r and, r
being large, 1/r1/4 . 1/(1 + |Q|1/2), we get
(82)
∣∣∣∣
∫
R2
eiληφN,aχ(s, σ, a, 1/N, h, η) dsdσ
∣∣∣∣ . λ−2/3(1 + |Q|1/2) .
Recalling that Q = λ2/3(K2∞(a)− 1) = λ2/3(K∞(a) + 1)(K − 1)(1 +O(a)) and K = T/(4N),
|WN,a(T,X, Y )| . h
1/3
h2
λ5/6
N1/2
1
λ2/3(1 + |Q|1/2) .
h1/3
h2
1
(N/λ1/3)1/2 + λ1/6|T − 4N |1/2 .
In the last case sin θ > C/r1/2, which means P ≥ Q ≥ Cr1/2, stationary phase holds in (p, q) : the
determinant of the Hessian matrix is at least C
√
cos θ
√
sin θ and we get the following bound for
the integral in (81)
C
(
√
cos θ
√
sin θ)1/2r3/2
.
1
r
1
(r
√
cos θ
√
sin θ)1/2
.
1
r
1
(AB)1/4
,
so in this case we get (compare to (71))
(83)
∣∣∣∣
∫
R2
eiλφN,aχ(λ−1/3q˜, λ−1/3p˜, a, 1/N, h, η) dp˜dq˜
∣∣∣∣ . 1λ2/3|PQ|1/4 ≤ 1λ2/3|Q|1/2 .
This eventually yields
|WN,a(T,X, Y )| . h
1/3
h2
λ5/6
N1/2
1
λ2/3|PQ|1/4 .
h1/3
h2
1
λ1/6|T − 4N |1/2 .
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When |N | ≥ λ the proof proceeds similarly : just replace (K∞(a)2 − 1) by Ac|0 − 1 in (71). When
|N | ≤ λ2 we use (61) to replace Ac|0 − 1 in (71) by T4N (1 + O(λ−2)) − 1. When |N | ≥ λ2, we
cannot take advantage of (61) anymore since |T − 4N(1 + O(λ−2))| = |T − 4N + O(N/λ2)| and
the last term can be large. We may use Ac|0 − 1 = 4(3YT − 1)(1 + O(a)) whose infimum is always
0; notice that in this case in the first order derivatives of Φ˜N,a,λ we can keep only the first two
terms (q˜2 −Q, p˜2 − P ), Q = λ2/3(Ac|0 − 1), P = λ2/3(Ac|0 −X), since the part of Ac that depends
on p˜, q˜ is too small to oscillate and we can bring it in the symbol. In fact, discarding the terms
depending on p˜, q˜ in Ac gives essentially a product of two Airy functions whose worst decay is
(1 + |P |)−1/4(1 + |Q|)−1/4. This concludes the proof of Proposition 7. 
3.2.2. Proof of Propositions 6 and 5. As 1 ≤ N < λ1/3 ≪ λ, we move exp(iNB(λA3/2)) (from the
phase ΨN,a,a of WN) into the symbol; the critical point Ac is given in Lemma 5, the critical value
for the phase is ηφN,a and φN,a (defined in (55)) does not depend on η. The following bound is
proved in [6] (for a phase that was constructed differently), uniformly for η ∈ supp(ψ),
(84)
∣∣∣∣
∫
R2
eiληφN,a(T,X,S,Υ)χ3(S,Υ, a, 1/N, h, η) dSdΥ
∣∣∣∣ . N1/4λ−3/4 .
Informally, the decay should be understood as resulting from a non degenerate stationary phase
in one variable, followed by an application of Van der Corput lemma (with a non vanishing fourth
derivative in the remaining variable). This accounts for the 1/2+1/4 = 3/4 exponent on the large
parameter. We now obtain better bounds, either because in the remaining variable the phase has
non vanishing derivative of order three (generating 1/2 + 1/3 = 5/6 decay) or two. In doing so,
we uncover the geometry of the curves on which the phase may degenerate.
Set Λ = λ/N3 to be the new (large) parameter. Re-scale again variables with S = q/N and
Υ = p/N and set ΛΦ˜N,a(T,X, p, q) = λφN,a(T,X, p/N, q/N). On the support of χ we then have
|(q, p)| . N . We are reduced to proving
(85)
∣∣∣∣
∫
R2
eiΛηΦ˜N,aχ(q/N, p/N, a, 1/N, h, η) dpdq
∣∣∣∣. Λ−3/4 .
The first order derivatives of Φ˜N,a with respect to (p, q) are
∇(q,p)Φ˜N,a =
(
q2 +N2(1−Ac), p2 +N2(X − Ac)
)
,
where, using Lemma 5,
(86) Ac
(
K,
(q + p)
2N2
, a
)
=
(
K∞(a)− (q + p)
2N2
(1− aE(K,w, a))
)2∣∣w= (q+p)
2N2
.
We define P = (K2∞(a)−X)N2 and Q = (K2∞(a)− 1)N2. With these notations,
∂qΦ˜N,a = q
2 −Q +K∞(a)(q + p)(1− aE)− 1
4N2
(q + p)2(1− aE)2
∂pΦ˜N,a = p
2 − P +K∞(a)(q + p)(1− aE)− 1
4N2
(q + p)2(1− aE)2 .
Remark 3.4. For N sufficiently small even the terms with 1
N
may provide important contributions.
At this stage and given that all variables were properly rescaled with respect to a, the reader may,
at first, set a = 0 (and even N = 1 !) to make all subsequent computations more straightforward
while capturing the correct asymptotics.
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We start with |(P,Q)| ≥ r0 for some large, fixed r0, in which case we can follow the same
approach as in the previous case. Set again P = r cos θ and Q = r sin θ. If |(p, q)| < r0/2, then
the corresponding integral is non stationary and we get decay by integration by parts. We change
variables (p, q) = r1/2(p′, q′) with r0 ≤ r . N2 and aim at proving
(87)
∣∣∣∣r
∫
R2
eir
3/2ΛηΦN,aχ(r1/2p′/N, r1/2q′/N, a, 1/N, h, η) dp′dq′
∣∣∣∣ . r−1/4Λ−5/6 ,
where χ is compactly supported and ΦN,a(T,X, p
′, q′) := r−3/2Φ˜N,a(T,X, r1/2p′, r1/2q′). Compute
∂p′ΦN,a = p
′2 − cos θ + K∞(a)
r1/2
(q′ + p′)(1− aE)− (q
′ + p′)2(1− aE)2
4N2
,
∂q′ΦN,a = q
′2 − sin θ + K∞(a)
r1/2
(q′ + p′)(1− aE)− (q
′ + p′)2(1− aE)2
4N2
,
as in the previous case, from X ≤ 1 we have P ≥ Q and hence cos θ ≥ sin θ. If |(p′, q′)| ≥ M for
some large M ≥ 1, then, for critical points, p′2c ≥ q′2c and if M is sufficiently large non-stationary
phase applies in p′. Therefore we are reduced, again, to bounded |(p′, q′)|. We deal with three
cases, depending upon Q = r sin θ: if sin θ < − C√
r
for some sufficiently large constant C > 0, then
∂q′ΦN ≥ q′2 + C
r1/2
+
K∞(a)
r1/2
(q′ + p′)(1− aE)− (q
′ + p′)2(1− aE)2
4N2
.
As |(p′, q′)| is bounded, E is bounded, N is sufficiently large (from N > √r ≥ √r0) and 1√r ≥ 1N ,
it follows that non-stationary phase applies: the sum of the last three terms in the previous
inequality is greater than C/(2r1/2) for C large enough. If | sin θ| ≤ C√
r
then, again, θ ∈ (− C√
r0
, π
4
)
and cos θ ≥
√
2
2
. We have |Q| = |r sin θ| ≤ C√r; if |Q| < C, then 1 + |Q| . r1/2, while |P | ≃ r. As
in the previous case the stationary phase applies in p′ with non-degenerate critical points p′± and
yields a factor (r3/2Λ)−1/2; the critical values Φ±,N,a of the phase function at these critical points
are such that |∂3q′Φ±,N,a| ≥ 2− O( 1√r0 ) and therefore the integral with respect to q′ is bounded by
(r3/2Λ)−1/3 by Van der Corput lemma. We obtain (87) and we may bound r−1/4 . (1 + |Q|1/2)−1.
Finally, if sin θ > C√
r
, then Q = r sin θ > C
√
r and therefore N2|K2∞(a)− 1| > Cr1/2. We directly
perform stationary phase with large parameter r3/2Λ as the determinant of the Hessian matrix at
the critical point is at least C
√
cos θ sin θ: this yields the following bound for the left hand side
term in (87)
cr
(
√
sin θ
√
cos θ)1/2r3/2Λ
=
1
Λ
1
(PQ)1/4
≤ 1
Λ
1
Q1/2
.
We have just proved Proposition 6: for N < λ1/3 and |T − 4N | & 1/N ,
|WN,a(T,X, Y )| = h
1/3λ4/3
h2
√
N
√
λN2
∣∣∣r ∫
R2
eir
3/2ΛηΦN,aχ(r1/2p′/N, r1/2q′/N, a, 1/N, h, η) dp′dq′
∣∣∣
.
h1/3λ5/6
h2N5/2
r−1/4
( λ
N3
)−5/6
.
h1/3
h2
1
(1 + |Q|1/2)
.
h1/3
h2
1
(1 +N1/2|T − 4N |1/2) .
We now move to the most delicate case |(P,Q)| ≤ r0. For |(p, q)| large, the phase is non stationary
and integrations by parts provide O(Λ−∞) decay. So we may replace χ by a cutoff, that we still
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call χ, that is compactly supported in |(p, q)| < R. We will improve the estimates from [6] that
were sharp only at p = q = 0 on this limiting case and prove
(88)
∣∣∣∣I :=
∫
R2
eiΛηΦ˜N,aχ(q/N, p/N, a, 1/N, h, η) dpdq
∣∣∣∣. Λ−5/6Λ−1/12 + |Q|1/6 .
In [6], we proved a general lemma covering the most degenerate cases. Here, as explained earlier,
we just proceed by identifying one variable where the usual stationary phase may be performed,
and then evaluate the remaining 1D oscillating integral using Van der Corput lemma with different
decay rates depending on the lower bounds on derivatives of order at most 4.
Replacing Ac using (86) in ∂qΦ˜N,a = q
2+N2(1−A
c
∣∣w= (p+q)
2N2
) and ∂pΦ˜N,a = p
2+N2(X−A
c
∣∣w= (p+q)
2N2
),
∂qΦ˜N,a = q
2 −Q+K∞(a)(q + p)(1− aE)− 1
4N2
(q + p)2(1− aE)2,
∂pΦ˜N,a = p
2 − P +K∞(a)(q + p)(1− aE)− 1
4N2
(q + p)2(1− aE)2.
Define HN such that −pP − qQ+HN(q, p,X, T ) = Φ˜N,a(q, p,X, T ), then
∂qHN = q
2 +K∞(a)(q + p)(1− aE)− 1
4N2
(q + p)2(1− aE)2 ,(89)
∂pHN = p
2 +K∞(a)(q + p)(1− aE)− 1
4N2
(q + p)2(1− aE)2 .(90)
Moreover, the second order derivatives of HN follow directly from those of Φ˜N,a :
∂2qHN = ∂
2
q′q′Φ˜N,a = 2q − 2N2A1/2c ∂w(A1/2c )
∂w
∂q
= 2q′ − A1/2c ∂w(A1/2c )∣∣w= (p+q)
2N2
,(91)
∂2pHN = ∂
2
p′p′Φ˜N,a = 2p− 2N2A1/2c ∂w(A1/2c )
∂w
∂p
= 2p′ −A1/2c ∂w(A1/2c )∣∣w= (p+q)
2N2
,(92)
∂2q,pHN = ∂
2
q′p′Φ˜N,a = 2N
2A1/2c ∂w(A
1/2
c )
∂w
∂q
= −A1/2c ∂w(A1/2c )∣∣w= (p+q)
2N2
,(93)
and we recall from (57) that the derivative of Ac with respect to w is given by
∂w(A
1/2
c )(K,w, a) = −
1
1 + aA
1/2
c
(A
1/2
c +w)3
K2(1+a)
.
The determinant of the Hessian matrix of HN reads as follows
det Hess HN = 4pq − 2(p+ q)A1/2c ∂w(A1/2c )∣∣w= (p+q)
2N2
= 4pq + 2(p+ q)
(K∞(a)− (q+p)2N2 (1− aE))
1 + aA
1/2
c
(A
1/2
c +w)3
K2(1+a)
∣∣w= (p+q)
2N2
.(94)
When det HessHN is away from 0, the usual stationary phase applies, so we expect the worst
contributions to occur in a neighborhood of CN = {(q, p), det Hess HN = 0}. Informally, for
|N | 6= 0, the equation defining CN will be close to either a parabola (|N | = 1) or an hyperbola
(|N | ≥ 2):
C±1∣∣a=0 =
{
(p− q)2 = 2K(p+ q)
}
and, for |N | ≥ 2 , C
N
∣∣a=0 =
{
4pq + 2K(p+ q) =
(p+ q)2
N2
}
.
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These curves suggest to rotate variables: let ξ1 = (p + q)/2 and ξ2 = (p− q)/2. Then p = ξ1 + ξ2
and q = ξ1 − ξ2, and setting hN(ξ1, ξ2) := −Φ˜N,a(p, q), from the above definition of HN we get
hN (ξ1, ξ2) = (ξ1 + ξ2)P + (ξ1 − ξ2)Q−HN(ξ1 − ξ2, ξ1 + ξ2)
= ξ1M1 + ξ2M2 −HN(ξ1 − ξ2, ξ1 + ξ2),
where we set M1 = P +Q and M2 = P −Q. Using
∣∣∣ ∂(p,q)∂(ξ1,ξ2)
∣∣∣ = 2,
1
2
det Hess(ξ1,ξ2)hN =
(
4pq + 2(p+ q)
(K∞(a)− (q+p)2N2 (1− aE))
1 + aA
1/2
c
(A
1/2
c +w)3
K2(1+a)
)∣∣w= (p+q)
2N2
,p=ξ1+ξ2,q=ξ1−ξ2
(95)
= 4
[
ξ21
(
1− 1
N2
(1− aE˜)
)
− ξ22 +K∞(a)ξ1(
1− aE˜
1− aE )
]∣∣w= ξ1
N2
,
where we used (94) and set 1−aE˜(K,w, a) := (1− aE(K,w, a))(1 + aA1/2c (A
1/2
c +w)
3
K2(1+a)
)−1, for w = ξ1
N2
.
Outside a small neighborhood of the set {det Hess (ξ1,ξ2)hN = 0}, the stationary phase applies in
both (ξ1, ξ2); in fact in [6] we focused on degenerate critical points from this set. Here, we let
|N | ≥ 1 and we will consider all cases irrespective of the Hessian. It should nevertheless be clear
from the proof that the most degenerate cases are in a small neighborhood of det Hess(ξ1,ξ2)hN = 0.
We compute first ∂2ξ2hN = −4ξ1: using that ∂p∂ξ2 = −
∂q
∂ξ2
= −1,
∂ξ2(HN(ξ1 − ξ2, ξ1 + ξ2)) = (∂pHN − ∂qHN)∣∣p=ξ1+ξ2,q=ξ1−ξ2(96)
∂2ξ2(HN(ξ1 − ξ2, ξ1 + ξ2)) =
(
∂2pHN − 2∂2p,qHN + ∂2qHN
)∣∣p=ξ1+ξ2,q=ξ1−ξ2 .(97)
Using now (91) and replacing (p, q) by (ξ1 + ξ2, ξ1 − ξ2) yields
(98) ∂2ξ2hN(ξ1, ξ2) = −∂2ξ2(HN(ξ1 − ξ2, ξ1 + ξ2)) = −4ξ1.
Case |ξ1| ≥ c > 0. From (98), stationary phase in ξ2 applies, with large parameter Λ. Using (96),
the critical point is such that M2 = ∂pHN(q, p) − ∂qHN(q, p). Using (89) and (90) and replacing
p, q by (ξ1 + ξ2), (ξ1 − ξ2), we get M2 = 4ξ1ξ2, so that ξ2,c = M24ξ1 . Next, compute higher order
derivatives for the critical value of the phase hN(ξ1, ξ2) at ξ2 = ξ2,c:
∂ξ1(hN (ξ1, ξ2,c)) = ∂ξ1hN(ξ1, ξ2)|ξ2=ξ2,c +
∂ξ2,c
∂ξ1
∂ξ2hN (ξ1, ξ2)|ξ2=ξ2,c = ∂ξ1hN (ξ1, ξ2)|ξ2=ξ2,c(99)
=M1 − (∂pHN + ∂qHN)∣∣q=ξ1−ξ2,p=ξ1+ξ2
=M1 − 2ξ21
(
1− 1
N2
(1− aE)2
)
− 2ξ22,c − 4K∞(a)ξ1(1− aE)∣∣w= p+q
2N2
.
The second order derivative of hN(ξ1, ξ2,c) with respect to ξ1 equals
∂2ξ1(hN(ξ1, ξ2,c)) = −4
[
ξ1
(
1− 1
N2
(1− aE)2 − a
N2
(1− aE)ξ1∂ξ1E
)
− M
2
2
16ξ31
(100)
+K∞(a)
(
(1− aE)− aξ1∂ξ1E
)]
= −4
[
ξ1
(
1− 1
N2
(1− aE˜)
)
− M
2
2
16ξ31
+K∞(a)
1− aE˜
1− aE
]
,
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where E˜ is defined as
(101) 1− aE˜(K, ξ1/N2, a) := (1− aE(K, ξ1/N2, a)(1− aE(K, ξ1/N2, a)− aξ1∂ξ1(E(K, ξ1/N2, a)) .
Lemma 7. For |N | ≥ 1, the critical point ξ1 of hN(ξ1, ξ2,c) can be degenerate of order at most 2.
We need to prove that, when ∂ξ1(hN(ξ1, ξ2,c)) = ∂
2
ξ1
(hN(ξ1, ξ2,c)) = 0, the third order derivative
doesn’t vanish. Taking the derivative of (100) with respect to ξ1 yields
(102) ∂3ξ1(hN(ξ1, ξ2,c)) = −4
[(
1− 1
N2
(1− a∂ξ1(ξ1E˜))
)
+
3M22
16ξ41
+
aK∞(a)E˘
(1− aE)2
]
,
where we set E˘ := (1− aE˜)∂ξ1E − (1− aE)∂ξ1E˜ . For all |N | ≥ 2, the bracket in the right hand side
term of (102) is strictly positive and we may apply Van der Corput lemma with non-vanishing
third order derivative. We are left with |N | = 1 where the third order derivative may vanish when
M2 is very small : but in this case, the second derivative given in (100) doesn’t vanish and we can
apply the usual stationary phase. Indeed, recall that (ξ1, ξ2) is bounded (from (p, q) bounded).
Therefore, when N2 = 1, the coefficient of ξ1 in (100) is O(a) and for M2 such that |M2| ≤ 4c2 we
have | M22
16ξ31
| ≤ c for every |ξ1| ≥ c. We conclude using that K∞(a) ∼ 1. As such, the contribution of
the set |ξ1| > c (88) is at most C(c)× 1/Λ1/2× 1/Λ1/3, where the first factor is the non degenerate
stationary phase in ξ2 and the second one is coming from Van der Corput in ξ1, irrespective of the
value of N . We stress that we made no use of the value of the Hessian here. 
Case |ξ1| ≤ c. Let now ξ1 belong to a small neighbourhood of 0, |ξ1| ≤ c < 1/2, then stationary
phase (with non-degenerate critical point) applies in ξ1: using (89) and (90), compute (see (99))
∂ξ1hN(ξ1, ξ2) =M1 − 2ξ21
(
1− 1
N2
(1− aE)2
)
− 2ξ22 − 4K∞(a)ξ1(1− aE)∣∣w= ξ1
N2
(103)
∂2ξ1hN(ξ1, ξ2) = −4
(
ξ1(1− 1
N2
(1− aE˜)) +K∞(a)1− aE˜
1− aE
)
,(104)
where E˜ was defined in (101). As a ≪ 1 and E˜ , E are uniformly bounded, ∂2ξ1hN cannot vanish
provided ξ1 is sufficiently small. We denote ξ1,c the solution to ∂ξ1hN(ξ1, ξ2) = 0, then, using (103),
(105) ξ21,c
(
1− 1
N2
(1− aE)2
)
+ 2K∞(a)ξ1,c(1− aE)
∣∣∣
w=
ξ1,c
N2
=
M1
2
− ξ22 .
Remark 3.5. Since |M1| = |P +Q| ≤ 2r0 with r0 fixed, it follows from (105) that both ξ1,c and ξ2
remain bounded at stationary points and |M1/2− ξ22 | ≤ 4c.
Recall that E is a function of (K, ξ1
N2
, a) (and, in particular, independent of ξ2), uniformly
bounded, which implies that the same holds within parenthesis in (105). Consider a = 0, then
(105) has an unique, explicit solution that reads as follows (we chose the solution that is closer to
zero, as both ξ1 and M1/2− ξ22 are small)
ξ1,c|a=0 = (M1/2− ξ22)F0(M1/2− ξ22 , 1/N2, K),
F0(M1/2− ξ22 , 1/N2, K) =
1
K +
√
K2 + (M1/2− ξ22)(1− 1/N2)
, ∀N 6= 0.
Lemma 8. The solution to ∂ξ1hN = 0 reads as follows
(106) ξ1,c = (M1/2− ξ22)F (M1/2− ξ22 , 1/N2, K, a),
23
where F is a smooth function in all the variables such that |∂kξ2F | ≤ Ck, for all k ≥ 0, where Ck
are positive constants. Moreover, F (M1/2− ξ22 , 1/N2, K, 0) = F0(M1/2− ξ22 , 1/N2, K).
Proof. From E being a function of (K, ξ1/N2, a), we let
H(ξ1, 1/N
2, K, a, z) := ξ21
(
1− 1
N2
(1− aE)2
)
+ 2K∞(a)ξ1(1− aE)− z
and therefore (105) translates into H(ξ1,c, 1/N
2, K, a,M1/2− ξ22) = 0. As both ξ1 and z are small,
we may set ξ1 = zF (z), and apply the implicit function theorem to H˜(F, z, a) = zF
2(1 − (1 −
aE2(zF ))/N2)+2K∞(a)F (1−aE(zF ))−1: notice that H˜(1/(2K), 0, 0) = 0 and ∂F H˜(1/(2K), 0, 0) =
2K. Let z =M1/2− ξ22 . We get a function F (z, 1/N2, K, a) such that
ξ1,c = zF (z, ·), ∂z(ξ1,c) = 1
∂zH(F (z, ·), ·) + 1 .
In doing so, we may possibly reduce the size of the constant c without loss of generality. Knowing
the explicit formula for a = 0 yields F (·, 0) = F0. 
Let h˜N(ξ2) := hN (ξ1,c, ξ2), with ξ1,c given in (106): as
∂ξ2 h˜N (ξ2) = ∂ξ2ξ1,c∂ξ1hN (ξ1,c, ξ2) + ∂ξ2hN(ξ1, ξ2)|ξ1=ξ1,c = ∂ξ2hN (ξ1, ξ2)|ξ1=ξ1,c ,
it follows from (96) that ∂ξ2 h˜N = 0 if and only if M2 − (∂pHN − ∂qHN )(q, p)|(ξ1,ξ2) = 0. Using (89)
and (90), we have ∂ξ2 h˜N = 0 if and only if M2 − 4ξ1,cξ2 = 0. We need the second derivative of h˜N
that we will compute using ∂ξ2 h˜N(ξ2) =M2 − 4ξ1,cξ2. Since
∂2ξ2 h˜N = −4(∂ξ2ξ1,cξ2 + ξ1,c),
we first compute the derivatives of ξ1,c with respect to ξ2. Using (106), we have, for z =M1/2−ξ22 ,
∂ξ2ξ1,c =
dz
dξ2
∂z(zF (z, ·)) = −2ξ2F˜ (M1/2− ξ22 , ·),
where we have set F˜ (z, ·) = F (z, ·) + z∂zF (z, ·). The second derivative of h˜N is then
∂2ξ2 h˜N = −4(∂ξ2ξ1,cξ2 + ξ1,c)
= −4
(
(M1/2− ξ22)F (M1/2− ξ22 , ·)− 2ξ22F˜ (M1/2− ξ22 , ·)
)
= −4
(
(M1/2− ξ22)(F + 2F˜ )(M1/2− ξ22 , ·)−M1F˜ (M1/2− ξ22 , ·)
)
.
As |z| < 4c and a ≪ 1, if |M1| > 15c we have |∂2ξ2 h˜N | ≥ c/K and the usual stationary phase in
ξ2 will hold (notice how this is consistent with being away from a small neighborhood of CN , see
(95)). Since z is small, critical points are degenerate if and only if
(107) M1F (z, ·)− 3zF (z, ·) + z(M1 − 2z)∂zF (z, ·) = 0 .
As bothM1 and z are now of size at most 15c, the third term is O(c
2) and we set z =M1Z(M1, a):
we letH(Z,M1, a) = F (M1Z, ·)−3ZF (M1Z, ·)+Z(M1−2M1Z)(∂zF )(M1Z, ·), so thatH(1/3, 0, 0) =
0 and ∂ZH(1/3, 0, 0) ∼ F (0, ·, 0) 6= 0, so that z = M1Z(M1, a), with Z(0, 0) = 1/3. Moreover, we
may compute exactly Z(M1, 0) = Z0(M1, K, 1/N
2). Therefore, we have
(108) (M1/2− ξ22) =M1Z(M1, 1/N2, K, a), Z(0, 1/N2, K, 0) = 1/3.
Therefore, degenerate critical points ξ2,± (solution to ∂2ξ2 h˜N = 0) only exist if M1 ≥ 0 (otherwise,
non degenerate stationary phase applies and provides better decay 1/
√
(−M1Λ), but this case will
24
be subsumed in a later application of Van der Corput). These ξ2,± are functions of
√
M1 that
coincide at M1 = 0 (at which they are both equal to 0.) In fact, from(108) we get
(109) ξ2,± = ±
√
M1√
6
(1 +O(M1, a)) .
We now compute the second and third derivatives of ξ1,c with respect to ξ2 :
∂2ξ2ξ1,c =
d2z
dξ22
∂z(zF (z)) + (
dz
dξ2
)2∂2z (zF (z))|z=(M1/2−2ξ22) = −2F˜ (M1/2− 2ξ22) + 4ξ22∂zF˜ (M1/2− 2ξ22),
and therefore
(110) ∂3ξ2 h˜N(ξ2) = −4(2∂ξ2ξ1,c + ξ2∂2ξ2ξ1,c)
= 24ξ2
(
F˜ (M1/2− 2ξ22 , ·) +
2
3
ξ22∂zF˜ (M1/2− 2ξ22, ·)
)
=
12ξ2
K
(1 +O(ξ22, a)).
At M1 = 0 the order of degeneracy is higher as ξ2,±|M1=0 = 0 and ∂3ξ2 h˜N(ξ2,±)|M1=0 = 0. However,
the fourth derivative doesn’t cancel at ξ2,± as it stays close to 12/K for small a (recall the O(·) of
(110) is a smooth function of its arguments, hence we do not need to compute further derivatives
of ξ1,c to get the leading term). Going back to ∂ξ2 h˜N = 0, we deduce that M2 = O(c
3/2). When
degenerate critical points exist, from M2 = 4ξ1,c|ξ2,±ξ2,±, using (106) and (109), we have
(111) M2 = 4
ξ32,±
K
(1 +O(M1, a)) = ±
√
2
3
√
3K
M
3/2
1 (1 +O(M1, a)) .
Hence, at degenerate critical points, we must have (111), which is at leading order the equation of
a cusp. We may now conclude in the small neighborhood Bc = {|ξ1|+ |ξ2|2 + |M1|+ |M2|2/3} . c
(as outside the usual stationary phase in both variables applies) by using Van der Corput lemma
on the remaining oscillatory integral in ξ2, with phase hN(ξ2): ∂
4
ξ2
hN is bounded from below, which
yields an upper bound Λ−1/4 (uniformly in all parameters). When moreover M1 6= 0, the third
derivative of the phase is bounded from below by |ξ2|/K: either |ξ22 −M1/6| < |M1|/12 and then
|∂3ξ2hN | is bounded from below by |M1|/(12K), or |ξ22 −M1/6| > (|M1|/12) and ∂2ξ2hN is, again,
bounded from below by |M1|/(12K): then, |∂2ξ2hN |+ |∂3ξ2hN | > |M1|/(12K), which yields an upper
bound (
√|M1|Λ)−1/3. Finally, we obtained
(112) |I| . 1
Λ1/2
inf
(
1
Λ1/4
,
1
|M1|1/6Λ1/3
)
.
From M1 = P +Q and M2 = P −Q ≃ ±|M1|3/2 ≪ |M1|, P ∼ Q and therefore |M1| ∼ 2|Q|, which
is our desired bound, as the non degenerate stationary phase in ξ1 provided the factor Λ
−1/2. 
Remark 3.6. The same rotation of the (S,Υ) variables may also be applied when |N | > λ1/3 (and
|N | < λ1/3, (P,Q) large). While longer than the direct argument we used, it does provide more
insight on the geometry of the wave front. However, the worst possible non degenerate stationary
phase scenario, around N ∼ λ2/3 provides the same λ2/3 decay as the most degenerate case :
singular points cannot be singled out in decay estimates, even if we know precisely where they are.
This set of N ’s turns out to be the worst case scenario for Strichartz estimates later.
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3.2.3. Proof of Proposition 4. We first prove that for |T | ≤ 5
2
onlyWN,a(T,X, Y ) with N ∈ {0,±1}
provide a non-trivial contribution. The phase ΨN,a,a is stationary for A such that
(113)
T
√
1 + a
2
√
1 + aA
= 2
√
AN +Υ+ S, N ∈ Z,
and stationary for Υ, S such that S2 = A − 1 and Υ2 = A − X , with X ≥ 0; therefore we must
have |Υ+ S|2 < 4A. Let |T | ≤ 5
2
and consider |N | ≥ 2: if ΨN,a,a(T, ·) is stationary in (A,Υ, S)
then
5
√
1 + a
8
√
1 + aA
≥
∣∣∣ T
√
1 + a
2
√
1 + aA
∣∣∣ ≥ 2√A|N | − |Υ+ S| ≥ 2√A(2− |Υ+ S|
2
√
A
)
≥ 2
√
A,
which yields
√
A ≤ 5
16
, but for such small values of A the phase would be non-stationary in S (and
we are out of the support of ψ3(A).) Therefore, for such T ’s, the sum over N in G
+,♯
h,γ(T, ·) reduces
to N ∈ {0,±1}. Let N = 0: we will apply the stationary phase in (A,Υ, S) as long as |Υ+S| ≥ c
for some small constant c > 0. Compute
(114) detHessA,Υ,SΨ0,a,a(T, ·)|∇Ψ0,a,a=0 = 2|Υ+ S|
[
1 + 4a
SΥ(Υ+ S)2
(1 + a)T 2
]
,
and the critical points satisfy (113) with N = 0, which yields 4aSΥ(Υ+S)
2
(1+a)T 2
≤ aA ≪ 1. Therefore
(114) only vanishes for Υ+S = 0. Write 1 = χ0(Υ+S)+(1−χ0)(Υ+S), where χ0 ∈ C∞0 (−2c, 2c)
and χ0 = 1 on [−c, c] for some small c and writeW0,a := W0,a,χ0+W0,a,1−χ0 accordingly, by splitting
the symbol. Then inW0,a,1−χ0 the usual stationary phase applies with large parameter λ and yields
|W0,a,1−χ0(T,X, Y )| .
a2
h3
λ−3/2 ≃ 1
h2
h1/2
a1/4
≤ 1
h2
(h
t
)1/2
.
On the support of W0,a,χ0 we have to sort out more cases: using (113), Ψ0,a,a is non-stationary in
A on the support of χ0(S +Υ) if |T | ≥ 4c or if |X − 1| ≥ 4c. Set ξ1 = Υ+ S, ξ2 = S −Υ, and
g(ξ1, ξ2, A) :=Ψ0,a,a(T,X, Y, (ξ1 − ξ2)/2, (ξ1 + ξ2)/2, A, 1)
=
(ξ1 − ξ2)3
3
+X
(ξ1 − ξ2)
2
+
(ξ1 + ξ2)
3
3
+
(ξ1 + ξ2)
2
− ξ1A+ T
√
1 + a(A− 1)√
1 + aA+
√
1 + a
,(115)
with ξ1 ≤ 2c, |T | ≤ 4c, |X − 1| ≤ 4c. Then the stationary phase applies in (ξ1, A): we have
(116) ∂ξ1g = 2ξ
2
1 + 2ξ
2
2 + (1 +X − 2A)/2, ∂Ag = −ξ1 +
T
√
1 + a
2
√
1 + aA
,
then ∂2ξ1,Ag = −1, while |(∂2ξ1g)(∂2Ag)| ≃ |aTξ1| = O(a) and by stationary phase we get a decay
factor λ−1 and are left with the integration in ξ2. If we denote ξ1,c, Ac the critical points satisfying
∇ξ1,Ag = 0, we have
∂ξ2g(ξ1,c, ξ2, Ac) = 4ξ1,cξ2 + (1−X)/2, ∂2ξ2g(ξ1,c, ξ2, Ac) = 4ξ1,c + 4ξ2∂ξ2ξ1,c.
Using (116) we compute
ξ21,c
(
1 + 2a(ξ21,c + ξ
2
2 + (1 +X)/4)
)
=
T 2
4
(1 + a),
and therefore ξ1,c =
T
2
(1+O(a) and ∂ξ2ξ1,c = −2aξ2ξ1,c(1+O(a)) which yields ∂2ξ2g(ξ1,c, ξ2, Ac, ·) =
4ξ1,c(1 + O(aξ
2
2)). If λ|T | ≥ M , for some large M > 1 then stationary phase applies in ξ2 and
26
yields an additional factor (λ|T |)−1/2. We eventually find for some large M > 1,
|W0,a,χ0(T,X, Y )| .
a2
h3
{
λ−1(λ|T |)−1/2, if M/λ ≤ |T |(≤ 5c),
λ−1, if |T | ≤M/λ.
For |T | ∈ [M/λ, 5c], we have a2
h3
λ−1(λ|T |)−1/2 = 1
h2
(h
t
)1/2. For |T | = |t|√
a
≤ M/λ = Mh/a3/2 we
have a
2
h3
λ−1 =
√
a
h2
≤ M
h2
(h
t
)1/2 since t > Mh/a. This yields |W0,a,χ0(T,X, Y )| . 1h2 (ht )1/2. Let now
N = 1 and |T | ≤ 5
2
: using (113) with N = 1 yields
(117)
5
√
1 + a
8
√
1 + aA
≥ |T |
√
1 + a
2
√
1 + aA
≥ 2
√
A− |Υ+ S|,
and therefore |Υ+ S| ≥ 3
8
when the phase is stationary in A. Compute
detHessA,Υ,SΨ1,a,a(T, ·) =
∣∣∣4SΥ∂2AΨ1,a,a(T, ·)− 2(Υ + S)∣∣∣,
where ∂2AΨ1,a,a = − 1√A+∂2AΨ0,a,a = − 1√A+O(a). If |S| ≤ 116 or |Υ| ≤ 116 , then using |Υ+S| ≥ 38 we
apply stationary phase in (A,Υ, S) since 2|Υ+S|−4 |SΥ|√
A
≥ 3
4
− |Υ|
2
√
A
≥ 1
4
. If both |S|, |Υ| ≥ 1
16
and
|2 SΥ√
A
+Υ+S| ≥ c for some c > 0, stationary phase applies. Consider the case |2 SΥ√
A
+Υ+S| ≤ 2c
for some small c and |S|, |Υ| ≥ 1
16
: then S,Υ < 0 and the critical points are Sc = −
√
A− 1,
Υc = −
√
A−X. A should be solution to
2
√
A−X√A− 1√
A
=
√
A− 1 +√A−X ⇔ 1√
1− 1/A +
1√
1−X/A = 2
and since 1√
1−X/A ≥ 1 and
1√
1−1/A ≃ 1 + 1/(2A) + O(1/(2A)
2) > 1 + 1/A ≥ 1 + 1/9, there is
no solution. Therefore for critical A, S,Υ, | detHessA,Υ,SΨ1,a,a(T, ·)| ≥ c > 0. Stationary phase
then applies, providing a factor λ−3/2 and |W1,a(T, ·)| . 1h2 (ht )1/2. Notice that if |T | takes larger
values, (117) doesn’t help anymore to lower bound |Υ+ S| : when |T | ≃ 4 we start to see the first
swallowtail in the wavefront set. This completes the proof of Proposition 4. 
3.3. Transverse waves for γ > h2/3−ε. We now consider a < γ/4: re-scale variables,
(118) x = γX , α = γA , t =
√
γT , s =
√
γS , σ =
√
γΥ , y + t
√
1 + γ = γ3/2Y .
Let λγ = γ
3/2/h be our large parameter, with ΨN,a,γ introduced in in (29), we have
(119) G+h,γ(t, x, y, a, 0, 0) =
γ2
(2pih)3
∑
N
∫
R2
∫
R2
eiλΨN,a,γη2ψ(η)χ1(λ
2/3A)ψ2(A) dSdΥdAdη ,
where suppψ2 ⊂ [1/2, 32 ]. As critical points in S,Υ are such that S2 = A− aγ , Υ2 = A−X , using
that A ≤ 3/2 we restrict ourselves to |S|, |Υ| < 3/2 without changing the contribution modulo
O(h∞). As for X > A there are no real critical points with respect to Υ, we may restrict to X . 1
(hence x . γ. Actually from symmetry of the Green function G+h,γ, we could even restrict to x < a,
e.g. X < a/γ < 1/4 but we will not need it).
Therefore G+h,γ(t, x, y, a, 0, 0) = G
+,♭
h,γ +O(h
∞) with G+,♭h,γ =
∑
N WN,γ(T,X, Y ) and
(120) WN,γ(T,X, Y ) :=
γ2
(2pih)3
∫
R2
∫
R2
eiλΨN,a,γη2ψ(η)χ2(S)χ2(Υ)ψ2(A) dSdΥdAdη .
Here we dropped the χ1 cut-off that is irrelevant since we consider λγ to be large. We will prove
the following propositions (recall t =
√
γT , therefore tγ/h = Tλγ):
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Proposition 8. For |T | . 1, we have
(121) |W0,γ(T,X, Y )|+ |G+,♭h,γ(, x, y, a, 0, 0)| .
√
γ
h2
inf
(
1,
(
h
γt
)1/2)
.
Proposition 9. For 1 . |T | . 9, we have
∑
|N |≤2
|WN,γ(T,X, Y )| .
√
γ
h2
inf
(
1,
(
h
γt
)1/3)
∼ γ
1/6
h2
(
h
t
)1/3
.
Proposition 10. For 9 . |T | . λ2γ, we have
|WN,γ(T,X, Y )| .
√
γ
h2
h1/3√
γN1/2
=
h1/3γ1/4
h2
√
t
,
(122) |G+,♭h,γ(t, x, y, a, 0, 0)| .
h1/3γ1/4
h2
√
t
.
Proposition 11. For |T | & λ2γ, we have
(123) |WN,γ(T,X, Y )| . γ
2
h3λ
5/6
γ N
,
(124) |G+,♭h,γ(t, x, y, a, 0, 0)| .
√
γ
h2
(
h
γ3/2
)11/6
=
h1/3
h2λ
3/2
γ
.
We start withWN,γ. As a/γ < 1/4 and A > 1/2, |S±| =
√
A− a
γ
> 1/2 and the usual stationary
phase applies in this variable; the critical values of the phase are ΨN,a,γ(T,X, Y,Υ, S±, A, η) ∈
{Ψ±N,a,γ(T,X, Y,Υ, A, η)}, where Ψ±N,a,γ(T,X, Y,Υ, A, η) have been defined in (40) and accordingly
we set WN,γ = W
+
N,γ +W
−
N,γ . The phases Ψ
±
N,a,γ are stationary in A when
(125)
T
2
√
1 + γA
−Υ±
√
A− a
γ
= 2N
√
A
(
1− 3
4
B′(ηλγA3/2)
)
.
The second derivative with respect to A is
(126) ∂2AΨ
±
N,a,,γ = −
γT
4
√
1 + γA
3 ±
1
2
√
A− a/γ −
N√
A
(
1− 3
4
B′(z)− 9
4
zB′′(z)
)∣∣z=ηλγA3/2 .
If N = 0, the middle term dominates the first one (as γ ≪ 1). If |N | ≥ 1, the last term overcomes
the next to last: this is obvious unless |N | = 1, in which case √A ∼ 2√A− a/γ would imply
3A ∼ a/γ < 1/4 which is excluded by the support condition on A. Therefore |∂2AΨ±N,a,γ| & 1.
The stationary phase in A applies so we are left to deal with the remaining variables Υ, η. When
|T | is not too large, we will only integrate in Υ and then simply discard the integral in η which
is bounded as it has compact support; when |T | > λ2γ the stationary phase in η turns out to be
particularly useful. The critical value of the phase functions Ψ±N,a,γ(T,X, Y,Υ, Ac, η) satisfies
(127) ∂ΥΨ
±
N,a,γ(T,X, Y,Υ, Ac, η) = Υ
2 +X − A,
∂2ΥΨ
±
N,a,γ|Ac = (∂
2
ΥΨ
±
N,a,γ + 2∂ΥAc∂
2
Υ,AΨ
±
N,a,γ + (∂ΥAc)
2∂2AΨ
±
N,a,γ)|Ac .
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From (125) (equation on Ac = Ac(Υ, T, N, η)), we have (∂ΥAc)(∂
2
AΨ
±
N,a,γ|Ac) = 1. Then,
(128) ∂2ΥΨ
±
N,a,γ|Ac = 2Υ + ∂ΥAc(1 + 2∂2Υ,AΨ±N,a,γ) = 2Υ− ∂ΥAc.
Lemma 9. For a given |N | ≥ 2 and a given point (T,X, Y ) with T ∼ 4N , the phase Ψ±N,a,γ|Ac has
at most one degenerate critical point of order two with respect to Υ.
Proof. Let |N | ≥ 2. Using (126), ∂2ΥΨ±N,a,γ,|Ac = 0 becomes
2Υ = ∂ΥAc =
−2√Ac
(2N ∓ 1)(1− 3
4
B′(z)− 9
4
zB′′(z))∓ 3
4
(B′(z) + 3zB′′(z)) + γTA
1/2
c
2(1+γAc)3/2
,
with z = ηλγA
3/2
c . From (125) we also get
(129)
√
Ac =
T
2
√
1+γAc
−Υ∓ a/γ
(
√
Ac+
√
Ac−a/γ)
− 3
4
√
AcB
′(ηλγA
3/2
c )
(2N ∓ 1)(1− 3
4
B′(ηλγA
3/2
c ))
hence a solution to ∂2ΥΨ
±
N,a,γ,±|Ac = 0 is such that
Υ =
Υ− T
2
(1 +O(γ)) +O(a/γ) +O(λ−2γ )
(2N ∓ 1)2(1 +O(λ−2γ ) +O(γ))
.
Notice that for every given T,N we obtain an unique solution Υc(T,N, γ). Asking Υc to be a
critical point gives also Υ2c = Ac−X , which provides the relation between T and X at those points
where the phase is degenerate of order at least two. To check the order of degeneracy we consider
higher order derivatives. We have ∂3ΥΨ
±
N,a,γ|Ac = 2− ∂2ΥAc = 2 + (∂ΥAc)3∂3AΨ±N,a,γ|Ac . Compute
(130) ∂3AΨ
±
N,a,,γ|Ac =
3γ2T
8
√
1 + γA
5 ∓
1
4
√
A− a/γ3
+
N
2
√
A
3 (1 +O(λ
−2
γ )),
hence ∂3AΨ
±
N,a,γ|Ac ≃ (N∓1/2)2A3/2c , while ∂ΥAc ≃ (∂
2
AΨ
±
N,a,γ|Ac)−1 ≃ −
√
Ac
(N∓1/2) and (∂ΥAc)
3 ≃ − A3/2c
(N∓1/2)3
which means that for |N | ≥ 2 the critical point Υc is degenerate of order exactly two and the
absolute value of the third derivative is bounded from below by a constant. 
Lemma 10. For N = 0 and T 6= 0, we have ∂2ΥΨ±0,a,γ|Ac = T (1 +O(γ)).
Proof. Let N = 0 and Ac = Ac(Υ, T, N, η) be the solution to (125); taking the derivative with
respect to Υ yields
∂ΥAc = ± 2
√
Ac − a/γ
1 ∓ γT
√
Ac−a/γ
2(1+γAc)3/2
=
2(Υ− T
2
√
1+γAc
)
1 + γT
2(1+γAc)3/2
( T
2
√
1+γAc
−Υ) ,
and we obtain, after replacing Υ with its expression from (125)
(131) ∂2ΥΨ
±
0,a,γ |Ac = 2Υ−
2(Υ− T
2
√
1+γAc
)
1 + γT
2(1+γAc)3/2
( T
2
√
1+γAc
−Υ) =
T√
1 + γAc
(
1∓ γ
√
Ac − a/γ
2(1 + γAc)
)
,
which ends the proof. 
Lemma 11. For N = ±1 the following holds:
(1) each phase function Ψ∓±1,a,γ(T,X, Y,Υ, Ac, η) has at most one degenerate critical point Υc
of order exactly two. Moreover, |Υc| ≤ Ac and |T | &
√
Ac.
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(2) for T 6= 0, we have ∂2ΥΨ±±,a,γ|Ac ≃ T (1 +O(γ)).
Proof. Let N = 1 : for Ψ−1,a,γ the proof follows the one of Lemma 3.3, except for the lower bound
on T that is a direct consequence of (125), with ± = −. For Ψ+1,a,γ we proceed as in the proof of
Lemma 10; notice that in that case, (125), with ± = + forces |T | . 1. 
Lemma 12. Let λ2γ . |N | and Ψ±N,a,γ given in (40). Then stationary phase applies for Ψ±N,a,γ in
(A, η) and, moreover, its critical value Ψ±N,a,γ(T,X, Y,Υ, Ac, ηc) has at most one critical point of
order exactly two in Υ.
Proof. The derivatives with respect to A, η of Ψ±N,a,γ are given by
∂A(Ψ
±
N,a,γ) = η
( T
2
√
1 + γA
+Υ3/3 + Υ(X − A)±
√
A− a/γ − 2N(1− 3
4
B′(ηλγA3/2))
)
,
∂η(Ψ
±
N,a,γ) = Y +Υ
3/3 + Υ(X −A)± 2
3
(A− a
γ
)3/2 + T
(
√
1 + γA−√1 + γ)
γ
−4
3
NA3/2(1− 3
4
B′(ηλγA3/2)).
The second order derivatives are
∂2A(Ψ
±
N,a,γ) = RHS term in (126) , ∂
2
η(Ψ
±
N,a,γ) = NλγA
3B′′(ηλγA3/2) ≃ N
λ2γ
,
∂2η,A(Ψ
±
N,a,γ) = η
−1∂AΨ±N,a,γ +
3
2
ηλγNA
2B′′(ηλγA3/2),
and when ∇A,ηΨ±N,a,γ = 0, the determinant of the Hessian matrix of Ψ±N,a,γ is
det Hess Ψ±
N,a,γ|∇A,ηΨ±N,a,γ=0
∼ N
2
λ2γ
, N ≥ λ2γ .
It remains to deal with the integral in Υ. We proceed exactly like in the proof of Lemma 3.3: the
critical point Ac is given by the same formula while the critical point ηc doesn’t interfere here, as
∂Υ
(
Ψ±N,a,γ(T,X, Y,Υ, Ac, ηc)
)
= ηc(Υ
2 +X −Ac)
∂2Υ
(
Ψ±N,a,γ(T,X, Y,Υ, Ac, ηc)
)
= ∂Υηc(Υ
2 +X −Ac) + ηc(2Υ− ∂ΥAc)
and at the stationary point Υ2 +X − Ac = 0, we get the same formula as in (128) (with a factor
ηc near 1). In the same way, the third derivative is
∂3Υ
(
Ψ±N,a,γ(T,X, Y,Υ, Ac, ηc)
)
= ∂2Υηc(Υ
2 +X − Ac) + 2∂Υηc(2Υ− ∂ΥAc) + ηc(2− ∂2ΥAc),
hence when the first and second derivative vanish, the third one behaves exactly like (130). 
We now consider several cases, depending on T . If |T | . 1, we can easily see that Ψ±N,a,γ can be
stationary only for N ∈ {0,±1}, since for |N | ≥ 2 (125) has no solution for A: (2N − 1)√A(1 −
C/λ2γ) ≤ 1/2 + 3/2 yields for, |N | = 2, A < 4/9(1 + C˜/λ2), which is outside the support of A for
λγ large enough.
Let first N = 0. Replacing N = 0 in (126) gives |∂2AΨ±0,a,γ| ≃ 1/2, hence stationary phase applies
in A with large parameter λγ . From Lemma 10 it follows that ∂
2
ΥΨ
±
0,a,γ |Ac ∼ T , where T = t/
√
γ
30
and here |T | . 1: to apply the stationary phase in Υ we need (γ3/2/h)× (t/√γ) ≫ 1: therefore,
when h/γ ≪ t(≤ √γ), the stationary phase applies and gives
|W0,γ(T,X, Y )| . γ
2
h3
λ−1γ ×
(tγ
h
)−1/2
=
√
γ
h2
(tγ
h
)−1/2
=
1
h2
(h
t
)1/2
.
When tγ/h ≤M2 for some constant M > 0, the integration in A doesn’t help anymore and
|W0,γ(T,X, Y )| . γ
2
h3
λ−1γ =
√
γ
h2
≤ M
h2
(h
t
)1/2
.
We have just obtained the first part of (121) in Proposition 8.
Remark 3.7. Notice that this last bound is the same as on a domain without boundary. More
precisely, it matches the boundary-less case for a frequency localized Dirac data, with η ∼ 1/h and
ξ ∼ √γ/h, where dispersion takes over Sobolev embedding for t > h/γ.
Let N = ±1, then, according to Lemma 11, ∂2ΥΨ±±1,a,γ ∼ T ; we conclude as for N = 0 by splitting
according to whether tγ/h .M2 or tγ/h > M2. On the other hand, the phases Ψ∓±1,a,γ may have
critical points degenerate of order (exactly) two, but they only contribute if |T | & 1 from Lemma
11. As such, for small |T |, the significant contribution to G+h,γ isW0,γ+W+1,γ+W−−1,γ and we obtain
the second term in (121), completing the proof of Proposition 8. 
Now, let 1 . |T | . 9; equation (125) has solutions for N ∈ {0,±1,±2} and stationary phase
applies in A with large parameter λγ. When N = 0, the usual stationary phase applies in Υ since
|T | ≥ 1; when N = ±1, stationary phase would apply for W±±1,γ but for |T | & 1 they are non
stationary and do not contribute significantly; according to Lemma 11 the phase functions Ψ∓±1,a,γ
have degenerate critical points of order exactly two, which provides a bound of the integral in Υ
in W∓±1,γ of the form λ
−1/3
γ . When N = ±2, the phase functions have degenerate critical points of
order two. In this regime we obtain, for t ∈ [√γ, 9√γ]∑
|N |≤2
|WN,γ(T,X, Y )| ≤ γ
2
h3
λ−1−1/3γ ≃
1
h2
h1/3 ≃ 1
h2
γ1/6
(h
t
)1/3
,
and this completes the proof of Proposition 9. 
Then, when 9 . |T | . 4λ2γ, equation (125) has a solution only for |N | ≥ 2 and the third order
derivative with respect to A is bounded from below, therefore we get
|WN,γ(T,X, Y )| . γ
2
h3
1
λ
1/2
γ
1√
Nλγ
1
λ
1/3
γ
,
where the first factor λ
−1/2
γ comes from the stationary phase in S, the factor (Nλγ)
−1/2 from the
stationary phase with respect to A and λ
−1/3
γ from the degenerate critical point of order two in Υ.
Using that t/
√
γ ∼ 4N we find
|WN,γ(T,X, Y )| . γ
2
h3
h
γ3/2
1√
N
h1/3
γ1/2
.
1
h2
h1/3√
N
≃ 1
h2
γ1/4h1/3
t1/2
,
|G+,♭h,γ(t, x, y, a, 0, 0)| .
∑
N∈N1(x,y,t)
|WN,γ(T,X, Y )| . 1
h2
γ1/4h1/3
t1/2
,
since |N1| . O(1) + T/λ2γ = O(1) as here we consider only 9 . T . 4λ2γ. Finally, let 4λ2γ . |T |
hence λ2γ . |N |. Since |T | . 1/
√
γ, this regime corresponds to γ . h4/7 that hasn’t been dealt
31
with in [6]. Here, stationary phase applies in (A, η). Using Lemma 12, we get
|WN(T,X, Y )| . γ
2
h3
λ−1/2γ λ
−1
γ (N
2/λ2γ)
−1/2λ−1/3γ .
γ2
h3
1
N
1
λ
5/6
γ
,
where the first factor λ
−1/2
γ comes from the integration in S, λ−1γ (N
2/λ2γ)
−1/2 from the stationary
phase in A, η and λ
−1/3
γ from the integral in Υ. For λ2γ . |N |
|G+,♭h,γ(t, x, y, a, 0, 0)| .
∑
N∈N1(x,y,t)
|WN(T,X, Y )| . γ
2
h3
1
T
1
λ
5/6
γ
T
λ2γ
.
1
h2
h1/3
λ
3
2
γ
,
and this achieves the proof of Proposition 11. 
4. Strichartz estimates
We intend to prove Theorem 1. We may reduce ourselves to half-wave frequency localized
operators G±h , and then, to a sum of operators G
±
h,γ. Assuming we get a bound with a constant γ
ε,
ε > 0, we will have the same bound (with fixed constant) on G±h . We proceed as usual by duality,
hereby reducing ourselves to an inhomogeneous estimate on
(132) u±h,γ(t, x, y) =
∫
G±h,γ(x, y, t, a, b, s)f(a, b, s) dadbds .
4.1. The parametrix regime: γ & h2/3−ε. We search for the smallest q such that, for |t| . 1,
(133) ‖u±h,γ‖LqtL∞x,y .
h2/q
h2
Cq(γ)‖f‖Lq′s L1a,b ,
with Cq(γ) . 1. It will turn out to be convenient to prove
(134) ‖u±h,γ‖LptL∞x,y .
h1/p
h2
Cq(γ)‖f‖L1s,a,b ,
with p = q/2. As the adjoint of G±h,γ is G
∓
h,γ, we will recover the previous estimate by duality and
interpolation: duality yields
(135) ‖u∓‖L∞t,x,y .
h1/p
h2
C2p(γ)‖f‖Lp′s L1a,b ,
and interpolation midway between (134) and (135) provides (133). We may now replace f ∈ L1s,a,b
in (134) by a Dirac at (s, a, b): then we have v±(x, y, t) = G±h,γ(x, y, t, a, b, s), and we are left to
prove that, for s ∈ (−1, 1), we have supa,b,s ‖v±‖LptL∞x,y . h
1/p
h2
C2p(γ).
Remark 4.1. The whole point of replacing (133) by (134) is now clear : we have the supa after
time integration and we will take advantage of our refined bounds around a discrete time sequence.
Notice that s is actually irrelevant, and so is b: set s = b = 0, we would like to prove
(136) sup
a
∫
|G±h,γ(t, x, y, a)|pL∞x,y dt .
(
h1/p
h2
C2p(h, γ)
)p
.
We recall that, at fixed γ, we know that 0 < a . γ and G+h,γ = G
+,♯
h,γ + G
+,♭
h,γ + O(h
∞). Now, if
|t| < √γ, the operator G±h,γ(t) only sees at most one reflection, and as such it satisfies the free case
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dispersion estimate, as proved in [1] with a generic boundary. In our particular setting we do have
Propositions 4 and 8 that provide the correct decay estimate, and we get
(137) sup
a
∫
|t|.√γ
|G±h,γ(t, x, y, a)|pL∞x,y dt .
∫ h/γ
0
(√
γ
h2
)p
dt+
∫ √γ
h/γ
(
h1/2
h2t1/2
)p
dt
which is bounded by h1/2/h2 for p = 2 (except for an irrelevant log that may be removed by
computing the weak L2 norm). Hence on such a short time scale we recover the classical L4/3L1 →
L4L∞ bound on the 2D wave equation in R2. Going back to an homogeneous estimate and using
conservation of energy, we may pile up 1/
√
γ estimates to obtain an estimate on a longer time
interval, at the expense of a large constant 1/(
√
γ)1/4, and then convert that estimate to an
inhomogeneous estimate again, which we record for later use,
(138) ‖u±h,γ‖L4tL∞ .
h1/4
h2
γ−
1
4‖f‖
L
4/3
t L
1 .
Remark 4.2. Recall we have (from (16)), ‖u±h,γ‖L∞t,x . h−2
√
γ‖f‖L1t,x. Interpolating this with
(138) yields an L6L∞ bound, which is nothing but the bound from [1], obtained in similar way.
Next, we record the bound from (137) but for any 2 < p:
(139) sup
a
(∫
|t|.√γ
|G±h,γ(t, x, y, a)|pL∞x,y dt
) 1
p
.
h
1
p
h2
γ
1
2
− 1
p .
We now proceed with larger times, and start with γ > h1/3, where one may easily check that
the condition N < λ1/3 is always satisfied. Moreover, in this regime, there are no overlaps between
waves. We first consider the tangential part, G+,♯h,γ =
∑
N WN,a. From Propositions 5 and 6, set
Nmax ∼ 1/√γ . λ1/3 (the maximum number of reflections we may observe on our given time
interval of size comparable to one), and write∫ 1
√
γ
sup
X<1,Y
|
∑
N
WN,a(t/
√
a,X, Y )|p dt .√γ
∑
1≤N. 1√
γ
∫ 4N+4
4N
sup
X<1,Y
|WN,a(T,X, Y )|p dT
.
h
p
3
√
γ
h2p
∑
1≤N. 1√
γ
(∫ 4N+4
4N+1/N
1
Np/2|(T − 4N)|p/2 dT
+
∫ 4N+1/N
4N
1
((N/λ1/3)
1
4 + |N(T − 4N)|1/6)p dT
)
.
Changing variables,∫ 1
√
γ
(· · · ) dt .h
p
3
√
γ
h2p
∑
N. 1√
γ
(∫ 4
1/N
1
Np/2|θ|p/2 dθ +
∫ 1/N
0
1
(N
1
4λ−
1
12 + |Nθ|1/6)p dθ
)
.
h
p
3
√
γ
h2p
∑
N. 1√
γ
(
1
N
∫ 4N
1
1
|z|p/2 dz +
∫ √N√
λ
0
λ
p
12
N
p
4
dθ +
1
N
∫ 1
N
3
2 /λ
1
2
1
|z|p/6 dz
)
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and we compute the right-hand side, for 2 < p < 6:∫ 1
√
γ
sup
X<1,Y
|
∑
N
WN,a(· · · )|p dt .
h
p
3
√
γ
h2p
∑
N. 1√
γ
(
1
N
+
λ
p−6
12
N
p−2
4
+
1
N
)
.
h
p
3
√
γ
h2p
(
1
(λγ3/2)
6−p
12
+ | log γ|
)
where 1 . λγ3/2 = γ3/h in our regime. We now do the same computation but for the transverse
part, G+,♭h,γ =
∑
N WN,γ, using Propositions 9 and 10, for T > 1:∫ 1
√
γ
sup
X<1,Y
|
∑
N
WN,γ(t/
√
a,X, Y )|p dt .√γ
∑
N. 1√
γ
∫ 4N+4
4N
sup
X<1,Y
|WN,γ(T,X, Y )|p dT
.
h
p
3
√
γ
h2p

∑
N.9
∫ 4N+4
4N
1
Np/3
dT +
∑
9.N. 1√
γ
∫ 4N+4
4N
1
Np/2
dT


and, for 2 < p the sum is finite. Therefore, summing (139) and both tangential and transverse
estimates, for all a . γ and choosing p = 3 yields
(140)
(∫ 1
√
γ
sup
X<1,Y
|G+h,γ(· · · )|3 dt
) 1
3
.
h
1
3
h2
(
γ1/2−1/3 + h
1
3γ1/6| log γ|1/3
)
.
We just proved the following estimate (known to hold on R2 without the log factor)
(141) ‖u±h,γ‖L6tL∞ .
h1/3
h2
γ1/6| log γ|2/3‖f‖
L
6/5
t L
1 .
We may now interpolate between (141) and (138): pick an interpolating exponent θ = 2/5, we
have 1/5 = θ/4 + (1− θ)/6 and
(142) ‖u±h,γ‖L5tL∞ ≤
h2/5
h2
(log γ)2/5‖fγ‖L5/4t L1 .
If we pick θ < 2/5, there is an additional positive power of γ left, making the log irrelevant, and
we can even sum over γ & h1/3: denote by G±
h,&h1/3
the corresponding operator, we just proved
Proposition 12. The half-wave operator G±
h,&h1/3
is such that, for any q > 5,
(143) ‖G±
h,&h1/3
u0‖LqtL∞x,y . h1/q−1‖u0‖2 .
Remark 4.3. Considering that the counterexample in [8] precludes q < 5, Proposition 12 is optimal
up to the endpoint q = 5. In fact, one may refine our argument to get an optimal LqL∞ estimate
for G±h,γ, depending on h
1/3 . γ . 1, and connecting q = 5 and q = 4.
We now proceed with the lower regime h2/3 < γ < h1/3. Here we essentially get (at most) three
regimes: |t| < √γλ1/3, √γλ1/3 < |t| < √γλ2 and |t| > √γλ2. Denote by N∗ = λ1/3, and start
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with |t| < √γN∗: we reproduce the previous argument, except now we evaluate the Lpt norm, for
p > 5/2 on a time interval (0,
√
γN∗). Therefore,(∫ √γN∗
0
sup
X<1,Y
∑
N
(|WN,a|+ |WN,γ|(· · · ))p dt
) 1
p
.
h
1
p
h2
(
γ
1
2
− 1
p + h
1
3
− 1
pγ
1
2p | logN∗| 1p
)
.
h
1
p
h2
h
5
6
( 2
5
− 1
p
)| log1/p h| .(144)
For p = 5/(2(1 − ε)), if γ < h1/3, then h 13− 1pγ 12p | logN∗| 1p . hε/3 log 1/h. We now proceed with
N∗ < |t|/√γ < N1 = inf(1/√γ, λ), and set t1 = √γN1. We compute again the Lpt norm, for 2 < p.
After rescaling in time, and with µ = p/2− 1, we have for tangential waves∫ t1
√
γN∗
sup
X<1,Y
|
∑
N
WN,a(· · · )|p dt . h
p
3
−2p√γ
∑
N∗<N<N1
∫ 4N+4
4N
1
(( N
N∗ )
1/2 +N∗1/2|T − 4N |1/2)p dT
. h
p
3
−2p√γ
∑
N∗<N<N1
∫ 4
0
1
( N
N∗ +N
∗θ)p/2
dθ
.
h
p
3
√
γ
h2p
∑
N∗<N<N1
1
( N
N∗ )(
N
N∗ + 4N
∗)µ + ( N
N∗ )
µ( N
N∗ + 4N
∗)
.
We compute the last sum: if N1 . (N
∗)2, then N1 = 1/
√
γ and∑
N∗<N< 1√
γ
(· · · ) .
∑
N∗<N< 1√
γ
1
Nµ(N∗)1−µ
.
1
(
√
γN∗)1−µ
,
and if N1 & (N
∗)2, then
(145)
∑
N∗<N<N1
(· · · ) . (N∗)1−µ +
∑
(N∗)2<N<N1
1
( N
N∗ )
1+µ
. (N∗)2−p/2 = λ2/3−p/6 .
For t1 ≤ |t| . 1, which corresponds to N1 . λ, γ . h1/2, we may use the improved bound (68),∫ 1
t1
sup
X<1,Y
|
∑
N
WN,a(· · · )|p dt . h
p
3
−2p√γ
∑
N1<N<1/
√
γ
∫ 4N+4
4N
√
λ
(
√
N( N
N∗ )
1/2)p
dT
. h
p
3
−2p√γλ3/2−5p/6 .(146)
For the transverse part, we get a straightforward estimate, directly on
√
γN∗ < |t| . 1,∫ 1
√
γN∗
sup
X<1,Y
|
∑
N
WN,γ(· · · )|p dt . h
p
3
−2pγp/4
∫ 1
√
γN∗
dt
tp/2
. h
p
3
−2pγp/4(
√
γN∗)1−p/2 . h
p
3
−2p√γ/(λ1/3)p/2−1
which is better than (146). Comparing the bound from (138) and (146) for p = 3, we see that the
dominant part of the L3t of G
+
h,γ is on the time interval (λ
1/3, λ). Therefore,
(147)
(∫ 1
√
γN∗
sup
X<1,Y
|G+h,γ(· · · )|p dt
) 1
p
.
h
1
p
h2
h1/3−1/p
√
γ1/p
(
inf(1/
√
γ, λ2/3)
λ1/3
)(2−p/2)/p
,
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and for p = 18/7 which is of particular interest to us, when γ ≤ h4/9 (e.g. 1/√γ . λ2/3)
(148)
(∫ 1
√
γN∗
sup
X<1,Y
|G+h,γ(· · · )|
18
7 dt
) 7
18
.
h
7
18
h2
(
h
4
9
γ
) 1
12
.
while for h4/7 < γ < h4/9,
(149)
(∫ 1
√
γN∗
sup
X<1,Y
|G+h,γ(· · · )|
18
7 dt
) 7
18
.
h
7
18
h2
(
γ
h
4
9
) 1
3
.
The worst case scenario is γ ∼ h4/9, and summing for γ above or below, we obtain
Proposition 13. The half-wave operator
∑
h1/3<γ<h1/2 G
±
h,γ is such that, for any q ≥ 36/7,
(150) ‖
∑
h1/3<γ<h4/7
G±h,γu0‖LqtL∞x,y . h1/q−1‖u0‖2 .
Remark 4.4. This is q = 5 + 1/7 from Theorem 1; the numerology relates to the bound (67),
which saturates for all T ’s where the corresponding wave WN,a is significant around N ∼ λ2/3
4.2. Overlapping waves: h2/3−ε < γ ≤ h4/7. For various reasons we explained earlier, this worst
case scenario (in terms of overlap) occurs for Nmax ≥ λ2, with Nmax ∼ 1/√γ and λ = γ3/2/h
(recall that this translates into γ < h4/7.)
For |t| < λ2√γ, we may do the same argument as before (no overlap): in other words, (147)
holds and in our regime of γ, the infimum in the bound is λ2/3. We actually compute the bound
for γ < h1/2, for p = 5/2:
(151)
(∫ inf(1,√γλ2)
√
γN∗
sup
X<1,Y
|G+h,γ(· · · )|
5
2 dt
) 2
5
.
h
2
5
h2
( γ
h20/42
) 7
20
.
From Propositions 1 and 11, we get a uniform bound for
√
γλ2 < t < 1, and therefore
(152) ‖G+,♯h,γ(t, ·) + G+,♭h,γ(t, ·)‖L5/2
t>
√
γλ2
.
h1/3
h2
(λ−4/3 + λ−3/2) .
h
2
5
h2
(
h
2
3
− 1
30
γ
)2
.
Here we pushed this direct computation as far as it goes: we proved
Proposition 14. The half-wave operator
∑
h
1
2<γ<h
2
3−
1
30
G±h,γ is such that, for any q ≥ 5,
(153) ‖
∑
h
1
2<γ<h
2
3−
1
30
G±h,γu0‖LqtL∞x,y . h1/q−1‖u0‖2 .
Collecting all the Propositions in this section, we obtain Theorem 1, but only for
∑
h
2
3−ε<γ
G±h,γ
with ε = 1/30 at the moment. For lower values of γ, we will now turn to gallery modes.
4.3. Strichartz estimates for gallery modes. We refine a result of [2]: let
(154) uk,±(t, x, y) =
1
h
∫
R
e±it
√
λk(η/h)eiyη/hψ(η)ek(x, η/h) dη .
These solutions to the wave equation and are the so-called gallery modes. Using Lemma 2, (uk,±)kis
an orthogonal family in L2(Ω2). We also set uk,0(x, y) = uk,±(0, x, y).
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Theorem 2. For any data of the form uk,0, k ≥ 1, Strichartz estimates hold, uniformly in the
parameter k: there exists a universal constant C such that for all (q, r) satisfying q ≥ 4, 1
q
=
1
2
(1
2
− 1
r
), and with β = 2(1/2− 1/r)− 1/q, we have
(155) ‖uk,±‖Lqt (Lr(Ω2)) ≤ Ch−β‖uk,0‖L2(Ω2) ,
Proof. Since uk,−(t, x, y) = uk,+(−t, x, y), we prove for (155) for uk := uk,+. Recall
√
λk(η/h) =
η
h
√
1 + ωk(h/η)2/3, then uk(t, x, y) =
1
h
∫
ei
t
h
η
√
1+ωk(h/η)2/3ek(x, η/h)ψ(η)e
i yη
h dη. At t = 0, we get
(recall ek is L
2-normalized), after Fourier transform in y, ‖uk(0, ·)‖2L2(Ω2) ∼ h‖ψ‖2L2η . We aim at
controling the Fourier multiplier (w.r.t. y, at fixed x) ek(x, η/h): if we can obtain good L
2
y bounds
on this multiplier, dispersion will reduce to an equation on
(156) wk(t, y) :=
1
h
∫
ei
t
h
√
η2+ωkη4/3h2/3ψ(η)ei
yη
h dη .
A simple computation yields
(157) ‖wk(0, ·)‖2L2y ∼ h‖ψ‖2L2η ∼ ‖uk(0, ·)‖2L2(Ω2).
Since ek(x, θ) =
θ1/3√
L′(ωk)
Ai(θ2/3x− ωk), let θ = η/h, we are left with a convolution with
(158) Γx,ωk(y) =
1√
L′(ωk)
1
h
∫
ei
yη
h (η/h)1/3Ai((η/h)2/3x− ωk)ψ(η) dη.
This easily maps L2y to L
2(Ω2). To map L
∞
y to L
∞(Ω2), it suffices to compute supx ‖Γx,ωk(y)‖L1y .
We set y = hY , x = h2/3z and Gz,ωk(Y ) = hΓh2/3z,ωk(hY ), then, replacing Ai by its integral
formula (20),
(159) 2piGz,ωk(Y ) =
h−1/3√
L′(ωk)
∫
ei(Y η+
s3
3
+s(η2/3z−ωk))η1/3ψ(η) dηds .
Set s = ω
1/2
k σ, Y = ω
3/2
k Υ, z = ωkZ, and define HZ,ωk(Υ) := ω
3/2
k Gz,ωk(ω
3/2
k Υ). We have
(160) sup
x
‖Γx,ωk(y)‖L1y = sup
z,x=h2/3z
∫
|Gz,ωk(Y )|dY = sup
Z,x=h2/3ωkZ
‖HZ,ωk(.)‖L1Υ .
To estimate supZ,x=h2/3ωkZ ‖HZ,ωk(.)‖L1Υ we compute HZ,ωk . Thinking of ω
3/2
k as our large parame-
ter, the phase function of HZ,ωk(Υ) becomes Φ = Υη +
σ3
3
+ σ(η2/3Z − 1), and
(161) ∂ηΦ = Υ+
2
3
σZη−1/3, ∂σΦ = σ2 + η2/3Z − 1 .
If Z large, then the phase is non-stationary in σ and we can perform repeated integrations by parts
in this variable to obtain a small contribution. In order Φ to be stationary, we need
(162) σ2 = 1− η2/3Z which gives Υ = ±2
3
Zη−1/3
√
1− η2/3Z
so both Z, σ and Υ are bounded on the stationary set (indeed, from (162) we must have σ2 . 1,
|Z| . η−2/3 and η ∈ [1
2
, 3
2
]). The matrix of second order derivatives is
Hess Φ =
( −2
9
σZη−4/3 2
3
η−1/3Z
2
3
η−1/3Z 2σ
)
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and, using (162), at the stationary points
∣∣∣ detHess (Φ)∣∣∣ = 49η−4/3Z. Stationary phase applies
provided that ω
3/2
k
√
Z ≫ 1. In this case,
(163) |HZ,ωk(Υ)| ∼
h−1/3√
L′(ωk)
ω2k ×
ω
−3/2
k√
Z
.
Using (162), it turns out that the main contribution in the integral defining HZ,ωk(Υ) comes from
values |Υ| . Z, for larger values of |Υ| the contribution of HZ,ωk(Υ) being h−1/3×O(k−M) for any
M ≥ 1 by non-stationary phase. Therefore we can estimate
(164) sup
ω−3k ≪Z.1
‖HZ,ωk(Υ)‖L1Υ ∼
h−1/3√
L′(ωk)
ω2k
∫
|Υ|<CZ
1
ω
3/2
k
√
Z
dΥ ∼ ω
1/4
k
h1/3
√
Z.
When Z (hence x) is very small, we can no longer apply stationary phase. However, for values
|Z| . ω−3k notice that non-stationary phase applies in σ, as, for Z sufficiently small,
|∂2σΦ|
∣∣∣
∂σΦ=0
= |2σ|
∣∣∣
σ=±
√
1−η2/3Z
≥ 1
4
.
The integral in σ, which is nothing but the Airy function, yields two main contributions, corre-
sponding to A± defined in (9). In other words, when x = h2/3ωkZ is very small, we directly split
the Airy function in (158) as follows
Ai((η/h)2/3x− ωk) =
∑
±
A±(ωk − (η/h)2/3x) =
∑
±
e∓
2
3
i(ωk−(η/h)2/3x)3/2Ψ(ωk − (η/h)2/3x),
where, according to (10), |Ψ(W )| . 1/(1 +W 1/4). We obtain
Γx,ωk(y) =
∑
±
h−4/3√
L′(ωk)
∫
e
i
h
(yη∓ 2
3
(h2/3ωk−xη2/3)3/2)Ψ(ωk − (η/h)2/3x)η1/3ψ(η)dη,
and we notice that h2/3ωk − xη2/3 ≥ 12h2/3ωk for small values of x. The phase is stationary when
y ± 2
3
xη−1/3(h2/3ωk − xη2/3)1/2 = 0; for values |y| > Cx(h2/3ωk)1/2 for C > 0 independent of ωk,
the phase is non-stationary in η and we obtain an O(h∞) contribution. We can now estimate∫
|Γx,ωk(y)|dy .
∫
|y|≤Cxh1/3√ωk
h−4/3√
L′(ωk)
× 1
ω
1/4
k
dy =
h−4/3√
ωk
× Cxh1/3√ωk
. Ch−1 × h
2/3
ω2k
= C
h−1/3
ω2k
,
using that x = h2/3ωkZ and Z . ω
−3
k . Since this last bound is smaller than the one in (164) it
follows that
(165) sup
x
‖Γx,ωk(.)‖L1y .
ω
1/4
k
h1/3
,
and this bound saturates for x ∼ h2/3ωk. It remains to estimate ‖wk‖L∞y : going back to (156),
stationary phase in η does apply when t≫ h1/3 since
(166) |∂2η(yη + t
√
η2 + ωkη4/3h2/3)| ∼ tωkh2/3η4/3(1 +O(h2/3)).
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Indeed, for t≫ h1/3 we obtain a bound for wk(t, y) of the form
(167) |wk(t, y)| ∼ 1
h
√
h√
tωkh2/3
∼ 1
h
(h
t
)1/2 1
ω
1/2
k h
1/3
.
When t .Mh1/3 for some constant M , the phase doesn’t oscillate and we simply bound wk by
1
h
.
It follows that for every t > h, ‖wk(t, ·)‖L∞ is bounded by
(168) ‖wk(t, ·)‖L∞ . 1
h
(h
t
)1/2 1
ω
1/2
k h
1/3
which then provides
(169) ‖wk‖L4(L∞y ) .
1
h1/4h1/6ω
1/4
k
‖wk(0, ·)‖L2y .
Returning to uk and using (165), (168) and (157), we obtain
(170) ‖uk‖L4(L∞x,y) .
ω
1/4
k
h1/3
‖wk‖L4(L∞y ) .
1
h3/4
‖uk(0, ·)‖L2(Ω2) .
This proves that gallery modes satisfy the usual Strichartz estimates in R2. 
Theorem 2 has an interesting consequence: consider the spectral decomposition of a given func-
tion u0, (where the h
−1/2 accounts for the L1 normalization of uk)
(171) u0(x, y) =
∑
k≥1
ckh
−1/2uk(0, x, y) ,
where uk(0, x, y) is given in (154) for t = 0 and where ck :=< u0, h
−1/2uk(0, ·) >L2(Ω2). We may
then evaluate the Strichartz norm of the solutions to the half-wave operators with data u0,
(172) u±(t, x, y) =
∑
k
ckuk,±(t, x, y)
provided we restrict ourselves to φγ(Qx,y)u± = uγ,±, where we define the (tangential) pseudo-
differential operator Qx,y = x− ∂−2y ∂2x = ∂−2y ∆F − Id and where γ ≥ h2/3 and φγ(·) = φ(·/γ) with
φ ∈ C∞0 ([−1, 1]). To do this, we let uγ,± be defined as follows
(173) uγ,±(t, x, y) =
∑
k≥1
1
h
∫
R
e±it
√
λk(η/h)eiyη/hψ(η)φγ(h
2/3ωk/η
2/3)ek(x, η/h) dη .
As in Section 2.1, the cut-off φγ reduces the sum over k to k . γ
3/2/h = λγ .
Proposition 15. There exists a universal constant C such that
(174) ‖uγ,±‖L4t (L∞(Ω2)) ≤ Ch−1+1/4λ1/2γ ‖uγ,±(0, ·)‖L2(Ω2) .
The Proposition is a simple consequence of the Cauchy-Schwarz inequality: as remarked earlier
on, the localization w.r.t. Qx,y restricts the sum over k to (hk)
2/3 . γ, and therefore
‖uγ‖L4t (L∞(Ω2)) .
∑
k.λγ
h−1+1/4|ck| . h−1+1/4λ1/2γ

∑
k.λγ
|ck|2


1/2
. h−1+1/4λ1/2γ ‖uγ(0, ·)‖2 .
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4.4. The gallery mode regime: γ . h2/3−ε. Using (174) and recalling (16) we have
(175) ‖u±h,γ‖L4tL∞x,y .
h1/2
h2
λγ‖f‖L4/3s L1a,b and ‖u
±
h,γ‖L∞t,x,y .
√
γ
h2
‖f‖L1s,a,b .
Chose q > 4: by interpolation between our two bounds, we can sum over all h2/3 . γ . h2/3−ε:
consider q > 4 and θ = 1− 4/q, then the summability condition on ε and q reads, with µ > 0(
γ3/2
h
)1−θ√
γθ . hµ , e.g. q > 4(1 +
9ε
2− 3ε) .
For ε = 1/30, we get q > 4 + 9/57, so that
Proposition 16. The half-wave operator
∑
γ≤h 23− 130 G
±
h,γ is such that, for any q ≥ 4 + 1/6,
(176) ‖
∑
γ≤h 23− 130
G±h,γu0‖LqtL∞x,y . h1/q−1‖u0‖2 .
This completes the proof of Theorem 1. 
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