Performances of iterative blind deconvolution methods for motion-blurred images are usually reduced depending on the accuracy of the required initial guess of the blur. We examine this dependency, and a two-stage restoration procedure is proposed: First we perform a direct technique with a single straightforward process to produce a rough initial estimate of the blur, and then an iterative technique is employed to refine the blur estimate. Two common iterative techniques (the expectation-maximization and the Richardson-Lucy methods) are examined here and implemented in the combined direct-iterative modification for a variety of motion blur types. Results show that the combined method significantly improves the reliability of the deconvolution process.
Introduction
Blind image deconvolution (also called blind image restoration) refers to the problem of restoring images degraded by linear, space-invariant blur when the point-spread function (PSF) is unknown. Most of the recently developed blind deconvolution techniques are parametric and use an iterative procedure to estimate the blur and the ideal image. Motion blur, which results from a relative motion between the camera and the scene during exposure, is a common effect that degrades the image quality. Image stabilizing equipment usually has a limited capability and cannot completely prevent the effects of the motion.
Because the motion PSF that is necessary for the image restoration process is usually not known, a variety of blind deconvolution methods have been proposed in the past few decades. The limited success of these methods in real-life motion blur results mainly from the inaccuracies of the assumptions about the properties of the blur. These blind deconvolution methods can be classified into two types: direct and iterative. Direct methods [1] [2] [3] [4] [5] [6] operate in a one-step fashion, which first estimates the blurring PSF and then uses the estimated PSF to restore the image with a restoration filter (such as the Wiener filter). Iterative methods [7] [8] [9] [10] [11] [12] [13] [14] assume known models of the ideal image and the PSF, and in each step the image and the blur parameters are estimated and used in the next step. Both direct and iterative methods assume a linear space-invariant blurring process (a convolution model).
The earlier methods for blind blur estimation were direct [2] [3] [4] and assumed a uniform velocity motion in which a regular pattern of zero crossings is contained in the Fourier magnitude of its PSF. Since these zeros usually also appear in the power spectrum of the blurred image, spectral 2 and more robust cepstral 3, 4 techniques were used to identify the PSF from the distance between the zeros in the power spectrum (or cepstrum) of the blurred image. Shortcomings of this approach are that the PSFs that do not satisfy these conditions cannot be identified and that the presence of noise in the observed image is not taken into account. A more recent direct method implemented in this work estimates the PSF's extent and direction 5 and also its shape. 6 This method will be described in Section 2.
Iterative methods usually formulate statistical models for both the image and the blur. During the restoration process the parameters of the models are estimated in an iterative process initiated with some guess of the desired parameters. The process ends when the estimated parameters maximize the appropriate likelihood function. Utilizing a priori knowledge about the blur may improve and accelerate the blind image restoration process in both iterative and direct methods. Furthermore, some blur types can be defined by a few parameters only. In such cases blur identification is accomplished by identifying these parameters. [2] [3] [4] [5] 8 Examples of such sources of blur are uniform-velocity camera motion and being out of focus. Unfortunately, reliable knowledge about the motion blur is usually not available. The iterative algorithms require an initial guess of the PSF. As pointed out previously, 9 and as shown in this paper, the resulting accuracy of the estimated PSF (and consequently the quality of the restored image) depends on this guess. A closer guess usually leads to a more accurate estimation. Otherwise, the iterative algorithm may converge to a wrong extent estimation. 7, 10 Some iterative algorithms also require an initial guess about the image model parameters, but it was shown 8 that the image model parameters are not essentially different from one image to the other and therefore may be guessed safely.
This paper examines the sensitivity of the iterative process to the accuracy of the PSF's initial guess and proposes an improvement of the reliability and accuracy of the blind deconvolution methods (both direct and iterative) by a combined direct-iterative process by first producing a more reliable initial PSF with a direct method, then used as the initial PSF guess by the iterative method. The direct blind deconvolution method used 5, 6 was shown to be relatively most robust in the task of PSF estimation among other direct methods. 1 The iterative blind deconvolution methods that are examined and employed here are commonly known as the expectation-maximization (EM) 9 and the Richardson-Lucy (RL) [11] [12] [13] methods.
The rest of the paper is organized as follows: Section 2 briefly presents the image restoration methods used here, where the direct method used for the initial blur estimation is described in Subsection 2.A and the iterative methods used to refine the blur estimation and to restore the image are described in Subsection 2.B. The sensitivity of the iterative methods to the accuracy of the initial guess is examined in Section 3. The combined direct-iterative method proposed here is presented in Section 4, and comparative blur estimation results and image restoration results are presented in Section 5. Conclusions are given in Section 6.
Direct and Iterative Image Restoration Methods

A. Direct Methods
In direct blind deconvolution methods the PSF estimation and the deconvolution process are done consecutively and straightforwardly in one step. No mathematical criterion is used to evaluate the estimation. However, the absence of such a criterion does not necessarily indicate a less successful estimation. In the case of motion blur, most of the restoration techniques assumed a uniform-velocity motion during the exposure. In such a motion type, the blur identification process is relatively simple, since the blur can be determined only by its extent and direction, and these parameters are relatively easier to be identified from the blurred image. The problem with such an assumption is that in many practical situations it is not true. The direct method used here 5, 6 does not assume such a knowledge of the motion type.
Summarizing this method, operations of high-pass filtering and averaging are used to significantly decrease the correlation properties of the original image so that the remaining information characterizes primarily the correlation properties of the PSF. Both PSF parameters (extent and direction) 5 and a PSF shape 6 are estimated by this method. The PSF extent is the size of the motion-induced smear at the image plane (usually in pixel units). This extent is defined as the distance between the steepest ascent and the steepest descent of the PSF. Its direction is the angle of that smear relative to the horizontal image axis. The PSF shape is the distribution of the response to a point object (with an intensity equal to one), which is proportional to the inverse of the instantaneous motion velocity at each location along the smear. A common motion blur property of one dimensionality of the PSF is assumed and exploited. The first necessary step of the method is identification of the motion direction. The motion during exposure affects the image by decreasing its resolution mostly in the motion direction.
Assuming an approximately isotropic spectrum of the average subsections of the unblurred image, the direction is identified by an average of partially overlapped subsections of the blurred image and extraction of the direction whereby the image resolution is maximally decreased. This can be done by high-pass filtering of the blurred image in all directions (in steps of 1 deg, for instance) and measuring of the intensity of the filtered image in each case. The blur direction is the one where the intensity is the lowest. A high-pass filter can be obtained by means of a simple derivative operation. The next step is an implementation of a high-pass filter in the motion direction and perpendicular to it. Implementation of such a filter will form patterns similar to the high-pass-filtered PSF, surrounded by extremely suppressed decorrelated (pseudowhitened) regions. The filtered image in the Fourier domain ⌬G͑u, ͒ can be formulated as
where W͑͒ and W͑u͒ are the high-pass filters perpendicular to and in the motion direction (that coincide with the u axis). These PSF-like patterns are evaluated by first implementing an autocorrelation operation to all the filtered image lines l(j) in the motion direction,
and then averaging them to suppress the noise stimulated by the high-pass-filtering operations. Furthermore, such averaging will cause cancellation of correlation properties remaining from the original image that can be different from one line to another.
For many motion blur cases, the blur extent is the distance between the center of the average autocorrelation function (ACF) and its global minimum. 5 Since the ACF is usually similar to the autocorrelation of the filtered PSF, the discrete Fourier transform (DFT) of the average autocorrelation, S ⌬G , is also similar to the power spectrum of the filtered PSF, i.e.,
where
and H is the Fourier transform of the PSF, which is actually the optical transfer function (OTF) of the motion-blurring system. 15 The modulation transfer function (MTF) of the blur is the absolute value of the OTF and can be approximated from Eqs. (3) and (4) by 6 MTF
For causal blur processes the phase transfer function (PTF) and is related to the MTF by
The OTF used to restore the blurred image is obtained by
The estimated PSF is then obtained by an inverse Fourier transform of the identified OTF.
B. Iterative Methods
As stated earlier, from a variety of iterative blind deconvolution methods, 7 we chose two major methods, the EM 9 and the RL 11-13 methods, for the examination of and incorporation in the proposed direct-iterative blind deconvolution process. The observed image g͑i, j͒ is modeled as the output of a two-dimensional (2-D) finite impulse response linear space-invariant system 10 : (8) where i, j represent the vertical and horizontal coordinates, respectively; f(i, j) is the ideal image, h(m, n) is the blurring PSF; S h is the support of the PSF; and (i, j) is the observation noise, assumed to be an additive zero-mean homogeneous process with a Gaussian distribution and a covariance Q ͑i, j͒ ϭ 2 ␦͑i, j͒. Since the motion-blurring process is assumed not to reduce or generate energy, the PSF should satisfy
Furthermore, since both the original and the observed images represent intensity distributions that do not contain negative values, the PSF coefficients are nonnegative.
A more compact notation for Eq. (8) can be derived using a lexicographical representation of the original and the blurred images by stacking the image data into a vector through conventional raster scanning:
where the vectors g, f, and are the N 2 ϫ 1 lexicographical representations of g(i, j), f(i, j), and (i, j), and H is an N 2 ϫ N 2 matrix formed by the PSF coefficients.
Richardson-Lucy Deconvolution
Starting with Eq. (8) , and dropping the observation noise term, the RL 11-13 method continues with a Bayesian postulate:
where g k and f i are arbitrary cells of g and f, respectively. Developing the algorithm in a Bayesian way leads eventually to the following iterative image restoration procedure 8, 11 :
, K͖, and l ϭ ͕1, L͖. Equation (13) can be formulated in a more compact form 13 : (14) where f r is the restored image after r iterations, ‫ء‬ is the correlation operator, and R is the convolution operator.
The estimated PSF ĥ r is found in a similar way 13 (although its initial value ĥ 1 should be guessed): (15) where f rϩ1 and ĥ rϩ1 are estimated in each iteration separately. It is also possible to accelerate the algorithm by choosing 13
Expectation-Maximization Deconvolution
The original image in most methods 7-10 is modeled and expressed by a 2-D homogeneous Gauss-Markov process represented by the following 2-D autoregressive model:
where a(k, l) are the image model coefficients, and S a is the causal (quarter-plane) 9 or the nonsymmetric half-plane 8 model support. The modeling error (i, j) is a zero-mean homogeneous Gaussian-distributed white-noise process with covariance Q ͑i, j͒ ϭ ␦͑i, j͒ and is independent of f(i, j). It is assumed that the coefficients a(k, l) are chosen in such a way that Eq. (19) is a stable image model. 10 Similarly to Eq. (10), the more compact notation of Eq. (19) is obtained using a lexicographic representation,
where A is a matrix formed by the image model coefficients and the vector is a lexicographic representation of (i, j).
To derive a restoration filter to obtain an estimate of f that is as close as possible to the original image f, the PSF h(m, n) , the variance of the observation noise 2 , and the model of the original image ͓a͑k, l͒ and 2 ͔ need to be accurately estimated. It is common to denote the unknown parameters by a vector :
The maximum-likelihood estimator of the parameter vector is defined by 9
where p͑g; ͒ is the a priori probability density function (PDF) of the observed image, given the ; L*͑͒ is the (log)-likelihood function of ; and ⌰ specifies the range of the parameters .
The PDF of g, p͑g; ͒ is derived through the PDF of f, p͑f; A, Q ͒, given the model parameters and assuming zero-mean homogeneous Gaussian characteristics of :
Given the PDF of g, p͑g͞f; H, Q ͒, the PDF of the observation noise, the model for the blurring system, and the original image,
where Q ϭ 2 I is the covariance matrix of the modeling error , and Q ϭ 2 I is the covariance matrix of the observation noise .
By combining Eqs. (23) and (24), dropping all constant terms, and premultiplying the result by Ϫ2 [the maximization in Eq. (22) now becomes a minimization], we obtain the equivalent likelihood function L͑͒:
One of the considerations in modeling images is that images are always of finite extent. As a result, Eqs. (10) and (20) cannot model the data near the boundaries of the image accurately. We therefore have to preprocess the observed blurred image around its boundaries such that Eq. (10) 
is consistent with either circular or linear convolution of h(i, j) and f(i, j).
Linear convolution in Eqs. (10) and (20) enforces the observation matrix H and the image model matrix A to be block Toeplitz. The circular convolution in Eqs. (10) and (20) leads to the block-circulant H and A matrices. If the matrices H and A are assumed to have a block-circulant structure, P has a blockcirculant structure as well. Associated with P is the following 2-D convolution kernel p(i, j):
All the matrices in Eq. (27) commute because they are related to convolutions. The covariance matrix P is positive definite provided that 2 Ͼ 0 (nonzero noise exists in the degraded image). As a consequence, the inverse of P and the logarithm of det|P| always exist.
It should be noted that the dimensions of P are However, if we assume that the matrices A and H are block circulant, then they can be diagonalized by employing a 2-D DFT. 16 The eigenvalues of A, H, and P are given by the DFT coefficients corresponding to a(k, l), h(m, n), and p(i, j), respectively.
Any likelihood function L͑͒ can be optimized by the following iterative scheme 12 :
where L͑; ͑k͒ ͒ is the conditional likelihood function. The above iterations are known as the EM algorithm, where Eqs. (28) and (29) are called the E-step and the M-step, respectively. In Eq. (28) X denotes an appropriately chosen complete data set, which includes the observed incomplete data Y as a subset. For the image blur identification problem, X ϭ ͕f, g͖ and Ŷ ϭ ͕g͖ were chosen. 9 Substituting the above choice of X and Y into the EM algorithm, together with the models described here, lead to the following iteration 9, 10 for the E-step:
and to the following for the M-step: 
r fg
Sensitivity of the Iterative Methods to the Accuracy of the Initial Guess
As postulated earlier, the estimation quality of the iterative procedures depends on the accuracy of the initial PSF guess. 7 This dependence was examined experimentally for various initial PSF types and different images. One typical example of this examination by use of the original cameraman image shown in Fig. 1 is presented in Table 1 . Table 1 presents comparisons between true and estimated PSFs for various initial PSF guesses, using the EM and RL methods. Each column in Table 1 shows a true PSF, an initial PSF, and the PSFs estimated by the RL and the EM methods (obtained with 100 iterations). The rightmost column presents the average mean square error (MSE) between the true and the other PSFs. It can be seen from these examples that in both methods the accuracy of the estimated PSF depends on the accuracy of the ini-tial PSF. In the top part of Table 1 this dependency is shown for the same blur extent but for different initial shape guesses. The true blurring PSF is a 3-pixel square function (which is a PSF of a uniform-velocity motion), whereas the initial PSFs have the same extent but with various distributions. The bottom part of Table 1 shows this dependency for the same PSF shapes (square functions) but for different initial PSF extents (4, 5, and 6 pixels). It was found that the iterative methods are more sensitive to errors in the PSF extent than to errors in its shape, since a higher average MSE is shown in the case of extent errors (bottom part of Table 1 ). This is important because in various cases the PSF extent is easier for estimation. [2] [3] [4] [5] 8 The direct method used here to produce the initial PSF gives an estimation of both its shape and extent.
Combined Direct-Iterative Method
Figure 2 presents a block diagram of the degradation model [Eq. (8)] and the basic proposed direct-iterative blind deconvolution process. The degradation is modeled by a convolution of the ideal image f with the motion blur PSF h and an additive noise n. The blind deconvolution process begins with estimating the initial blurring PSF hЈ by the direct method and continues with the iterative process initialized by this PSF, which produces the final (refined) estimated PSF ĥ and the restored image f. In Section 5 we present comparative implementation results of this proposed direct-iterative blind deconvolution process, where the iterative process is the EM method 9 or the RL method 10 -13 and the direct process is the pseudowhitening method. 5, 6 Fig. 1. Original cameraman image used in the simulation examples (256 ϫ 256 pixels). 
Point-Spread Function Estimation and Image Restoration Results
The proposed direct-iterative method was applied to both simulated and real-motion-blurred images. In the simulations where different motion types were employed, the estimated PSF can be compared with the known true PSF. In cases of real-degraded images, where the true PSF is unknown, the estimated PSF is evaluated according to the quality of the restored image (as the restoration is frequently the purpose of the estimation). Such an evaluation is usually done subjectively by viewing and comparing the restored and the degraded images. When no knowledge exists about the original image and about the image distortion properties, mathematical image quality measures are rarely used and have limited success because of the lack of knowledge about the desired properties of the restored image. [17] [18] [19] The cameraman image shown in Fig. 1 was used as the original image in the simulation examples presented in Figs. 3-6 . Motion blur types were chosen to be different cases of the common sinusoidal motion blur because of the large variety of PSFs associated with this motion type. 20 The PSF of a sinusoidal motion blur depends on parameters such as the proportion between the exposure and the sine-wave period and the phase of the sine wave in which the exposure has started. A case in which the exposure is smaller than the sinusoidal period is called low-frequency vibrations. 15 In Fig. 3 (a) the original image was blurred by a portion of the sinusoidal motion with a PSF that is similar to that of a uniform-velocity motion. The average ACF [Eq. (2) ] that produces the initial PSF estimation [Eqs. (3)- (7)] is shown in Fig. 4 . The distance between a global minimum and the center of the ACF is the blur extent estimation of the direct method, which is used as the extent of the initial PSF (the blur extent). Figure 3(b) shows the image restored by the direct method using the initial estimated PSF (as described in Subsection 2.A). Figure  3 (c) shows the image restored by the RL method, given the directly estimated initial PSF and 500 iterations. A comparison among the real PSF, the initial PSF, and the final estimated PSF is presented in Fig. 3(d) . It can be seen that the final estimated PSF is much better than the initial estimation and is similar to the true PSF. This similarity leads to the significant improvement of the restored image relative to the degraded image.
In Fig. 5 the image was blurred by a PSF of highfrequency vibrations in which the exposure duration Fig. 3(a) . The distance between a global minimum and the center of the ACF (33 pixels in this case) is the blur extent estimation of the direct method. is an integer multiple of the sinusoidal period or much higher. Again, the high similarity between the estimated PSF (with the RL method) and the true one [ Fig. 5(d) ] is indicated by the quality of the restored image [ Fig. 5(c) ]. In the last simulation example [ Fig. (6) ], the image was blurred by a portion of a sinusoidal vibration that behaves as an accelerated motion. The iterative deconvolution method here was the EM method, with 100 iterations. The last example (Fig. 7) shows a case of a real-motion-degraded image. The blurred image shown in Fig. 7(a) was taken from a moving car. 6 Figure 7 (b) presents a comparison of PSFs estimated by the direct-only method and by the direct-iterative EM and the RL methods, assuming a 26-pixel blur extent preestimated by the direct method. In this case only small differences exist between the estimated PSFs. The restored images obtained from the directiterative EM and the direct-iterative RL methods are presented in Figs. 7(c) and 7(d) , respectively.
Conclusions
A main disadvantage of common iterative methods for image restoration (blind deconvolution) is their dependence on the required initial guess of the model parameters and in particularly the blur parameters. In this work, experimental examination of this drawback with the EM and the RL iterative methods was carried out (Section 3). It was found that the quality of the final estimated PSF clearly depends on the closeness of the initial PSF to the true PSF. Generally, an error in the initial PSF extent appears to have a more harmful effect than an error in its initial shape. Since the quality of the restored image (its closeness to the ideal image) is related directly to the quality of the final estimated PSF, any improvement of that estimated PSF leads to a better image restoration. From Section 3 we conclude that the iterative methods are likely to be improved when using a more accurate initial PSF than an arbitrary square pulse (a uniform-velocity motion PSF is usually used when no specific knowledge exists). From the examples of Section 5 we can see that the PSF estimation produced by the direct method will usually be improved (refined) by the iterative methods. Therefore the proposed combined direct-iterative process can usually improve the estimation of the original image, given only the degraded image. This improvement does not bear a higher computational load because, although the (added) complexity of the direct method is relatively low (when numerous iterations are performed), it will probably reduce the number of iterations. 6 . Same as Fig. 3 , but for another motion type obtained by using a different portion of a low-frequency sinusoidal blur with a 20-pixel extent and with a restoration using the EM iterative method.
