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The specific aim of this article is to illustrate a possible model to explain and better define in future, 
the emergence of a conscience like ability from the normal brain operations. We consider the normal 
behavior of the brain to be highly dynamic and use the chaos theory to formalize it. The emergence 
mechanism is explained in terms of the synchronization and filtering capabilities of the single 
computational units (from single neurons to specific brain regions). To obtain such results we suggest 
the use of the filtering operation as a read/write operation that uses the unstable dynamics as a 
distributed processing and memorization device. The main focus of this article, though, is only on the 
read operation. These mechanisms provides the basic building block to go from an unconscious, 
purely biological and physical, behavior to a pre-conscious ("core consciousness") one in which the 
single elements of the conscious perception can be altered according to a specific target that can 
violate the underlying biological/physical laws. In other words, it is possible to define the emergence 
of the basic building block of the conscious behavior (qualia?): that is the simultaneous presence of the 
elements from different perceptual systems (vision, tact, smell etc.). These lists of simultaneously 
present elements, that changes in time according to the interaction with the external world, form the 
lists of elements to be brought in a Global Workspace Theory based system. 
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1 Introduction 
Since the beginning of the recent study of the conscience from a cognitive standpoint it has been 
pointed out among its more characteristic features that it has some form of kind of a non-logical/pre-
symbolical component [1].  
The novelty of our approach to the "formalization", study of the emergence mechanism of the 
conscious behavior is to link this very characteristic feature to the biological dynamic underlying the 
cognitive processes. The use of non-linear and even chaotic dynamics is not new to the field as the 
studies from Freeman [2], from a neurophysiologic standpoint, and Combs - Goerner [3] from a 
cognitive (characterization of the conscience) point of view attest. Also some of our previous work [4] 
lie in the same direction: considering the non-linear dynamics intrinsically connected to the most 
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advanced brain functions. More recent connections in the field of the so called complex networks 
theory can be found in [28][29]. 
In the next paragraphs of this article we want to briefly summarize a specific approach to the study 
and possible formalization of the information transmission and storing in the cerebral dynamics. 
Starting from the description of a non-linear and chaotic dynamics and the possibilities of 
synchronization among similar but distant and not directly connected systems, then introducing the 
characterization of such dynamics we will arrive to define a model in which such mechanisms are used 
to synchronize, transmit and elaborate information constituting the basic building block of the so 
called "core consciousness" [5]. These building blocks can be further elaborated, at successive logic 
level, from the higher conscious functions of the like of the extended or autobiographical 
consciousness. 
In little detail we will shortly describe the synchronization mechanism in chaotic networks to 
arrive to its more recent developments in complex networks where we suggest its use in the brain 
dynamic modeling to describe how the sensorial networks communicate the information to distant 
brain structures, both other perceptual networks both higher cognitive functions. This communication 
behavior will be used to build the synchronization required to form a temporal based conscious state. 
2 Evidence of non-linear dynamics in the brain 
Since the seminal work of Freeman from an experimental [6] and mathematical [7] standpoint we 
had numerous studies with evidence of the non-linear and chaotic nature of the dynamic of the brain.  
Moreover from a different perspective, more related to the systemic analysis, there is the work of 
Combs and Goerner [8] connecting the conscience to the chaotic behavior in the brain (see also [9]). 
In all of them there is the clear idea of some form of connection between the conscient behavior 
and the non linear dynamics but not a clear model about the specific link between the two. 
In Perrone et al. [10, 11] a first such attempt is provided. More recently a trove of such evidence 
has been found making the assumption an almost certainty (just try a simple search on Google or Plos 
One for chaos and brain). 
Meanwhile the theory of chaotic systems has gone further ahead for applications mainly in 
physics. Let review quickly what we have today available as tools both theoretically and 
computationally. 
3 Synchronization of chaotic dynamics 
3.1 An introduction 
Since the seminal work of Henri Poincare' on the notions of sensibility to the initial conditions and 
of long(temporal)-term unpredictability a lot has happened in the field of chaotic dynamics and their 
characterization. Specifically we are interested to the family of methods that try to control such 
unstable behavior since its control can bring to a more humanly readable (i.e. stable) information. 
This type of highly unstable behavior has been observed in the most different systems: cardiology, 
chemical reactions, electronic circuits, laser technology, population dynamics, turbulence, weather 
forecasting and, most importantly for us, biological and brain systems. 
Returning to the stabilization argument a lot of methods have been proposed in the last 20 years: 
changes of system parameters, dampening chaotic oscillations, feedback control mechanisms (Pyraga's 
method [12], stabilization of unstable periodic orbits (Ott et al. method [13]), Occasional proportional 
feedback (Hunt's method [14]), synchronization (Pecora and Carroll [15]). 
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From this, shortened, list of available methods we single out the synchronization mechanism 
because it has a direct link to some very recent published result that shows neurophysiologic evidence 
of synchronization has been found in the brain [16][17][18][19]. 
3.2 Some examples 
Stabilization 
Let's consider a classical example of simple chaotic map: the Hénon map. 
ݔ௡ାଵ ൌ ߙ ൅ ߚݕ௡ െݔ௡ଶ
ݕ௡ାଵ ൌ  ݔ௡ 
 
(1) 




Figure 1: Temporal evolution of the Hénon map in (1). Figure 2. Hénon map. 
Applying the Ott et al. [13] method to stabilize such dynamics we obtain a modified set of 
equations: 
ݔ௡ାଵ ൌ  ൫െ݇ଵ൫ݔ௡ െ ݔଵǡଵ൯െ݇ଶ൫ݕ௡ െ ݕଵǡଵ൯ ൅ ߙ଴൯ ൅ ߚݕ௡െݔ௡ଶ 
ݕ௡ାଵ ൌ  ݔ௡ 
 
          
              
(2) 
Where k1 = -1.5 and k2 = 0.5 and x1,1 = y1,1 = 0.8358 (fixed points of period 1). Under such 
modified/ perturbed equation we can obtain the stabilization, for a chosen given time, of the original 
chaotic dynamics as shown in the following figure: 
 
Figure 3: stabilization (Ott et al. method) of the Hénon map to a period 1 orbit. The stabilization is 
active from n=200 to n=300 after which the dynamics returns fully chaotic. 
Where ݎଶ ൌ  ݔଶ ൅ ݕଶ . As we can see the possibility to transition from a chaotic to a regular 
behavior can be obtained with small perturbation to the system itself. This methodology can be really 
useful for physical systems to avoid unstable regions but for biological systems we have to look for 
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something that doesn't kill completely the irregular behavior of the dynamics, i.e. doesn't kill the 
system itself. Let's introduce the synchronization of chaotic systems. 
Synchronization 
Let's now introduce a different approach more suited to the information transmission (see Pecora 
and Carroll [15]). Let's define chaos synchronization as where two, or more, coupled chaotic systems 
(which may be equivalent or nonequivalent) exhibit a common, but still chaotic, behavior. For a 
complete review of the problem and the possible solutions see Boccaletti et al. [20]. To give a glimpse 
of the method let's consider two systems (the so called driver and response) to be the Lorentz chaotic 
equations for the driver: 
ቐ
ݔሶଵ ൌ ߪሺݔଶ െ ݔଵሻ
ݔሶଶ ൌ ݎݔଵ െݔଶ െ ݔଵݔଷ
ݔሶଷ ൌ  ݔଵݔଶ െ ܾݔଷ
 
and for the response (subsystem of the previous): 
൜ݕሶଶ ൌ െݔଵݕଷ ൅ ݎݔଵെݕଶݕሶଷ ൌ  ݔଵݕଶ െ ܾݕଷ 
Where the logic is to try to force the second system to become very close (synchronized) to the 
first (the driver). Let's put σ=16, b=4 and r=45.92 and run the system to obtain the results of the 
following figures: 
 
Figure 4. Synchronization of two Lorentz systems. A straight diagonal line is perfect synchronization. 
  
Figure 5. Comparison of the two signals (x2(t) and y2(t)) for the synchronized system: the two are 
almost identical but still very unstable/chaotic. 




Figure 6. x3(t) component of the driver system for comparison: very different from the values of the 
response system. 
Filtering/recognition 
There is a third possible approach to the description and characterization of a chaotic dynamics 
[26][27] : that of filtering out of the global chaotic dynamic the single UPO with a reading mechanism 
that doesn't interact directly with the global chaotic dynamics except for reading its temporal states. 
Essentially we try to make a “stable reading” out of the global dynamic; a mechanism of information 
reading from the unstable chaotic dynamic. See [26][27] and [11] for some simulations. 
4 Characterization of chaotic dynamics: UPOs 
As we have seen all the methods of control and stabilization of a chaotic dynamics rely on a 
fundamental structure upon which the dynamic itself relies: the unstable periodic orbits - UPOs. This 
characterization of the chaotic dynamics is the fundamental one today thanks to the works of 
Cvitanovic [21] and Ruelle [22]. The rough idea behind it is that the erratic behavior of such 
dynamical systems can be very well approximated, in the long run, considering them as composed by 
such UPOs on which the system stays for a continuously varying period of time, jumping from one to 
another. In this way we can try to approximate the long run behavior of such complex systems 
considering the relative "stability" of the structure composed by these UPOs [23]. 
5 Information content of chaotic dynamics for biological 
systems 
For what concerns a biological dynamic, specifically the temporal evolution of the brain dynamic, 
we have to consider such unstable temporal behavior as a perfect way to distribute the local 
information to the whole structure. Our model (see Perrone [11] [24] and Perrone et al. 
[10][25][26][27]) considers the unstable dynamic the way that the single sensory sub-systems can 
broadcast their perceptions to the whole brain. These broadcasts are diffused, passed on by the other 
systems to the global brain dynamics together with their own one. This way we can have a strong non-
locality of the information transmitted from a perception system. Some new evidence of 
synchronization through inhomogeneous networks supports this hypothesis; see [30]. 
This non locality of the sensory information is the first element of our model and an important 
feature of a process that wants to build an emergent conscient behavior. Let's see how.  
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Let's define a basic property of the conscient behavior, following the General Workspace Theory: 
to have the simultaneous presence of the perceptions from different sensory systems. 
Then, if we consider each sensory system transmitting their actual "readings" from the external 
reality to the whole brain dynamics, to realize the Workspace is sufficient to have the contemporary 
synchronization of one or multiple neuronal assemblies with different sensory ones. The contemporary 
presence of the different sensory data synchronized in the same neuronal system represents the starting 
point of the conscient Workspace considered in the General Workspace Theory: simultaneous 
presence of the different perception at the same time also if the perceptions are not really 
simultaneous. In other words; the synchronization in inhomogeneous networks guarantees the 
transmission of the local sensory information while the adaptive filtering/reading allows a distant brain 
region to lock, synchronize simultaneously on different sensory time series. This mechanism is 
scalable in the number of dynamics filtered giving the basic mechanism to have the simultaneous 
readings from different sensory systems in the same reading network, i.e. a conscious qualia. 
6 A dynamic definition of "core conscience" 
The use of the simultaneous concept from the last paragraph introduces another element in the 
theory: space vs time. The methods previously quoted [10][11][24][25][26][27] require to read, 
synchronize the dynamics the presence of a small, short term memory/buffer. This integration over 
time granted by such memory guarantees that the synchronization of the different perception data can 
be somewhat invariant to small time changes. At least, enough to consider different perceptions as 
simultaneous also if they are actually from different, but similar, times and taken with a different 
sampling frequency: for the Workspace they are simply simultaneous as the synchronization process 
that generated their presence as single elements in the Workspace itself. An observation is that this 
Workspace, has not to be strictly spatially localized: the non locality, globality in time of the dynamics 
allows for a spatially distributed Workspace. 
7 Conclusion 
We introduced a definition of the generation process of the single, atomic perception elements that 
need to be present in the conscient  Workspace at a basic level, before any elaboration is performed on 
them. We connected such process to the biological observation of chaotic and synchronization 
behavior in the brain dynamics. A model of the conscient Workspace as based on a distributed 
synchronization and short term memory process has been introduced. More research and modeling has 
to be done to detail the associated processes as happens in large distributed networks. More research 
has to be done also in relation to the use of such model to define the qualia of the conscient 
experience. 
In conclusion our fundamental hypothesis is that the emergence of the Workspace from the 
synchronized different dynamics in the brain comes from the temporal synchronization of the different 
perception elements: the Workspace generation process is time and (short) memory based. 
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