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1-BOUNDED ENTROPY AND REGULARITY PROBLEMS IN VON NEUMANN
ALGEBRAS
BEN HAYES
Abstract. We define and investigate the singular subspace Hs(N ⊆ M) of an inclusion of tracial von
Neumann algebras. The singular subspace is a canonical N-N subbimodule of L2(M) containing the quasi-
normalizer introduced in [38], the one-sided quasinormalizer introduced in [11], and the wq-normalizer
introduced in [14] (following upon work in [26] and [40]). We then obtain a weak notion of regularity
(called spectral regularity) by demanding that the singular subspace of N ⊆M generates M. By abstracting
Voiculescu’s original proof of absence of Cartan subalgebras in [53] we show that there can be no diffuse,
hyperfinite subalgebra of L(Fn) which is spectrally regular. Our techniques are robust enough to repeat
this process by transfinite induction and rule out chains of spectrally regular inclusions of algebras starting
from a diffuse, hyperfinite subalgebra and ending in L(Fn). We use this to prove some conjectures made by
Galatan-Popa in their study of smooth cohomology of II1-factors (see [14]). Our results may be regarded as
a consistency check for the possibility of existence of a “good” cohomology theory of II1-factors. We can also
use our techniques to show that if Ut is a one-parameter orthogonal group on a real Hilbert space H and the
spectral measure of its generator is singular with respect to the Lebesgue measure, then the continuous core
of the free Araki-Woods factor Γ(H, Ut)′′ is not isomorphic to L(Ft⊗B(ℓ2(N)) for any t ∈ (1,∞]. In partic-
ular, Γ(H, Ut)′′ 6∼= Γ(L2(R, m), λt)′′ where m is Lebesgue measure and λ is the left regular representation.
This was previously only know when the spectral measure of the generator of Ut had all of its convolution
powers singular with respect to Lebesgue measure. We give similar applications to crossed products by free
Bogoliubov actions in the spirit of [22].
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1. Introduction
This paper is concerned with using Voiculescu’s microstates free entropy dimension to prove indecompos-
ability results in von Neumann algebras. Recall that if N ⊆M is an inclusion of von Neumann algebras, we
define the normalizer of N inside M by
NM (N) = {u ∈ U(M) : u∗Nu = N}.
We say that N is regular in M (or that N ⊆M is a regular inclusion) if NM (N)′′ =M.
Perhaps the most famous application of Voiculescu’s microstates free entropy dimension is Voiculescu’s
fundamental result (see Theorem 7.3 of [53]) that if M is a von Neumann algebra with a faithful, normal,
tracial state τ and x1, . . . , xn are self-adjoint generators ofM which have microstates free entropy dimension
bigger than 1, thenM has no Cartan subalgebras. In fact, Voiculescu proves the stronger statement that such
an M does not have a regular, diffuse, hyperfinite subalgebra. This applies in particular when M = L(Fn)
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for n ∈ N or more generally the interpolated free group factors L(Ft), t ∈ (1,∞] defined by Dykema and
Raˇdulescu (see [10]).
The absence of Cartan subalgebras in L(Fn) was later proved by Ozawa and Popa (see [32]) using Popa’s
deformation/rigidty theory. They additionally proved that L(Fn) is strongly solid, i.e. that the normalizer
of any diffuse amenable subalgebra of L(Fn) remains amenable. This result in particular rules out chains of
inclusions
(1) Q = Q0 ⊆ Q1 ⊆ · · · ⊆ Qα = L(Fn)
where Q is hyperfinite and Qβ−1 ⊆ Qβ is a regular inclusion. The absence of such a chain as in (1) was also
obtained by Hadwin-Li in [16]. The result of Ozawa-Popa proves the much stronger statement that Qβ is in
fact hyperfinite for all β. Popa’s deformation/rigidity theory has since been used to achieve several landmark
achievements in this field as well as deduce uniqueness of Cartan subalgebras in crossed product algebras by
various groups (just to name a few examples see e.g. [39],[32],[33],[6],[26],[23],[24],[25],[42],[43],[44]).
In this paper, we will generalize the absence of chains such as (1) by considering weakened versions of the
normalizer. For example we will consider the quasi-normalizer and one-sided quasi-normalizer:
qNM (N) =
x ∈M : there exists x1, . . . , xn ∈ N with xN ⊆
n∑
j=1
Nxj and Nx ⊆
n∑
j=1
xjN
 ,
q1NM (N) =
x ∈M : there exists x1, . . . , xn ∈ N with xN ⊆
n∑
j=1
Nxj
 .
We say thatN is quasi-regular (respectively one-sided quasi-regular) inM ifW ∗(qNM (N)) =M (respectively
W ∗(q1NM (N)) = M). Quasiregularity was introduced by Izumi-Longo-Popa in [28] (see Definition 3.7)
under the term discreteness (see also [34] Proposition 1.3) the term “quasiregular” was first introduced by
Popa in [38]. The one-sided quasi-normalizer was defined by Izumi-Longo-Popa in [28]. All of these notions
are inspired by, and can be traced back to, the work of Popa on Orthogonal Masas in [35]. In private
communication with Popa, we have learned that Popa defined, in a 2005 mini-course in the conference
“Noncommmutative Geometry and Operator algebras at Vanderbilt Univeristy [41], a related notion of an
interwining space of Q into P inside of M, when P,Q are subalgebra of M (even if P is not a subset of
Q). We define the quasi-normalizing algebra of N ⊆ M and the one-sided quasi-normalizing subalgebra of
N ⊆M by
W ∗(qNM (N)),
W ∗(q1NM (N)),
respectively. Motivated by the strong solidity results of Ozawa and Popa we can inductively define chains
of algebras
(2) N0 = N1 ⊆ N2 ⊆ · · · ⊆ Nα ⊆M
by saying that
(3) Nβ =W
∗(q1NM (Nβ−1)).
It is then reasonable to investigate for what M and N we can guarantee that Nα 6=M for all α. For example
it is natural to ask if this is true if N is hyperfinite and M = L(Ft) with t ∈ (1,∞]. We note that a similar
chain of algebras was considered in Definition 1.2.2 of [26].
A similar question has already been asked by Galatan-Popa [14]. If N ⊆ M are diffuse von Neumann
algebras, we define the step-1 wq-normalizer by
NwqM (N) = {u ∈ U(M) : u∗Nu ∩N is diffuse}.
In [14], Galatan-Popa define (in the spirit of definition 1.2.2 of [26] and Definition 2.3 of [40]) the wq-
normalizing subalgebra as the smallest von Neumann subalgebra Q of M containing N for which NwqM (Q) =
U(Q). Equivalently, one considers a chain (indexed by ordinals α) of algebras
N0 = N ⊆ N1 ⊆ N2 ⊆ · · · ⊆ Nα ⊆M
defined by
Nβ =W
∗(NwqM (Nβ−1)) if β is a succesor ordinal,
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Nβ =
⋃
β′<β
Nβ′
SOT
if β is a limit ordinal,
then Q = Nα where α is the first index at which the chain stabilizes, i.e. Nα = Nα+1. In [14] (see Remark 3.9)
Galatan-Popa conjecture that the wq-normalizing subalgebra of N ⊆ L(F2) is never L(F2) if N is diffuse and
hyperfinite. In this paper, we shall answer this question affirmatively by analyzing the structure of ℓ2(F2)
as an N -N bimodule.
Let M be a von Neumann algebra and recall that two M -M bimodules H,K are disjoint if there is no
non-zero, bounded, M -M bimodular map T : H → K. Since adjoints of M -M bimodular maps are M -M
bimodular, this notion is symmetric. For our purposes, a tracial von Neumann algebra is a pair (M, τ) where
M is a von Neumann algebra and τ is a faithful, normal, tracial state on M. A von Neumann subalgebra
N of a von Neumann algebra M is a weak operator topology closed ∗-subalgebra of M which shares the
same multiplicative identity. Let (M, τ) be a tracial von Neumann algebra and N ⊆ M a von Neumann
subalgebra. For ξ ∈ L2(M) we use L2(NξN) for
k∑
j=1
xjξyj : xj , yj ∈ N, j = 1, . . . , k

‖·‖2
.
The following N -N subbimodule of L2(M) will be the crucial object of study in the paper.
Definition 1.1. Let (M, τ) be a tracial von Neumann algebra and N ⊆ M a von Neumann subalgebra.
Define the singular subspace of L2(M) over N by
Hs(N ⊆M) = {ξ ∈ L2(M) : L2(NξN) is disjoint from L2(N)⊗ L2(Nop) as an N -N bimodule}.
To motivate this definition we show that the singular subspace contains every version of normalizer in our
discussion.
Proposition 1.2. Let (M, τ) be a tracial von Neumann algebra and let N ⊆ M be a diffuse von Neumann
subalgebra. We then have the following inclusions:
q1NM (N) ⊆ Hs(N ⊆M),
NwqM (N) ⊆ Hs(N ⊆M).
Regard L2(M) as a collection of closed densely-defined operators affiliated to M. Thus if X ⊆ L2(M) and
ξ = uξ|ξ| for ξ ∈ X is the polar decomposition (as an unbounded operator), we use W ∗(X) for
W ∗({uξ : ξ ∈ X} ∪ {f(|ξ|) : ξ ∈ X, f is a bounded Borel function on [0,∞)}).
We can now state our main theorem.
Theorem 1.3. Let t ∈ (1,∞] and let N be a diffuse, hyperfinite von Neumann subalgebra of L(Ft). Induc-
tively define the following algebras Nα for every ordinal α :
N0 = N,
Nα =W
∗(Hs(Nα−1 ⊆M)) if α is a sucessor ordinal,
Nα =
⋃
α′<α
Nα′
SOT
if α is a limit ordinal.
Then for any ordinal α we have Nα 6= L(Ft).
The proof of Theorem 1.3 may be regarded as an abstraction of Voiculescu’s original proof of absence of
Cartan subalgebras in [53]. The new feature of the proof is that it is essentially “linear” and only relies on
a basic fact about representations of C∗-algebras. It appears that these techniques have not been exploited
so far in the study of free entropy dimension. The main exception is the case where N is abelian, where
Voiculescu proved in Corollary 7.6 of [53] that Hs(N ⊆ L(Ft)) 6= L2(M) (but not in this language). Note
that Proposition 1.2 shows that all previous notations of normalizers are contained in the singular subspace.
So Theorem 1.3 proves, in a very strong sense, the absence of chains of regular subalgebras (even under a
very weak notion of regularity) starting from a hyperfinite algebra and ending in L(Ft). In particular, we
may easily deduce the conjecture of Galatan and Popa from Theorem 1.3.
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Corollary 1.4. Fix t ∈ (1,∞]. For any diffuse, hyperfinite von Neumann subalgebra N of L(Ft) the wq-
normalizing algebra of N is not L(Ft).
The key tool in the proof of these theorems is Voiculescu’s free entropy dimension. In fact we may replace
L(Ft) with any algebra which has microstates free-entropy dimension bigger than 1 with respect to some set
of generators. We can also replace“hyperfinite” in all of our theorems with any algebra which has microstates
free entropy dimension one with respect to every set of generators in a suitably strong sense. The strong
version of having microstates free entropy dimension one with respect to every set of generators we will use
is the concept of being strongly 1-bounded developed by Kenley Jung in [30]. This led to the development
of other related notions in [17],[16],[45]. These notions are numerical invariants of a von Neumann algebra
which, when finite, imply that it has microstates free entropy dimension at most one with respect to every
set of generators. We remark that being strongly 1-bounded implicitly comes with a numerical invariant
though this was not spelled out in [30]. Specifically, it is clear from the proof of Theorem 3.2 in [30] that if
(M, τ) is a finite von Neumann algebra, and F,G ⊆Msa are finite sets with W ∗(F ) =W ∗(G) =M, then in
the notation of Section 2 of [30] we have
sup
ε>0
Kε(Ξ(F )) = sup
ε>0
Kε(Ξ(G)).
We will call this common quantity the 1-bounded entropy of M . We feel that this is justified because the
above quantity can be regarded as a limit of relative entropies (i.e. it is computed in terms of packing
numbers of microstates relative to a fixed self-adjoint). We show in Lemma A.5 that Shen’s 1-Embedding
Dimension developed in [45] agrees with 1-bounded entropy. We will need a version of 1-bounded entropy
which works for not necessarily finitely generated algebras. The techniques we use to define the 1-bounded
entropy for not necessarily finitely generated algebras are well known to experts in free entropy dimension
(see e.g. [47],[48]). We use h(M) for the 1-bounded entropy ofM (the precise definition is given in Definition
2.1), the h being used because it is some form of entropy. The proof that h(M) is an invariant, even in the
case of an infinite set of generators for M, follows easily from the techniques of Jung. However, since this is
not present in the literature we have decided to include it in the appendix. It is clear from our definitions
of the 1-bounded entropy as well as section 2 of [30] that if M is a finitely-generated von Neumann algebra,
then h(M) <∞ if and only if M is strongly 1-bounded. We prove this explicitly in Proposition A.16. From
these comments it follows that if h(M) < ∞, then δ0(F ) ≤ 1 for any finite F ⊆ Msa with M = W ∗(M)
(for example, h(L(Fn)) =∞). The methods for defining microstates free entropy with respect to an infinite
family of generators are well known (see e.g. Section 4 of [48]) and it is clear from the definitions that if
h(M) < ∞, then δ0(F ) ≤ 1 for any set F of self-adjoint generators of M. This implies, for example, that
h(L(F∞)) =∞. A byproduct of our methods shows that if F is a 1-bounded set of self-adjoint elements and
if F is a nonamenability set, then W ∗(F ) is strongly 1-bounded (previously Jung required that F contain
an element with finite free entropy).
For the reader’s convenience, we mention more examples of algebras with microstates free entropy dimen-
sion bigger than one with respect to some set of generators. By Proposition 6.8 of [53], any free product of
diffuse, finitely generated tracial von Neumann algebras which embed into an ultrapower of R have free en-
tropy dimension larger than 1 with respect to some set of generators. Additionally, by Brown-Dykema-Jung
(see [4]), we can exhibit amalgamated free products which have free entropy dimension bigger than 1 with
respect to some set of generators. Thus our theorems apply to each of these examples.
We now restate our main theorems using 1-bounded entropy in a somewhat more abstract way.
Theorem 1.5. Let (M, τ) be a tracial von Neumann algebra and suppose that X ⊆ L2(M) is a set of (not
necessarily self-adjoint) generators for M. Let ω ∈ βN\N be a non-principal ultrafilter and let N be a diffuse
von Neumann subalgebra of Mω. Set
H =
∑
x∈X
L2(NxN)
‖·‖2
.
If H is disjoint from L2(N)⊗ L2(Nop) as an N -N bimodule, then
h(M) ≤ h(N).
Thus if h(N) = 0 (e.g. N is hyperfinite), then h(M) = 0 (so for example M cannot be isomorphic to L(Fn)).
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When N is abelian, and N ⊆ M, and H = L2(M) the preceding theorem is covered by Corollary 7.6 in
[53], with the statement h(M) = 0 being replaced by δ0(F ) ≤ 1 for any finite F ⊆Msa with W ∗(F ) =M.
Corollary 1.6. Let (M, τ) be a tracial von Neumann algebra and suppose that h(M) > 0 (e.g. if δ0(F ) > 1
for a finite F ⊆Msa which generates M). Let N ⊆M be a diffuse von Neumann subalgebra with h(N) = 0.
Inductively define algebras Nα for all ordinals α as follows:
N0 = N,
Nα =W
∗(Hs(Nα−1 ⊆M)) if α is successor ordinal,
Nα =
⋃
α′<α
Nα′
SOT
, if α is a limit ordinal.
Then for all α we have that Nα 6= M. In particular if N hyperfinite and M = L(Ft), t > 1, then Nα 6= M
for any ordinal α.
The conjecture of Galatan-Popa is motivated by their study of cohomology of II1-factors in [14], in Section
5 of which they speculate on whether a“good” cohomology theory for II1 factors is possible. Such a theory
should be nonvanishing, calculable in interesting cases, and in the case of group von Neumann algebras
should reflect the cohomology of the group. Their discussion implies that if one can find a nice cohomology
theory of II1 factors, then it would follow that L(Fn) does not had a wq-regular, diffuse, hyperfinite von
Neumann subalgebra. It thus becomes reasonable to try and prove that L(Fn) does not have a wq-regular,
diffuse, hyperfinite von Neumann subalgebra as a “consistency” check for the postulate that there is a “good”
cohomology theory for II1 factors. As the preceding Theorem proves this fact, it still seems reasonable to
conjecture that there is a “good” cohomology theory for II1-factors. In [14] Galatan-Popa also introduce
Property (C’) for an inclusion N ⊆ M of tracial von Neumann algebras. Property (C’) is a version of
asymptotic commutativity weaker than Property (C) as defined by Popa in [37] (which is itself weaker than
having Property (Γ)). They show that if M is a II1-factor which has a diffuse, wq-regular von Neumann
subalgebra having Property (C’) in M , then M has vanishing 1-cohomology with values in any smooth
bimodule. In particular, if L(Fn) had a smooth bimodule with non-vanishing 1-cohomology, then L(Fn)
could not have such a diffuse, wq-regular von Neumann subalgebra having property (C′) in L(Fn). We prove
the absence of such a subalgebra of L(Fn) using 1-bounded entropy. We remark here that Dykema already
used free entropy dimension to prove that L(Fn) does not have Property (C) in [8].
Corollary 1.7. Let (M, τ) be a tracial von Neumann algebra. Suppose that N is a diffuse, wq-regular
subalgebra of M. If N ⊆ M has Property (C’) as defined by Galatan-Popa in [14], then h(M) ≤ 0. In
particular, L(Fn) does not have a diffuse wq-regular subalgebra N so that N ⊆ L(Fn) has Property (C’).
In fact, in essentially every case, if Galatan-Popa show in [14] that a tracial von Neumann algebra (M, τ)
has vanishing 1-cohomology with values in any smooth bimodule, then we can show that M has 1-bounded
entropy at most zero. The fact that algebras with 1-bounded entropy at most zero cannot be wq-regular,
one-sided quasi-regular of step α, etc. in algebras which have microstates free entropy bigger than 1 with
respect to some set of generators (e.g. L(Fn)) may again be regarded as a good “consistency” check for the
existence of a good cohomology theory of II1-factors. The analogy between having vanishing 1-cohomology
and 1-bounded entropy at most zero we view as similar to the theory of cost (as defined by Levitt in [31]) and
ℓ2-Betti numbers (as defined by Atiyah in [1]). For example, one knows by [13] that a group (or equivalence
relation) with cost 1 has vanishing first ℓ2-Betti number. The condition that a von Neumann algebra has
Property (C’) is analogous to Gaboriau’s criterion (see [12] Critres VI.24.) for a group to have cost 1 if
it can be generated by elements s1, . . . , sk with the property that [sj , sj−1] = 1 for all j = 2, . . . , k. We
remark here that our techniques have the defect that arguments involving free entropy dimension always
have: any von Neumann algebra which has microstates free entropy dimension bigger than 1 with respect
to some set of generators must embed into an ultrapower of the hyperfinite II1-factor. It is possible that
the techniques of Galatan-Popa give more general conclusions since they do not require an algebra to embed
into an ultrapower of the hyperfinite II1-factor.
We can use our results to give other examples of algebras M with h(M) ≤ 0. In many cases by results of
[22] as well as [21] these algebras have the complete metric approximation property and are strongly solid.
Thus they share many properties with free group factors, but are not isomorphic to them.
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Theorem 1.8. Let q ∈ [−1, 1] and let H be a real Hilbert space. Let Γq(H) be the q-deformed free group
factor defined by Bozjeko-Speicher in [2]. Suppose that G is a countably infinite amenable group (more
generally assume h(L(G)) < ∞). Let π : G → O(H) be an orthogonal representation and let αpi be the
induced Bogulibov action of G on Γq(H). Let
πC : G→ U(H⊗R C)
be the complexification of π. Let λC : G→ U(ℓ2(G)) be the representation induced by the conjugation action
of G on itself. Suppose that πC ⊗ λC has no nonzero subrepresentation which embeds into the left regular
representation. Then
h(Γq(H)⋊απ G) ≤ 0.
In particular, Γq(H)⋊απ G is not isomorphic to L(Ft) for any t ∈ (1,∞].
Note that if there is a finite subset F ⊆ H with
H = Span{π(g)ξ : g ∈ G, ξ ∈ F},
and if G is finitely-generated, then Γq(H)⋊απG is finitely-generated. Since finite generation and h(Γq(H)⋊απ
G) < ∞ is equivalent to being strongly 1-bounded, we can use the above theorem to find new examples of
strongly 1-bounded algebras as defined by Jung.
Consider the preceding theorem with G = Z, and U = π(1) and let UC be the complexification of U .
Theorem 1.8 reduces to the statement that if the spectral measure of UC is singular with respect to the
Lebesgue measure on T = R/Z, then
h(Γq(H)⋊απ Z) ≤ 0.
In this case the non-isomorphism part of the previous theorem was only known (see Corollary A of [22])
when q = 0 and there is a scalar measure ν in the same absolute continuity class of the spectral measure
UC so that all of the convolution powers of ν are singular with respect to Lebesgue measure. Here we are
able to reduce to only the first convolution power because of our ability in Theorem 1.3 to only assume that
Hs(N ⊆ M) generates M (and is not necessarily all of L2(M)). One striking feature of our techniques is
that the parameter q plays no role whatsoever in the proof of the preceding Theorem. Again, this is because
the parameter q only plays a role in the higher-order structure of Γq(H) and does not appear in the specific
generating submodule we take. This illustrates the flexibility of our results.
Let us mention how the preceding Theorem gives new examples of algebras which are strongly solid and
have CMAP but are not interpolated free group factors. Fix p ∈ (2,∞), by the Ivashev-Musatov theorem
(see [27]), there is a symmetric probability measure µ on T which is singular with respect to Lebesgue
measure and has µ̂ ∈ ℓp(Z). Consider the real Hilbert space:
H = {f ∈ L2(T, µ) : f(−θ) = f(θ)}
and let π : Z→ O(H) be the orthogonal representation given by
(π(n)f)(θ) = e2piinθf(θ).
Setting U = π(1), it is easy to see that UC is unitarily equivalent to multiplication by e
2piiθ on L2(T, µ).
Thus µ is a measure in the same absolute continuity class as the spectral measure of UC. Since µ̂ ∈ ℓp(Z),
we know that π is mixing and hence by [22] we know that Γq(H)⋊απ Z is strongly solid and has CMAP. As
µ is singular with respect to Lebesgue measure we have
h(Γq(H)⋊απ Z) = 0
and thus Γq(H)⋊απ Z is not isomorphic to an interpolated free group factor. Since µ̂ ∈ lp(Z), we know that
some convolution power of µ is absolutely continuous with respect to Lebesgue measure. Thus the fact that
Γq(H)⋊απ Z is not an interpolated free group factor is not covered by the results of [22] (even when q = 0).
Despite the fact that for most of the paper we stick to tracial von Neumann algebras (in order to use
results on microstates free entropy dimension), we can deduce nontrivial consequences for semifinite von
Neumann algebras. By applying Tomita-Takesaki theory, we can deduce consequences for certain type III
factors including the free Araki woods factors introduced by Shlyakhtenko in [46] and their q-deformations
defined by Hiai in [19]. I thank Dimitri Shlyakhtenko for alerting me to this application.
Let M be a von Neumann algebra with a faithful, normal, semifinite trace τ . We can still make sense of
what it means for a set X of measurable operators affiliated to (M, τ) to generate M, mutatis mutandis, as
in the case when τ is a finite trace.
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Theorem 1.9. Let M be a semifinite von Neumann algebra and fix a faithful, normal, semifinite trace τ
on M. Suppose that N ⊆ M is a diffuse von Neumann subalgebra so that τ ∣∣
N
is still semifinite. If p is a
projection in M with τ(p) <∞, define τp : pMp→ C by
τp(x) =
τ(x)
τ(p)
.
Suppose that for every projection q ∈ N with τ(q) < ∞, we have h(qNq, τq) ≤ 0. Suppose additionally that
there exists X ⊆ L2(M, τ) such that
W ∗(X) =M,∑
x∈X
L2(NxN) is disjoint from L2(N)⊗ L2(Nop) as an N -N bimodule.
Then h(pMp, τp) ≤ 0 for every p ∈M with τ(p) <∞.
Corollary 1.10. Let q ∈ [−1, 1] and let H be a real Hilbert space. Let t 7→ Ut, t ∈ R be a one-parameter
orthogonal group on H. Let Γq(H, Ut)′′ be the q-deformed free Araki-Woods algebra. Let Ut,C be the complex-
ification of Ut and let Ut,C = e
itA with A a closed, self-adjoint operator. Suppose that the spectral measure
of A is singular with respect to Lebesgue measure. Then the continuous core of Γq(H, Ut)′′ is not isomor-
phic to L(Fs)⊗B(K) for any s ∈ (1,∞] and any separable Hilbert space K. In particular, Γq(H, Ut)′′ is not
isomorphic to Γ(L2(R,m), λt)
′′ where λ is the left regular representation and m is Lebesgue measure.
As in Theorem 1.8 the preceding Corollary was only known when q = 0 and when there is a scalar
measure ν in the absolute continuity class of the spectral measure of A so that all of its convolution powers
are singular with respect to Lebesgue measure (see [48]). Also, as in Theorem 1.8, the parameter q plays no
role in the proof at all. By applying the same remarks after Theorem 1.8, and in Section 4 of [22] we find
new examples of one-parameter orthogonal groups Ut so that Γ0(H, Ut)′′ 6∼= Γ0(L2(R,m), λt)′′.
We mention one last application, related to the following question of Peterson.
Question 1.11. If t ∈ (1,∞] and N is a finitely-generated, nonamenable von Neumann subalgebra of L(Ft),
does there exist a finite F ⊆ Nsa so that N =W ∗(F ) and δ0(F ) > 1?
Motivated by our results, we make a conjecture.
Conjecture 1.12. If t ∈ (1,∞] and N ⊆ L(Ft) is a maximal amenable von Neumann subalgebra, then as
N -N bimodules:
L2(L(Ft))⊖ L2(N) ≤ [L2(N)⊗ L2(N)]⊕∞.
We can use Theorem 3.8 to relate these two questions.
Corollary 1.13. If Question 1.11 has an affirmative answer, then Conjecture 1.12 is true.
The above corollary reveals that it may be important to investigate the validity of Conjecture 1.12 in
order to understand maximal amenable subalgebras of L(Ft), t ∈ (1,∞].
We remark that every known example of a MASA N ⊆ L(Fn) which is also maximal amenable the con-
clusion of the preceding corollary is known. Conjecture 1.12 is straightforward for the generator MASA
(proven to be maximal amenable by Popa in [36]). The radial MASA is known to be maximal amenable by
work of Cameron, Fang, Ravichandran and White (see [5]) using Popa’s asymptotic orthogonality property
developed in [36]. Conjecture 1.12 for the radial MASA was verified by Sinclair-Smith in [49]. It is known by
[15],[18] that planar algebras always complete to interpolated free group factors and, using Popa’s asymp-
totic orthogonality property, Brothier proved in [3] that the cup subalgebra of a planar algebra is maximal
amenable. Conjecture 1.12 is known for the cup subalgebra of a planar algebra by Theorem 4.9 of [29]. To
the best of our knowledge, these are all known cases of maximal amenable subalgebras of interpolated free
group factors. We mention that the introduction to [9] discusses questions similar to Conjecture 1.12.
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1.1. Notational Remarks. For a ∗-algebra A we use Asa for the self-adjoint elements of A. We use the
phrase tracial von Neumann algebra to mean a pair (M, τ) where M is a von Neumann algebra and τ is a
faithful, normal, tracial state on M. For x ∈ M, we use ‖x‖22 = τ(x∗x), and we use ‖x‖∞ for the operator
norm on x. If A is a C∗-algebra (which is not endowed with a trace), we use ‖a‖ for the norm of an element
a ∈ A. We thus reserve the notation ‖a‖∞ for the case that a is an element in some tracial von Neumann
algebra (to distinguish it from one of the other noncommutative Lp-norms). This is similar to using ‖f‖ for
an element f ∈ C(X) (when C(X) has no given measure), and using ‖f‖∞ for the L∞ norm of f ∈ L∞(X,µ)
for some measure µ onX.We will say that a normal element a in a von Neumann algebra has diffuse spectrum
if W ∗(a) is diffuse. If (ai)i∈I are elements in some C∗-algebra A a function R ∈ [0,∞)I will be called a
cutoff parameter for (ai)i∈I if ‖ai‖ < Ri for all i ∈ I. If X ⊆ A, a function R ∈ [0,∞)X will be called a
cutoff parameter if it is a cutoff parameter for (x)x∈X . If F,G are sets and R ∈ [0,∞)F , S ∈ [0,∞)G we let
R ∨ S ∈ [0,∞)F⊔G be defined by
(R ∨ S)x =
{
Rx, if x ∈ F
Sx, if x ∈ G.
For a set I, we will use C〈Xi : i ∈ I〉 for the algebra of noncommutative complex polynomials in the Xi
(i.e. the free C-algebra in the variables Xi). We call elements of C〈Xi : i ∈ I〉 noncommutative polynomials.
We give C〈Xi : i ∈ I〉 the unique ∗-algebra structure which makes the Xi self-adjoint. For self-adjoint
elements ai, i ∈ I in some ∗-algebra A, and P ∈ C〈Xi : i ∈ I〉 we will denote by P (ai : i ∈ I) the image of
P under the unique ∗-homomorphism C〈Xi : i ∈ I〉 → A sending Xi → ai. Note that this makes sense if
I is a subset of A itself. Thus the expression P (x : x ∈ I) is sensible if I ⊆ Asa, P ∈ C〈Xx : x ∈ I〉. For
A ∈Mk(C), we use
tr(A) =
1
k
k∑
j=1
Ajj ,
we shall also use
‖A‖2 = tr(A∗A)1/2.
Note that we can also make sense of ‖A‖2 for A ∈ B(H), with H a finite-dimensional Hilbert space. In
case of potential confusion, for example when H = Mk(C) with the above Hilbert space norm, for a finite-
dimensional Hilbert space H and A ∈ B(H) we will sometimes use ‖A‖L2(trH) instead of ‖A‖2. For I a finite
set and A ∈Mk(C)I we let
‖A‖2 =
(∑
x∈I
‖Ax‖22
)1/2
.
and
‖A‖∞ = max
x∈I
‖Ax‖∞.
Suppose that (X, d) is a metric space and A,B ⊆ X. If δ > 0 we say that A is δ-contained in B, and
write A ⊆δ B, if for every x ∈ A there is a y ∈ B with d(x, y) ≤ δ. We say that A ⊆ X is δ-dense if X ⊆δ A.
We say that A ⊆ X is δ-separated if for all x 6= y in A we have d(x, y) > δ. We let Kδ(X, d) be the minimal
cardinality of a δ-dense subset of X. We leave it as an exercise to the reader to verify that if A,B ⊆ X, if
ε, δ > 0 and A ⊆δ B, then
K2(ε+δ)(A, d) ≤ Kε(B, d).
If X is a Banach space, and d is the metric induced by its norm and A ⊆ X, we will typically use Kε(A, ‖ · ‖)
instead of Kε(A, d). Additionally, in case of ambiguity we will use
A ⊆δ,d B
to specify the metric (with similar notation as above for when d is induced by a norm). If (V, ‖ · ‖) is a
normed vector space we use Ball(V, ‖ · ‖) = {v ∈ V : ‖v‖ ≤ 1}.
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2. Definition of 1-Bounded Entropy and Some Technical Lemmas
Let us first recall the definition of Voiculescu’s microstates space.
Definition 2.1. Let (M, τ) be a tracial von Neumann algebra and F a finite subset of Msa. For m ∈ N, k ∈
N, γ > 0 define Voiculescu’s microstates space for F, denoted Γ(F ;m, γ, k), to be the set of all A ∈Mk(C)Fsa
so that
| tr(P (Ax : x ∈ F ))− τ(P (x : x ∈ F ))| < γ
for all monomials P ∈ C〈X : X ∈ F 〉 of degree at most m. Let RF ∈ [0,∞)F be a cutoff parameter, we then
set ΓRF (F ;m, γ, k) to be the set of all A ∈ Γ(F ;m, γ, k) so that ‖Ax‖∞ ≤ RF,x for all x ∈ F. If G is another
finite subset of Msa and RG ∈ [0,∞)G is a cutoff parameter we shall often write ΓRF∨RG(F,G;m, γ, k)
instead of ΓRF∨RG(F ⊔ G;m, γ, k). We define Voiculescu’s microstates space for F in the presence of G,
denoted ΓRF∨RG(F : G;m, γ, k), to be the set of all A ∈ (Mk(C)sa)F so that there is a B ∈ (Mk(C)sa)G
with
(A,B) ∈ ΓRF∨RG(F,G;m, γ, k).
We adopt similar notation for Γ(F,G;m, γ, k), Γ(F : G;m, γ, k). For notational convenience, if F ⊆ F0 ⊆
Nsa, G ⊆ G0 ⊆Msa and RF0 ∈ [0,∞)F0 , RG0 ∈ [0,∞)G0 we will often use ΓRF0∨RG0 (F : G;m, γ, k) for
Γ
RF0
∣∣
F
∨RG0
∣∣
G
(F : G;m, γ, k).
Given a tracial von Neumann algebra (M, τ) and a ∈ Msa, a sequence (Ak)∞k=1 with Ak ∈ Mk(C)sa is
said to be a sequence of microstates for a if supk ‖Ak‖∞ <∞ and for all P ∈ C[x]
lim
k→∞
tr(P (Ak)) = τ(P (a)).
We now turn to our definition of 1-bounded entropy.
Definition 2.2. Let (M, τ) be a diffuse tracial von Neumann algebra. Fix a self-adjoint a ∈M with diffuse
spectrum and a sequence (Ak)
∞
k=1 of microstates for a. Let X,Y ⊆ Msa be given and R ∈ [0,∞)X , R′ ∈
[0,∞)Y be cutoff parameters and let L = supk ‖Ak‖∞. For finite F ⊆ X,G ⊆ Y, natural numbers m, k, and
γ > 0 we set
ΞAk,R∨R′(F : G;m, γ, k) = {x ∈Mk(C)Fsa : (Ak, x) ∈ ΓL∨R∨R′(a, F : G;m, γ, k)}.
For positive real numbers ε, γ and natural numbers m, k we then let
Kε(Ξ(Ak)∞k=1,R∨R′(F : G;m, γ), ‖ · ‖2) = lim sup
k→∞
1
k2
logKε(ΞAk,R∨R′(F : G;m, γ, k), ‖ · ‖2),
Kε(Ξ(Ak)∞k=1,R∨R′(F : G), ‖ · ‖2) = infm∈N,
γ>0
Kε(Ξ(Ak)∞k=1,R∨R′(F : G;m, γ), ‖ · ‖2),
Kε(Ξ(Ak)∞k=1,R∨R′(F : Y ), ‖ · ‖2) = infG⊆Y finiteKε(Ξ(Ak)∞k=1,R∨R′(F : G), ‖ · ‖2),
h(Ak)∞k=1(F : Y ) = sup
ε>0
Kε(Ξ(Ak)∞k=1,R∨R′(F : Y ), ‖ · ‖2),
h(Ak)∞k=1(X : Y ) = sup
finiteF⊆X
h(Ak)∞k=1(F : Y ).
We also let h(Ak)∞k=1(F : G, ‖ ·‖∞) be the number obtained by replacing every instance of Kε(· · · , ‖ ·‖2) in
the above definition with Kε(· · · , ‖ · ‖∞). We will often write (Ak) instead of (Ak)∞k=1. In the appendix, it is
shown that if a, b ∈ W ∗(X) have diffuse spectrum and (Ak)∞k=1, (Bk)∞k=1 are microstates for a, b respectively,
then
h(Ak)∞k=1(X : Y ) = h(Bk)∞k=1(X : Y ).
Thus we will simply write h(X : Y ) instead of h(Ak)∞k=1(X : Y ). In the appendix it is also shown that
h(X : Y ) = h(W ∗(X) :W ∗(Y )),
if W ∗(X) ⊆ W ∗(Y ), we will use this frequently without mention. All these facts are proved in a similar
manner to [30],[16],[45]. Lastly, we set
h(M) = h(M :M).
We call h(M) the 1-bounded entropy of M and h(N : M) the 1-bounded entropy of N in the presence of
M. It is clear from our definition and [30] that if M is finitely generated, then h(M) < ∞ if and only if M
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is strongly 1-bounded (see Proposition A.16 for a precise proof). We use the notation h(N : M) because
our definition is “entropic” and we prefer to think of h(M) as a reasonable entropy for strongly 1-bounded
algebras (since necessarily the free entropy dimension of such algebras is at most one with respect to every
set of generators).
We list here some basic properties of 1-bounded entropy for a tracial von Neumann algebra (M, τ) which
will frequently be used throughout the paper (most of which are proved in Appendix A).
Property 1: If N ⊆ P ⊆M are von Neumann algebras, then
h(N :M) ≤ h(P :M) and h(N :M) ≤ h(N : P ).
Property 2: If Nα is an increasing net of von Neumann subalgebras of M and N =
⋃
αNα
SOT
, then
h(N :M) = limα h(Nα :M) and h(N) ≤ lim infα h(Nα), (see Lemma A.10 and Corollary A.11),
Property 3: If Nj, j = 1, 2 are von Neumann subalgebras of M and N1 ∩N2 is diffuse, then
h(N1 ∨N2 :M) ≤ h(N1 :M) + h(N2 :M),
(see Lemma A.12).
Property 4: If (Mj , τj) are tracial von Neumann algebras and µj , j = 2, . . . are such that M = ⊕∞j=1Mj ,∑
j µj = 1 and if we define τ((xj)j) =
∑
j µjτj(xj), then
h(M) ≤
∞∑
j=1
µ2jh(Mj)
with the convention that if one of the terms on the right hand side is −∞, then the sum is −∞ (see
Proposition A.13).
Property 5: If p ∈M is a nonzero projection and τp : pMp→ C is defined by τp(x) = τ(x)τ(p) , then
h(pMp) ≤ 1
τ(p)2
h(M)
(see Proposition A.13).
Property 6: If F ⊆Msa is a finite set with W ∗(F ) = M and δ0(F ) > 1, then h(M) =∞ (follows from the
original definition of strongly 1-bounded in [30]).
The fact that h(M) makes sense for von Neumann algebras which are not a priori finitely generated will be
particularly useful in this paper. Our main goal is to show– even under very weak notions of regularity– that
algebras which have microstates free entropy dimension bigger than 1 with respect to some set of generators
(e.g. L(Fn)) cannot have subalgebras with finite 1-bounded entropy which are regular. Moreover, we will
want to rule out chains of algebras
(4) N0 ⊆ N1 ⊆ N2 ⊆ · · ·Nα =M
so that N0 is strongly 1-bounded and Nβ ⊆ Nβ+1 satisfies some weak regularity condition. When we consider
chains of algebras as in (4), we will have no a priori control as to whether N1, N2, · · · are finitely-generated.
However, we will still want to prove nonexistence of such a chain, by showing that h(Nα) < ∞ for every α
(in fact one will have to get a uniform bound on h(Nα) for our inductive arguments to work). Thus it will
be useful to drop the standard assumption of finite generation and work with this extended notion of being
strongly 1-bounded. This is similar to the point of view of Hadwin-Li in [16].
We need an elementary lemma. If A is a C∗-algebra, if H,K are Hilbert spaces, and π : A→ B(H), ρ : A→
B(K) are ∗-homomorphisms we say that π and ρ are disjoint if π, ρ do not have nonzero, isomorphic sub-
representations. We write π ⊥ ρ if π, ρ are disjoint. Lastly, we let HomA(π, ρ) be the space of bounded,
linear, A-equivariant maps T : H → K. The following lemma is well known, but we include the short proof
for completeness.
Lemma 2.3. Let A be a C∗-algebra, and Hj , j = 1, 2 Hilbert spaces. Let πj : A → B(Hj), j = 1, 2 be
∗-homomorphisms. The following are equivalent:
(i): π1 ⊥ π2,
(ii): HomA(π1, π2) = {0},
(iii): HomA(π2, π1) = {0},
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(iv): For any ε > 0 and any ξ1, . . . , ξk ∈ H1, η1, . . . , ηl ∈ H2, there is an a ∈ A such that ‖a‖ ≤ 1 and
max
1≤j≤k
‖π1(a)ξj − ξj‖ < ε,
max
1≤j≤l
‖π2(a)ηj‖ < ε.
Proof. The equivalence of (i) and (ii) is a standard exercise in using the polar decomposition. The equivalence
of (ii) and (iii) is clear by taking adjoints. It is also easy to show that (iv) implies (ii). It thus remains to
show (ii) and (iii) imply (iv).
So assume that (ii) and (iii) hold. We claim that
(5)
[
1 0
0 0
]
∈ (π1 ⊕ π2)(A)SOT .
Suppose that we can show (5). Given ξ1, . . . , ξk ∈ H1, η1, . . . , ηl ∈ H2, Kaplansky’s density theorem implies
that we can find an a ∈ A so that
max(‖π1(a)‖, ‖π2(a)‖) ≤ 1,
‖π1(a)ξj − ξj‖ < ε for j = 1, . . . , k,
‖π2(a)ηj‖ < ε for j = 1, . . . , l.
Let J = ker(π1⊕π2). Because injective ∗-homomorphisms are isometric, π1⊕π2 induces an isometric inclusion
A/J → B(H1 ⊕ H2). So by definition of the quotient norm, we can choose a as above with ‖a‖ < 1 + ε.
Setting b = a1+ε we see that ‖b‖ ≤ 1 and
‖π1(b)ξj − ξj‖ < ε+
∣∣∣∣1− 11 + ε
∣∣∣∣ ‖ξj‖ for j = 1, . . . , k,
‖π2(b)ηj‖ < ε+
∣∣∣∣1− 11 + ε
∣∣∣∣ ‖ηj‖ for j = 1, . . . , l,
and since ε is arbitrary, (iv) is an easy consequence of this. So it is enough to prove (5).
Let T ∈ (π1 ⊕ π2)(A)′, by the Double Commutant Theorem it is enough to show that[
1 0
0 0
]
commutes with T. Write
T =
[
T11 T12
T21 T22
]
,
with Tij ∈ B(Hi,Hj). Since T ∈ (π1 ⊕ π2)(A)′, we have Tij ∈ HomA(πi, πj) and thus T12, T21 = 0. We now
know that
T =
[
T11 0
0 T22
]
.
It is now easy to see that T commutes with [
1 0
0 0
]
.

It is trivial to see that we can take a as in (iv) to live in a prescribed dense subset of A. We will use this
in the sequel without comment. We will also need the following volume-packing estimate. We use ℓ2(k) for
Ck with the ℓ2-norm:
‖z‖22 =
k∑
j=1
|zj |2.
We also use Ball(ℓ2(k)) = {ξ ∈ ℓ2(k) : ‖ξ‖2 ≤ 1}.
Lemma 2.4. Let R, η, ε > 0. Then for any T ∈Mk(C) with ‖T ‖∞ ≤ 1 we have
K2ε(T (RBall(ℓ
2(k))), ‖ · ‖2) ≤
(
3R+ ε
ε
)2kR2 ‖T‖22
ε2
.
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Proof. Set η = ‖T ‖2 and let P = χ( ε
R
,1](|T |). Then
tr(P ) ≤ R
2
ε2
tr(T ∗T ) =
R2η2
ε2
.
Thus Pℓ2(k) is a space of real dimension at most 2R
2η2
ε2 k. Let S be a maximal subset of RBall(Pℓ
2(k)), ‖·‖2)
satisfying the condition that ‖A−B‖2 ≥ ε for all A 6= B with A,B ∈ S. By the triangle inequality we have(
R +
ε
3
)
Ball(Pℓ2(k), ‖ · ‖2) ⊇
⋃
ξ∈S
ξ +
ε
3
Ball(Pℓ2(k), ‖ · ‖2)
and since S is ε-separated the right-hand side of the above equation is a disjoint union. Computing volumes
shows that (
R+
ε
3
)2 tr(P )k
≥ |S|
(ε
3
)2 tr(P )k
,
so
|S| ≤
(
3R+ ε
ε
)2 tr(P )k
≤
(
3R+ ε
ε
)2R2η2
ε2
k
.
Now let ξ ∈ RBall(ℓ2(k)) and choose a ξ′ ∈ S so that
‖Pξ − ξ′‖2 ≤ ε.
Then
‖Tξ − Tξ′‖2 ≤ ‖TPξ − Tξ′‖+ ‖T (1− P )ξ‖2 ≤ ε+ ε = 2ε,
so
K2ε(T (RBall(ℓ
2(k))), ‖ · ‖2) ≤ |S| ≤
(
3R+ ε
ε
)2R2η2
ε2
k
.

We will need a technical lemma which will allow us to switch from a ε-dense set with respect to ‖ · ‖2 to
a ε-dense with respect to ‖ · ‖∞. We will use this to show that
h(X : Y, ‖ · ‖∞) = h(X : Y ),
which will be important in the proof of Theorem 1.3.
Lemma 2.5. There is a universal constant C > 0 with the following property. For any ε > 0 there is a
t0 > 0 depending only upon ε so that for any 0 < t < t0, any k ∈ N, and any Ω ⊆ RBall(Mk(C), ‖ · ‖∞) we
have
K2(2R+2)ε(Ω, ‖ · ‖∞) ≤ k t
2
ε2
(
C
t
)2k2 t2
ε2
(1− t2
ε2
)(
3R+ ε
ε
)2k2 t2
ε2
Kt(Ω, ‖ · ‖2).
Proof. By a result of S. Szarek (see [50]), there is a C > 0 so that for all k, l ∈ N and any δ > 0 we have
Kδ(Gr(l, k − l), ‖ · ‖∞) ≤
(
C
δ
)l(k−l)
,
here Gr(l, k− l) is the space of orthogonal projections in Mk(C) of rank l. Choose t0 with 0 < t0 < min(C, ε)
and so that 0 < t < t0 implies
t2
ε2 <
1
2 . Fix k ∈ N, and Ω ⊆ RBall(Mk(C), ‖·‖∞). Choose a t-dense set S ⊆ Ω
with respect to ‖ · ‖2 with |S| = Kt(Ω, ‖ · ‖2). Given A ∈ Ω, we may choose an A′ ∈ S so that ‖A−A′‖2 ≤ t.
Set P ′ = χ[0,ε](|A−A′|) and observe that
tr(1− P ′) ≤ 1
ε2
tr(|A−A′|2) ≤ t
2
ε2
.
For every integer l with 1 ≤ l ≤ t2ε2 k choose a ε-dense subset Gl of Gr(l, k − l) with
|Gl| = Kε(Gr(l, k − l), ‖ · ‖∞).
As the function φ(x) = x(1 − x) is increasing for 0 < x < 1/2, it follows that for all integers 1 ≤ l ≤ k t2ε2 we
have
|Gl| ≤
(
C
t
)2k2 l
k (1− lk )
≤
(
C
t
)2k2 t2
ε2
(1− t2
ε2
)
.
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For every integer 1 ≤ l ≤ k t2ε2 , and every P ∈ Gl choose a maximal subset DP of RBall(Mk(C)P, ‖ · ‖∞)
subject to the condition that ‖A − B‖∞ ≥ ε for all A,B ∈ DP with A 6= B. By the triangle inequality we
have (
R+
ε
3
)
Ball(Mk(C)P, ‖ · ‖∞) ⊇
⋃
ξ∈DP
ξ +
ε
3
Ball(Mk(C)P, ‖ · ‖∞),
since DP is ε-separated the right-hand side of the above equation is a disjoint union. Computing volumes
shows that (
R+
ε
3
)2 tr(P )k2
≥ |DP |
(ε
3
)2 tr(P )k2
.
As tr(P ) = lk , we have
|DP | ≤
(
3R+ ε
ε
)2kl
≤
(
3R+ ε
ε
)2k2 t2
ε2
.
Note that, by maximality, we have that DP is ε-dense in RBall(Mk(C)P, ‖ · ‖∞) with respect to ‖ · ‖∞.
Now choose an integer l with 1 ≤ l ≤ t2ε2 k so that k tr(1− P ′) = l and let P ∈ Gl be such that
‖P − (1− P ′)‖∞ ≤ ε.
Thus
‖P ′ − (1− P )‖∞ ≤ ε,
so
‖A(1− P )−A′(1− P )‖∞ ≤ 2Rε+ ‖(A−A′)P ′‖∞ ≤ (2R+ 1)ε.
Choose a C ∈ DP so that
‖AP − C‖∞ ≤ ε,
since CP = C we have
‖A−A′(1− P )− C‖∞ ≤ ‖AP − C‖∞ + ‖A(1− P )−A′(1 − P )‖∞ ≤ (2R+ 2)ε.
Since A was arbitrary we see that
Ω ⊆(2R+2)ε,‖·‖∞
⌊k t2
ε2
⌋⋃
l=1
⋃
P∈Gl
S(1− P ) +DP
and thus
K2(2R+2)ε(Ω, ‖ · ‖∞) ≤
⌊k t2
ε2
⌋∑
l=1
∑
P∈Gl
|S||DP |
≤ k t
2
ε2
(
C
t
)2k2 t2
ε2
(1− t2
ε2
)(
3R+ ε
ε
)2k2 t2
ε2 |S|
= k
t2
ε2
(
C
t
)2k2 t2
ε2
(1− t2
ε2
)(
3R+ ε
ε
)2k2 t2
ε2
Kt(Ω, ‖ · ‖2)).

The relevant fact about Lemma 2.5 will be that
lim
t→0
lim
k→∞
1
k2
log
k t2
ε2
(
C
t
)2k2 t2
ε2
(1− t2
ε2
)(
3R+ ε
ε
)2k2 t2
ε2
 = 0
when ε is fixed. We use this to show that the computation of h(M : N) can be done by replacingKε(· · · , ‖·‖2)
with Kε(· · · , ‖ · ‖∞). More precisely, we have the following.
Corollary 2.6. Let (M, τ) be a tracial von Neumann algebra, and let N ⊆ P be diffuse von Neumann
subalgebras. Then
h(N : P ) = h(N : P, ‖ · ‖∞).
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Proof. Let F,G be finite sets of self-adjoint elements in N,P withW ∗(F ) ⊆W ∗(G) and fix cutoff parameters
RF ∈ [0,∞)F , RP ∈ [0,∞)P . Fix an element a ∈ Nsa so that W ∗(a) is diffuse and a sequence (Ak)∞k=1 of
microstates for a. Let L = supk ‖Ak‖∞ and ε > 0 and set
R = max(max
a∈F
RF,a,max
b∈G
RP,b, L).
Let C, t0 > 0 be as in the preceding Lemma for ε > 0. Note that we may regard
Ξ(Ak),RF∨RP (F : G;m, γ, k) ⊆Mk(C)F ⊆ B(ℓ2({1, . . . , k} × F )).
Under this identification, for any A ∈ Mk(C)F we have that ‖A‖2 (as defined in Section 1.1) equals√|F |‖A‖L2(trℓ2({1,...,k}×F )). Using these remarks it follows from Lemma 2.4 that for 0 < t < t0 and ev-
ery m, k ∈ N, γ > 0 we have
K2(2R+2)ε(Ξ(Ak),RF∨RP (F : G;m, γ, k), ‖ · ‖∞) ≤ k
t2
|F |ε2
(
C
√|F |
t
)2k2 t2
|F |ε2
(
1− t2
|F |ε2
)(
3R+ ε
ε
)2k2 t2
|F |ε2
×Kt(Ξ(Ak),RF∨RP (F : G;m, γ, k), ‖ · ‖2).
Taking log of both sides, dividing by k2 and letting k → ∞ and then taking the infimum over m, γ shows
that
K2(2R+2)ε(Ξ(Ak),RF∨RP (F : G), ‖ · ‖∞) ≤ 2
t2
|F |ε2
(
1− t
2
|F |2ε2
)
log
(
C
√|F |
t
)
+ 2
t2
ε2|F | log
(
3R+ ε
ε
)
+Kt(Ξ(Ak),RF∨RP (F : G), ‖ · ‖2)
≤ 2 t
2
|F |ε2
(
1− t
2
|F |2ε2
)
log
(
C
√|F |
t
)
+ 2
t2
ε2|F | log
(
3R+ ε
ε
)
+Kt(Ξ(Ak),RF∨RP (F : P ), ‖ · ‖2)
for all sufficiently small t. Letting t→ 0 shows that
K2(2R+2)ε(Ξ(Ak),RF∨RG(F : G), ‖ · ‖∞) ≤ h(F : P, ‖ · ‖2).
Taking the infimum over G and letting ε→ 0 proves that h(F : P ) ≤ h(F : P, ‖ · ‖∞). We can now take the
supremum over all F to see that h(N : P ) ≤ h(N : P, ‖·‖∞). Since it is trivial that h(N : P, ‖·‖∞) ≤ h(N : P ),
the proof is complete.

3. Proof of The Main Result
For the proof of the main result we need some more terminology. Let I be a set and P ∈ C〈Xi : i ∈
I〉 ⊗alg C〈Xi : i ∈ I〉op. For any C∗-algebra A and (ai)i∈I ∈ (Asa)I , let P (ai : i ∈ I) ∈ A ⊗alg Aop be the
image of P under the unique ∗-homomorphism sending Xi ⊗ 1 to ai ⊗ 1 and 1⊗Xopj to 1⊗ aopj for i, j ∈ I.
For a given R ∈ [0,∞)I we set
‖P‖R,∞ = sup
ai
‖P (ai : i ∈ I)‖,
where the supremum is over all (ai)i∈I ∈ (Asa)I where
• A is some C∗-algebra,
• ‖ai‖∞ ≤ Ri for all i ∈ I,
• A⊗alg Aop is endowed with the maximal tensor product norm.
It is easy to see that ‖P‖R,∞ is finite for every P and that ‖P‖R,∞ is a C∗-norm. We let
CR〈Xi ⊗Xopj : i, j ∈ I〉
be the completion of C〈Xi : i ∈ I〉 ⊗C〈Xi : i ∈ I〉op under this norm, so CR〈Xi ⊗Xopj : i, j ∈ I〉 is naturally
a C∗-algebra. One can easily see that
CR〈Xi ⊗Xopj : i, j ∈ I〉) ∼= (∗i∈IC([−Ri, Ri]))⊗max (∗i∈IC([−Ri, Ri])),
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where the free product in question is the full free product, but this be irrelevant for us. We only care about
the universal property of CR〈Xi ⊗Xopj : i, j ∈ I〉, that given self-adjoints elements ai in some C∗-algebra A
with ‖ai‖ ≤ Ri, there exists a unique homomorphism
CR〈Xi ⊗Xopj : i, j ∈ I〉 → A⊗max Aop
which sends Xi ⊗ 1 to ai ⊗ 1 and 1⊗Xopj to 1⊗ aopj for i, j ∈ I.
Let (M, τ) be a tracial von Neumann algebra and H an M −M bimodule. For x ∈ M ⊗alg Mop and
ξ ∈ H, we let
x#ξ =
k∑
j=1
ajξbj
if
x =
k∑
j=1
aj ⊗ bopj .
Note that if (xi)i∈I ∈ (Msa)I and R ∈ [0,∞)I is a cutoff constant for the xi, then for any
P ∈ C〈Xi : i ∈ I〉 ⊗alg C〈Xi : i ∈ I〉op
we have
‖P (xi : i ∈ I)#ξ‖ ≤ ‖P‖R,∞‖ξ‖,
this is automatic from the definition of ‖P‖R,∞.
Our goal is to show that if N ⊆M are von Neumann algebras, if N has 1-bounded entropy at most zero,
and N is regular in M in a very weak sense, then M has 1-bounded entropy at most zero. To state our
results nicely we introduce the following canonical N -N submodule of L2(M).
Definition 3.1. Let (M, τ) be a tracial von Neumann algebra and let N be a von Neumann subalgebra of
M. We define the singular subspace of L2(M) over N by
Hs(N ⊆M) = {ξ ∈ L2(M) : L2(NξN) is disjoint from L2(N)⊗ L2(Nop) as an N -N bimodule}.
In this definition, we are regarding N -N bimodules as representations of N ⊗max Nop and using the
definition of disjointness introduced before Lemma 2.3. In order to motivate the definition we prove the
following proposition, which shows that Hs(N ⊆M) contains all of the other weak versions of the normalizer
we have discussed.
Proposition 3.2. Let (M, τ) be a tracial von Neumann algebra and let N ⊆ M be a diffuse von Neumann
subalgebra. Viewing M ⊆ L2(M, τ) we have
q1NM (N) ⊆ Hs(N ⊆M),
NwqM (N) ⊆ Hs(N ⊆M).
Proof. Given x ∈ q1NM (N), choose x1, . . . , xk ∈M so that
xN ⊆
n∑
j=1
Nxj .
Notice that
NxN ⊆
n∑
j=1
Nxj
and this clearly implies that L2(NxN) has finite right dimension over N. Thus any N -N subbimodule of
L2(NxN) must have finite right dimension over N and, as N is diffuse, clearly no such subbimodule can be
embedded as an N -N bimodule into L2(N)⊗ L2(Nop) unless it is zero.
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For the second statement, let u ∈ NwqM (N), and let T : L2(NuN)→ L2(N)⊗L2(Nop) be a bounded N -N
bimodular map. Since u∗Nu∩N is diffuse, we can find a sequence vk ∈ U(u∗Nu∩N) so that vk → 0 in the
weak operator topology. Let vk = u
∗wku with wk ∈ N and observe that
‖T (u)‖22 = ‖wkT (u)‖22 = 〈wkT (u), wkT (u)〉
= 〈wkT (u), T (wku)〉
= 〈wkT (u), T (uvk)〉
= 〈wkT (u)v∗k, T (u)〉.
Because vk and wk tend to 0 weakly, it is easy to see that for every ξ ∈ L2(N)⊗L2(Nop) we have 〈wkξv∗k, ξ〉 →
0. Applying this observation to the above string of equalities shows that T (u) = 0. Since T is N -N bimodular
we have that T = 0 and this implies that u ∈ Hs(N ⊆M) by Lemma 2.3.

For later use, let us note the following.
Proposition 3.3. Let (M, τ) be a tracial von Neumann algebra and let N be a von Neumann subalgebra of
M. Then
Hs(N ⊆M)
is a closed N -N submodule of L2(M, τ). Moreover, if we let
Ha = L2(M)⊖ (Hs(N ⊆M)),
then Ha embeds into an infinite direct sum of L2(N)⊗ L2(Nop) as an N -N bimodule.
Proof. For Hilbert N -N bimodules H,K, we let HomN−N (H,K) be all bounded, N -N bimodular maps
H → K. Then by Lemma 2.3
Hs(N ⊆M) =
⋂
T∈HomN−N(L2(M),L2(N)⊗L2(Nop))
ker(T )
and is thus a closed N -N submodule of L2(M).
For the second part, let (ξj)j∈J be a maximal family of vectors in Ha so that
L2(NξjN) ⊥ L2(NξkN) if j, k ∈ J and j 6= k,
L2(NξjN) ≤ L2(N)⊗ L2(Nop) as N -N bimodules, for all j ∈ J.
If
ζ ∈ Ha ⊖
∑
j∈J
L2(NξjN)
 ,
then we must have that
L2(NζN) ⊥
∑
j∈J
L2(NξjN).
We claim that L2(NζN) is disjoint from L2(N)⊗ L2(Nop) as an N -N bimodule. Indeed, if
T ∈ HomN−N (L2(NζN), L2(N)⊗ L2(Nop))
and T = U |T | is the polar decomposition, then L2(N |T |(ζ)N) embeds into L2(N) ⊗ L2(Nop) as an N -N
bimodule via U . Moreover L2(N |T |(ζ)N) ⊥ L2(NξN) so by maximality |T |(ζ) = 0 and so T (ζ) = 0. By
N -N bimodularity we know that T = 0. So L2(NζN) is disjoint from L2(N)⊗L2(Nop) as an N -N bimodule
and thus
ζ ∈ Ha ∩Hs(N ⊆M) = {0},
which proves the proposition.

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Definition 3.4. Let (M, τ) be a tracial von Neumann algebra and let N be a von Neumann subalgebra of
M. Define the spectral normalizing algebra of N inside M to beW ∗(Hs(N ⊆M)). In general, for all ordinals
α define the von Neumann algebras Nα by transfinite recursion as follows:
N0 = N,
Nα =W
∗(Hs(Nα−1 ⊆M)) if α is a sucessor ordinal,
Nα =
⋃
α′<α
Nα′
SOT
if α is a limit ordinal.
We call Nα the step-α-spectral normalizing algebra of N inside M. We say that N ⊆M is spectrally regular
of step α if Nα =M.
Similarly, one can define what it means for a subalgebra N ⊆ M to be regular, quasi-regular, one-sided
quasi-regular etc of step α. Of all these notions, being spectrally regular of step α for some ordinal α is the
weakest. We now prove Theorem 1.5 after stating it in this new language. If A is a ∗-algebra, we define
x˜ for x ∈ A ⊗alg Aop by saying that (a ⊗ bop)˜ = b∗ ⊗ (a∗)op and extending by linearity. We leave it as an
exercise to verify that if I is any set, and P ∈ C〈Xi ⊗ Xopj : i, j ∈ I〉 then for any R ∈ [0,∞)I we have
‖P‖R,∞ = ‖P˜‖R,∞. We will need the definition of 1-bounded entropy with respect to unbounded generators.
We start with the definition of the microstates space with respect to unbounded operators.
Definition 3.5. Let (M, τ) be a tracial von Neumann algebra, and let (xi)i∈I a finite collection of self-
adjoint measurable operators affiliated to (M, τ). For natural numbers m, k, positive real numbers γ,R, η,
and a finite F ⊆ Cb(R,R) let
ΓηR((xi)i∈I ;F,m, γ, k),
be the set of all X ∈Mk(C)Isa so that
(φ(Xi))i∈I,φ∈F ∈ Γ((φ(xi))i∈I,φ∈F ;m, γ, k)
and
max
i∈I
tr(χ[R,∞)(|Xi|)) < η.
Given a finite subsetG of self-adjoint measurable operators affiliated to (M, τ) we let ΓηR((xi)i∈I : G;F,m, γ, k)
be the set of all C ∈Mk(C)Isa so that there is a B ∈Mk(C)Gsa with
(C,B) ∈ ΓηR((xi)i∈I , G;F,m, γ, k)).
Given a ∈ M with diffuse spectrum and A ∈ Mk(C) we let ΞηA,R((xi)i∈I : G;F,m, γ, k) be the set of all
C ∈Mk(C)I so that (C,A) ∈ ΓηR((xi)i∈I , a : G;F,m, γ, k).
Recall that if (M, τ) is a tracial von Neumann algebra, then the measure topology on M is the unique
vector space topology defined by saying that the sets
U(ε) = {x ∈M : there is a projection p ∈M with τ(p) ≥ 1− ε, ‖px‖∞ < ε}, ε ∈ (0,∞),
form a basis of neighborhoods of zero. Let I be a finite set If Ω ⊆ Mn(C)I , we say that S ⊆ Ω is a ε-dense
subset with respect to the measure topology if for all A ∈ Ω, there is a B ∈ S and a projection P ∈Mn(C)I
so that for all i ∈ I
‖Pi(Ai −Bi)‖∞ < ε,
τ(Pi) ≥ 1− ε.
We will write Ω ⊆ε,meas S to mean that S is ε-dense in Ω with respect to the measure topology. We let
Kε(Ω,meas) be the smallest cardinality of an ε-dense subset of Ω with respect to the measure topology.
Definition 3.6. Let (M, τ) be a tracial von Neumann algebra, let (xi)i∈I be collections of self-adjoint
measurable operators affiliated to (M, τ) and G ⊆ Msa. Fix a ∈ M with diffuse spectrum and let (Ak)∞k=1
be a sequence of microstates for a. For m ∈ N, γ, R, η, ε > 0 and a finite I0 ⊆ I,G0 ⊆ G,F ⊆ Cb(R,R) define
Kε(Ξ
η
(Ak)∞k=1,R
((xi)i∈I0 : G0;F,m, γ),meas) = lim sup
k→∞
1
k2
logKε(Ξ
η
(Ak)∞k=1,R
((xi)i∈I : G0;F,m, γ, k),meas),
Kε(Ξ
η
(Ak)∞k=1,R
((xi)i∈I : G0),meas) = inf
F ⊆ Cb(R) finite,
m∈N,
γ>0
Kε(Ξ
η
(Ak)∞k=1,R
((xi)i∈I0 : G0;F,m, γ),meas),
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Kε(Ξ
η
(Ak)∞k=1,R
((xi)i∈I : G),meas) = inf
G0⊆G finite
Kε(Ξ
η
(Ak)∞k=1,R
((xi)i∈I : G0),meas)
Kε(Ξ
η
(Ak)∞k=1
((xi)i∈I0 : G),meas) = sup
R>0
Kε(Ξ
η
(Ak)∞k=1,R
((xi)i∈I : G),meas),
Kε(Ξ(Ak)∞k=1((xi)i∈I0:G),meas) = infη>0
Kε(Ξ
η
(Ak)∞k=1
((xi)i∈I0 : G),meas),
h(((xi)i∈I0 : G),meas) = sup
ε>0
Kε(Ξ
η
(Ak)∞k=1
((xi)i∈I0 : G),meas),
h((xi)i∈I : G,meas) = sup
finite I0⊆I
h((xi)i∈I0 : G),meas).
As in the case of h(N :M), we will abuse notation and use h((xi)i∈I :M,meas) for h((xi)i∈I :Msa,meas).
It is shown in Appendix B that h((xi)i∈I :M,meas) = h(W ∗((xi)i∈I) :M) and we will use this in the proof
of Theorem 1.5. We need the following elementary facts about almost containment in the measure topology,
whose proofs are entirely direct and will be left to the reader.
Proposition 3.7. Let I be a finite set and k ∈ N. Suppose that Ξj ⊆ Mk(C)I , j = 1, 2, 3 and ε, δ > 0.We
then have the following properties of almost containment in the measure topology:
(a)If Ξ1 ⊆ε,meas Ξ2 and Ξ2 ⊆δ,meas Ξ3, then Ξ1 ⊆ε+δ,meas Ξ3.
(b): If Ξ1 ⊆ε,meas Ξ2, then we have
K2(ε+δ)(Ξ1,meas) ≤ Kδ(Ξ2,meas).
(c): If Ξ1 ⊆ε,‖·‖2 Ξ2, then Ξ1 ⊆√ε,meas Ξ2.
Theorem 3.8. Let (M, τ) be a tracial von Neumann algebra. If N is a diffuse von Neumann subalgebra of
M, then h(W ∗(Hs(N ⊆M)) : M) = h(N :M).
Proof. Fix an a ∈ Nsa with diffuse spectrum and (Ak)∞k=1 a sequence of microstates for a. Let (xi)i∈I
be an enumeration of Hs(N ⊆ M)). Since the xi’s are (a priori) unbounded operators we will use the
formulation of 1-bounded entropy for unbounded operators given in Definition 3.6. Let ε ∈ (0, 116) and fix
finite I0 ⊆ I,Ω ⊆Msa and an η ∈ (0, ε). Let RM ∈ [0,∞)Msa be a cutoff parameter and set RN = RM
∣∣
Nsa
.
Under the canonical homomorphism C〈Yy : y ∈ Nsa〉 → N which sends Yy to y, we may regard
L2(M), L2(N)⊗L2(Nop) as CRN 〈Yy⊗Y opx : x, y ∈ Nsa〉 modules. It is easy (but crucial!) to observe that for
every ξ ∈ Hs(N ⊆M) the CRN 〈Yy⊗Y opx : x, y ∈ Nsa〉 modules L2(NξN) and L2(N)⊗L2(Nop) are disjoint.
Let κ ∈ (0, ε√|I0| ), by Lemma 2.3 applied to the vectors (xi)i∈I0 ∈ Hs(N ⊆M) and 1⊗1 ∈ L
2(N)⊗L2(Nop)
we may choose a P ∈ C〈Yy : y ∈ Nsa〉 ⊗alg C〈Yy : y ∈ Nsa〉op so that
‖P (y : y ∈ Nsa)#xi − xi‖2 < κ for all i ∈ I0,
‖P (y : y ∈ Nsa)‖2 = ‖P (y : y ∈ Nsa)(1⊗ 1)‖2 < κ,
‖P‖RN ≤ 1.
Set
Pre =
P + P˜
2
,
Pima =
P − P˜
2i
,
then
‖Pre(y : y ∈ Nsa)#Re(xi)− Pima(y : y ∈ Nsa)# Im(xi)− Re(xi)‖2 < κ for all i ∈ I0,
‖Pima(y : y ∈ Nsa)#Re(xi) + Pre(y : y ∈ Nsa)# Im(xi)− Im(xi)‖2 < κ for all i ∈ I0,
max(‖Pre‖RN , ‖Pima‖RN ) ≤ 1,
max(‖Pre‖2, ‖Pima‖2) < κ.
Let G ⊆ Nsa be a sufficiently large finite set so that
Pre, Pima ∈ C〈Yy : y ∈ G〉 ⊗alg C〈Yy : y ∈ G〉op.
We may choose a R0 > 0 so that for all R ≥ R0 there is a φ ∈ Cc(R,R) with
‖φ‖Cb(R) ≤ R,
φ(t) = t for all t with |t| ≤ R,
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and for all i ∈ I0
‖Pre(y : y ∈ Nsa)#φ(Re(xi))− Pima(y : y ∈ Nsa)#φ(Im(xi))− φ(Re(xi))‖2 < 2κ,
‖Pima(y : y ∈ Nsa)#φ(Re(xi)) + Pre(y : y ∈ Nsa)#φ(Im(xi)) − φ(Im(xi))‖2 < 2κ.
We may assume that
R0 > max
(
max
y∈G
RN,y, sup
k
‖Ak‖∞
)
.
Now fix R ≥ R0 and let φ be as above.
We now use that the above inequalities are approximately satisfied in our microstate space. Precisely, we
may find a finite subset F ′ of Cb(R,R) with φ ∈ F ′, an m′ ∈ N and a γ′ > 0 so that for any
(T,B,C) ∈ ΓηR((Re(xi))i∈I0 , (Im(xi))i∈I0 , G;F ′,m′, γ′, k)
with ‖Cy‖∞ < RN,y for all y ∈ G, we have
‖Pre(Cy : y ∈ G)#φ(Ti)− Pima(Cy : y ∈ G)#φ(Bi)− φ(Ti)‖2 < 2κ for all i ∈ I0,
‖Pima(Cy : y ∈ G)#φ(Ti) + Pre(Cy : y ∈ G)#φ(Bi)− φ(Bi)‖2 < 2κ for all i ∈ I0,
max(‖Pre(Cy : y ∈ G)‖2, ‖Pima(Cy : y ∈ G)‖) < κ.
We may choose finite F ⊆ Cb(R,R),Ω ⊆ Msa, a natural number m ∈ N and a γ > 0 so that if (T,B) ∈
ΓηR((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k), then there is a C ∈Mk(C)G with
(T,B,C) ∈ ΓηR((Re(xi))i∈I0 , (Im(xi))i∈I0 , G : Ω, F ′,m′, γ′, k),
‖Cy‖∞ < RN,y for all y ∈ G.
For (T,B) ∈ Mk(C)I0sa ⊕Mk(C)I0sa, we use φ(T,B) = ((φ(Ti))i∈I0 , (φ(Bi))i∈I0 ). Observe that we have the
following approximate containment in the measure topology:
(6)
ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k)) ⊆η,meas φ(Ξ
η
Ak,R
((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k)).
From the above almost containment, we can estimate the size of an almost dense (in the measure topology)
subset of
ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k),meas),
by finding a set Σ ⊆ Mk(C)⊕I ⊕Mk(C)⊕ where we have a good control on the size of an almost dense (in
‖ · ‖2) subset of Σ and so that Σ almost contains (in the measure topology) the right hand side of (6).
Let 1 < D be such that for any k ∈ N and any L,L′ ∈Mk(C)G we have
‖Pre(Ly : y ∈ G)− Pre(L′y : y ∈ G)‖∞ ≤ D‖L− L′‖∞,
‖Pima(Ly : y ∈ G)− Pima(L′y : y ∈ G)‖∞ ≤ D‖L− L′‖∞.
Fix an ε′ ∈
(
0, ε
DR
√
|I0|
)
and choose a S ⊆ ΞAk,RN∨RM (G : Ω;m′, γ′, k) which is ε′-dense with respect to
‖ · ‖∞ and which has
|S| = Kε′(ΞAk,RN∨RM (G : Ω;m, γ, k), ‖ · ‖∞).
Let HI0 =Mk(C)
I0 ⊕Mk(C)I0 with the Hilbert space norm ‖ · ‖2, i.e.
‖(L,E)‖22 =
∑
i∈I0
‖Li‖22 +
∑
i∈I0
‖Ei‖22.
Suppose we are given (T,B) ∈ ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k)). Choose a C ∈ Mk(C)G
with
(T,B,C) ∈ ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 , G : Ω;F ′,m′, γ′, k),
‖Cy‖∞ < RN,y for all y ∈ G.
Let C′ ∈ S be such that ‖C − C′‖∞ ≤ ε′. We then have for all i ∈ I0 :
‖Pre(C′y : y ∈ G)#φ(Ti)− Pima(C′y : y ∈ G)#φ(Bi)− φ(Ti)‖2 < 2κ+ 2ε′DR <
6ε√|I0| ,
‖Pima(C′y : y ∈ G)#φ(Ti) + Pre(C′y : y ∈ G)#φ(Bi)− φ(Bi)‖2 < 2κ+ 2ε′DR <
6ε√|I0| .
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For each C′ ∈ S, define linear transformations Ψj,C′ : Mk(C)I0 ⊕Mk(C)I0 →Mk(C)I0 ⊕Mk(C)I0 , j = 1, 2 by
Ψ1,C′(L,E) = ((Pre(C
′
y : y ∈ G)#Li)i∈I0 , (Pre(C′y : y ∈ G)#Ei)i∈I0 ),
Ψ2,C′(L,E) = ((−Pima(C′y : y ∈ G)#Ei)i∈I0 , (Pima(C′y : y ∈ G)#Li)i∈I0),
and set ΨC′ = Ψ1,C′ +Ψ2,C′. We have then shown that
φ(ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k))) ⊆6ε,‖·‖2
⋃
C′∈S
ΨC′({(L,E) : ‖(L,E)‖2 ≤
√
2R|I0|1/2})
and part (c) of Proposition 3.7 shows that
(7)
φ(ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k))) ⊆√6ε,meas
⋃
C′∈S
ΨC′({(L,E) : ‖(L,E)‖2 ≤
√
2R|I0|1/2}).
We will use (6),(7) to estimate the size of an almost dense subset of
ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k),
by estimating Kε(ΨC′({(L,E) : ‖(L,E)‖2 ≤ R}),meas) for each fixed C′ ∈ S.
Let
θ : Mk(C)⊗Mk(C)op → B((Mk(C), ‖ · ‖2))
be defined by θ(A)(B) = A#B. Since Mk(C) ⊗Mk(C)op is simple and has a unique trace, we know that θ
is a trace-preserving isomorphism. Thus for all C′ ∈ S
‖θ(Pre(C′y : y ∈ G))‖2 = ‖Pre(C′y : y ∈ G)‖2 < κ,
‖θ(Pima(C′y : y ∈ G))‖2 = ‖Pima(C′y : y ∈ G)‖2 < κ.
It follows that with respect to our given Hilbert space structure on Mk(C)
I0 ⊕Mk(C)I0 we have
‖ΨC′‖L2(trHI0 ) ≤ ‖Ψ1,C′‖L2(trHI0 ) + ‖Ψ2,C′‖L2(trHI0 ) < 2κ.
Fix a C′ ∈ S and choose a
∆C′ ⊆ {ΨC′(L,E) : L ∈Mk(C)I0sa, E ∈Mk(C)I0sa, ‖L‖∞, ‖E‖∞ ≤ R}
which is ε-dense with respect to ‖ · ‖2. By Lemma 2.4 we may choose such a ∆C′ which has
|∆C′ | ≤ K ε
2
({ΨC′(L,E) : ‖(L,E)‖2 ≤
√
2R|I0|1/2}, ‖ · ‖2)
≤
(
3
√
2R|I0|1/2 + ε2
ε
2
)512|I0|2R2k2 κ2
ε2
.
Part (c) of Proposition 3.7 shows that
(8)
⋃
C′∈S
ΨC′({(L,E) : ‖(L,E)‖2 ≤
√
2R|I0|1/2}) ⊆√ε,meas
⋃
C′∈S
∆C′ .
Combining (6),(7),(8) and using (a) of Proposition 3.7 shows that
ΞηAk,R((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k)) ⊆(2+√6)√ε,meas
⋃
C′∈S
∆C′ .
So (b) of Proposition 3.7 shows that
K2(2+
√
6)
√
ε(Ξ
η
(Ak),R
((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ, k),meas) ≤
∑
C′∈S
|∆C′ |
≤
(
3
√
2R|I0|1/2 + ε2
ε
2
)512|I0|2R2k2 κ2
ε2
×Kε′(ΞAk,RN∨RM (G : Ω;m′, γ′, k), ‖ · ‖∞).
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Taking 1k2 log of both sides and letting k →∞ we have
K2(2+
√
6)
√
ε(Ξ
η
(Ak),R
((Re(xi))i∈I0 , (Im(xi))i∈I0 : G,Ω;F,m, γ),meas) ≤
512|I0|2R2κ2
ε2
log
(
3
√
2R|I0|1/2 + ε2
ε
2
)
+Kε′(Ξ(Ak),RN∨RM (G : Ω;m
′, γ′), ‖ · ‖∞).
A fortiori,
K2(2+
√
6)
√
ε(Ξ
η
(Ak),R
((Re(xi))i∈I0 , (Im(xi))i∈I0 :Msa),meas) ≤
512|I0|2R2κ2
ε2
log
(
3
√
2R|I0|1/2 + ε2
ε
2
)
+Kε′(Ξ(Ak),RN∨RM (G : Ω;m
′, γ′), ‖ · ‖∞)
and since I0, κ, R do not depend upon Ω, γ
′,m′, we can take the infimum over all Ω, γ′,m′ to see that
K2(2+
√
6)
√
ε(Ξ
η
(Ak),R
((Re(xi))i∈I0 , (Im(xi))i∈I0 :Msa),meas) ≤
512|I0|2R2κ2
ε2
log
(
3R
√
2|I0|1/2 + ε2
ε
2
)
+Kε′(Ξ(Ak),RN∨RM (G :Msa), ‖ · ‖∞).
Since the above inequality holds for all sufficiently small ε′ > 0 we can let ε′ → 0 to see that:
K2(2+
√
6)
√
ε(Ξ
η
(Ak),R
((Re(xi))i∈I0 , (Im(xi))i∈I0 :Msa),meas) ≤
512|I0|2R2κ2
ε2
log
(
3R
√
2|I0|1/2 + ε2
ε
2
)
+ h(G :M).
A fortiori,
K2(2+
√
6)
√
ε(Ξ
η
(Ak),R
((Re(xi))i∈I0 , (Im(xi))i∈I0 :Msa),meas) ≤
512|I0|2R2κ2
ε2
log
(
3R
√
2|I0|1/2 + ε2
ε
2
)
+ h(N :M).
Since the second term of the right-hand side of this inequality is now independent of κ, we can let κ→ 0 to
show that
K2(2+
√
6)
√
ε(Ξ
η
(Ak),R
((Re(xi))i∈I0 , (Im(xi))i∈I0 : Msa),meas) ≤ h(N :M).
Taking the supremum over all R > 0, and then taking the infimum over all η > 0 we have
K2(2+
√
6)
√
ε(Ξ(Ak)((Re(xi))i∈I0 , (Im(xi))i∈I0 :Msa),meas) ≤ h(N : M ; ‖ · ‖∞)
and we can now take the supremum over ε > 0 and I0 to complete the proof. 
4. Applications of The Main Result
Corollary 4.1. Let (M, τ) be a tracial von Neumann algebra and N a diffuse von Neumann subalgebra of
M. For any ordinal α let Nα be the step-α spectral normalizing algebra of N inside M. We then have that
h(Nα :M) = h(N :M).
In particular if N is spectrally regular in M of step α, then
h(M) ≤ h(N).
Thus if M = W ∗(F ) for some finite F ⊆ Msa and δ0(F ) > 1, then no diffuse subalgebra N ⊆ M with
h(N) <∞ (e.g. if N is hyperfinite) is spectrally regular in M of step α.
Proof. We prove that h(Nα : M) = h(N : M) by transfinite induction, the case α = 0 being tautological.
The case of a successor ordinal follows from Theorem 3.8 and the case of a limit ordinal is handled by Lemma
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A.10. The “in particular” part follows since if Nα =M, then
h(M) = h(M :M)
= h(Nα :M)
= h(N :M)
≤ h(N : N)
= h(N)
<∞.
Whereas if F ⊆Msa is such that δ0(F ) > 1 and M =W ∗(F ), then h(M) =∞.

Corollary 4.2. Let (M, τ) be a tracial von Neumann algebra and N ⊆M a diffuse von Neumann subalgebra.
(i): Let Nα be the step-α one-sided quasi-normalizing algebra of N inside M, then
h(Nα :M) = h(N :M).
In particular, if M = W ∗(F ) for a finite F ⊆ Msa with δ0(F ) > 1 and N has h(N) < ∞ (e.g. if N is
hyperfinite), then Nα 6=M for any ordinal α.
(ii): Let Nα be the step-α wq-normalizing algebra of N inside M. We then have that
h(Nα :M) = h(N :M).
In particular, if M = W ∗(F ) for a finite F ⊆ Msa with δ0(F ) > 1 and N has h(N) < ∞ , then Nα 6= M
for any ordinal α.
Proof. Both statements are automatic from the inclusions
q1NM (N) ⊆ Hs(N ⊆M),
NwqM (N) ⊆ Hs(N ⊆M).

We thus automatically affirmatively answer the conjecture of Galatan-Popa.
Corollary 4.3. Let (M, τ) be a tracial von Neumann algebra. Let N be a diffuse von Neumann subalgebra
of M and let Q be the wq-normalizing algebra of N ⊆ M. If h(N : M) = 0, then h(Q : M) = 0. Thus if
M =W ∗(x1, . . . , xn) where xj ∈Msa and δ0(x1, . . . , xn) > 1 (e.g. M = L(Ft) for some t > 1), then M has
no diffuse, hyperfinite, wq-regular von Neumann subalgebra.
Proof. This is just a rephrasing of part (ii) of the preceding corollary. 
We want to prove that if h(M) > 0 (e.g. M = L(Fn)) then no algebra with h(N) = 0 can be spectrally
regular inside M, even if it exists in only an approximate sense.
Definition 4.4. Let (M, τ) be a tracial von Neumann algebra. For a tracial von Neumann algebra (N, τN )
and an ordinal α, we say that N is approximately α-spectrally regular in M if there is a set I, a free ultrafilter
ω on I and a trace-preserving embedding N ⊆ Mω so that the step α-spectral normalizer of N inside Mω
contains M.
To ease our goal, we will prove the following proposition.
Proposition 4.5. Let (M, τ) be a tracial von Neumann algebra. Fix a free ultrafilter ω on a set I. Then
for any diffuse von Neumann subalgebra Q of M we have
h(Q :M) = h(Q :Mω).
Proof. By Lemma A.10, it suffices to show that for any finite F ⊆ Qsa we have
h(F :M) = h(F :Mω).
We automatically have
h(F :Mω) ≤ h(F :M),
so it suffices to show that
h(F :M) ≤ h(F :Mω).
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Fix a ∈ W ∗(F ) with diffuse spectrum and let Ak be a sequence of microstates for a. LetRMω ∈ [0,∞)Mω , RF ∈
[0,∞)F be cutoff parameters. Let G ⊆ Mωsa be a finite set and write G = {y1, . . . , yr}. Choose yj,i, 1 ≤ j ≤
r, i ∈ I so that
yj = (yj,i)i→ω , 1 ≤ j ≤ r,
sup
i
‖yj,i‖∞ < RMω ,yj .
Set Gi = {y1,i, . . . , yj,i}. Given m ∈ N, γ > 0 it is easy to see that the set of i for which
ΞAk,RF∨RMω (F : Gi;m, γ/2, k) ⊆ ΞAk,RF∨RMω (F : G;m, γ, k)
is in ω. For such i,
K2ε(ΞAk,RF∨RMω (F : Gi;m, γ/2, k), ‖ · ‖2) ≤ Kε(ΞAk,RF∨RMω (F : G;m, γ, k), ‖ · ‖2).
Taking 1k2 log of both sides and letting k →∞ we have
K2ε(Ξ(Ak),RF∨RMω (F : Gi), ‖ · ‖2) ≤ K2ε(Ξ(Ak),RF∨RMω (F : Gi;m, γ/2), ‖ · ‖2)
≤ Kε(Ξ(Ak),RF∨RMω (F : G;m, γ), ‖ · ‖2).
A fortiori,
K2ε(Ξ(Ak),RF∨RMω (F :M), ‖ · ‖2) ≤ Kε(Ξ(Ak),RF∨RMω (F : G;m, γ), ‖ · ‖2).
Taking the infimum over all G,m, γ we see that
K2ε(Ξ(Ak),RF∨RMω (F :M), ‖ · ‖2) ≤ Kε(Ξ(Ak),RF∨RMω (F :Mω), ‖ · ‖2)
and taking the supremum over all ε > 0 completes the proof.

As an application we present a corollary which implies Theorem 1.5.
Corollary 4.6. Suppose that (M, τ) is a tracial von Neumann algebra and that N is a diffuse von Neumann
subalgebra of M. If, for some ordinal α, we have that N is approximately α-spectrally regular in M in the
sense of Definition 4.4, then
h(M) ≤ h(N).
So if h(M) > 0, then there are no approximately α-spectrally regular hyperfinite subalgebras in M.
Proof. Suppose that N is approximately α-spectrally regular inside M. Let I be a set and ω a free ultrafilter
on I and, for any ordinal α, let Nα be the step-α spectral normalizing algebra of N inside M
ω. If Nα ⊇M,
then by Proposition 4.5 and Theorem 3.8,
h(M) = h(M :M) = h(M :Mω)
≤ h(Nα :Mω)
= h(N : Mω)
≤ h(N : N)
= h(N).

Galatan-Popa conjecture in fact that L(Ft) cannot have a von Neumann subalgebra which is wq-regular
satisfying a weaker property than hyperfiniteness called Property (C’), we will show that this conjecture is
true as well.
Definition 4.7. Let (M, τ) be a tracial von Neumann algebra. A finite sequence of unitaries v1, . . . , vk
each with diffuse spectrum is said to have Property (C’) in M if for some (equivalently any) free ultrafilter
ω ∈ βN\N, there are mutually commuting unitaries u1, . . . , uk ∈Mω with diffuse spectrum so that [uj , vj ] = 0
for 1 ≤ j ≤ k. Let N be a von Neumann subalgebra of M. We say that N ⊆M has Property (C′) if there is
a V ⊆ U(M) with W ∗(V ) =M and so that every finite F ⊆ V has Property (C′) in M.
In [14] Remark 3.9 it is shown that if a sufficiently good cohomology theory is developed, then L(Ft) for
t > 1 does not have a wq-regular von Neumann subalgebra with Property (C’). We now show this using
1-bounded entropy. This may be regarded as another consistency check for the postulate that there is a
good cohomology theory for II1-factors.
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Corollary 4.8. Let (M, τ) be a tracial von Neumann algebra and suppose that N is a diffuse von Neumann
subalgebra of M. If N ⊆M has Property (C’), then h(N :M) ≤ 0.
Proof. Our hypothesis implies that there exists V ⊆ U(M) with N ⊆ W ∗(V ) and so that F ⊆ V has
Property (C’) in M for all F ⊆ V finite. It suffices to show that h(W ∗(V ) :M) ≤ 0. Fix v1, . . . , vn ∈ V and
set
Q =W ∗(v1, . . . , vn).
By Lemma A.10 it suffices to show that h(Q : M) ≤ 0. Fix a free ultrafilter ω ∈ βN \ N, by Proposition 4.5
it suffices to show that h(Q :Mω) ≤ 0.
Since {v1, . . . , vn} has Property (C’) in M , we may choose unitaries uj ∈Mω for 1 ≤ j ≤ n, so that
• uj has diffuse spectrum for 1 ≤ j ≤ n,
• [uj, vj ] = 0 for 1 ≤ j ≤ n,
• [ul, uj] = 0 for all 1 ≤ l, j ≤ n.
Set A = W ∗(u1, . . . , un) and for 1 ≤ k ≤ n, let Pk = W ∗(uk, vk). As A and Pk are abelian we have that
h(A) = h(Pk) = 0 for 1 ≤ k ≤ n. Moreover A ∩ Pk ⊇ W ∗(uk) which is diffuse. By repeated applications of
Lemma A.12 we see that h (A ∨∨nk=1 Pk) ≤ 0. Setting P = A ∨∨nk=1 Pk we now see that
h(Q :Mω) ≤ h(P :Mω) ≤ h(P : P ) = h(P ) ≤ 0
and this completes the proof.

Corollary 4.9. Let M = L(Fn) for some n ∈ N, n ≥ 2 (or more generally M could be an interpolated free
group factor) and let N ⊆M be a diffuse von Neumann subalgebra. If N ⊆M has property (C’), then N is
not wq-regular in M.
Proof. Corollary 4.8 implies that h(N :M) ≤ 0, so the desired claim now follows from Corollary 4.2.

Corollary 4.9 solves another question of Galatan-Popa in [14] (see Remark 3.9). For the next application,
we are concerned with the following question of Peterson.
Question 4.10. If t ∈ (1,∞] and N is a finitely-generated, nonamenable von Neumann subalgebra of L(Ft),
does there exist a finite F ⊆ Nsa so that N =W ∗(F ) and δ0(F ) > 1?
Because of our results, we make the following conjecture.
Conjecture 4.11. If t ∈ (1,∞) and N ⊆ L(Ft) is a maximal amenable von Neumann subalgebra, then as
N -N bimodules:
L2(L(Ft))⊖ L2(N) ≤ [L2(N)⊗ L2(N)]⊕∞.
It is not hard to use Theorem 3.8 to relate these two questions.
Corollary 4.12. If Question 4.10 has an affirmative answer, then Conjecture 4.11 is true.
Proof. By Proposition 3.3 we may write L2(L(Ft)) ⊖ L2(N) = Ha ⊕ Hs, where Ha,Hs are closed N -N
submodules of L2(L(Ft))⊖ L2(N), with
Ha ≤ [L2(N)⊗ L2(Nop)]⊕∞,
Hs is disjoint from L2(N)⊗ L2(Nop),
as N -N bimodules. Suppose Hs 6= {0}, take ξ ∈ Hs with ξ 6= 0 and set Q =W ∗(N, ξ). Since we are assuming
that Peterson’s question has a positive answer andN is maximal amenable we have that h(Q) =∞. However,
by Theorem 3.8 we have
h(Q) = h(Q : Q) = h(N : Q) ≤ h(N : N) = h(N) = 0
and this is a contradiction.

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We now use Theorem 3.8 to give new examples of tracial von Neumann algebras with 1-bounded entropy
zero. In some cases these algebras are finitely generated, so we have new examples of strongly 1-bounded
algebras as defined by Jung. We use the free Gaussian functor of Voiculescu (see [51],[54]), as well as the
q-Gaussian functor of Bozjeko-Speicher (see [2]). We refer the reader to these references for the precise
definition. For our purposes we note that for q ∈ [−1, 1] and a real Hilbert space H the q-Gaussian functor
assigns a tracial von Neumann algebra Γq(H) in a functorial way. Additionally, to every ξ ∈ H we have
in a natural way a self-adjoint element sq(ξ) ∈ Γq(H). Moreover, if G is a group and π : G → O(H) is an
orthogonal representation on a real Hilbert space we have an induced action αpi, called the free Bogoliubov
action, on Γq(H) by αpi,g(sq(ξ)) = sq(π(g)ξ). If G is a discrete group we let λG : G → U(ℓ2(G)) be the left
regular representation defined by
(λG(g)ξ)(x) = ξ(g
−1x).
We will denote by λG,R the orthogonal representation of G on ℓ
2(G,R) obtained by restriction.
Houdayer-Shlyakhtenko showed in [22] that in many situations the crossed products Γq(H) ⋊ G (when
G = Z, q = 0) share many properties with interpolated free group factors (i.e. CMAP and strong solidity).
However, under certain assumptions on the spectral measure of π they can show that such algebras are not
isomorphic to interpolated free group factors and our techniques will allow us to extend their results. The
reader should contrast these results with the fact that
Γ0(ℓ
2(Z,R)) ⋊α
λ
⊕n
Z,R
Z ∼= L(Fn+1).
If π : G→ O(H) is as above we let πC be the complexification of π.
Corollary 4.13. Let G be a countably infinite, discrete group so that h(L(G)) < ∞. Suppose that π : G→
O(H) is an orthogonal representation on a real Hilbert space and let λC : G → U(ℓ2(G)) be the conjugation
representation defined by
(λC(g)ξ)(x) = ξ(g
−1xg).
If πC ⊗ λC is disjoint from λG (regarded as representations of the full C∗-algebra of G), then for any
q ∈ (−1, 1], we have
h(Γq(H)⋊απ G) ≤ 0.
Consequently, if πC ⊗ λC is disjoint from λG, then Γq(H)⋊απ G is not an interpolated free group factor.
Proof. Set M = Γq(H)⋊απ G and let N be the copy of L(G) inside M. We use ug for the canonical unitaries
in M coming from the elements g ∈ G. Consider the L(G)-L(G) subbimodule of L2(M)
K = Span{sq(ξ)ug : ξ ∈ H, g ∈ G}‖·‖2 ,
where sq(ξ) is the canonical q-semicircular element in Γq(H) corresponding to ξ ∈ H. We claim that K as an
L(G)-L(G) bimodule is disjoint from the coarse, which will prove the corollary by Theorem 3.8. Consider
the representation of G × G on K given by (g, h)ξ = ugξu−1h . Our desired claim is equivalent to saying
that this representation is disjoint from λG×G. It is easy to see that this representation is isomorphic to
π˜ : G×G→ U(HC ⊗ ℓ2(G)) given by π˜(g, h)(ξ ⊗ δx) = πC(g)ξ ⊗ δgxh−1 . If we restrict π˜ to the copy of G in
G ×G given by {(g, g) : g ∈ G} we get πC ⊗ λC . Since πC ⊗ λC is disjoint from λG we must have that π˜ is
disjoint from λG×G. 
Note that if G is finitely-generated and there is a finite F ⊆ H with
H = Span{π(g)ξ : g ∈ G, ξ ∈ F},
then Γq(H)⋊απG is finitely-generated. So we find new examples of von Neumann algebras which are strongly
1-bounded in the sense of Jung.
Suppose that we take G = Z in the corollary. We then see that if π : Z → O(H) is an orthogonal
representation and U = π(1) is such that the spectral measure of UC is disjoint from the Lebesgue measure,
then h(Γq(H)⋊απ Z) = 0. In particular, Γq(H)⋊απ Z is not isomorphic to an interpolated free group factor.
We remark that the previous result was obtained by Houdayer-Shlyakhtenko in [22], but when q = 0 and
when the spectral measure of U was in the same absolute continuity class of a measure ν so that all of the
convolution powers of ν are singular with respect to Lebesgue measure. Our ability to restrict our attention
to subbimodules which generate Γq(H)⋊Z allows us to ignore the higher-order structure of the L(Z)−L(Z)
bimodule L2(M). This is what allows us to ignore the higher convolution powers of ν as well as render the
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parameter q completely irrelevant for the proof. This is because q is only involved in analyzing products of
the form
sq(ξ1)sq(ξ2) · · · sq(ξn),
where n ≥ 2. Thus q plays no part at all in our analysis of the L(Z)−L(Z) bimodule K. This illustrates the
flexibility of our results in allowing the submodule in Theorem 3.8 to merely generate M and not be all of
L2(M) itself.
We mention an application to type III factors. We will be interested in the free Araki-Woods factors
defined by Shlyakhtenko in [46], as well as their q-deformations defined by Hiai in [19]. We caution the
reader that for q 6= 0 it is not known that these are factors and thus we call these the q-deformed free Araki-
Woods algebras. Our applications will be to the continuous core of such algebras, so we need to extend
Theorem 3.8 to semifinite von Neumann algebras. If M is a von Neumann algebra with a faithful, normal,
semifinite trace τ and p is a projection in M with τ(p) <∞, we let τp be the trace on pMp defined by
τp(x) =
τ(x)
τ(p)
.
We first need to prove a compression fact.
Proposition 4.14. Let (M, τ) be a diffuse tracial von Neumann algebra and let p ∈ M be a nonzero
orthogonal projection. If h(M) ≤ 0, then h(pMp) ≤ 0.
Proof. Let us first handle the case whenM has diffuse center. In this case Z(M) is a diffuse, abelian, regular
subalgebra of M and so by Theorem 3.8 we have h(M) ≤ 0. It is also straightforward to argue that pMp
has diffuse center and so h(pMp) ≤ 0. Thus the proposition holds when M has diffuse center.
Thus we may assume that
M =
∞⊕
j=1
Mj
where the Mj are II1-factors. Let zj be the central projection corresponding to the unit ofMj . If there is a j
so that pzj 6= 0, and Mj does not embed into an ultrapower of R, then it is easy to see that h(pMp) = −∞.
We may thus assume that Mj embeds into an ultrapower of R for all j with pzj 6= 0. Replacing M with the
direct sum of all the Mj such that Mj embeds into an ultrapower of R, we may assume that M embeds into
an ultrapower of R.
Since M embeds into an ultrapower of R it is not hard to argue that for any j = 1, 2, . . . ,
h(Mj) ≤ 1
τ(zj)2
h(M)
and so we must have that h(Mj) = 0 for all j. For every j so that pzj 6= 0 we have, by Proposition A.13,
h(pzjMjpzj) ≤ τ(zj)
2
τ(pzj)2
h(Mj) = 0.
So by Proposition A.13,
h(pMp) ≤
∞∑
j=1
τ(pzj)
2h(pzjMjpzj) = 0.

We need the following simple fact.
Lemma 4.15. Let M be a von Neumann algebra, and H,K two disjoint M -M bimodules. If p ∈ M is a
nonzero projection, then the pMp-pMp bimodules pHp, pKp are disjoint.
Proof. By Lemma 2.3, we can find a net aα ∈ N ⊗alg Nop with
‖aα‖max ≤ 1,
‖aα#ξ − ξ‖ → 0 for all ξ ∈ H,
‖aα#ζ‖ → 0 for all ζ ∈ K.
Set bα = (p⊗ pop)aα(p⊗ pop), then bα ∈ pNp⊗alg (pNp)op and
‖bα#ξ − ξ‖ → 0 for all ξ ∈ pHp,
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‖bα#ζ‖ → 0 for all ζ ∈ pKp.
A priori ‖bα‖(pNp)⊗max(pNp)op > 1, but as ‖bα‖N⊗maxNop ≤ 1 one still has
‖bα#ξ‖ ≤ ‖ξ‖, for all ξ ∈ pHp,
‖bα#ζ‖ ≤ ‖ζ‖, for all ζ ∈ pKp.
It is easy from the above to argue as in Lemma 2.3 that HompNp−pNp(pHp, pKp) = {0} and this completes
the proof.

Theorem 4.16. Let M be a diffuse semifinite von Neumann algebra and fix a faithful, normal, semifinite
trace τ on M. Let N be a diffuse von Neumann subalgebra of M so that τ
∣∣
N
is semifinite. Suppose that there
exists S ⊆ L2(M, τ) so that W ∗(S) =M and such that∑
x∈S
L2(NxN)
‖·‖2
is disjoint from L2(N) ⊗ L2(Nop) as an N -N bimodule. Lastly, suppose that for every projection q in N
with τ(q) < ∞ we have that h(qNq, τq) ≤ 0. Then for every projection p ∈ M with τ(p) < ∞ we have
h(pMp, τp) ≤ 0.
Proof. Let us first handle the case when M is a factor. Set
H =
∑
x∈S
L2(NxN)
‖·‖2
and let p ∈M with τ(p) <∞. BecauseM is a factor the isomorphism class of pMp only depends upon τ(p).
As N is diffuse andτ
∣∣
N
is semifinite we may assume that p ∈ N. Let pn ∈ N be an increasing sequence of
projections with τ(pn) <∞ such that pn ≥ p and pn → 1 in the strong operator topology. Let
Mn =W
∗(pnNpn, pnHpn).
By Lemma 4.15, we know that pnHpn is disjoint from L2(pnNpn) ⊗ L2((pnNpn)op) as a pnNpn-pnNpn
bimodule and thus by Theorem 3.8
h(Mn, τpn) ≤ 0.
Note that
pMp =
∞⋃
n=1
pMnp
SOT
,
since this is an increasing union Lemma A.10 implies that
h(pMp, τp) = sup
n
h(pMnp : pMp).
Thus it is enough to show that
h(pMnp, τp) ≤ 0
for every n ∈ N and this follows from Proposition 4.14.
We now turn to the case when M is not a factor. We may find a set J and central projections z, (zj)j∈J
in M so that
• z +∑j∈J zj = 1,
• zM has diffuse center,
• zjM is a factor for every j ∈ J.
It is direct to show that τ
∣∣
zM
and τ
∣∣
zjM
are semifinite for each j ∈ J . Fix a projection p ∈M with τ(p) <∞.
It is straightforward to see that if pzMp 6= {0}, then pzMp has diffuse center and thus h(pzMp, τpz) ≤ 0.
Let J0 = {j ∈ J : pzj 6= 0} and observe that, as τ(p) < ∞, the set J0 is countable. So by part (ii) of
Proposition A.13 it is enough to show that h(pzjMpzj, τpzj ) ≤ 0. for every j ∈ J0. Fix a j ∈ J0 and note
that, by centrality of zj , we have that Nzj is a von Neumann subalgebra of zjMzj (even though zj is not
in N). It is also direct to check that Nzj is diffuse and that τ
∣∣
Nzj
is semifinite. As zj is central we have
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W ∗({zjx : x ∈ S}) =Mzj. Since we already handled the case when M is a factor, it is enough to show that
for every x ∈ S we have that L2(NzjxN) is disjoint from L2(zjN)⊗L2((zjN)op) as a zjN − zjN bimodule.
But this can be argued exactly as in Lemma 4.15.

Corollary 4.17. Let H be a real Hilbert space and let q ∈ [−1, 1]. Suppose that t 7→ Ut is a one-parameter
orthogonal group on H. Let A be a self-adjoint closed operator on HC so that Ut,C = eitA. Suppose that
the spectral measure of A is singular with respect to Lebesgue measure. Let M be the continuous core of
Γq(H, Ut)′′ with respect to the q-quasi-free state and τ the semifinite trace on M induced by the q-quasi-free
state on Γq(H, Ut)′′. Then for every projection p ∈M with τ(p) <∞ we have h(pMp) = 0. In particular, the
continuous core of Γq(H, Ut)′′ is not isomorphic to L(Fs)⊗B(H′) for any s ∈ (1,∞] and any Hilbert space
H′.
Proof. Let φ be the q-quasi-free state on M. By definition M = Γq(H, Ut)′′ ⋊σφ R, where σφ is the modular
automorphism group. Let B be the copy of L(R) inside M and consider the B-B subbimodule of L2(M)
given as
K = Span{sq(ξ)b : b ∈ B, ξ ∈ H}‖·‖2 .
Here sq(ξ) is the canonical self-adjoint in Γq(H, Ut)′′ corresponding to the vector ξ ∈ H. Let ρ : R×R→ U(K)
be given by ρ(t, s)ζ = utζu−s, where (ux)x∈R are the canonical unitaries coming from B. Let M be the
Lebesgue measure on R and define π : R× R→ U(HC ⊗ L2(R,m)) by
π(t, s)(ξ ⊗ f) = Utξ ⊗ λ(t− s)f
where λ is the left regular representation. It is not hard to see that ρ ∼= π and it is easy to argue (using that
the spectral measure of A is singular with respect to the Lebesgue measure) as in Corollary 4.13 that π is
disjoint from λR×R. It follows that ρ is disjoint from λR×R and thus K is disjoint from L2(B) ⊗ L2(B) as a
B-B bimodule. The proof is now completed by invoking Theorem 4.16.

Corollary 4.18. Let H be a real Hilbert space, let q ∈ [−1, 1], and t 7→ Ut a one-parameter orthogonal group
on H. Let A be a self-adjoint closed operator on HC so that Ut,C = eitA. Let m be the Lebesgue measure on
R and t 7→ λt be the left regular representation R. If the spectral measure on A is singular with respect to m,
then
Γq(H, Ut)′′ 6∼= Γ0(L2(R,m), λt).
Proof. This follows from the fact that the continuous core of Γ0(L
2(R,m), λt)
′′ is isomorphic to L(F∞)⊗B(ℓ2(N))
(see [46]).

Again Corollaries 4.17 and 4.18 were previously only known when q = 0 and the spectral measure of A is
in the same absolute continuity class of a measure ν so that all of the convolution powers of ν are singular
with respect to Lebesgue measure (see [48]).
Appendix A. Properties of 1-Bounded Entropy
In this section we prove that our general version of 1-bounded entropy is an invariant. The proof is similar
to Theorem 3.2 in [30]. We also establish some properties of 1-bounded entropy which will be important for
our main results.
Definition A.1. Let F be a finite set and k ∈ N. For Ω ⊆Mk(C)F and ε > 0 we say that S ⊆ Ω is ε-orbit
dense if for every T ∈ Ω, there is a U ∈ U(k), A ∈ S so that∑
a∈F
‖Ta − U∗AaU‖22 < ε2.
We let KOε (Ω, ‖ · ‖2) be the minimal cardinality of an ε-orbit dense subset of S.
1-BOUNDED ENTROPY AND REGULARITY PROBLEMS IN VON NEUMANN ALGEBRAS 29
Definition A.2. Let (M, τ) be a tracial von Neumann algebra and let X,Y ⊆Msa with W ∗(X) ⊆W ∗(Y ).
Let R ∈ [0,∞)X , R′ ∈ [0,∞)Y be cutoff parameters for X,Y. For a natural number m, positive real numbers
γ, ε and finite F ⊆ X,G ⊆ Y let
KOε (ΓR∨R′ (F : G;m, γ), ‖ · ‖2) = lim sup
k→∞
1
k2
logKOε (ΓR∨R′(F : G;m, γ), ‖ · ‖2),
KOε (ΓR∨R′(F : G), ‖ · ‖2) = inf
m∈N,γ>0
KOε (ΓR∨R′(F : G;m, γ), ‖ · ‖2),
KOε (ΓR∨R′(F : Y ), ‖ · ‖2) = inf
finite G⊆Y
KOε (F : G), ‖ · ‖2),
hO(X : Y ) = sup
ε>0,
F⊆X finite
KOε (ΓR∨R′(F : Y ), ‖ · ‖2).
By standard arguments neither of hO(X : Y ), h(Ak)∞k=1(X : Y ) depend upon the choice of cutoff parame-
ters. We will show that hO(X : Y ) = h(Ak)∞k=1(X : Y ) and we start by proving two lemmas that will ease
the proof of this equality.
We briefly summarize the rough idea of the proof of this equality in the case when X,Y are finite
(though we will handle the general case). Suppose that m′ ∈ N and ε′, γ′ > 0 are given and that S ⊆
ΓRX∨RY (X : Y ;m
′, γ′, k) is ε′-orbit dense. Then if m′ is larger than m and γ′ < γ, any B ∈ ΞAk,RX∨RY (X :
Y ;m, γ, k) can (tautologically) be approximated by unitary conjugates of a B′ ∈ S.Moreover, since (Ak, X) ∈
ΓL∨RX∨RY (a,X, Y : m, γ, k) for some L ∈ (0,∞), if we choose m′ large enough and γ′ small enough, then if
U, V ∈ U(k) both approximately conjugate B to B′ we must have that V ∗U almost commutes with Ak (here
we use that a ∈ W ∗(X)). From this, we can in fact show that we can bound the size of a minimal almost
dense subset of ΞAk,RX∨RY (X : Y ;m, γ, k) by |S| times the size of an almost dense subset of {Ak}′ ∩ U(k).
Our first lemma shows that the size of an almost dense subset of {Ak}′ ∩ U(k) grows subexponentially.
Lemma A.3. Let (M, τ) be a tracial von Neumann algebra and a ∈ Msa with W ∗(a) being diffuse. Fix a
sequence (Ak)
∞
k=1 of microstates for a. Then, for any ε > 0 we have
lim
k→∞
1
k2
logKε({U ∈ U(k) : UAk = AkU}, ‖ · ‖∞) = 0.
Proof. Let M = supk ‖ak‖∞ and fix a natural number m. Since W ∗(a) is diffuse, we may find real numbers
−M − 1 = t0 < t1 < t2 < · · · < tm−1 < tm =M + 1
with
τ(χ[tj−1,tj)(a)) =
1
m
, for 1 ≤ j ≤ m.
Since W ∗(a) is diffuse, we additionally have
(9) χ[tj−1,tj)(a) = χ[tj−1,tj ](a), for 1 ≤ j ≤ m.
For 1 ≤ j ≤ m, set Pj,k = χ[tj−1,tj)(Ak). Suppose that U ∈ U(k) and [U,Ak] = 0. Then [U, Pj,k] = 0 as well
and so we can write
U =
k∑
j=1
UjPj,k
where Uj ∈ U(Pj,kℓ2(k)). By a result of S. Szarek (see [50]), there is a constant C > 0 so that
Kε(U(Pj,kℓ2(k)), ‖ · ‖∞) ≤
(
C
ε
)k2 tr(Pj,k)2
.
From this it is not hard to see that
1
k2
logK2ε({U ∈ U(k) : [U,Ak] = 0}, ‖ · ‖∞) ≤ log
(
C
ε
) m∑
j=1
tr(Pj,k)
2.
Since Ak is a microstate sequence for a we have for all 1 ≤ j ≤ m
lim sup
k→∞
tr(Pj,k) = lim sup
k→∞
tr(χ[tj−1,tj)(Ak)) ≤ τ(χ[tj−1,tj ](a)) =
1
m
,
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the last equality following from (9). Thus
lim sup
k→∞
1
k2
logK2ε({u ∈ U(k) : [U,Ak] = 0}, ‖ · ‖∞) ≤ log
(
C
ε
)
1
m
.
Since m is arbitrary, we can let m→∞ to complete the proof.

Lemma A.3 will be useful in conjunction with the following lemma.
Lemma A.4. Let (M, τ) be a tracial von Neumann algebra and X,Y ⊆Msa be given. Let RX ∈ [0,∞)X , RY ∈
[0,∞)Y be cutoff parameters. Suppose that W ∗(X) ⊆ W ∗(Y ) and that W ∗(X) is diffuse. Let a ∈ W ∗(X)
have diffuse spectrum and let (Ak)
∞
k=1 be microstates for a. Fix finite F ⊆ X,G0 ⊆ Y, a natural number
m′ and ε, γ′ ∈ (0,∞). Then there exists finite G ⊆ Y, F0 ⊆ X with F ⊆ F0, a natural number m ∈ N and
γ, ε′ > 0 so that for all sufficiently large natural numbers k, there is a S ⊆ ΓRX∨RY (F0 : G;m′, γ′, k) with
|S| ≤ KOε′ (ΓRX∨RY (F0 : G0;m′, γ′, k), ‖ · ‖2)
and
ΞAk,RX∨RY (F : G;m, γ, k) ⊆ε,‖·‖2 {U∗(B′x)x∈FU : B′ ∈ S,U ∈ U(k), UAk = AkU}.
Proof. Set RF = maxx∈F RX,x. Let 0 < η be sufficiently small so that for all k ∈ N large enough and for all
U ∈ U(k) with ‖U∗AkU −Ak‖2 < η, there is a V ∈ U(k) with [V,Ak] = 0 and ‖U − V ‖2 < ε√|F |(RF+1) . We
may find a finite subset F0 of X with F ⊆ F0 such that there exists a Q ∈ C〈Tx : x ∈ F0〉 with
‖Q(x : x ∈ F0)− a‖2 < η
4
,
‖Q(x : x ∈ F0)‖∞ ≤ ‖a‖∞.
This is possible by Kaplansky’s density theorem, as a ∈W ∗(X).
Let D > 1 be such that
‖Q(Bx : x ∈ F0)−Q(B′x : x ∈ F0)‖2 ≤ D‖B −B′‖2.
for any k ∈ N, and any B,B′ ∈Mk(C)F0 with ‖Bx‖∞, ‖B′x‖∞ ≤ RX,x for all x ∈ F0. We may choose a m′′ ∈
{m′,m′ + 1, · · · } sufficiently large and a γ′′ ∈ (0, γ′) sufficiently small so that if A′, A′′ ∈ ΓL(a;m′′, γ′′, k),
and k is sufficiently large, then there is a U ∈ U(k) so that
‖U∗A′U −A′′‖2 < η
4
.
We will also assume that m′′ is sufficiently large and that γ′′ > 0 is sufficiently small so that if
(B,A) ∈ ΓRX∨L(F0, a;m′′, γ′′, k),
then
‖Q(Bx : x ∈ F0)−A‖2 < η
4
.
We may choose a finite G ⊆ Y, an m ∈ N, γ > 0 so that for all large enough k ∈ N
ΓL∨RX∨RY (a, F : G,m, γ, k) ⊆ ΓL∨RX∨RX∨RY (a, F : F0 \ F,G0;m′′, γ′′, k).
Fix an ε′ < min
(
η
4D ,
ε
2
)
and choose S ⊆ ΓRX∨RY ∨L(F0 : G0, a;m′′, γ′′, k) which is 2ε′-orbit dense with
respect to ‖ · ‖2 and has
|S| = KO2ε′(ΓRX∨RY ∨L(F0 : G0, a;m′′, γ′′, k), ‖ · ‖2) ≤ KOε′ (ΓRX∨RY (F0 : G0;m′, γ′, k), ‖ · ‖2).
Given B′ ∈ S, we may find an AB′ ∈Mk(C) so that
(B′, AB′) ∈ ΓRX∨L∨RY (F0, a : G0;m′′, γ′′, k).
By our choice of m′′, γ′′ we may find a UB′ ∈ U(k) with
‖U∗B′AB′UB′ −Ak‖2 <
η
4
.
Replacing S with {U∗B′B′UB′ : B′ ∈ S} we will assume that in fact
‖AB′ −Ak‖2 < η
4
for all B′ ∈ S.
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Suppose we are given a B ∈ Ξ(Ak)∞k=1,RX∨RY (F : G;m, γ, k). Then if k is large enough, we may choose a
B˜ ∈ ΞAk,RX∨RY (F0 : G0;m′′, γ′′, k)
with B˜x = Bx for all x ∈ F. For all large k, we may choose a B′ ∈ S and a V ∈ U(k) with
‖V ∗B′V − B˜‖2 ≤ 2ε′ < ε.
Our choice of m′′, γ′′ imply that
‖Ak − V ∗AB′V ‖2 ≤ 2η
4
+ ‖Q(B˜x : x ∈ F0)−Q(V ∗B′xV : x ∈ F0)‖2
and since ε′ < η4D we have
‖Ak − V ∗AB′V ‖2 < 3η
4
.
Thus
‖Ak − V AkV ∗‖2 ≤ ‖AB′ −Ak‖2 + ‖V ∗AB′V −Ak‖2 < η.
By our choice of η, if k is sufficiently large, then there is a W ∈ U(k) with [W,Ak] = 0 and
‖W − V ‖2 < ε√|F |(RF + 1) ,
which implies that ‖B −W ∗(B′x)x∈FW‖2 < 3ε. Since B′ ∈ S and ε > 0 is arbitrary, the proof is complete.

Lemma A.5. Let (M, τ) be a tracial von Neumann algebra and let X,Y ⊆Msa with W ∗(X) ⊆W ∗(Y ) and
W ∗(X) diffuse. Fix a ∈W ∗(X) with diffuse spectrum and (Ak)∞k=1 microstates for a. Then
h(Ak)∞k=1(X : Y ) = h
O(X : Y ).
Proof. Set L = supk ‖Ak‖∞. Let us first show that hO(X : Y ) ≤ h(Ak)∞k=1(X : Y ). Fix m ∈ N, γ > 0 and
finite F ⊆ X,G ⊆ Y. Arguing as in Lemma 4.2 of [20], we may find a m′ ∈ N, γ′ > 0 and a finite G0 ⊆ Y so
that ΓRX∨RY (F : G0;m
′, γ′′, k) is contained in the unitary conjugation orbit of Ξ(Ak),RX∨RY (F : G;m, γ, k).
So
KO2ε(ΓRX∨RY (F : G0;m
′, γ′, k), ‖ · ‖2) ≤ Kε(Ξ(Ak),RX∨RY (F : G;m, γ, k), ‖ · ‖2).
Taking 1k2 log of both sides and letting k →∞ we have
KO2ε(ΓRX∨RY (F : Y ), ‖ · ‖2) ≤ KO2ε(ΓRX∨RY (F : G0), ‖ · ‖2)
≤ KO2ε(ΓRX∨RY (F : G0;m′, γ′), ‖ · ‖2)
≤ Kε(Ξ(Ak)∞k=1,RX∨RY (F : G;m, γ), ‖ · ‖2).
Now taking the infimum over all G,m, γ we have
KO2ε(ΓRX∨RY (F : Y ), ‖ · ‖2) ≤ Kε(Ξ(Ak)∞k=1,RX∨RY (F : Y ), ‖ · ‖2)
and taking the supremum over all ε, F shows that
hO(X : Y ) ≤ h(Ak)∞k=1(X : Y ).
We turn to proving that h(Ak)∞k=1(X : Y, ‖ · ‖2) ≤ hO(X : Y, ‖ · ‖2). Fix ε > 0, finite F ⊆ X,G0 ⊆ Y and
set RF = maxx∈X RX,x. Fix a natural number m′ and a positive real number γ′ > 0. Let F0, G,m, ε′, γ be as
in Lemma A.4 for this ε, F,G0,m
′, γ′. Given a large enough natural number k, let S be as in the conclusion
of Lemma A.4. Choose a D ⊆ {U ∈ U(k) : [U,Ak] = 0} which is ε√|F |(RF+1) -dense with respect to ‖ · ‖∞
and so that
|D| = K ε√
|F |(RF+1)
({U ∈ U(k) : [U,Ak] = 0}, ‖ · ‖∞).
Given B ∈ ΞAk,RX∨RY (F : G;m, γ, k), Lemma A.4 allows us to find a B′ ∈ S and a U ∈ U(k) with
[U,Ak] = 0 and so that
‖B − (U∗B′xU)x∈F ‖2 < ε.
Choose a W ∈ D with ‖W − V ‖∞ < ε√|F |(RF+1) , we then have
‖B − (W ∗BxW )x∈F ‖2 < 3ε.
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Thus
Ξ(Ak),RX∨RY (F : G;m, γ, k) ⊆3ε,‖·‖2 {W ∗(B′x)x∈FW :W ∈ D,B′ ∈ S},
so
K6ε(ΞAk,RX∨RY (F : G;m, γ, k), ‖ · ‖2) ≤ |S||D|
≤ KOε′ (ΓRX∨RY (F0 : G0;m′, γ′, k), ‖ · ‖2)×
K ε√
|F |(RF+1)
({U ∈ U(k) : [U,Ak] = 0}), ‖ · ‖∞).
Applying 1k2 log to both sides of this inequality, letting k →∞ and applying Lemma A.3 we see that
K6ε(Ξ(Ak)∞k=1,RX∨RY (F : G;m, γ), ‖ · ‖2) ≤ KOε′ (ΓRX∨RY (F0 : G0;m′, γ′), ‖ · ‖2).
A fortiori,
K6ε(Ξ(Ak)∞k=1,RX∨RY (F : Y ), ‖ · ‖2) ≤ KOε′ (ΓRX∨RY (F0 : G0;m′, γ′), ‖ · ‖2).
Taking the infimum over all G0,m
′, γ′ we see that
K6ε(Ξ(Ak)∞k=1RX∨RY (F : Y ), ‖ · ‖2) ≤ KOε′ (ΓRX∨RY (F0 : Y ), ‖ · ‖2) ≤ hO(X : Y ).
Now taking the supremum over ε > 0 we have
h(Ak)∞k=1(F : Y ) ≤ hO(X : Y ).
We then take the supremum over all F to complete the proof.

Corollary A.6. Let (M, τ) be a tracial von Neumann algebra, and let X,Y ⊆Msa be finite with W ∗(X) ⊆
W ∗(Y ). Let a, b ∈W ∗(X)sa be such that W ∗(a),W ∗(b) are diffuse. Let (Ak)∞k=1, (Bk)∞k=1 be microstates for
a, b respectively. Then
h(Ak)∞k=1(X : Y ) = h(Bk)∞k=1(X : Y ).
Proof. From Lemma A.5 we have
h(Ak)∞k=1(X : Y ) = h
O(X : Y ) = h(Bk)∞k=1(X : Y ).

Because of Corollary A.6 we use
h(X : Y ) = h(Ak)∞k=1(X : Y )
for any sequence of microstates (Ak)
∞
k=1 for an element a ∈ W ∗(X)sa with diffuse spectrum. We wish to
show that if W ∗(X) ⊆W ∗(Y ), then
h(X : Y ) = h(W ∗(X) :W ∗(Y )).
The following Lemma will be useful in the proof.
Lemma A.7. Let (M, τ) be a tracial von Neumann algebra, and let Y ⊆ Msa. Fix finite F,G ⊆ Msa
with G ⊆ W ∗(Y ). Let RY ∈ [0,∞)Y , RF ∈ [0,∞)F , RG ∈ [0,∞)G be cutoff parameters. Then for every
m ∈ N, γ > 0, there is a m′ ∈ N, γ′ > 0 and a finite Y0 ⊆ Y so that for every k ∈ N
ΓRF∨RY (F : Y0;m
′, γ′, k) ⊆ ΓRF∨RG(F : G;m, γ, k).
Proof. Choose a cutoff parameter RM ∈ [0,∞)M with RM
∣∣
Y
= RY . We may find a η > 0 so that if
(ya)a∈G ∈MGsa and
‖a− ya‖2 < η for all a ∈ G,
‖ya‖∞ ≤ ‖a‖∞ for all a ∈ G,
then for all monomials P ∈ C〈Xb, Ta : b ∈ F, a ∈ G〉 of degree at most m we have
|τ(P (b, a : b ∈ F, a ∈ G))− τ(P (b, ya : b ∈ F, ya ∈ G))| < γ.
By Kaplansky’s density theorem we may choose a finite Y0 ⊆ Y so that there every a ∈ G, there is a
self-adjoint Pa ∈ C〈Tc : c ∈ Y0〉 with
‖Pa(c : c ∈ Y0)− c‖2 < η
‖Pa(c : c ∈ Y0)‖∞ ≤ ‖a‖∞.
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Now choose a m′ ∈ N, γ′ > 0 so that
ΓRF∨RY (F : Y0;m
′, γ′, k) ⊆ ΓRF∨RY ∨RM (F : Y0, (Pa(c : c ∈ Y0))c∈F ;m, γ, k).
Now let B ∈ ΓRF∨RY (F : Y0;m′, γ′, k) and choose C ∈Mk(C)G so that
(B,C) ∈ ΓRF∨RM (F, (Pa(c : c ∈ Y0))a∈G;m, γ, k).
Then for every P ∈ C〈Xb, Ya; b ∈ F, a ∈ G〉 we have
| tr(P (Bb, Ca : b ∈ F, a ∈ G))− τ(P (b, a : b ∈ F, a ∈ G))| ≤ γ+
| tr(P (Bb, Ca : b ∈ F, a ∈ G)) − τ(P (b, Pa(c : c ∈ Y0)) : b ∈ F, a ∈ G))| ≤ 2γ.
Thus B ∈ ΓRF∨RG(F : G;m, 2γ, k) and since γ was arbitrary the proof is complete. 
From the above lemma, it is easy to remove the dependence upon Y.
Lemma A.8. Let (M, τ) be a tracial von Neumann algebra. Let X,Y ⊆Msa, with W ∗(X) diffuse. Then
h(X : Y ) = h(X :W ∗(Y )).
Proof. It is clear that
h(X :W ∗(Y )) ≤ h(X : Y ).
Let us prove the reverse inequality. Fix a ∈W ∗(X) with diffuse spectrum, and let (Ak)∞k=1 be microstates for
a. Let L = supk ‖Ak‖∞ and let RX ∈ [0,∞)X , RY ∈ [0,∞)Y , RW∗(Y ) ∈ [0,∞)W
∗(Y ) be cutoff parameters.
Fix ε > 0, and let F ⊆ X,G ⊆ W ∗(Y )sa be given finite sets. Given m ∈ N, γ > 0, Lemma A.7 allows us to
find m′ ∈ N, γ′ > 0 and a finite Y0 ⊆ Y so that for all k
ΓL∨RX∨RY (a, F : Y0;m
′, γ′, k) ⊆ ΓL∨RX∨RW∗(Y )(a, F : G;m, γ, k).
Since this holds for all k, we have
K2ε(Ξ(Ak),RX∨RY (F : Y0;m
′, γ′), ‖ · ‖2) ≤ Kε(Ξ(Ak),RX∨RW∗(Y )(F : G;m, γ), ‖ · ‖2).
A fortiori,
K2ε(Ξ(Ak),RX∨RY (F : Y ), ‖·‖2) ≤ K2ε(Ξak,RX∨RY (F : Y0), ‖·‖2) ≤ Kε(Ξ(Ak)∞k=1,RX∨RW∗(Y )(F : G;m, γ), ‖·‖2).
Taking the infimum over all m, γ implies that
K2ε(Ξ(Ak),RX∨RY (F : Y ), ‖ · ‖2) ≤ Kε(Ξ(Ak),RX∨RW∗(Y )(F : G), ‖ · ‖2).
Since this holds for all G, we see that
K2ε(Ξ(Ak),RX∨RY (F : Y ), ‖ · ‖2) ≤ Kε(Ξ(Ak),RX∨RW∗(Y )(F :W ∗(Y )), ‖ · ‖2).
Now taking the supremum over ε, F completes the proof. 
We now prove that h(X : Y ) only depends upon W ∗(X),W ∗(Y ), provided that W ∗(X) ⊆ W ∗(Y ). We
remark that the proof is closely modeled on Jung’s proof of Theorem 3.2 in [30].
Theorem A.9. Let (M, τ) be a tracial von Neumann algebra, and X,Y ⊆ Msa, j = 1, 2. Suppose that
W ∗(X) ⊆W ∗(Y ). Then
h(X : Y ) = h(W ∗(X) :W ∗(Y )).
Proof. Choose an element a ∈W ∗(X)sa with diffuse spectrum and a sequence (Ak)∞k=1 of microstates for a.
By Lemma A.8, it suffices to show that
h(X :W ∗(Y )) = h(W ∗(X) :W ∗(Y )).
Set N =W ∗(Y ). It is clear that
h(X : N) ≤ h(W ∗(X) : N),
so it suffices to show that
h(W ∗(X) : N) ≤ h(X : N).
Let RN ∈ [0,∞)N be a cutoff parameter and fix a finite F ⊆W ∗(X). It is enough to show that
h(F : N) ≤ h(X : N).
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Let ε > 0, by Kaplansky’s density theorem we may find a finite X0 ⊆ X and polynomials Pb ∈ C〈Tx : x ∈ X0〉
for b ∈ F so that
‖b− Pb(x : x ∈ X0)‖2 < ε√|F | ,
‖Pb(x : x ∈ X0)‖∞ ≤ ‖b‖∞.
For all b ∈ F, choose Db(P ) > 1 so that for any k ∈ N and any T, T ′ ∈Mk(C)X0with
‖Tx‖∞, ‖T ′x‖∞ ≤ RN,x for all x ∈ X0
we have
‖Pb(Tx : x ∈ X0)− Pb(T ′x : x ∈ X0)‖2 ≤ Db(P )‖T − T ‖2.
Set
D = max
b∈F
Db(P ).
Suppose we are given m ∈ N, γ > 0 and a finite G ⊆ Nsa. Let
S ⊆ ΞAk,RN∨RN (X0 : G;m, γ, k)
be ε
D
√
|F | -dense with respect to ‖ · ‖2 and so that
|S| = K ε
D
√
|F |
(ΞAk,RN∨RN (X0 : G;m, γ, k), ‖ · ‖2).
Suppose that
C ∈ ΞAk,RN∨RN∨RN (F : G,X0;m, γ, k)
and choose B ∈Mk(C)X0 so that
(C,B) ∈ ΞAk,RN∨RN∨RN (F,X0 : G;m, γ, k).
If m ∈ N is sufficiently large and γ > 0 is sufficiently small, we have that
max
b∈F
‖Cb − Pb(Bx : x ∈ X0)‖2 ≤ 2ε√|F | .
Now choose B′ ∈ S so that ‖B −B′‖2 ≤ ε
D
√
|F | , we then have for any b ∈ F
‖Cb − Pb(B′x : x ∈ X0)‖2 ≤
2ε√|F | + ‖Pb(Bx : x ∈ X0)− Pb(B′x : x ∈ X0)‖2 ≤ 3ε√|F | .
Thus
ΞAk,RN∨RN∨RN (F : G,X0;m, γ, k) ⊆3ε,‖·‖2 {(Pa(Bx : x ∈ X0))a∈F : B ∈ S}.
Since this holds for all k we have:
K6ε(Ξ(Ak)∞k=1,RN∨RN∨RN (F : G,X0;m, γ), ‖ · ‖2) ≤ K εD√|F | (Ξ(Ak)∞k=1,RN∨RN (X0 : G;m, γ), ‖ · ‖2).
A fortiori,
K6ε(Ξ(Ak)∞k=1,RN∨RN (F : N), ‖ · ‖2) ≤ K6ε(Ξ(Ak)∞k=1,RN∨RN (F : G,X0), ‖ · ‖2)
≤ K ε
D
√
|F |
(Ξ(Ak)∞k=1,RN∨RN (X0 : G;m, γ), ‖ · ‖2).
Since D does not depend upon m, γ,G we can let m → ∞, γ → 0 and take the infimum over all G to see
that:
K6ε(Ξ(Ak)∞k=1,RN∨RN (F : N), ‖ · ‖2) ≤ K εD√|F | (Ξ(Ak)∞k=1,RN∨RN (X0 : N), ‖ · ‖2) ≤ h(X0 : N) ≤ h(X : N).
Now taking the supremum over all ε, F we see that
h(M : N) ≤ h(X : N).

We have now completed our proof that h(X : Y ) only depends upon the von Neumann algebras generated
by X,Y, provided W ∗(X) ⊆ W ∗(Y ). We mention that is clear from Theorem A.9 that if M is finitely
generated, then h(M) <∞ if and only ifM is strongly 1-bounded in the sense of Jung in [30]. In particular,
if M = W ∗(F ) for F ⊆ Msa finite, and δ0(F ) > 1, then h(M) =∞. We turn to other important properties
of h(N : P ) for von Neumann subalgebras N ⊆ P of a tracial von Neumann algebra M.
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Lemma A.10. Let (M, τ) be a tracial von Neumann algebra, and let N ⊆ P be von Neumann subalgebras
of M. Suppose that M is diffuse. Suppose that Nα is an increasing net of diffuse von Neumann subalgebras
of N with
N =
⋃
α
Nα
SOT
,
then
h(N : P ) = lim
α
h(Nα : P ).
Proof. This is easy from the fact that
h(X : Y ) = h(W ∗(X) : P ),
for any X ⊆Msa, (e.g. take X =
⋃
α(Nα)sa). 
Corollary A.11. Let (M, τ) be a tracial von Neumann algebra. Let Mα be an increasing net of diffuse von
Neumann subalgebras with
M =
⋃
α
Mα
SOT
.
Then
h(M) ≤ lim inf
α
h(Mα).
Proof. From Lemma A.10 it follows that
h(M) = h(M :M) = lim
α
h(Mα :M) ≤ lim inf
α
h(Mα :Mα) = lim inf
α
h(Mα).

We remark that when h(Mα) = 0 for all α, Corollary A.11 was obtained by Hadwin-Li in [16].
Lemma A.12. Let Nj, j = 1, 2 be von Neumann subalgebras of a tracial von Neumann algebra (M, τ) with
N1 ∩N2 diffuse. Then
h(N1 ∨N2 :M) ≤ h(N1 :M) + h(N2 :M).
In particular,
h(N1 ∨N2) ≤ h(N1) + h(N2).
Proof. The general case follows easily from the same arguments in the finitely-generated case due to Jung
(see Corollary 4.2 in [30]). For the “in particular” part, we have
h(N1 ∨N2) = h(N1 ∨N2 : N1 ∨N2) ≤ h(N1 : N1 ∨N2) + h(N2 : N1 ∨N2)
≤ h(N1 : N1) + h(N2 : N2)
= h(N1) + h(N2).

Lastly we state an inequality for compressions, as well as one for direct sums.
Proposition A.13. (i): Let (Mj , τj)
∞
j=1 be diffuse tracial von Neumann algebras, and µj , j = 1, 2, . . . be
such that ∞∑
j=1
µj = 1.
Define τ on M =
⊕∞
j=1Mj by
τ(x) =
∞∑
j=1
µjτj(xj).
Then
h(M) ≤
∞∑
j=1
µ2jh(Mj),
with the convention that if one of the terms on the right-hand side is −∞, then the sum is −∞.
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(ii): Let M be II1-factor with canonical trace τ. Let p ∈M be a nonzero orthogonal projection. Define τp
on pMp by τp(x) =
τ(x)
τ(p) . Then
h(pMp) ≤ 1
τ(p)2
h(M).
Proof. (i): If one of h(Mj , τj) = −∞, then Mj does not embed into an ultrapower of the hyperfinite II1-
factor, and hence neither does M and h(M) = −∞. So we will assume that h(Mj) ≥ 0 for all j. Let us first
handle the case of two algebras. So assume we are given (Mj , τj), j = 1, 2 tracial von Neumann algebras and
a tracial state τ : M1 ⊕M2 → C. Let Rj ∈ [0,∞)Mj be cutoff parameters and define R ∈ [0,∞)M by
R(a,b) = max(R1,a, R2,b).
Let z1 = (1, 0), z2 = (0, 1). Fix aj ∈ (Mj)sa with diffuse spectrum, set a = (a1, a2) and observe that a has
diffuse spectrum. Fix microstates A
(j)
k for aj , j = 1, 2. We may find a sequence of microstates (Ak)
∞
k=1 for a
so that there are sequences (l
(j)
k )
∞
k=1, j = 1, 2 of integers with
l
(1)
k + l
(2)
k = k,
l
(j)
k
k
→ τ(zj), j = 1, 2,
Ak =
A(1)l(1)k 0
0 A
(2)
l
(2)
k
 .
Fix a finite F ⊆Msa, and ε > 0. Let Fj , Gj ⊆ (Mj)sa, j = 1, 2 be finite sets so that
F ⊆ F1 ⊕ F2
and let m′ ∈ N, γ′ > 0. It is not hard to see from our choices we may choose a m ∈ N, γ > 0 so that
ΞAk,R∨R(F : G1 ⊕G2,m, γ, k) ⊆ε,‖·‖2 ΞA(1)
l
(1)
k
,R1∨R1(F1 : G1;m
′, γ′, l(k)1 )⊕ ΞA(2)
l
(2)
k
,R2∨R2(F2 : G2;m
′, γ′, l(k)2 ).
Thus we have
K6ε(Ξ(Ak),R∨R(F : G1 ⊕G2;m, γ), ‖ · ‖2) ≤ τ(z1)2Kε(Ξ(A(1)
k
),R1∨R1(F1 : G1;m
′, γ′), ‖ · ‖2)
+ τ(z2)
2Kε(Ξ(A(2)
k
),R2∨R2(F2 : G2;m
′, γ′), ‖ · ‖2).
A fortiori,
K6ε(Ξ(Ak),R∨R(F : G1 ⊕G2), ‖ · ‖2) ≤ τ(z1)2Kε(Ξ(A(1)
k
),R1∨R1(F1 : G1;m
′, γ′), ‖ · ‖2)
+ τ(z2)
2Kε(Ξ(A(2)
k
),R2∨R2(F2 : G2;m
′, γ′), ‖ · ‖2).
and taking the infimum over m′, γ′, G1, G2 we see that
K6ε(Ξ(Ak),R∨R(F :M1 ⊕M2), ‖ · ‖2) ≤ τ(z1)2Kε(Ξ(A(1)
k
),R1∨R1(F1 :M1), ‖ · ‖2)
+ τ(z2)
2Kε(Ξ(A(2)
k
),R2∨R2(F2 :M2), ‖ · ‖2).
Taking the supremum over ε shows that
h(F :M1 ⊕M2) ≤ τ(z1)2h(M1) + τ(z2)2h(M2)
and now taking the supremum over F proves the case of two algebras.
Now let us handle the general case. Fix diffuse, abelian, von Neumann subalgebras Aj ⊆Mj . Let
M≤N =
 N⊕
j=1
Mj
⊕ ∞⊕
j=N+1
Aj ,
By Lemma A.10
h(M :M) = sup
N
h(M≤N :M).
Using that each Mj embeds into an ultrapower of the hyperfinite II1-factor it is not hard to argue that
h(M≤N :M) = h(M≤N : M≤N).
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By the case of two algebras and induction
h(M≤N :M≤N) ≤
N∑
j=1
τ(pj)
2h(Mj),
(here we are using that the 1-bounded entropy of any abelian von Neumann algebra is zero). Taking the
supremum over n completes the proof.
(ii): Again we may reduce to the case thatM embeds into an ultrapower of R. Let a ∈Msa be an element
with diffuse spectrum, since the isomorphism class of pMp only depends upon the trace of p, we may assume
that p is a spectral projection of a. Let R ∈ [0,∞)M be a cutoff parameter. Let n be the smallest integer so
that nτ(p) ≥ 1. Fix partial isometries v1, . . . , vn, vn+1 ∈M so that
v∗j vj = p, j = 1, . . . , n
v∗n+1vn+1 ≤ p
1 =
n+1∑
j=1
vjv
∗
j .
Fix a sequence lk of integers so that
lk
k
→ τ(v∗n+1vn+1).
Fix a sequence of microstates (Ak,p) for pa. We may assume that there are projections Ek ∈Mk(C) with
tr(Ek) =
lk
k , so that [Ek, Ak,p] = 0 and so that
Ank+lk =

Ak,p 0 0 . . . 0 0
0 Ak,p 0 . . . 0 0
... . . .
. . . . . . . . .
...
0 0 0 . . . Ak,p 0
0 0 0 . . . 0 EkAk,p

is a sequence of microstates for a. Here we are abusing notation and regarding EkAk,p as an element in
Mlk(C). Let Qk ∈Mnk+lk(C) be the orthogonal projection onto the first k coordinates. Let ε > 0, and fix a
finite F ⊆ pMp. Set
F˜ = {vixv∗j : x ∈ F, j = 1, . . . , n} ∪ {v1, . . . , vn}.
Let G˜ ⊆Msa be a given finite set, m˜ ∈ N, γ˜ > 0. It is not hard to show that there is a finite G ⊆ (pMp)sa a
m ∈ N, γ > 0 so that for all k ∈ N
ΞAk,p,R∨R(F : G;m, γ, k) ⊆ε QkΞAk,R∨R(F˜ : G˜; m˜, γ˜, nk + lk)Qk.
Again we are abusing notation by regarding QkMnk+lk(C)Qk as Mk(C). We may now argue as in (i) to
complete the proof.

We remark that one can define a lower 1-bounded entropy by taking a limit infimum instead of a limit
supremum. It is not hard to argue that if the lower 1-bounded entropy is the upper 1-bounded entropy then
we have equality in (i).
We end this section by clarifying the equivalence of finiteness of 1-bounded entropy and being strongly
1-bounded in the sense of Jung. It turns out that, assuming the given generating set is a nonamenability
set, our methods are robust enough to remove the assumption of having an element with finite free entropy
from Jung’s formulation of being strongly 1-bounded.
Definition A.14. Let (M, τ) be a tracial von Neumann algebra. A finite subset F ⊆M is a nonamenability
set for M if there is a constant K > 0 so that
‖ξ‖2 ≤ K
∑
x∈F
‖xξ − ξx‖2 for all ξ ∈ L2(M)⊗ L2(M).
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Connes showed in [7] that every nonamenable II1-factor contains a nonamenability set.
We will need a preliminary lemma. For a tracial von Neumann algebra (M, τ) and x ∈Mn(M)sa, we let
µx be its spectral measure with respect to Tr⊗τ defined by
µx(E) = Tr⊗τ(χE(x)).
If I, J are finite sets and M is a von Neumann algebra, we let MI,J(M) be the set of all I × J matrices over
M.
Lemma A.15. Let (M, τ) be a nonamenable tracial von Neumann algebra and let F ⊆ Msa be finite and
so that W ∗(F ) =M. Suppose that F is a nonamenability set for M. Let R ∈ [0,∞)F be a cutoff parameter.
Then there exists D > 0 so that for every ε > 0
inf
m∈N,γ>0
lim sup
k→∞
sup
B∈ΓR(F ;m,γ,k)
1
k2
logKDε({U ∈ U(k) : ‖[U,B]‖2 < ε}, ‖ · ‖2) = 0.
Proof. Define ∆: L2(M)⊗ L2(Mop)→ [L2(M)⊗ L2(Mop)]⊕F by
∆(ξ) = (bξ − ξb)b∈F
and observe that ∆ may be regarded as an element of MF,{1}(M ⊗ Mop). Since F is a nonamenability
set, we may choose a κ > 0 so that µ|∆|([0, κ]) = 0. Given B ∈ Mk(C)Fsa (for some k ∈ N) we define
∆B : L
2(Mk(C), tr)→ L2(Mk(C), tr)⊕F by
∆B(A) = (BbA−ABb)b∈F .
Fix α > 0. We may choose a m0 ∈ N and a γ0 > 0 so that for every k ∈ N and every B ∈ ΓR(F ;m0, γ0, k)
we have µ|∆B |([0, κ]) ≤ α. Suppose that U ∈ U(k), B ∈ ΓR(F ;m0, γ0, k) and that ‖UB − BU‖2 < ε. We
then have
‖χ[0,κ](|∆B |)U − U‖2 ≤ ε
κ
.
So
{U ∈ U(k) : ‖[U,B]‖2 < ε} ⊆ ε
κ
χ[0,κ](|∆B |) Ball(L2(Mk(C), tr), ‖ · ‖2).
Thus
K2( 1κ+1)ε
({U ∈ U(k) : ‖[U,B]‖2 < ε}, ‖ · ‖2) ≤ Kε(χ[0,κ](|∆B|) Ball(L2(Mk(C), tr), ‖ · ‖2), ‖ · ‖2).
By a volume-packing argument, the right hand side of the above inequality is at most
(
3+ε
ε
)αk2
. Thus we
have
lim sup
k→∞
sup
B∈ΓR(F ;m0,γ0,k)
K2( 1κ+1)ε
({U ∈ U(k) : ‖[U,B]‖2 < ε}, ‖ · ‖2) ≤ α log
(
3 + ε
ε
)
.
So
inf
m∈N,γ>0
lim sup
k→∞
sup
B∈ΓR(F ;m,γ,k)
1
k2
logK2( 1κ+1)ε
({U ∈ U(k) : ‖[U,B]‖2 < ε}, ‖ · ‖2) ≤ α log
(
3 + ε
ε
)
.
Since α > 0 was arbitrary we can let α→ 0 and take D = 2 ( 1κ + 1) to complete the proof.

We now relate finiteness of 1-bounded entropy to being strongly 1-bounded as defined by Jung. A
byproduct of our techniques is that we are able to replace the assumption of having an element with finite
free entropy in our generating set from the definition of strongly 1-bounded with the assumption that our
generating set is a nonamenability set. Unfortunately, we are unable to unconditionally show that if F
is 1-bounded (we will define what it means to be 1-bounded shortly), then W ∗(F ) is strongly 1-bounded.
However, we remark that in many natural examples of nonamenable von Neumann algebras (e.g. group
von Neumann algebras), the “obvious” finite set of generators for M is a nonamenability set. Of course, as
shown in [30], any amenable von Neumann algebra is strongly 1-bounded, so the question of whether we
can unconditionally remove the assumption of having an element of finite free entropy from the definition
of strongly 1-bounded reduces to technical issues of existence (or nonexistence) of a nonamenability set. We
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use some of the same notation as in [30]. Namely, if (M, τ) is a tracial von Neumann algebra and F ⊆Msa,
we set for ε > 0, and R > maxx∈F ‖x‖,
Kε(F ) = inf
m∈N,
γ>0
lim sup
k→∞
1
k2
logKε(ΓR(F ;m, γ, k), ‖ · ‖2).
Here we are identifying R with the cutoff parameter in [0,∞)F which is R in every coordinate. Recall that
F is 1-bounded (as defined by Jung in [30]) if there is a C > 0 so that
Kε(F ) ≤ C + log(1/ε).
Given a ∈Msa we use χ(a) for the free entropy of a as defined by Voiculescu in [52].
Proposition A.16. Let (M, τ) be a diffuse tracial von Neumann algebra and let F ⊆Msa be finite and such
that W ∗(F ) =M. Consider the following conditions:
(1) M is strongly 1-bounded,
(2) h(M) <∞,
(3) F is 1-bounded.
Then (1) and (2) are equivalent and imply (3). If F is a nonamenability set, then (3) is equivalent to (2)
and (1).
Proof. Since M is diffuse, we can find an a ∈Msa with diffuse spectrum and with χ(a) > −∞. Let (Ak)∞k=1
be a sequence of microstates for a. Fix
R > max(‖a‖,max
b∈F
‖b‖).
(1) implies (2): Suppose M is strongly 1-bounded. By Theorem A.9, we have
h(M) = h(F ∪ {a}) = sup
t>0
Kt(Ξ(Ak)k(F ∪ {a})).
Since M is strongly 1-bounded, Lemma 2.1 of [30] implies that the right most expression in the above
equalities is finite and thus h(M) <∞.
(2) implies (1): Suppose that h(M) <∞. Lemma 2.2 of [30] implies that there is a C > 0 so that for all
sufficiently small ε > 0,
Kε({a} ∪ F ) ≤ C + log(1/ε) + h(F ),
and thus M is strongly 1-bounded.
(1) implies (3): This is a rephrasing of Theorem 3.2 of [30].
(3) implies (2) when F is a nonamenability set: We will use the orbital version of 1-bounded entropy. By
a result of S. Szarek in [50] we may choose an A > 0 so that for all δ > 0 we have
Kδ(U(k), ‖ · ‖2) ≥
(
A
δ
)k2
.
Since F is 1-bounded, we may choose a C > 0 so that for all 0 < ε < 1
Kε(ΓR(F )) ≤ C + log(1/ε).
Let D > 0 be as in the preceding Lemma for this F. Fix 0 < ε < 1 and for k,m ∈ N, γ > 0 let
α(m, γ, k) = sup
B∈ΓR(F ;m,γ,k)
1
k2
logK2Dε({U ∈ U(k) : ‖[U,B]‖2 < 2ε}, ‖ · ‖2),
α(m, γ) = lim sup
k→∞
α(m, γ, k).
Let S ⊆ ΓR(F ;m, γ, k) be a maximal ε-orbit separated subset. For all B ∈ S, β > 0 let
ΩB(β) = {U ∈ U(k) : ‖[U,B]‖2 < β}.
For each B ∈ S, let TB ⊆ U(k) be a maximal subset subject to the condition that for distinct V,W ∈ TB we
have V ΩB(ε) ∩WΩB(ε) = ∅. By maximality, we have
U(k) ⊆
⋃
V ∈TB
V ΩB(ε)ΩB(ε)
∗ ⊆
⋃
V ∈TB
V ΩB(2ε).
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Thus (
A
2Dε
)k2
≤ K2Dε(U(k), ‖ · ‖2) ≤ |TB|K2Dε(ΩB(2ε), ‖ · ‖2).
So
|TB| ≥
(
exp(−α(m, γ, k)) A
2Dε
)k2
.
Now consider T = {U∗BU : B ∈ S,U ∈ TB}, we claim that T is ε-separated. Suppose that Bj ∈ S, j = 1, 2
and Uj ∈ TBj , j = 1, 2 have
ε > ‖U∗1B1U1 − U∗2B2U2‖2.
Then
ε > ‖U2U∗1B1U1U∗2 −B2‖2,
by choice of S this implies that B1 = B2. We then have U
∗
2U1 ∈ ΩB1(ε) and so U1ΩB1 ∩ U2ΩB1(ε) 6= ∅ and
this implies that U1 = U2. Since T is ε-separated, it is easy to see that
Kε/2(ΓR(F ;m, γ, k), ‖ · ‖2) ≥ |T |.
Thus
Kε/2(ΓR(F ;m, γ, k), ‖ · ‖2) ≥
∑
B∈S
|TB| ≥ |S|
(
exp(−α(m, γ, k)) A
2Dε
)k2
≥ KOε (ΓR(F ;m, γ, k), ‖ · ‖2)
(
exp(−α(m, γ, k)) A
2Dε
)k2
.
Taking 1k2 log of both sides and letting k →∞ implies that
Kε/2(ΓR(F ;m, γ)) ≥ KOε (F ;m, γ)− α(m, γ) + log
(
A
2D
)
+ log(1/ε).
So
KOε (F ;m, γ)− α(m, γ) + log
(
A
2D
)
+ log(1/ε) ≤ Kε/2(ΓR(F ;m, γ) ≤ C + log(2) + log(1/ε).
By Lemma A.15 we have that α(m, γ)→ 0 as m→∞ and γ → 0, so
KOε (F ) ≤ C + log(2)− log
(
A
2D
)
.
Now taking the supremum over all ε > 0 we find that h(F ) <∞.

Appendix B. 1-Bounded Entropy with Respect to Unbounded Generators
Our goal in this appendix is to show that
h((xi)i∈I :M,meas) = h(W ∗(xi : i ∈ I) :M),
whenever the xi are unbounded operators affiliated to (M, τ). See Definitions 3.5 and Definition 3.6 to recall
the necessary definitions. The following two lemmas will be useful in the proof of the above equality.
Lemma B.1. Let T, Y ∈Mk(C), and ε > 0. Suppose that Q ∈Mk(C) is a projection with
‖Q(T − Y )‖∞ ≤ ε,
tr(1−Q) ≤ ε.
Then there exists a projection P ∈Mk(C) so that
P ≤ χ[0,‖Y ‖∞+ε](|T ∗|),
tr(1− P ) ≤ 2ε,
‖P (T − Y )‖∞ ≤ ε.
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Proof. Let R = ‖Y ‖∞ and set P = χ[0,R+ε](|T ∗|) ∧Q. We claim that
(10) (1− χ[0,R+ε](|T ∗|)) ∧Q = 0.
Indeed, suppose that
ξ ∈ χ(R+ε,∞)(|T ∗|)(Ck) ∩Q(Ck),
but that ξ 6= 0. Let T ∗ = U |T ∗| be the polar decomposition. Then
(R+ ε)‖ξ‖22 < 〈|T ∗|ξ, ξ〉
= 〈U∗T ∗ξ, ξ〉
= 〈T ∗Qξ,Uξ〉
≤ ε‖ξ‖22 + 〈Y ∗Qξ,Uξ〉
≤ (R+ ε)‖ξ‖22
and this is a contradiction. Thus we have proved (10). It is not hard to show that (10) implies that
tr(1− χ[0,R+ε](|T ∗|)) ≤ tr(1−Q) ≤ ε,
so tr(1− P ) ≤ 2ε. Additionally we have ‖P (T − Y )‖∞ ≤ ‖Q(T − Y )‖∞ < ε.

We also need a lemma that allows one to produce microstates for unbounded operators from microstates
from bounded operators.
Lemma B.2. Let (M, τ) be a tracial von Neumann algebra and let RM ∈ [0,∞)Msa be a cutoff parameter.
Let J be a finite set and (yj)j∈J be a collection of measurable self-adjoint operators affiliated with M. Fix
finite F ⊆ Cb(R), G ⊆Msa, an m ∈ N and a γ, η > 0. Fix a R > 0 with
max
j∈J
τ(χ[R,∞)(|yj |)) < η, and R > max
x∈G
RM,x.
Then there exists a R′0 > 0 with the following property. For all R
′ > R′0 and ψ ∈ Cc(R,R) with ‖ψ‖Cb(R) ≤ R′
and ψ(t) = t for all |t| ≤ R′, there is an m′ ∈ N and a γ′ > 0 so that for every
(A,X) ∈ ΓRM (G, (φ(yj))j∈J,φ∈F∪{ψ};m′, γ′, k)
we have
(A, (Xψ,i)i∈I) ∈ ΓηR(G, (yi)i∈I ;F,m, γ, k).
Proof. Let
ΨR′ = {ψ ∈ Cc(R,R) : ‖ψ‖Cb(R) ≤ R′, ψ(t) = t if |t| ≤ R′}.
Choose a β ∈ Cc(R,R) with χ[R,∞) ≤ β ≤ 1 and with maxj∈J τ(β(|yj |)) < η. It is easy to see that
lim
R′→∞
sup
ψ∈ΨR′
max
j∈J
τ(β(|ψ(yj)|)) < η,
lim
R′→∞
sup
ψ∈ΨR′
|τ(P (x, φ(yj) : x ∈ G,φ ∈ F, j ∈ J))− τ(P (x, φ(ψ(yj)) : x ∈ G,φ ∈ F, j ∈ J))| = 0,
for all P ∈ C〈Sx, Tφ,j : x ∈ G,φ ∈ F, j ∈ J〉. So we may choose a R′0 > 0 so that for all R ≥ R′0 and for all
ψ ∈ ΨR′ we have
max
j∈J
τ(β(|ψ(yj)|)) < η,
|τ(P (x, φ(yj) : x ∈ G,φ ∈ F, j ∈ J)) − τ(P (aj , φ(ψ(yj)) : x ∈ G,φ ∈ F, j ∈ J))| < γ/2
for all monomials P ∈ C〈Sx, Tφ,j : x ∈ G,φ ∈ F, j ∈ J〉 of degree at most m.
Now fix R′ > R′0 and ψ ∈ ΨR′ . We may choose an m′ ∈ N, γ′ > 0 so that if
(A,X) ∈ ΓRM (G, (φ(yj))j∈J,φ∈F∪{ψ};m′, γ′, k),
then
max
j∈J
tr(β(|Xψ,j |)) < η
and
|τ(P (x, φ(ψ(yj ))) : x ∈ G,φ ∈ F, j ∈ J))− tr(P (Ax, φ(Xψ,j)) : x ∈ G,φ ∈ F, j ∈ J)| < γ
2
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for all monomials P ∈ C〈Sx, Tφ,j : x ∈ G,φ ∈ F, j ∈ J〉 of degree at most m. It follows that (A, (Xψ,j)j∈J ) ∈
ΓηR(G, (yj)j∈J ;F,m, γ, k).

Proposition B.3. Let (M, τ) be a tracial von Neumann and N a diffuse von Neumann subalgebra. Let
Y = (yi)i∈I be measurable self-adjoint operators affiliated with M so that W ∗(Yi) = N. Then
h((yi)i∈I :M,meas) = h(N :M).
Proof. Fix a ∈M with diffuse spectrum, and a sequence (Ak)∞k=1 of microstates for a. LetX = (φ(yi))i∈I,φ∈Cb(R,R)
and define RM ∈ [0,∞)I0×Cb(R,R) by RM,i,φ = 2‖φ‖Cb(R). Since W ∗(φ(yi) : i ∈ I, φ ∈ Cb(R,R)) = N and X
consists of bounded operators we have
h(X :M) = h(N :M).
Let I0 ⊆ I,G ⊆ Msa be given finite sets, and let ε > 0. Let η ∈ (0, ε) and R > 0. Choose a ψ ∈ Cc(R,R)
so that ψ(t) = t for all |t| ≤ R and ‖ψ‖Cb(R) ≤ R. Given a finite F ⊆ Cb(R,R) containing ψ, let X0 =
(φ(yi))i∈I0,φ∈F . Given m ∈ N, γ > 0, we may choose a m′ ∈ N, γ′ > 0 so that if
T ∈ ΞηAk,R((yi)i∈I0 : G;F,m′, γ′, k),
then
(φ(Ti))i∈I0,φ∈F ∈ ΞAk,RM∨RM ((φ(yi))i∈I0,φ∈F : G;m, γ, k).
Let
S ⊆ ΞAk,RM∨RM (X0 : G;m, γ, k)
be ε-dense with respect to ‖ · ‖∞. Given T ∈ ΞηAk,R((yi)i∈I0 : G;F,m′, γ′, k), choose a X ∈ S with
‖(φ(Ti))i∈I0,φ∈F −X‖∞ < ε.
Then
‖χ[R,∞)(|Ti|)(Ti −Xψ,i)‖∞ = ‖χ[R,∞)(|Ti|)(ψ(Ti)−Xψ,i)‖∞ < ε
and so
ΞηAk,R((yi)i∈I0 : G;F,m
′, γ′, k) ⊆ε,meas {(Xψ,i)i∈I0 : X ∈ S}.
Thus for all η < ε,
K2ε(Ξ
η
(Ak)∞k=1,R
((yi)i∈I0 : G;F,m
′, γ′),meas) ≤ Kε(Ξ(Ak)∞k=1,RM∨RM (X0 : G;m, γ), ‖ · ‖∞).
So we have
K2ε(Ξ
η
(Ak)∞k=1,R
((yi)i∈I0 :M),meas) ≤ Kε(Ξ(Ak)∞k=1,RM∨RM (X0 :M), ‖ · ‖∞).
A fortiori,
K2ε(Ξ
η
(Ak)∞k=1,R
((yi)i∈I0 : M),meas) ≤ h(X :M).
Taking the supremum over all R > 0, then the infimum over all η proves that
K2ε(Ξ(Ak)∞k=1((yi)i∈I0 : M),meas) ≤ h(X :M).
by Corollary 2.6. Now taking the supremum over all ε, I0 proves that
h(Y : M,meas) ≤ h(X :M).
We now turn to the reverse inequality. Fix finite Φ′0 ⊆ Cb(R,R), I ′0 ⊆ I. It is enough to show that
h((φ(yi))i∈I′0,φ∈Φ′0 :M) ≤ h(Y :M,meas).
Let ε′, γ, η > 0 and a finite G0 ⊆Msa be given. Choose an R > maxx∈{a}∪GRM,x sufficiently large so that
τ(χ[R,∞)(|yi|)) < η
for all i ∈ I ′0. Let R′0 > 0 be as in Lemma B.2 with J = I ′0, F = Φ′0, for G = {a}∪G0 and for this m, γ, η,R.
We may find an R′ > R′0 and a ψ ∈ Cc(R) with ψ(t) = t for all |t| ≤ R′ so that
max
i∈I′0,φ∈Φ′0
‖φ(ψ(yi))− φ(yi)‖2 < ε
′
1 + |I ′0|1/2|Φ′0|1/2
.
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Let m′, γ′ be as in the conclusion to Lemma B.2. Taking m′ larger and γ′ smaller, if necessary, we may
assume that
max
i∈I′0,φ∈Φ′0
‖φ(Xψ,i)−Xφ,i‖2 < ε
′
1 + |I ′0|1/2|Φ′0|1/2
for all X ∈ ΓRM ((φ(yi))i∈I′0,φ∈Φ′0∪{ψ};m′, γ′, k).
Let κ′ ∈ (0, 1/4) be sufficiently small so that for all l ∈ N and all T, S ∈ Ml(C)sa with ‖T − S‖∞ < 5κ′
and ‖T ‖∞, ‖S‖∞ ≤ 2(R′ + 1) we have
max
φ∈Φ′0
‖φ(T )− φ(S)‖∞ < ε
′
1 + |I ′0|1/2|Φ′0|1/2
.
Let ε ∈ (0, κ′), η ∈ (0, ε) be given and choose an S ⊆ ΞηAk,R((yi)i∈I′0 : G0; Φ′0∪{ψ},m, γ, k) which is ε-measure
dense and has
|S| = Kε(ΞηAk,R((yi)i∈I′0 : G0; Φ′0 ∪ {ψ},m, γ, k),meas).
For every integer 1 ≤ l ≤ 2εk, let Ωl ⊆ Gr(l, k − l) be κ′1+R′ -dense with respect to ‖ · ‖∞ and so that
|Ωl| = K κ′
1+R′
(Gr(k − l, l), ‖ · ‖∞).
Here Gr(k − l, l) is the space of orthogonal projections of rank l. By a result of S. Szarek (see [50]) there is
a C > 0 so that
|Ωl| ≤
(
C(1 +R′)
κ′
)2l(k−l)
.
Since ε < 1/4, for all integers l with 1 ≤ l ≤ 2εk we have
|Ωl| ≤
(
C(1 +R′)
κ′
)4k2ε(1−2ε)
.
For each E ∈ Ωl, choose a
DE ⊆ (R′ + ε)(1 − E) Ball(Mk(C), ‖ · ‖∞)
which is κ′-dense with respect to ‖ · ‖∞. We may choose DE with
|DE| ≤
(
3R′ + 4κ′
κ′
)4k2ε
.
Now let
X ∈ ΞAk,RM∨RM∨RM ((φ(yi))i∈I′0,φ∈Φ′0 : G0, (ψ(yi))i∈I′0 ;m′, γ′, k).
Choose Y ∈Mk(C)I′0 so that
(X,Y ) ∈ ΞAk,RM∨RM∨RM ((φ(yi))i∈I′0,φ∈Φ′0 , (ψ(yi))i∈I′0 : G0;m′, γ′, k).
By Lemma B.2 we also have that Y ∈ ΞηAk,R((yi)i∈I′0 : G0; Φ′0,m, γ, k). By Lemma B.1, there exists a T ∈ S
and orthogonal projections Qi ∈Mk(C), i ∈ I ′0 so that for all i ∈ I ′0
tr(Qi) ≤ 2ε,
‖Qi(Ti − Yi)‖∞ < ε,
Qi ≤ χ[0,R′+ε](|T ∗i |).
Note that
‖Qi(χ[0,R′+ε](|T ∗i |)Ti − Yi)‖∞ = ‖Qi(Ti − Yi)‖∞ < ε.
Let 1 ≤ l ≤ 2kε be such that k tr(Qi) = k − l and choose Ei ∈ Ωl so that
‖Qi − Ei‖∞ < κ
′
1 +R′
.
Note that
‖χ[0,R′+ε](|T ∗i |)Ti‖∞ = ‖T ∗i χ[0,R′+ε](|T ∗i |)‖∞ ≤ R′ + ε
and thus
‖Ei(χ[0,R′+ε](|T ∗i |)Ti − Yi)‖∞ ≤ 3κ′ + ‖Qi(χ[0,R′+ε](|T ∗i |)Ti − Yi)‖∞ < 4κ′.
Choose a Bi ∈ DEi with
‖(1− Ei)Yi −Bi‖∞ < κ′,
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we then obtain
‖Yi − Eiχ[0,R′+ε](|T ∗i |)Ti − Bi‖∞ < 5κ′.
So by our choice of κ′ we have
‖φ(Yi)− φ(Eiχ[0,R′+ε](|T ∗i |)Ti +Bi)‖∞ <
ε′
1 + |I ′0|1/2|Φ′0|1/2
,
which implies, by our choice of m′, γ′, that for all i ∈ I0, φ ∈ Φ′0
‖Xφ,i − φ(Eiχ[0,R′+ε](|T ∗i |)Ti +Bi)‖2 <
ε′
1 + |I ′0|1/2|Φ′0|1/2
+ ‖φ(Yi)− φ(Eiχ[0,R′+ε](|T ∗i |)Ti +Bi)‖2
<
2ε′
1 + |I ′0|1/2|Φ′0|1/2
.
Thus
ΞAk,RM ((φ(yi))i∈I′0,φ∈Φ′0 : G
′
0;m
′, γ′, k) ⊆2ε′,‖·‖2
⋃
T∈S
∏
i∈I′0,φ∈Φ′0
⌊2kε⌋⋃
l=1
{φ(Eχ[0,R′+ε](|T ∗i |)Ti+B) : E ∈ Ωl, B ∈ DE},
so
K8ε′(ΞAk,RM ((φ(yi))i∈I′0,φ∈Φ′0 : G
′
0;m
′, γ′, k), ‖ · ‖2) ≤ |S|
∏
i∈I′0,φ∈Φ′0
⌊2kε⌋∑
l=1
|Ωl|
(
3R′ + 4κ′
κ′
)4k2ε
≤ 2|I′0||Φ′0||S|(kε)|I′0||Φ′0|
(
C(1 +R′)
κ′
)4k2|I′0||Φ′0|ε(1−2ε)
×
(
3R′ + 4κ′
κ′
)4k2|I′0||Φ′0|ε
.
Hence
K8ε′(Ξ(Ak)∞k=1,RM ((φ(yi))i∈I′0,φ∈Φ′0 : G
′
0;m
′, γ′), ‖ · ‖2) ≤ Kε(Ξη(Ak)∞k=1,R((yi)i∈I′0 : G0;m, γ),meas)
+ 4|I ′0||Φ′0|ε(1− 2ε) log
(
C(1 +R′)
κ′
)
+ 4|I ′0||Φ′0|ε log
(
3R′ + 4κ′
κ′
)
.
A fortiori,
K8ε′(Ξ(Ak)∞k=1,RM ((φ(yi))i∈I′0,φ∈Φ′0 :M), ‖ · ‖2) ≤ Kε(Ξ
η
(Ak)∞k=1,R
((yi)i∈I′0 : G0;m, γ),meas)
+ 4|I ′0||Φ′0|ε(1− 2ε) log
(
C(1 +R′)
κ′
)
+ 4|I ′0||Φ′0|ε log
(
3R′ + 4κ′
κ′
)
.
Since the left-hand side is now independent of G0,m, γ, we can take the infimum over all G0m, γ to see that
K8ε′(Ξ(Ak)∞k=1,RM ((φ(yi))i∈I′0,φ∈Φ′0 :M), ‖ · ‖2) ≤ Kε(Ξ
η
(Ak)∞k=1,R
((yi)i∈I′0 :M),meas)
+ 4|I ′0||Φ′0|ε(1− 2ε) log
(
C(1 +R′)
κ′
)
+ 4|I ′0||Φ′0|ε log
(
3R′ + 4κ′
κ′
)
≤ Kε(Ξη(Ak)∞k=1((yi)i∈I′0 :M),meas)
+ 4|I ′0||Φ′0|ε(1− 2ε) log
(
C(1 +R′)
κ′
)
+ 4|I ′0||Φ′0|ε log
(
3R′ + 4κ′
κ′
)
.
We can now take the infimum over η > 0, and then let ε→ 0 to see that
K8ε′(Ξ(Ak)∞k=1,RM ((φ(yi))i∈I′0,φ∈Φ′0 :M), ‖ · ‖2) ≤ h(Y :M,meas).
Letting ε′ → 0 and then taking the supremum over I ′0,Φ′0 completes the proof.

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