This study evaluates the utility of a Publication Power Approach (PPA) for assessing the quality of journals in the field of artificial intelligence. PPA is compared with the Thomson-Reuters Institute for Scientific Information (TR) five-year and two-year impact factors and with expert opinion. The ranking produced by the method under study is only partially correlated with citation-based measures (TR), but exhibits close agreement with expert survey rankings. A simple average of TR and power rankings results in a new ranking that is highly correlated with the expert survey rankings. This evidence suggests that power ranking can contribute to evaluating AI journals.
Introduction and Related Work
Because journals serve as the main outlets for publishing scientific research, it is not surprising that one of the most widely studied problems in scientometrics is determining the merit of academic journals and ranking them accordingly. Although journal ranking helps academic libraries to select journals, it is often and more importantly used as a measure of research quality. For example, the Israel Higher Education Planning and Budgeting Committee (VATAT) financially rewards universities for publishing in top-tier journals, and many university administrators around the world evaluate their scholars according to their publications as part of the tenure, promotion, and reward process. Given a journal's ranking, researchers can target their papers to top-ranked journals and improve their chances for promotion.
The four common approaches for generating journal rankings are based on opinion surveys, citations, authors' affiliation, and behavioral approaches. In expert opinion surveys, a number of scholars rank each journal according to a predefined set of criteria. The results reflect the cumulative peer opinion of a representative group of experts within a particular discipline or field. However, expert surveys have also been criticized for their subjectivity, the lack of clarity of their rating criteria (Holsapple, 2008) , and various biases (such as preferring outlets that publish more articles per year; Serenko & Dohan, 2011) . Finally, establishing a valid expert survey that includes a sufficiently large number of qualitative responders can be time-consuming.
Many citation-based measures have been suggested for ranking journals, including impact factors (Garfield, 2006) , the eigenfactor (Bergstrom, 2007) , and the h-index and its variants (Harzing et al., 2007) . The main advantage of these measures is their objectivity; however, they have also been criticized, with some claiming that a few highly cited papers skew the citation distribution or that not all citations have the same significance (Holsapple, 2008) . Moreover, because citation patterns vary across disciplines, it is very difficult to evaluate multidisciplinary journals. Research shows that using citation-based measures tends to generate journal rankings that are only weakly correlated with expert surveys (see, for instance, A relatively new approach to ranking is based on the author's university affiliation.
The underlying premise is that tenured faculty members of prominent research universities tend to publish their work in premier journals. The Author Affiliation Index (AAI) of a journal (or set of journals) is defined as the percentage of authors who publish in that journal (or set of journals) and are affiliated with a predetermined group of top-rated universities (or university departments) in the domain under study (Harless & Reilly, 1998; Agrawal, 2011) . However, authorbased methods have drawbacks. The first limitation is the need to select a set of leading affiliations. If the set is too narrowly defined, then it might not be sufficient to rank journals reliably (because of the small sample size). On the other hand, if the set is defined too broadly, it might include universities that are not at the required research level and thereby distort the rankings. Therefore, author-based measures can be used to identify premier journals, but not for ranking non-premier journals.
Behavior-based approaches examine the actual publishing behaviors of tenured researchers at an independently determined set of prominent research universities.
This approach assumes that these particular faculty members tend to publish their works in outlets which they regard as of high quality in the field under study. The behavior of these researchers can be trusted because they have demonstrated a level of research excellence which is recognized by their peers (who have participated in their tenure and promotion committees). Holsapple (2008) has developed the publication power approach (PPA) for identifying the premier journals in a specific domain. The PPA of a journal is determined by how many prominent researchers decide to publish their research results in that journal and at what frequency. Table 1 summarizes the various approaches to ranking journals and specifies the advantages and limitations of each approach. As can be seen from Table 1 , and as has been indicated by Holsapple and Lee-Post (2010), the recently developed PPA sidesteps the limitations of the other three approaches. For example, various AI researchers have noted that according to the TR two-year impact factor for 2010, the
Journal of Machine Learning Research was ranked much higher than Machine
Learning (rank 9 vs. rank 31), while according to the expert survey, the order should be reversed (Serenko & Dohan, 2011) . This discrepancy can be explained by the limitations of citation-based approaches that tend to prefer open-access journals over other journals. As will be seen later, PPA does not suffer from this limitation and obtains the correct order. Thus, PPA can potentially provide rankings from a different perspective. In particular, PPA provides secondary evidence for highly accepted approaches (expert surveys and citations) and indirect indications for objectively measuring journal quality.
Several rankings of AI journals are available in the literature (Cheng et al., 1996 Table 2 shows the ranking of a number of AI journals. Note that the PPA was capable of ranking only 78 out of 108 journals in the KoW category of AI. This can be explained by the fact that top-rated researchers seldom publish in non-prestige journals. Therefore, some journals had a power of zero and were not included in the analysis. Four of the journals had a publication power of 10,000 or higher. This power level is equivalent to 100 benchmark researchers collectively having authored 100 articles in the journal. Table 1 others do not agree with this claim. In either case, highly correlated measures have a better chance of being accepted by the community. Table 3 shows Spearman rank correlations for the ranks obtained using all scores presented in Table 2 . It was found that the PPA was only weakly correlated with the TR impact factors (rho=0.192 in the case of a five-year impact factor). PPA, TR twoyear, and TR five-year impact factors all have high levels of correlation with expert survey rankings (rho=0.498, 0.514, and 0.564 respectively). Note that the level of correlation found between the TR two-year impact factor and the expert survey ranking is consistent with previous findings (rho=0.508 as reported by Serenko and Dohan, 2011). • Objective • Ignores semantics of references (Holsapple, 2008) by simply assuming that every citation in an article's reference list is equally important.
Results and Discussion
• Self-citations (Rousseau, 1999 ).
• Not useful for ranking small fields in which only a few of these journals appear in journal ranking indexes (Seglen, 2006 ).
• Not useful for ranking niche journals which are read and cited by a small community of researchers (Serenko and Dohan, 2011).
• Biased towards open and online journals which are not constrained by physical print limitations (Antelman, 2004 ).
• Biased towards journals that have been longer in-print (Serenko and Dohan, 2011 ).
• Citation habits can vary greatly by discipline and country, with non-English speaking academics being cited far less often (Seglen, 2006 ). • Citations can be manipulated through editorial practices such as requiring accepted authors to cite more articles previously published in their specific journals (Sevinc, 2004) • Review articles can inflate citation numbers (Seglen, 2006 ).
• Journal databases may contain errors resulting in incorrectly reported journal impact indices (Elkins et al. 2010 ).
• Journal rankings can differ depending on how the citation counts are analyzed (total, age-adjustment, etc.) which can lead to confusion (Holsapple and LeePost, 2010 (Holsapple, 2008 ).
• It takes long time for most respondents to change their opinion about the journal's quality (Tahai and Meyer, 1999) , which produces inflexible ranking lists.
• Affected by intra-institutional politics (Adler & Harzing, 2009 ) because some scholars may prefer the outlets appearing in their internal ranking lists.
• Exposure effect: participants of journal ranking surveys may prefer certain journals merely because they are more familiar to them (Serenko and Bontis, 2011) . Therefore newer and more specialized journals are ignored (Gallivan and Benbunan-Fich, 2007 ).
• Path Dependency ; many expert surveys are based on previous rankings.
Therefore making it relatively more difficult for newer or niche journals to break into the rankings (Truex, et al., 2009 ).
AAI (Author Affiliation
• Objective • Robust with respect to
• The precise size of a university set is unclear. If it is too small the results will be biased. If it is too large it will be difficult to differentiate among the journals • Sensitive to size and composition of the benchmark set. Thus the benchmark set should be carefully selected (Holsapple, 2008 ) .
• Regardless of the benchmarks used, certain outstanding journals from reference disciplines or specialty niches can be excluded (Holsapple, 2008 ).
• Does not addresses cases of multi-authored articles by the benchmark scholar set (Holsapple, 2008 (Holsapple, 2008 ).
• It is sensitive to the time window used (Holsapple and Lee-Post, 2010).
• As changes happen over time (new researchers become tenured while other retired), the benchmark set is not stable over time and thus we should expect that the ranking will also vary over time (Holsapple and Lee-Post, 2010). 
Combining PPA and TR Impact Factor
Combining journal rankings from multiple lists into a single list is not a novel idea (see, for example, Cook et al., 2010) . Because each approach is based on a different assumption, the resulted rankings are correspondingly different. Therefore, journal rankings are usually combined in an attempt to achieve consensus among experts However, in other types of systems, such as recommender systems (Burke, 2002) , multiple rankings are combined to improve the results. Each approach has its strengths and weaknesses, and by combining two or more approaches, better performance can be achieved with fewer drawbacks than any individual approach. This is a well-known practice in machine learning called committee machines (sometime associated with a more specific term such as ensemble learning or a mixture of experts) in which the outputs from several experts are combined. Each of the experts addresses the same task (i.e., trying to obtain a good journal ranking).
Combining these various rankings usually results in better composite global rankings.
This idea imitates a common human characteristic, the desire to obtain several opinions before making a crucial decision. People tend to weigh a number of individual opinions and then combine them to reach a final decision. In a previous study (Rokach et al., 2011) , it was shown that combining various methods can improve the ranking of AI researchers.
However, for a combined ranking to bring about improvement, its constituent members should perform better than random while at the same time being sufficiently diverse to avoid making common mistakes (Rokach, 2009) . In the present case, the PPA and TR impact factors are weakly correlated (and therefore diverse) while being moderately correlated with the results of the expert survey approach (and hence better than random). Therefore, one can expect that their combination can generate a useful result.
This raises the question of how to combine the two rankings. In fact, most of the combination methods developed in recommender systems (Burke, 2002) can be used.
One approach is to use a cascade method in which one list is used as the primary indicator and the other list is used to rank the journals within a primary cluster. A much simpler option is to combine the rankings with equal weight. In this paper, the latter combination approach was used because it can be considered to be the default method. The examination of other combination methods remains as a topic for future research.
A combined ranking which weights the TR five-year ranking equally with PPA was generated. For example, the journal Artificial Intelligence has a PPA score of 97,566 and is ranked number 1 according to PPA (PPA=1). The same journal has a TR fiveyear impact factor of 3.106 and is ranked number 15 according to the TR five-year factor (TR=15). Therefore, the combined score of the journal Artificial Intelligence is 1+15=8. This simple rank averaging is equivalent to the following transformation: instead of using the actual value, the value is normalized and converted to the corresponding percentile. This normalization helps to combine two different measures (TR and PPA) that have different scaling and distribution functions.
The results obtained are interesting in that the combined ranking has a high correlation with the expert survey rankings (rho=0.689, p<0.001). Furthermore, it is much higher than the correlations of the PPA and TR impact factors separately. This result may indicate that the experts who answered the survey tried to balance various considerations when providing their rankings.
Conclusions
This paper has examined how the publication power approach can be used to rank AI journals. This approach was found to be only weakly correlated with citation-based indices such as the TR impact factor. Although at first glance this appears to be a disadvantage, actually it is not. If the PPA were highly correlated with the TR impact factor, then its use could be considered as redundant. The fact that the PPA is not highly correlated with the TR impact factor indicates that it brings a different perspective to ranking the journals. Evidently, the PPA seems to be complementary to the TR impact-factor approach because the combination of the two creates a much higher correlation with the expert survey results than either index alone. In particular, the TR impact factor ranked the Journal of Machine Learning Research much higher than Machine Learning, mainly because the former is an open-access journal. On the other hand, expert survey rankings indicated the reverse order. It is interesting to note that the PPA ranked these two journals similarly to the expert survey rankings.
Counterexamples can of course be found as well. The PPA ranked the journal Annals of Mathematics and Artificial Intelligence highly, while both the TR impact factor and the expert survey ranked them relatively low. It can be hypothesized that Annals of Mathematics and Artificial Intelligence achieved high scores on the PPA because these journals are considered to be general AI journals which will naturally attract more papers from prominent researchers than more subject-specific journals .
The question arises as to why the PPA correlates better with the expert survey than with the TR impact factor. One possible explanation is that prominent AI researchers have a concept of journal ranking that is similar to that of other AI researchers. In fact, it is not inconceivable that prominent researchers, who by their nature are usually active and involved in their field, took part in the expert survey rankings. In addition, prominent researchers who are no longer influenced by promotion processes can insist in publishing only in journals that they regard as having the highest stature and not necessarily the highest impact factor (because they do not need to please a promotion committee). For this reason, the publication behavior of prominent researchers might be better aligned with their concept of ranking than that of other researchers .
Another possible reason for the better correlation might be that when survey respondents assess the quality of journals, the main factor they consider is the reputations of the editor and the review board, while the citation impact factor is considered only as the fifth factor (Serenko & Bontis, 2009 ). This shows that when key researchers select what they believe to be the most prestigious outlets for their work, journal impact factor is not the main factor that they consider.
As indicated in Table 1 , the PPA, along with its benefits, has many limitations. In particular, it is clear that although the PPA can be used to identify premier AI journals, it cannot be used to discriminate between less prestigious journals (because the power of 30 of the 108 journals is virtually zero). Therefore, it is not suggested here that the PPA should replace expert surveys or TR impact factors as the sole method for ranking journals. The PPA ranks journals from a different perspective.
Thus, it provides secondary evidence and indirect indications for objectively measuring the quality of journals.
