ABSTRACT. This article studies the algebraic structure of homology theories defined by a left Hopf algebroid U over a possibly noncommutative base algebra A, such as for example Hochschild, Lie algebroid (in particular Lie algebra and Poisson), or group and etale groupoid (co)homology. Explicit formulae for the canonical Gerstenhaber algebra structure on Ext U pA, Aq are given. The main technical result constructs a Lie derivative satisfying a generalised Cartan-Rinehart homotopy formula whose essence is that Tor U pM, Aq becomes for suitable right U -modules M a Batalin-Vilkovisky module over Ext U pA, Aq, or in the words of Nest, Tamarkin, Tsygan and others, that Ext U pA, Aq and Tor U pM, Aq form a differential calculus. As an illustration, we show how the wellknown operators from differential geometry in the classical Cartan homotopy formula can be obtained. Another application consists in generalising Ginzburg's result that the cohomology ring of a Calabi-Yau algebra is a Batalin-Vilkovisky algebra to twisted Calabi-Yau algebras.
1. INTRODUCTION 1.1. Differential calculi. By its definition in terms of (co)chain complexes or derived functors, the cohomology or homology of a mathematical object is typically only a graded module over some base ring. Thus an obvious task is to exhibit its full algebraic structure, and to understand which features of the original object this structure reflects.
For the (co)homology of associative algebras, this has been studied, amongst others, by Rinehart [Ri] , Gerstenhaber [Ge] , Goodwillie [Go] , Getzler [Get] and Nest, Tamarkin and Tsygan, see e.g. [NTs3, TaTs1, TaTs2, Ts] . The ultimate answer is that Hochschild cohomology and homology form what Nest, Tamarkin and Tsygan call a differential calculus: Definition 1.1. Let k be a commutative ring.
(i ) A Gerstenhaber algebra over k is a graded commutative k-algebra pV, q
with a graded Lie bracket t¨,¨u :
of V for which all operators tγ,¨u satisfy the graded Leibniz rule tγ, α βu " tγ, αu β`p´1q pq α tγ, βu, γ P V p`1 , α P V q .
(ii ) A Gerstenhaber module over V is a graded pV, q-module pΩ, q,
with a representation of the graded Lie algebra pV r1s, t¨,¨uq
which satisfies for α P V p`1 , β P V q , x P Ω the mixed Leibniz rule β L α pxq " tβ, αu x`p´1q pq L α pβ xq.
(iii ) Such a module is Batalin-Vilkovisky if there is a k-linear differential B : Ω n Ñ Ω n`1 , BB " 0, such that L α is for α P V p given by the homotopy formula L α pxq " Bpα xq´p´1q p α Bpxq.
(iv ) A pair pV, Ωq of a Gerstenhaber algebra and of a Batalin-Vilkovisky module over it is also called a differential calculus.
Be aware that the term "Gerstenhaber module" is used in several different ways in the literature. The above one is based on the requirement that the operators ι α :" α ¨: Ω Ñ Ω form a Gerstenhaber algebra quotient of V with bracket given by tι α , ι β u :" rι α , L β s, where r¨,¨s denotes the graded commutator. This agrees (up to slightly different sign conventions) with the one used in [DeHeKa] . One will often additionally find that the mixed Leibniz rule
is demanded. This is necessary for V ' Ω to become naturally a (square zero) extension of V as a Gerstenhaber algebra. For Batalin-Vilkovisky modules, Equation (1.1) is satisfied automatically, so the definition of these is essentially unequivocal. The definition of a Gerstenhaber algebra itself also admits a modification in which the operators t¨, γu, rather than tγ,¨u, are assumed to satisfy the graded Leibniz rule. This had been the convention in Gerstenhaber's original paper [Ge] , cf. Remark 3.19 below.
Aims and objectives.
The main aim of this paper is to further highlight the ubiquity of such Batalin-Vilkovisky structures by giving conditions for V :" Ext U pA, Aq, Ω :" Tor U pM, Aq to form a differential calculus when U is a left Hopf algebroid (aˆA-Hopf algebra) over a possibly noncommutative k-algebra A; we will recall some background on bialgebroids and Hopf algebroids in §2 below. Here we only remind the reader that the rings governing most parts of classical homological algebra all carry this structure, so that our results apply for example to Hochschild and Lie-Rinehart (in particular Lie algebra, de Rham, Lie algebroid and Poisson) (co)homology as well as to that of any Hopf algebra (e.g. group (co)homology).
Besides for the case of Hochschild (co)homology with canonical coefficients M " A that has been referred to above, our results are also already known for Lie-Rinehart (co)homology due to the work of Rinehart and of Huebschmann [Ri, Hue1] . However, the Hopf algebroid generalisation is, in our opinion, not only interesting because of new special cases to which it applies, but also leads to conceptually clearer statements and proofs. A case in point is that the cohomology coefficients are left U -modules while the homology ones are right U -modules, and this distinction is lost in many concrete examples such as group, Lie algebra, Poisson or Hochschild homology.
For such reasons, we hope that the paper is of interest also to people working in different but analogous settings in algebra, geometry and topology, see e.g. [BeFa, GiTr, Me1, Me2, DoShV] and the references therein.
1.3. The Gerstenhaber algebra. The Hopf algebroid (in fact, the underlying bialgebroid) structure on U leads to a monoidal structure on the category U -Mod of left U -modules, and it is this monoidal structure which is responsible for the Gerstenhaber algebra structure on Ext ‚ U pA, Aq that we consider here. This can be viewed as a special case of Menichi's operadic construction [Me1] that, in turn, closely follows Gerstenhaber's original work on Hochschild cohomology [Ge] , or of Shoikhet's generalisation [Sho] of Schwede's homotopy theory approach to the Hochschild case [Schw] .
The aim of §3 is to give explicit formulae for and t¨,¨u in terms of the canonical cochain complex δ : C ‚ pU, Aq :" Hom A op`pU b A op ‚ q Ž , A˘Ñ C ‚`1 pU, Aq that arises from the bar resolution of A. We refer to the main text for the notation used here and below. In particular, see §2.1 for the definition of the four actions Ż, Ž, §, đ of the base algebra A on U . On the level of cochains ϕ P C p pU, Aq, ψ P C q pU, Aq the cup product turns out to be pϕ ψqpu 1 , . . . , u p`" ϕ`u 1 , . . . , u p´1 , ψpu p`1 , . . . , u p`§ u p˘.
(1.2)
We then define along the classical lines Gerstenhaber products˝i by pϕ˝i ψqpu 1 , . . . , u p`q´1 q :" ϕpu 1 , . . . , u i´1 , D ψ pu i , . . . , u i`q´1 q, u i`q , . . . , u p`q´1 q, for i " 1, . . . , p, where the operator replaces the classical insertion operations used by Gerstenhaber. The˝i are used to construct the Gerstenhaber bracket as usual as tϕ, ψu :" ϕ¯ψ´p´1q |p||q| ψ¯ϕ (1.3) with ϕ¯ψ :" p´1q |p||q| p ÿ i"1 p´1q |q||i| ϕ˝i ψ, |n| :" n´1.
In §3 we will prove: Theorem 1.2. If U is a bialgebroid over A, then the maps (1.2) and (1.3) induce a Gerstenhaber algebra structure on H ‚ pU, Aq :" H ‚ pC ‚ pU, Aq, δq.
When U is a left Hopf algebroid and U Ž P A op -Mod is projective, the bar resolution is a projective resolution, so H ‚ pU, Aq » Ext U pA, Aq and the above result yields Gerstenhaber brackets on various Ext-algebras. Even for Hopf algebras (i.e., for A " k) this has been discussed still fairly recently, see e.g. [FSo, Tai, Me2] .
1.4. The Gerstenhaber module. In [KoKr2] we have studied the fact that for a left Hopf algebroid U a left U -comodule structure on a right U -module M induces a para-cyclic k-module structure on the canonical chain complex
that computes Tor U pM, Aq when U is a right A-projective. The question whether this leads to a Batalin-Vilkovisky module structure on the simplicial homology H ‚ pU, M q of this para-cyclic object hinges on the compatibility between the left U -comodule and the right U -module structure on M . In full generality, we define for ϕ P C p pU, Aq the cap product ι ϕ pm, u 1 , . . . , u n q " pm, u 1 , . . . , u n´p´1 , ϕpu n´|p| , . . . , u n q § u n´p q, ( ϕ is D ϕ applied on the last p components of an element in C n pU, M q, and t is the cyclic operator of the para-cyclic module C ‚ pU, M q as in (2.15).
In general, these do not induce a Gerstenhaber module structure on H ‚ pU, M q, but only on the homology H M ‚ pU q of the universal cyclic quotient C cyc ‚ pU, M q, see §2.4. A sufficient condition for the two to coincide is that M is a stable anti Yetter-Drinfel'd module in which case the para-cyclic k-module is cyclic, see again §2.4 and §4.2 below. However, a more general case that is ubiquitous in examples is the following: Definition 1.3. A para-cyclic k-module pC ‚ , d ‚ , s ‚ , t ‚ q is quasi-cyclic if we have
We refer to §2.4 for the detailed explanation of this condition and of its consequences. In complete generality, we introduce for any module-comodule M (see Definition 2.3) the set C ‚ M pU q Ď C ‚ pU, Aq consisting of those cochains for which the operators ι ϕ and L ϕ descend to C cyc ‚ pU, M q. This turns out to be a subcomplex whose cohomology will be denoted by H where η is again a sign function, and prove that for ϕ P C ‚ M pU q the Cartan-Rinehart homotopy formula L ϕ " rB`b, S ϕ`ιϕ s´ι δϕ´Sδϕ is satisfied. Here b and B are the simplicial resp. cyclic differentials on C For the Hochschild (co)homology of commutative associative algebras, the earliest account of the set of operators b, B, ι, L, and S is due to Rinehart [Ri] , where these operators are called (in the same order) ∆,d, c, θ, and f , respectively. For noncommutative algebras, the Lie derivative appeared for 1-cocycles in [Co, p. 124] , where it is denoted by δ˚, and in [Go] , where additionally the operators ι and S are introduced, denoted by e and E, respectively. Finally, these operators were generalised from 1-cocycles to arbitrary cochains both in [Get] , where they are denoted by b and B, as well as in [GDTs, NTs3, NTs2, Ts] , the notation of which we take over.
1.6. Applications. A prominent example that forces one to go beyond SaYD modules is that of the Hochschild homology of an algebra A with coefficients in M " A σ for some automorphism σ of A, that is, M is A as a k-module with A-bimodule structure given by a § b đ c :" abσpcq. Whenever σ is semisimple, the resulting para-cyclic kmodule is quasi-cyclic, and in the final section of the paper we prove that this implies the following generalisation of a result of Ginzburg [Gi] from Calabi-Yau algebras (which form the case in which σ is inner) to twisted Calabi-Yau algebras (see Definition 7.5), such as the standard quantum groups [BrZh] , Koszul algebras whose Koszul dual is Frobenius as, for example, Manin's quantum plane [VdB1] , or the Podleś quantum 2-sphere [Kr] Besides this application, we also explain in the penultimate section of the paper how one can use our formulae to obtain the classical operators in Cartan's magic formula in differential geometry, i.e., the Lie derivative, the insertion operator, and the de Rham differential in the setting of Lie-Rinehart algebras (or Lie algebroids, and in particular the tangent bundle of a smooth manifold) by taking for U the jet space JL, which is the dual of the universal enveloping algebra VL of a Lie-Rinehart algebra pA, Lq.
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PRELIMINARIES
In this section we recall preliminaries on bialgebroids, Hopf algebroids, and cyclic homology, mainly from our two papers [KoKr1, KoKr2] as we use therein the same notation and conventions as here. For more detailed information on bialgebroids and Hopf algebroids and references to the original sources, we recommend Böhm's survey [B] .
2.1. Bialgebroids. Throughout this paper, A and U are (unital associative) k-algebras, and we assume that there is a fixed k-algebra map
This induces forgetful functors
that turn left U -modules N respectively right U -modules M into A-bimodules with actions
In particular, left and right multiplication in U defines A-bimodule structures of both these types on U itself. Unless explicitly stated otherwise, we a priori consider U as an Abimodule using the actions Ż, Ž arising from left multiplication in U . For example, in (2.1) below the actions Ż, Ž are used to define U b A U , and later we will require U to be right A-projective meaning that U Ž P A op -Mod is projective. Generalising the standard result for bialgebras (which is the case A " k), Schauenburg has proved [Sch] that the monoidal structures on U -Mod for which the forgetful functor to A e -Mod is strictly monoidal (where A e -Mod is monoidal via b A ) correspond to what is known as (left) bialgebroid (orˆA-bialgebra) structures on U . We refer, e.g., to our earlier paper [KoKr1] for a detailed definition (which is due to Takeuchi [Tak] ). Let us only recall that a bialgebroid has a coproduct and a counit
which turn U into a coalgebra in A e -Mod. One of the subtleties to keep in mind is that unlike for A " k the counit ε is not necessarily a ring homomorphism but only yields a left U -module structure on A with action of u P U on a P A given by ua :" εpu đ aq. Furthermore, ∆ is required to corestrict to a map from U to the Sweedler-Takeuchi product UˆA U , which is the A e -submodule of U b A U whose elements
In the sequel, we will freely use Sweedler's notation ∆puq ": u p1q b A u p2q .
Hopf algebroids.
In the same paper [Sch] , Schauenburg generalised the notion of a Hopf algebra to the bialgebroid setting. What he calledˆA-Hopf algebras will be called left Hopf algebroids here. Again, we refer to [KoKr1] for the definition, examples and more background information, and only recall that the crucial piece of structure (in addition to a bialgebroid one) is the so-called translation map
3)
for which we use the Sweedler-type notation
Example 2.1. For a Hopf algebra over A " k, the translation map is given by
where S is the antipode, and its relevance is already discussed in great detail by Cartan and Eilenberg [CE] .
We will make permanent use of the following identities that hold for the map (2.3), see [Sch, Proposition 3.7 
]:
Proposition 2.2. Let U be a left Hopf algebroid over A. For all u, v P U , a, b P A one has 12) where in (2.4) we mean the Sweedler-Takeuchi product
is an algebra by factorwise multiplication, but with opposite multiplication on the second factor, and where in (2.10) and (2.12) we use the source and target maps s, t : A Ñ U, spaq :" ηpa b k 1q, tpbq :" ηp1 b k bq.
(2.13)
For us, the relevance of the translation map stems mostly from the fact that it turns the category U op -Mod of right U -modules into a module category over the monoidal category U -Mod. Explicitly, the product of N P U -Mod with M P U op -Mod is the tensor product of the underlying A-bimodules with right action given by pn b A mqu :" u´n b A mu`, u P U, m P M, n P N.
2.3. Module-comodules and anti Yetter-Drinfel'd modules. Throughout this paper, M will denote a right U -module, and in fact one which is simultaneously a comodule: Definition 2.3. By a module-comodule (with compatible induced left A-action) over a bialgebroid U we shall mean a right U -module M P U op -Mod for which the underlying left A-module § M is also equipped with a left U -coaction
Recall, e.g. from [B] , that ∆ M is then an A e -module morphism M Ñ U ŽˆA § M, where
14)
The following particular class of module-comodules was introduced in [HKhRS] for Hopf algebras and in [BŞ ] for left Hopf algebroids: Definition 2.4. A module-comodule over a left Hopf algebroid is called an anti YetterDrinfel'd module (aYD) if the full A e -module structure § M đ of the module coincides with that underlying the comodule, and if one has
2.4. The (para-)cyclic k-modules C ‚ pU, M q and C cyc ‚ pU, M q. The Batalin-Vilkovisky modules that we are going to study in this paper are obtained as the simplicial homology of para-cyclic k-modules of the following form [KoKr2] : Proposition 2.5. For every right module M over a bialgebroid U there is a well-defined simplicial k-module structure on
whose face and degeneracy maps are given by Recall that this means that the operators pd i , s j , t n q satisfy all the defining relations of a cyclic k-module in the sense of Connes (see e.g. [Co] or [L] for the definition of a cyclic k-module), except for the one that requires that T n :" t n`1 n equals the identity (we do not even require it to be an isomorphism) which, as mentioned in the proposition, is only satisfied when M is an SaYD module.
The relations between the operators pd i , s j , t n q imply that T n commutes with all of them, so they descend to well-defined operators on the coinvariants
and hence this becomes a cyclic k-module.
In this paper, we will not study the cyclic homology of this object, but rather the simplicial homology of both C ‚ pU, M q and C cyc ‚ pU, M q: Definition 2.6. For any bialgebroid U and any M P U op -Mod, we denote the simplicial homology of C ‚ pU, M q, that is, the homology with respect to the boundary map Mostly, we will now work on the reduced (normalised) complexes of C ‚ pU, M q resp. of C cyc ‚ pU, M q by the subcomplex spanned by the images of the degeneracy maps of these simplicial k-modules. Being slightly sloppy, we will denote operators that descend from the original complexes to these quotients by the same symbols if no confusion can arise. Furthermore, we shall drop in all what follows the subscript on t and T indicating the degree of the element on which it acts.
2.5. The operators N, s´1 and B. On every para-cyclic k-module, one defines the norm operator, the extra degeneracy, and the cyclic differential
Recall that B coincides on the reduced complexC ‚ pU, M q with the map (induced by) s´1 N, so we are also slightly sloppy about this and denote the latter by B as well, as we, in fact, will only consider the induced map on the reduced complex. It follows from the para-cyclic relations that one has 
(2.20)
Example 2.10. For n " 1, the above expression reduces to s´1Npm, uq " pm p0q , u`, u´m p´1q q´pm p0q u`p 2q , u´m p´1q , u`p 1q q.
In particular, for a Hopf algebra over A " k this reads s´1Npm, uq " pm p0q , u p1q , Spu p2q qm p´1q q´pm p0q u p2q , Spu p3q qm p´1q , u p1q q.
THE GERSTENHABER ALGEBRA
Unless stated explicitly otherwise, U is throughout this section an arbitrary left Abialgebroid. We will first give explicit formulae for a canonical DG coalgebra structure ∆ P on the chain complex pP, b 1 q that is obtained when applying the bar construction for the comonad U b A op¨to the unit object A P U -Mod. Applying Hom U p¨, Aq to P yields a cochain complex pC ‚ pU, Aq, δq. On the underlying graded vector space we define the structure of a (nonsymmetric) operad with multiplication. This, in particular, defines a DG algebra structure pC ‚ pU, Aq, , δq and a Gerstenhaber algebra structure on its cohomology H ‚ pU, Aq. The fact that this DG algebra coincides with the one obtained by dualising the DG coalgebra structure on P proves that as long as U is a right A-projective left Hopf algebroid, H ‚ pU, Aq is the cohomology ring Ext U pA, Aq that we studied in [KoKr1] . We will throughout use the convention in which DG algebras are cochain complexes while DG coalgebras and DG modules over DG algebras are chain complexes.
3.1. The bar resolution P . The bar construction for U b A op¨applied to A P U -Mod yields the chain complex pP ‚ , b 1 q of left U -modules, where
is a U -module via left multiplication in the first tensor component, and b 1 is given by
Note that the tensor product over A op is chosen in such a way that
holds, which is necessary for b 1 to be well-defined. We recall [KoKr1, Lemma 2]:
Lemma 3.1. If U is a left Hopf algebroid and
3.2. The DG coalgebra structure on P . As U -Mod is monoidal, so is the category of chain complexes of U -modules and our aim is to turn P into a coalgebra in this category. Definition 3.2. We define
where for i " 0, . . . , n the maps ∆
We verify by direct computation:
Proof. For j " 0, . . . , i, we have
and for j " 0, . . . , n´i, we have
So for ∆ P to be coassociative, we need
which is seen to be correct by some basic substitution in the indices, writing first
and then substituting j by r and i by s " i´j.
Proposition 3.4. If we define
Proof. Both the counit property and the Leibniz rule
are easily verified. We only remark that the above Equation (3.1) is meant to be interpreted using the Koszul sign convention, meaning that we have for all c P P p , d P P q
3.3. Comparison of P and P b A P . Recall that so far it is sufficient to assume U to be a left A-bialgebroid which is the algebraic underpinning of the fact that U -Mod is monoidal with unit object A. Using, for example, the standard spectral sequence of the bicomplex P ‚ b A P ‚ , one easily verifies that the tensor product P b A P has homology A b A A » A; so it is, like P , a resolution of A. However, only when U is a left Hopf algebroid, P and P b A P are necessarily quasi-isomorphic since in this case the tensor product of two projectives in U -Mod is projective [KoKr1, Theorem 5] . Proposition 3.4 tells us that
are morphisms of chain complexes that are one-sided inverses of each other. In the left Hopf algebroid case the following proposition provides a homotopy that shows that the maps become in this situation quasi-inverse to each other. Note that this proposition is true for all left Hopf algebroids, assuming no projectivity of U over A (although, of course, without that P is not necessarily a projective resolution).
Proposition 3.5. If U is a left Hopf algebroid over A, then the maps
given by
define a homotopy equivalence
so ∆ P and id P b A ε P are mutual quasi-inverses and we have P » P b A P as objects in the derived category D´pU q.
Proof. In degree n " 0, the homotopy is
and using the bialgebroid axioms as well as (2.4)-(2.12), we get
Analogously, one computes that one has also for n ą 0
This fact demonstrates, on the one hand, the homological difference between the bialgebroid and the left Hopf algebroid case, and it also illustrates, on the other hand, that the cup and cap products we define below are indeed the derived versions of the composition and contraction product that we dealt with abstractly in [KoKr1] .
C
‚ pU, N q and the cup product. We retain the assumption that U is an A-bialgebroid and further denote by P the DG coalgebra defined in the previous sections. Definition 3.6. We define for all N P U -Mod the cochain complex
Furthermore, we define the cup product :
where c p1q b A c p2q is ∆ P pcq in Sweedler notation.
Note that for N " A the cup product becomes simply the convolution product
and that Proposition 3.4 implies:
Corollary 3.7. pĈ ‚ pU, Aq,δ, q is a differential graded algebra and pĈ ‚ pU, N q,δ, q is a differential graded left module overĈ ‚ pU, Aq.
By U -linearity ofψ PĈ ‚ pU, Aq we obtain in a standard fashion the isomorphism
The inverse map is given by
Under this isomorphism, the differentialδ is transformed into
Observe that by duality, C ‚ pU, Aq carries the structure of a cosimplicial k-module. This will be used in Definition 5.5 when defining the associated reduced complexC ‚ pU, Aq. Finally, the cup product can be expressed on C ‚ pU, Aq as follows:
Lemma 3.8. The cup product (3.2) assumes on ϕ P C p pU, Aq, ψ P C q pU, Aq the form
(3.5)
Proof. For U -linearφ : P p Ñ A andψ : P q Ñ A, the explicit meaning of (3.2) is on an element P n Q c :" pu 0 , . . . , u n q pφ ψ qpcq "
Using the U -linearity of the cochains, the Sweedler-Takeuchi property (2.2), the fact that all A-actions on U commute, and the property of the tensor product in question, we obtain
Applying now the isomorphism (3.3) yields the claim.
In the following, we will mostly be working with this alternative complex pC ‚ pU, Aq, δq and small Greek letters will usually denote cochains therein.
3.5. The comp algebra structure on C ‚ pU, Aq. For the construction of the Gerstenhaber bracket, we associate to any p-cochain ϕ P C p pU, Aq the operator
For zero cochains, i.e., elements in A, this becomes the map A Ñ U, a Þ Ñ spaq, where s is the source map in (2.13). These operators provide the correct substitute of the insertion operations used by Gerstenhaber to define what he called a pre-Lie system in [Ge] and a (right) comp algebra in [GeSch] . Indeed, we can now define, in analogy with [Ge] , the Gerstenhaber products
and for zero cochains we define a˝i ψ " 0 for all i and all ψ, whereas
These Gerstenhaber products satisfy the following associativity relations:
Lemma 3.9. For ϕ P C p pU, Aq, ψ P C q pU, Aq, and χ P C r pU, Aq we have
The structure of a right comp algebra is completed by adding the distinguished element (analogously to [GeSch, p. 62 
where m U is the multiplication map of U .
Remark 3.10. The associativity of m U implies µ˝1 µ " µ˝2 µ. Furthermore, one has
as will be used later.
Remark 3.11. Equivalently, this structure turns Opnq :" C n pU, Aq into a nonsymmetric operad in the category of k-modules, see e.g. [LV, §5.8.13] or [MaShnSt, Me1] , with composition
Together with µ, the operad O becomes an operad with multiplication whose unit is id A P C 0 pU, Aq.
3.6. The Gerstenhaber algebra H ‚ pU, Aq. Recall that |n| " n´1.
Definition 3.12. For two cochains ϕ P C p pU, Aq, ψ P C q pU, Aq we define
and their Gerstenhaber bracket by
Furthermore, one verifies by straightforward computation:
Lemma 3.13. For ϕ P C p pU, Aq and ψ P C q pU, Aq, we have
We can now state the main theorem of this section (cf. Theorem 1.2), which follows from Gerstenhaber's results. First, let us agree about notation: Definition 3.14. For a bialgebroid U and every N P U -Mod we denote the cohomology of C ‚ pU, N q by H ‚ pU, N q and call this the cohomology of U with coefficients in N .
Remark 3.15. If U is a right A-projective left Hopf algebroid so that P is, in view of Lemma 3.1, a projective resolution of A P U -Mod, then we have H ‚ pU, N q » Ext U pA, N q, but in general we use the symbol H ‚ pU, N q for the cohomology of the explicit cochain complex C ‚ pU, N q.
Theorem 3.16. If U is a bialgebroid over A, then the maps (3.5) and (3.10) induce a Gerstenhaber algebra structure on H ‚ pU, Aq.
Proof. It is a general fact that by using the above formulae for δ, as definitions, any right comp algebra becomes a DG algebra on whose cohomology t¨,¨u induces a Gerstenhaber algebra structure, see e.g. [GeSch, McCSm] and the references therein.
Remark 3.17. The fact that the cup product is graded commutative up to homotopy follows abstractly using the "Hilton-Eckmann trick", see, e.g., [Su] or [KoKr1, Theorem 3] for the concrete bialgebroid incarnation. In Gerstenhaber's approach it follows from p´1q |q| ϕ¯δψ´p´1q |q| δpϕ¯ψq`δϕ¯ψ " ψ ϕ´p´1q pq ϕ ψ, which means that δpϕ¯ψq " p´1q q`ψ ϕ´p´1q pq ϕ ψ˘if ϕ and ψ are cocycles, so their graded commutator is a coboundary.
Remark 3.18. If A is commutative and η factorises through the multiplication map of A, that is, if the source and target maps of U coincide so that a Ż u " u Ž a holds for all a P A, u P U , then the tensor flip
is well defined. Consequently, it makes sense to then speak about cocommutative left Hopf algebroids, meaning that τ˝∆ " ∆. For example, this holds for the example of the universal enveloping algebra of a Lie-Rinehart algebra, see §6. In this case an explicit computation shows that the Gerstenhaber bracket t¨,¨u vanishes which is clear also for abstract reasons, see [Tai] .
Remark 3.19. Before moving on we also quickly remark that the reader may find formulae for Gerstenhaber brackets in the literature that use a slightly different sign convention. Some confusion that arises from this can be avoided by using the notion of the opposite pV, op , t¨,¨u op q of a Gerstenhaber algebra pV, , t¨,¨uq: this is defined by
and it is verified straightforwardly that this indeed is a Gerstenhaber algebra again. When defining a Gerstenhaber algebra from a right comp algebra, the same changes can be made on the level of the comp algebra itself. The differential then has to be rescaled on degree p by a factor of p´1q p in order to obtain a DG algebra again.
THE GERSTENHABER MODULE
This section introduces the structures on homology that correspond to the cup product and the Gerstenhaber bracket on H ‚ pU, Aq: the cap product between H ‚ pU, Aq and H ‚ pU, M q and then a Hopf algebroid generalisation of the Lie derivative that has been defined by Rinehart on Lie-Rinehart and Hochschild (co)homology. This, for modulecomodules M over a left Hopf algebroid U , will be defined only on H M ‚ pU q rather than on H ‚ pU, M q , and dually it will be necessary to replace H ‚ pU, Aq by a Gerstenhaber algebra H ‚ M pU q that is the cohomology of a suitable comp subalgebra
4.1. C ‚ pU, M q and the cap product. The first steps in this section are completely dual to those in the previous one. First of all, we define the homology of a bialgebroid with coefficients in a right module. The following is the counterpart of Definition 3.6:
Definition 4.1. For any bialgebroid U and any M P U op -Mod we definê
which becomes a chain complex of k-modules with boundary mapb :" id M b U b 1 . Using the coalgebra structure ∆ P of P , we furthermore introduce the cap product
Analogously to (3.3), we have an isomorphism of k-moduleŝ
Here and in what follows, we are again using the notation
to better distinguish the tensor product over A op from that one over A.
Remark 4.2. As a straightforward computation shows, the simplicial differential b from (2.17) differs from the one induced byb only by a sign factor: if we suppress the isomorphism (4.2), then we have on C n pU, M q b " p´1q nb , so the two boundary maps yield the same homology H ‚ pU, M q. Let us compute what happens to the cap product under the isomorphisms (3.3) and (4.2):
Lemma 4.4. The cap product of ϕ P C p pU, Aq with pm, xq P C n pU, M q is given by
where we again use the abbreviation pm, xq " pm, u 1 , . . . , u n q as in Proposition 2.5.
Proof. Forφ PĈ p pU, Aq (recall that these are the U -linear cochains), we have by a computation similar to that in the proof of Lemma 3.8
(4.4)
The claim follows by applying the isomorphisms (3.3) and (4.2).
In the sequel we will carry out extensive computations concerning algebraic relations satisfied by the operators
As a first illustration, we formulate the following analogue of Corollary 3.7 in this notation. This could still be nicely written out using , but the computations in the subsequent sections will be too complex for that.
Proposition 4.5. pC ‚ pU, M q, b, q is a left DG module over pC ‚ pU, Aq, δ, q, i.e.,
where r¨,¨s denotes the graded commutator, that is, we explicitly have for ϕ P C p pU, Aq
as ι ϕ is of degree p while b is of degree 1.
Proof. This follows instantly from the DG coalgebra axioms when using the original presentation (4.1) for the cap product.
Consequently, pH ‚ pU, M q, q is a left module over the ring pH ‚ pU, Aq, q.
4.2. The comp module structure on C ‚ pU, M q. A finer analysis, parallel to the one carried out for C ‚ pU, Aq in §3.5, shows that C ‚ pU, M q carries a structure that we will refer to as that of a comp module over C ‚ pU, Aq: Definition 4.6. A comp module over a comp algebra C ‚ is a sequence of k-modules C ‚ together with k-linear operations
satisfying for ϕ P C p , ψ P C q , y P C n , and j " 1, . . . n´|q|
Of course, the middle line in (4.7) can also be read from right to left so as to get an idea how an element ϕ˝i ψ acts on C ‚ via ‚ i .
In our case, we define for i " 1, . . . , n´|p|
(4.8) Observe that for zero cochains, i.e., for elements in A, this means that
where s is the source map from (2.13).
One verifies by straightforward computation:
Remark 4.8. Despite the similarity, the associativity relations (4.7) are quite different from those that hold for the˝i in a comp algebra. For example, there seems to be no way to express the cap product in terms of µ and ‚ i by a formula analogous to the one given in Lemma 3.13 for the cup product . However, Lemma 4.18 below will provide a counterpart of the second part of Lemma 3.13.
For later use, let us also note down the following relations:
Lemma 4.9. Let ϕ P C p pU, Aq, ψ P C q pU, Aq, and pm, xq P C n pU, M q. For i " 1, . . . , n´|p`q| one has
Proof. Eq. (4.9) is easily proven by means of the Sweedler-Takeuchi property (2.2) and (3.9). Eq. (4.10) follows from the fact that the coproduct of U is an A e -module homomorphism.
Similar as for the cap product with a fixed cochain, we introduce a new notation for the operator ϕ ‚ i¨, where ϕ P C p pU, Aq, in order to keep the presentation of our computations below as compact as possible: whenever p ď n and for i " 1, . . . , n´|p|, we define
In particular, we will make frequent use of the short hand notation
For example, in this notation we have:
12)
Proof. Using (2.15), (4.3), and with D ϕ as in (3.6), Eq. (4.11) follows directly from the identity εD ϕ " ϕ, which we prove now: one verifies in a straightforward manner that
defines a right U -comodule structure on pU b A op p q Ž . Using source and target maps from (2.13) and denoting by m U the multiplication in U , we can then write
which holds by A-linearity of a bialgebroid counit, the right A-linearity of ϕ and the fact that∆ is a coaction.
Eqs. (4.12) and (4.13) follow by straightforward computation, using the fact that the involved face and degeneracy maps can be written as
where pm, xq P C ‚ pU, M q, and then applying the properties (4.7).
4.3. The comp algebra C ‚ M pU q. When U is a left Hopf algebroid (not just a bialgebroid as before) and M is a module-comodule, the para-cyclic structure on C ‚ pU, M q given in Proposition 2.5 relates the products ‚ i to each other: Lemma 4.11. For any ϕ P C p pU, Aq, we have for 0 ď p ď n and pm, xq
Proof. The case for 1 ď i ď n´p is a simple computation using (2.7) and (2.12):
As for the case i " n´|p|, one first observes that no aYD condition (i.e., compatibility of U -action and U -coaction) is needed for the explicit computation, which we leave to the reader.
The comp module structure of C ‚ pU, M q does not descend, for general modulecomodules M over left Hopf algebroids, to the universal cyclic quotient C cyc ‚ pU, M q. Since we will have to work from some point on on the latter, we define: Definition 4.12. If U is a left Hopf algebroid and M is a module-comodule, we define
Obviously, one has C ‚ M pU q " C ‚ pU, Aq whenever M is an SaYD module. Observe furthermore that the middle relation in (4.7) immediately implies:
In particular, it is a DG subalgebra, so it makes sense to talk about its cohomology: 15) and 
Proof. All statements are either obvious or follow by a straightforward computation. For example, (4.17) is proven with the help of (4.15) and (3.4). Eqs. (4.18) and (4.19) follow directly from (4.14) as we have
4.4. The Lie derivative. Now we define a Hopf algebroid generalisation of the Lie derivative that will subsequently be shown to define a Gerstenhaber module structure on H M ‚ pU q. Throughout, U is a left Hopf algebroid and M is a module-comodule.
Definition 4.17. For ϕ P C p pU, Aq, we define
in degree n with p ă n`1 to be 20) where the signs are given by θ n,p i
:" |p|pn´|i|q, ξ n,p i
:" n|i|`|p|.
In case p " n`1, we set
and for p ą n`1, we define L ϕ :" 0.
We will speak of the first sum in the Lie derivative as of the untwisted part and of the second sum as of the twisted part, a terminology which will become vivid in §4.5.
Clearly, L ϕ descends for ϕ P C ‚ M pU q to a well-defined operator on C cyc ‚ pU, M q. In particular, this applies to the distinguished element µ from (3.8). For this specific cochain, we obtain the following counterpart to the second half of Lemma 3.13:
(4.21)
Proof. Using (3.9), one obtains D 1 µ " d 1 and correspondingly for the Lie derivative by the relations of a para-cyclic module:
4.5. The case of 1-cochains. For the reader's convenience, we treat some special cases in detail that will help understanding the general formula for L ϕ and how it has been derived. First of all, consider a 1-cochain ϕ P C 1 pU, Aq. By extending scalars from k to the ring k[r] of formal power series in an indeterminate r, we define for any k[r]-linear map
We apply this with D being the exponential series
Thinking of a 1-cocycle ϕ as of a generalised vector field, of expprϕq as of its flow, and of
as of a curvature along an integral curve motivates the fact that a short computation yields
dr Ω ϕ | r"0 for n ą 0, which in this case is explicitly given by
Next, let us study L ϕ in greater detail on C cyc ‚ pU, M q. Note first that, when descending to the quotient C cyc n pU, M q, the untwisted part in (4.20) can be written as follows:
If we now introduce the operator 
(4.23)
Proof. The explicit form for the untwisted part of L, i.e., the first summand in (4.22) was explained above, whereas the twisted part follows by a straightforward computation using the powers of t in Lemma 2.8. Eq. (4.23) follows by using Eq. (3.4) for p " 1 as well as (2.4) and (2.11).
Example 4.20. In degree n " 1, the above reads
and in degree n " 2 it becomes
Example 4.21. In case ϕ is a 1-cocycle, one has the cocycle condition ϕpuvq " ε`ϕpvq § u˘`ϕ`εpvq § u˘, (4.24) which implies ϕp1q " 0. The Lie derivative in degree zero then reads, as before
whereas in degree n reduces to
(4.25)
In particular, in degree one this reads
Observe that in (4.25) the single summands where the E ϕ appear are not well-defined but only their sum is (a similar comment applies to (4.23)). To exemplify this, consider in degree 2 the map pu, vq Þ Ñ`E ϕ puq, v˘``u, E ϕ pvq˘.
Using (4.24) and (2.12), one has
and it is easy to see that pu, v Ž aq has the same image. 
Proof. Straightforward computation using Lemma 2.8 as well as Schauenburg's relations (2.4)-(2.12), the fact that the two A e -module structures originating from the U -action and U -coaction coincide for SaYD modules, and the Sweedler-Takeuchi condition (2.14) for comodules.
Example 4.23. For p " 2 and n " 3, this reads:
4.7. The DG Lie algebra module structure. We now prove that the Lie derivative L defines a DG Lie algebra representation of pC Proof. The proof relies on Eqs. (4.13), (4.19), and (4.15): assume that 1 ď q ď p and p`q ď n`1, as the proof for zero cochains and the case q " 0, p " n`1 can be carried out by similar, but easier computations. Recall that throughout we consider the operators induced on C cyc ‚ pU, M q and hence may identify T and id. Using (4.20), we explicitly compute the expressions for L ϕ L ψ and L ψ L ϕ . The underbraced terms will afterwards be computed and compared one by one. One has
Furthermore, it follows from (4.7) and (4.16) that, for i " 1, . . . , p, we have the identities
where we substituted l :" k´n`|p|`|q|`i in the first summand of the last equation, l :" k`q in the second summand, and used the fact that we descend to the quotient C cyc ‚ pU, M q. Now it is easy to see that p9q "
Likewise,
We can now write on the quotient C We directly see that p9q " p15q, along with p11q " p18q. Furthermore, by a simple observation one sees that p13q "
where in the second step we substituted k :" i`|q|. Reordering the double sums in p19q,
and by θ n´|q|,p k´|q| " θ n,p k , we conclude that p13q " p19q "´p17q. Analogously, one proves that p14q " p16q.
After a tedious, but straightforward re-ordering of summands one furthermore has p2q "
From these expressions one obtains after equally tedious but straightforward computations p2q´p10q "
, and one verifies directly that p20q " p4q. So far all terms in the expressions for L ϕ L ψ and L ϕ¯ψ cancelled, except p3q "
Repeating the same type of arguments that led to p21q analogously cancels all terms iń
Using (4.16), (4.19), and (4.13), and the relations of a cyclic k-module we see that p3q "
Substitution of l :" n´|p|´|i| and subsequently of k :" l´j produces
and this is directly seen to be p22q. Likewise, one shows that p7q " p21q. For Eq. (4.27), simply use (4.21) to express b, then apply (4.26) to the case where ϕ :" µ and finally make use of (3.11): 
The Gerstenhaber module H
Proof. Throughout we use relations that we have shown above to hold for operators on C cyc ‚ pU, M q, but as we now consider the induced operators on homology, we will also assume tacitly that the operators only act on cycles and that we compute modulo boundaries.
Assume p`q ď n`1 (otherwise both sides in (4.28) are zero). Without restriction we may assume that 0 ă q ă p, the case of p " q and that of zero cochains being skipped as the proof is similar, but somewhat simpler. We now have
using (3.7) and (4.15) for the second term and (4.19) for the third term. Observe that already p2q " ι ψ¯ϕ . On the other hand, we see that
By Equation (4.10), one immediately observes that p1q "´p4q, hence we are left to prove that p3q`p5q "´p´1q |q||p| ι ϕ¯ψ "´p ÿ 29) or, in our former terminology, only the "twisted" parts in the Lie derivative still matter. 
where in the third line we used (4.6) together with the fact that ϕ is a cocycle, and that we deal here with the induced maps on H
where by (4.17) and (4.12) we have p12q "
where in the second line we used that the representatives in H M ‚ pU q are cycles. By a similar argument we get, still with (4.17),
We now see that p14q`p18q`p15q`p16q
Let us come back to the other half and compute (3): to this end, consider first
which is true since ϕ is a cocycle; that is, with the help of (4.15),
Hence, by (4.12) and (4.13),
where we continue with
and these three terms are precisely, by (4.12) and (4.11) again, the terms´p11q,´p16q, and´p7q, respectively. We furthermore have
, and we observe that p25q " ι ϕ˝1ψ .
For better orientation let us state were we are at this point: we are left with the equations p19q "
and we are also missing the terms, cf. (4.29),
The proof proceeds now in recursive steps, which at each step reproduce formally the Equations (4.30)-(4.32), but with lower degrees, and one of the ι ϕ˝iψ . We only give the next step: start with
Since the representatives of the elements we consider are in ker b, we conclude
Now, again by (4.17), we have
where in the third equation we used one more time bι ϕ " 0 " ι ϕ b, which holds in our situation. One furthermore has
and we see that p38q "´p´1q |q| ι ϕ˝2ψ , that is, the second summand in (4.29). Moreover,
, where p40q "
Furthermore, we obtain p41q`p32q "
where for the first term in the last line we used (4.17). By bι ϕ " 0 " ι ϕ b again, one has p43q "
Finally, we see that p42q "´p30q, that p36q`p46q "´p24q, and that
as well as
We are now left with the three terms p39q " 35) and these correspond (with alternating signs) to the Eqs. (4.30)-(4.32), but with one summand less and p lowered by one, respectively. Also, we obtained ι ϕ˝2ψ , see p38q, on the way. Repeating the same steps as above another p´3 times yields the missing termś
in (4.29), and cancels the rest. Observe that in (4.34) and (4.35) the factor p´1appears in contrast to (4.31) and (4.32), but in correspondence to the sign rule in (4.29).
THE BATALIN-VILKOVISKY MODULE
This section contains the both conceptually and computationally most involved aspect of our paper, which is a Hopf algebroid generalisation of the Cartan-Rinehart homotopy formula. This is a relation on the (co)chain level which implies on (co)homology the Batalin-Vilkovisky relation that expresses L ϕ as the graded commutator of B and ι ϕ . In other words, establishing this formula will complete the proof that H ‚ M pU q and H M ‚ pU q form a differential calculus.
5.1. The operators S ϕ . We begin by defining the generalisation of the operator denoted by S in the work Nest, Tsygan and Tamarkin [NTs3, Ts, TaTs1, TaTs2] , by B in Getzler's work [Get] , and by f in Rinehart's paper [Ri] . This operator may be considered as a generalisation of the cap product for the cyclic bicomplex. Throughout this section, U is assumed to be a left Hopf algebroid and M is a module-comodule (not necessarily an SaYD module).
Definition 5.1. Given ϕ P C p pU, Aq, we define
where the sign is given by η n,p j,i :" nj`|p|i. For p ą n, we put S ϕ :" 0.
Remark 5.2.
Observe that the extra degeneracy (2.18) is given here as s´1 " t s n´|p| .
In general, inserting the explicit formula for t, D 1 ϕ and s´1 results in truly unpleasant expressions. However, in case M is an SaYD module and hence C ‚ pU, M q a cyclic module, these can be at least somewhat simplified: Proposition 5.3. If M is an SaYD module over a left Hopf algebroid U , then S ϕ , for ϕ P C p pU, Aq, p ď n, assumes the following form:
Proof. Direct computation.
Example 5.4. For n " 1, p " 1, the above means:
while it becomes for n " 2, p " 1:
For n " 3 and p " 2, we get
5.2. The relation rB, S ϕ s " 0. Our first result is that S ϕ commutes with B. As this simplifies the formula for B, we will from now on be working on the reduced chain complex C ‚ pU, M q resp.C cyc ‚ pU, M q, which dually requires passing also to the reduced cochain complex:
Definition 5.5. We denote byC ‚ pU, Aq respectivelyC ‚ M pU q the intersection of the kernels of the codegeneracies in the cosimplicial k-modules C ‚ pU, Aq respectively C ‚ M pU q.
Proposition 5.6. For any ϕ PC p pU, Aq the identity
holds on the reduced chain complexC ‚ pU, M q.
Proof. Explicitly, the graded commutator reads on the reduced complex rB, S ϕ s " t s n´p`2 N S ϕ´p´1 q p´2 S ϕ t s n N.
If p ą n`1, the entire expression is already zero. Hence assume that p ď n`1 and first consider the second summand: it suffices to show that the image of S ϕ t s n on elements of degree n is degenerate, and this can be seen as follows:
using the simplicial and cyclic relations as well as (4.13) in the third line, along with the fact that j´i " 0, . . . , n´p`1. Now we distinguish the following cases: we have on
and a quick computation reveals that in all these cases one produces degenerate elements.
That the first summand ts n´p`2 NS ϕ is also degenerate follows by a similar argument, and this finishes the proof. 
Remark 5.8. Observe that using (5.1) and (4.3), this can be rewritten as
Remark 5.9. Apart from the obvious classical Cartan homotopy [C] , this formula has been given in the context of associative algebras, i.e., in the classical cyclic homology of algebras, in [Ri] for the commutative case, in [NTs3, Get] for the noncommutative situation, and in more restricted settings such as for 1-cocycles in [Go, Co, X2] .
Proof of Theorem 5.7. We stress that throughout we work onC
Observe then that the statement in the cases p ą n`1 and p " n`1 follows by definition. For p ă n`1, let us write down (4.20):
, and also write with (4.11) and (4.19) onC
A lengthy computation using the simplicial and cyclic relations yields
p6q`p7q`p8q`p9q.
Observe that by p´1q , we see that p11q " p1q. By substitution k :" n´p´i, one obtains p´1q
kpn´pq " p´1q η n,|p| |i|,|i| , and hence p13q "´p3q. Finally, p2q " p4q`p5q`p8q by substitution of i :" n´|j| in p8q. We continue computing p6q "
With (4.12) one sees
and we also simplify p16q "
On the other hand, we have
, and we directly observe that p23q "´p20q and p25q "´p18q, whereas p24q "
where by the cyclic relations
By means of (4.12), one now sees that p14q`p21q "´p27q and that p29q "´p19q, along with p30q "´p17q.
To conclude the proof, we need to show that S δϕ equals the only remaining terms p12q, p22q, and p26q. Note first that from (4.6), (4.12), (4.11), as well as from the cyclic and simplicial relations follows for the pp`1q-cochain δϕ:
Hence we have for the pp`1q-cochain δϕ:
and these summands are exactly the terms p22q, p26q, and p12q, which concludes the proof of (5.3) and hence of (5.2).
With the help of the homotopy formula, we can easily prove: where the fact that rB, rι ϕ , Bss " 0 directly follows from the graded Jacobi identity.
Remark 5.11. With some more effort, it can be shown that (5.4) even holds on the nonreduced complex, but we do not need this.
5.4. Proof of Theorem 1.5. If ϕ PC ‚ M pU q is a cocycle, then for the induced maps
the Rinehart homotopy formula (5.2) simplifies to
Using this and (4.5) one has Corollary 5.12. For cocycles ϕ, ψ PC
Proof. This is now only one line:
We now sum up the results of Theorems 4.24, 4.25, and 5.7, and state the main theorem (cf. Theorem 1.5) of this paper: Remark 5.14. A natural question is to what extent and in which sense the above structures lift to the (co)chain level. For the Gerstenhaber algebra structure on Hochschild cohomology this is the content of Deligne's conjecture, which asserts that the Hochschild cochain complex C ‚ pA e , Aq is an algebra over an operad (in the category of cochain complexes of k-modules) that is quasi-isomorphic to the chain little discs operad (see e.g. [DwHe, GeVo, KS1, McCSm, Ta] or [LV, §13.3.19] ). Kontsevich and Soibelman have extended the scope of Deligne's conjecture to the full differential calculus structure on Hochschild (co)homology [KS2, Theorem 11.3.1] . As the referee of the present paper remarked, one should expect our (co)chain complexes to be in general algebras over the coloured operad constructed therein, or over a quasi-isomorphic one.
LIE-RINEHART ALGEBRAS AND JET SPACES
This section contains a brief sketch of how to generalise the above results to complete left Hopf algebroids (the Hopf algebroid generalisation of complete Hopf algebras, see e.g. [Q] ), and how this allows one to obtain the well-known calculus for Lie-Rinehart algebras (Lie algebroids) given by the Lie derivative, insertion operator, and the de Rham differential (cf. the original reference [Ri] and also, for example, [Hue1, GrUr, Hue2, Kos, X1] ), and in particular the classical Cartan calculus from differential geometry that arises as the special case of the tangent Lie algebroid (see [C] ).
In §6.1 we introduce the jet space JL of a Lie-Rinehart algebra ( [KoP] , see also [CaRoVdB] ), and explain its complete Hopf algebroid structure. Then we sketch in §6.2 how to adapt the constructions of this paper to this setting. Finally, in the last two sections we recall the definition of the generalised Hochschild-Kostant-Rosenberg morphisms and use them to relate the differential calculus of Theorem 1.5 to the standard one on the exterior algebras of L respectively L˚that gives rise to Lie-Rinehart cohomology.
6.1. Universal enveloping algebras and jet spaces. Let pA, Lq be a Lie-Rinehart algebra over a commutative k-algebra A with anchor map L Ñ Der k pAq, X Þ Ñ ta Þ Ñ Xpaqu, and VL be its universal enveloping algebra (see [Ri] for details). This is naturally a left Hopf algebroid, see e.g. [KoKr1] ; as therein, we denote by the same symbols elements a P A and X P L and the corresponding generators in VL. The source and target maps s " t are equal to the canonical injection A Ñ VL. The coproduct and the counit are given by
whereas the inverse of the Hopf-Galois map is
where we retain the notation b A op for the tensor product § VL b A op VL Ž although A is commutative. By universality, these maps can be extended to VL.
Definition 6.1. The A-linear dual JL :" Hom A pVL, Aq is called the jet space of pA, Lq.
By duality, JL carries a commutative A e -algebra structure with product
unit given by the counit ε of VL, and source and target maps given by spaqpuq :" aεpuq " εpauq, tpaqpuq :" εpuaq, a P A, u P VL. (6.4)
Observe that these do not coincide although A is commutative.
The A e -algebra JL is complete with respect to the (topology defined by the) decreasing filtration whose degree p part consists of those functionals that vanish on the A-linear span pVLq ďp Ď VL of all monomials in up to p elements of L. For finitely generated projective L, Rinehart's generalised PBW theorem [Ri] identifies JL with the completed symmetric algebra of the A-module L˚" Hom A pL, Aq.
Example 6.2. The simplest example beyond Lie algebras is A " krxs, L " Der k pAq, in which case L is generated as an A-module by p :" d dx . Then VL is isomorphic to the first Weyl algebra. In particular, there is an A-algebra isomorphism JL » A[h] under which h i corresponds to the A-linear functional on Arps that maps p j to δ ij P A. Here JL is considered as A-algebra via the source map s which becomes under the isomorphism the standard unit map of A[h]. However, the target map t maps a polynomial a P A to the power series given by its jet
The filtration of JL induces one of JL b A JL and if we denote by JLb A JL the completion, then the product of VL yields a coproduct ∆ : JL Ñ JLb A JL determined by f puvq ": ∆pf qpu b A op vq " f p1q puf p2q pvqq, (6.5) see Lemma 3.16 in [KoP, §3.4] . This is part of a complete Hopf algebroid structure on JL.
We refer to [Q, Appendix A] for complete Hopf algebras, the Hopf algebroid generalisation is straightforward. The counit of JL is given by f Þ Ñ f p1 VL q, and the antipode is pSf qpuq :" εpu`f pu´qq, u P VL, f P JL, (6.6) which for u P L Ď VL is known under the name Grothendieck connection. A short computation gives S 2 " id. The translation map (2.3) is
Note that JL is not only a left but a full complete Hopf algebroid in the sense of Böhm and Szlachányi [B] . Over noncommutative base algebras this would generally require two bialgebroid structures that coincide here. In particular, JL is also a commutative Hopf algebroid in the narrower sense studied already for decades [Hov, Ra] .
C
‚ pJL, Aq and C ‚ pJL, Aq. For complete Hopf algebroids such as JL, the theory developed in this paper needs to be modified as follows, in order for the structure maps (e.g. the cyclic operator t) to be well-defined: in P ‚ and in the chain complex C ‚ pJL, M q, the completed tensor products have to be used. Similarly, in the definition of a modulecomodule and of an SaYD module the coaction might be given by maps M Ñ JLb A M .
Dually, C ‚ pJL, Aq has to be defined as Hom cont A op pJLb A op ‚ Ž , Aq, where cont means that the cochains have to be continuous (A being discrete), as only the operators assigned to these cochains will be well-defined on the completed tensor products.
Unlike for general left Hopf algebroids, we have for JL canonical homology coefficients: using that JL is commutative, one easily verifies that A carries a natural structure of an SaYD module over JL whose action and coaction are given by
where s is the source map from (6.4). Hence Theorem 1.5 yields a canonical differential calculus pH ‚ pJL, Aq, H ‚ pJL, Aqq associated to any Lie-Rinehart algebra pA, Lq that we want to discuss in more detail as an illustration of the abstract theory.
6.3. Lie-Rinehart (co)homology. In order to do so, recall that the space Hom A p Ź ‚ A L, Aq of alternating A-multilinear forms is a cochain complex of k-modules with respect to
given by (where the termsX i are omitted)
(6.9)
In case pA, Lq arises from a Lie algebroid E, the above is the complex of E-differential forms (see, for example, [CanWe] ), and in case E is the tangent bundle of a smooth manifold, these are the conventional differential forms that appear in differential geometry.
From [KoP, Theorem 3.21] we gather that there is a morphism of chain complexes 0˘(6.10) given in degree n by
Here Sf 1^¨¨¨^S f n is the wedge product of alternating multilinear forms. As C ‚ pJL, Aq is defined via completed tensor products, we have
where pVL bAn q ďp is the degree p part of the filtration induced by that of VL. The antipodes appear above as this isomorphism (6.11) is given by pf 1 , . . . , f n qpu 1 , . . . , u n q :" Sf 1 pu 1 q¨¨¨Sf n pu n q. (6.12)
That F is well-defined on the reduced complexC ‚ pJL, Aq follows since degenerate chains vanish under F as (2.11) gives for X P L εpX`1 JL pX´qq " εpX`εpX´qq " εpXq " 0.
When L is finitely generated projective over A, the wedge product of multilinear forms provides an isomorphism
that we suppress in the sequel. Furthermore, the pairing (6.12) yields an isomorphism (cf. [CaRoVdB, Eq. (4.10) 
(6.14)
Finally, if we denote by pr : V L Ñ L the projection on L resulting from Rinehart's PBW theorem, we have:
Assume that L is finitely generated projective over A and define
In particular, if Q Ď k, then the morphism F has a right inverse.
Proof. This follows by straightforward computation, using that (6.2) yields
Sppr˚αq "´pr˚α (6.15)
for every 1-form α P L˚.
Dual to (6.10), one has a morphism Aq, δq (6.16) of cochain complexes explicitly given as
6.4. The calculus structure for Lie-Rinehart algebras. Our main aim is to use now F, F˚, and F 1 to compare the calculus structure on`H ‚ pJL, Aq, H ‚ pJL, Aq˘result-ing from (the topological version of) Theorem 1.5 with the well-known calculus oǹ
L˚˘given by the exterior differential, the insertion operator, the Lie derivative for differential forms, along with the classical Cartan homotopy formula (see [Ri, Hue1, Hue2] , or [CanWe, Kos, X1] for the case of Lie algebroids and in particular the original reference [C] for the tangent bundle of a smooth manifold). First, recall that these operators, besides d from (6.9), are given by
for an element pfcase in which U is the enveloping algebra A e of A, with η " id A e and coproduct and counit given by
One then has
where cb and b 1 c is understood to be the product in A, and one easily verifies that
yields an inverse of the Galois map as was originally pointed out by Schauenburg. For simplicity, we shall assume throughout this section that k is a field which implies in particular that U " A e is A-projective (in fact free) with respect to all four actions Ż, Ž, §, đ. Like JL in the previous section, U " A e is an example of a full Hopf algebroid in the sense of Böhm and Szlachányi whose antipode Spa b k bq :" b b k a is an involution. We use this to identify left and right U -modules. Obviously, U -modules can also be identified with A-bimodules with symmetric action of k, and in the sequel M is such a bimodule that will be viewed freely as left or right U -module as necessary.
In particular, any algebra endomorphism σ : A Ñ A defines an A-bimodule A σ which is A as k-vector space with the A-bimodule respectively right A e -module structure b § m đ a " mpa b k bq :" bxσpaq, a, m P A, b P A op .
These bimodules are prototypical examples of the homology coefficients we are interested in. They carry a left A e -comodule structure given by
for which the induced left A-module structure is § A. However, in general A σ is not a stable anti Yetter-Drinfel'd module, see [KoKr2] for a discussion of this fact. Up to isomorphism, A σ only depends on the class of σ in the outer automorphism group OutpAq of A, and σ Þ Ñ A σ yields an embedding of the latter into the Picard group of U -Mod that appears to have been considered in detail for the first time by Fröhlich [Fr] . The study of the (co)homology of A with coefficients in these bimodules has many motivations. Nest and Tsygan suggested to view the Hochschild cohomology groups H ‚ pA, A σ q as defining a quantum analogue of the Fukaya category [NTs3, NTs2] while Kustermans, Murphy and Tuset related H ‚ pA, A σ q to Woronowicz's concept of covariant differential calculi over compact quantum groups [KuMuTu] . Moreover, they arise naturally in the description of the Hochschild (co)homology of the crossed product A¸σ Z, see [GetJ] . where m P A and where we abbreviate y :" a 1 b k¨¨¨bk a n . In particular, one has T " σ b k¨¨¨bk σ, so C ‚ pA, A σ q is cyclic if and only if σ " id (in which case A σ is an SaYD module). Likewise, there is an isomorphism of cochain complexes of k-vector spaces
where the latter is the standard Hochschild cochain complex [Ho] andφ is defined bỹ ϕpa 1 b k¨¨¨bk a n q :" ϕ`pa 1 b k 1q b A op¨¨¨b A op pa n b k 1qs o that ϕ`pa 1 b k b 1 q b A op¨¨¨b A op pa n b k b n q˘"φpa 1 b k¨¨¨bk a n qb n¨¨¨b1 .
The resulting operators involved in the calculus structure are given by Here we again work with the reduced complexes, soφ PC p pA, Aq and pm b k yq represents a class inC ‚ pA, A σ q. For σ " id these operators appeared in [Ri, NTs3, Get] .
7.3. The case of semisimple σ. A particularly well-behaved case is when the automorphism σ is semisimple (diagonalisable), that is, if there is a subset Σ Ď kzt0u and a decomposition of k-vector spaces A " à λPΣ A λ , A λ " ta P A | σpaq " λau.
Note that we have 1 P Σ because σp1q " 1, and also that an algebra A equipped with such an automorphism is exactly the same as a G-graded algebra, where G is a submonoid of the multiplicative group kzt0u, as σpabq " σpaqσpbq implies A λ A µ Ď A λµ (thus the monoid G Ď kzt0u resulting from σ P AutpAq is the one generated by Σ).
This grading yields decompositions of C ‚ pA, Aq and C ‚ pA, A σ q. The chain complex C ‚ pA, A σ q becomes G-graded by the total degree of a tensor, C ‚ pA, A σ q " à λPG C ‚ pA, A σ q λ , C n pA, A σ q λ " à λ 0 ,...,λn PG λ 0¨¨¨λn "λ
which is a decomposition of chain complexes of k-vector spaces. This coincides with the decomposition into eigenspaces of T, and in particular we have
It is also immediately seen that this decomposition is in fact one of para-cyclic k-vector spaces, so we have:
Lemma 7.1. If A is an algebra over a field k and σ P AutpAq is a semisimple automorphism, then the para-cyclic k-vector space C ‚ pA, A σ q is quasi-cyclic.
Unless G is finite, the decomposition of the cochain complex C ‚ pA, Aq is slightly more subtle. Given a cochainφ P C p pA, Aq, we denote byφ λ its homogeneous component of degree λ P kzt0u. That is,φ λ : A b k p Ñ A is given on the homogeneous component of cochain complexes of k-vector spaces which is, however, not a quasi-isomorphism in general. Still, we can split off the homogeneous part of degree 1, Aσ pA, Aq " φ P C p pA, Aq | @λ P kzt0, 1u@µ P G :φ λ | pA
Proof. This follows from the fact that the operator D 1φ λ maps a chain x b k y P C n`p pA, A σ q λ´1 Ď impid´Tq to x b kφλ pyq P C n`1 pA, A σ q 1 Ď kerpid´Tq. Example 7.4. Let k be any field, A be the polynomial ring krxs, and σ be specified by σpxq " qx for some fixed q P kzt0u which is assumed to be not a root of unity. Then we have Σ " tq n | n P Nu " G » N, and kerpid´Tq consists only of the (degenerate) multiples of 1 b k¨¨¨bk 1. Then C p pA, Aq 1 » k for all p while C ‚ Aσ pA, Aq consists of all cochains that do not decrease the degree (where "decrease" refers to the ordering of G » N). In particular, C 0 pA, Aq 1 » k while C 
The number d is then necessarily the dimension of A in the sense of [CE] , that is, the projective dimension of A P A e -Mod, and the Ischebeck spectral sequence [I] leads to a Poincaré-type duality H ‚ pA, Aq » H d´‚ pA, A σ q. (7.1)
We refer to [BerSo, Bi, BrZh, Gi, Ke, Kr, LiW, VdB1, VdB2, VdBdTdV] and the references therein for more information and background, and in particular plenty of examples.
It had been our aim in [KoKr1] to understand the duality (7.1) in the wider context of Hopf algebroids and to observe that (7.1) is an isomorphism of graded H ‚ pA, Aq-modules. From that point of view, the essence of the present paper is that (7.1) is even compatible with the Gerstenhaber structure which implies Theorem 1.7. For σ " id this theorem has been proven by Ginzburg in [Gi] and just as therein, the fact is more or less immediate once the full differential calculus structure is established:
