Micro or nano distance manipulations are of prime importance in the MEMS industry. Microdevices are ideal for micropositioning systems due to their small size. Microactuators used to produce small displacements would need large actuation forces and a long driving distance. This would require large voltages to produce the desired forces. Actuators based on impulsive forces provide a solution to this problem. Many impact microactuators have been designed and fabricated in the past decade. Impacts are a source of nonlinearity and a careful study of the dynamics is essential in order to ensure consistent performance of the device. Currently, the state of the art lacks a robust design tool for such devices. The primary goal of this paper is to present a comprehensive modeling and simulation methodology for impact microactuators. The present study will aid in a more robust and consistent impact microactuator design.
Introduction
Precise displacement control and manipulation are required in microscopes, electromechanical interferometers, optical devices, X-Y stages, assembly of micromachines, nanoscale data storage and micro surgery [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Surface adhesion forces, such as electrostatic, van der Waals and surface tension become significant when the characteristic size is less than a millimeter [15, 18] . Therefore, manual assembly of micro components is difficult due to sticking, which causes inaccuracy in positioning. Microactuators and microsystems have been extensively studied to obtain precise positioning. Based on their working principles, microactuators can be classified as inchworm motors [3, 4] , stick-slip actuators [5, 6] and impact actuators [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Recently, impact microactuators have attracted a lot of attention due to ease of fabrication, capability of batch processing, robustness to environmental perturbations, high accuracy and high power output.
Two types of impulsive forces are used for actuation: impulsive inertial forces due to the rapid expansion of actuation elements [7] [8] [9] [10] [11] and mechanical collisions between different parts [13] [14] [15] [16] [17] . The impacts and/or rapid expansions can be achieved electromagnetically [7] , piezoelectrically [8, 10, 11, 15] , photothermally [9] or electrostatically [13, 14, 16, 17] .
Higuchi and co-workers have demonstrated a series of micromotors driven by impulsive forces. Their impact drive mechanism consists of three major components: the main body, the inertial weight and the actuation part. The weight is connected to the main body through the actuation part. A strong inertial force is generated when the actuation part expands or contracts rapidly. The impulsive inertial force overcomes the static friction on the main body and causes the main body and the weight to move in opposite directions. When the main body comes to a stop due to dynamic frictional force, the actuator slowly restores to its original length and gets ready for the next impact. Repeating these fast and slow operations of the actuation part generates repetitive step motion of the micromotor. Higuchi et al [7] [8] [9] have successfully fabricated the micro impact mechanism with electromagnetic, piezoelectric and thermal actuation.
Pisano and co-workers were the first to present microactuators based on mechanical impacts [13, 14] . Each of these microvibromotors consists of two major components: the converter and the rotor. Converters are active resonating structures which store and transfer input energy. Rotors are passive components actuated by friction and impact. Impulsive forces are generated by oblique impacts between converters and rotors. Electrostatic comb resonators are chosen as the converters. Two types of angular microvibromotors are demonstrated by Lee et al [13] . The frequency range is 10-20 kHz and the rotating speed is as high as 60 000 rpm. A linear microvibromotor is demonstrated by Daneman et al [14] . The actuator has an average step size of 0.27 µm and a speed of more than 1000 µm s −1 . The design of Daneman et al was modified by Saitou et al [15] . The modified microactuator is selectively driven by shaking the substrate with a piezoelectric actuator.
Mita et al [16, 17] fabricated a micromachined impact actuator driven by electrostatic forces. The impulsive force is generated by collisions between a silicon micromass and a stopper. The overall size of the actuator is 3 × 3 × 0.6 mm 3 .
A stepwise motion of 10-20 nm at 100 V was generated. A speed of 2.7 µm s −1 was achieved at 200 Hz. Microactuators based on impact can generate linear or rotational motion without mechanical linkages, such as ball screws and complicated clamping systems. However, impacts make the dynamical system nonsmooth, which is a source of strong nonlinearity. The study of nonsmooth dynamical systems is challenging and one cannot just use traditional dynamical system tools to understand their behavior.
An impact actuator usually consists of an oscillator, which, under nominal working conditions, impacts a rigid wall and hence produces large impulsive forces to cause the actuator to move. For convenience, the nominal working condition is called on in this paper. When the driving force on the oscillator is not strong enough, there are no impacts between the oscillator and the rigid wall; therefore the actuator is not moving, which is called off. Increasing the driving forces to a critical level, the oscillator impacts the rigid wall with zero impacting velocity, which is called grazing impact. Grazing therefore separates the on and off states of a microactuator and finding an orbit that achieves grazing impact enables one to predict the minimum effort needed to turn the microactuator on.
Several authors have studied modeling of impact microactuators [12] [13] [14] [15] [16] [17] . However, only direct numerical simulations or very simplified analyses have been implemented. The nonlinear characteristics associated with impacting systems have not been addressed properly. Nor has the transition between off and on been studied. The coarse analysis is unable to provide a comprehensive understanding of impact microactuators, which makes the design, optimization and control of such systems difficult and computationally expensive.
So far, research on microactuators lacks comprehensive modeling and a serious effort to understand nonlinear phenomena in such devices.
In this paper, we propose a methodology for the modeling and simulation of impact microactuators, which can be used to design more robust and consistent devices. The presented methodology is suitable for impact microactuators based on various driving forces and actuation mechanisms. We first develop a continuation method to find the system parameters corresponding to grazing orbits. Then repetitive impact motions are detected using a root-finding technique based on the Newton-Raphson algorithm. Stability of the motions is analyzed as a by-product of the root-finding procedure. As an example, the electrically actuated impact actuator reported by Mita and associates is studied in detail. We examine the influence of system parameters, such as the excitation frequency and amplitude, on the dynamics of the actuator. The developed model is also suitable for parameter optimization and control strategy studies. 
Mita's actuator
A two-degree-of-freedom schematic model of the microactuator reported by Mita and associates is shown in figure 1 .
The system consists of a movable block of massm 2 , which is connected to a frame of massm 1 by a linear spring damper. The stoppers and the electrode are rigidly fixed to the frame. The movable mass acts as one of the electrodes. The frame rests on the horizontal ground. Friction between the frame and the ground is modeled using Coulomb friction during slip and Amonton's law during stick. We denote the coefficient of static friction by µ s and that of dynamic friction by µ d . When a driving voltagev(t) is applied between the electrodes, the movable block is accelerated toward the stopper until an impact occurs with the stopper. In the analysis below, we assume that the impact impulse is large enough to overcome the static friction between the frame and the ground for all impact velocities. As a result, an impact produces a small displacement of the frame. When a periodically varying voltage, such asv(t) =f sin(ωt), is applied, there are repeated impacts and the frame moves by a certain amount during each cycle, thereby producing the needed displacement over a period of time. The electrical energy can be supplied either by wires bonded to the electrodes or by wireless radio frequency transmission [16, 17] .
Usingd,m 2 and √m 2 /k, as the length, mass and time scales, we introduce the following nondimensional quantities:
The dynamics of the microactuator can be decomposed into distinct phases separated by the occurrence of impacts and the associated onset of slip as well as the subsequent cessation of slip through an instantaneous transition to stick. Specifically, we introduce the state vector
where q 1 and u 1 are the displacement and velocity, respectively, of the frame relative to the ground; q 2 and u 2 are the displacement and velocity, respectively, of the movable block relative to the frame; and θ = ωt is the phase of the driving voltage. During stick, the equations of motion can then be written aṡ
Here, f =f v0 and α = 0Av 2 0 2kd 3 , where 0 is the permittivity of free space, A is the overlap area, v 0 is any reference voltage and the overdot refers to the derivative with respect to time t. These equations of motion are valid as long as
where N is the nondimensional normal reaction from the ground.
During slip, the equations of motion can be written aṡ
where
. Again, these equations of motion are valid as long as
At the moment the contact is established between the movable block and the stopper, h front (x) or h back (x) equals zero. Assuming an inelastic collision with a coefficient of restitution e and using conservation of momentum, the function that maps the state immediately prior to impact to the state immediately after impact is given by the jump map
The transition from slip to stick occurs as the velocity of the frame relative to the ground becomes zero; that is, as h slip (x) equals zero. Although there is a discontinuous change in the vector field as a result of this transition, there is no associated instantaneous change of state; that is,
The dynamical system derived here is piecewise smooth due to the presence of impacts and friction. As suggested above, the dynamics can be divided into two different phases. During the stick phase, only the movable block is in motion relative to the ground and the stationary frame, as described by f stick (x). In contrast, during the slip phase, the movable block is in motion relative to the frame and the frame is in motion relative to the ground, as described by f slip (x). The integration procedure is shown in figure 2 , where the associated impact map is described by g impact (x). Here, the events are detected by computing the values of the event functions h front , h back , h stick+ , h stick− and h slip .
Direct numerical integration generates results qualitatively consistent with those reported in [17] . A sinusoidal voltage of 100 V at 1 Hz is applied in the experiments [28] and the average displacement is found to be 20 nm/impact. Parameter values reported by Mita et al are used for the numerical simulation. The parameter values not reported are fitted to obtain a displacement per impact of approximately 20 nm. Figure 3 shows the relationship between the displacement and voltage. We note that there are two impacts in one excitation cycle, again consistent with the experimental observations.
Theoretical framework

Review of impact dynamics and multibody modeling
In the model described above, we use the rigid multibody approach to study a system with impact and friction. This neglects wave effects during impacts between bodies and noninstantaneous stick-slip transitions for bodies in contact. Instead, impacts and the stick-slip phenomenon are described by instantaneous discontinuous jumps in state and/or vector field. The advantage of the rigid multibody approach is that it avoids stiff differential equations. On the other hand, it leads to piecewise smooth mathematical formulations with discontinuities in the state variables and the vector field due to impacts and friction, respectively.
The dynamics of impacting systems and the bifurcations therein have been addressed by several authors [19] [20] [21] [22] [23] [24] . The central interest in studying these systems is the stability and persistence properties of impacting orbits, transitions between nonimpacting and impacting orbits and the associated appearance of chaotic motions. Whereas bifurcations in smooth systems are well understood [25, 26] , the study of bifurcations in nonsmooth systems is more challenging [22] . Impacting systems can exhibit a plethora of nonlinear phenomena not seen in smooth dynamical systems, such as grazing bifurcations, chatter and sticking.
A starting point for the analysis of oscillatory dynamical systems is the study of periodic solutions. A suitable formulation of the condition for the existence of a periodic orbit leads to the use of the Newton-Raphson scheme for precisely locating a periodic orbit (stable or unstable) given a good initial guess. Combined with an estimate of the change in the position of the periodic orbit under changes in system parameters, the Newton-Raphson scheme is the method of choice for so-called parameter continuation. Here, an initially found periodic solution is followed in state space under changes in system parameters. As indicated here and described in more detail below, the parameter continuation approach is able to follow periodic solutions even through bifurcation points associated with a change of stability and the possible birth of additional periodic or nonperiodic oscillatory motions. The methodology is thus significantly more versatile than an approach based entirely on direct numerical simulation, as such a scheme would not be able to detect unstable periodic solutions.
Mathematical review 3.2.1. Dynamical systems.
An n-dimensional dynamical system can be represented by a set of first-order differential equations of the formẋ
where x and f are known as state and vector field, respectively. If the vector field f is continuous and has continuous partial derivatives throughout some region of the state space, then there exists a unique solution satisfying the initial condition
for any arbitrary t 0 and x 0 in the region. The dynamical system (1) is said to be autonomous because the vector field is not explicitly dependent on time t.
Autonomous dynamical systems are characterized by the uniqueness of their solutions and by the fact that changes in the state depend only on elapsed time and not on absolute time. A time-dependent dynamical system can be converted to an autonomous one by the inclusion of the time variable as an additional state variable, as done through the introduction of the phase variable θ in the model for Mita's actuator above.
Flows.
Generally, a closed-form solution to (1) that satisfies a given initial condition is not available. Nevertheless, the basic existence and uniqueness result for an autonomous dynamical system implies the existence of a vector function (x, t), known as the flow function; that is as smooth as the vector field such that
and
for any x and all t in some interval containing 0. The flow function represents the collection of state-space trajectories corresponding to solutions to the dynamical system based at different initial conditions. In a smooth dynamical system, the sensitivity of the solution to changes in the initial conditions is given to lowest order by the Jacobian of the flow function x (x, t). From the properties of the flow function, it follows that x (x, t) must satisfy the linear initial-value problem
Equation (5) is known as the first variational equation. Here, I d represents the identity matrix. In a piecewise smooth dynamical system, such as the model of the Mita actuator, it is necessary to consider discontinuous changes in x (x, t) associated with discontinuous changes in the state and/or vector field. See appendix A for a derivation of the necessary corrections to the smooth analysis.
Periodic solutions.
A solution trajectory that forms a closed curve in state space is called a periodic trajectory. It follows that there exists a nonzero quantity T, such that
for any x * on the trajectory and for all t. Periodic orbits are most conveniently studied through the introduction of a Poincaré section and its associated Poincaré map P(x). Specifically, suppose that the periodic orbit intersects a Poincaré section given by the zero-level surface of the smooth event function h(x) transversally at a point x * ; that is,
Now consider the scalar-valued function
It follows from the implicit function theorem (see appendix B) that there exists a unique smooth function τ (x) ≈ T for x ≈ x * , such that
Here, τ (x) is the elapsed time along trajectories based at initial conditions near x * until an intersection with the Poincaré section. Using the above identity, it is possible to compute the derivatives of the function τ (x) at the point x * :
The existence of the function τ (x) allows us to define a Poincaré map P as
that maps points near x * along the corresponding trajectory onto the Poincaré section given by the zero-level surface of h(x). Specifically,
is a fixed point of the Poincaré map.
The local behavior of a dynamical system in the vicinity of a periodic orbit can be quantitatively described in terms of the sensitivity of the Poincaré map to changes of x away from the fixed point x * . To lowest order, this is given by the Jacobian of the Poincaré map evaluated at x * :
where x (x * , T ) is obtained from the solution of the variational equations including discrete corrections due to discontinuities as discussed above. From the HartmanGrobmann theorem, it follows that if all the eigenvalues of P x (x * ) lie within the unit circle in the complex plane, the fixed point is asymptotically stable. If at least one eigenvalue lies outside the unit circle, the fixed point is unstable. The crossing of an eigenvalue through the unit circle is typically associated with a bifurcation in system characteristics, such as the appearance of periodic trajectories with half the frequency (period doubling).
Continuation of periodic solutions.
Given a Poincaré section and the associated Poincaré map P, the existence of a periodic solution to the original dynamical system for a particular choice of system parameters µ is equivalent to the existence of a fixed point x, such that
Suppose that
and that the Jacobian
is nonsingular (i.e., that P x (x 0 , µ 0 ) has no eigenvalue equal to 1). From the implicit function theorem, it follows that there exists a unique smooth function χ(µ) for µ ≈ µ 0 , such that
We may now implement the Newton-Raphson root-finding scheme to find χ(µ 1 ) for µ 1 ≈ µ 0 using the initial guess
Continuation of grazing periodic solutions.
In the above analysis, we assumed that all intersections with state-space discontinuities are transversal, guaranteeing their persistence under variations in system parameters. Suppose instead that a periodic solution has been found that achieves simple tangential contact with a state-space discontinuity D at a point x 0 ; that is,
where D is the zero-level surface of the event function h(x). We refer to the periodic trajectory as a grazing solution. Now introduce a Poincaré surface P given by the zerolevel surface of the function (23) and define the function
F (x, t) = H ( (x, t)).
Then,
It follows from the implicit function theorem that there exists a unique smooth function τ (x) for x ≈ x 0 , such that
We can now uniquely define the Poincaré map
on a neighborhood of the point x 0 , such that
It is clear that the grazing solution is not persistent under changes in a single system parameter, since two conditions must be satisfied for its existence. Instead, we must consider simultaneous changes in two system parameters, say µ and ν. Consider the function
where we have explicitly included the parameters in the expression for the Poincaré map. It follows that
Moreover,
If this quantity is invertible, then the implicit function theorem guarantees the existence of unique smooth functions χ(ν) and m(ν) for ν ≈ ν 0 , such that
We may again implement the Newton-Raphson scheme for continuation of grazing periodic solutions under changes in the parameter ν.
Parameter study
We return to the Mita microactuator. As indicated in section 2, we apply a sinusoidal voltage of the form v(t) = f sin(ωt). We treat the amplitude f and frequency ω as our design variables and study the dynamics with respect to them. The nondimensional system parameter values used for numerical computations are m 1 = 5, c = 0.04, δ = 0.5, e = 0.8, µ s = 0.4, µ d = 0.27 and α = 1. A typical steadystate time history of the displacements q 1 and q 2 is shown in figure 4 . Here, the movable block hits the frame once every cycle corresponding to a so-called periodic one-impact solution.
Switch on and off mechanism
The system possesses two types of recurrent solutions: those with impacts and those without impacts. In a previous paper [27] , we have investigated the bifurcation of the impacting solutions. It is interesting to study the transitions between impacting and non-impacting solutions that occur under changes in system parameters as this has implications on the function of the actuator. In this paper, we say that the actuator is on when the exhibited asymptotic dynamics involve repeated impacts and off otherwise. The focus of this section is on the mechanism for switching the actuator on and off. Three different types of switch on and off mechanisms are found for the microactuator.
To visualize the switch on and off scheme, a Poincaré section [25] is chosen to correspond to the event function h Poincaré (x) = q 2 . An example of the type I switch on and off mechanism is shown in figure 5 for ω = 0.5. We note that both the non-impacting and impacting branches of periodic solutions are obtained from the continuation method rather than direct numerical simulation. Figure 5 shows variation of u 2 on the Poincaré section with respect to the applied voltage f . When f = 0.16, the voltage is not strong enough to drive the microactuator. Here, the frame is held still by static friction, and the amplitude of the motion of the movable block is less than δ. As the voltage is slowly increased, the maximum displacement of the movable block increases, see figure 6 . At a critical voltage, a grazing periodic solution is established as zero-velocity contact occurs between the movable block and the stopper. As seen in the diagram, a further increase in f results in a transition of the asymptotic dynamics to an impacting solution with relatively large impact velocity. On the other hand, when f = 0.24 the system exhibits an impacting periodic solution with one impact per period. Reducing the voltage decreases the impact velocity and therefore the step movement of the microactuator, see figure 6 . When a critical voltage is reached, an eigenvalue of the Jacobian of the Poincaré map corresponding to the impacting solution equals 1. This corresponds to a cyclic-fold bifurcation and no impacting solution exists if the voltage is reduced further. Instead, a further reduction in f results in a transition of the asymptotic dynamics to a non-impacting solution with relatively small amplitude. Figure 5 shows the presence of hysteresis when the system is switched on and off. Figure 7 shows the type II switch on and off mechanism for ω = 0.485. When f = 0.171, the frame is held still by static friction and the movable block oscillates with an amplitude smaller than δ. Again a grazing periodic solution is established at a critical voltage. In contrast to type I, a narrow region of chaotic impacting orbits with low impact velocity is found for further increases in f . On the other hand, when f = 0.177, the system exhibits an impacting periodic solution with one impact per period. When the voltage is slowly decreased, the asymptotic dynamics undergo a period-doubling cascade to chaos. When the voltage is further decreased, the chaotic region shrinks toward the non-impacting periodic solution at grazing. Type II does not show hysteresis. An example of the type III switch on and off mechanism is shown in figure 8 , for ω = 0.45, where the chaotic band is obtained by integrating the system dynamics for 5000 periods and plotting the data from the last 500 periods. At low voltages, the microactuator is off. As the voltage is slowly increased, the oscillation amplitude of the movable block increases. However, in contrast to type I and II, a cyclic-fold bifurcation occurs at the critical voltage f = 0.2356 prior to the occurrence of grazing. Further increases in f beyond the critical value causes the system dynamics to jump to a chaotic impacting solution. When the voltage is decreased, the chaotic impacting solution persists until it touches an unstable non-impacting solution at f = 0.2355. On the other hand, when f = 0.29, the system exhibits an impacting periodic solution with one impact per period. When the voltage is slowly decreased, the system dynamics become chaotic through a period-doubling cascade.
The different behavior regimes are shown in the f -ω parameter space in figure 9 . The solid line denotes the switch on boundary and the dotted line denotes the switch off boundary. When ω > 0.489, the switch on and off mechanism is type I. When 0.480 < ω < 0.489, the system undergoes type II switch on and off mechanism. Type III mechanism is experienced when ω < 0.480. A chaotic band follows the switch on voltage in both type II and type III. Both type I and type III have hysteresis. To produce accurate and predictable displacement, it is necessary to operate the microactuator in a periodic manner. Because of the existence of chaos in type II and type III, excitation frequencies in the type I range are favorable. Moreover, type I and type II schemes are generic bifurcations in impact dynamical systems [21] . The type III scheme is inherent in the nonlinearity due to electrostatic forces.
Using numerical simulation, Daneman et al [14] under discrete impulses. They found that the response time can be significantly reduced by driving the impact arms sinusoidally with an amplitude just shy of impact and then imposing an additional dc voltage pulse to produce impact. This algorithm works best in the region I of the f -ω parameter space based on our analysis of the on-off schemes.
Voltage responses and frequency responses
The steady-state response of a vibromotor is best described by its voltage responses and frequency responses. Voltage responses and frequency responses were respectively studied in [14] and [15] using numerical simulations. However, numerical simulations are computationally expensive and easily fail when multiple solutions coexist. On the other hand, using a continuation method [25] combined with the rootfinding technique presented in this paper, one is able to easily trace a steady periodic orbit and study its stability. Figure 10 shows variation of the displacement of the frame m 1 with the applied voltage when the frequency is kept fixed at ω = 0.5, where the solid line represents stable periodic one-impact orbits and the dashed line represents unstable ones. The period-one impacting orbit loses its stability at f = 0.556 through a period-doubling bifurcation. When the voltage is further increased, the system enters chaotic motions through a route of period doubling. Chaotic grazing, chatter and sticking phenomena also exist in that area. Detailed bifurcation studies can be found in [27] . On the other hand, reducing the voltage decreases the movement of the frame. When a critical voltage is reached, the periodic one-impact orbit encounters a cyclicfold bifurcation and no impacting orbits exist if the voltage is further reduced. This part can be better viewed in the enlarged plot. When increasing the voltage, the non-impacting orbit reaches grazing at f = 0.227. A slight disturbance can drive the system out of the non-impact orbit into an impact orbit with relatively large impact velocity. This on-off scheme is actually another representation of the type I switch on scheme shown in figures 5 and 6. Keeping the applied voltage fixed at f = 0.18, we study the frequency response as shown in figure 11 . To compare the velocity of the frame as the frequency is changed, we define the average velocity as the product of the displacement of the frame in one period and the excitation frequency. At low frequencies, the microactuator is off. As the frequency is slowly increased, there is a cyclic-fold bifurcation at the critical frequency ω = 0.4783. Slightly increasing the frequency beyond the critical value causes the system to jump to a chaotic impact orbit. When the frequency is decreased, the chaotic impact orbit persists until it touches an unstable non-impact orbit at ω = 0.478 25. We note that the contact between the chaotic band and the unstable non-impact orbit occurs in state space, which can be best viewed on a Poincaré map, such as figure 8. The right side of the chaotic band is connected to a periodic impact orbit, which achieves maximum velocity in the frame when ω = 0.5037. The average velocity decreases if the frequency is further increased until a cyclic-fold bifurcation is reached at ω = 0.5046, beyond which no impact orbits exist. The unstable impact orbit coincides with a non-impact orbit at a grazing point when ω = 0.4932. The jump from an impact orbit to a non-impact orbit through a cyclic-fold bifurcation was observed by Saitou et al [15] using numerical simulations.
Conclusions
We proposed comprehensive modeling and analysis tools for impact microactuators. As an example, we studied the electrically driven impact microactuator proposed by Mita et al. Transitions between impacting (on) orbits and nonimpacting (off) orbits were studied. Three different on-off switching mechanisms were identified, all of which are generic for impact actuators. High resolution and large travel range are both necessary for a microactuator to be used for precise positioning. The resolution of an impact microactuator is determined by the size of the step movement. The travel range is essentially limited by the speed of the microactuator. A large step size increases the speed but decreases the resolution. Therefore, there is a trade-off between resolution and speed and the right combination depends upon the application at hand. The study of voltage and frequency responses reveals that irregular behavior exists for a certain parameter region. The plethora of nonlinear phenomena observed clearly brings out the need to understand the dynamics thoroughly and characterize the role of nonlinearities in the system. The present study also emphasizes the need for design optimization. The presented methodology is general and can be used for device optimization, control and simulation of various microactuators based on impulsive forces.
Appendix A. Discontinuity mapping
Suppose that a dynamical system discontinuity can be represented by a state-space discontinuity surface D given by the zero-level surface of an event function h(x) and an associated jump map g(x). We consider a solution trajectory based at the initial condition x 0 that intersects D transversally at a point x in after an elapsed time t in , as shown in figure 12 . We denote by x out the image of the jump map applied at the point x in ; that is, x out = g(x in ). Finally, we denote by x 1 the state on the solution trajectory based at x out after an additional elapsed time t out . It follows that Trajectories based at initial conditions in a neighborhood of x 0 reach a neighborhood of x 1 in the fixed time t = t in + t out . For a point x near x 0 , the time of flight to the discontinuity surface is a small perturbation τ from the elapsed time t in . Thus, theses trajectories can be described by the following map:
(g( (x, t in + τ )), t out − τ ), (A.3) where τ is the time needed to reach the discontinuity surface from a point near x in . To find the small time correction τ , we consider the function F (x, τ ) = h ( (x, τ ) ). F (x, τ (x)) = h( (x, τ (x))) ≡ 0 (A.8) and
.
Using the function τ (x), we define a zero-elapsed-time discontinuity mapping D(x) = (g( (x, τ (x))), −τ (x)
), (A.9) such that D(x in ) = x out . (A.10) To lowest order, changes in D(x) that result from changes in x away from x in are captured by the Jacobian
The map in equation (A.3) can be written as (D( (x, t in )), t out ) and, consequently, the sensitivity to changes in the initial condition is, to lowest order, given by
(A.11) where the first and third factors are given as solutions to the corresponding variational equations.
Appendix B. The implicit function theorem
Suppose that F(x, y) is a C k function (for some k > 1) into R m in some region containing the point (x 0 , y 0 ) ∈ R n+m , such that F(x 0 , y 0 ) = 0 and that the m × m matrix A = F y (x 0 , y 0 ) is invertible. Then, it follows that there exists a unique C k function y(x) on a neighborhood of x 0 , such that y(x 0 ) = y 0 and F(x, y(x)) ≡ 0.
