Abstract. This paper is one of a pair in which temperatures and metallicity catalogs for class IV-V stars are considered. The temperature catalog described here is derived from a calibration based on stellar angular diameters. If published calibrations of this kind are compared by using color-index transformations, temperature-dependent differences among the calibrations are commonly found. However, such differences are minimized if attention is restricted to calibrations based on Johnson V − K. A calibration of this sort from Di Benedetto (1998) is therefore tested and adopted. That calibration is then applied to spectroscopic and photometric data, with the latter predominating. Cousins R − I photometry receives special attention because of its high precision and low metallicity sensitivity. Testing of temperatures derived from the calibration suggests that their accuracy and precision are satisfactory, though further testing will be warranted as new results appear. These temperatures appear in the catalog as values of θ ≡ 5040/T (effective). Most of these entries are accompanied by measured or derived values of Cousins R − I. Entries are given for 951 stars.
Introduction
Some years ago, Taylor (1994c) published an [Fe/H] catalog for about 400 class IV-V FGK stars. The input data for the catalog consisted of published values of [Fe/H] derived from weak lines, usually by means of high-dispersion analysis. Those data were corrected to a common temperature scale and (as far as possible) to a common zero point. They were then used to calculate mean values of [Fe/H] and rms errors.
A second iteration of the catalog appeared in 1995 (see Taylor 1995, hereafter Paper II) . For that version, the cutoff date for published values of [Fe/H] was the end of 1993. Of course, numerous high-dispersion metallicities have been published since that time. A third iteration of the catalog is therefore desirable.
The temperature data required for each iteration are published in a catalog of their own. Previous versions of the temperature catalog are discussed in Paper II and by Taylor (1994b, hereafter Paper I) . The derivation of an updated temperature catalog is discussed in this paper. An updated [Fe/H] catalog is discussed in a companion paper (see Taylor 2003) .
Catalog is only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/398/721 e-mail: taylorb@byu.edu
The plan for this paper is as follows. In Sect. 2, temperature calibrations are considered and a choice among them is made. Temperature calculations and the quality of the results are discussed in Sect. 3. The resulting catalog is described briefly in Sect. 4, and a summary of the paper is given in Sect. 5.
Choosing a temperature calibration
The temperatures discussed in Papers I and II were derived from a temperature calibration. For this reason, the first task at hand is to find out whether that calibration should be revised. A prudent way to do this is to look for an improved calibration which has a minimal dependence on the properties of model atmospheres. Attention is therefore restricted to calibrations based on angular diameters from the infrared flux method and/or direct measurement.
Temperature-dependent disagreements among calibrations have been common (see, for example, Figs. 1 and 2 of Taylor 1992) . A second requirement of a prudent search is therefore a comparison of calibrations. This step is not feasible if the calibrations are simply adopted in their published forms because they are commonly based on diverse color indices. Color-index transformations are therefore applied to restate all the candidate calibrations in terms of Cousins R − I, which is a convenient choice for this purpose. The adopted transformations are Fig. 1 . In the upper panel, difference curves are given for a β calibration (crosses) and a Johnson V − R calibration (asterisks). Both calibrations are from Alonso et al. (1996) . In the lower panel, difference curves are given for B − V calibrations from Sekiguchi & Fukugita (2000; open circles) and Alonso et al. (open squares) . All four calibrations apply at solar metallicity, and all are differenced from the Di Benedetto (1998) calibration. The values of |ΔT eff | corresponding to |Δθ| = 0.01 range from 93 K at (R− I) C = 0.2 to 43 K at (R− I) C = 0.5. Alonso et al. (1996) , apply at solar metallicity, and are differenced from the Di Benedetto (1998) calibration. The values of |ΔT eff | corresponding to |Δθ| = 0.01 range from 93 K at (R − I) C = 0.2 to 36 K at (R − I) C = 0.6.
given by Taylor (1986) and below in Appendix A, where all transformations used in this paper are discussed.
In Figs. 1-3, difference curves between 11 restated calibrations are plotted as a function of (R − I) C . Details about the plotted curves are given in the figure captions. As one can readily see, the salient features of the curves are their generally nonzero slopes. Both positive and negative slopes appear (see especially Fig. 2 ). In addition, it is found that the curves can differ substantially. The largest such difference found is about 0.067 in θ or 286 K (again see Fig. 2) 1 .
1 In agreement with common practice, θ ≡ 5040/T eff . Fig. 3 . In the upper panel, difference curves are given for (V − K) J calibrations. Solid squares apply for a calibration from Alonso et al. (1996) , while solid circles apply for a calibration from Fernley (1989 
Conceivably these disagreements could be attributed to the adopted color-index transformations. However, there is good reason to believe that those transformations are both accurate and precise (again see Appendix A). One might also ask whether the calibrations disagree because they have been derived from diverse sets of temperature data. This possibility may be assessed by considering only a subset of 9 transformations secured from Alonso et al. (1996) . Though those authors did in fact use a single set of temperature data, disagreements appear among their calibrations. In particular, the differences between the curves plotted in Fig. 2 are based exclusively on the Alonso et al. results.
It would ultimately be interesting to find out exactly how these disagreements arise. Meanwhile, it is possible to avoid the problem altogether. One begins by setting aside all calibrations based on the obsolete Johnson VRI system. When the remaining calibrations are examined, those based on Johnson V − K attract notice at once, since they seem to be less affected by overall slope differences than the others (see the upper panel of Fig. 3) . One of those calibrations has been given by Fernley (1989) and does not apply for late-type stars (see the lower of the two lines in the upper panel of Fig. 3 ). The remaining options are calibrations given by Alonso et al. and by Di Benedetto (1998) . The latter is adopted for further consideration, though with the admission that there seems to be little to choose between the two calibrations.
In Fig. 4 , the Di Benedetto calibration is compared to the Taylor (1992) calibration, which was used in Papers I and II. The latter is expressed in terms of (R − I) C , so a transformation between that index and (V − K) J is employed. The circled 2 C a (R − I) C is given below in magnitudes, while θ is unitless. b This part of the calibration is adapted from a relation given by Taylor (1992) . That relation agrees with the Di Benedetto calibration in the stated color range. dot in Fig. 4 represents the position of the Sun. For stars hotter than the Sun, acceptable agreement between the two calibrations is found. For cooler stars, however, one can see that the calibrations diverge. The cause of this disagreement appears to reside in the data bases used to derive the two calibrations. Taylor (1992; see his The adopted temperature relation is given in Table 1 , with (R − I) C being used as the argument. For the temperature range given in the table, the maximum difference between the Table 1 polynomials and the Di Benedetto calibration is 13 K. For solar-type stars, this corresponds to |Δθ| = 0.002, which is smaller than the rms errors of almost all values of θ in the catalog.
For θ > 0.935, the Table 1 relation may be checked by using Balmer-line temperatures given by England (1980 ), Cayrel de Strobel & Cayrel (1989 ), and Fuhrmann (1998 .
Those data are adopted because they have all been zeroed to the Sun. An [Fe/H] correction is applied to them (see Eq. (A.16), Table A .4, Appendix A). Once this is done, they yield the following formal correction to the Table 1 relation:   10 3 Δθ = −0.8 ± 3.8,
corresponding to −4 ± 19 K at 5000 K. It should be noted that Eq. (1) is not definitive. A decisive assessment of temperatures for K dwarfs will be possible only when angular diameters have been measured for an appreciable number of such stars. Meanwhile, it seems fair to say that for cool as well as hot stars, tests of the Table 1 relation yield encouraging results. Accordingly, that relation is adopted.
Deriving temperatures

The role of Cousins R -I
As in Papers I and II, most temperatures are determined from data on a particular photometric system. The system of choice continues to be (R − I) C . To allow for the small (but apparently nonzero) blanketing sensitivity of that color index, the model-atmosphere results of Buser & Kurucz (1992) are used 2 . This procedure differs from that in Papers I and II, where no allowance for the blanketing sensitivity of (R − I) C was made.
Besides its small blanketing sensitivity, (R − I) C commonly offers the advantage of high precision. This feature may be illustrated by comparing temperature errors from (R − I) C and (V − K) J . If the rms error for (V − K) J is 15 mmag (see Campins et al. 1985) , the Di Benedetto calibration yields a corresponding rms temperature error of 20 K for a solar-type star. For (R−I) C , the best available rms error is 3 mmag (see Appendix B of Taylor 1996) . The corresponding temperature error is 21 K. This comparison is meant to be illustrative, since results in both systems have a range of rms errors. However, it does seem fair to say that the errors from the two systems can be comparable 3 .
The role of other photometric and spectroscopic data
For many of the stars listed in the catalog, (R − I) C has not been measured. As in Papers I and II, most of the temperature data for such stars are derived from photometry in other systems. Preference is given to results in systems with high precision and low blanketing sensitivity. The transformations used to derive values of (R − I) C from such data are given in Appendix A (see below). Many of the adopted data sources are listed in Tables 1  and 4 of Paper I. The remainder are cited in the Lausanne photometric data base (Mermilliod et al. 1997) or in the footnotes to the tables in Appendix A. 
Kobi & North (1990) 10 3 (θ − θ K ) −1.1 ± 1.5 5.8 ± 1.6
Santos et al. (2001) e 10 3 (θ − θ S ) 8.5 ± 2.0 9.1 ± 1.6 Thoren & Feltzing (2000) 10 3 (θ − θ F ) 5.4 ± 2.6 5.1 ± 1.5 a "θ" designates photometric results from this paper. b The entries in this column are numerical values of the algebraic expressions just to the left. The quoted error bars are rms errors. c These entries have been derived by using the comparison algorithm described in the text. They apply to the values of θ from the sources cited in the first column. d Contributing papers are Gonzalez (1998) , Gonzalez & Vanture (1998) , Gonzalez et al. (1999) , Gonzalez & Laws (2000) , and Gonzalez et al. (2001) . e The entries to the right apply if θ S ≤ 0.885. If θ S ≥ 0.9, θ = (1.336 ± 0.044)θ S − (0.306 ± 0.042).
For some stars, neither values of (R − I) C nor data on other preferred photometric systems can be found. B − V is not used in these cases except for one star with near-Hyades abundances. In that case, the required correction for differential blanketing is acceptably small. That correction is derived from the BuserKurucz results.
For stars without other temperature data, temperatures from the Kobi-North (1990) calibration of Geneva photometry are adopted when possible. Otherwise, temperatures derived from high-dispersion analyses of weak lines are used. For both kinds of data, rms errors must be derived and tests must be made for possible systematic corrections. These results are obtained by comparing the published data to photometric counterparts on the Table 1 system. If a correction equation with a scale factor differing from unity is required, a two-error least-squares analysis is performed (Madansky 1959) . If only a zero-point offset is required, it is obtained from a "comparison algorithm" which is also used to calculate rms errors. The comparison algorithm is given in Appendix A of Taylor (1991) , and is described conceptually in Sect. 4.3 of Taylor (1999) .
Results obtained from these analyses are summarized in Table 2 . The correction equations for the weak-line temperatures are diverse enough to suggest that such data should not be used to check the adopted calibration (see especially note "e" of Table 2 ). However, one also finds that weak-line temperatures can have rms errors of about 70 K or less (see the second, fourth, and fifth entries in the fourth column of the table). They are therefore adequate for present use.
Reddening and binaries
Discussions of these issues have been given in Papers I and II and require only a brief summary here. For binaries, a procedure which is described in Sect. 4 of Paper I is applied. No reddening corrections to the derived temperatures are made because reddening near the Sun is known to be very small from polarimetric results (see point 4 of Sect. 3 in Paper II).
The accuracy and precision of the derived temperatures
The rms errors of the derived temperatures are worth close attention because they contribute to the rms errors quoted in the [Fe/H] catalog. As in Papers I and II, the temperature errors are obtained largely from the rms errors of the contributing photometry. An allowance for the rms zero-point error of the adopted calibration is included (see Sects. 3.1 and 6 of Paper I and Appendix B of this paper).
The quality of the catalog temperatures was discussed in some detail in Paper II. An updated discussion is now required, however, by the appearance of a pertinent analysis performed by Fuhrmann et al. (1994, hereafter F94) . Those authors derive temperatures from Balmer-line profiles and then compare their results to photometric temperatures. They find that the latter have a large scatter and can suffer from serious systematic errors. F94 go so far as to suggest that those problems are due in part to faulty reduction procedures applied to broad-band photometry.
F94 did not test the Paper I temperature data. The feasibility of that kind of test has since been increased because Fuhrmann (1998, hereafter F98) has published an additional set of Balmer-line temperatures. To perform the test, metallicity corrections will be applied to both the F94 and F98 data (again see Eq. (A.16), Table A .4, Appendix A of this paper). The comparison algorithm mentioned in Sect. 3.2 will also be used.
The results of the tests are given in the entries for F94 and F98 in Table 3 . Details about the entries in Table 3 are given in the table's footnotes. The fourth and fifth columns of the table are of particular interest here. If the excessive scatter found by F94 were present in the catalog temperatures, the comparison algorithm would yield spuriously large rms errors for the F94 and F98 temperatures (see Col. 4). Those entries would be substantially larger than the errors quoted by F94 and F98 (see the non-boldface entries in Col. 5). In fact, the errors from the comparison algorithm appear to be smaller than the errors quoted by F94 and F98.
For each program star they consider, F94 present results from as many as four Balmer lines. Data from two or more lines are available for a number of their program stars. From the scatter in those data, an rms error may be derived for the mean F94 temperatures. That rms error is given in boldface in Col. 5 of Table 3 . Comparisons with the non-boldface entries just below and just above it suggest that F94 (and presumably F98 as well) have overestimated the rms errors which they themselves quote. However, if the boldface entry is compared to the Col. 4 entries from the comparison algorithm, no differences as large as 2σ are found. As a result, the comparisons do not suggest that the catalog rms errors are too large. scatter for each star which contributes to the calculation. The set of variances has been averaged, and the quoted rms error is the square root of that variance. h θ G = (0.92 ± 0.03)θ G + (0.067 ± 0.002), with θ G ≡ 5040/T (Gray) . For the numerical coefficient of [Fe/H], σ = 9 dex −1 . j This result is derived from multiple data entries. The procedure parallels that described in footnote "e". An F test shows that at 98% confidence, the rms error from Gray's errors differs from the rms error deduced from the comparison algorithm.
An analysis of accuracy also yields a conclusion which contrasts with that of F94. Before that conclusion is stated, it is worth noting that if only temperatures from Balmer-line profiles are considered and that if those temperatures have been zeroed to the Sun, they agree reasonably well with those from the adopted calibration. This result was established by Taylor (1992 Taylor ( , 1997 , and is supported by Eq. (1) (recall Sect. 2). To see whether the agreement extends to the F98 results, a mean difference between those results and the catalog data may be consulted. That difference is given in the first entry in the third column of Table 3 , and one can see at once that it does not differ from zero at 95% confidence 4 . Tests of the F94 data have previously been given in Sect. 7 and Table 1 of Taylor (1997) . Taylor found that those data are on two different zero points which differ at better than 6σ confidence (see footnote "f" of Table 3 ). In addition, he found that if no metallicity corrections are applied to the F94 data, they yield an anomalous value of (R − I) C for the Sun. If a metallicity correction is applied to the F94 temperatures, one now finds that they are still anomalous. Using a zero point for lines other than Hα, the F94 data are found to differ from the catalog data by about −245 K. This difference is significant at a 16σ confidence level. If an Hα zero point is used instead, the offset becomes −291 K and is significant at a 20σ confidence level.
F94, unlike F98, give no indication that their data have been zeroed to the Sun. With this in mind, the results of the a (R − I) C is given below in magnitudes, while θ is unitless. In the full catalog, suffixes "A" and "B" are added to the first catalog number to designate components of binaries (when necessary).
numerical tests suggest that a) the F94 (but not the F98) data suffer from systematic offsets, b) the differing offsets between the F94 Hα data and their data for other Balmer lines are one manifestation of this problem, and c) the F94 results therefore do not present a valid reason for questioning the zero point of the catalog data 5 . Proceeding to the third line of Table 3 , one encounters results for a second pertinent data set. That data set has been published by Gray (1994) and was discussed in Sect. 3 of Paper II. A revised analysis of the Gray data yields an apparent scalefactor difference between those data and results from the updated calibration (see footnote "h" of Table 3 ). An analysis of rms errors, however, yields a conclusion which is similar to that of Paper II: when the Gray data are compared to catalog data, the resulting scatter is too large to be explained by the combined effect of rms errors from the two sources (see the third entry in Table 3 and footnotes "h" and "j" of the table).
The overall conclusion drawn here is that the addition of the F98 results to the discussion has made it appear more likely that the catalog rms errors are correct. The catalog errors will therefore be adopted, but with an acknowledgment that further testing will be necessary in the future.
A brief description of the catalog
The catalog is available in electronic form from the Strasbourg Astronomical Data Center (CDS). There are entries in the catalog for 951 stars. A sample of the catalog is given in Table 4 .
It is worthwhile to make two comments about the catalog for the benefit of potential users. Compilers of photometric catalogs should note that the catalog values of (R − I) C are either quoted from primary sources or derived from other photometric systems. For this reason, they should not be included in compilations of photometry from primary sources. Analysts of the [Fe/H] data base are invited to select temperature-defined samples by using the catalog entries. That procedure should be superior to using B − V, as Haywood (2001) has done, because the catalog values of θ are effectively insensitive to metallicity.
Summary
The construction of a temperature catalog for 951 class IV-V stars has been described. The catalog is based on temperature calibrations using (R − I) C and (V − K) J , since those arguments appear to yield the most satisfactory results. The adopted calibration is a combination of calibrations by Taylor (1992) and Di Benedetto (1998) . To derive temperatures, this calibration is applied to values of (R − I) C from direct measurement and from other photometric systems. The accuracy and precision of the resulting temperatures are deemed to be satisfactory, though further testing will be advisable as new results appear.
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Appendix A: Color-index transformations
The color-index transformations that are applied in this paper may be divided into two groups. One of these groups includes transformations between "quasi-Johnson" V − R and R − I and their Cousins counterparts. These transformations are based on data from Johnson et al. (1966) and Cousins (1980a Cousins ( , 1980b . The transformations are given in Table 4 of Taylor (1986) , and require no revision.
The transformations in a second group are scattered through a number of papers other than Taylor (1986) . Some members of this group do require revision. To take care of that problem while listing the members of the group in a single place for the sake of convenience, they are stated (in updated form, when necessary) in the following tables.
- Table A.1 lists transformations Table A .1 and also rms errors for values of (R − I) C that are derived from the Table A .1 relations. - Table A .4 lists transformations and other equations of interest that do not include β, α, or b − y.
Many of the data used to derive these transformations are from sources listed in the Lausanne data base (Mermilliod et al. 1997) . The remaining data are from sources listed in the footnotes to Tables A.1 and A.4. Color-index transformations have been controversial in the past, and they and other least-squares relations are not always documented properly in the literature. Three criteria are therefore given below to help readers form quick estimates of the reliability of transformations. Comments about the transformations presented here and in Taylor (1986) are also given.
1. If transformations between color indices are to be feasible, they must not be influenced unduly by strong absorption features. Most such problems appear for M stars (see Taylor & Joner 1996 for an example). However, M stars are not considered in this context. For earlier-type stars, the Paschen jump turns out to be the only absorption feature of concern. The adopted transformation between the Cousins and quasi-Johnson R − I systems does include a Paschen-jump term (see the third transformation for the "quasi-Johnson" system in Table 4 of Taylor 1986) . No such term is required for the other transformations of interest here 6 . 2. If the rms error of the centroid of a transformation is about 0.003 or less (for θ) or 3 mmag or less (for color indices), it is likely that enough data have been used to define the transformation precisely. For the transformations considered here, the only exception to this rule is Eq. (A.13) (see Table A .4). The rms error for the centroid of that transformation is 5.4 mmag, and reflects the relatively large rms errors of the contributing values of (V − K) J . Fortunately, that error is still markedly smaller than rms errors for values of (V − K) J inferred from the transformation (for an example, see Sect. 7 of Taylor 1997). 3. Let Q be a coefficient in a transformation, σ Q be its rms error, and t = |Q|σ −1 Q . A quick way to check the statistical significance of a coefficient is to see whether its value of t ≥ 2, while noting that coefficients with t < 2 may sometimes be adopted for the sake of caution. For all terms in the transformations given here, t > 2.7. The adopted Taylor (1986) transformations include one zero point with t = 1.7. For other terms in those transformations, t > 10. Raff (1976) , Spinrad & Taylor (1969 ), and Taylor (1970 Only values of Z given in boldface are treated as non-zero. b These entries are rms errors for values of (R− I) C determined from β, α, or b − y. An elementary form of the comparison algorithm has been used to determine these errors. c This group of entries applies for data from Spinrad & Taylor (1969) and Taylor (1970) . d This group of entries applies for data from Raff (1976) and Taylor (1978 Taylor ( , 1980 ). e Z(RA) = −(0.71 ± 0.29) × (right ascension in decimal hours).
It should be noted that t > 3 for two [Fe/H] terms that appear for the first time in transformations used for the temperature catalog. Another test of the first of those terms (see Eq. (A.1) in Table A .1) may be made by combining it with the value of A in Eq. (A.15) (see Table A .4) . The result is a value of ∂β/∂[Fe/H], and is found to be 15.4 ± 3.6 mmag dex −1 at T (eff) = 6000 K. This number agrees within 2σ with the corresponding Alonso et al. value of 20 mmag dex −1 . When the [Fe/H] correction to temperatures derived from Balmer-line profiles is considered, it is found to differ from zero at 99.7% confidence (see Eq. (A.16)). For the data base used to derive the coefficient, moreover, the value of |A| is only about 2 mmag dex −1 . Apparently most of the [Fe/H] correction comes from the Balmer-line temperatures specifically instead of contributing values of (R − I) C . This latter assessment is based on the Buser-Kurucz (1992) model-atmosphere calculations, so it should be re-evaluated as further calculations of that kind become available. Johnson et al. (1962) and Mendoza (1967) Carney (1982) and Koornneef (1983) . This relation is from Taylor (1992) , and is for stars with
C is on the southern-hemisphere system, not the "Landolt subsystem" (Taylor & Joner 1996) .
Original data source: Cousins (1978) . h A = ∂(R−I) C /∂[Fe/H], and is in mag dex −1 . (RI) ≡ (R−I) C . The rms residual of A around the stated relation is 0.0029. For 0.25 ≤ (RI) ≤ 0.3, A is assumed to be 0.035 − 0.14(RI). The relation is derived from calculations by Buser & Kurucz (1992) . j [Fe/H] is in dex. θ ≡ 5040/T (eff), and is unitless. θ BL is the raw temperature derived from Balmer-line profiles. Balmer-line data are from groups 2, 4, and 7 listed by Taylor (1992, Table 1 ). In practice, this relation is assumed to hold for 0.81 ≤ θ BL ≤ 1.02. k This relation applies to the photometry of Gonzalez & Piché (1992) . For values of (R − I) C derived from that source, σ = 20.7n −0.5 mmag, with n being the number of measurements.
Appendix B: The solar color and temperature
To establish a zero point for the adopted calibration, a solar value of the effective temperature T e and a solar color index are required. For T e , the contributing quantities are as follows: with the quoted rms error including contributions from stated measurement error and from flux variations during the solar cycle. The corresponding value of θ is 0.87247 ± 0.00005 7 . The adopted color index for the Sun is a value of Cousins R − I from Taylor (1997) . That datum has been derived by using results from a number of stars and analysis methods. Taylor (1997, Sects. 3 through 6) has explained why it is preferable to use a low-blanketing color index like (R − I) C in this context instead of B − V. A result from an analysis of broad scope is used because only such an analysis yields an adequate assessment of scatter among data from diverse techniques. As a result, only this kind of analysis yields a secure rms error (see Sect. 7 of Taylor 1997) . By contrast, no rms error at all is available for a spectrum-synthesis result given by Bessell & Brett (1988) . Moreover, published solar color indices derived from solar analogs are based on measurements of no more than six stars (Bessell & Norris 1984; Campins et al. 1985) .
The value of the solar color index obtained by Taylor (1997) is (R − I) C = 0.335 ± 0.002 mag, (B.6) corresponding to (V − K) J = 1.474 ± 0.012 mag. Adopting Eqs. (B.5) and (B.6), one finds that if their errors are added in quadrature, the net rms error in θ is 0.0022. This error corresponds to 15 K, and though it is included in the error budget used to calculate the catalog rms errors, it is in fact negligible.
