ABSTRACT Handheld virtual reality (VR) controllers are necessary for creating immersive experiences. In this paper, we propose a gated RNN-based sequence model that estimates the joint torques of a serially linked handheld VR system interface from a sequential position input. In our previous study, we proposed a motion planning algorithm for articulated systems based on the active contour model that optimizes the positions of each joint torque based on the measured base position (6-Degrees of Freedom). Because the position-to-position scheme, which calculates the joint positions from a given base position, illustrated several limitations concerning safety (i.e. unable to handle unexpected contact with the surroundings), our current study proposes a position-to-torque generation scheme that estimates the joint torques from the measured base position sequences. To that end, we trained the sequences of joint torques and the sequence of the 6-DoF base position as a supervised learning task. To model the multivariate temporal information of the sequences, we employed a gated recurrent unit. The experimental results validate the successful generation of joint trajectory profiles.
I. INTRODUCTION
With recent advances in sensor technologies that enable precise and intuitive controls in handheld virtual reality (VR) controllers, interacting with the virtual world is becoming a more engaging experience. To gain a physical sense of the interaction between a user and virtual objects, tactile feedback is generally incorporated into the controllers. For example, while sensing the interaction forces, users can precisely touch and manipulate virtual objects. However, designing and enabling programmable natural haptic interactions for VR can be challenging and not trivial [1] . Although numerous handheld controllers with force feedback functionalities have been proposed [2] - [4] , insufficient mechanical grounding, which is important for representing low-frequency haptic information [5] , significantly limits the application spaces.
Another promising approach to increasing interactivity using a handheld controller involves the inclusion of the expressiveness of the handheld controller. For example, the controller can provide a user with more information through tactual channels by changing the rigidity [6] , [7] , external shape [8] , and mass distributions [8] - [10] .
In fact, in a previous study we proposed an actuated interface system that changes its shape when users engage with virtual environments [11] . The system generates trajectories of each joint torque based on the proposed deformable spline model, which is similar to the internal energy used in an active contour model algorithm [12] . Based on the physical properties assigned to the flexible rod modeled as a series of rigid lines, users are deluded into believing that they are grasping real objects, such as a fencing sword and a whip. However, because the system generates the angular position of each joint torque of the controller according to the base position input, unintentional or unwanted contact with the environment may result in inappropriate situations. For example, such contact can generate a force that may cause physical discomfort or hurt a user [13] because users engaging in VR without supervision are virtually blind to the real world. To address the safety issue associated with the position-to-position scheme, our current study proposes a sequence learning system that estimates the joint torque from a given position input (i.e., position-to-torque scheme.) In addition, to ensure that the controller system works with the computation model, we propose a sequence regression model that estimates the joint torques, which corresponds to the computation model. Specifically, the proposed method applies a recurrent neural-network-based sequence model that can estimate the joint torques according to the base position input. The proposed sequence model is built from the base position input, and the measured joint torques during the articulated interface follows the joint trajectories of the computation model (Fig. 1) . This paper is organized as follows: Section 2 outlines the related studies associated with handheld controllers for VR applications and a recurrent neural network for system control. Section 3 describes the proposed method of estimating the joint torque profiles for operating an actuated interface. Section 4 describes the performance of the regression model. Section 5 presents the conclusions and discusses the directions of future research.
II. RELATED RESEARCH A. HANDHELD VR CONTROLLERS
Recent VR interface systems utilize an actuated structure to change the external shape or internal weight distribution for expressing various tool properties. For instance, a handheld interface with a linkage structure that can change its shape and flexibility has been proposed [7] . The interface includes multiple passive joints with a shape locking mechanism for switching between flexible and rigid shapes. In addition, an interface system that can handle various shapes of tools has been proposed [9] . This experience can be generated by changing the mass properties of the interface through the insertion of weights at the tip of the interface. The modulated mass properties cause users to illusorily perceive the shape of the interface. A passive haptic interface that enables enhanced realism during tool handling or interaction with virtual objects has been proposed [10] . The internal weights are changed by the weight shifting mechanism, providing sensations that correspond to handling a tool of varying thickness and length. This interface can also generate experiences of moving virtual objects of various weights. In addition, an actuating interface system that can represent various shapes and weights of a tool has been proposed [8] . The system includes shape changing and weight shifting mechanisms to change its areal shape and weight distribution. Therefore, the system represents a tool with a variety of shapes and weights, including a sword, shield, and crossbow.
B. MANIPULATOR CONTROL BASED ON RNNs
Controlling a manipulator system often presents challenges such as computation cost and parametric uncertainties that are difficult to resolve analytically. Recently, a controller applies a neural-network-based compensator to achieve accurate and stable control has been used. For instance, a recurrent neural network (RNN) based control scheme for resolving the kinematic redundancy of the manipulator has been proposed [14] . The proposed control scheme can reduce the computation cost with reliable accuracy rather than a pseudo-inversebased redundancy resolution method. In addition, a feedforward neural network can be used to estimate the forward kinematics of a parallel manipulator [15] . They employed a multi-layered perceptron-based architecture that estimates the forward kinematics of a parallel manipulator in which the kinematic problem can be difficult to solve analytically. Further, a neural-network-based control architecture can be used to compensate for the model error caused by the unknown dynamics of the manipulator. A neural-network-based controller was employed to learn the uncertain parameters and system dynamics of a redundant manipulator [16] and mobile manipulator [17] .
C. VIRTUAL SENSING
Virtual sensing, or soft sensing, refers to the act of inferring specific sensor data from real measurements based on a predefined model. An important requirement of this approach is that the target signals must be observable from the given signals. The approach is typically adopted in cases where physical sensors are impractical or costly to deploy. For example, a feedforward neural-network-based virtual sensor system that estimates the temperature at a position where a physical sensor could not be deployed has been proposed. In addition, a convolutional neural network (ConvNets)-based sensor substitution system that estimates sensor signals, such as tool position, acceleration, and gripper state from an RGB video has also been proposed [18] . The proposed system can recognize actions in a video (e.g., whether a tool is in use) based on a discrete sensor model. Hwang and Lim recently proposed a virtual sensor system that infers the force information exerted on an object's surface based on visual observation, without using any force sensors [19] . They employed a long shortterm memory (LSTM)-based deep learning architecture that estimates the forces exerted against a variety of materials such as a sponge, PET bottle, and human skin from image sequences. Furthermore, a hand pose estimation system that substitutes a hand joint tracking sensor of an arm's EMG signal has been proposed [20] .
D. JOINT TORQUE CONTROL SCHEME
The joint torque-based manipulator control has been widely used to generate compliant motions related to contact with unknown environments [21] . For instance, the joint torque control scheme for overcoming or adapting irregular geometries using a hyper-redundant continuum robot has been proposed [22] . In addition, the joint torque control scheme of multiple manipulators that allows users to touch the geometry of a virtual object has been proposed [23] .
III. METHOD
The goal of the proposed sequence model is to learn the generation of torque profiles of an articulated interface from the 6-DoF position input from a user. The torque profile is measured during the actuated interface and follows a joint trajectory generated by the previously presented computation model [11] . The regression model is composed of RNN layers with a gated recurrent unit (GRU), which contains gating units to control information flow inside a cell. The entire workflow is illustrated in Fig 2. In the learning phase, the interface system is commanded to move to a position that the generated by the computation model from the base position input. Simultaneously, the joint torque induced by this movement is measured by an embedded current sensor. The measured signal is used as the output of the RNN-based regression model. In the run-time phase, the estimated joint torque is generated from the sequence model and commanded to the articulated interface system. Therefore, the motion generated in the computation model can be recreated into the interface hardware based on the proposed sequence regression model. five links, and each joint torque is driven by an actuation platform (XM430-W210, manufactured by Robotis). The actuation platform consists of a DC motor and a current sensor that measures the current applied to the motor, which corresponds to the joint torque. The current sensor can measure currents of up to ±2A using 12-bit analog-to-digital conversion. The base element of the interface system was moved by a user, and its position was captured by HTC Vive, which can track 6-DoF positions. The joint torque of each link was measured by fixing the base element of the interface at the ground to prevent any disturbance from external forces caused by the user's movements.
B. DATA ACQUISITION
Based on this configuration, a multivariate sequence composed of a 6-DoF position and its resultant torque profile of the interface system is recorded. Because the regression model responds to various types of user motions, we collected motion data from five different gestures and applied them to the system. The gestures include the following:
(1) A linear motion (2) Repeated linear motion (3) A rotation motion (4) Repeated rotation motion (5) Free motion The acquired position input and current signal were filtered to reduce noise using the 10 th order FIR filter. The entire sequence is sampled at 80 Hz, and all recorded signals were segmented into 150 samples. Figure 5 presents an example of the acquired sequence of the collected data. Consequently, 3,000 samples were acquired. Eighty percent of the samples were used as the training set, and the remaining samples were used as the test set.
C. REGRESSION WITH RECURRENT NEURAL NETWORK
Inspired by the concept of sensor synesthesia, which utilizes correlated sensor signals generated by a physical input to the system, this study focuses on estimating the joint torque of the interface by exploiting the position input. Consequently, this paper proposes a virtual sensor system that learns the probability distributions over temporal sequences in supervised settings using a gated RNN. More specifically, a GRU [24] , which contains gating units to control the information flow inside the cell, is employed. The GRU has demonstrated superior performance than a vanilla RNN (i.e., RNN with a traditional tanh unit) in many applications. Given multivariate time-series input data, x = (x 1 , x 2 , . . . , x T x ) ∈ R T x ×N x , where x t ∈ R N x represents the t-th measurements and N x represents the dimension of the sensor data. The proposed system generates the corresponding virtual sensor outputs, y = (ŷ 1 ,ŷ 2 , . . . ,ŷ T x ) ∈ R T y ×N y , by updating the parameters based on the following equations:
(4) VOLUME 6, 2018 In the equations, σ (·) denotes the sigmoid function, r denotes the reset gate, u denotes the update gate, h denotes candidate activation, (W r , W u , W h , b r , b u , b c ) denote parameter matrices and vectors that decide the GRU output, and h denotes the activation. The operation * denotes the element-wise multiplication. As shown in Fig. 1 , the GRU cells are stacked to learn more complex representations. Additionally, a dropout is applied to prevent the networks from overfitting. As a cost function, the present study employed the mean square error between the measured values y, and estimated valuesŷ. The proposed network was trained with the stochastic gradient descent algorithm using TensorFlow [25] .
IV. GROUND TRUTH GENERATION
The trajectory generation method used in this paper is an energy-based three-dimensional position generation method [11] that is motivated by the active contour model [12] . This model enables an articulated spline to behave as a physical rod by generating 2-DoF trajectories for each joint from a 6-DoF position input. To apply this method to the interface system, the dimension of the model should be reduced to generate 1-DoF joint trajectories. Therefore, the interface system is modeled in polar coordinates and is formed as a series of line segments of constant length (Fig. 7) . In this configuration, the parameter value is defined as the angular displacement of the previous nodes. Each spline is parameterized as
where P dev is the position input made by the user, and l i is length of the i th line segment. The total energy of the spline to be minimized can be expressed as follows:
where v(s) is the position of each spline element and s represents the space parameters (each joint of the interface). The energy includes internal energy (E int ) and external energy (E ext ). The internal energy imposes piecewise smoothness among the neighboring snake points. This can be calculated as follows:
where β represents the weight of each derivative term. The first term denotes the distance between neighboring elements, and the second term denotes the curvature between elements. Depending on the weights, energy causes the spline to maintain a piecewise smooth structure. External energy is responsible for representing the physical behavior of a rod and is modeled as springdamper connections between each of the neighboring line segments ( Figure 4 ). These energy functions are expressed as follows:
where k s and c d are the coefficients that determine the spring and damping characteristics of each line segment, respectively. The external energy functional increases with the angular displacement from the previous spline element and its angular velocity also increases. Therefore, every spline element becomes aligned with previous line segments of varying stiffness and damping properties. Applying a user's position input to the spline elements requires changing the rotation and linear displacements by varying the parameter of the spline element (Fig. 8) . Such displacement affects the parameter value of the first spline element and propagates during the energy minimization process. The rotation displacement corresponds to the orientation input. With the new orientation as an input, the parametric variation is calculated based on the angle between the line segment and axes of the orientation (Fig 8a) . The parametric variation can be calculated as follows:
where θ dev.y denotes the rotation angle along the y-axis of the input device. In linear displacement (Fig. 8b) , the parametric variation is calculated using the total derivative relation between the Cartesian and polar coordinates (Eq. (10)). As described in Fig. 8b from the linear displacement of the base element, there is a variation in parameter values.
Consequently, the spline using the proposed method operates as follows (Fig. 9) . The translation and rotation of the base element caused by the positional input induces an angular displacement of the first element according to Eq. (9) and (10) . These angular displacements affect the change in the internal and external energies of the entire line segments (Eq. (6-9) ). During energy minimization, the spline operates according to the defined physical VOLUME 6, 2018 parameters and continue until the entire energy functional becomes zero. Therefore, it reacts as a passively moving object with mechanical properties. It is noteworthy that only a single input (base position) is required to control the remaining joint torques.
V. EXPERIMENTAL RESULT AND DISCUSSION
The training phase is performed by modulating the number of layers and the GRUs to determine the structure that generates the most relevant output to the ground truth signals. Fig. 10 illustrates the mean square errors betweenŷ and y with respect to the input signals used in the learning process. In particular, the regression model with five layers of GRUs demonstrates the best performance. Fig. 11 and 12 demonstrate the estimated current signal with the ground truth using a sequence model composed of five RNN layers with 150 GRUs.
The result demonstrates that the sequence model efficiently estimates the measured current sequences from the computation model. Specifically, according to Eq. (9) and (10) the trajectory of the articulated interface is only generated when the rotation in the y-axis and the translation in x-z axes have occurred. We observed that the sequence model can adapt when the movements in those directions were dominant (Fig. 11) , and not dominant (Fig. 12) . Therefore, we conclude that the proposed GRU-based sequence model can efficiently estimate the active contour model based on the computation model. 
VI. CONCLUSION
We proposed a sequence model to estimate the joint torque profile of an articulated interface from a user's 6-DoF position input. The generated torque profile drives a serially linked handheld interface that can represent a tool's mechanical properties in physical environments. The sequence model used an RNN with a GRU to capture the long-term dependencies residing in the sequence, i.e., a GRU-based RNN was employed. The ground truth dataset was generated by measuring the actual joint torque sequences during the actuated interface followed the joint trajectories generated from the active contour model based computation model. The results of an experiment performed using time series signals collected under different conditions validated the feasibility of the proposed sensor regression system. Therefore, the proposed sequence regression model provide the joint torque sequences that drive the serially linked interface in a physically safe manner.
A limitation of the proposed method is that it can only estimate a single mechanical property, while the computation model can generate various physical properties by modulating energy coefficients. We anticipate that this can be resolved by building a combination of multiple sequence models constructed with various energy coefficients, which will be discussed in future work. 
