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Abstract—The question of under what condition some
side information for index coding can be removed with-
out affecting the capacity region is studied, which was
originally posed by Tahmasbi, Shahrasbi, and Gohari. To
answer this question, the notion of unicycle for the side
information graph is introduced and it is shown that any
edge that belongs to a unicycle is critical, namely, it cannot
be removed without reducing the capacity region. Although
this sufficient condition for criticality is not necessary in
general, a partial converse is established, which elucidates
the connection between the notion of unicycle and the
maximal acylic induced subgraph outer bound on the
capacity region by Bar-Yossef, Birk, Jayram, and Kol.
I. INTRODUCTION
The index coding problem is a canonical problem in
network information theory in which a server has a tuple
of n messages xn = (x1, . . . , xn), xj ∈ {0, 1}tj , and
is connected to n receivers via a noiseless broadcast
channel. Receiver j ∈ [1 : n] := {1, 2, . . . , n} is
interested in message xj and has a subset of other
messages x(Aj) := (xi, i ∈ Aj), Aj ⊆ [1 : n] \ {j}
as side information. Assuming that the server knows
side information subsets, A1, . . . , An, the goal is to
characterize the minimum number of transmissions the
server needs to make such that each receiver can recover
its desired message.
Any instance of the index coding problem is fully
determined by the side information subsets A1, . . . , An.
An equivalent specification of the problem is the side
information graph which is defined to be a directed graph
with n nodes. Each node corresponds to a receiver and
there is a directed edge i → j if and only if receiver j
knows message i as side information (see Fig. 1). In this
paper, we often refer to an index coding problem with
its side information graph G = (V,E) and write “index
coding problem G.”
A (t1, . . . , tn, r) index code is defined by
• an encoder φ :
∏n
i=1{0, 1}
ti → {0, 1}r that maps
n-tuple of messages xn to an r-bit index and
• n decoders ψj : {0, 1}r ×
∏
k∈Aj
{0, 1}tk →
{0, 1}tj that maps the received index φ(xn) and the
side information x(Aj) back to xj for j ∈ [1 : n].
Thus, for every xn ∈
∏n
i=1{0, 1}
ti
,
ψj(φ(x
n), x(Aj)) = xj , j ∈ [1 : n].
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Fig. 1: The graph representation for the index coding
problem with A1 = {2, 3}, A2 = {1}, and A3 = {1, 2}.
A rate tuple (R1, . . . , Rn) is said to be achievable for the
index coding problem G if there exists a (t1, . . . , tn, r)
index code such that
Rj ≤
tj
r
, j ∈ [1 : n].
The capacity region C of the index coding problem is
defined as the closure of the set of achievable rate tuples.
The symmetric capacity of the index coding problem is
also defined as
Csym = max{R : (R, . . . , R) ∈ C }.
The index coding problem was introduced in 1998 by
Birk and Kol [1] in the context of satellite communica-
tion. Since then, it has been studied by researchers in
diverse areas using algebraic [2]–[4], graph theoretical
[5], [6], and random coding [7] tools. However, none
of the proposed inner and outer bounds on the capacity
region is tight in general, and the problem of even
approximating the capacity region within a factor of
O(n1−ǫ) still remains open.
In [8], Tahmasbi, Shahrasbi, and Gohari asked a much
simpler question of how a single edge in the side
information graph can affect the capacity region. Their
question is captured formally by the notion of criticality
of an edge.
Definition 1. Given an index coding problem G =
(V,E), an edge e ∈ E is said to be critical if the removal
of e from G strictly reduces the capacity region.
Definition 2. The index coding problem G = (V,E) is
said to be critical if every e ∈ E is critical.
Thus, each critical graph (= index coding problem)
cannot be made “simpler” into another one of the same
capacity region. In the following, we recall two neces-
sary conditions for criticality.
Proposition 1 (Tahmasbi, Shahrasbi, and Gohari [8]).
If edge e is critical for the side information graph G,
then it lies on a directed cycle. Thus, if the graph G is
critical, then it must be strongly connected.
However, belonging to a directed cycle is not a
sufficient condition for an edge to be critical. For the
index coding problem shown in Fig. 1, although the edge
2→ 3 lies on a directed cycle, it is not critical.
Side information subsets A1, . . . , An of an index
coding problem G are said to be nondegraded if for
any i ∈ Aj , we have Ai 6⊆ Aj . In [9], nondegradedness
is indicated as another necessary condition for criticality
of an edge.
Proposition 2. If edge i → j is critical for the side
information graph G, then Ai 6⊆ Aj . Thus, if the graph
G is critical, then side information subsets must be
nondegraded.
Satisfying the above two necessary conditions at the
same time is still not a sufficient condition for an edge to
be critical. As an example, consider the side information
graph shown in Fig. 2. The edge 4 → 1 satisfies the
conditions in Propositions 1 and 2 at the same time, i.e.,
it lies on a directed cycle and A4 6⊆ A1. It can be shown,
however, that it is not critical.
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Fig. 2: A 5-node index coding problem. The edge
4 → 1 lies on a directed cycle and A4 6⊆ A1. However,
removing this edge does not affect the capacity region.
The capacity regions before and after removing this edge
are achieved by the composite coding scheme [7].
In [10], Tahmasbi, Shahrasbi, and Gohari presented a
simple sufficient condition for criticality of an edge.
Proposition 3. Every bidirectional edge (either of a
directed edge pair i→ j and j → i) of the side informa-
tion graph G is critical; thus any side information graph
consisting entirely of bidirectional edges is critical.
The following critical graph structures are also iden-
tified in [10].
Proposition 4.
1) Let V = [1 : n] and E = {(j + 1, j) : 1 ≤
j ≤ n − 1} ∪ {(1, n)}. Construct a new graph
G′ = (V ′, E′), where V ′ = V ∪{n+1} and E′ =
E ∪ {(1, n+ 1), (n+ 1, i), (j, n+ 1), (n+ 1, k)},
for some i, j, and k such that 1 ≤ i < j ≤ k ≤ n.
Then G′ is critical.
2) Given a graph G′ that satisfies the condition in
part 1, construct a new graph G′′ = (V ′′, E′′) by
replacing any vertex u ∈ V ′ by a complete graph
(different vertices can be replaced by complete
graphs of different sizes). Then G′′ is critical.
More precisely, vertex u is replaced with nu ver-
tices u(1), . . . , u(nu) that form a complete graph.
There is a directed edge in G′′ from node u(i),
i ∈ [1 : nu], to node v(j), j ∈ [1 : nv], if and only
if there exists a directed edge from u to v in G′.
Remark 1. The conditions in Proposition 4 also imply
criticality with respect to the symmetric capacity (in
addition to criticality with respect to the capacity region).
There are many critical graphs that are neither bi-
directional nor in the form of Proposition 4 (see Fig.
3 for an example).
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Fig. 3: A 5-node critical index coding problem which
has both bidirectional and unidirectional edges and does
not have the structure of Proposition 4.
In this paper, we introduce the notion of unicycle for
the side information graph and show that an edge is criti-
cal if it belongs to a unicycle. This sufficient condition is
more general than the existing sufficient conditions and
indeed both Propositions 3 and 4 are simple corollaries.
Unfortunately, even with this strengthening, the new
sufficient condition is not necessary in general. We
clarify additional condition under which this sufficient
condition becomes necessary, which can be viewed as a
partial converse.
Among all n-node index coding problems, critical
graphs are only a fraction and the notion of criticality has
an immediate utility in reducing the number of instances
that require analytical or numerical investigation. Our
sufficient and necessary conditions show that:
1) At most 411 out of 9,608 instances of 5-node index
coding problems are critical.
2) Every edge belongs to a unicycle in 115 instances;
thus there are at least 115 critical problems.
The rest of the paper is organized as follows. We
first review some of the existing bounds on the capacity
region in Section II. The main result of the paper, the uni-
cycle sufficient condition, is presented in Section III. In
Section IV, a partial converse for the theorem of Section
III is provided which gives a new necessary condition
for criticality of an edge. In Section V, we establish
the capacity region of a class of index coding problems
for which the unicycle condition fully characterizes the
critical edges. Throughout the paper, G|S denotes the
vertex induced subgraph of G = (V,E) for S ⊆ V .
II. SOME BOUNDS ON THE CAPACITY REGION
The following outer bound [7] is a special case of
the polymatroidal outer bound [11], [12] and a slight
generalization of the bound on the symmetric capacity
by Bar-Yossef, Birk, Jayram, and Kol [2] to the capacity
region.
Proposition 5 (Maximal acyclic induced subgraph
(MAIS) outer bound). If rate tuple (R1, . . . , Rn) is
achievable for index coding problem G, then∑
j∈S
Rj ≤ 1, ∀S s.t. G|S is acyclic. (1)
Let K be the collection of all cliques of side infor-
mation graph G. The following proposition is a gener-
alization of the fractional local clique covering bound
on the symmetric capacity introduced by Shanmugam,
Dimakis, and Langberg [6].
Proposition 6 (Fractional local clique covering inner
bound). A rate tuple (R1, . . . , Rn) is achievable for the
index coding problem (j |Aj), j ∈ [1 : n], if there exists
(ρS ∈ [0, 1], S ∈ K) such that
max
j∈[1:n]
∑
S∈K:S 6⊆Aj
ρS ≤ 1,
∑
S∈K:j∈S
ρS ≥ Rj , j ∈ [1 : n].
(2)
Tighter inner bounds can be found in [7], [13]. We
only need the simpler inner bound of Proposition 6 for
the purpose of this paper.
III. THE UNICYCLE SUFFICIENT CONDITION
We start with the definition of the unicycle.
Definition 3. A graph G = (V,E) is referred to as
a unicycle if the set of edges E of the graph is a
Hamiltonian cycle of G.
Note that if the graph G is a unicycle, then no proper
subgraph can be a unicycle. As an example, in Fig. 4,
the vertex induced subgraph G|{1,2,3} is a unicycle, but
G itself is not a unicycle.
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Fig. 4: A 4-node side information graph G. G|{1,2,3} is
a unicycle, but G is not a unicycle.
Theorem 1. An edge e of side information graph
G = (V,E) is critical if it belongs to a vertex induced
subgraph of G which is a unicycle.
Proof: Let e be an edge of G|S , where S ⊆ V and
G|S is a unicycle. Rate tuple (R1, . . . , Rn) defined by
Ri =
{
0, i 6∈ S,
1
|S|−1 , i ∈ S,
(3)
is achievable for index coding problem G by a simple
scalar linear code (since G|S has a Hamiltonian cycle).
Let G′ be the graph resulting from removing e from G.
The vertex-induced subgraph G′|S is acyclic (since the
Hamiltonian cycle of G|S is broken and by definition
there is no other cycle). Therefore, due to the MAIS
outer bound, any rate tuple (R′1, . . . , R′n) in the capacity
region of G′ satisfies ∑
i∈S
R′i ≤ 1. (4)
The rate tuple defined in (3) does not satisfy (4) and
thus is not achievable for index coding problem G′. This
means that removing edge e from G strictly shrinks the
capacity region and hence e is a critical edge of G.
In the rest of the paper, when edge e belongs to a
vertex induced subgraph which is a unicycle, we briefly
say edge e belongs to a unicycle. The following corollary
of Theorem 1 establishes a sufficient condition for a
graph to be critical.
Corollary 1. If every edge of the side information graph
G belongs to a unicycle, then G is critical.
Remark 2. Corollary 1 includes the critical structures
in Proposition 4 as special cases.
In the graph shown in Fig. 5, every edge belongs to
a unicycle and hence it is critical.
The converse to Theorem 1 does not hold in general,
i.e., there exist side information graphs with critical
edges that do not belong to any unicycle. One such
example is shown in Fig. 6.
IV. A PARTIAL CONVERSE
Throughout this subsection, we assume that e is an
edge of side information graph G = (V,E), and denote
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Fig. 5: A 4-node side information graph. G|{1,2,3} and
G|{1,3,4} are both unicycles.
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Fig. 6: A critical 5-node index coding problem. Although
the edge 2 → 5 does not belong to any unicycle, it is
critical. The capacity regions before and after removing
this edge are achieved by composite coding [7].
the graph resulting from removing e from G by Ge.
Let C and Ce be the capacity regions of G and Ge
respectively. The following lemma shows that the notion
of unicycle captures “criticality” not with respect to the
capacity region, but with respect to the MAIS outer
bound.
Lemma 1. Edge e belongs to a unicycle if and only if
the MAIS bound on Ce is a proper subset of the MAIS
bound on C .
Proof: Sufficiency. If the MAIS bound on Ce is a
proper subset of the MAIS bound on C , there exists a
subset S ⊆ V such that G|S contains a cycle and Ge|S is
acyclic. Let Smin be a minimal such subset. Then, G|Smin
is a unicycle that has e as one of its edges.
Necessity. Let G|S , S ⊆ V be a unicycle that has e
as an edge. By definition of a unicycle, the graph Ge|S
is acyclic. Therefore, inequality∑
j∈S
Rj ≤ 1,
is an inequality of the MAIS bound on Ce, but is not an
inequality of the MAIS bound on C , which completes
the proof of the lemma.
Next, we use Lemma 1 to establish the following
partial converse to Theorem 1.
Theorem 2. If edge e is critical for side information
graph G, then
1) it belongs to a unicycle, or
2) it does not belong to a unicycle and the MAIS
bound is not tight for Ge.
Proof: It suffices to show that if e is a critical edge
of G that does not belong to any unicycle, then the MAIS
bound is not tight for index coding problem Ge. Since
e is a critical edge for G, we have Ce ( C . Assume
by contradiction that MAIS bound is tight for Ge. This
makes the MAIS bound on Ce to be a proper subset of
the MAIS bound on C . Thus, by Lemma 1, e belongs
to a unicycle, which contradicts the assumption.
V. A CLASS OF INDEX CODING PROBLEMS
In this section, we consider the class of index cod-
ing problems with side information subsets A1, . . . , An
satisfying
Aj ⊆ {j − 1, j + 1}, j ∈ [1 : n]. (5)
The following proposition characterizes the capacity
region of the index coding problems in this class for
which at least one Aj is a proper subset of {j−1, j+1}.
Proposition 7. The MAIS outer bound is tight for index
coding problem G if (5) is satisfied and
Aj ( {j − 1, j + 1}, for some j ∈ [1 : n]. (6)
The proof of the proposition is presented in the Ap-
pendix. For the class of index coding problems satisfying
(5), the converse to Theorem 1 holds.
Proposition 8. Given an index coding problem G =
(V,E) satisfying (5), an edge e ∈ E is critical if and
only if it belongs to a unicycle.
Proof: The sufficiency follows from Theorem 1. For
necessity, by Proposition 7, for any edge e ∈ E, the
MAIS bound is tight for Ge. Thus, Theorem 2 implies
that every critical edge must belong to a unicycle.
In the side information graph shown in Fig. 7 (a),
edges 5 → 4, 4 → 3, and 2 → 1 do not belong to any
unicycle. Hence, the two side information graphs shown
in Fig. 7 have the same capacity region.
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Fig. 7: Two 5-node index coding problems with the same
capacity region.
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APPENDIX
PROOF OF PROPOSITION 7
To prove the proposition, we will show that for this
class of index coding problems, the fractional local
clique covering inner bound matches the MAIS outer
bound. To do this, for any rate tuple (R1, . . . , Rn)
that satisfies the MAIS bound in (1), we explicitly
construct (ρS ∈ [0, 1], S ∈ K) that meets the conditions
in Proposition 6.
For side information graphs satisfying (5), there are
only two possible types of cycles, namely, Hamiltonian
cycles and length-two cycles. Based on this, we consider
the following three cases.
Case 1. If G is acyclic, (1) implies ∑nj=1 Rj ≤ 1.
In this case, the size of the largest clique is one and(
ρ{j} = Rj , j ∈ [1 : n]
)
satisfies (2).
Case 2. If G has exactly one Hamiltonian cycle
and has no cycle of length two, then (1) implies∑
j∈[1:n],j 6=iRj ≤ 1, i ∈ [1 : n]. Similar to
case 1, the size of the largest clique is one and(
ρ{j} = Rj , j ∈ [1 : n]
)
satisfies (2).
Case 3. If G has at least one cycle of length two, then
there will be some cliques of size two in addition to the
cliques of size one. A set of nodes {i, i+ 1, . . . , i+ k}
is said to form a chain of length k if
Aj =


{i+ 1}, j = i,
{j − 1, j + 1}, i+ 1 ≤ j ≤ i+ k − 1,
{i+ k − 1}, j = i+ k.
We first assign ρS to cliques of size one as follows:
ρ{j} =
{
Rj , if node j does not belong to any chain,
0, otherwise.
Any clique of size two belongs to a chain. For each
chain, Algorithm 1 is used to assign ρS to the cliques of
size two. The algorithm ensures that no two consecutive
Rj’s of a chain appear in the total sum. Therefore,∑
S∈K
ρS =
∑
j∈V ′
Rj ,
for some V ′ ⊆ V such that G|V ′ is acyclic. Hence,
(ρS ∈ [0, 1], S ∈ K) as constructed above satisfies (2).
This completes the proof of the proposition.
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