The high-dimensional linear model y = Xβ 0 + is considered and the focus is put on the problem of recovering the support S 0 of the sparse vector β 0 . We introduce lasso-zero, a new 1 -based estimator whose novelty resides in an "overfit, then threshold" paradigm and the use of noise dictionaries for overfitting the response. The methodology is supported by theoretical results obtained in the special case where no noise dictionary is used. In this case, lasso-zero boils down to thresholding the basis pursuit solution. We prove that this procedure requires weaker conditions on X and S 0 than the lasso for exact support recovery, and controls the false discovery rate for orthonormal designs when tuned by the quantile universal threshold [26] . However it requires a high signal-to-noise ratio, and the use of noise dictionaries addresses this issue. The threshold selection procedure is based on a pivotal statistic and does not require knowledge of the noise level. Numerical simulations show that lasso-zero performs well in terms of support recovery and provides a good trade-off between high true positive rate and low false discovery rate compared to competitors.
Introduction
1.1 Recovery of a sparse vector in the linear model Nowadays in many statistical applications the number p of parameters to estimate exceeds the number n of observations. In such a high-dimensional setting, additional assumptions about the structure of these parameters are necessary for estimation to be possible. In the linear model
where X is a matrix of size n × p and ∼ N n (0, σ 2 I) is the noise component, the coefficient vector β 0 ∈ R p is often assumed to be sparse, meaning that most of its entries are zero. In a regression setting where each column X j ∈ R n of X corresponds to a potential predictor and y is the response variable, sparsity means that only a few of the predictors at hand are relevant for predicting y. Genetics provides a typical modern example, with datasets containing expression levels of thousands of genes for only a few observational units, and where researchers are often interested in identifying genes related to a certain medical trait. Another example is the problem of recovering discontinuity points in a piecewise constant function f given a noisy observation, which can also be formulated in the form (1) , where a nonzero component in β 0 corresponds to a discontinuity in f. These examples have the common goal to correctly identify the support S 0 of β 0 defined as
A vast amount of literature is dedicated to this problem, in the noisy as well as in the noiseless (σ = 0) case. In the noiseless case where y = Xβ 0 , it is ideally desired to recover the sparsest vector β satisfying y = Xβ, i.e. the solution to min
where β 0 denotes the number of nonzero coefficients of β. The problem (2) being NP-hard [32] , the convex relaxation 
called the basis pursuit (BP) problem [13] , provides a computationally attractive alternative. Problem (3) used as a proxy for (2) as been well studied in mathematical signal processing (see [22] and references therein) and it is known that under some conditions the solutions of (3) are solutions to (2) as well [17, 19, 15, 27, 25, 14, 10] . When the observations are corrupted by noise, the most natural adaptation to (3) is to modify the constraint to allow y − Xβ 2 to be positive, but not greater than a certain value. This yields the basis pursuit denoising problem [12, 16] : min
Basis pursuit denoising is known (see for example [22] ) to be equivalent to the lasso estimator [40] β lasso λ = arg min
The lasso has been extensively studied in the literature (see [8] and references therein). Under some conditions, it is known to detect all important variables with high probability for an appropriate choice of λ. However it often includes too many false positives [39] , and exact support recovery can be achieved only under a strong condition on X and sign(β 0 ), called the irrepresentable condition [45, 46, 8] .
Many other regularized estimators based on the 1 -penalty have been proposed. Some like adaptive lasso [46] , thresholded lasso [43] and relaxed lasso [30] add a second selection step after solving the lasso. The group lasso [44] is used for selecting grouped variables; the elastic net [29] combines the 1 and 2 types of penalty; the Dantzig selector [11] minimizes the 1norm subject to a constraint on the maximal correlation between X and the residual vector. Resampling procedures like stability selection [31] have been proposed to control the probability of lasso to make false discoveries. More recently, new techniques like the knockoff filter [3, 9] and SLOPE [6] have been introduced with the aim of controlling the false discovery rate. Although differing in their purposes and performance, the general idea underlying these procedures remains the same, namely to find a trade-off between the fit y − Xβ and some measure of the model complexity.
Our approach and contribution
Relying on the success of BP (3) in the noiseless case, we argue that there is another way to adapt to the presence of noise. A naive alternative to (4) is to overfit the response y by solving BP in a first step, and then to threshold the obtained solution to retain only the largest coefficients. We prove in Section 3 that this procedure requires less stringent conditions on X and S 0 than lasso for exact support recovery. Figure 1 illustrates a typical example where S 0 can be recovered exactly by a thresholded BP solution, but not by the lasso. It corresponds to the simulation setting (b) described in Section 5.1 with an amplitude of 1 for the nonzero components of β 0 . The curves represent all componentsβ lasso λ,j of the lasso solution as λ varies. The red curves correspond to indices j belonging to the support S 0 . Looking at the path it is clear that lasso cannot recover the true support in this case since there is no value of λ for which the estimated support equals S 0 . On the other hand, one does see a clear separation between the red and black curves if one looks at the limit solution of the path as λ tends to zero. Interestingly, the limit lim λ→0 +β lasso λ of the lasso path is known to be a solution to the BP [41] . So in this case there exists a threshold level τ -indicated horizontally on Figure 1 -such that the thresholded BP solution is exactly supported on S 0 .
Motivated by this finding, we keep in mind this "overfit, then threshold" paradigm and introduce lasso-zero, an 1 -based estimator improving the procedure described above in cases where the signal-to-noise ratio (SNR) is too low for basis pursuit to extract the right coefficients. The novelty of lassozero also resides in the use of random noise dictionaries in the overfitting step. As for any thresholding estimator, the choice of the threshold level is crucial. A good threshold should achieve a high true positive rate (TPR) for reasonable SNR while maintaining a low false discovery rate (FDR). Also, a good threshold selection procedure is one that can be used even if the noise level σ is unknown. We opt for quantile universal thresholding (QUT) [26] and propose a procedure that controls the FDR under the null model β 0 = 0 and which does not require the knowledge nor a preliminary estimation of σ. Our numerical simulations show that lasso-zero tuned by QUT outperforms its competitors in terms of recovery of S 0 and provides a good trade-off between high TPR and low FDR. The support S 0 has size 10 and is represented by the red curves. None of the lasso solutions recover S 0 , whereas the BP solution -corresponding to the limit lasso solution as λ tends to 0 -recovers S 0 exactly if thresholded properly.
Related work
To the best of our knowledge the only other work that studied the idea of thresholding the BP solution is [36] . In their setting n noisy random projections of the sparse signal β 0 are observed and the authors prove that the algorithm consisting in thresholding the BP solution is nearly optimal in the sense that it matches algorithm-independent necessary conditions on the SNR and the number n of measurements required for recovering the signs of β 0 . Their results assume some restricted isometry property which is stronger than our assumption and allows no direct comparison to the necessary conditions required by lasso for exact model selection. The threshold level requires the knowledge of the minimal nonzero coefficient in β 0 , and as such cannot be used in practice. In contrast, our methodology can be used without any knowledge of β 0 or σ.
Organization of the paper
The lasso-zero estimator is defined in Section 2. Section 3 presents the theoretical result supporting our methodology, namely that thresholding the BP solution recovers S 0 under weaker conditions on the design and the support than the lasso. The choice of the threshold τ is discussed in Section 4: Section 4.1 defines the quantile universal threshold for lasso-zero, and Section 4.2 proves that the FDR is controlled for the thresholded BP estimator in case of orthonormal design. Results of numerical simulations are presented in Section 5. A final discussion is given in Section 6.
Notation: For a matrix X ∈ R n×p and a subset S ⊂ {1, . . . , p} of size s, the submatrix of size n×s consisting of all columns of X indexed by elements j ∈ S is denoted X S . Similarly, for a vector β ∈ R p , β S denotes the vector in R s obtained by extracting all components of β indexed by S.
Lasso-zero
To recover the support S 0 of β 0 in the noisy linear model (1), we could ignore the noise and solve the BP problem (3) in a first step, and in a second step threshold the obtained solution so that only the large coefficients remain. It turns out that if the perturbation is small enough, this procedure can recover S 0 exactly under a weak assumption on X and S 0 (see Section 3). However in practice the SNR is often too low and it is not desirable to enforce the exact fit y = Xβ as it is constrained by BP. We therefore suggest to use a noise dictionary consisting in a random matrix G ∈ R n×q and rewrite model (1) as y = Xβ 0 + Gγ with noise coefficients γ ∈ R q , and to compute the BP solution for the extended matrix (X | G), i.e.
(β,γ) = arg min β∈R p ,γ∈R q
Since BP requires an exact fit of y, the purpose of the random dictionary G is to fit the noise component so that the columns of X can be mostly used to fit the signal Xβ 0 . However if by misfortune one or some of the columns of G are strongly correlated with a column X j with j ∈ S 0 , then BP might set β j to zero in favor of one or several columns of G. A way to circumvent this is to repeat the procedure several times and take the median for each component of the estimated βs, since for well behaved X it can be expected that most of the times β j will be set to zero for j ∈ S 0 and nonzero for j ∈ S 0 . This gives the following estimator.
Definition 1. For given q ∈ N, M ∈ N and for a given threshold τ ≥ 0, the lasso-zero estimatorβ
is defined as follows:
∼ N (0, 1) and compute the solution (β (k) ,γ (k) ) to (6) with G = G (k) .
Defineβ 1 byβ
1 j := median{β (k) j , k = 1, . . . , M } for every j ∈ {1, . . . , p}.
Threshold the coefficients at level
for j ∈ {1, . . . , p}, where η τ denotes any thresholding function satisfying η τ (x) = 0 if |x| ≤ τ and sign(η τ (x)) = sign(x) otherwise.
We will often omit the parameters (q, M ) and writeβ lass0 τ to avoid heavy notation. The obtained estimated support is denoted
Common examples of thresholding functions η τ are the hard-thresholding and soft-thresholding functions, respectively defined as η hard τ (x) = x1 (τ,∞) (x) and η soft τ (x) = sign(x) max(0, |x| − τ ) [18] . For the sake of generality lasso-zero is defined for any choice of q ≥ 0. In practice, since the dictionaries G (k) ∈ R n×q aim at fitting the noise , it is desirable to choose q ≥ n. In this case problem (6) is almost surely feasible for any matrix X. We suggest and use q = n in Section 5. If q < n and if y does not belong to Range(X), problem (6) might not be feasible. In this case the BP solution is replaced by a least-squares solution with minimal vector β 0 has support S 0 = {75, 150, 225} and β 0 j = 2.5 for every j ∈ S 0 . Figure 2 shows the coefficients ofβ 1 (step 2 in Definition 1, that is, lasso-zero before being thresholded) for different values of q and M. The obtained coefficientsβ 1 j for j ∈ S 0 are indicated in red. If (q, M ) = (0, 1) ( Figure 2 (i)), no noise dictionary is used andβ 1 is simply the solution to BP (3). Here the three largest coefficients in absolute value are not the ones indexed by S 0 , therefore exact support recovery after thresholding is impossible. In Fi-gures 2(ii) and 2(iii), noise dictionaries of size q = n are used. Figure 2 (ii) illustrates the effect of using a single one (M = 1): sparsity is induced inβ 1 since the columns of G (1) can also be used to fit y, but exact support recovery is still impossible. In Figure 2 (iii), M = 30 noise dictionaries are used and β 1 j is the median of the obtainedβ
This has the effect of setting almost all nonimportant coefficients to zero. With an appropriate threshold level (say τ = 0.3 here), the estimated support equals S 0 .
The name of lasso-zero is motivated by the following relation between BP and the lasso. Given a continuous lasso path {β lasso λ | λ > 0}, it is known that the limit solution lim λ→0 +β lasso λ is a least-squares solution with minimal 1 -norm [41] , and hence a BP solution if y ∈ Range(X). Thus the idea underlying our methodology is to consider the lasso path at its limit when λ tends to zero, where the shrinkage of coefficients is the weakest.
Concatenating random matrices G (k) to the design matrix X may seem a surprising idea. Indeed for a large number p of potential predictors, the problem of model selection is sometimes compared to finding needles in a haystack. By adding columns to the matrix X we add more straw to the haystack and at first glance this might make the task of finding needles even more difficult. However considering that BP looks for an exact solution to y = Xβ although we know that y is contaminated by noise, providing other vectors than the columns X j ∈ R n to fit the noise component seems like a natural thing to do to prevent many false discoveries. Importantly, the columns that are added are known to be straw, whereas in the original problem it is not known a priori which variables are the needles to find and which ones are the straw.
The main reason for introducing extra columns in the design matrix is to use them as a dictionary to fit the noise. But the associated noise coefficientsγ (k) also have the advantage of carrying some information about the noise level σ. This fact is exploited in Section 4.1 to get a pivotal statistic allowing to select the threshold τ when the noise level is unknown.
Theoretical results
A particular case of lasso-zero is when q = 0 and M = 1, i.e. when no random column is added to X. Then lasso-zero simply thresholds the solution to the BP problem (3). This particular case is at the core of the lasso-zero idea and the results obtained in this case motivate our methodology. We focus here on this special case and throughout this section "lasso-zero" always refers tô β lass0
Remark 1. When X T X = I, the unique solution to BP (3) is X T y, and lasso-zero boils down to thresholding the least-squares estimate. Therefore it coincides with WaveShrink, introduced in [18] in the context of sparse wavelet representations, and with lasso if the soft-thresholding function η τ = η soft τ is used [40] .
Our main finding is that lasso-zero requires a weaker condition on X and S 0 than lasso for exact recovery of S 0 . To see that, letβ 1 ( ) denote the solution to min
in other wordsβ 1 ( ) is the BP solution obtained if we were to observe only the noise term . Note that the smaller σ is, the smaller the coefficients ofβ 1 ( ) tend to be. Since = Xβ 1 ( ), the linear model (1) can be rewritten as y = X(β 0 +β 1 ( )), which we interpret as a noiseless problem in which it is desired to recover β 0 +β 1 ( ). If the perturbationβ 1 ( ) is small we expect -or at least hopethat the BP solutionβ 1 will be close to β 0 +β 1 ( ), so that after thresholding its coefficients at some level τ > 0 only the components indexed by j ∈ S 0 remain nonzero. As already mentioned, BP is efficient for recovering sparse vectors in the noiseless case. Although close to β 0 , the vector β 0 +β 1 ( ) is less sparse. We will therefore assume that X and S 0 satisfy the stable nullspace property, which ensures the stability of BP with respect to sparsity defect [22] . The stable nullspace property is met with constant ρ ∈ (0, 1) if
We find that under the stable nullspace property, lasso-zero can recover the signs of β 0 exactly. Theorem 1. Assume rank(X) = n and the stable nullspace property (8) is met for X and S 0 with constant ρ ∈ (0, 1). Let β 0 min := min{|β 0 j | | j ∈ S 0 }.
then there exists a threshold τ > 0 such that
The proof can be found in the appendix. Note that exact sign recovery (10) clearly implies exact support recoveryŜ lass0 τ = S 0 . We now compare the result in Theorem 1 to the theory of lasso (5) . It has been shown that in an asymptotic setting the θ-irrepresentable condition
where θ ∈ (0, 1), implies consistent model selection by lasso [45, 46] . Irrepresentability is actually almost necessary (the inequality in (11) being replaced by ≤ 1) even in the noiseless and finite sample case [8] . Theorem 1 holds no matter what sign(β 0 S 0 ) is, whereas the irrepresentable condition (11) is defined for specific signs. For lasso to consistently recover S 0 for arbitrary signs of β 0 S 0 , the θ-uniform irrepresentable condition
should be assumed. The following result confirms that the condition in Theorem 1 is weaker than the θ-uniform irrepresentable condition.
Proposition 1. The θ-uniform irrepresentable condition implies the stable nullspace property for any ρ ∈ (θ, 1).
Proof. By Theorem 7.2. in [8] , the θ-uniform irrepresentable condition implies the so called (L, S 0 )-compatibility condition for any L ∈ (1, 1 θ ), which states that there exists a φ 2 (L, S 0 ) > 0 such that
So for any ρ ∈ (θ, 1), the compatibility condition holds for L = 1 ρ . Now assume there exists a β ∈ ker(X) for which β S 0 1 > ρ β S 0 1 . Then we have β S 0 1 < L β S 0 1 and the compatibility condition (13) implies that
But β ∈ ker(X) so we conclude β S 0 = 0, which contradicts the assumption β S 0 1 > ρ β S 0 1 . Proposition 1 shows that the stable nullspace property is not only weaker than the uniform irrepresentable condition, but also weaker than the compatibility condition, which is assumed for obtaining oracle inequality for the prediction and estimation error of lasso [8] . See [42] for more conditions used in the lasso theory and the relations between them.
Selecting the threshold τ
The threshold selection procedure suggested in this work is based on quantile universal thresholding (QUT), a general method introduced in [26] to select a threshold. Section 4.1 derives QUT for lasso-zero and importantly, proposes a way to choose the threshold when the noise level σ is unknown without requiring a preliminary estimation. Section 4.2 focuses again on the special case where (q, M ) = (0, 1) and presents guarantees concerning the control of the FDR in the orthonormal case.
Quantile universal thresholding
Standard methods for selecting tuning parameters like cross-validation and other information criteria like SURE [38] , BIC [37] , AIC [1] , are driven by prediction goals. Quantile universal thresholding, on the contrary, is more directed towards model selection. It consists in controlling the probability to correctly recognize the null model when β 0 = 0. In other words, ifβ λ is a regularized estimator tuned by a parameter λ, the α-quantile universal threshold λ α is the value of λ for which P(β λ ( ) = 0) = 1 − α, since if β 0 = 0 the linear model (1) is simply Y = .
By Definition 1,β lass0 τ = 0 if and only if τ ≥ β 1 ∞ , hence the α-quantile universal threshold for lasso-zero is given by
where F T denotes the c.d.f. of T := β 1 ( ) ∞ . If the value of σ is known, the threshold (14) can be estimated by Monte-Carlo simulations. However in practice the noise level is rarely known. In such cases it is often estimated beforehand, for example using a refitted cross-validation procedure [20] or based on the lasso tuned by cross-validation like in [34] . It is rather suggested here to pivotize the statistic β 1 ( ) ∞ using the noise coefficientsγ (k) . We consider 
Guarantees in the orthonormal case
We focus again on the case where (q, M ) = (0, 1) like in Section 3, and we derive guarantees offered by QUT when X is orthonormal.
In the multiple testing terminology, the probability to make at least one false discovery is called the familywise-error-rate (FWER). In our support recovery setting, it is expressed as
whereŜ is the estimated support of β 0 . Another commonly used criterion quantifying the propensity of a procedure to make false discoveries is the false discovery rate (FDR) [4] , which corresponds to the average proportion of discoveries that are false, i.e.
Since FDR ≤ FWER, any procedure controlling the FWER at level α also controls the FDR. By definition, QUT controls the FWER -and therefore the FDR -under the null model β 0 = 0. It turns out that this property extends to the orthonormal case for any value of β 0 . (1) with design matrix X such that X T X = I. Then for any value of β 0 ∈ R p , lasso-zero (equivalently lasso) tuned by QUT as in (14) controls the FWER, and therefore the FDR, at level α.
Proposition 2. Consider the linear model
Proof. By Remark 1, lasso-zero (and lasso) threshold the least-squares estimateβ LS = X T y = β 0 + X T . Then for τ = τ α as in (14):
Controlling the FWER generally leads to very conservative procedures, and recent work on linear regression has rather aimed at controlling the FDR [6, 3, 9] . However, controlling the FDR for general design matrix X is difficult. SLOPE [6] provably controls it in the orthonormal setting, and the authors have suggested a heuristic sequence of tuning parameters when the entries of X are i.i.d. and Gaussian. The knockoff filter [3] provably controls the FDR in the linear model provided p < n. A change of paradigm assuming random design but making no assumption on the model allowed to extend the knockoff filter to the high-dimensional case [9] .
A good model selection procedure is one that maintains low FDR while increasing power as the SNR increases. The power of the procedure is quantified by the true positive rate (TPR), the expected proportion of important variables that are detected:
We find empirically in Section 5 that our methodology provides a good trade-off between high TPR and low FDR compared to competitors, and that it is more likely to recover the true model S 0 .
Numerical experiments 5.1 Simulation settings
Our numerical experiments illustrate the performance of lasso-zero and corroborate our theoretical findings in terms of recovery of S 0 and good control of the FDR, for data generated according to model (1) with different matrices X:
(a) i.i.d. Gaussian design: here n = 100, p = 200 and the entries X ij are i.i. d. N (0, 1) . The columns of X are then mean-centered and standardized so that n i=1 X ij = 0 and 1 n−1 n i=1 X 2 ij = 1 for every j. The matrix is generated once for the whole simulation. The amplitude of the nonzero coefficients is set to 1.5 and their signs are random.
(b) wider i.i.d. Gaussian design: identical to (a) except p = 1000 and the amplitude of the nonzero coefficients is increased to 2.
(c) wide design with correlated variables (real dataset): the design matrix from the riboflavin dataset used in [7] is considered. The expression levels of p = 4088 genes are measured for n = 71 Bacillus subtilis bacteria. It is characterized by a large ratio p/n and fairly high correlations between variables. As in (a) and (b) the matrix was meancentered and standardized. The nonzero coefficients have amplitude 4 and random sign. Note that we obtain results similar to the ones in this setting with a wide Gaussian matrix with Toeplitz covariance matrix Σ with Σ ij = 0.9 |i−j| .
(d) highly correlated columns (segmentation problem): here n = 300 and the considered matrix is X ∈ R n×(n−1) defined by X ij = 1 {i>j} . It is related to the problem of recovering the discontinuity points of a piecewise constant signal f 0 of size n, given a noisy observation y = f 0 + . Indeed, this problem falls within the sparse linear framework by considering the vector β 0 ∈ R n−1 of all successive differences β 0 j = f 0 j+1 − f 0 j and writing
where 1 n ∈ R n is the vector of ones. Then recovering the discontinuity points of f 0 is equivalent to recovering the support of β 0 . In our simulations the discontinuities have amplitude 3 and random signs. In order to omit the intercept f 0 1 in the analysis, both the observation y and the matrix X are mean-centered, so β 0 is estimated from the responsẽ y = (I − P 1n )y and the matrixX = (I − P 1n )X, where P 1n is the orthogonal projection matrix onto the subspace generated by 1 n . Note that in this case lasso is equivalent to the total variation estimator [35] f T V = arg min
In all the simulations the parameters (q, M ) of lasso-zero are set to q = n and M = 30 and the threshold is selected as in (16) with α = 0.05. The noise level is set to σ = 1 and the support S 0 is chosen randomly for each realization, except in setting (d) where the discontinuity points are always equidistant. The sparsity index s 0 := |S 0 | starts from 0 (null model) and is increased until exact support recovery becomes almost impossible.
In the i.i.d. Gaussian settings (a) and (b), lasso-zero is compared to lasso tuned by GIC [21] , and to three estimators aiming to control the FWER or the FDR: stability selection [31] , model-X knockoffs [9] and SLOPE [6] . Computations are made with the R packages glmnet [23] , stabs [28] , knockoff [33] and SLOPE [5] respectively. Stability selection is tuned with cutoff=0.6 and PFER=1. The Model-X knockoffs method is used together with the statistic stat.glmnet coefdiff (based on the comparison of the coefficients to their respective knockoffs at the lasso solution tuned by cross-validation). It is not tuned to "knockoff+", which provably controls the FDR for random X, since it is known to be very conservative and results in bad performance in terms of TPR and exact support recovery. Therefore the option offset=0 is chosen so that the knockoff filter only controls a modified version of the FDR and leads to less conservative results. Both SLOPE's and knockoffs' FDR target is set to 0.05. For both lasso tuned by GIC and SLOPE, the value of σ is estimated based on the residual sum of squares for the lasso tuned by crossvalidation, as in [34] (the current implementation of SLOPE to estimate σ runs into occasional convergence problems under our simulation regimes).
For the riboflavin dataset (c), lasso-zero is again compared to lasso tuned by GIC and to stability selection. Model-X knockoffs was excluded because computation turned out to be very slow for this design. SLOPE was not considered either since the variables are far from being i.i.d. Gaussian.
In the segmentation problem (d), lasso is again tuned by GIC, with an estimation of σ based on the MAD of the successive differences of y. The knockoff filter with fixed design [3] is also considered, together with the statistic stat.lasso lambdasmax. In order to compare our results to state-of-the-art methods, we also run wild binary segmentation [24] , which was specifically introduced for segmentation, using the R package wbs [2] .
We make a here an important clarification regarding the standardization of the matrices X and G (k) . It is desirable that the vectors of the noise dictionaries are on the same scale as the columns of X. So when X is standardized so that the empirical standard deviation of each column X j equals 1, the same is done on the noise dictionaries G (k) . In setting (d), the matrixX is not standardized in order to preserve the particular structure of the problem. In this case, we standardize all columns G Figure 3 shows the frequency of exact support recovery after 500 replications. Lasso-zero clearly performs better than its competitors in all settings, with an exception in setting (d) where wild binary segmentation is more efficient. This is not surprising since wild binary segmentation is specifically tailored to the segmentation problem, whereas the other estimators have a more general purpose. In all settings lasso-zero provides a considerable improvement over the lasso in terms of support recovery, which seems to indicate that our theoretical results from Section 3 extend to lasso-zero with q = n. In the Gaussian settings (a) and (b), lasso-zero's probability to recover S 0 stays close to 1 for sparse models and starts decreasing much later than the other estimators as s 0 increases. Due to the correlation between the columns of X in settings (c) and (d), exact support recovery is a much harder task and is achieved only for very sparse models.
Results
The TPR and FDR are represented in Figure 4 . Lasso-zero's FDR stays below the targeted level α = 0.05 in the Gaussian settings (a) and (b), where the columns of X are statistically independent. In settings (c) and (d), its FDR exceeds the level α but remains low, close to stability selection and wild binary segmentation respectively. However in setting (c) stability selection achieves low FDR by being very conservative and having a low TPR as well. Lasso and SLOPE behave quite similarly, showing high TPR but a bad FDR. Thus lasso-zero provides the best trade-off between high TPR and low FDR.
Discussion
Our theoretical and empirical results support the good properties of lassozero in terms of support recovery, particularly compared to lasso. The high FDR of the lasso and its difficulty to recover the true support are often explained by the excessive amount of shrinkage induced by its 1 -penalty. Because lasso-zero is based on the limit of the lasso path as the regularization parameter tends to zero, shrinkage is less of a burden and this might explain why it achieves better performance.
To the best of our knowledge, the use of random dictionaries for overfitting the response is also new. This work provides promising results for the linear model, but the same methodology could be used in other settings. Further work includes for example an extension to generalized linear models.
A Proof of Theorem 1
The following result will be used in the proof: Proof. For any β ∈ R p , we have
If β satisfies y = Xβ, then
where the last inequality holds since β is feasible for BP (3). Rearranging the terms, this yields
Using the feasible vector β = β 0 +β 1 ( ), we obtain (β 1 (y) −β 1 ( )) S 0 1 ≤ β 1 (y) S 0 − (β 0 +β 1 ( )) S 0 1 + 2 β 1 ( ) S 0 1 .
Nowβ 1 (y) − (β 0 +β 1 ( )) belongs to ker(X), so by the stable nullspace property (8) β 1 (y) S 0 − (β 0 +β 1 ( )) S 0 1 ≤ ρ (β 1 (y) −β 1 ( )) S 0 1 , hence (β 1 (y) −β 1 ( )) S 0 1 ≤ 2 1 − ρ β 1 ( ) S 0 1 .
The stable nullspace property also implies β 1 (y) − (β 0 +β 1 ( )) 1 = (β 1 (y) − (β 0 +β 1 ( ))) S 0 1 + (β 1 (y) −β 1 ( )) S 0 1 ≤ (1 + ρ) (β 1 (y) −β 1 ( )) S 0 1 .
Combining this with the inequality (17) gives the statement.
Proof of Theorem 1. For j ∈ S 0 :
where the last inequality comes from Lemma 1. So
we have thatβ lass0 τ,j (y) = 0. For j ∈ S 0 :
where we have used assumption (9) in the last inequality. This implieŝ β lass0 τ,j (y) = 0. It remains to check that sign(β 1 j (y)) = sign(β 0 j ). We have |β 1 j (y) − β 0 j | − |β 1 j ( )| ≤ |β 1 j (y) − (β 0 j +β 1 j ( ))| ≤ β 1 (y) − (β 0 +β 1 ( )) 1
which implies sign(β 1 j (y)) = sign(β 0 j ).
