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Climate affects the timing and magnitude of phytoplankton blooms that fuel marine food webs and influence global biogeochemical cycles. Changes in bloom timing have been detected in some cases, but the underlying mechanisms remain elusive, contributing to uncertainty in long-term predictions of climate change impacts. Here we describe a 13-year hourly time series from the New England shelf of data on the coastal phytoplankter Synechococcus, during which the timing of its spring bloom varied by 4 weeks. We show that multiyear trends are due to temperature-induced changes in cell division rate, with earlier blooms driven by warmer spring water temperatures. Synechococcus loss rates shift in tandem with division rates, suggesting a balance between growth and loss that has persisted despite phenological shifts and environmental change.
M
arine phytoplankton account for one-half of global primary production. Of considerable interest and concern is how climate change may affect this production. Increased temperature, ocean acidification, and altered nutrient delivery all have the potential to affect phytoplankton dynamics, including the timing and magnitude of blooms, which can dominate seasonal productivity (1, 2). There is evidence of current and ongoing changes in plankton phenology (3) (4) (5) , with potentially substantial ecological consequences for marine systems (6) .
Recently, there has been uncertainty about the detection of trends in phytoplankton biomass and how possible trends relate to climate change (7) (8) (9) . The uncertainty arises in part from difficulties in species-level detection of phytoplankton. Many studies use bulk measurements that reflect a composite of the phytoplankton community (10) . These measurements (such as chlorophyll concentration) can mask taxon-specific changes and obscure the mechanisms that govern responses to climate change. Another challenge lies in the need to observe and measure phytoplankton at appropriate time scales to elucidate those mechanisms. Ecological interactions and physiological responses of phytoplankton are rapid (on the order of minutes to hours). To adequately capture population dynamics, we must sample at this frequency, but also for extended durations because identification of seasonal, yearly, or decadal trends requires time series of these lengths.
We address this lack of temporal and taxonomic resolution for the picophytoplankter Syn- At MVCO, Synechococcus concentration exhibits a strong seasonal cycle, with low concentrations in winter and early spring, followed by a two-to three-order-of-magnitude bloom event in late spring (Fig. 1A ). The population fluctuates around a slowly declining trend during summer and early fall and then declines sharply in late fall. Although this classic pattern (12) is stable from year to year, we found that the timing of the spring bloom varied by up to 4 weeks within our time series, and in particular we noted a trend of earlier blooms from 2003 to 2012 (~20-day advance) and later blooms from 2013 to 2015. We quantified these shifts by determining the day of the year at which the concentration first exceeds threshold concentration levels ( Fig. 2B and fig. S1 ). Concurrent observations of temperature (Fig. 1D) show that earlier blooms coincide with warmer spring conditions ( Fig. 2A and fig. S2 ). For each degree increase of the mean temperature in April, the spring bloom advances 4 to 5 days. The water at MVCO has been warming ( fig. S3 ) in a manner consistent with the multidecadal trend in this region (13) . Large seasonal and interannual variations are superimposed on these warming trends.
Numerous studies have identified correlations between temperature and Synechococcus concentration across a range of ocean conditions (12, (14) (15) (16) (17) . In particular, there is evidence that the spring bloom begins in northeast U.S. and Canadian waters when the temperature exceeds ~6°C (12, 18) . In addition, studies with cultured isolates have shown that Synechococcus physiology is temperature-dependent (19, 20) . However, in situ evidence of a direct link between cell division rates and temperature is limited (12, 19, 20) .
To understand the mechanism underlying the phenology shifts at MVCO, it is necessary to separate contributions from cell division and cell loss. Traditional methods for doing so require labor-intensive measurements (21, 22) that are impractical to sustain over months and years. Instead, we used a method that exploits the diel variations in the cell size of Synechococcus (17) (fig. S4 ). Cells typically increase in volume during daylight hours as they photosynthesize and then decrease in volume in the evening through cell division. By fitting a matrix population model to the size-distribution time series, it is possible to accurately estimate daily population division rates for Synechococcus (17) . The same method also works well for other phytoplankton SCIENCE sciencemag.org 21 species (23, 24) . The model relies only on changes in cell size and not on changes in cell concentration, which are often decoupled from division rate ( fig. S4 ) as a result of cell loss or advection. Isolating the contribution of cell division is critical, because the net population growth rate is typically much lower than the division rate as a result of the tight coupling between primary producers and consumers in planktonic ecosystems (25) . In combination with sustained, highresolution in situ observations, this model makes it possible to produce the multiyear records of daily division rate (Fig. 1B) that are required to understand phenological shifts.
Model-estimated division rates reflect a composite response of the entire Synechococcus population. Natural populations are often composed of more than one Synechococcus type, and multiple genotypes are known to coexist at MVCO (26, 27) . Types can differ in physiological characteristics, such as temperature growth response or tolerance (20) . Nonetheless, we find that Synechococcus division rates exhibit a pronounced seasonality, suggesting strong environmental drivers for the entire population. The division rate is as low as 0.1 day −1 in winter and as high as 1.4 day −1 in spring (Fig. 1B) , increasing rapidly after water temperature exceeds~5°C (Fig. 3) . The increase slows or stops once water temperature reaches~16°C in spring. The shape of the relationship between temperature and division rate strongly resembles that of the relationship for cultured Synechococcus (19, 20) . During spring, a single clade-I genotype makes up the majority of the population (26) . A cultured MVCO isolate belonging to this clade exhibits the same relationship between division rate and temperature as we report here for the natural population (17) (fig. S5) . No other environmental factor (light or nutrients) shows such a strong relationship with in situ division rate in spring ( fig. S6 ). Together, these results support the view that temperature is the main factor limiting Synechococcus division during late winter and spring (17) . Our second main result is that the phenological shifts of the spring bloom are caused by temperature-induced shifts in the timing of the division rate increase (fig. S2) . Specifically, the date at which population growth potential (computed as the integrated division rate for each day in spring; methods and fig. S7 ) reached threshold values advanced over the warming period 2003-2012 but retreated when spring temperatures cooled in 2013-2015 (Fig. 2C) . The record-warm conditions in 2012 mark a transition between periods of advancing and retreating that are coincident across threshold crossings for spring temperature, Synechococcus concentration, and integrated division rate. In conjunction with the temperature dependence of the division rate in spring (Fig. 3) , this result supports the conclusion that shifts in the timing of spring blooms reflect a direct physiological response to shifts in the onset of seasonal warming.
If division rates were the only factor affecting bloom phenology, we would expect not only a shift in timing, but also a change in the rate of increase in cell concentration. In fact, only the timing has shifted, whereas the rate of increase in cell concentration has not changed systematically (Fig. 2B) . The stability of the bloom trajectory suggests that population losses have also shifted in tandem with growth ( Fig. 2D and fig. S7 ). To illustrate this, we calculated bulk Synechococcus loss rates by subtracting the division rate from the net growth rate. The loss rates closely track division rates in magnitude over the entire time series (Fig. 1C) , but during the spring bloom, the loss rate is on average~0.15 day −1 lower than the division rate (Fig. 4A) . It is this slight imbalance persisting for several months that leads to a steady blooming phase. The narrow margin by which Synechococcus can essentially "outgrow" their losses in spring makes this a critical time for cells to accumulate. Our third main result, that loss rates closely track division rates, suggests that the dominant losses are biological (e.g., viral lysis and grazing) rather than physical in nature. It is unlikely that advection of spatial patches, for instance, would produce this tight correspondence year after year.
Beyond the connection to climate, our findings provide important insights into the ways that physiology and environmental factors interact to control phytoplankton blooms, a classic problem that has been the subject of recent controversy (28) . Considering bulk properties of phytoplankton, Behrenfeld and Boss (29) have recently argued that, despite decades of study, no evidence has emerged linking bloom dynamics to physiological factors that regulate phytoplankton division rates. This led them to conclude that bloom dynamics depend principally on the impact of consumers, a long-recognized control of phytoplankton abundance (30) . Our findings for Synechococcus agree with those of Behrenfeld and Boss in so far as division rates (and, by inference, loss rates) are roughly 10 times the accumulation (net growth) rates. Our results differ, however, in that we find a significant positive correlation between division and accumulation rates over the course of the spring bloom (Fig. 4 , B and C). This correlation was not detected by Behrenfeld and Boss, and perhaps should not be expected to be evident in the satellite-based observations of chlorophyll concentration that they analyzed (29) . Those observations aggregate the entire phytoplankton community over a relatively large region of the ocean and mask individual responses of different taxa.
Our observations, made at a much smaller spatial scale and with much finer taxonomic and temporal resolution than that of satellite data, reveal a connection between division rates and the bloom dynamics of Synechococcus. Consumers (including grazers, viruses, and parasites) certainly play a major role in shaping the bloom's trajectory, but the bloom is triggered by an environmental factor, the seasonal temperature rise, which leads to increases in the Synechococcus division rate (Fig. 3) . The bloom persists until the division rate plateaus (Fig. 4B) , at which point losses overtake division and the bloom begins to decline.
We were able to diagnose the importance of temperature in regulating the dynamics of a ubiquitous marine primary producer, Synechococcus, by exploiting a 13-year time series comprising data on millions of individual cells and their traits. This allowed us to not only quantify the relationship between temperature and cell division in a natural population, but also to document how that relationship is the basis for a dramatic phenological shift affecting both Synechococcus and their consumers. It remains to be seen whether this ecological coupling will hold as warming trends continue in the decades to come. Practical, high-yield lignin depolymerization methods could greatly increase biorefinery productivity and profitability. However, development of these methods is limited by the presence of interunit carbon-carbon bonds within native lignin, and further by formation of such linkages during lignin extraction. We report that adding formaldehyde during biomass pretreatment produces a soluble lignin fraction that can be converted to guaiacyl and syringyl monomers at near theoretical yields during subsequent hydrogenolysis (47 mole % of Klason lignin for beech and 78 mole % for a high-syringyl transgenic poplar). These yields were three to seven times those obtained without formaldehyde, which prevented lignin condensation by forming 1,3-dioxane structures with lignin side-chain hydroxyl groups. By depolymerizing cellulose, hemicelluloses, and lignin separately, monomer yields were between 76 and 90 mole % for these three major biomass fractions.
L
ignin is an abundant natural polymer, accounting for 15 to 30 weight % (wt %) of lignocellulosic biomass (1, 2). Unlike cellulose and hemicellulosic polysaccharides, the other major constituents of biomass, lignin primarily consists of methoxylated phenylpropanoid (guaiacyl and syringyl) subunits. This structure gives lignin an energy density 30% greater than that of polysaccharide polymers and makes it one of the few natural large-scale sources of aromatic compounds (3, 4) . These properties make lignin-derived monomers useful precursors for renewable aromatic chemicals and drop-in fuels (3, 4) .
The longstanding interest in lignin valorization has translated into few commercial processes because of the lack of practical high-yield lignin depolymerization methods that can be used while upgrading biomass polysaccharides. Promising biorefinery fractionation or pretreatment processes-such as those using water (5), alcohol (6), tetrahydrofuran (THF) (7), ionic liquids (IL) (8) , and g-valerolactone (GVL) (9, 10)-use high temperatures and/or inexpensive mineral acids (such as H 2 SO 4 and HCl) that facilitate the removal of lignin and hemicelluloses (5, 11) . A largescale source of lignin could likely come from a process using these technologies (4). However, the
