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Abstract. Design of nonlinear dynamic systems is a challenging task. Computers may help to ana-
lyze and optimize virtual prototypes in an earl design phase, but there isa lack of design tools. In this 
paper, a design concept on the basis of a mullibody system approach is dcscribed. Programs for 
modeling, simulation, sensitivity analysis. optimization. and animation arc operating under a com-
mon administration which ensures model consistency. The designer is supported by a grnphical user 
interface, distributed computation improves efficiency. 
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I. INTRODUCTION 
Design oC mechanical systems is changing Crom an 
intuitive product develupment on the basis oC ex-
perimental studies to a simulation-based ap-
proach. Such virtual prototyping helps to shorten 
development cycles since problems can be already 
detected and avoided in an early design phase 
which is a requirement of concurrent engineering. 
Virtual prototyping has to be based on mathemat-
ical models. Especially. the multibody system ap-
proach" has been successfully used for analyzing 
the dynamic behavior of systems in vehicle dynam-
ics, robotics, machine dynamics, and biomechan-
ics. Although there have been developed several 
programs for simulating the dynamic behavior of 
multibody systems (Schiehlen, 1990). there is still 
a lack of tools for synthesizing nonlinear dynamic 
systems systematically. 
Computer-aided design has to be more than 
making intuitive design changes on the simUlation 
model instead of the hardware prototype. It is the 
aim of this paper. therefore. 10 show how results 
and methods from several disciplines can contrib-
ute to an integrated modeling and design ap-
proach. 
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2. INTEGRATED DESIGN APPROACH 
An integrated design approach for dynamical sys-
tems has to support all steps from problem for-
mulation to problem solution by optimization. 
Fig. 1. Firstly, the technical system to be opti-
mized has to be transformed to a mathematical 
model. Modeling techniques like the multibody 
systems method or the finite element method. may 
be used for this task. Then. design goals have to be 
defined which is often difficult since technical re-
quirements and human wishes are sometimes 
hard to formulate as mathematical functions. Be-
side the complexity of the models this is maybe 
one of the reasons why even integrated design 
methods cannot substitute the design engineer, 
but support by soflWare systems will help to make 
design faster. In order to improve technical sys-
tems, design changes have to be made. Therefore, 
parameters of the model have to be classified ei-
ther design variables whose values can be chosen 
within given bounds or as system constants whose 
values are rued during optimization. 
Mainly. the behavior of dynamical systems is de-
scribed by systems of differential or differential-
algebraic equations. To evaluate the values of the 
performance criteria, these equations have to be 
solved by numerical integration over lime. Since 
this is rather time consuming, one has to use effi-
criteria definition 
.ptImaI-
Fig. 1. ComponenlS of an optimizalion problem 
cient optimization algorithms requiring gradient 
infonnation. For mullibody systems, sensitiviry 
analysis can be performed by the adjoint variable 
method (Bestle and Eberhard, 1992). 
In general, design of dynamic systems with respect 
to several specifications leads to a multicriteria 
optimization problem. The designer then has to 
develop strategies to overcome the problem of 
oonOicting criteria. and to find optimal trade-
offs. With concepts like scalarization or hicrar-
chization it is possible to transform the muJticril-
eria optimization problem to a single or a 
sequence of scalar nonlinear programming prob-
lems which can be solved by general purpose opti-
mization codes like sequential quadratic program-
ing or stochastic simulated annealing algorithms. 
However. the solution of the reduced optimiza-
tion problem will yield only single points of the 
whole set of Edgeworth -Pareto optimal solutions 
of the original multicriteria design problem. The 
transformation procedure, therefore, has to be 
part of an iterative design process. 
Optimization will always show the weakest ele-
ments of the problem fonnulation enforcing 
changes in the model or criteria. In order to avoid 
inconsistencies resuhing from such changes, a 
problem formulation withoul redundancies has to 
be used. This can be achieved by an integrated ap-
proach including modeling, simulation. sensitivity 
analysis, animation and optimization. The pro-
gram system AlMS developed by Bestle and Eber-
hard (1993) is aimed to suppon design of nonlin-
ear dynamical systems on the basis of the 
multibody system approach. 
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3. SOF1WARE CONCEPT 
In the beginning of the development of a progr:am 
system Hke AlMS. the software engineer has to 
make several decisions concerning the design 
guidelines for the whole project. AIMS has been 
designed to be modular in each component. the 
portability is supported by avoiding hardware-
dependent extensions. Wherever possible, exist-
ing reliable software components like integration 
or optimization routines, communication libraries 
or plot routines have been used. The smooth in-
tegration of such standard software is guaranteed 
by a well documented interfaces (Bestle and Eber-
hard, 1994). 
On the one hand. AlMS is used in several indus-
trial companies and, therefore. has to be usable 
with low insight in the internal structure and little 
mathematical : background. On the other hand. 
AlMS is a research software which allows to ex-
change or extend modules easily, in order to have 
a platform for developing and testing new ideas 
and algorith!'J1S. Therefore, a couple of special-
ized, cooperating programs with limited function-
ality has been created instead of a single large pro-
gr:am with global functionality. 
Imponant modules are the rnultibody system 
package NEWEUL (Kreuzer and Leister. 1991) 
for generating the symbolical equations of mo-
tion, and the package MAPLE (Char et a!.. 1992) 
for generating symbolical equations to perfonn 
sensitivity analysis with the adjoint variable 
method (Bestle and Eberhard, 1993). 
Executing simulation and optimization programs 
in a concurrent and distributed environment re-
quires the use of a common database for the prob-
lem-specific equations. the design variables, and 
the system constants. Consistency is ensured by 
shared datafiles and problem defining include 
files. 
The modules of AIMS are operating under com-
mon administration. Simple, reliable and efficient 
management of the software have lead to follow-
ing requirements: 
• Graphical user interface: The user is supported 
by a graphical user interface. A portable X -Win-
doWS/Motifbased Interface called NEWOPT has 
been created where it is possible to manipulate 
all the necessary data without detailed knowl. 
edge of the internal structure. This allows to per-
fonn simulation and optimization runs after a 
rather short training period. Since the user inter-
face is completely independent of the numerical 
procedures. the whole functionality is still avail-
able on simple ASCII -terminals. 
• Automatic deled ion of dependencies: In order to 
achieve high performance it is not advisable to 
use interpreted code. Therefore, the software 
modules have been divided into three groups: 
logical network. 
(i) Problem-independent routines containing 
e.g. numerical methods. Such routines must 
be compiled only once during the installa-
tion and remain unmodified during normal 
use. 
(ti) Problem-dependent routines, e.g. wrapper 
for the inclusion of the system-describing 
equations. These routines must be compiled 
(or each problem, but the underlying code 
also remains unchanged during normal use . 
(iU) Problem-specific, automatically generated 
include flies containing all the information 
about the system and the criteria. For each 
problem or model to be investigated this 
code has to be generated. 
In order to release the design engineer from car-
ing about software dependencies, necessary ac-
tions after changing the model or criteria are con-
trolled and supported by UNlX-makeftles. 
Thus. the user always works with consistent data 
and unambiguous models . 
• ConculTent and distributed computation: Simu-
lation and optimization of dynamical systems is 
a rather time consuming task. Therefore. it is ad· 
vantageous to distribute the computation load to 
5ensitivity analysis 
multicriteria 
optimization 
program 
physical network 
numerical 
simulation 
Fig. 2 CompllJI!r network for distribldCd computolion 
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different computers and to do the calculations 
concurrently, i.e. in parallel. Due to network ca-
pabilities of modern workstations, workstation 
clusters may be used for this purpose. 
A typical part of a computer network is shown in 
Fig 2. Distributed programs running on several 
workstations at the same time to fulfil a common 
purpose then offer the computing power of su-
percomputers for a small percentage of their 
costs. 
A necessary condition for using such a concept is 
the possibility to find a suitable partitioning for 
the whole work to do. Some partitionings are 
rather natural, e.g. perfonning the animation on 
specialized graphic workstations, or the execu-
tion of administration programs and numerical 
calculations on different computers. Some other 
distributions require a deeper analysis of the al-
gorithms. Often, numerical algorithms have a 
structure that allows execution in parallel after 
some changes. 
Beside the existence of several computers and a 
fast network connecting them, the existence of 
computer libraries to open or close connections 
between independent programs. to send or ~­
ceive messages. to pack and unpack data or to 
synchronize programs is necessary. 
This can be achieved by communicating pro-
cesses exchanging data and results over network 
protocols. Tools like PVM (farallel Yirtual Ma-
chine) can support this task (Beguelin et aI., 
1994). PVM is available via anonymous rtp from 
the netlib server for almost every UNIX-com-
puter. Some companies like eRA Y and IBM also 
offer optimal suited versions for their architec-
tures. 
• Animation: Since it is difficult for people to ana-
lyze the large amount of data which is obtained 
as result of simulation and optimization. graphi-
cal representations of the data have to be pro-
vided. Beside the traditional xy-plots, bar-
charts, etc., ihe representation by animated 
moving pictures of the technical system is very 
useful to check the correctness of the simulation 
results and will give bener insight in the system 
behavior. 
The use of animation software requires some 
additional data, Fig 3. From the numerical in-
tegration one may automatically compute the 
position and rotation for each part and time-
step. Additionally, the geometrical shape, the 
colors and materials have to be described by pre-
pracessorsor -tor more complicated bodies- by 
CAD-programs. SUCh additional information 
has to be computed only once if rigid body mo-
tion is investigated. All transfonnations and 
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drawings are done in the animation software it-
self. 
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fig. 3. Dolo for computer animation 
The animation package included in AIMS offers 
some special features like output synchroniza. 
tion. space-mouse support, or stereo viewing 
with special 3D-glasses. Fig. 6 shows a screen· 
copy of a vehicle animation. 
4. MULTIBODY SYSTEM DESIGN 
The muhibody system approach can be success-
fully applied to mechanical systems where the in· 
dividual parts undergo large translational and 
rotational displacements whereas the deformation 
of the parts themselves can be neglected. The ba-
sic elements of a multibody system model are rigid 
bodies, coupling elements like springs, dampers or 
active force elements, and joints like bearings or 
ideally position controlled elements, see Fig. 4. 
rigid body 
~ spring 
--3J--- damper 
--0--- active force element 
~ 4...!... joints 
. 0 0 position controlled element 
fig. 4. Elements of Q multibody syslem 
Applied to vehicle dynamics a spatial model may 
look like the one given in Fig. S. The model has 
f .. 11 degrees of freedom. its motion can be de-
scribed by three angular and three translational 
coordinates for the car body. a translational coor-
dinate for the driver's seat, and angles for the 
wheel displacements. respectively. These general-
ized coordinates are summarized in a vector 
y E HI. Analogously. the translational and angu-
lar velocities of the individual bodies are de-
scribed by generalized velocities: E R' where we 
have g - f for holonomic multibody systems. 
Position and velocity is then given by initial condi-
tions and differential equations of motion 
i' ~ v(t.y.z.p). 
M(~y.p)Z+ k(t.y.z.p) ~q(t.y.z.p) (I) 
which can be found from Newton's and Euler's law 
and d'Alembert's principle (Schiehien, 1986). In 
AIMS, the generation of these differ~ntial equa-
tions is supported by the formalism NEWEUL 
(Kreuzer and Leister, 1991). 
R";'I;s;::;< PHI1L 
PHI1R 
• FHIJR 
PHllL 
F'I. S. Spatial vdlide model 
Modeling technical systems as multibody systems 
already involves an implicit parametrization. The 
dynamic behavior of the model is completely de-
termined by parameters like the mass and mo-
ments of inertia of each body. geometrical dimen· 
sioRS, and damping and stiffness coefficients of 
couplipg force elements. The parameters which 
can be changed within given ranges for optimizing 
the dynamical behavior are considered as design 
variables p e Hit. 
Examples for design goals in vehicle dynamics are 
ride comfort and ride safety. Both performance 
measures can be expressed as functionals like 
" lj>(p)~G'(t'.y'.z'.p)+ I F(t.y.z.z,p) dt 
• 
(2) 
where (ta,t l1 is a time interval of interest. The vec-
tor functions F and G I evaluate the performance 
of the dynamic system within the given time inter-
val and at the final time ,I, respectively. According 
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to the dynamic behavior, the value of 1/1 is com-
pletely determined by choosing special values for 
the design variables p. 
Especially in vehicle dynamics it is useful to sirnul· 
taneously investigate different models with com-
mon parameters or single models with different 
driving manoeuvres or excitations. The design 
variables and criteria of these subproblems can 
then be combined to a general multicriteria opti-
mization problem. These problem structures 6t 
very good into the concept of distributed concur· 
rent engineering. 
For the use of gradient-based optimization algo-
rithms. gradients of the performance function (2) 
with respect to the design variables p have to be 
computed. Since the state y, : and thus 1/1 is not 
given as explicit functions of p , this cannot be per· 
formed by direct differentiation methods. Purely 
numerical methods like finite differences also fail 
due to inaccuracy of numerical integration of the 
equations of motion. The adjoint variable method 
resulting in additional differential equations has 
proven to be highly efficient and reliable for com-
puting the total derivatives of '" with respect to 
the design variables p (Bestie and Eberhard, 
1992, Bestle, 1994). Therefore, it has been imple· 
mented in the program package AIMS. Required 
panial derivatives of the functions given in the 
equations of motion (1) with respect to the stale 
and the design variables are perfonned automati-
cally by MAPLE (Char et a1.. 1992). For very com· 
plicated functions one can also use programs for 
Automatic Differentiation, e.g. ADIFOR 
(BischOf et aJ. 1992) to compute the partial deriva· 
tives. 
Within AIMS, optimization results can immedi-
ately be made visible by animation, Fig. 6. In the 
case shown, the front vehicle has been optimized 
with respect to maximum ride comfort for driving 
over a bump. To make the difference more evj· 
dent, the rear vehicle has been optimized with re-
spect to to minimum ride comfort showing move 
higher amplitudes. 
5. CONCLUSIONS 
Increasing computing power and network capabil-
ity of modem workstations enables design engi-
neers to do computer-aided design with respect 
to dynamical as well as geometrical aspects. How-
ever, there is a need for integrated modeling and 
design software. Mechanical engineering as well 
as computer science and the optimization commu-
nity can contribute to create flexible, modular 
concepts to support modern product design. 
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