We study three aspects of commutation classes of reduced decompositions: the number of commutation classes, the structures of their corresponding graphs, and the enumeration of subnetworks, a concept recently introduced by Warrington [21]. Our bound for the number of commutation classes generalizes the works of Knuth[12], Green and Losonczy [7] , and Tenner [19] . We analyze the structure of the graph G(w) using pattern avoidance, which provides an application of Tenner's characterization of vexillary permutations in [19] . We also discuss some connections between our work and recent developments in the strong Bruhat order and the higher Bruhat order.
Introduction
Given w ∈ S n , let l(w) = {(i, j) : i < j, w(i) > w(j)} denote the number of inversions of w. A reduced decomposition is a sequence (i 1 , i 2 , . . . , i l(w) ) such that w = s i1 s i2 · · · s i l(w) , where s i denotes the transposition of w(i) and w(i+1). Two reduced decompositions are said to be in the same commutation class if they can be obtained from each other by applying the relation s i s j = s j s i for |i − j| ≥ 2.
For example, (1, 2, 1, 3, 2) is a reduced decomposition of 3421 because 3421 can be obtained from 1234 as follow:
1234 → 2134 → 2314 → 3214 → 3241 → 3421.
The reduced decomposition (1, 2, 3, 1, 2) is in the same commutation class as (1, 2, 1, 3, 2) because s 1 s 3 = s 3 s 1 .
The set of commutation classes has received considerable attention in a variety of contexts. Algebraically, it encodes the structures of the Weyl groups [2] . Geometrically, it counts the number of pseudoline arrangements [5] . Combinatorially, it brings pattern avoidance to the study of reduced decompositions [19] .
Despite its importance, much remains to be understood about the set of commutation classes. For example, the number of commutation classes is known only for few special cases of w.
In November 2009, Warrington [21] introduced a new combinatorial object called subnetworks. The concept of subnetworks, together with the author's work on the higher Bruhat order [13] , shed new light on this subject. In this paper, we study three aspects of commutation classes:
• How many commutation class are there? (Section 3)
• What are the relationships between them? (Section 4)
• Enumeration of subnetworks. (Section 5)
In Section 2, we give some definitions and background information. In particular, we define a graph G(w) whose vertices correspond to commutation classes of reduced decompositions of w. This graph is the main object of our study.
In Section 3, we give a bound for the number of vertices of G(w). Most of the previous research on this topic focused entirely on the permutation w 0 = n, n − 1, . . . , 1 (see Knuth [12] and Felsner & Valtr [5] ). We extend their results to arbitrary w, which encapsulates all previously known bounds in [7, 12, 19] . The technique in the proof of the upper bound is inspired by the author's recent work [13] on the higher Bruhat order.
In Section 4, we analyze the structure of G(w) for some special w using pattern avoidance. We generalize Green and Losonczy's freely braided permutations in [7] to rectangular permutations. Our method is inspired by the author's recent work [14] on the Boolean elements of twisted involutions. Our result provides an application of Tenner's characterization of vexillary permutations in [19] .
Section 5 focuses on some enumerations of subnetworks, which in some sense are permutation patterns for commutation classes.
Even though Sections 3, 4, 5 study three different topics, they are intrinsically connected. For example, to prove the lower bound of the size of G(w), we use subnetworks to define a partial order on the set of commutation classes, which helps us to analyze the structure of G(w).
Since our study draws many ideas from recent papers, there is great potential for further development. For example, the enumeration of subnetworks is a new field of study. We discuss some possible directions for future research in Section 6.
Definitions and Background
Refer to the first paragraph of Section 1 for the definitions of reduced decompositions and commutation classes.
It is well-known that any two reduced decompositions can be obtained from each other by applying the relations s i s j = s j s i for |i − j| ≥ 2 and s i s i+1 s i = s i+1 s i s i+1 . (See [18] .) The former is called a short braid move and the latter a long braid move.
It is convenient to represent commutation classes as vertices of a graph whose edges correspond to long braid moves.
Definition. Given w ∈ S n , define the graph G(w) as follow:
• Each vertex v of G(w) corresponds to a commutation class g(v) of reduced decompositions of w.
• Two vertices of v 1 and v 2 share an edge if there exists a long braid move between two reduced decompositions ρ 1 and ρ 2 , where ρ 1 ∈ g(v 1 ) and
Elnitsky [4] showed that G(w) is connected and bipartite.
Example. Below is the graph G(3421). Note that G is not a directed graph, but for convenience, we use arrows to indicate the long braid move (
Note that each long braid move changes the sum of indices by exactly 1. (The sum of indices of (i 1 , i 2 , . . . , i l ) is i 1 + i 2 + · · · + i l .) Thus it is natural for us to define a poset on the commutation classes ranked by the sum of indices. We call a long braid move an upward move if it increases the sum of indices by 1, and a downward move otherwise.
Definition. Let P (w) denote the partial order on the commutation classes of reduced decompositions of w whose cover relation is defined as follow. A commutation class A covers B if there exist reduced decompositions ρ a ∈ A and ρ b ∈ B such that ρ b is obtained from ρ a by a downward move.
Remark. The poset P (w 0 ) is the higher Bruhat order B(n, 2), where w 0 = n, n − 1, . . . , 1. (See [23] .)
We frequently use pattern avoidance in our study of commutation classes.
is in the same relative order as p(1) · · · p(k). That is, w(i h ) < w(i j ) if and only if p(h) < p(j). Furthermore, let N p (w) denote the number of p-patterns in w. If N p (w) = 0, then w is p-avoiding.
We now define subnetworks introduced by Warrington [21] .
Definition. Let X be a set of reduced decompositions of an element p of S m . Given a reduced decomposition ρ of a permutation w ∈ S n , we pick m distinct integers from {1, 2, . . . , n}. Considering their relative positions, ρ induces a reduced decomposition of these m integers. An X-subnetwork of ρ is a set of m distinct integers such that their reduced decomposition (induced by ρ) is in X. 
The size of G(w)
This section is dedicated to the proof of the following two theorems.
Theorem 3.1. Given w ∈ S n , let Y denote the maximum number of long braid moves a reduced decomposition of w has, then
where |G(w)| denote the number of vertices of G(w).
Remark. For n large enough, the upper bound can be reduced to 2.487 l(w) .
Proof of Theorem 3.2. Define an inversion of a reduced decomposition as a pair of indices (i, j) such that i > j and i is to the left of j. For each commutation class, we call a reduced decomposition a representative element if for any consecutive i, j with i − j ≥ 2, i is to the left of j. Such a representative exists because we can pick an element with the most of number of inversions. Suppose this representative element is i 1 i 2 · · · i l . Since w 1 , w 2 , . . . , w k all have l inversions, there is an injective map between their commutation classes and the representative elements.
We now apply the same trick as Knuth [12] (p. 36). We first write down i 1 left parentheses. Thereafter, we write down i k − i k+1 + 1 right parentheses followed by one left parenthesis for each 1 ≤ k ≤ l, and we finish with i l right parentheses. This process yields a balanced string of l + i 1 − 1 pairs of parentheses. The number of such strings is fewer than the Catalan number
, which is less than 4 (l+n) .
The rest of this section contains the proof of Theorem 3.1. We prove the lower bound by construction, and we prove the upper bound by extending Knuth's "cutpath" technique [12] to arbitrary w.
Lower bound
We first prove that there is a hypercube of dimension Proof. Let ρ denote a reduced decomposition with Y long braid moves. Without loss of generality, assume that at least Y 2 of these moves are downward moves. We claim that these moves do not intersect with each other.
Suppose on the contrary that there exist two intersecting downward moves, then ρ must contain a substring of the form i, i−1, i, i−1, i, which cannot appear in any reduced decompositions. Therefore no downward moves can intersect with each other. Now we number the downward moves 1, 2, . . . , k, where k ≥ Y /2. Since these moves are independent of each other, applying any subset of these moves changes ρ to a reduced decomposition in a different commutation class as illustrated in the picture below. w = 42615378 (3, 2, 1, 2, 5, 4, 5, 3, 7, 6, 7) Thus, these k downward moves generate a hypercube of dimension k. Since k ≥ Y /2, there exists a hypercube of dimension
One consequence of Proposition 3.3 is that if all upward and downward moves do not intersect with each other (which is called freely braided in [7] ), then entire graph G(w) is a hypercube. 
Poset of commutation classes
Consider the poset P (w) on commutation classes ranked by the sum of indices. Since the cube we constructed in Section 3.1.1 occupies exactly Y 2 + 1 ranks of P (w). We claim that the P (w) has N 321 (w) + 1 ranks, which would imply that there are at least N 321 (w) − Y 2 vertices not lying on the cube. Lemma 3.4. The poset P (w) has N 321 (w) + 1 ranks.
Proof. We consider the number of 212-subnetworks. (For simplicity, we use 212 instead of (2, 1, 2).) It's easy to see that all reduced decompositions in a commutation class have the same number of 212-subnetworks. Moreover, changing i + 1, i, i + 1 to i, i + 1, i decreases the number of 212-subnetworks by exactly 1. Since the number of 212-subnetworks is at least 0 and at most N 321 (w), we only need to show that both extremes are achievable.
Starting from 1, 2, . . . , n, the following two reduced decompositions would do the job:
• Move w(n) to the nth position, then move w(n − 1) to the (n − 1)th position, and so on. We basically move every number from n to 1 to its final position. This gives 0 subnetworks of 212. (For example, consider the reduced decomposition 123121 of the permutation 4321.)
• Move w(1) to the first position, then move w(2) to the second position, and so on. In this way, any triple that forms a 321-pattern would yield a 212 subnetwork.
This finishes the proof for the lower bound. We end this section with a class of permutations characterized in [19] .
Corollary. If G(w) is a line, then |G(w)| = N 321 (w) + 1.
Upper bound
We prove the upper bound by counting the number of tilings of an Elnitsky Polygon.
Definition. Given w ∈ S n , an Elnitsky Polygon E(w) is a polygon with 2n sides (all with unit length) labeled 1, 2, . . . , n, w(1), w(2), . . . , w(n) such that the sides labeled i and w(i) are parallel.
Elnitsky [4] showed that there is a bijection between commutation classes of reduced decompositions of w and the tilings of E(w) with rhombi of unit sides.
Example. Below is an example of rhombus tiling of E(543162).
We prove the follow equivalent form of the upper bound of Theorem 3.1. Proof. We induct on A. When A = 3, there are 2 tilings, which is fewer than 3 3 . (In fact, the bound is weak for small A.)
The key idea of the inductive step is to delete the strip that connects the two sides labeled 1. Suppose this polygon is E(w) where w(i) = 1. Then this strip has length i. After deleting this strip, we obtain a polygon E(w ), where w = w(1)w(2) · · · w(i − 1)w(i + 1) · · · w(n). The picture below illustrates the main idea of our proof.
By the inductive hypothesis, there are at most 3 A−i rhombus tilings of E(w ).
Thus, it remains to show that there are at most 3 i strips that connects the two sides labeled 1. This was done in Knuth [12] p. 39.
In a recent paper [5] 
A .
Remark. Our result has an analogue for Coxeter groups of type B. The number of commutation classes is at most 3 r(w) , where r(w) is the rank of w in the Bruhat order on Coxeter groups of type B. We omit the details here. Interested readers are referred to [3] for the background reading of Coxeter groups and [4] for an analogue of Elnitsky Polygon for type B.
The structure of G(w)
In this section, we first study the cycles of G(w). Then we classify permutations w such that G(w) is a higher dimensional rectangle, which is a generalization of Green and Losonczy's freely braided permutations in [7] . Finally, we study some other permutations for which G(w) has a nice geometric structure.
Cycles of G(w)
We first define induced cycles.
Definition. An induced cycle in the graph G is a cycle with k vertices a 1 , a 2 , . . . , a k such that a i is connected to a i+1 (with indices mod k) and no edges exist between a i and a j for |i − j| = 1.
Shapiro et al. proved that G(w)
is generated by 4-cycles and 8-cycles in [17] . We now characterize the conditions for which two edges can lie on an induced cycle.
Lemma 4.1. Given two edges of G(w) drawn from the same vertex, we have the following three cases:
• They lie on an induced 4-cycle if the two long braid moves are applied to 6 indices.
• They lie on an induced 8-cycle if both edges are applied to a substring that has the form of a reduced decomposition of the longest word in S 4 (for instance (i + 1, i, i + 1, i − 1, i, i + 1)).
• They do not lie on an induced cycle.
Proof. First, we clarify that an edge between two vertices must be the set of long braid moves acting on the same three indices. (In other words, when we say the edge is applied to i + 1, i, i + 1, we mean that all the long braid moves act on these indices.) Notice that two long braid moves either act on 5 or 6 indices. If they act on 6 indices, then they lie on an induced 4-cycle. Suppose they act on 5 indices, and these 5 indices belong to a substring that has the form of a reduced decomposition of the longest word in S 4 . Since the graph of the longest word of S 4 is an induced 8-cycle. These two long braid moves lie on an induced 8-cycle.
We are now left to show that in all other cases these two edges cannot lie on an induced cycle. Since they act on 5 indices, there are three cases to consider:
Since none of the three can form a reduced decomposition of the longest word in S 4 , we need a long braid move that does not act on any of these indices to complete a cycle. But then the cycle is not an induced cycle because this new long braid move can be applied to all three vertices.
Rectangular permutations
We first give the rigorous definition of a higher dimensional rectangle.
Definition. Let x ∈ R
k be a lattice point with coordinates (x 1 , x 2 , . . . , x k ), where x i ∈ N for all i. An x-rectangle is defined as the set of lattice points (y 1 , y 2 , . . . , y n ) where 0 ≤ y i ≤ x i for all i, and the set of edges between these points. Two points y = (y 1 , y 2 , . . . , y n ) and z = (z 1 , z 2 , . . . , z n ) in this set are connected if and only if there exist an i such that |y i − z i | = 1 and y j − z j = 0 for all j = i.
Definition.
A rectangular permutation is a permutation for which G(w) is isomorphic to an x-rectangle for some x ∈ R k .
The next proposition is Tenner's characterization of vexillary permutations. We now characterize rectangular permutations using pattern avoidance. Proof of necessity. We say that two edges emanating from the same vertex commute if they lie on a 4-cycle. If w is rectangular, then for any edge e of G(w), there is at most one edge that does not commute with e. Suppose on the contrary that w contains a 4321, 42531, or 53142-pattern. By Proposition 4.2, there is a reduced decomposition of w that contains one of the following substrings:
In the first case, Lemma 4.1 indicates that there is an induced 8-cycle, which cannot occur in a rectangle. In the second and the third cases, there is always an edge that does not commute with at least two edges as illustrated below.
Therefore, w is rectangular only if w is 4321, 42531, and 53142-avoiding. If the substrings in Case 2 and Case 3 do not intersect, then for every edge in G(w), there is at most one other edge that does not commute with it. (The intersection of Case 2 and Case 3 would yield a 42531 or a 53142-pattern.) For a given G(w), we construct its corresponding x-rectangle explicitly. We label each commutation class with a vector. Let M denote the maximal element of P (w), the poset on commutation classes. Suppose M has k downward moves. We label M as 0, and we label each commutation class covered by M with an element of the standard basis in R k . We now label the commutation classes in order of their ranks. Suppose we have labeled the first i rows of the Hasse diagram of P (w). Let v denote an element in the (i + 1)st row. If there exist v 1 in the ith row and v 2 in the (i − 1)st row such that vv 1 does not commute with v 1 v 2 , then we label v with 2v 1 − v 2 . Since w is 4321, 42531, and 53142-avoiding, there is at most one such pair (v 1 , v 2 ). Thus, this label is well defined. If such v 1 and v 2 do not exist, then we label v with the sum of all labels of commutation classes that cover v.
Let x denote the label of the minimal element of P (w). Then G(w) is isomorphic to a x-rectangle. Therefore if w is 4321, 42531, and 53142-avoiding, then w is a rectangular permutation.
Example. The permutation 326514 is rectangular because G(326514) is a (1, 2)-rectangle. The picture below shows the label of each commutation class. For simplicity, we use 21254534 instead of (2, 1, 2, 5, 4, 3, 4) 
Octagonal cylinders and stack of rectangles
We now consider 42531 and 53142-avoiding permutations that contain exactly one 4321-pattern. If w is such a permutation, then G(w) is an octagonal cylinder in higher dimension. 3, 1, 3, 1, 3, 10, 9 We now consider 4321-avoiding permutations. Since there are no 8-cycles, G(w) is composed of only 4-cycles, and thus we can obtain a stack of rectangles.
Example. The graph G(5, 3, 1, 6, 4, 2) is a combination of a cube and a square as shown below. 
Subnetworks
In this section, we study the enumeration of subnetworks. We first investigate the relationship between subnetworks and commutation classes.
Lemma 5.1. Suppose a permutation w contains a pattern p, and X is a commutation class of reduced decompositions of p. Then the number of X-subnetworks is the same for each reduced decomposition in a commutation class of w.
Proof. Let ρ be a reduced decomposition in a commutation class of w. Suppose a short braid move changes s i s j into s j s i where s i transposes (a, b) and s j transposes (c, d). Let ρ be the image of ρ after this move. Since |i − j| ≥ 2, a, b, c, d are all distinct. If p ∈ S k , then we pick k elements from {1, 2, . . . , n} whose reduced decomposition is t ∈ X when we apply ρ to w, and t when we apply ρ to w. If these k elements contain all of {a, b, c, d}, then t transposes (a, b) and (c, d) in two consecutive moves. We can interchange these two moves to obtain t . Thus t is obtained by applying a short braid move to t, which means t ∈ X. If not all of {a, b, c, d} belong to these k elements, then t = t, which is in X.
We now present two interesting applications of Lemma 5.1.
Definition.
A permutation w is p-friendly if any 321-pattern of w is contained in exactly k p-patterns for a constant k.
Example. The longest word w 0 ∈ S n is p-friendly if p is the longest word of S m . In this case each triple is contained in n−3 m−3 p-patterns. Proposition 5.2. Suppose p contains exactly one 321-pattern, and w is pfriendly with every 321-pattern contained in exactly k p-patterns. Let X be the commutation class of the highest rank in P (p). Let c denote the sum of indices of the commutation class of the lowest rank in P (w). Then the number of X-subnetworks in a reduced decomposition i 1 , i 2 , . . . , i l of w is equal to (k l j=1 i j ) − c. Proof. By Lemma 5.1, the number of X-subnetworks is the same in any commutation classes of w. Now let's consider the effect of a long braid move. If a long braid move changes i+1, i, i+1 to i, i+1, i, then the triple it acted on must be contained in exactly k p-patterns. Since p contains exactly one 321-pattern, there are exactly two commutation classes of the reduced decompositions of p. Thus number of X-subnetworks decreases by k. On the other hand, the sum of indices decreases by exactly 1. Therefore, the number of subnetworks changes at a rate exactly k times the sum of indices. Since the commutation class of the lowest rank in P (w) (whose sum of indices is equal to c) has no X-subnetworks, the number of X-subnetworks in a reduced decomposition i 1 , i 2 , . . . , i l of w is exactly (k l j=1 i j ) − c. We now discuss the case when p is the longest word of S 4 .
1. Given any reduced decomposition ρ of w, let ρ denote the reverse of ρ.
Then for any pair of transpositions i and j, we have i occurs before j in ρ implies that i occurs after j in ρ , and vice versa. Therefore, every x-subnetwork of ρ is mapped to an x -subnetwork of ρ .
2. If p is the longest word of S m , then the complement of x is obtained by applying Reiner's cyclic shifting trick (see [15] ) m times. Thus every reduced decomposition of the longest word has a complement. Given a reduced reduced decomposition ρ of w. Let ρ denote the complement of ρ. Suppose (a 1 , a 2 , . . . , a m ) is an x-subnetwork, then (n − a m , n − a m−1 , . . . , n − a 1 ) is an x -subnetwork.
Remarks and questions
In this paper, we studied three aspects of commutation classes: the size of G(w), the structure of G(w), and the enumeration of subnetworks. Our concluding remarks are also divided into three sections.
The size of G(w)
We first examine our bound in Theorem 3.1 for four types of permutations:
• 321 avoiding: The lower bound yields 1, which is exactly the number of vertices of G.
• Y=1 : In this case, G(w) is a path. By Corollary 3.1.2, there are N 321 (w)+ 1 vertices, which favors the lower bound.
• w 0 = n, n−1, . . . , 2, 1: The exact number is not known, but Knuth showed in [12] that Y (w 0 ) > n 2 /6 − O(n). Since l = n 2 , both bounds are decent.
• Freely Braided : By Corollary 3.1.1, G = 2 Y , which usually favors the lower bound unless Y is close to l.
We note here that Green and Losonczy [7] proved that the |G(w)| ≤ 2 N321 . Since the number of 321-patterns increases dramatically as the number of inversions increases, this bound is more accurate for permutations with a small number of inversions, while the upper bound in Theorem 3.1 is more accurate for permutation with a large number of inversions. For example, the permutation w 0 has n 3 patterns of 321, but it only has n 2 inversions. Can we refine the upper bound by combining these two bounds? Counting the number of Elnitsky Polygons might be a useful tool.
In the proof of Theorem 3.2, we bounded the number of commutation classes by the Catalan number. The representative elements are in some sense variations of the bidirectional ballot sequence studied by Zhao [22] . Can we refine One interesting topic is subnetwork-avoidance. We say that a reduced decomposition is X-avoiding if it does not induce any X-subnetworks. In Proposition 5.3, we found the exact number of X-subnetworks induced by the reduced decomposition of the long word w 0 for X = {123212, 321232, 212321, 232123}, but our result does not immediately give the number of reduced decompositions that avoids X. Warrington [20] has generated the following data for the number of X-avoiding reduced decompositions starting from n = 3: 2, 12, 328, 54520, 68641152.
Question Let X = {123212, 321232, 212321, 232123}, and w 0 = n, n−1, . . . , 1. How many reduced decompositions of w 0 are X-avoiding? How many commutation classes are X-avoiding?
