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ABSTRACT This paper deals with the theoretical analysis of the unloading of oxygen from a red cell. A scale analysis of
the governing transport equations shows that the solutions have a boundary layer structure near the red-cell membrane.
The boundary layer is a region of chemical nonequilibrium, and it owes its existence to the fact that the kinetic time
scales are shorter than the diffusion time scales in the red cell. The presence of the boundary layer allows an analytical
solution to be obtained by the method of matched asymptotic expansions. A very useful result from the analysis is a
simple, lumped-parameter description of the oxygen delivery from a red cell. The accuracy of the lumped-parameter
description has been verified by comparing its predictions with results obtained by numerical integration of the full
equations for a one-dimensional slab. As an application, we calculate minimum oxygen unloading times for red cells.
INTRODUCTION
A fundamental process in the supply of oxygen to tissue is
the unloading of oxygen from a red cell in a capillary. As
Hellums (1977) has shown, the internal resistance of the
red cell to oxygen transport is not negligible. It is useful to
model the unloading process mathematically, so that one
can determine the size of this resistance and its dependence
on the various parameters of the problem. The unloading
process is governed by a pair of diffusion equations,
coupled by nonlinear kinetics. In the scaled equations,
there are small dimensionless coefficients multiplying the
highest spatial derivatives, and the solutions of the equa-
tions exhibit boundary layers. These boundary layers make
numerical work difficult because they require a fine grid
for their resolution. As a result, the previous numerical
work, although providing considerable insight, has been
limited to one-dimensional slab or cylindrical models
(Moll, 1969; Kutchai, 1970; Sheth, 1979; Sheth and
Hellums, 1980; Baxley and Hellums, 1983; and Federspiel,
1983).
The very boundary layers that make numerical work
difficult, however, provide an opportunity to solve the
problem asymptotically. In this paper, we use boundary
layer analysis (the method of matched asymptotic expan-
Dr. W. J. Federspiel's present address is the Department of Biomedical
Engineering, Johns Hopkins University, Baltimore, MD 21205.
sions) to solve the oxygen unloading problem. The use of
the boundary layer concept in the analysis of oxygen
transport is not new. It has appeared in steady state,
one-dimensional analyses by Keller and Friedlander
(1966), Kreuzer and Hoofd (1970, 1972), Gijsbers and
Van Ouwerkerk (1976) and others. What is new in the
present work is (a) the use of the boundary layer theory for
the time-dependent, three-dimensional case, and (b) the
conceptual and mathematical simplicity of the final
results.
GLOSSARY
Principal Symbols and Parameter Values
Concentrations
NO
NHb
NHbO
NT = NHb + NHbO
S = NHbo/NT
Nso
C
Kinetic Constants
Bu
P5o = Nso/Bu
n
k
oxygen density
heme density
oxy-heme density
total heme density (2.03 x I0-5 mol/cm3)
fraction saturation
NO at equilibrium at 50% saturation (4.12 x
10-1 mol/cm3)
No/N50, dimensionless oxygen concentration.
Bunson coefficient for oxygen (1.56 x 10-9
mol/mmHg/cm3)
26.4 mmHg
dimensionless exponent in Hill equation
(2.65)
dissociation rate constant (44 s-').
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Diffusion Coefficien
DO
DHb = DHbO
Length Scales
a
L
Times and Time Sca
t
TKS= k-'
TKC = N50/kNT
TDS= a2/DHb
TDc = a2/DO
TU = (TDC/TKC)12 TKS
T = t/TU
tu
ts
oxygen diffusion coefficient (9.5 x 10-6
cm2/s)
heme diffusion coefficients (1.44 x 10-'
cm2/s).
scale of cell half-width (typically 1 inm)
cell volume/cell area (0.696 gm).
les
dimensional time
kinetic off time (22.7 ms)
kinetic on time (46.1 gs)
heme diffusion time (69.4 ms for a = I gim)
oxygen diffusion time (1.05 ms for a = 1 gm)
unloading time scale (0.108 s for a = 1 j,m)
dimensionless time
ru for a = L (0.0756 s).
coefficient in the red cell, then No = BuP and the density at
50% saturation is N50 = BuP50. Then Eq. 3 can be written
as
(5)S +(No/N5O)I + (NoINfO)n
There is an infinity of functions F for which r = 0 yields
Eq. 5. In the absence of extensive experimental kinetics
data, a certain arbitrariness in the choice of r is inevitable.
To proceed, we assume that r may be written as a
recombination rate FR minus a dissociation rate FD, with
functional arguments as follows:
r(NHb, No, NHbO) = rR(NHb, No) - rD(NHbO). (6)
BASIC EQUATIONS For the dissociation reaction, we assume a rate propor-tional to concentration
Kinetics
For our purposes, the chemical composition at any point in
the interior of a red cell is specified by the molar densities
of hemoglobins of various degrees of saturation. A com-
plete description of the kinetics would require something
like the four-step Adair reaction scheme. The resulting
mathematical complexity is hard to justify, however, since
the reaction rates for the four steps are not well known.
Because of this, we choose the simpler one-step approxima-
tion used by many previous authors. Then each hemoglobin
molecule, Hb4, is replaced by four independent heme
groups, 4Hb. The basic one-step reaction is
Hb + 02 = HbO2- (1)
FD= kNHbo. (7)
Then the requirement that F = 0 yield the Hill Eq. 5 gives
(uniquely)
FR = kNHb(No/N50)n.
The final expression for r may be written as
F = kNT[(l - S)Cn-S,
(8)
(9)
where
(10)NT = NHb + NHbO
is the total heme density, and
The local chemical state is specified by values of the molar
densities NHb, No, and NHbo. At a given point, these
densities will change with time, due to diffusion and to the
chemical reaction. The rates of change due to the reaction,
denoted by (O/Ot)R, have the form
(aNHb/Ot)R = -F, (ONo/ct)R = -F, (ONH/ORt)R = r. (2)
Here F = F(NHb, No, NHbO) is the reaction rate. In the
determination of F, the strongest experimental constraint
comes from equilibrium data. That is, r = o must yield the
measured dissociation curve for hemoglobin. This curve is
fit well by the Hill equation, so we require F = 0 to give
(p/p50)nfl3
1 + (P/P50)n (
Here
S = NHbO/(NHb + NHbO) (4)
is the fractional saturation, P is the partial pressure of
oxygen, P50 is the value of P for equilibrium at 50%
saturation, and n is a dimensionless exponent. For our
purposes, it is more convenient to write the Hill equation in
terms of molar densities. If Bu is the Bunson solubility
(I 1)
is a normalized oxygen concentration.
The idea of constraining F by the dissociation curve is
due to Moll (1969), and was also used later by Sheth and
Hellums (1980) and by Baxley and Hellums (1983). The
expressions used for r by these authors have the property
that F - 00 as C -- 0, and, for that reason, the expression
(Eq. 9) is perhaps to be preferred. Of course the question of
the correct r, among the infinitely many consistent with
the dissociation curve, is an experimental one. Fortunately,
the calculated results for the distribution of oxygen in an
unloading red cell do not seem to be very sensitive to the
choice of r, as long as compatibility with the dissociation
curve is maintained.
Transport Equations
The transport equations for the three species are obtained
by mass balances. In general, the processes entering the
mass balance are convection, diffusion, and the chemical
reaction. In the present work, we do not consider the
convective effects of internal flow within the red cell. We
limit attention to cells undergoing, at most, translation and
rigid rotation, and we write the equations in the rest frame
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of the cell. Then we have
aNO/ICt = DoV2No- r, (12)
cNHb/ItO= DHbV2NHb - r, (13)
and
aNHbo/,t = DHboV2NHbO + r, (14)
where we have assumed that the diffusivities Do, DHb, and
DHbo are constant.
Because the heme group is so much larger than the
oxygen molecule, we may take DHbO = DHb with a high
degree of accuracy. This in turn leads to a major simplifi-
cation. By adding Eqs. 13 and 14, we get an equation for
the total heme density NT = NHb + NHbO
lNTI/at = DHbV2NT. (15)
Since the red-cell membrane does not pass hemoglobin,
there can be no flux of NT across the boundary. Thus an
initially uniform distribution of total hemoglobin will
remain uniform for all times. From here on, we assume
that NT is constant. Then Eqs. 12-14 reduce to two
independent equations, which are conveniently written in
terms of the saturation S (Eq. 5) and the normalized
oxygen density C (Eq. 11)
aSlat = DHbV2S + k[(l - S)Cn SI, (16)
and
OC/at = DOV2C-k[NT/N50] [(I -S)Cn _]. (17)
To complete the formulation of any particular problem,
we need initial conditions and boundary conditions. Con-
sider first the initial conditions. It is possible to deal with an
arbitrary initial state, but that is a needless complexity. A
red cell may lose some of its oxygen in its precapillary
travels, but it is very unlikely that such loss will be both
severe and rapid enough to create a spatially inhomoge-
neous state in the red cell before it gets to the capillary.
Thus we may assume that the red cell enters the capillary
with uniform values of S and C, say So and C0, related by
the equilibrium condition So = Co/(l + C0).
Now consider the boundary conditions. Since no hemo-
globin can pass through the cell membrane, we have n -
VS = 0 on the boundary, n being the unit normal to the
boundary. The remaining boundary condition depends on
the situation being modeled. Consider some examples. To
mimic the environment seen by a red cell as it moves down
a capillary, we could impose on the boundary a value of C
that decreases with time. Alternatively, we could model the
same situation by imposing a value of oxygen flux (propor-
tional to n * VC) on the boundary. A more complicated
situation can arise if the red cell and its environment are
being analyzed simultaneously. Then one must solve trans-
port equations outside the red cell, as well as solving Eqs.
16 and 17 in the red cell. We still have n * VS = 0 on the
boundary, but the condition on C is replaced by two
matching conditions. One matching condition is continuity
of the oxygen flux n * DOVNO. The second matching
condition depends on whether there is any resistance to
oxygen flow across the red-cell membrane. Huxley and
Kutchai (1983) have recently reexamined this question
and have concluded that the membrane resistance is small.
In the absence of such resistance, the oxygen partial
pressure, No/Bu, will be continuous across the boundary.
Parameter Values
A range of parameter values has been used in previous
theoretical studies. While a critical review of such values,
leading to a "canonical" red cell, would be most useful, it is
beyond the scope of the present work. For the most part, we
select values that are typical of recent work. None of our
general conclusions are sensitive to the exact values of the
parameters.
Consider first the kinetic parameters. We start with the
total heme concentration, which may be calculated from
the hemoglobin density within the red cell. For this number
we use 340 g/l (Wintrobe et al. 1981). For a hemoglobin
molecular weight of 67,000 this gives a heme concentration
of
NT = 2.03 x 10-5 mol/cm3, (18)
close to the values used by Moll (1969) and Kutchai
(1970), 2.0 x 10-, and by Sheth and Hellums (1980) and
Baxley and Hellums (1983), 2.2 x 10-'. The constants n
and P50 in the Hill equation (Eq. 3) were obtained by direct
nonlinear regression applied to the table of values given by
Honig (1981), for a temperature of 370C and a pH of 7.4.
The values are
P50 = 26.4 mmHg, n = 2.65. (19)
The conversion of P50 to N50 requires a value for the Bunson
solubility coefficient Bu. A useful discussion of this quan-
tity has been given by Spaan et al. (1980). They give a
formula (their Eq. 10) that relates BU to BUW, the Bunson
coefficient for water, with corrections for hemoglobin
concentration and salt concentration. The corrections for
salt concentration are generally small (a few percent) so we
ignore them. Then the formula of Spaan et al. (1980)
reduces to
BU = BUW(l + 0.000312[Hb]), (20)
where [Hb] is the hemoglobin density in grams per liter,
340 in our case. BUW may be computed from standard
tables (Linke, 1965) to be 1.41 x 10-' mol/mmHg/cm3 at
370C. Then BU = 1.56 x 10-9 mol/mmHg/cm3 and
N50= P50Bu= 4.12 x 10-8mol/cm3. (21)
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The last kinetic parameter we need is the dissociation
rate constant, k. We follow other authors and use here the
value
k =44s (22)
based on the work of Gibson et al. (1955).
We take the diffusion coefficients Do and DHb from the
recent measurements of Spaan et al. (1980). They give
DHb = 1.0 X 10-7 cm2/s at 250C for [Hb] = 340 g/l. The
correction to 370C may be made on the basis of the work of
Keller et al. (1971), whose measurements show that, at
high hemoglobin concentrations (315 g/l), DHb increases
by a factor of 1.44 as T goes from 25 to 370C. Using this
temperature correction factor, we get
DHb = 1.44 x 10 cm2/s. (23)
For the oxygen diffusion coefficient, Spaan et al. (1980)
give Do = 7.3 x 10-6 cm2/s at 250C for [Hb] = 340 g/l. As
discussed by Wittenberg (1970), the temperature depen-
dence of Do is about the same in water as in tissue. Then we
may use the data summarized by Himmelblau (1964, Fig.
9) that show that Do in water increases by a factor of - 1.3
as T increases from 25 to 370C. Using this factor with the
value above, we get
Do = 9.5 x 10-6 cm2/s. (24)
In the scale analysis to be carried out below, we need a
typical red-cell dimension a. More precisely, a should be a
typical diffusion path length from cell midplane to cell
boundary. To estimate an average value of a, we imagine
the red cell to be a cylindrical disk of thickness 2a, radius r,
and volume V. Then a = V/(2irr2), and we use the average
values measured by Evans and Fung (1972), namely r =
3.91 ,um and V= 94 ,um3, to get a 1 ,um. We use this
value in the scale analyses below.
Time Scales
We begin by rewriting the transport equations (Eqs. 16
and 17). We use the characteristic red-cell dimension a to
make the Laplacian operators dimensionless. Then Eqs. 16
and 17 can be written as
aS/at = V2S/TDS + Y/TKS
and
question about the nature of the solution is whether or not
the S and C distributions are in (or near) local chemical
equilibrium. A simple scale analysis of Eqs. 25 and 26
(first carried out in this context by Keller and Friedlander,
1966) shows that deviations from chemical equilibrium
will occur on a spatial scale 6, given by
(b/a)2 [(TDS/TKS) + (TDC/TKC)I (28)
If 6 >- a, then deviations from chemical equilibrium can
occur throughout the red cell. If, on the other hand, 6 << a,
then the bulk of the interior of the red cell will be in
equilibrium, and, near the cell wall, there will be a
boundary layer of thickness, 6, where deviations from
chemical equilibrium occur. From Eq. 28 we see that a
necessary and sufficient condition for 6 << a is that at least
one of the kinetic times be much shorter than the corre-
sponding diffusion time. We may easily check this for the
red-cell parameters given previously. For a = 1 ,im, we get
TDS = 69.4 ms, TKS = 22.7 ms, TDC = 1.05 ms, and TKC =
46.1 ,is. Hence TDS/TKS = 3.06 and TDC/rKC = 22.8, and we
do have a boundary layer situation.
One of the main goals of the theory developed here is to
determine the relation between time scales of physiological
importance and the above four intrinsic time scales of the
red cell. One such time scale is the internal oxygen
transport time rl, that is, the time required for a change in
oxygen distribution within the red cell. We may get a
simple estimate of ri- by observing that, in a boundary layer
situation such as we have, the bulk of the red cell will be
near equilibrium with respect to the C and S distributions.
By adding TKS times Eq. 25 to TKC times Eq. 26, and by
using the equilibrium relation S = F(C) = Cn/(l + Cn),
we get the following approximate equation for the interior
oxygen distribution
[TKC + TKSF (C)I(dC/dt)
V {[TKC/TDC + (rKS/TDS)F'(C)]VC}. (29)
Although F'(C) is variable, it is of order one in most of the
saturation range of interest. Then we infer from Eq. 29
that the internal time scale for transporting oxygen within
the red cell is
(25) TKC + TKS
r
TKS /TDS + TKC/TDC
(30)
aC/ad t = v2C/TDC - Y/TKC,
where
-
= (I - S)Cn S.
(26) For the numerical parameters used above, we have rl =
0.0613 s for a = 1 ,um. For some purposes, it is convenient
to express the transport time in terms of an effective
(27) diffusivity DE, defined by rl = a2/DE. Then
The four time scales appearing in Eqs. 26 and 27 are the
kinetic time scales TKS = k-1 and TrKC = (kNT/N50) -', and
the diffusion time scales TDS = a2/DHb and TDC = a2/DO.
The character of the solution depends on the relative
sizes of these four time scales. The most important single
DE = (TKCDO + TKSDHb)/(TKC + TKS)- (31)
Thus the effective diffusivity is a weighted average of the
oxygen and hemoglobin diffusivities, with the weights
being the kinetic time scales.
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The most important physiological time scale is the
unloading time Tu, that is, the time required to unload a
significant fraction of the oxygen from the red cell. Note
that the unloading time, Tu, can be longer than the
transport time, T1, discussed above. It depends on the
transport resistance of the boundary layer at the red-cell
membrane. If the boundary layer resistance is small, then
TU - T. If, on the other hand, there is significant resistance
in the boundary layer, then Tu > T1. As we shall see in the
next section, the boundary layer resistance is significant,
and the unloading time for the red cell is, in fact, somewhat
longer than the transport time.
ASYMPTOTIC THEORY
Nature of the Boundary Layer Solution
Before beginning the actual analysis, it is helpful to
consider the qualitative nature of the solution. In the
interior of the red cell, there is chemical equilibrium to a
first approximation, and the S and C distributions satisfy
Eq. 29 and the equilibrium relation (Eq. 5). This interior
equilibrium solution must break down near the boundary.
This can be seen easily by noting that, on the boundary, n -
VS = 0 (hemoglobin does not leave the cell) but n * VC #
0 (there is an oxygen flux). Thus S and Ccannot satisfy the
functional relation of equilibrium on or near the boundary.
The boundary layer in which this deviation from equilib-
rium occurs is the region in which the total oxygen flux,
facilitated plus free, is converted to the free flux, which
leaves the cell. The nature of the boundary layer depends
on the four time scales that appear in Eqs. 25 and
26-more precisely, on three dimensionless ratios of these
time scales, which we take to be
Rc = TDC/TKC, Rs = TDS/TKS, X = TKS/TKC. (32)
As discussed in the Time Scales section, the basic condition
for the existence of a boundary layer is that at least one of
Rc, RS be large. A detailed scale analysis shows that there
are six qualitatively different solutions corresponding to six
different regions in the Rc, Rs, X space. Most of the six
regions are not physiologically relevant, however. If we use
the parameter values given previously and consider a range
of cell sizes, we find only two qualitatively different
solutions, corresponding to either Rs >> lRc or Rs « VRc,
with RC " RS and X> 1 in both cases. We summarize now
the properties of the solutions in these cases.
For Rs R>IRc, the drop in oxygen across the boundary
layer, (AC)BL, is small: (L\C)BL VRc/Rs. The change in
the normal gradient, however, is (AOS/In)BL = 0(1).
Thus, in this parameter range, the purpose of the boundary
layer is to correct the interior value of OS/On. The interior
value of C, on the other hand, needs no correction in the
first approximation. Because the boundary layer resistance
is small in this case, we expect that the unloading and
adjustment times will be comparable. This is borne out by
detailed estimates, which show that Tr - TU - TDS, that is,
the characteristic time is of the order of the hemoglobin
diffusion time.
Consider now the second case, Rs << VRc. In this case
(AC)BL = 0(1) and (AaS/an)BL - Rs/lRc << 1. Thus
there is an appreciable change in C across the boundary
layer. This means that the resistance to diffusion in the
boundary layer is significant, and we expect that the
unloading time may exceed the adjustment time. Detailed
estimates confirm this: r, - TDS and ru - (lRc/Rs)rDS >
T,. There are two consequences of the inequality TU > TI.
First, the interior profile will be rather flat, because the
leak of oxygen out is slower than the rearrangement of
oxygen within. Second, there is a possibility of a lumped-
parameter description of the unloading, which would mean
that the set of partial differential equations could in effect
be replaced by a single first-order ordinary differential
equation.
For large cells, the first case above (Rs >> VRc) is
relevant. For small cells we have the second case (Rs <<
lRc). For the parameter values given previously, the
boundary between these regions, namely RS = VRc,
corresponds to a cell size a , 1.6 ,Am. For our adopted
standard value of a = 1 ,um, the relevant case is then the
second one, RS << ,Rc. However, the large parameters in
the theory are not compellingly large for the red cell. For
a = 1 ,um we have RS = 3.06 and RC = 22.8, so that some
faith is required to base a calculation on RS << VRc. As it
turns out the theory gives better results than one might
expect. To establish this, we have taken a one-dimensional
slab model as a test case. We developed the detailed
boundary layer theory for three parameter orderings: RS <«
lRc, Rs - VRc, and RS >> lRc. We then solved the exact
equations by a finite difference method. A comparison of
the numerical results showed that for a = 1 ,um, the
boundary layer theory based on RS << lRc agrees best with
the exact solution, so only that case is considered further
here.
To carry out the boundary layer analysis, it is necessary
to choose a large parameter and then order the terms in the
equations with respect to this parameter. We take the basic
large parameter to be R, where
Rc = R2. (33)
Now we order the other parameters. We begin with Rs.
Since we are dealing with the case Rs << R, we take the
simplest ordering, namely,
Rs = 0(1). (34)
There are other possibilities, such as Rs = O(R1/2). We
have developed the theory with this ordering, but it offers
no advantages over the simpler ordering (Eq. 34). The
unloading time is
TU - (IRC/RS)TDS - RTKS- (35)
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To account for this, we introduce a new dimensionless time
variable T, given by
T = t/(RrKS)- (36)
Finally we must order X. We have X = 492, which, for a = 1
,um, is close to R4. Thus we can take X to be proportional to
R4
The first three C-equations are
(0)
= o
a'' = o,(I)
and
X = aR4.
Then Eqs. 25 and 26 become
aS/arT= (R/Rs)V2S + Ry
and
aC/aT = aR3(V2C - R2'y).
(37) Then the zero-order interior problem may be put into the
form
(38) V2SI0) = O (51)
and
(39)
We will study the asymptotic solution of these equations in
the limit R -m at fixed a and Rs. This is carried out
below and the results then are compared with the finite
difference solutions.
C
-) {S (0)/[1 - S(O)] } 1/
The first-order interior problem can be written as
V-S(')= Rs[aS()1/aT]
and
Solution of the Boundary Layer Equations
The solutions S and C depend on position r, time r, and the
parameters R, a, and Rs. In the interior, we seek expan-
sions useful for large R at fixed r, r, a, and Rs. We use a
subscript I to denote this interior solution. We seek solu-
tions in inverse powers of R
S = (0) + R-'S(l) + R 25(2) + ... (40)
and
C= C(°) + R-'C(l) + R-2C(2) + (41)
Substitution of these expansions into Eqs. 38 and 39 leads
to a sequence of equations for S(j) and C(i). In writing the y
terms in the equations, it is convenient to use the following
notation
'
= .(O) + R-1y(1) + R 2)(2) + (42)
where
(0) ( S )(CI) S(I (43)
I( +C°]- [C S() ]nc()- I1+l
[C (02]n '[1 S (O) I (54)
The Laplace equation (Eq. 51) and the Poisson equation
(Eq. 53) are straightforward to solve. However, the boun-
dary conditions are not known at this point. We must use
the true boundary conditions and the analysis of the
boundary layer to get the effective boundary conditions for
the interior problems (Eqs. 51-54).
Consider now the boundary layer near the red-cell
membrane. From Eqs. 28 and 32-34 we find that the
boundary layer thickness is b/a = O(R- '). To resolve this
boundary layer, we introduce new coordinates appropriate
both to the geometry of the boundary and to the scale 3. We
let 41, 42 be orthogonal coordinates in the surface of the
red-cell membrane, and we let rw(41, 02) be the position
vector to a point 41, 42 in the wall. We then extend the
surface coordinates 41, 42 into a three-dimensional coordi-
nate system by introducing a scaled normal coordinate iq,
such that the position vector r is given by
r = rW(1, 42) + (n/R)n(Q, 02) (55)
and
( ) = - {1 + [C( ]nlS( ) + n[C()]nV [1 - S( )]C( ), (44)
with a similar but lengthier expression for y(2. With this
notation, the first three S-equations are
I + Rs -(°)= 0, (45)
'+ -(')= RS[aS(°)/1rI],
and
V2S (2) (2) RS[S(/ar.
Here n is a unit normal at 41, 42 pointing from the wall
toward the cell interior, and v has been scaled so that the
thickness of the boundary layer corresponds to An1 = 0(1).
To write the equations in terms of the new coordinates,
we must transform the Laplacian operator. We forego the
details of that lengthy exercise in differential geometry and
just give the result
V2 R2(a2/a2)
- R(K, + K2) (a/al2)
r7(K2 + K2)(al/a2) + VW + O(R ). (56)
Here K1(41, 02) and K2(41, 42) are the principal curvatures
(47) of the boundary surface at 4,, 42. The surface Laplacian
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(48)
(49)
(50)
(52)
(53)
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Vw, is given by
h1h2 at (hIat I (ha2 )
where h, and h2 are the scale factors for the orthogonal
surface coordinates (l, 42
To study the solution near the boundary, in the limit
R - co, we again take expansions in inverse powers of R.
This time, however, the expansions are at fixed (,, 42, and
n, rather than at fixed r. We use a subscript B to denote
these boundary layer functions. Then the expansions are
S-=S(B) + R 'S(B) + R S (58)
and
C = C(BO' + R-IC(B) + R -2C(2) + .... (59)
Here S( and C(J) are functions of (,, r and r (and the
parameters a and Rs). The expression, Eq. 56, and the
expansions, Eqs. 58 and 59, are substituted into the basic
Eqs. 38 and 39. The result is a sequence of equations for
S"J) and C(J. We begin the analysis with the first two
S-equations
a2S(0 /a772 = 0, (60)
and
81'S")/8X2 = (KI + K2)aSB /an- (61)
The boundary condition n * VS = 0 on the wall translates
to
aS(')1/an = 0 at t = 0 for all j. (62)
It follows that
S(°) A(0), S) A()B =B .B =B (63)
That is, to lowest order, there are no saturation gradients
within the red cell. It is only in order R-' that saturation
gradients appear.
To proceed further, we consider the equation for C(°)
a2C(O)/a72 =-(B) = {[1 S(B)] [C(B)]n -S_B}. (66)
By multiplying Eq. 66 with aC()1/a8, we may integrate the
equation once. The constant of integration is evaluated by
using the fact that (aC(°)/a1)-7 0 as 7-7 o, and by
matching C(B) and C(°). The result is
I[aC()]2 =1 - A {[C('1]n+l -COlWnl
2 [an?7 ] n + I {[CB ] -[C(°) (67)
-A[C(BO) - C(°) W]. (67)
By evaluating Eq. 67 at v = 0, we get a relation between
the dimensionless flux
q - aC(B)/a at n = 0, (68)
the specified value ofC at the wall, Cw, and the value of the
interior solution at the wall, C(0) w. By using the equilib-
rium relation between C(°) and S(O) (Eq. 52), we may
express q entirely in terms ofA = S(O) and Cw
[2(1 -A) n12An I_A__i /
q[ CW -2ACW + n A)] (69)
Eq. 69, which gives the flux in terms of the cell saturation
A, and the boundary value of oxygen Cw, is the basis for
the lumped parameter description of the unloading pro-
cess.
The cell saturation A (r) is still undetermined. It turns
out that we must deal with S(B2) in order to find A (r). The
equation for S(2) may be reduced to
+ Rsy(0) = 0 (70)
where the As may depend on (,, 42, and r, but not n. The
connection between the SB and SI solutions is obtained by
asymptotic matching (as described, for example, in Van
Dyke, 1975). By matching the two-term boundary expan-
sion SI') + R-'S(B) with the one-term interior expansion,
we get
S(°) W = A (B)
and
n.VS w = 0, (64)
where subscript W means evaluated at the wall.
Because S(°) is harmonic (Eq. 51) and has zero normal
derivative on the boundary, it is necessarily a constant in
space. Thus
S( ) = S(B) == A (B) == A() (65)
We may use Eq. 66 to eliminate y(r). Integration of the
resulting equation gives
S(2) = -RSC(B) + A(2) + B(2)77. (71)
where Al') and B(B2) are independent of q. By applying the
boundary condition aS(2)/* = 0 at X = 0, we get
B() = RSq. (72)
Finally, we match the three-term inner expansion S(B) +
R-IS(B) + R-2S(2) with the two-term outer expansion
S(O) + R-'S('). This yields Eq. 64 again, plus the new
result
nVS"jw = = RSq. (73)
Now we use the interior Eqs. 46 and 49. By integrating Eq.
46 over the volume occupied by the red cell and by using
the divergence theorem, we get
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V(dA/dT) = -(I/Rs) iin * VS(')du = - ff qdc, (74)
where V is the cell volume and n is the interior normal. Let
Aw be the surface area of W, and let L = V/Aw. Then Eq.
74 can be written as
dA/dr = -(q)/L, (75)
where
1,
0.8
z
0
H 0.6
D
' 0.4
Ln
0.2
(q) = (l/Aw) f qdr (76)
is the surface-averaged flux.
Eqs. 75 and 76 give a lumped-parameter description of
the red-cell unloading. Calculations based on this descrip-
tion proceed as follows. Given the cell saturation A at a
particular time r, and the distribution of boundary values
CW(4,I2, T), we calculate (q), using Eq. 69 for q. Then
the saturation may be stepped forward in time by Eq. 75,
and the process repeated. In the special case when Cw
depends on time but not position, (q) = q, and Eq. 75
reduces to a first-order ordinary differential equation for
A (T).
Comparison of Numerical and Boundary
Layer Solutions
To test the accuracy of the boundary layer theory, we have
compared its predictions with numerical solutions of the
full equations. This has been done for slab models of red
cells, in which the solution depends only on a single spatial
coordinate x. The characteristic scale a in this case is the
half-thickness of the slab, and the dimensionless coordinate
x is in the range -l < x < 1.
Numerical solutions of Eqs. 38 and 39 have been
described in detail by a number of authors (Moll, 1969;
Kutchai, 1970; Sheth, 1979; Sheth and Hellums, 1980;
Baxley and Hellums, 1983; and Federspiel, 1983). For that
reason, the description of our procedure here is brief. We
used a finite difference method, with the diffusion terms
treated implicitly, and the nonlinear kinetic terms treated
explicitly. A spatially uniform grid was used, with the
number of grid points being between 20 and 200 in half the
slab. In most runs, 50 points were used. The time step was
limited by stability rather than accuracy, and was typically
10-' times the unloading time ru.
To compare the two theories, we have used each to
compute the mean saturation
and the flux
F=OlC/Ox at x=1, (78)
as functions of the scaled time T. This has been done for a
cell half-width a = I ,um, an initial saturation of 0.9, and
1.5
TIME
FIGURE I Mean saturation (S) as a function of dimensionless time r
for a cell half-width of 1 ,um, and initial saturation of 0.9. The solid curves
are from the numerical solution of the full equations and the dashed
curves are from the boundary layer theory. Case I is for a boundary
oxygen concentration Cw = 0.8 (corresponding to an oxygen tension of
-21 mmHg), and case 2 is for Cw = 0.0. Scaling: X = 1 corresponds to a
time of 0.108 s.
two boundary oxygen concentrations: Cw = 0.8, corre-
sponding to an oxygen tension of -21 mmHg, and Cw =
0.0, corresponding to the maximum possible oxygen
demand. Fig. I shows (S ) as a function of the dimension-
less time r for Cw = 0.8 (curves 1), and for Cw = 0.0
(curves 2). In each case, the solid curve is from the
numerical solution and the dashed curve is from the
boundary layer solution. The agreement is very good. The
maximum absolute error in (S ) is 0.010 for Cw = 0.8, and
0.024 for Cw = 0.0. Fig. 2 shows the dimensionless flux F
as a function of time r. Again the agreement is very good.
The maximum absolute error in F is 0.043 for Cw = 0.8
(curves 1), and 0.100 for Cw = 0.0 (curves 2).
It is also of interest to see how the accuracy of the
boundary layer theory depends on the cell size a. To check
this, we have calculated the unloading time, somewhat
11
x
:D
-J
1.5
TIME
FIGURE 2 Dimensionless oxygen flux F as a function of dimensionless
time r for a cell half-width of 1 gtm, and initial saturation of 0.9. The solid
curves are from the numerical solution of the full equations, and the
dashed curves are from the boundary layer theory. Case I is for a
boundary oxygen concentration Cw = 0.8, and case 2 is for Cw = 0.0.
Scaling: r = I corresponds to a time of 0.108 s, and F = 1 to a flux of
3.91 x 10-9mol/cm2s.
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arbitrarily defined as the time required for the mean
saturation to drop from 0.9 to 0.3 when Cw = 0.0 on the
boundary. With the scaling (Eq. 36) for time, which
depends on a, the dimensionless unloading time predicted
by the boundary layer theory is the same for all a. In fact
we get from Eqs. 69 and 75 the following simple result for
the unloading time
.9 {[2n/(n + 1)] [A/(l - A)] "lA} '1/2dA = 0.6295. (79)
This is the dashed line in Fig. 3. The solid curve gives the
exact unloading time from the numerical solution. The two
results differ by <10% in the range 0.4 < a < 1.2 ,im, and
the boundary layer theory is probably best in that range of
cell sizes. The errors in Fig. 3 appear larger than those in
Figs. 1 and 2. This is just a consequence of the flatness of
the (S ) v. T curves. For a = 1 ,um, for example, the error in
the unloading time is 7.6%, whereas the maximum error in
saturation (for Cw = 0.0) is only 0.024.
The boundary layer theory is somewhat less successful in
its prediction of detailed spatial profiles. In lowest order,
the theory predicts a uniform saturation profile, whereas
the numerical solution shows spatial variations. Consider,
for example, the case of a = 1 ,im, with initial saturation of
0.9, and boundary oxygen Cw = 0.8. When the mean
saturation of the numerical solution is 0.5 (which happens
at r = 0.88), the actual saturation values vary from 0.52 at
the center of the cell to 0.48 at the edge. With the more
extreme boundary condition of Cw = 0.0, a mean satura-
tion of 0.5 occurs at r = 0.37, at which time the saturation
varies from 0.55 at cell center to 0.43 at cell edge. It is
possible to get more accurate profiles from the boundary
layer theory by computing higher order terms. However,
the main virtue of the boundary layer theory, namely its
simplicity, is largely lost when one goes beyond the lowest
order.
1.0 -
M 0.8-
I..
Lo 0.6-
z
< 0.4-
a 0.2-
c
0 0.5 1.0 1.5
CELL HALF-WIDTH
2.0
FIGURE 3 Dimensionless unloading time T as a function of cell half-
width in microns. The unloading time is defined as the time required to go
from an initial saturation of 0.9 to a mean saturation of 0.3, with zero
oxygen tension maintained on the boundary. The solid curve is from the
numerical solution of the full equations, and the dashed curve is from the
boundary layer theory. Scaling: T = 1 corresponds to a dimensional time
of 0.108(a) s, where a is the cell half-width in microns.
The conclusion is that the boundary layer theory gives a
very good approximation to global quantities such as mean
saturation and unloading times, in the range of cell half-
widths 0.4 < a < 1.2 ,gm. Even in the range 1.2 < a < 2.0
,um, the boundary layer results are sufficiently accurate to
be useful.
OXYGEN UNLOADING TIMES
In this section, we use the simple results from the asymp-
totic analysis to discuss the oxygen unloading time for a red
cell. The first step is to unravel the various scalings used in
the asymptotic theory and to put the equation for unload-
ing in terms of physically significant quantities. This is
done below after which we examine a red cell in a zero
oxygen environment in order to calculate the minimum
oxygen unloading time.
Since all of the results of this section are obtained from
the asymptotic analysis, they are valid only for parameter
values consistent with the analysis-that is, for values close
to those given previously and for mean cell half-widths
between 0.4,m and 1.2,um.
Equation for Oxygen Unloading
Oxygen unloading is described by Eqs. 75 and 76. We
transform these by using a dimensional time variable t and
dimensional lengths. The dependent variable is S, the
spatial mean of the saturation. The equation for S is
dS/dt =-(q)/tu.
Here tu is a constant given by
tu = L[NT/(DokBuP5o)]/ .
(80)
(81)
where L is the ratio of the cell volume to cell surface area.
(The parameter tu is just our earlier unloading time ru with
the scale a = L.) We use the measured values of Evans and
Fung (1972) to get L = 0.696 ,um. The other quantities
appearing in Eq. 81 were all defined previously and we get
tu = 0.0756 s. The quantity (q) is an average over the
surface of the red cell of the function q, given by
J2(1 5) n+} 2SC 2n 5(n)/ 1/2
q n+2.6+5(ijt (82)
Here n = 2.65 is the exponent in the Hill equation, and
Cw = PW/P50, (83)
where Pw is the oxygen tension on the red cell boundary. If
Cw does not vary with position, then (q) = q, and Eq. 80 is
a first-order ordinary differential equation for S.
It is also of interest to determine FT, the total flux of
oxygen out of the red cell. This is done by transforming Eq.
68 into dimensional form. We get
FT = (NT/tU) V(q), (84)
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where V is the cell volume. For the parameter values given
earlier, FT = 2.52 x 10-14 (q) mol/s.
Eqs. 80-84 give a complete description of the oxygen
unloading process. Eq. 80 shows that the unloading is
governed by the combination of physical parameters con-
tained in tu, and the function (q), which accounts for both
the boundary value of oxygen tension and the amplitude
dependence of the boundary layer resistance.
Minimum Times for Oxygen Unloading
As emphasized by Hellums (1977), the internal resistance
of the red cell to oxygen diffusion is not negligible. The
unloading time for a given red cell will depend on both this
internal resistance and the external environment. The
internal resistance alone, however, determines the mini-
mum possible unloading time. This minimum time is an
important intrinsic property of the red cell. It may be
calculated easily by using Eqs. 80-83. At the boundary, we
take the oxygen tension to be zero, corresponding to the
case of maximum possible oxygen demand. With Cw = 0,
Eq. 80 reduces to
dS 1 2n s(n+I)In 1/2
dt tu n + 1 ( S) (85)
with a given initial value S(0) = S0. In principal, there is a
different unloading curve for each S0. In practice, because
the right-hand side of Eq. 85 is independent of t, there is a
single universal unloading curve. Thus we solve Eq. 85 with
SO = 1 to get the unloading curve. This is easily done with a
fourth-order Runge-Kutta method, in conjunction with an
approximate analytical integration to move away from the
singular point S = 1. Fig. 4 shows the result for S(t).
Various unloading times may be determined from this
curve. For example, we see that it takes -0.07 s to go from
fully saturated to S = 0.2. As another example, consider
the time required to go from an initial saturation of 0.8 to a
saturation of 0.3. The time coordinates for these saturation
values are, approximately, 0.01 and 0.05 s, so the time
required is the difference, 0.04 s.
1.0
0.8
z 0.6
F-
< 0.4
< 0.2
0 0.02 0.04 0.06 0.08 0.1
TIME (S)
FIGURE 4 Mean red-cell oxygen saturation as a function of dimensional
time for a red cell exposed to a zero oxygen tension. The time required to
go from an initial saturation ofSA to a saturation ofSB iS tB - tA, where tA
and tB are the time coordinates corresponding to SA and SB on the graph.
Actual unloading times in vivo will be longer, because
the red cell normally sees an oxygen tension much higher
than zero in the capillary. Nevertheless, the lower bounds
calculated here have their uses. For example, efficiency in
oxygen transport requires that capillary transit times, even
in extreme exercise states, exceed these lower bounds.
Specifically, suppose red cells enter a capillary with a
saturation of 0.8. In order to remove at least half of the
available oxygen in the red cell, the transit time must
exceed the time required to go from S = 0.8 to S = 0.4,
which, from the graph, is 0.03 s.
SUMMARY
The asymptotic analysis has led to a simple picture of the
state of an unloading red cell. In the interior of the red cell,
oxygen and hemoglobin are essentially in chemical equilib-
rium. Near the red-cell membrane, there is a boundary
layer in which deviations from chemical equilibrium occur.
The transport resistance in this boundary layer is a major
part of the total internal resistance of the red cell. Because
of this, the oxygen gradients in an unloading red cell are
small, except in the boundary layer. A helpful thermal
analogue is the case of a warm metallic conductor, with a
thin layer of insulation on its surface, immersed in a cold
fluid.
Major mathematical simplifications are associated with
the above picture. The systematic application of asymp-
totic methods has produced a simple lumped-parameter
description of the unloading red cell. In effect, the two
coupled, nonlinear, second-order partial differential equa-
tions are replaced by a single first-order ordinary differen-
tial equation for the mean saturation in the cell. By way of
example, we have used the theory to calculate lower
bounds on oxygen unloading times. This was done by
analyzing the unloading process for a red cell in an
environment of maximum demand, namely, zero oxygen
tension on the cell boundary. A typical result is a time of
-0.05 for a cell to go from 90% saturation to 30%
saturation.
The lumped parameter description derived here applies
to cells of arbitrary shape. Thus it should be a useful tool in
the modeling of the in vivo unloading process, a subject for
future work.
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