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Abstract
It is well known that all rotating perfect fluid stars in general relativity are unstable to cer-
tain non-axisymmetric perturbations via the Chandrasekhar-Friedman-Schutz (CFS) instability.
However, the mechanism of the CFS instability requires, in an essential way, the loss of angular
momentum by gravitational radiation and, in many instances, it acts on too long a timescale to be
physically/astrophysically relevant. It is therefore of interest to examine the stability of rotating,
relativistic stars to axisymmetric perturbations, where the CFS instability does not occur. In this
paper, we provide a Rayleigh-Ritz type variational principle for testing the stability of perfect fluid
stars to axisymmetric perturbations, which generalizes to axisymmetric perturbations of rotating
stars a variational principle given by Chandrasekhar for spherical perturbations of static, spherical
stars. Our variational principle provides a lower bound to the rate of exponential growth in the
case of instability. The derivation closely parallels the derivation of a recently obtained variational
principle for analyzing the axisymmetric stability of black holes.
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1. INTRODUCTION
Based on the work of Chandrasekhar [1], and Friedman and Schutz [2], Friedman [3]
developed a canonical energy method for studying the linear stability of perfect fluid stars
in general relativity.1 The method consists of using a Lagrangian formulation of the Einstein-
perfect fluid system to define a quantity, E(δX), known as the canonical energy, that is given
by an integral over a Cauchy surface Σ of an expression that is bilinear in the perturbed initial
data, δX . It can then be shown that E(δX) is gauge invariant, conserved (i.e., independent
of the choice of Σ), and has positive flux at null infinity. Furthermore, when restricted to a
certain subspace Vc of perturbations that have vanishing Lagrangian change in circulation,
2
E(δX) is degenerate on, and only on, perturbations to other stationary solutions. It follows
that if E(δX) is always positive on Vc, then it provides a conserved norm that excludes the
possibility of mode instability. On the other hand if there exists a perturbation δX ∈ Vc
for which E(δX) < 0, then this perturbation must be unstable in the sense that it cannot
settle down to a stationary solution at late times, since the positive flux property implies
1 In this paper we will be concerned with dynamic stability of stars; the criterion for thermodynamic
stability of relativistic stars to axisymmetric perturbations is given in [4] (see also [5]).
2 Vanishing Lagrangian change in circulation is a necessary condition for perturbations to be in the subspace
Vc, but it is not sufficient; see [4] for the full discussion.
3that the canonical energy of this limiting stationary solution be must strictly negative, in
contradiction with the fact that the canonical energy vanishes for stationary perturbations.
Thus, positivity of E is a general criterion for stability. Friedman [3] was further able
to show that for any rotating perfect fluid star in general relativity, one always can find
perturbations δX with angular dependence eimφ for large enough m such that E(δX) < 0.
Thus, all rotating stars are unstable (the CFS instability).
The canonical energy method for showing existence of an instability has a great advan-
tage over the straighforward approach of finding growing solutions to the linearized field
equations, since one need not solve the full set of linearized equations; rather, one only
needs to find a solution, δX , of the linearized initial-value constraint equations that has
negative canonical energy. However, the canonical energy method directly shows instability
only in the weak sense of the previous paragraph — the impossibility of settling down to a
stationary end-state — rather than proving the existence of an exponentially growing mode.
Furthermore, if a perturbation δX is found with E(δX) < 0, there is no information directly
available from the canonical energy method on the growth rate of the instability. Indeed,
for stars that are not highly relativistic and rapidly rotating, the growth timescale for the
CFS instability is expected to be longer than astrophysically relevant timescales. However,
there is no known way of determining the growth timescale of the CFS instability from the
canonical energy method.
Several years ago, the canonical energy method was extended to the case of vacuum black
holes in arbitrary dimensions [6]. In this case, it was necessary to restrict consideration to
axisymmetric perturbations because there are now two boundaries through which canonical
energy can pass: null infinity and the black hole horizon. As in the fluid star case, the net
flux of canonical energy through null infinity is positive if canonical energy is defined with
respect to the Killing field of the background spacetime that is timelike at infinity. However,
the net flux of canonical energy through the horizon is similarly positive only when it is
defined relative to the horizon Killing field. If the black hole is static, then these Killing
fields coincide, and one can make the same type of arguments as above. However, for a
rotating black hole, these two notions of canonical energy agree only for axisymmetric per-
turbations, so one may make the above stability arguments only for the case of axisymmetric
perturbations.3
Recently, it was shown that for arbitrary perturbations of static black holes and for
axisymmetric perturbations of rotating black holes, the canonical energy approach can be
extended so as to obtain information on the rate of exponential growth of instabilities. The
key idea in this extension is to break up a perturbation into its odd and even parts under
3 For the case of asymptotically-AdS black holes, there is again only one boundary through which canonical
energy can pass—namely, the black hole horizon—so one need not restrict to axisymmetric perturbations
in this case, and one can prove that any asymptotically-AdS black holes with an ergoregion must be
unstable [7].
4the t or t-φ reflection isometry of the background solution [8–10]. The canonical energy
will correspondingly break up into a sum of two pieces, which we refer to, respectively,
as the “kinetic energy” and “potential energy” of the perturbation. It was shown in [11]
that the kinetic energy is always positive. Therefore, an instability can occur only if the
potential energy can be made negative. The main result then proven in [11] is that if the
potential energy can be made negative for a perturbation that can be expressed as the
time derivative of another perturbation, then that perturbation must grow exponentially
with time. Furthermore, a Rayleigh-Ritz type of variational principle can be given, which
provides a rigorous lower bound on the rate of exponential growth.4
The purpose of this paper is to extend the variational principle results of [11] to the case of
perfect fluid stars in general relativity that are either static, or stationary and axisymmetric
with circular flow. Since no horizon is present, the canonical energy method by itself does
not require us to restrict consideration to axisymmetric perturbations. However, for non-
axisymmetric perturbations of stationary-axisymmetric rotating stars, the CFS instability
implies that the kinetic energy cannot be positive definite.5 Since positivity of kinetic energy
is the key property needed to establish exponential growth and obtain a Rayleigh-Ritz type of
variational principle, our results in this regard will apply only to axisymmetric perturbations
of stationary-axisymmetric stars; for static stars we will not require this restriction. Our
analysis will closely follow [11], but with significant simplifications from the absence of a black
hole horizon and significant complications from the nature of the Lagrangian formulation of
perfect fluids.
The remainder of this paper is organized as follows. In Sec. 2 we review the Lagrangian
formulation of perfect fluids and describe the background spacetime of interest. In Sec. 3
we review the symplectic structure and canonical energy of linearized perturbations of the
Einstein-fluid star and define the space of perturbations that we consider. In Sec. 4, we split
the canonical energy into “kinetic” and “potential” parts and prove that the kinetic energy
is positive definite. In Sec. 5, we use the positivity of kinetic energy to show that negative
potential energy implies the existence of an exponentially growing perturbation, and we
derive our variational formula for the growth rate. In Sec. 6 we provide an explicit algorithm
to compute the variational formula and show that, for spherically-symmetric perturbations
of static spherically-symmetric stars with a “barotropic” fluid equation of state, it reduces
to that of [13–15].
We will use an abstract index notation for tensor fields. Greek letters µ, ν, . . . denote
tensors on spacetime M (e.g. uµ is the 4-velocity vector) while, Latin letters a, b, . . . denote
4 In the astrophysically relevant case of 4-spacetime dimensions, the only black hole solutions are the Kerr
family of metrics, which are believed to be stable [12], so there is presumably no need for a method to
bound exponential growth rates. However, the variational principle of [11] applies to black holes and black
branes in arbitrary dimensions, where instabilities do occur.
5 For a perturbation with “angular quantum number” m 6= 0, a rotation in φ by pi/2m will take a t-φ odd
perturbation to a t-φ even perturbation. It follows that for non-axisymmetric perturbations of a rotating
star, the kinetic energy cannot be positive definite unless the full canonical energy is positive definite.
5tensors on a spacelike hypersurface Σ (e.g. ua is the projection of uµ into Σ). Differential
forms will be denoted by a bold-face when using an index-free notation (e.g. N is the
particle current 3-form).
2. BACKGROUND SPACETIME
A Lagrangian formulation of the Einstein-perfect fluid system was described in [3, 4, 16].
In this formulation, one introduces a fiducial manifold M ′ that is diffeomorphic to the
spacetime M . Further, one chooses on M ′ a fixed scalar field s′ and a fixed 3-form N ′ such
that
d(N ′) = d(s′N ′) = 0 . (2.1)
The dynamical fields are given by the pair
Ψ := (gµν , χ) , (2.2)
where gµν is a spacetime metric on M and χ :M
′ →M is a diffeomorphism.
The physical variables of the fluid are then obtained from these dynamical variables as
follows: The pushforwards s = χ∗s′ andN = χ∗N
′ are, respectively, the entropy per particle
and the particle current 3-form. The particle number density, n, and the fluid 4-velocity,
uµ, are then given by the relations6
n =
(
1
3!
NµνλN
µνλ
)1/2
; Nµνλ = nu
ρερµνλ . (2.3)
It follows that n ≥ 0 and that uµ is a unit future-directed time-like vector field. The energy
density, ρ, is assumed to be given in terms of n and s by specifying an equation of state,
ρ = ρ(n, s) . (2.4)
The pressure, p, is then given by the thermodynamic relation
p = n
∂ρ
∂n
− ρ . (2.5)
We assume that the equation of state is chosen so that
ρ ≥ 0 ; p ≥ 0 ; 0 ≤ c2s ≤ 1 (2.6)
where
c2s :=
∂p/∂n
∂ρ/∂n
. (2.7)
6 It is assumed/required here that the diffeomorphism χ is such that NµνλN
µνλ ≥ 0.
6Under these conditions, the Einstein-perfect fluid equations are well-posed (see, e.g., [17]).
The Lagrangian 4-form for the Einstein-perfect fluid system is
L = LGR +Lfluid
=
[
1
16pi
R− ρ(n, s)
]
ε .
(2.8)
Varying with respect to the dynamical fields Ψ = (gµν , χ) gives the Einstein-fluid equations
of motion:7
− 1
16pi
Gµν + 1
2
T µν = 0 (2.9a)
−∇µTµν = 0 (2.9b)
where
T µν = (ρ+ p)uµuν + pgµν . (2.10)
is the perfect fluid stress-energy tensor.
We consider globally hyperbolic, asymptotically flat solutions of the Einstein-perfect fluid
equations in (3+1)-dimensions that represent a “star” in dynamic equilibrium, i.e., solutions
for which N has compact spatial support that are either static or stationary-axisymmetric.
In the static case, the spacetime possesses a t-reflection symmetry, by definition. In the
stationary-axisymmetric case we only consider solutions having circular flow, meaning that
the fluid velocity lies in the plane spanned by the Killing fields, i.e.,
uµ =
tµ + Ωφµ
V
(2.11)
where V is a normalization factor so that uµ is unit-time-like. It then follows that the
spacetime possesses a (t-φ)-reflection symmetry [8, 9].8 The t or t-φ reflection symmetries
play a key role for our results, as they will allow us to define a preferred decomposition of
the canonical energy into kinetic and potential parts.
Let Σ be a Cauchy surface for the spacetime. Below, we will choose Σ to be invariant
under the reflection isometry but we need not make this choice now, and it will be conve-
nient not to do so until later so that the variations of our equations will hold for general
perturbations, where the reflection isometry need not be present. Let Σt denote the folia-
tion obtained by applying time translations to Σ. Let νµ denote the future-directed unit
7 Of course, the second equation follows from the first. Outside of the Lagrangian formulation there is an
additional field equation, namely conservation of particle number, ∇µ(nuµ) = 0, but in the Lagrangian
formulation this follows automatically from Eq. 2.1. Similarly conservation of entropy, ∇µ(snuµ), follows
from Eq. 2.1. The uν-component of Eq. 2.9b follows automatically from conservation of particle number
and entropy, and the remaining components give the Euler equation Eq. 2.17.
8 In higher dimensions, the arguments of [8, 9] cannot be applied, but the existence of a (t-φ)-reflection
symmetry can be shown by the arguments given in [10, 18].
7normal to Σ. We decompose the time-translation Killing vector field, tµ, into its normal and
tangential parts relative to Σ, referred to as the lapse, N = −νµtµ, and shift, Na, on Σ.
Let hab denote the induced metric on Σ and let Kab denote the extrinsic curvature of
Σ. The initial data for the gravitational variables on Σ is given by
(
piab, hab
)
where piab :=√
h(Kab−K hab) is the canonical momentum-density conjugate to hab. In order to correspond
to a solution of Einstein’s equation Eq. 2.9a, the initial data must satisfy the constraint
equations Cµ = 0, with
C := νµC
µ = 1
16pi
[−R + 1
h
(
piabpiab − 12(piaa)2
)]
+ E (2.12a)
C
a := hµ
a
C
µ = 1
16pi
[
−2Db
(
piab√
h
)]
− J
a
√
h
(2.12b)
where Da denotes the covariant derivative on Σ compatible with hab, and Rab is the Ricci
curvature of hab. The matter contributions are defined as
E := νµννT
µν (2.13a)
Ja := −
√
hνµhν
aT µν (2.13b)
where hµ
a is the projection tensor into Σ.
The ADM time evolution equations for the gravitational initial data are (see Sec.VI.6
[19]):9
1√
h
p˙iab = −N (Rab − 1
2
Rhab
)
+ N
2h
hab
(
picdpi
cd − 1
2
(pic
c)2
)− 2N
h
(
piacpic
b − 1
2
pic
cpiab
)
+DaDbN − habD2N +Dc
(
1√
h
piabN c
)
− 2√
h
pic(aDcN
b) + 8piNT ab
(2.14a)
h˙ab =
2N√
h
(
piab − 12picchab
)
+ 2D(aNb) (2.14b)
where the overdot denotes £t and
D2 := DaDa (2.15)
is the Laplacian on Σ, and T ab := hµ
ahν
bT µν . Since we are considering stationary background
spacetimes, the left side of Eq. 2.14 vanishes in the background.
In terms of the fluid variables, the matter contributions to the constraints and ADM
equations are
E = ρ+ (ρ+ p)u2 (2.16a)
Ja =
√
h(ρ+ p)
√
1 + u2 ua (2.16b)
T ab = (ρ+ p)uaub + phab (2.16c)
9 Note that we have set Newton’s constant GN = 1, while [19] uses the convention that 8piGN = 1. Also,
following [20] we define the extrinsic curvature by Kab :=
1
2
£νhab which differs by a sign from [19].
8where ua := hµ
auµ and u2 := habu
aub so that νµu
µ = −√1 + u2.
The projection to Σ of the Euler equation, hν
a (δνσ + u
νuσ)∇ρT σρ = 0, can be written
as
u˙a = £Nu
a −
√
1 + u2DaN − 2N√
h
piabub +
N√
h
pibbu
a − N√
1+u2
ubDbu
a
− 1
(ρ+p)
[
N√
1+u2
(
hab + uaub
)
Dbp+ u
a
(
p˙−N bDbp
)]
.
(2.17)
We can significantly further simplify the right side of Eq. 2.14 by choosing Σ to be invari-
ant (i.e., mapped into itself) under the t-reflection isometry (in the static case) or the (t-φ)-
reflection isometry (in the stationary-axisymmetric case). We first discuss the stationary-
axisymmetric case, and then make the additional simplifications that occur in the static
case. In the stationary-axisymmetric case, Σ is obtained by taking the orbits under the
action of the axial Killing field φµ of the 2-dimensional surfaces orthogonal to tµ and φµ. It
follows immediately that φµ is tangent to Σ, so we may denote it as φa. The restriction to Σ
of the (t-φ)-reflection isometry, i, then maps the 2-surfaces orthogonal to φa to themselves
and satisfies
i∗φa = −φa ; i∗hab = hab ; i∗piab = −piab. (2.18)
Since piab is odd under i∗, it follows that piab takes the form
piab = 2
√
hpi(aφb) (2.19)
with piaφ
a = 0. Since tµ is odd under the (t-φ)-reflection isometry, it also follows that
tµ = Nνµ + N¯φµ, (2.20)
i.e., the shift vector takes the form Na = N¯φa. Finally, since φa is 2-surface orthogonal
Killing field on Σ, we have
Daφb = −Φ−1φ[aDb]Φ (2.21)
where
Φ := habφ
aφb. (2.22)
Since the fluid flow is circular it follows that
ua = Uφa ; u2 = ΦU2 (2.23)
and from Eq. 2.16 that
Ja = J¯φa (2.24a)
T ab = Tˆ ab + T¯ φaφb (2.24b)
9where Tˆ abφa = 0. In other words, J
a is “axial” (odd under φ-reflection) while T ab is “polar”
(even).
With the above choice of Σ, the constraint equations Eq. 2.12 become:
R = 2Φpiapi
a + 16piE (2.25a)
Da (Φpi
a) = −8piΦJ¯ . (2.25b)
In addition, the ADM evolution equations Eq. 2.14 can be simplified. Eq. 2.14b becomes
DaN¯ = −2Npia. (2.26)
Using this we have
Dc
(
1√
h
piabN c
)
− 2√
h
pic(aDcN
b) = 4Npicpicφ
aφb. (2.27)
Taking the trace of Eq. 2.14a and using the using Eq. 2.25 we have
D2N = 2N(Φpiapi
a) + 4piN (E + Ta
a) . (2.28)
Hence, Eq. 2.14a simplifies to
NRab = DaDbN − 2N (Φpiapib − picpicφaφb) + 8piNVab (2.29)
where
Vab := Tab +
1
2
hab(E − Tcc). (2.30)
Similarly, the Euler equation Eq. 2.17 reduces to
N
ρ+ p
Dap = −(1 + ΦU2) DaN − 2NU
√
1 + ΦU2 pia +
N
2
U2DaΦ. (2.31)
These relations simplify considerably in the static case, where piab = 0 and Na = ua = 0.
The ADM evolution equations then reduce to
NRab = DaDbN + 8piNVab , (2.32)
the constraint equations reduce to
R = 16piE , (2.33)
while the Euler equation becomes
N
ρ+ p
Dap = −DaN. (2.34)
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3. LINEAR PERTURBATIONS: SYMPLECTIC STRUCTURE AND CANONI-
CAL ENERGY
Consider a one-parameter family of Einstein-fluid spacetimes given by the dynamical fields
Ψ(λ) = (gµν(λ), χ(λ)), which is smooth in both λ and on M , with Ψ(0) corresponding to a
static star or a stationary-axisymmetric star with circular flow. A linearized perturbation
is then described by the perturbed metric δgµν := (dgµν/dλ)|λ=0 together with the vector
field ξµ—called the Lagrangian displacement— that is the infinitesimal generator of the one-
parameter family of diffeomorphisms χ(λ) ◦ χ(0)−1 :M → M (see, e.g., [4, 16]). Perturbed
physical fluid quantities are then obtained using
δN = −£ξN ; δs = −£ξs. (3.1)
It is useful to define the Lagrangian perturbation of a quantity Q as
∆Q := δQ+£ξQ , (3.2)
so that ∆Q corresponds to the perturbation of Q in a gauge where ξµ = 0. From Eq. 3.1, we
then have ∆N = ∆s = 0. One finds the Lagrangian perturbation of n and uµ (see [4, 16])
to be given by
∆n = −1
2
n(gµν − uµuν)∆gµν (3.3a)
∆uµ =
1
2
uµuνuλ∆gνλ (3.3b)
with
∆gµν = δgµν + 2∇(µξν). (3.4)
It will be useful to write, using Eq. 3.2 and ∆s = 0,
δρ =
ρ+ p
n
∆n−£ξρ
δp = c2s
ρ+ p
n
∆n− £ξp,
(3.5)
where we have used Eq. 2.5 and Eq. 2.7 to write
∂ρ
∂n
=
ρ+ p
n
;
∂p
∂n
= c2s
ρ+ p
n
. (3.6)
The perturbed gravitational initial data is given by
√
hpab := δpiab =
d
dλ
piab(λ)
∣∣∣∣
λ=0
; qab := δhab =
d
dλ
hab(λ)
∣∣∣∣
λ=0
. (3.7)
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On the Cauchy surface Σ, the symplectic form WΣ for two perturbations δΨ, δ˜Ψ of the
Einstein-fluid system is given by (see [4, 6])
WΣ[δΨ, δ˜Ψ] = WGR[δΨ, δ˜Ψ] +Wfluid[δΨ, δ˜Ψ]
=
1
16pi
∫
Σ
ε
(3)
(
pabq˜
ab − qabp˜ab
)
+
∫
Σ
(
ξ˜µδPµνλρ − ξµδ˜P µνλρ − [ξ, ξ˜]µPµνλρ
)
(3.8)
where ε(3) is the background volume form on Σ and
Pµνλρ := (ρ+ p)(δµ
σ + uµu
σ)εσνλρ . (3.9)
Henceforth we will work on a fixed choice of Cauchy surface, and so we drop Σ from the
symplectic form and the integrals.
A perturbation of the form (δgµν = 0, ξ
µ = ηµ) is called trivial if it does not change the
physical fluid variables, i.e., if ηµ is such that
δs = −£ηs = 0 ; δN = −£ηN = 0. (3.10)
We refer to such an ηµ as a trivial displacement. Any trivial displacement takes the general
form (see [4])
ηµ = fuµ + 1
n2
Nµνλ∇νZλ (3.11)
where f is any function on spacetime and the one-form Z ≡ Zµ satisfies
uµZµ = 0 ; £uZ = 0 ; ds ∧ dZ = 0. (3.12)
A trivial displacement of the form ηµ = fuµ, where f is any function of spacetime, is
called a flowline trivial. As explained in Sec. 4.3 of [4], any trivial perturbation of the form
(δgµν = 0, fu
µ), is a degeneracy of the symplectic form Eq. 3.8 (even when the linearized
constraints are not assumed to hold for the perturbations with which the symplectic product
is being taken). Thus, we can always add a flowline trivial to any perturbation to make ξµ
(and, in fact, any number of time derivatives of ξµ) tangent to Σ without affecting the
symplectic form or any physical quantities. We take the perturbed initial data for the
Einstein-fluid system to be
δX := (pab, qab, v
a, ξa) (3.13)
where
ξa := hµ
aξµ (3.14)
and
va := δua = δ (hµ
auµ) (3.15)
12
are vector fields on Σ. Note, however, that ξa and va are not canonically conjugate with
respect to the symplectic form Eq. 3.8; see [4] for a full discussion of the phase space.
We are interested in the space P consisting of smooth and asymptotically flat perturbed
initial data δX . To correspond to solutions of the linearized Einstein-fluid equations the
perturbed initial data must satisfy the linearized constraints cµ := δCµ = 0. Linearizing
Eq. 2.12 we can write these as
c = 1
16pi
[
2√
h
(
piab − 1
2
pic
c hab
)
pab +
2
h
(
piacpic
b − 1
2
pic
cpiab
)
qab
− 1
h
(
piabpiab − 12(piaa)2
)
qc
c −DaDbqab +D2qcc +Rabqab
]
+ δE
(3.16a)
c
a = 1
16pi
[
−2Dbpab − 1√hpibc
(
Dcqba +Dbqca −Daqbc)]− 1√
h
δJa (3.16b)
where δJa and δE can be obtained from Eq. 2.16.
The canonical energy E is a quadratic form on P defined in terms of the symplectic form
by
E (δX, δ˜X) := W [δX,£tδ˜X ] (3.17)
where £tδ˜X denotes the initial data for the solution obtained by applying £t to the solution
arising from the initial data δ˜X . However, in order to obtain a quantity that is useful for
analyzing stability, it is necessary to further restrict the space P on which E acts in order
that the canonical energy be degenerate precisely on the perturbations to other physically
stationary stars. The restrictions we need to impose are δPi = 0, where Pi are the linear
momenta at infinity, and that the perturbations be symplectically-orthogonal to all the trivial
displacements Eq. 3.11. The condition δPi = 0 eliminates the freedom to apply infinitesimal
asymptotic boosts to the background solution; such a perturbation makes no physical change
but will have non-zero canonical energy.10 Symplectic-orthogonality to the trivials makes E
degenerate precisely on perturbations to other physically stationary stars (see [4] for details).
Following the strategy of [4] we impose the constraints Eq. 3.16 together with the above
additional conditions by the following procedure. Consider the space Wc ⊆ P defined as
follows
Wc := {all trivial perturbations, and all perturbations produced by
diffeos that asymptotically approach a spatial translation at infinity}.
(3.18)
Let Vc denote the subspace of P which is symplectically-orthogonal to Wc,
Vc := Wc
S⊥ = {δX ∈ P | W [δX, δ˜X] = 0 for all δ˜X ∈ Wc}. (3.19)
Then any perturbation in Vc satisfies the constraints, is symplectically-orthogonal to the
trivial perturbations and has δPi = 0. Note that the condition δPi = 0 is not a physical
10 Since we do not have a black hole, we do not need to impose the additional horizon conditions of [6, 11].
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restriction as it can be imposed by a suitable asymptotic boost at infinity. As discussed in
[4], in the case of axisymmetric perturbations of a stationary-axisymmetric star, symplectic-
orthogonality to the (non-flowline) trivials does impose physical restrictions on the pertur-
bations. In particular, since ηµ = fφµ is a trivial displacement for any function f satisfying
£uf = £φf = 0, symplectic-orthogonality to trivial displacements of this form requires the
Lagrangian perturbation of the angular momentum density to vanish (which, in particular,
requires the total angular momentum of the star to remain unperturbed).
Remark 1. In the case of stationary-axisymmetric stars with circular flow, the second time
derivative of any axisymmetric perturbation not necessarily obtained from a Lagrangian dis-
placement is necessarily represented in Vc (see Lemma 5.1. of [4]). In the case of static stars,
following similar arguments, the second time derivative of any perturbation not necessarily
obtained from a Lagrangian displacement is necessarily represented in Vc. Thus for any per-
turbation of a static star and for axisymmetric perturbations of a stationary-axisymmetric
star with circular flow, positivity of E on the space Vc implies mode stability (see Theorem
5.2. of [4]).
There is significant physical redundancy in Vc, as both infinitesimal diffeomorphisms and
trivial perturbations that are symplectically-orthogonal to Wc are represented in Vc. We wish
to eliminate this redundancy. For vacuum black hole perturbations, this was done in [11] by
making a concrete gauge choice, as follows: For the vacuum gravitational perturbations, pab
and qab are canonically conjugate variables, and we can thereby define a natural L
2-inner
product for which the symplectic product takes an extremely simple form. We may then fix
the gauge completely by demanding L2-orthogonality to pure-gauge perturbations. However,
for the fluid star, it is much more convenient to perform computations with the variables
va and ξa. These variables are not canonically conjugate, so there is no corresponding
natural L2-inner product. Nevertheless, instead of proceeding by fixing all gauge and trivial
freedom, we can proceed by simply factoring out the infinitesimal diffeomorphisms and trivial
perturbations from the space of perturbed initial data. Define Wg by
Wg := {all trivial perturbations and smooth diffeos in Vc that
asymptotically approach a translation or rotation at infinity}
(3.20)
As shown in [4], the canonical energy E restricted to Vc is degenerate precisely on physically
stationary perturbations. Since, all the perturbations in Wg are physically stationary, the
canonical energy is also degenerate on Wg.
For the stability analysis the perturbations of interest will be in the space
V := Vc/Wg. (3.21)
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It follows that the canonical energy E is well defined on V . In the remainder of this paper
we will analyze dynamical stability on V . We will show that if the canonical energy can be
made negative on an element of V , then there exist exponentially growing perturbations in
the sense that gauge invariant quantities constructed from the perturbation (which are well
defined on V ) grow exponentially.
4. POSITIVITY OF KINETIC ENERGY
We now use the t (static) or t-φ (stationary-axisymmetric with circular flow) reflection
isometry, i, of the background solution to decompose a perturbation into its “odd” and
“even” parts, P and Q, under the action of i. If the background is static, we consider an
arbitrary (smooth, asymptotically flat) perturbation, but if the background is stationary-
axisymmetric but non-static, we restrict consideration to axisymmetric perturbations. Let Σ
be a reflection symmetric Cauchy surface (see Sec. 2), with initial data for the perturbation
of the form Eq. 3.13. Following [11] we decompose the space of initial data, P, into parts
P = Podd ⊕ Peven as follows. If the background is static, then i is purely a t-reflection,
and the t-reflection odd and even parts of a perturbation, respectively, are given by
Podd ∋ P := (pab, 0, va, 0)
Peven ∋ Q := (0, qab, 0, ξa) .
(4.1)
In the stationary-axisymmetric case, we first decompose axisymmetric initial data into their
“axial” and “polar” parts with respect to the axial Killing field φa as follows:11
pab = 2λ(aφb) + βab + γφaφb
qab = 2α(aφb) + µab + νφaφb
va = v‖φ
a + va⊥
ξa = ξ‖φa + ξa⊥
(4.2)
with αaφ
a = 0 = λaφ
a; βab = β(ab), µab = µ(ab); βabφ
a = 0 = µabφ
a; va⊥φa = 0 = ξ
a
⊥φa.
Then the (t-φ)-reflection odd and even parts, respectively, of an arbitrary axisymmetric
perturbation are12
Podd ∋ P :=
(
βab + γφaφb, 2α(aφb), v
a
⊥, ξ‖φ
a
)
Peven ∋ Q :=
(
2λ(aφb), µab + νφaφb, v‖φa, ξa⊥
)
.
(4.3)
Since the conditions defining Vc (i.e., δPi = 0, symplectic orthogonality to the trivials,
and the linearized constraint equations) are invariant under i, they cannot couple P and Q.
11 This is a local decomposition into the parts that are parallel and orthogonal to the axial Killing field.
12 [11] have a minus sign in front of the αa in the definition of P to maintain canonically conjugate variables.
Since, we are not concerned with canonically conjugate variables we omit this sign.
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Thus, if (P,Q) is a perturbation in Vc then (P, 0) and (0, Q) also are in Vc, so we similarly
have the decomposition Vc = Vc,odd ⊕ Vc,even. Passing to the space of equivalence classes
under Wg, we obtain V = Vodd⊕Veven. Now, the canonical energy E is constructed from the
background spacetime, so it is invariant under i in the sense that for any perturbations δ˜X
and δX in V , we have E (i∗δX, i∗δ˜X) = E (δX, δ˜X). It follows that under the decomposition
V = Vodd ⊕ Veven, E cannot contain any (P -Q)-cross-terms. Thus, E splits up into two
quadratic forms K : Vodd × Vodd → R and U : Veven × Veven → R such that
E [(P˜ , Q˜), (P,Q)] = K (P˜ , P ) + U (Q˜, Q) , (4.4)
where
K (P˜ , P ) = E [(P˜ , 0), (P, 0)] (4.5a)
U (Q˜, Q) = E [(0, Q˜), (0, Q)] . (4.5b)
We refer to K (P, P ) and U (Q,Q), respectively, as the kinetic energy and potential energy
of the perturbation δX = (P,Q).
We now shall prove that the kinetic energy, K , is positive definite on Vodd. The analog
of this result for perturbations of static/stationary-axisymmetric black hole was proven in
Theorem 1 of [11]. To proceed, we need an explicit expression for K . We cannot directly
use the expression given in [6, 11] as we now have matter fields in the background as well
as perturbed matter fields. We shall therefore compute K directly from the definition of
canonical energy Eq. 3.17 along with the linearized time-evolution equations.
Since the background is stationary, we have p˙ab = δ( 1√
h
p˙iab) and q˙ab = δ(h˙ab) and a lengthy
computation gives
q˙ab = δˆhab + 2N
(
pab − 12pcc hab
)− 1√
h
Nqc
c
(
piab − 12picc hab
)
+ 2√
h
N
(
2qc(api
c
b) − 12qcdpicdhab − 12picc qab
)
+£Nqab
(4.6a)
p˙ab = hachbd
1√
h
δˆpicd + 1
2
N
(
D2qab +DaDbqc
c
)− 1
2
DcN
(
Daqbc +Dbqac −Dcqab + habDcqdd
)
+N
(
2Rc(aqb)c − 12habRcdqcd
)
+ habD
cNDdqcd −NDcD(aqb)c +
(
D2N − 1
2
NR
)
qab
+ 1
2
Nhab
(−D2qcc +DcDdqcd)− 2qc(aDb)DcN + habqcdDcDdN − 12hNhabqcc (picdpicd − 12(picc)2)
+ 2
h
Nqc
c
(
piacpi
c
b − 12piccpiab
)− 2
h
N
(
qcdpi
c
api
d
b − 12qcdpicdpiab
)− 1
2h
Nqab
(
picdpicd − 12(picc)2
)
− 2√
h
N
[
2pc(api
c
b) − 12 (pccpiab + piccpab)
]− 1
2
√
h
qc
c
[
Dc (N
cpiab)− 2pic(aDcNb)
]
+Dc (N
cpab)− 2pc(aDcNb) +Nhab
[
1√
h
(
picd − 1
2
pie
ehcd
)
pcd +
1
h
(
picepie
d − 1
2
pie
epicd
)
qcd
]
+ 8piNτab
(4.6b)
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where τab = δT ab. The evolution equations for the perturbed fluid initial data are obtained
in Appendix A; they are
ξ˙a = ξˆa +£Nξ
a − N√
1+u2
£uξ
a
+ N√
1+u2
(
δad − 11+u2uaud
) [
vd − 1
2
udubucqbc −N
√
1 + u2 udξbDb
(√
1+u2
N
)] (4.7a)
v˙a = vˆa +
(
δae +
c2s
1+(1−c2s)u2u
aue
)
×
{
£Nv
e − 1
2
√
1+u2
(
qbcu
buc + 2vbub
)
DeN
+
√
1 + u2 qebDbN +N
(
uepbb − 2ubpeb
)− N
2
√
1+u2
ubuc (2Dbqc
e −Deqbc)
+ N√
h
(
piebubq
c
c − 2piebucqbc − 12pibbueqcc + pibcueqbc + pibbve − 2piebvb
)
+ N
2(1+u2)3/2
(qcdu
cud + 2vcuc)u
bDbu
e − N√
1+u2
(vbDbu
e + ubDbv
e)
− 1 + c
2
s
ρ+ p
(
−∆n
n
+
ξcDc ln(ρ+ p)
1 + c2s
)(
N√
1+u2
(
heb + ueub
)− ueN b)Dbp
+
N(qbcu
buc + 2vbub)
(
Dep+ ueubDbp
)
2(ρ+ p)(1 + u2)3/2
+
veN bDbp
ρ+ p
+
N
(
qebDbp− 2v(eub)Dbp
)
(ρ+ p)
√
1 + u2
−
(√
1 + u2 ueN b −N (heb + ueub)
(ρ+ p)
√
1 + u2
)
Db
[
−c2s(ρ+ p)
∆n
n
+ ξcDcp
]
+
1
2
c2su
e
(
hbc +
ubuc
1 + u2
)
q˙bc +
c2su
eDb
(√
1 + u2 ξ˙b
)
√
1 + u2
+
ueξ˙bDbp
(ρ+ p)
}
(4.7b)
where
∆n
n
= −1
2
(
hab +
uaub
1 + u2
)
qab − uav
a
1 + u2
− Da
(√
1 + u2 ξa
)
√
1 + u2
(4.8)
and one must substitute Eq. 4.6a and Eq. 4.7a in the last line of Eq. 4.7b to get an explicit
expression in terms of initial data.
The quantities the pˆab, qˆ
ab, ξˆa and vˆa in Eq. 4.6-Eq. 4.7 are pure gauge perturbations
generated by diffeomorphisms due to the perturbed lapse and shift. Since the canonical
energy is gauge-invariant, we will ignore these terms in our computation of the kinetic
energy below, i.e., we will perform the calculations assuming the perturbed lapse and shift
are zero.
The kinetic energy is obtained by substituting a reflection-odd perturbation into the
definition of the canonical energy Eq. 3.17
K = KGR + Kfluid
=
1
16pi
∫
ε
(3)
(
pabq˙
ab − qabp˙ab
)
+
∫ (
ξ˙µδPµνλρ − ξµ ˙(δP )µνλρ − [ξ, ξ˙]µPµνλρ
)
.
(4.9)
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We first compute the kinetic energy in the simpler case of a static star where the reflection-
odd perturbation is given by δX = (pab, 0, v
a, 0). Using Eq. 4.6a for a static spacetime
background the first term in Eq. 4.9 becomes
KGR =
1
16pi
∫
ε
(3)pabq˙
ab =
1
8pi
∫
ε
(3)N
(
pabp
ab − 1
2
(pa
a)2
)
. (4.10)
To compute the second term in Eq. 4.9, note that Eq. 4.7a gives
ξ˙a = Nva, (4.11)
since ua = 0 for the static background. Furthermore we obtain
δuµ = δ
(√
1 + u2νµ + hµau
a
)
= δ(hµau
a) = hµav
a (4.12)
where δνµ = 0 follows from the vanishing of the perturbed lapse and shift. Thus, the
pullback to Σ of ξ˙µδPµνλρ is
ξ˙µδPµνλρ
∣∣∣
Σ
= Nvµδ [(ρ+ p)(δµ
σ + uµu
σ)εσνλρ]
∣∣∣
Σ
= Nvµ(ρ+ p)εσνλρδ (gµχu
χuσ)
∣∣∣
Σ
= N(ρ+ p)vavaε
(3)
νλρ
(4.13)
where we have used the fact that the pullback to Σ of hµ
σεσνλρ vanishes, and in the last
equality we used the fact that the vanishing of the perturbed lapse and shift imply that δgµν
is tangent to Σ and vanishes (since qab = 0). The other parts of the second term in Eq. 4.9
vanish by ξa = 0, and thus for the static star the kinetic energy is
K =
1
8pi
∫
ε
(3)N
(
pabp
ab − 1
2
(pa
a)2
)
+
∫
ε
(3)N(ρ+ p)vav
a (4.14)
Now we generalize the above computation for the case of a stationary-axisymmetric
star with axisymmetric perturbations. The reflection-odd initial data is now given by
δX =
(
βab + γφaφb, 2α(aφb), v
a, ξφa
)
with vaφa = 0. However, a perturbation of the form
(0, 0, 0, ξφa) is a trivial and a degeneracy of the canonical energy and so will not contribute
to our calculation of the kinetic energy. Thus, without loss of generality, we may take the
reflection-odd initial data to be δX =
(
βab + γφaφb, 2α(aφb), v
a, 0
)
with vaφa = 0. Again
we set the perturbed lapse and shift to zero, without loss of generality. Note that, for
reflection-odd initial data qab is traceless and τ
ab = δT ab = 2τ (aφb) i.e. τab is axial.
We now compute the first term of Eq. 4.9, using the linearized evolution equations Eq. 4.6a
and Eq. 4.6b. The resulting expression is simplified by using the following steps:
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1. “Integrate by parts” any term with two derivatives of qab to rewrite it as a quadratic
expression in one derivative of qab.
2. Write the shift vector as Na = N¯φa and use the axisymmetry of the perturbations
and Eq. 2.26 to write the terms in terms of piab and qab.
3. Rewrite the terms with Ricci tensor, Ricci scalar and two derivatives of the lapse N
using Eq. 2.25a, Eq. 2.28 and Eq. 2.29 in terms of the background matter terms.
Thus the relevant contributions to the first term of Eq. 4.9 are (in the following interme-
diate expressions we have omitted the spatial volume element ε(3))
16piKGR = 2
∫
N
[
pabp
ab − 1
2
(pc
c + 1√
h
qabpi
ab)2
]
+ 8
∫
N
[
Φpab (αapib) + Φ
2γαcpi
c
]
+ 4
∫
NΦ2(αapi
a)(αbpib)−
∫
4NΦpabα
apib +
∫
N
[
1
2
(Dcqab)
2 −DcqabDaqbc
]
− 4
∫
NΦ2
[
(piapi
a)(αbαb)− (αapia)(αbpib)
]− 16pi ∫ N [Φ(αaαb)Vˆab + Φ2(αaαa)V¯ ]
+ 8pi
∫
NΦ (E − T cc ) (αaαa)− 4
∫
NΦpabα
apib − 16pi
∫
NΦαaτa
(4.15)
where since V ab is polar we have written V ab = Vˆ ab + V¯ φaφb with Vˆ abφa = 0.
We can further write
∫
N
[
1
2
(Dcqab)
2 −DcqabDaqbc
]
in the form
K1 = 2
∫
NΦ−1
[
D[a(Φαb])D
[a(Φαb])− 1
2
(αaDaΦ)(α
bDbΦ) + (α
aDbΦ)Da(Φαb)
]
. (4.16)
The last term of Eq. 4.16 can be written as
2
∫
NΦ−1(αaDbΦ)Da(Φαb) = 2
∫
NΦ−1
[
(αaDbΦ)Db(Φαa) + 2(α
aDbΦ)D[a(Φαb])
]
.
(4.17)
This expression can be simplified by using the relation
Rabφ
b = −1
2
φaD
b
(
Φ−1DbΦ
)
(4.18)
(which holds by virtue of φa being a Killing field) and then contracting again with the Killing
field eliminating Rab using the background ADM equation Eq. 2.29 to obtain
Da
(
NΦ−1DaΦ
)
= −4NΦpiapia − 16piNΦV¯ . (4.19)
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Using this relation, we simplify Eq. 4.17 as follows:
2
∫
NΦ−1(αaDbΦ)Db(Φαa) = −2
∫ [
Db
(
NΦ−1DbΦ
)
Φαaαa +NαaD
bαaDbΦ
]
= 8
∫
NΦ2 (αaαa) (piapi
a)− 2
∫
NΦ−1(αaDbΦ)Db(Φαa)− 2
∫
NΦαaαaDbΦ
−1DbΦ
+ 32pi
∫
NΦ2 (αaαa) V¯
= 4
∫
NΦ2 (αaαa) (piapi
a)−
∫
ΦαaαaDbΦ
−1DbΦ+ 16pi
∫
NΦ2 (αaαa) V¯ .
(4.20)
Thus, we obtain
K1 = 2
∫
NΦ(D[aαb])(D
[aαb]) + 4
∫
NΦ2 (αaαa) (piapi
a) + 16pi
∫
NΦ2 (αaαa) V¯
and we have
16piKGR = 2
∫
N
[
Φ(D[aαb])(D
[aαb]) + βabβ
ab + Φ2 (γ + 2αapi
a)
(
γ + 2αbpib
)
−1
2
(βa
a + Φγ + 2Φαapi
a)2
]
− 16pi
∫
NΦ(αaαb)Vˆab + 8pi
∫
NΦ (E − T cc ) (αaαa)− 16pi
∫
NΦαaτa.
(4.21)
Computing the contribution due to Vˆab using Eq. 2.30 we get
KGR =
1
8pi
∫
N
[
Φ(D[aαb])(D
[aαb]) + βabβ
ab + Φ2 (γ + 2αapi
a)2
−1
2
(βa
a + Φγ + 2Φαapi
a)2 − 8piΦαa(αbTab + τa)
]
.
(4.22)
To compute the final term in the above expression we note that the t-φ-reflection-odd fluid
perturbation is given by the initial data listed in Eq. 4.3 i.e. ξa = 0 and φav
a = 0. From the
fact that the perturbation is t-φ-reflection-odd it follows immediately that δρ = δp = 0, since
axisymmetric scalars must be t-φ-reflection-even. Using Eq. 2.23 and Eq. 2.16, we obtain
αaαbTab = pαaα
a (4.23)
τab = δT ab = δ
[
(ρ+ p)uaub + phab
]
= 2(ρ+ p)Uφ(avb) − 2pφ(aαb)
=⇒ τa = (ρ+ p)Uva − pαa
and αaτa = (ρ+ p)Uαav
a − pαaαa
(4.24)
and thus,
αaαbTab + α
aτa = (ρ+ p)Uαav
a. (4.25)
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Next, we calculate the second term of Eq. 4.9. From Eq. 4.7a we find
ξ˙a =
N√
1 + ΦU2
va. (4.26)
The last two terms in Eq. 4.9 vanish because ξa = 0, and the pullback to Σ of ξ˙µδPµνλρ is
ξ˙µδPµνλρ
∣∣∣
Σ
= ξ˙µδ [(ρ+ p)(δµ
σ + uµu
σ)εσνλρ]
∣∣∣
Σ
= ξ˙µ(ρ+ p)
√
1 + ΦU2 ε
(3)
νλρδ(uµ)
= Nvµ(ρ+ p)ε
(3)
νλρ (ΦUαµ + vµ) .
(4.27)
Thus, we have
Kfluid =
∫
(ρ+ p)N (ΦUαav
a + vav
a) . (4.28)
Thus, the total kinetic energy for the stationary-axisymmetric Einstein-perfect fluid star
is
K =
1
8pi
∫
ε
(3)N
[
Φ
(
D[aαb]
) (
D[aαb]
)
+ βabβ
ab + Φ2 (γ + 2αapi
a)2
− 1
2
(βa
a + Φγ + 2Φαapi
a)2
]
+
∫
ε
(3)N(ρ+ p)vava.
(4.29)
Theorem 1 (Positivity of kinetic energy). For arbitrary perturbations of a static Einstein-
perfect fluid star, and for axisymmetric perturbations of a stationary-axisymmetric Einstein-
perfect fluid star with circular flow, the kinetic energy K (given by Eq. 4.14 for the static
case, and Eq. 4.29 for the stationary-axisymmetric case) is a positive definite symmetric
bilinear form on Vodd.
Proof. The proof closely parallels the vacuum case given in Theorem 1 of [11]. We start first
with the static case where the kinetic energy is given by a simpler expression Eq. 4.14. Let
f be a solution to the boundary value problem13[
D2 − 4pi(ρ+ 3p)] f = −1
2
pc
c with f |∞ ∼ O(1/r). (4.30)
By Eq. 2.6, the elliptic operator on the left-hand-side is negative14 and thus the above bound-
ary value problem has a unique solution. Define pˆab and vˆ
a by
pˆab := pab −DaDbf + habD2f + f
(
Rab − 12Rhab
)− 8pifTab
vˆa := va +Daf +
Dap
ρ+ p
f.
(4.31)
13 Note that the corresponding Eq. 4.21 (and Eq. 4.25 for the stationary-axisymmetric case) in [11] is missing
a negative sign on the right-hand-side of the elliptic equation and a factor of 1/r in the asymptotic
conditions at infinity.
14 We need the strong energy condition, (ρ + 3p) ≥ 0 and (ρ + p) ≥ 0 to get a unique solution to Eq. 4.30
(and Eq. 4.34). These follow from the stronger conditions of Eq. 2.6, ρ ≥ 0 and p ≥ 0, which are assumed
in showing the well-posedness of the Einstein-perfect fluid initial value problem [17].
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A direct computation shows that since pab and v
a satisfy the linearized momentum constraint
Eq. 3.16b, so do pˆab and vˆ
a, that is
Dbp
ab = −8pi(ρ+ p)va =⇒ Dbpˆab = −8pi(ρ+ p)vˆa. (4.32)
Further, from Eq. 4.30, the background Hamiltonian constraint Eq. 2.12a, and Eq. 2.16 we
get pˆc
c = 0. We use Eq. 4.31 to replace pab and v
a in the kinetic energy Eq. 4.14 in favor of
pˆab and vˆ
a. Integrating by parts, we find that the f -f , f -pˆ and f -vˆ terms vanish. Thus, we
obtain
K =
1
8pi
∫
ε
(3)N
(
pˆabpˆ
ab
)
+
∫
ε
(3)N(ρ+ p)vˆavˆ
a ≥ 0. (4.33)
Thus, K is manifestly non-negative and vanishes if and only if pˆab = vˆ
a = 0. In that case,
we see from Eq. 4.31 that pab and v
a are pure-gauge perturbations in Wg (Eq. 3.20) generated
by diffeomorphisms along fνµ. Since we have factored out such perturbations, we see that
K is positive definite on Vodd.
The proof for the stationary-axisymmetric star follows from very similar arguments. Now
let f be a solution to the following boundary value problem[
D2 − 2Φpiapia − 4pi
(
ρ+ 3p+ (ρ+ p)ΦU2
)]
f = −1
2
(βa
a + Φγ + 2Φαapi
a)
with f |∞ ∼ O(1/r)
(4.34)
where we have used piab =
√
hpi(aφb) and ua = Uφa in the background. Again, Eq. 2.6 ensures
that Eq. 4.34 has a unique solution. Define now
pˆab := pab −DaDbf + habD2f + f
(
Rab − 12Rhab
)− fhab(2Φpicpic)
+ 2f(Φpiapib + picpi
cφaφb)− 8pifTab
αˆa := αa − 2fpia
vˆa := va +
√
1 + ΦU2Daf +
[
Dap
(ρ+ p)
√
1 + ΦU2
+ 2Upia − U
2DaΦ
2
√
1 + ΦU2
]
f.
(4.35)
Note that αˆa and vˆ
a are axial while pˆab = βˆab + γˆφaφb is polar. The new variables satisfy
the linearized momentum constraint Eq. 3.16b, i.e.,
Dbβ
ab − 1
2
γDaΦ + pib
(
2ΦD[bαa] − αbDaΦ) = −8pi(ρ+ p)√1 + ΦU2 va
=⇒ Dbβˆab − 12 γˆDaΦ + pib
(
2ΦD[bαˆa] − αˆbDaΦ) = −8pi(ρ+ p)√1 + ΦU2 vˆa. (4.36)
Further, using Eq. 4.34, Eq. 2.12a and Eq. 2.16, we get βˆa
a + Φγˆ + 2Φαˆapi
a = 0, and in
parallel to the arguments in the static case we can write the kinetic energy in a manifestly
non-negative form
K =
1
8pi
∫
ε
(3)N
[
Φ
(
D[aαˆb]
) (
D[aαˆb]
)
+ βˆabβˆ
ab + (Φγˆ + 2Φαˆapi
a)2
]
+
∫
ε
(3)N(ρ+ p)vˆavˆa ≥ 0.
(4.37)
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The kinetic energy vanishes if and only if we have
αˆa = Dafˆ ; γˆ = −2piaDafˆ ; βˆab = vˆa = 0 (4.38)
for some fˆ , in which case pab, αa and v
a in Eq. 4.35 are pure-gauge perturbations in Wg
generated by a diffeomorphism along fνµ + fˆφµ. Again, since we have factored out such
perturbations, K is positive definite on Vodd.
The transformations in Eq. 4.31 and Eq. 4.35 are gauge transformations corresponding to
making a normal displacement of the Cauchy surface Σ by f . The condition βˆa
a + Φγˆ +
2Φαˆapi
a = 0 is simply the condition that δˆpia
a = 0 and thus, writing the kinetic energy in
terms of pˆab, αˆa and vˆ
a corresponds to working in a gauge where Σ is a maximal slice in the
perturbed spacetime.
5. NEGATIVE ENERGY AND EXPONENTIAL GROWTH
Consider a smooth, axisymmetric perturbation δX ∈ Vc. The time evolution of δX
is given by Eqs.4.6-4.7 of the previous section. These equations contain arbitrary gauge
transformations on the right-hand-side. However, we may effectively remove this gauge
dependence by simply factoring out by the space Wg (see Eq. 3.20) to the pass to the space
V defined by Eq. 3.21. By a slight abuse of notation, we will continue to denote by δX the
element of V corresponding to the equivalence class of the original perturbation δX ∈ Vc.
Similarly, we will write ˙δX for the equivalence class of £tδX . The time evolution equations
Eq. 4.6-Eq. 4.7 then can be written using an operator E : V → V as as
˙δX = E(δX) (5.1)
The time evolution operator E is related to the canonical energy E by
E (δ˜X, δX) =W (δ˜X, E(δX)) (5.2)
which expresses the fact that the canonical energy is a Hamiltonian for the time evolution
of the linearized perturbations.
We now make use of the reflection isometry i of the background spacetime. As in the
previous section, we decompose initial data δX ∈ V into its odd part, P ∈ Vodd, and even
part, Q ∈ Veven under the action of i (see Eq. 4.3). Since the time evolution operator E is
invariant under i, the evolution equations take the form:
Q˙ = KP (5.3a)
P˙ = −UQ (5.3b)
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where, the maps K and U act as
K : Vodd → Veven ; U : Veven → Vodd . (5.4)
Explicit formulae for K and U can be obtained by substitution of an odd or, respectively,
even perturbation from Eq. 4.1 or Eq. 4.3 into the right-hand-sides of the evolution equa-
tions Eqs.4.6a-4.7b. In particular, in the case of a static background, the odd part of a
perturbation is given by P = (pab, 0, v
a, 0), and from Eqs.4.6a-4.7b, it follows that
K

pab
0
va
0
 =

0
2N
(
pab − 12pcchab
)
0
Nva
 (5.5)
In the case of a stationary, axisymmetric background, P is given by Eq. 4.3, and KP is given
by
K

βab + γφaφb
2α(aφb)
va
ξφa
 =

2Λ(aφb)
Θab + Γφaφb
V φa
Ξa
 (5.6)
where we have used the decomposition Eq. 4.3 for the reflection-even perturbation on the
right-hand-side with
Λa = −Φ−1Db
(
NΦD[aαb]
)
+Npia
(
βb
b − Φγ − 2Φαbpib
)
+ 8piN(ρ+ p)Uva (5.7a)
Θab = 2N
[
βab − 12(βcc + Φγ + 2Φαcpic)(hab − Φ−1φaφb)
]
(5.7b)
Γ = 2N
[
(γ + 2αcpi
c)− 1
2
Φ−1(βc
c + Φγ + 2Φαcpi
c)
]
(5.7c)
V =
1 + ΦU2
1 + (1− c2s)ΦU2
[
NU (βa
a − Φγ − 2Φαapia)− Nv
aDa(ΦU)
Φ
√
1 + ΦU2
+
Uc2sDa(Nv
a)√
1 + ΦU2
(5.7d)
− NUc
2
s
2(1 + ΦU2)
[
(1 + 2ΦU2)βa
a + Φγ + 2Φαapi
a
]]
Ξa =
N√
1 + ΦU2
va (5.7e)
where we have used Eq. 2.26, Eq. 2.29 and Eq. 4.18 for the background spacetime.
The formula for U can be computed in the same manner, substituting Q on the right sides
of Eqs.4.6a-4.7b instead of P . However, since this formula is considerably more complicated,
we will not attempt to write it out explicitly here.
The decomposition of the canonical energy E into the kinetic and potential energies is
given in terms of these operators by
K (P˜ , P ) :=W [P˜ ,KP ] ; U (Q˜, Q) := −W [Q˜,UQ]. (5.8)
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Taking the time derivative of Eq. 5.3a and using Eq. 5.3b, we obtain
Q¨ = −AQ (5.9)
where
A := KU : Veven → Veven . (5.10)
Following [11], we now define a new Hilbert space that makes A a symmetric operator,
thereby allowing us solve this equation by spectral methods. Let K[Vodd] ⊆ Veven denote
the range of the operator K. By Theorem1, K is a positive definite operator on Vodd, so K
has vanishing kernel. Thus for all Q ∈ K[Vodd], there exists a unique P ∈ Vodd such that,
Q = KP . Using this fact, we define a new inner product, 〈 , 〉
H
on K[Vodd] by〈
Q˜, Q
〉
H
:= K (P˜ , P ) (5.11)
where P˜ and P are such that Q˜ = KP˜ and Q = KP . That this is indeed an inner product
follows from the symmetry, bilinearity and positive definiteness of K (Theorem1). We can
write this inner product in terms of the symplectic form as〈
Q˜, Q
〉
H
= W [P˜ ,KP ] . (5.12)
We now complete the space K[Vodd] in the inner product 〈 , 〉H to obtain a Hilbert space
H . Note that H automatically contains all Q ∈ Veven that are of the form Q = KP for
P ∈ Vodd, and such Q comprise a dense subspace of H . In view of Eq. 5.3, this means
that the even part of all perturbations that are of the form £tδX for some perturbation
δX ∈ V will be represented in H . Obviously, unbounded growth of a perturbation Q
of the form KP for P ∈ Vodd suffices to prove instability. However, a perturbation will
grow exponentially in time if and only if any of its Lie derivatives with respect to tµ grow
exponentially in time. As noted in Remark 1, the second time derivative of any perturbation
not necessarily in the Lagrangian displacement framework is in V and, hence, the even part
of its third time derivative is represented in the Hilbert space H . Consequently, stability
for Q of the form KP for P ∈ Vodd implies that no perturbations can grow exponentially —
including those not represented in the Lagrangian framework. However, stability for such
Q does not rule out the possibility of instabilities that grow slower than a cubic polynomial
in t. Thus, stability with respect to perturbations in H is necessary but not sufficient for
stability with respect to all perturbations, but it is sufficient to establish mode stability for
all perturbations.
It is convenient to complexify the Hilbert space H in order to use spectral methods; we
will not distinguish this complexification in our notation. The operator A : H → H given
by Eq. 5.10 naturally extends to a real, symmetric operator with dense domain given by the
complexification of K[Vodd]. In particular, it admits a self-adjoint extension A¯. By a close
parallel of the arguments of [11], we obtain the following proposition:
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Proposition 5.1. Given any axisymmetric initial data δX0 = (P0 = 0, Q0 = KP ′0) where
P ′0 ∈ Vodd there exists a unique solution Q(t) ∈ K[Vodd] ⊂ H to Eq. 5.9 that is such that
Q(0) = Q0 and Q˙(0) = 0.
Proof. Uniqueness of such a Q(t) follows from the spectral arguments given in [11] (see,
in particular, Lemma 6.1 [11]) while, existence can be shown as follows. Choose a smooth
representative P˜ ′0 of the Wg-equivalence class of P
′
0 ∈ Vodd and consider the initial data
X˜ ′(0) = (P˜ ′0, Q˜
′
0 = 0). From X˜
′(0), using Eq. 3.1, we can obtain the initial data Y ′(0) in
terms of the physical fluid quantities. From the arguments in [17] and Ch.IX of [19] on the
well-posedness of the Einstein-Euler system it follows that, there exists a smooth solution
Y ′(t) of the perturbed Einstein-Euler system with initial data Y ′(0). Then using Eq. 4.7a,
we get a smooth solution X˜ ′(t) in terms of the Lagrangian displacement with initial data
X˜ ′(0).
Now, let X ′(t) = (P ′(t), Q′(t)) denote the Wg-equivalence class of the solution X˜ ′(t) and
let X(t) = (P (t), Q(t)) denote the Wg-equivalence class of its time derivative £tX˜
′(t). It
follows from the evolution equations in the form Eq. 5.1 and Eq. 5.3 that Q(t) = KP ′(t) and
that Q(t) satisfies
d2Q(t)
dt2
= −AQ(t) . (5.13)
By an exact parallel of the proof of Prop. 6.2 of [11], we have
Proposition 5.2. Let Q0 = KP ′0 ∈ H with P ′0 ∈ Vodd be axisymmetric initial data such
that the potential energy satisfies U (Q0, Q0) < 0. Then the solution generated by the initial
data (P0 = 0, Q0) grows exponentially with time in the sense that there exists C > 0 and
α > 0 such that
‖Qt ‖H > C exp(αt). (5.14)
We also have the following Rayleigh-Ritz-type variational principle to determine the
growth rate of the instability. We refer the reader to Theorem 2 [11] for the proof of this
result.
Theorem 2 (Variational Principle for Instability). For any axisymmetric P ∈ Vodd consider
the quantity
ω2(P ) :=
U (KP,KP )
K (P, P )
. (5.15)
If ω2 < 0, the solution δX(t) determined by the initial data (P, 0) will grow with time at
least as fast as exp(αt) for any α < |ω|, in the sense that the kinetic energy K of £tδX will
satisfy
lim
t→∞
[K (£tδX,£tδX) exp(−2αt)] =∞ . (5.16)
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6. EXPLICIT FORM OF THE VARIATIONAL PRINCIPLE
In this section, we provide a more concrete form of the variational principle of Theorem2.
In the static case, we will provide explicit formulae for the variational principle, and we will
show that for spherically symmetric perturbations of a static, spherically symmetric star,
the variational principle reduces to that of Chandrasekhar [13, 14], and Seifert and Wald
[15]. In the stationary axisymmetric case, the formulae are too cumbersome to write out
explicitly, so we will simply provide an algorithm for performing the calculations needed to
evaluate the variational principle.
1. Static Background
The variational principle Eq. 5.15 requires that we compute the potential energy U cor-
responding to a t-reflection-even perturbation of the form KP where P is a “trial function”
consisting of a reflection-odd perturbation P . To get an explicit form of the variational prin-
ciple we first compute an expression for the potential energy for any t-reflection-even pertur-
bation. In the static case, the reflection-even perturbation takes the form Q = (0, qab, 0, ξ
a)
(see Eq. 4.1). Using the definition of the canonical energy we have
U (Q,Q) =
1
16pi
∫
ε
(3)
(
pabq˙
ab − qabp˙ab
)
+
∫ (
ξ˙µδP µνλρ − ξµ ˙(δP )µνλρ − [ξ, ξ˙]µPµνλρ
)
.
(6.1)
For reflection-even perturbations off of a static background, both pab and ξ˙
µ vanish (using
Eq. 4.7a), so we obtain
U (Q,Q) = − 1
16pi
∫
ε
(3)qabp˙ab −
∫
ξµ ˙(δP )µνλρ
= −
∫
ε
(3)
(
1
16pi
qabp˙ab + (ρ+ p)ξav˙
a
) (6.2)
where the last equality follows from the same calculation as in Eq. 4.13.
Recall that in the case of a static star piab = Na = ua = 0. We first compute the
gravitational contribution − 1
16pi
∫
qabp˙ab where p˙ab is obtained from Eq. 4.6b. We simplify the
resulting expression using the same procedure used in Sec. 4 for the stationary axisymmetric
case to obtain the kinetic energy contribution of the same term. That is, we
1. “Integrate by parts” any term with two derivatives of qab to rewrite it as a quadratic
expression in one derivative of qab.
2. Rewrite the terms with Ricci tensor, Ricci scalar and two derivatives of the lapse N
using Eq. 2.25a, Eq. 2.29, and the linearized Hamiltonian constraint Eq. 3.16a in terms
of the background and perturbed matter terms.
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Using the above steps we get (omitting the factor of ε(3) in the intermediate expressions)
−
∫
qabp˙ab =
∫
N
[
1
2
DcqabDcqab −DcqabDaqbc − 32DcqaaDcqbb + 2DaqabDbqcc
]
+ 8pi
∫
N
[−3
2
V abqabqc
c − 2V abqacqcb + (E − 12Vcc)(qaa)2 − (E − Vcc) qabqab
]
+ 8pi
∫
N
[
2δEqa
a − τabqab
]
.
(6.3)
Computing the matter contributions using Eq. 2.30 and Eq. 2.16 we get
− 1
16pi
∫
qabp˙ab =
1
16pi
∫
N
[
1
2
DcqabDcqab −DcqabDaqbc − 32DcqaaDcqbb + 2DaqabDbqcc
]
+
∫
N
[−1
4
(ρ− p) (qabqab + (qaa)2)− 14(1− c2s)(ρ+ p)(qaa)2
−1
2
(2− c2s)(ρ+ p)(Daξa)qaa − 12ξaDa(2ρ− p)qaa
]
.
(6.4)
Next we compute the fluid contribution − ∫ (ρ+ p)ξav˙a using Eq. 4.7b for the static star.
Using the Euler equation Eq. 2.34 we get
−
∫
(ρ+ p)ξav˙
a =
∫
NξaD
ap
[(
1 + c2s
) (
1
2
qc
c +Dcξ
c
)
+
1
ρ+ p
ξcDc(ρ+ p)
]
−
∫
NξaD
a
[
c2s(ρ+ p)
(
1
2
qc
c +Dcξ
c
)
+ ξcDcp
]
.
(6.5)
Integrating by parts the last term we have
−
∫
(ρ+ p)ξav˙
a =
∫
NξaD
ap
[(
1
2
qc
c + 2Dcξ
c
)
+
1
ρ+ p
ξcDcρ
]
+
∫
N(Daξa)
[
c2s(ρ+ p)
(
1
2
qc
c +Dcξ
c
)]
.
(6.6)
Putting together Eq. 6.4 and Eq. 6.6 the potential energy for a reflection-even perturbation
Q is
U (Q,Q) =
1
16pi
∫
ε
(3)N
[
1
2
DcqabDcqab −DcqabDaqbc − 32DcqaaDcqbb + 2DaqabDbqcc
]
− 1
4
∫
ε
(3)N
[
(ρ− p) qabqab +
(
2p− c2s(ρ+ p)
)
(qa
a)2
]
+
∫
ε
(3)N
[
c2s(ρ+ p)(Daξ
a)2 + 2(Daξ
a)(ξbDbp) +
1
ρ+ p
(ξaDaρ)(ξ
bDbp)
]
−
∫
ε
(3)N
[
(1− c2s)(ρ+ p)Daξa + ξaDa(ρ− p)
]
qb
b .
(6.7)
Now we provide an algorithm for computing the variational principle Eq. 5.15 in the case
of a static star.
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(1) We start with a “trial” reflection-odd perturbation P = (pab, 0, v
a, 0). The linearized
Hamiltonian constraint vanishes identically for reflection-odd perturbations, and the
linearized momentum constraint Eq. 3.16b becomes
Dbp
ab = −8pi(ρ+ p)va , (6.8)
so we need to start with a solution to this equation.
One way of generating solutions would be to choose an arbitrary va and then solve the
elliptic system
DbD
(aZb) = −8pi(ρ+ p)va , (6.9)
for a vector field Za. One can then choose pab = D(aZb) + p˜ab where p˜ab is a solution
to Dbp˜ab = 0.
(2) We compute K (P, P ) using Eq. 4.14, namely
K (P, P ) =
1
8pi
∫
ε
(3)N
(
pabp
ab − 1
2
(pa
a)2
)
+
∫
ε
(3)N(ρ+ p)vav
a . (6.10)
(3) From the reflection-odd P in Step (1), we obtain the reflection-even perturbation Q′ =
KP = (0, q′ab, 0, ξ′a) using Eq. 5.5 i.e.
q′ab = 2N
(
pab − 12pcchab
)
ξ′a = Nva .
(6.11)
(4) Compute U (Q′, Q′) = U (KP,KP ) using Eq. 6.7 for the perturbation Q′ from Step (3)
(Eq. 6.11). The variational principle Eq. 5.15 takes the form
ω2 =
U (Q′, Q′)
K (P, P )
(6.12)
with the denominator obtained in Step (2).
We now explicitly carry out the above steps in the case of spherically symmetric per-
turbations of a static, spherically-symmetric star with a “barotropic” equation of state of
the form ρ = ρ(n). We shall show that our variational principle reduces to that of Chan-
drasekhar [13, 14], and Seifert and Wald [15]. To proceed, following [15], it is convenient to
work in a gauge where the background metric is
ds2 = −e2Ψ(r)dt2 + e2Λ(r)dr2 + r2dΩ2 (6.13)
and where the perturbed spatial metric and the Lagrangian displacement on the Cauchy
surfaces Σt of constant t are
qab = 2e
2Λλ(r, t)DarDbr (6.14a)
ξa = ξ(r, t)
(
∂
∂r
)a
(6.14b)
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We can read off that the background lapse is N = eΨ(r), and we can calculate directly from
Eq. 4.6a and Eq. 4.7a that
pab = −e−Ψλ˙r2(dΩ2)ab (6.15a)
va = e−Ψξ˙
(
∂
∂r
)a
(6.15b)
where we have used (dΩ2)ab to denote the metric on the unit-radius 2-sphere. The linearized
momentum constraint (Eq. 6.8) for Eq. 6.15 is given by
λ˙ = −4pire2Λ(ρ+ p)ξ˙ . (6.16)
Unlike in the general case (see Step (1)), for spherically symmetric perturbations the mo-
mentum constraint can be solved algebraically. To compare our variational principle with
that of [15] we choose ξ˙ as a freely specified function on the Cauchy surface Σt and use
Eq. 6.16 to substitute for λ˙, and so we have
pab = 4pie
2Λ−Ψ(ρ+ p)ξ˙r3(dΩ2)ab (6.17a)
va = e−Ψξ˙
(
∂
∂r
)a
. (6.17b)
We use the reflection-odd perturbation P = (pab, 0, v
a, 0) from Eq. 6.17 as our starting “trial”
perturbation to obtain the variational principle; this completes Step (1) of our algorithm.
For Step (2), using Eq. 6.17 in Eq. 6.10 gives
K (P, P ) = 4pi
∫
dr r2e3Λ−Ψ(ρ+ p)ξ˙2. (6.18)
The reflection-even perturbation Q′ = KP in Step (3) can be computed to be
q′ab = −8pi(ρ+ p)re4Λξ˙DarDbr (6.19a)
ξ′a = ξ˙
(
∂
∂r
)a
. (6.19b)
To complete Step (4), we now substitute the reflection-even perturbation Q′ from Eq. 6.19
into Eq. 6.7 and explicitly compute U (Q′, Q′). To compare with [15], we replace ρ and p by
the particle number density n using the identities
ρ′(n) =
ρ+ p
n
; ρ′′(n) = c2s
ρ+ p
n2
(6.20)
which follow from Eq. 2.5 and Eq. 2.7, and
∂ρ
∂r
=
ρ+ p
n
∂n
∂r
;
∂p
∂r
= c2s
ρ+ p
n
∂n
∂r
(6.21)
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which follows from the fact that the background quantities ρ, p, and n are functions of the
single variable r. We simplify the resulting expression by integrating by parts and using the
background evolution equations Eq. 2.32 and Eq. 2.34 which take the form
∂Ψ
∂r
+
∂Λ
∂r
= 4pire2Λ(ρ+ p) (6.22)
and
c2s
∂n
∂r
= −n∂Ψ
∂r
. (6.23)
We obtain
U (KP,KP ) = 4pi
∫
dr
[
1
r2
ρ′′(n)e3Ψ+Λ
(
∂
∂r
(
r2e−Ψnξ˙
))2
− r2eΛ+Ψnρ′(n)
(
1
r
+ 2
∂Ψ
∂r
)(
∂Ψ
∂r
+
∂Λ
∂r
)
ξ˙2
]
.
(6.24)
The above expressions Eq. 6.18 and Eq. 6.24 for the variational principle agree with those
given by Seifert and Wald [15] modulo the substitution ξ˙ 7→ ξ (and up to a spurious overall
factor of 3 in both expressions in [15]). Thus, our variational principle in Theorem2 repro-
duces the Chandrasekhar variational principle [13, 14] for spherical perturbations of a static
spherical star with a barotropic equation of state.
2. Stationary Axisymmetric Background
Next, we give an algorithm for computing the variational principle Eq. 5.15 for axisym-
metric perturbations of a stationary-axisymmetric star with circular flow, in parallel with
the static case.
(1) We start with a “trial” reflection-odd perturbation given by (see Eq. 4.3)
P =

pab
qab
va
ξa
 =

βab + γφaφb
2α(aφb)
va
0
 (6.25)
Note, that we set ξa = ξ‖φa = 0 since it is a trivial displacement and does not affect the
kinetic energy as discussed in Sec. 4. The linearized Hamiltonian constraint vanishes
identically for reflection-odd perturbations, and the linearized momentum constraint
Eq. 3.16b becomes
Dbβ
ab − 1
2
γDaΦ+ pib
(
2ΦD[bαa] − αbDaΦ) = −8pi(ρ+ p)√1 + ΦU2va. (6.26)
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so we need to start with (βab, γ, αa, v
a) (with βab, αa and v
a each orthogonal to φa)
satisfying this equation.
Similar to the static case, one way of generating solutions would be to choose an
arbitrary (γ, αa, v
a) and then solve the elliptic system
DbD
(aZb) − 1
2
γDaΦ + pib
(
2ΦD[bαa] − αbDaΦ) = −8pi(ρ+ p)√1 + ΦU2va (6.27)
for an axisymmetric vector field Za which is polar i.e. Zaφa = 0. One can then choose
βab = D(aZb) + β˜ab where β˜ab is a solution to D
bβ˜ab = 0.
(2) We compute K (P, P ) using Eq. 4.29 i.e.
K (P, P ) =
1
8pi
∫
ε
(3)N
[
Φ
(
D[aαb]
) (
D[aαb]
)
+ βabβ
ab + Φ2 (γ + 2αapi
a)2
− 1
2
(βa
a + Φγ + 2Φαapi
a)2
]
+
∫
ε
(3)N(ρ+ p)vava .
(6.28)
(3) We obtain the reflection-even perturbation
Q′ = KP =

p′ab
q′ab
v′a
ξ′a
 =

2Λ(aφb)
Θab + Γφaφb
V φa
Ξa
 (6.29)
by using the reflection-odd P of Step (1) in Eq. 5.7.
(4) Next we need to compute the potential energy U (Q′, Q′) = U (KP,KP ) for the per-
turbation Q′ from Step (3). The explicit formula for the potential energy in this case
is cumbersome to write out but can be computed as follows.
U (Q′, Q′) =
1
16pi
∫
ε
(3)
[
p′ab
˙(q′ab)− q′ab ˙(p′ab)
]
+
∫ [
˙(ξ′µ)δ′Pµνλρ − ξ′µ ˙(δ′P )µνλρ − [ξ′, ˙(ξ′)]µPµνλρ
] (6.30)
where the quantities p′ab, q
′
ab, v
′
a, and ξ
′a are obtained from Step (3), and by substituting
these into the evolution equations Eq. 4.6 and Eq. 4.7 one can obtain expressions for
˙(p′ab),
˙(q′ab),
˙(v′a), and
˙(ξ′a). In evaluating ˙(p′ab), one will need to calculate the perturbed
energy density and pressure under the perturbation Q′ in order to calculate τ ′ab =
δ′T ab. From Eq. 3.5, these are
δ′ρ = (ρ+ p)
∆′n
n
− ξ′aDaρ
δ′p = c2s(ρ+ p)
∆′n
n
− ξ′aDap,
(6.31)
32
where (∆′n)/n is given by Eq. 4.8 (substituting Q′ in). Similarly, these are needed to
evaluate the quantity δ′Pµνλρ appearing in the third term of Eq. 6.30 from the definition
Eq. 3.9 of Pµνλρ. By a calculation similar to Eq. 4.27, the fourth term of Eq. 6.30 is
−
∫
ξ′µ ˙(δ′P )µνλρ = −
∫ √
1 + ΦU2(ρ+ p)ξ′a
[
˙(v′a) + Uφ
b ˙(q′ab)
]
, (6.32)
while the final term is
−
∫ [
ξ′, ˙(ξ′)
]µ
Pµνλρ =
∫ √
1 + ΦU2(ρ+ p)ΦUξ′aDa
(
Φ−1φb ˙(ξ′b)
)
(6.33)
where we have used the fact that ˙(ξ′a) is axial (i.e., tangent to φa) and the axisymmetry
of ξ′a. In Eq. 6.32-Eq. 6.33, we need to substitute for ˙(q′ab),
˙(v′a), and ˙(ξ′a) using Eq. 4.6
and Eq. 4.7.
Finally, the variational principle Eq. 5.15 takes the form
ω2 =
U (Q′, Q′)
K (P, P )
(6.34)
with the denominator obtained in Step (2).
Using the metric ansatz of [21], a tedious computation shows that the above algorithm
reproduces the variational formula of [21] for the frequency of modes. Note, however that [21]
did not show the positivity of the kinetic energy term and thus did not obtain a Rayleigh-Ritz
variational principle.
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Appendix A: Fluid Evolution Equations
In this appendix we compute the evolution equations for the perturbed fluid initial data
variables, (va, ξa), of a perturbation off of a stationary background. We assume that ξµ
and its time derivatives have been made tangent to Σ by the addition of an appropriate
flowline trivial. As in the linearized ADM equations, Eq. 4.6, there will be terms coming
from gauge transformations generated by the perturbed lapse and shift. We ignore these in
the intermediate computations by setting the perturbed lapse and shift to zero and insert
them back in the final expressions. With these choices we have, on Σ,
δgµν = h
a
µh
b
νqab ; v
a = δua = δ (haµu
µ) = haµδu
µ. (A.1)
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Using Eq. 3.3b we then find
va =
1
2
uaubucqbc +
[
(δab + u
aub)h
b
µ +
√
1 + u2 uaνµ
]
£uξ
µ. (A.2)
Using the fact that we can write
uµ =
√
1 + u2
N
(tµ −Nµ) + hµaua (A.3)
as well as
νµ£uξ
µ = −ξµ£uνµ = ξµ£u(N∇µt) = Nξµ∇µ£ut = NξaDa
(√
1 + u2
N
)
(A.4)
we find
va =
1
2
uaubucqbc + (δ
a
b + u
aub)
(√
1 + u2
N
[
ξ˙b −£Nξb
]
+£uξ
b
)
+
√
1 + u2 uaNξbDb
(√
1 + u2
N
)
.
(A.5)
Inverting this to solve for ξ˙a gives the first evolution equation:
ξ˙a =£Nξ
a − N√
1+u2
£uξ
a
+ N√
1+u2
(
δad − 11+u2uaud
) [
vd − 1
2
udubucqbc −N
√
1 + u2 udξbDb
(√
1+u2
N
)]
.
(A.6)
We add back a gauge transformation ξˆa generated by the perturbed lapse and shift to get
Eq. 4.7a.
To get the evolution equation for va, we linearize the Euler equation Eq. 2.17 off of a
stationary background, obtaining
v˙a =£Nv
a −
(
qbcu
buc + 2vbub
)
DaN
2
√
1 + u2
+
√
1 + u2 qabDbN +N
(
uapbb − 2ubpab
)
+ N√
h
(
piabubq
c
c − 2piabucqbc − 12pibbuaqcc + pibcuaqbc + pibbva − 2piabvb
)
+
N(qcdu
cud + 2vcuc)u
bDbu
a
2(1 + u2)3/2
− N(v
bDbu
a + ubDbv
a)√
1 + u2
− Nu
buc (2Dbqc
a −Daqbc)
2
√
1 + u2
+
(
N
(
Dap+ uaubDbp
)
√
1 + u2
− uaN bDbp
)
δρ+ δp
(ρ+ p)2
+
N(qbcu
buc + 2vbub)
(
Dap+ uaubDbp
)
2(ρ+ p)(1 + u2)3/2
+
vaN bDbp− ua ˙(δp) + uaN bDbδp
ρ+ p
− N
(
Daδp− qabDbp + 2v(aub)Dbp+ uaubDbδp
)
(ρ+ p)
√
1 + u2
.
(A.7)
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This is not the desired evolution equation, since ˙(δp) — which depends on v˙a — appears on
the right-hand-side. From Eq. 3.5, we have
˙(δp) = c2s(ρ+ p)
˙(∆n)
n
− ξ˙aDap. (A.8)
To evaluate ˙(∆n)/n, first note that
√
hn
√
1 + u2 is equal (up to a factor of a fixed non-
dynamical volume element) to the pullback of N to Σ, and therefore has vanishing La-
grangian perturbation, giving
∆n
n
= −∆
√
h√
h
− ∆
√
1 + u2√
1 + u2
= −1
2
(qa
a + 2Daξ
a)− 1√
1 + u2
(
uaubqab + 2uav
a
2
√
1 + u2
+ ξaDa
√
1 + u2
)
= −1
2
(
hab +
uaub
1 + u2
)
qab − uav
a
1 + u2
− Da
(√
1 + u2 ξa
)
√
1 + u2
(A.9)
so that
˙(∆n)
n
= −1
2
(
hab +
uaub
1 + u2
)
q˙ab − uav˙
a
1 + u2
−
Da
(√
1 + u2 ξ˙a
)
√
1 + u2
. (A.10)
Substituting this into Eq.A.8, then into Eq.A.7, and solving for v˙a gives
v˙a =
(
δae +
c2s
1+(1−c2s)u2u
aue
)
×
{
£Nv
e − 1
2
√
1+u2
(
qbcu
buc + 2vbub
)
DeN
+
√
1 + u2 qebDbN +N
(
uepbb − 2ubpeb
)− N
2
√
1+u2
ubuc (2Dbqc
e −Deqbc)
+ N√
h
(
piebubq
c
c − 2piebucqbc − 12pibbueqcc + pibcueqbc + pibbve − 2piebvb
)
+ N
2(1+u2)3/2
(qcdu
cud + 2vcuc)u
bDbu
e − N√
1+u2
(vbDbu
e + ubDbv
e)
− 1 + c
2
s
ρ+ p
(
−∆n
n
+
ξcDc ln(ρ+ p)
1 + c2s
)(
N√
1+u2
(
heb + ueub
)− ueN b)Dbp
+
N(qbcu
buc + 2vbub)
(
Dep+ ueubDbp
)
2(ρ+ p)(1 + u2)3/2
+
veN bDbp
ρ+ p
+
N
(
qebDbp− 2v(eub)Dbp
)
(ρ+ p)
√
1 + u2
−
(√
1 + u2 ueN b −N (heb + ueub)
(ρ+ p)
√
1 + u2
)
Db
[
−c2s(ρ+ p)
∆n
n
+ ξcDcp
]
+
1
2
c2su
e
(
hbc +
ubuc
1 + u2
)
q˙bc +
c2su
eDb
(√
1 + u2 ξ˙b
)
√
1 + u2
+
ueξ˙bDbp
(ρ+ p)
}
.
(A.11)
where we have used Eq. 3.5 and ∆n/n is given by Eq.A.9. To obtain an explicit formula in
terms of the initial data (pab, qab, v
a, ξa), it remains to substitute Eq. 4.6a for q˙ab and Eq. 4.7a
for ξ˙a into the final line. Note that when the fluid star is not static, it is necessary to have
c2s ≤ 1 to solve for v˙a, otherwise the factor c2s/[1 + (1− c2s)u2] can diverge. Adding a gauge
transformation vˆa, generated by the perturbed lapse and shift then gives Eq. 4.7b.
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