In a series of papers published in the seventies, Grossberg had developed a geometric approach for analyzing the global dynamical behavior and convergence properties of a class of competitive dynamical systems. The approach is based on the property that it is possible to associate a decision scheme with each competitive system in that class, and that global consistency of the decision scheme implies convergence of each solution toward some stationary state. In this paper, the Grossberg approach is extended to the class of competitive standard Cellular Neural Networks (CNNs), and it is used to investigate convergence under the hypothesis that the competitive CNN has a globally consistent decision scheme. The extension is nonobvious and requires to deal with the set-valued vector field describing the dynamics of the CNN output solutions. It is also stressed that the extended approach does not require the existence of a Lyapunov function, hence it is applicable to address convergence in the general case where the CNN neuron interconnections are not necessarily symmetric. By means of the extended approach, a number of classes of third-order nonsymmetric competitive CNNs are discovered, which have a globally consistent decision scheme and are convergent. Moreover, global consistency and convergence hold for interconnection parameters belonging to sets with non-empty interior, and thus they represent physically robust properties. The paper also shows that when the dimension is higher than three, there are fundamental differences between the convergence properties of competitive CNNs implied by a globally consistent decision scheme, and those of the class of competitive dynamical systems considered by Grossberg. These differences lead to the need to introduce a stronger notion of global consistency of decisions, with respect to that proposed by Grossberg, in order to guarantee convergence of competitive CNNs with more than three neurons.
Introduction
In a series of papers [Grossberg, 1978a [Grossberg, , 1978b [Grossberg, , 1980 , Grossberg had developed a geometric approach for analyzing the global dynamical behavior and convergence properties of a class of nonlinear competitive systems, which include as a special case the classical Volterra-Lotka system for competing species. It has been proved that each competitive system in that class induces a decision scheme, and if the scheme is globally consistent, then each solution is forced through a series of local decisions (or jumps) which eventually lead to a final global decision (or global consensus). This corresponds to the fact that the solution has settled into an equilibrium point, i.e. the system is convergent. In other circumstances, it may be possible that the decision scheme is globally inconsistent, hence the series of local decisions never terminates and the system can sustain nonvanishing oscillations. This is true, for example, in the "voting paradox" (MayLeonard, 75), i.e. a Volterra-Lotka model with three competing species x 1 , x 2 and x 3 , which has a contradictory decision scheme where x 1 beats x 2 , x 2 beats x 3 , and x 3 beats x 1 .
The goal of this paper is to extend the Grossberg approach in order to address convergence of standard competitive cellular neural networks (CNNs), i.e. CNNs with inhibitory (nonpositive) interconnections between distinct neurons. What makes the Grossberg approach really attractive in the CNN framework, is that it does not require the existence of a Lyapunov function, hence it is in principle applicable also to address convergence of nonsymmetric CNNs. In this regard, we recall that the Lyapunov method developed by [Chua & Yang, 1988 ] is applicable to symmetric (reciprocal) CNNs, only.
The extension of Grossberg approach to standard CNNs is not straightforward. First of all, we need to put the CNN equations in a form that is structurally analogous to that of the competitive systems considered by Grossberg. It is shown in the paper that this is possible if we write the CNN equations with respect to the neuron outputs. However, one difficulty is that the dynamical system satisfied by the CNN output solutions is characterized by a set-valued vector field where the velocity is not uniquely defined at the neuron saturation levels, but rather it can assume an entire set of different values. From a physical viewpoint, this is in agreement with the fact that in saturation there are multiple feasible velocities for the CNN output solutions.
The paper then shows that it is possible to associate a decision scheme with the competitive dynamical system satisfied by the CNN output solutions, and to globally analyze the CNN dynamics and convergence properties on the basis of the consistency or inconsistency of the scheme. In particular, the paper investigates in detail the CNN convergence properties implied by a globally consistent decision scheme, in the case where there are three competing neurons. By means of the proposed method, new classes of nonsymmetric third-order competitive CNNs are discovered, which enjoy the property of convergence. For such classes, convergence is shown to be physically robust, since it holds in polyhedral sets with nonempty interior of interconnection parameters. The paper also shows that when the competitive CNNs have more than three neurons, then there are crucial differences in the convergence properties implied by a globally consistent decision scheme, with respect to the class of competitive systems considered by Grossberg. These differences lead to the need to introduce a stronger notion of global consistency of decisions, with respect to that originally proposed by Grossberg, in order to guarantee convergence of competitive CNNs with more than three neurons.
Section 2 briefly reviews the Grossberg approach, while Sec. 3 introduces the competitive CNN model. Sections 4 and 5 extend the Grossberg approach to competitive CNNs, and then Secs. 6 to 8 give the main results on convergence for competitive CNNs inducing a globally consistent decision scheme. The paper is ended with some concluding remarks in Sec. 9.
Grossberg Approach
In [Grossberg, 1980] , Grossberg considered a class of nonlinear competitive dynamical systems that are described by the system of ordinary differential equationṡ
where x = (x i ) i=1,2,...,n ∈ R n is the vector of state variables. The continuously differentiable function
namely M i represents the competitive balance at the state x i . The continuous function α : R → R is such that α(x i ) > 0 when x i > 0, and α(0) = 0, i.e. α is an amplification function that converts the competitive balance into the growth rateẋ i . Moreover, since α(0) = 0, the hyperplanes x i = 0 are invariant for the dynamics of (1), and α keeps the state variable x i positive. In other words, there is a subset of R n , namely the positive orthant O + = {x ∈ R n : x i > 0, i = 1, 2, . . . , n}, where the state variables evolve: for initial conditions x i (0) > 0, i = 1, 2, . . . , n, the solution x(t) of (1) is such that x(t) ∈ O + for all t ≥ 0. An important special case is the classical Volterra-Lotka system for n competing specieṡ 2, . . . , n (2) where B ik ≥ 0 for all i = k.
In the quoted paper, Grossberg developed a method for studying the global dynamical behavior of (1), which "explicates a main theme about competitive dynamical systems: who is winning the competition?" First of all, it has been proved that (1) enjoys a property of ignition: if at some time t + some variable x i is enhanced (i.e. we have dx i (t)/dt| t=t + ≥ 0), then for all subsequent times t ≥ t + , at least one variable x j , which is possibly different from x i , will be enhanced. Roughly speaking, and in a more suggestive way, this means that once the competition starts for (1), it thereafter never turns off. Then, one keeps track of which variable is winning the competition, i.e. which variable is maximally enhanced at any time. If at some time a different variable begins to be maximally enhanced, the system decides to enhance this different variable by jumping between the two variables. These jumps, or local decisions, may happen only on certain surfaces (jump sets) in the state space, which depend on the balance functions M i in (1). The geometric structure of the jump sets permits to define a decision scheme for the competitive system. When the decision scheme is globally consistent, i.e. it does not contain recurrent jump cycles, the local decisions will eventually terminate and the system will be forced to settle into a stationary state corresponding to a global decision. Hence, (1) is convergent.
A more detailed description of the approach thus delineated can be found in [Grossberg, 1978b [Grossberg, , 1980 see also the review paper [Grossberg, 1988] .
Competitive CNNs
The standard CNNs, which have been introduced by [Chua & Yang, 1988] , are governed by the system of nonlinear differential equationṡ
..,n ∈ R n is the vector of biasing inputs, and
the prime means transpose, is a diagonal mapping where
is the piecewise-linear neuron activation.
Given any x 0 ∈ R n , there exists a unique solution x(t) of (N) with initial condition x(0) = x 0 , which is bounded and continuously differentiable for t ≥ 0. Furthermore, there is a unique corresponding output solution of (N), which is given by y(t) = G(x(t)), t ≥ 0, and is such that
is the composition of a continuously differentiable function x(t) and a locally Lipschitz function G(x), it follows that y(t) is absolutely continuous on any compact interval in [0, +∞), hence y(t) is differentiable for almost all (a.a.) t ∈ [0, +∞) (in the sense of Lebesgue measure).
By an equilibrium point (EP) of (N), we mean a vector x e ∈ R n satisfying the algebraic equation
Note that x e ∈ R n is an EP of (N) if and only if x(t) = x e , t ≥ 0, is a stationary solution of (N). Definition 1. The CNN (N) is said to be convergent (or completely stable), if and only if, for any solution x(t) of (N) we have lim t→+∞ x(t) = x e , where x e is an EP of (N).
The next property shows that actually it suffices to study convergence of the output solutions of (N), since this in turn implies convergence of the (state) solutions of (N) as well.
Property 1. Let x(t) be a solution of the CNN (N), and y(t) = G(x(t)) the corresponding output solution. If there exists the lim t→+∞ y(t) = y(∞), then there exists also the lim
Proof. We haveẋ(t) = −Dx(t) + f (t), where f (t) = T y(t) + I → T y(∞) + I as t → +∞. Since the linear systemẋ = −Dx is exponentially stable, it follows by an argument as that in the proof of [Forti & Tesi, 2001, Th. 
is necessarily an EP of (N), see e.g. [Hale & Koçak, 1991] .
Henceforth, we suppose that the neuron interconnection matrix T of (N) satisfies the next hypothesis. Assumption 1. The CNN (N) is competitive, i.e. we have
Competitive CNNs are of great importance for the applications, see e.g. [Chua & Roska, 1990; Thiran, 1997; Thiran et al., 1998; Shi & Boahen, 2002; Barreto et al., 2005] and references therein. Under the assumption that T is symmetric, it is wellknown that a competitive CNN admits a global Lyapunov function and turns out to be convergent from the general Lyapunov theory developed in [Chua & Yang, 1988] . On the contrary nonsymmetric competitive CNNs may exhibit nonconvergent dynamics including nonvanishing oscillations and chaos. For example, in [Di Marco et al., 2000] a third-order nonsymmetric competitive CNN has been studied, which displays Hopf bifurcations originating a large-amplitude and globally attracting stable limit cycle, in a wide range of parameters. In [Di Marco et al., 2005] , a fourth-order nonsymmetric competitive CNN is presented, which exhibits a cascade of period-doubling bifurcations leading to the birth of a complex attractor. Up to now, no general method is available for determining conditions under which a nonsymmetric competitive CNN is convergent.
The goal of this paper is to extend to competitive CNNs (N) the method developed by Grossberg for studying convergence of the class of competitive dynamical systems (1). This extension involves two main steps: (i) first of all, we write the CNN equations with respect to the neuron outputs y i , and show that in this way we are brought back to a dynamical system that is structurally similar to the class of competitive systems (1) (Sec. 4); (ii) we analyze the convergence properties of the dynamical system satisfied by the CNN outputs, by generalizing to this system the Grossberg approach (Secs. 5-7). We stress that the extended method does not require the existence of a Lyapunov function, and as such it is applicable to address convergence in the general case where the interconnection matrix T of the competitive CNN is not necessarily symmetric.
We end this section with some notations and properties used throughout the paper. Let Ξ = {ξ = (ξ 1 , ξ 2 , . . . , ξ n ) ∈ R n : ξ i ∈ {−1, 0, 1}, i = 1, 2, . . . , n}. As usual, the state space R n can be subdivided in 3 n subsets
where the right-hand side of (N) is an affine vector field, each subset being identified by a vector ξ ∈ Ξ. Note that Λ ξ 1 ∩ Λ ξ 2 = ∅ for any ξ 1 , ξ 2 ∈ Ξ such that ξ 1 = ξ 2 , and ∪ ξ∈Ξ Λ ξ = R n . Accordingly, also the output space K n = [−1, 1] n can be subdivided in 3 n subsets
and we have Λ o
ξ , and by L ξ = {i ∈ {1, 2, . . . , n} : ξ i = 0} the set of indexes of nonsaturated variables in the same subsets.
The following can be proved. 
Property 2. Let x(t) be a solution of the CNN (N), and y(t) = G(x(t))
Proof. The proof consists in verifying that the conditions of [Sussmann, 1982, Theorems I and II] are all satisfied by our dynamical system (N). Indeed the vector field describing the dynamics of (N) is piecewise affine and it is defined in a partition of the state space R n in subsets verifying the conditions of [Sussmann, 1982, App. IV] . Thus, the claim follows from the fact that the quoted results in [Sussmann, 1982] ensure that any solution x(t) of the CNN (N) has a finite number of switchings between different subsets Λ ξ in any finite time interval.
Dynamic System for CNN Outputs
As it was noticed in Sec. 2, the competitive dynamical systems (1) considered by Grossberg are characterized by: (a) functions M i , i = 1, 2, . . . , n, which represent the competitive balance at each neuron state; (b) a non-negative amplification function α, which converts the competitive balance into the growth rate of the state variables, and (c) a subset of R n where the solutions of (1) are constrained to evolve, which coincides with the positive orthant
The CNN (N) is quite different in structure with respect to (1), and the Grossberg approach is not directly applicable to analyze (N). In particular, a competitive balance and amplification function with properties analogous to those of model (1), are not identifiable for (N). Moreover, the state space of (N) is the whole R n space. This notwithstanding, we prove in what follows that it is possible to put the CNN equations in a form structurally analogous to that of system (1), if we write the same equations with respect to the neuron outputs.
Let us consider the following system of differential inclusionṡ
where
is the affine vector field satisfied by the CNN (N) in the linear region {y ∈ R n : |y i | < 1, i = 1, 2, . . . , n}, extended to the whole R n space. Furthermore,
see Fig. 1 . Note that under Assumption 1 we have
The following holds. Before giving the proof, we observe that by writing (3) in components, we obtaiṅ
for any y = (y i ) i=1,2,...,n ∈ R n , whose form is analogous to that of the class of competitive systems (1), and in particular, to the Volterra-Lotka system (2). Indeed, (4) is characterized by: (a) functions M i , i = 1, 2, . . . , n, which are the competitive balance at each CNN neuron output y i ; 1 (b) a non-negative function h, which plays the role of an amplification function converting the competitive balance into the growth rateẏ i , and (c) a subset of the space R n , namely the hypercube K n = [−1, 1] n , where the solutions of (4) starting in K n are constrained to evolve.
Although (4) is structurally analogous to model (1), there is however a basic difference. In fact, the amplification h in (4) Proof of Property 3. The output solution y(t) is an absolutely continuous function on every compact interval in [0, +∞), hence y(t) is differentiable for a.a. t ∈ [0, +∞). Property 2 ensures that for any t 0 ∈ [0, +∞) there exists ξ ∈ Ξ and δ > 0 such that 
where we have taken into account that, being y i (t) ∈ (−1, 1), we have h(y i (t)) = 1. It is clear that if t 0 is an instant at which y(t) is differentiable, then passing to the limit as t → t
Moreover, for any i ∈ S ξ we have
where we have considered that, being y i (t) ∈ {−1, 1}, we have h(y i (t)) = [0, 1]. Once more, if t 0 is an instant at which y(t) is differentiable, then passing to the limit as t → t
Therefore, y(t) is an absolutely continuous function on any compact interval in [0, +∞), and for a.a. t ∈ [0, +∞) we havė
y(t) ∈ H(y(t))(Ay(t) + I) = H(y(t))M (y(t)).
Hence, y(t), t ≥ 0, is a solution of the differential inclusion (3) [Aubin & Cellina, 1984] .
Decision Scheme for Competitive CNNs
We have seen in Property 3 that any output solution of the CNN (N) is also a solution of the differential inclusion (3). In Sec. 5.1 it is shown that (3) enjoys an ignition property analogous to that established by Grossberg for the competitive systems (1) (see Sec. 2). On this basis, in Sec. 5.2 it is shown that we can associate with a competitive CNN a decision scheme.
Ignition property
The inclusion (3) is defined by means of the affine vector field M (y) = Ay + I satisfied by the CNN in the linear region, whose components represent the competitive balance at each neuron output. By means of M , we define the following relevant functions and subsets of K n . Let
be the maximal balance function, and
K n → R the minimal balance function. Furthermore, consider the subsets of
The following can be proved.
Property 4. If the CNN (N) satisfies Assumption 1, then R + is positively invariant for the output solutions of (N). This means that, given any output solution y(t) of (N) such that y(t
The sets R − and R are positively invariant for the output solutions of (N) as well.
Proof. Let x(t), t ≥ 0, be a solution of (N), y(t) = G(x(t)) the corresponding output solution, and suppose that y(t + ) ∈ R + . Also assume without loss of generality that t + = 0, hence M + (y(0)) ≥ 0. We wish to prove that there exists t > 0 such that we
This implies that R + is positively invariant for the output solutions of (N). We begin by noting that if
From Property 2, there exist ξ ∈ Ξ and t ξ > 0 such that for t ∈ (0, t ξ ) we have x(t) ∈ Λ ξ and y(t) ∈ Λ o ξ . Arguing as in the proof of Property 3, it follows that for t ∈ (0, t ξ ) we havė
For any i ∈ L ξ and t ∈ (0, t ξ ) we thus obtaiṅ
Similarly, for any i ∈ S ξ and t ∈ (0, t ξ ) we obtaiṅ
Observe that if I 0 = {1, 2, . . . , n}, i.e. M i (y(0)) = 0 for any i = 1, 2, . . . , n, then since the origin is an EP of (5)- (6), we have that M i (y(t)) = 0 for any t ∈ [0, t ξ ) and any i = 1, 2, . . . , n. Hence y(t) ∈ R + for t ∈ [0, t ξ ). Therefore, assume that
Then, since the origin is an EP of (5), we obtain
Then, S ξ ∩ I 0 = ∅ and passing to the limit as t → 0 + in (6) we obtain
, hence passing to the limit as t → 0 + ,
This concludes the proof that R + is positively invariant for the output solutions of (N). An analogous proof can be repeated to show that R − is positively invariant for the output solutions of (N). Then, the same invariance property holds for R = R + ∩ R − as well.
Property 4 represents an ignition property for (3) and the competitive CNN (N). To see this, first note that since h is a map assuming nonnegative values, then on the basis of (4), M i (y(t)) andẏ i (t) have the same sign. Suppose that at some instant t + the output of neuron i is enhanced, i.e. dy i (t)/dt| t=t + ≥ 0 and hence M + (y(t + )) ≥ 0 (y(t + ) ∈ R + ). Property 4 implies that M + (y(t)) ≥ 0 for all t ≥ t + , and then for a.a. t ≥ t + there is at least a neuron j = j(t) ∈ {1, 2, . . . , n}, the index j depending on t, suchẏ j(t) (t) ≥ 0. This means that at least one neuron output is enhanced for any time t ≥ t + . In other words, when the competition between neurons starts, it thereafter never turns off. An analogous ignition property holds with respect to the negative balance M − and R − .
We also have the following.
Property 5. Suppose that the CNN (N) satisfies Assumption 1, and let y(t) be an output solution of (N) such that y(t) /
∈ R for all t ≥ 0. Then, all outputs y i (t), i = 1, 2, . . . , n, are either monotonically increasing or monotonically decreasing for t ≥ 0, hence there exists
Proof. The output solution y(t) is differentiable for a.a. t ≥ 0 and, considering that h is a map assuming non-negative values, it follows that M i (y(t)) anḋ y i (t) have the same sign for a.a. t ≥ 0 (see (4)). Since y(t) / ∈ R for any t ≥ 0, we thus have that for a.a. t ≥ 0 eitherẏ i (t) ≤ 0, i = 1, 2, . . . , n, or
In any case the components of y(t), t ≥ 0, are all monotone increasing or monotone decreasing and so lim t→+∞ y(t) exists.
Property 5 implies that only within R there is an interesting dynamics for (N) where the neuron outputs are not necessarily monotone increasing or decreasing functions. In what follows we thus restrict our analysis to any output solution y(t) to (N) that hits R at some finite instant t , and is such that y(t) ∈ R for all t ≥ t (see Property 4).
Jumps, jump sets and decision scheme
Let y(t) be an output solution of the competitive CNN (N), such that y(t) ∈ R for t ≥ t . In analogy to the Grossberg approach delineated in Sec.
2, we wish to analyze the dynamical behavior of y(t) in R by keeping track of which neuron is winning the competition, i.e. by tracking the index w = w(t) ∈ {1, 2, . . . , n}, in general depending on t, such that we have M w(t) (y(t)) = M + (y(t)). To this end, we will follow the jumps of y(t) between the subsets
Note that R + i is the subset of R where the competitive balance at neuron i is maximum, which we call the winning subset of the ith neuron.
Jumps
Definition 2. We say that an output solution y(t) of (N) makes no jump (between subsets R
From Property 11 in Appendix A, it follows that t < t 1 ≤ +∞. Moreover, let w(1) ∈ {1, 2, . . . , n} be such that M w(1) (y(t)) = M + (y(t)) for all t ∈ (t , t 1 ).
If t 1 = +∞, then w(1) is the winning neuron for all t ≥ t . Otherwise, if t 1 < +∞ we let t 2 = sup{τ > t 1 : y(t) makes no jump in (t 1 , τ)} where t 1 < t 2 ≤ +∞. Also, let w(2) ∈ {1, 2, . . . , n} be such that M w(2) (y(t)) = M + (y(t)) for all t ∈ (t 1 , t 2 ). Of course, we have w(2) = w(1). If the case t 1 < +∞ occurs, we will say that y(t) jumps from the winning subset R + w(1) to the winning subset R + w (2) at the instant t 1 . If t 2 = +∞, then w(2) is the winning neuron for all t ≥ t 1 . Otherwise, if t 2 < +∞ we let t 3 = sup{τ > t 2 : y(t) makes no jump in (t 2 , τ)} where t 2 < t 3 ≤ +∞. Moreover, let w(3) ∈ {1, 2, . . . , n} be such that M w(3) (y(t)) = M + (y(t)) for all t ∈ (t 2 , t 3 ). We have w(3) = w(2). If t 2 < +∞, we will say that y(t) jumps from R
at the instant t 2 .
Proceeding in this way, we can construct a sequence of instants t < t 1 < t 2 < t 3 < · · ·, and a corresponding sequence of indexes w(1), w(2), w(3), . . . , in the set {1, 2, . . . , n}, such that y(t) does not jump in the intervals (
Such a sequence of jumps may be finite or infinite. If it is finite, then there exist an index w ∈ {1, 2, . . . , n} and an instant t w < +∞, such that M w (y(t)) = M + (y(t)) for all t ≥ t w , namely y w is the eventual winning neuron.
Jump sets

Suppose that y(t) jumps from R
at the instant t = t j . We equivalently say that the CNN takes a local decision where the CNN decides to maximally enhance neuron j instead of neuron i, at t = t j . Of course, the jump can only occur on the positive jump set between the winning subsets R + i and R + j , which is given by J 
Decision scheme
It is possible to associate with the competitive CNN (N) a positive directed decision graph G + . First, consider a directed graph specified by the set of nodes {1, 2, . . . , n}, each node corresponding to a neuron, which is fully connected. Then, we construct a (reduced) positive directed decision graph G + as follows: for each i, j ∈ {1, 2, . . . , n}, with j = i, we remove the branch oriented from node i to node j if and only if J + ij is noncrossable from i to j. The graph G + is identified with the positive decision scheme induced by (N).
Definition 4. Suppose that the CNN (N) satisfies Assumption 1. The positive directed decision graph G + associated with (N) is said to be globally consistent, if and only if G + is acyclic, i.e. G + has no directed jump cycle.
Negative decision scheme
If y(t) is an output solution of the competitive CNN (N), such that y(t) ∈ R for all t ≥ t , we can also consider for t ≥ t the index = (t) ∈ {1, 2, . . . , n}, in general depending on t, such that we have M (t) (y(t)) = M − (y(t)), i.e. the index of the (maximally) losing neuron. Then, it is possible to track which neuron is losing the competition, by following the jumps of y(t) between the subsets
We can immediately generalize to the jumps of y(t) between subsets R − j the previous Definitions 3 and 4, i.e. introduce the concepts of crossable/noncrossable negative jump set J − ij , where
and globally consistent negative directed decision graph G − . These are obvious extensions of Definitions 3 and 4, and are not given here explicitly for brevity.
An example
Consider the third-order nonsymmetric CNN   ẋ
which is such that It can be verified that (7) induces the globally consistent positive and negative decision schemes
General Result for a Globally Consistent Decision Scheme
In the remaining part of this paper, we analyze the convergence properties of the competitive CNN (N) implied by a globally consistent decision scheme. First of all, in this section we establish a general result on the asymptotic behavior of the output solutions of (N) (Theorem 1), and then in Sec. 7 we exploit Theorem 1 to address convergence of CNNs with two and three neurons, and with more than three neurons. When the positive decision scheme associated with the competitive CNN (N) is globally consistent, then the next general result holds. 
Otherwise, we have
for some t w1 ≥ t w .
Proof. Let y(t), t ≥ 0, be an output solution of (N) such that y(t) ∈ R for t ≥ t . By Property 11 in Appendix A and the definition of jump in Sec. 5.2, it is easily seen that there exists a sequence of instants t = t 0 < t 1 < t 2 < · · · < t m < · · · with the following properties:
Since y(t) can jump from R
and only if G + has a branch directed from i to j, and G + has no directed jump cycles, it follows that the previous sequence is finite and that y(t) makes at most n − 1 jumps. As a consequence there exist an index w ∈ {1, 2, . . . , n} and t w > t , such that we have y(t) ∈ R + w , t ≥ t w , and y w (t) / ∈ R + w for t < t w . Moreover, since h is a map assuming non-negative values, by (4) we haveẏ w (t) ≥ 0 for a.a. t ≥ t w , thus y w is monotone nondecreasing for t ≥ t w and there exists the lim t→+∞ y w (t) = y w (∞) ∈ [−1, 1]. Now, we have two possibilities, i.e. either −1 < y w (t) < 1, t ≥ t w or there exists t w1 ≥ t w such that y w (t) = 1 or y w (t) = −1 for t ≥ t w1 , and −1 < y w (t) < 1 for t ∈ [t w , t w1 ). Assume that −1 < y w (t) < 1 for t ≥ t w and let i ∈ {1, 2, . . . , n} with i = w. We havė
for a.a. t ≥ t w . Since y i is an absolutely continuous function on any interval [t w , τ], we can define [Royden, 1988] 
An analogous result holds with respect to a negative decision scheme. 
Theorem 2. Suppose that the CNN (N) satisfies Assumption 1, and that the negative directed decision graph G − associated with the CNN is globally consistent. Let y(t), t ≥ 0, be an output solution of (N) such that y(t) ∈ R for all t ≥ t . Then, the following hold.
. , n} and t > t , such that we have y(t) ∈ R − , t ≥ t (neuron is the eventual losing neuron). Furthermore, there exists
lim t→+∞ y (t) = y (∞) ∈ [−1, 1]. (b) If we have −1 < y (t) < 1, t ≥ t then there exists lim t→+∞ y(t) = y(∞) ∈ K n .
Otherwise, we have
Theorem 1 simply states that, when the competitive CNN (N) induces a globally consistent positive decision scheme, then at least one component y w (t) of each output solution y(t) of the CNN is convergent. 3 We stress that, however, convergence of y(t) is in general not guaranteed (see also Sec. 7.3). We also remark that, on the basis of Theorem 1, convergence of y(t) fails to be guaranteed only for those solutions y(t) such that y w (t) = 1, or y w (t) = −1, for all large t (the output of the winning neuron w is eventually saturated). An analogous interpretation holds for Theorem 2.
Convergence Results
n = 2
The next theorem shows that competitive CNNs with two neurons always induce a globally consistent decision scheme and enjoy strong convergence properties. 
On the other hand, sinceŷ ∈ R we also have M k (ŷ) ≤ 0 for an index k ∈ {1, 2}. Thus M 1 (ŷ) = M 2 (ŷ) = 0 and soŷ is an EP of (N). Therefore, if y(t) =ŷ for somet ≥ 0, then y(t) =ŷ for any t ≥t, and by Definition 3 it follows that once more J + 12 is noncrossable from 1 to 2 and from 2 to 1. In conclusion, G + is globally consistent. Clearly, the same arguments apply also to G − .
Let y(t), t ≥ 0, be an output solution of (N). If y(t) ∈ R for t sufficiently large, then Theorems 1 and 2 apply to conclude the convergence of y(t) = (y w (t), y (t)) , t ≥ 0, to y(∞) = (y w (∞), y (∞)) (without loss of generality we have let w = 1, = 2).
On the other hand, if y(t) /
∈ R for any t ≥ 0 (recall that R is a positively invariant set), then Property 5 applies to conclude the convergence of y(t). Therefore, (N) is convergent from Property 1.
Theorem 3 highlights that second-order competitive CNNs are characterized by a strong geometric structure of the jump sets, which forbids the CNN to make any local decision (jump). This in turn implies that such CNNs are always convergent. The convergence result in Theorem 3 is in agreement with that obtainable on the basis of Lyapunov method [Chua & Yang, 1988] , since the interconnection matrix of a nonsymmetric second-order competitive CNN can be in general symmetrized by right-multiplying it by a diagonal and positive definite matrix. We have preferred to explicitly give a convergence proof for two-dimensional competitive CNNs by means of the method proposed in this paper, since we are interested not only in proving convergence when n = 2, but also in understanding how convergence is implied by the geometric structure of decisions of the competitive CNN. Such an interpretation is not possible by exploiting Lyapunov approach.
n = 3
Consider a third-order competitive CNN. Differently from second-order competitive CNNs, a thirdorder CNN in general does not have a globally consistent decision scheme (G + or G − are in general not acyclic), and it may be nonconvergent. An example of this kind is given next.
Example. In [Di Marco et al., 2000] , the following third-order competitive CNN has been considered   ẋ
where α, β > 0. It can be verified that when parameters α, β belong to the open region
then (10) induces the positive directed decision scheme G + : 1 → 2, 2 → 3, and 3 → 1, which has a directed jump cycle. It is shown in [Di Marco et al., 2000] that for these parameters the solutions of (10) display large-size nonvanishing oscillations as t → +∞.
In the next basic result it is shown that, when the third-order CNN has a globally consistent decision scheme, then it also enjoys the property of convergence. 
Proof. Let y(t), t ≥ 0, be an output solution of (N). If y(t) /
∈ R for any t ≥ 0, then by Property 5 the solution y(t) is convergent. Therefore, assume that y(t) ∈ R for any t ≥ t , for some t ≥ 0, and that G + is globally consistent. By Theorem 1 we conclude again the convergence of y(t) if y w (t) ∈ (−1, 1) for t ≥ t w , for some t w ≥ t . On the other hand, if y w (t) ∈ {−1, 1} for t ≥ t w1 ≥ t , then the two variables x i (t), i = 1, 2, 3, i = w, are solutions of the following reduced second-order competitive CNṄ
where y w (∞) = y w (t w1 ) ∈ {−1, 1}, which is convergent from Theorem 3. Clearly the same conclusion holds also in the case where G − is globally consistent.
Roughly speaking the proof of Theorem 4 relies on the fact that, on the basis of Theorem 1, any solution of (N) is either convergent or otherwise the nonwinning variables are eventually a solution of a reduced second-order competitive CNN, which is convergent from Theorem 3.
In Sec. 8, we further study the case of threedimensional competitive CNNs and, exploiting Theorem 4, a number of classes of convergent CNNs inducing a globally consistent decision scheme are analytically characterized.
n ≥ 4
Consider now a fourth-order competitive CNN. We begin by showing with the next example that, differently from the three-dimensional and twodimensional cases, when n = 4 the hypothesis of a globally consistent decision scheme as in Definition 4 does not necessarily guarantee convergence. An analogous conclusion holds for any n ≥ 4.
We stress that this is a crucial difference with respect to previous results by Grossberg for a different class of competitive systems (see Sec. 2), where global consistency of the decision scheme always implies convergence, no matter how large is the dimension of those systems.
Example. Consider the fourth-order competitive
and suppose that parameters α, β > 0 belong to region R osc in (11) (see the example in Sec. 7.2), while I 4 is a sufficiently large positive biasing input such that
Under these assumptions, it can immediately be verified that we have
for all (y 1 , y 2 , y 3 , y 4 ) ∈ K 4 . Hence, 2, 3, 4 ; i = j and thus the fourth-order competitive CNN (12) obviously has a globally consistent positive decision scheme.
Accounting for (13) it easily follows that the index of the winning neuron w(t) = 4 for all t ≥ t and y 4 (t) = 1 for all large t ≥ t, in accordance with Theorem 1. Therefore, for all t ≥ t the state variables x 1 (t), x 2 (t) and x 3 (t) turn out to obey the reduced third-order system (10) considered in the example of Sec. 7.2. We have seen in that example that when α, β ∈ R osc the thirdorder system (10) induces a decision scheme which is not globally consistent, moreover x 1 (t), x 2 (t) and x 3 (t) display nonvanishing oscillations for a.a. initial condition. Hence, also the fourth-order CNN (12) is not convergent.
The example shows that it may be possible that a fourth-order competitive CNN has a globally consistent decision scheme, according to Definition 4, however the reduced third-order system satisfied for all large times by the three nonwinning variables is not globally consistent, since its decision graph displays a directed jump cycle. In turn this leads to nonvanishing oscillations of the fourth-order CNN.
Based on these considerations, it follows that to guarantee convergence of competitive CNNs with n ≥ 4, we need a stronger notion of global consistency of decisions, with respect to that in Definition 4. This notion is made precise in the next definition.
Definition 5. Suppose that n ≥ 4 and that the CNN (N) satisfies Assumption 1. The CNN (N) is said to induce a strongly globally consistent decision scheme, if and only if the following hold: (a) the positive directed decision graph G + associated with (N) is globally consistent, and: (b) each reduced-order competitive CNṄ
with n − card(P ) ≥ 3, and Q = {1, 2, . . . , n}\P , has the property that its positive directed decision graph G + Q is globally consistent.
An analogous definition of strong global consistency can be given with respect to the negative directed decision graph G − .
The following convergence theorem holds. Proof. We give a proof for a positive decision scheme. The proof is quite analogous for a negative decision scheme. Let y(t) be an output solution of (N). If y(t) / ∈ R for any t ≥ 0, then by Property 5 the solution y(t) turns out to be convergent. Therefore, assume that y(t) ∈ R for any t ≥ t , for some t ≥ 0, and suppose that G + is globally consistent. From Theorem 1 we have convergence of y(t) if y w (t) ∈ (−1, 1) for t ≥ t w , for some t w ≥ t . Otherwise, we have y w (t) ∈ {−1, 1} for t ≥ t w1 , where t w1 is given in Theorem 1.
Define
, for all j ∈ P 1 . We have that the n − m 1 variables x i (t), i ∈ Q 1 , satisfy for t > t w1 the reduced systeṁ
Such a reduced system of dimension n − m 1 is competitive and by assumption it has a globally consistent decision scheme G + Q 1
. If n − m 1 ≤ 3 then Theorem 3 or Theorem 4 implies that any y i (t), i ∈ Q 1 , is convergent (the case n − m 1 = 1 being obvious). If instead n − m 1 > 3, then we proceed as follows.
The vector y 1 (t) = (g(x j (t))) j∈Q 1 , t ≥ t w1 , is an output of (14). By repeating the arguments at the beginning of the proof we have that either y 1 (t) converges as t → +∞, or there exists an index w 1 ∈ Q 1 and an instant t w2 > t w1 such that the winning neuron w 1 satisfies y w 1 (t) ∈ {−1, 1} for any t ≥ t w2 . Arguing as before we define P 2 = {i ∈ Q 1 : |x i (t)| ≥ 1, t > t w2 } and Q 2 = Q 1 \P 2 . Let m 2 = card(P 2 ) ≥ 1. We have that the n − m 1 − m 2 variables x i (t), i ∈ Q 2 , satisfy for t ≥ t w2 the reduced systeṁ
where ξ 2 j = y j (t) = g(x j (t)) ∈ {−1, 1}, t ≥ t w2 for all j ∈ P 2 . If n − m 1 − m 2 ≤ 3 then y i (t), i ∈ Q 2 , are convergent. Otherwise, we proceed in this way, and after a finite number of steps we obtain n − k i=1 m i ≤ 3. In conclusion, (N) is convergent by Property 1.
Third-Order Competitive CNNs (Continued)
In this section we consider again third-order competitive CNNs (N), which are described by the system of differential equations   ẋ
where T ij ≤ 0 for all i, j ∈ {1, 2, 3}, i = j, and we have supposed that d i = 1, i = 1, 2, 3. As it was done in Sec. 4, define the matrix
and denote by A i , i = 1, 2, 3, the rows of A. The competitive balance for (15) is given by M (y) = Ay + I, where I = (I 1 , I 2 , I 3 ) ∈ R 3 and y = (y 1 , y 2 , y 3 ) ∈ K 3 . In Sec. 8.1 we provide a test for checking when a positive jump set of (15) is noncrossable (cf. Definition 3), while in Sec. 8.2 we apply this test and the results in Sec. 7.2 in order to find classes of third-order competitive CNNs which induce a globally consistent decision scheme and are convergent.
Test for jump sets
Consider the third-order competitive CNN (15) and the positive jump set
where i, j ∈ {1, 2, 3}, j = i. It can be easily verified that J + ij is the set of points x = (x 1 , x 2 , x 3 ) ∈ R 3 satisfying
where q ∈ {1, 2, 3} and i = q = j, from which it follows that J + ij is a bounded and convex polyhedron, i.e. a polytope.
It is known that the polytope J + ij is completely characterized by the set of its vertexes V ij (a polytope is the convex hull of its vertexes). In the next property we give a test of practical applicability on vertexes in V ij , which ensures that J + ij is noncrossable from i to j.
We need the following additional notation. Given a point y ∈ K n , let ξ(y) ∈ Ξ be such that y ∈ Λ o ξ(y) . Moreover, denote by Ad(ξ(y)) = {χ ∈ Ξ :
It can be easily verified that y belongs to the closure of a region Λ o χ , if and only if χ ∈ Ad(ξ(y)).
Property 6. The nonempty positive jump set J + ij
of (15), where i, j ∈ {1, 2, 3}, j = i, is noncrossable from i to j, if for any vertex v ∈ V ij and for any χ ∈ Ad(ξ(v)) we have that
is the linear operator from R 3 to R 3 whose components are defined by
Proof. See Appendix B.
Classes of convergent third-order competitive CNNs
In this section, we analytically characterize some classes of third-order competitive CNNs (15) that induce a globally consistent decision schemeG + , and are convergent as a consequence of Theorem 4. For definiteness, we suppose thatG + has only the three directed branches
but analogous results, which are not reported here, can be obtained for other decision schemes.
Property 7. Let A 1 ⊂ R 9 be the set of interconnection parameters A ij , i, j ∈ {1, 2, 3}, satisfying
and furthermore
and
where Property 7 has the following consequence. Given any nominal CNN (15) whose interconnection parameters belong to the interior of subset A 1 defined in Property 7, then the following hold: (a) the nominal CNN has a globally consistent decision scheme and is convergent; (b) global consistency of decisions and convergence are properties that are robust with respect to (small) perturbations of the nominal CNN interconnections.
We can also prove the next properties, which give other convex polyhedral sets with nonempty interior of interconnection parameters for which (N) robustly implements the positive decision schemẽ G + . The proofs are analogous to that of Property 7 and are omitted for brevity. 
Property 8. Let
Simulation results
Consider the nominal symmetric third-order com-
The nominal matrix
belongs to the interior of subset A 2 defined in Property 7, hence (21) induces the globally consistent decision scheme
and is convergent from Theorem 4.
Then, consider the perturbed CNN with interconnection matrix
α, β being perturbation parameters. Correspondingly, the perturbed matrix A P is given by Note that if α = 0, or α = β, then the perturbed CNN is nonsymmetric. We are interested in determining which are the allowed perturbations α, β that do not destroy the consistent decision schemeG + induced by the nominal CNN (21). Figure 4 shows in magenta the parameter subset with nonempty interior for which A P ∈ A 2 . Within this subset, the perturbed CNN still has the consistent decision schemeG + and is convergent. We have also implemented a numerical program to numerically find the whole set of parameters for which a given decision scheme holds, which exploits the test on vertexes in Property 6. By this program, we have found thatG + is induced by the perturbed CNN, hence the CNN is convergent, also in the subset shown in red in Fig. 4 . 4 The figure then shows the parameter subset whereG + is not induced by the perturbed CNN (green), and that where the perturbed CNN is no longer competitive (blue). Fig. 4) . It is seen that the jump sets undergo quite significant changes in their shape and orientation within the subsets in magenta and red, although the same decision schemeG + is induced.
In Fig. 6 we show some convergent solutions, corresponding to different initial conditions, for the perturbed nonsymmetric CNN defined by α = −0.6, β = −0.4. The figure also shows for each solution the time-domain evolution of the maximum balance M + (y(t)) = max i=1,2,3 M i (y(t)). In the first case [ Fig. 6(b) ], it is seen that y(t) starts in R + at t = 0 (M + (y(0)) > 0), and in accordance with Property 4 it stays within R + for all t ≥ 0, indeed we have M + (y(t)) > 0 for all t ≥ 0. It is also seen that the initial winning neuron is i = 2 (y(0) ∈ R + 2 ), while at t j = 6.1 we have a jump on J + 12 from R + 2 to R + 1 , and the winning neuron is j = 1 for t > 6.1 4 We remark that the sets which have been analytically characterized in Properties 7-10, are only subsets of the parameters for which the decision schemeG + is induced by the CNN. (y(t) ∈ R + 1 for t ≥ 6.1). This corresponds to one of the allowed jumps in the graphG + , i.e. 2 → 1. 5 In the second case [ Fig. 6(d) ], y(t) starts outside R + at t = 0, since M + (y(0)) < 0. Then, y(t) quickly enters R + and it stays within this set thereafter. We can also note that there is a positive jump from the initial winning neuron i = 3 to the eventual winning neuron j = 1, at t j = 5.7. Again, this corresponds to one of the allowed jumps in the graphG + , namely 3 → 1.
Finally, in the third case [ Fig. 6(f) ], y(t) starts outside R + at t = 0, it enters R + and subsequently undergoes a positive jump from the initial winning neuron i = 3 to the eventual winning neuron j = 2, at t j = 6.3. Once more, this corresponds to one of the allowed jumps in the graphG + , namely 3 → 2.
The next additional comments are in order.
1. Consistency of the decision scheme and convergence are robust properties for the nominal CNN (21). In addition, the allowed perturbations α, β preserving these properties are reasonably large and compatible with actual tolerances in the implementation of CNNs. 2. As seen before, within the parameter subsets shown in magenta and in red in Fig. 4 , the CNN always has the same consistent decision schemẽ G + and is convergent. It is of interest to note that within these subsets there are changes in the configuration of the CNN EPs, due to bifurcations that lead to the birth or disappearance of equilibria. For example, the nominal CNN ( . These considerations show that the same decision scheme is compatible with many different equilibrium configurations and confirm, as it was already noted by [Grossberg, 1980] , that the decisions are defined by geometric structures of motion that exist far from equilibrium. 3. There are open sets of parameters α, β within subsets in magenta and red in Fig. 4 where, to the authors' knowledge, convergence of the perturbed (nonsymmetric) CNN defined by matrix T in (22) cannot be proved via other already existing methods. Here, we only note that it is not possible for these open sets to apply Lyapunov method devised in the original paper by [Chua & Yang, 1988] . In fact, the Lyapunov function discovered in that paper is valid for symmetric CNN matrices T , or symmetrizable matrices T , i.e. matrices T such that there exist diagonal and positive definite matrices
It is not difficult to show that matrix T as in (22) is symmetrizable if and only if α, β belong to the following curve in the parameter space [Parter & Youngs, 1962 ]
see Fig. 4 , which is a one-dimensional manifold with measure zero in the parameter space α, β.
Conclusion
The paper has extended to standard competitive CNNs a geometric approach previously developed by Grossberg for analyzing convergence of a different class of competitive dynamical systems. The approach permits to associate with a competitive CNN a decision scheme, and to globally analyze its dynamical behavior and convergence properties, under the hypothesis that the decision scheme is globally consistent. Such an approach does not rely on the existence of a global Lyapunov function, hence it is applicable also in situations where a Lyapunov function is not available, as in the important case where the CNN neuron interconnection matrix is not symmetric. The paper has analyzed in detail the case of three-dimensional competitive CNNs. A number of 5 It is also worth remarking that M + (x(t)) does not tend to 0 as t → +∞ (for example, in Fig. 6(b) we have M + (y(t)) 1.5
for all large t). This is not in contradiction with convergence of x(t) and y(t). Indeed, Fig. 6(a) shows that for all large t we have x 1 (t) > 1, hence y 1 (t) = 1 and 0 =ẏ 1 (t) ∈ h(1)M + (y(t)) = [0, 1] · M + (y(t)), for all large t.
classes of third-order nonsymmetric CNNs have been discovered, which have a globally consistent decision scheme and are convergent. In any case, convergence holds in sets of interconnection parameters with nonempty interior, hence it turns out to be a physically robust property. This contrasts with Lyapunov approach, which guarantees convergence for symmetric neuron interconnection matrices, which is not a generic property for the interconnections. For competitive CNNs with more than three neurons (n ≥ 4), the paper has highlighted interesting new dynamical phenomena with respect to the three-dimensional case, such as the possibility that a globally consistent decision scheme does not imply convergence. This represents a crucial difference with respect to previous results by Grossberg for a different class of competitive systems, where global consistency always implies convergence. Under a stronger notion of global consistency, with respect to that proposed by Grossberg, a general theorem ensuring convergence for competitive CNNs with n ≥ 4 has been proved. Future work will be devoted to a more thorough analysis of competitive CNNs with n ≥ 4, with the aim to characterize classes of CNNs that enjoy the property of strong global consistency of decisions introduced in this paper, and thus turn out to be convergent. for any k = 0, 1, 2, . . . . By possibly passing to a subsequence {τ n k } we have that i n k = i for some i ∈ {1, 2, . . . n}\{w }, and so M w (y(τ n k )) < M i (y(τ n k )) (A.2) for any k = 0, 1, 2, . . . In conclusion, from (A.1) and (A.2), it turns out that the continuous function t → M w (y(t)) − M i (y(t)) has infinitely many zeros converging tot 0 . However, by Property 2, in a right neighborhood of t 0 , this function is a linear combination, which is not identically equal to zero by (A.2), of solutions of a linear autonomous system of ordinary differential equations. However, this contradicts the fact that solutions of such a linear system cannot have nonisolated zeros, unless they are identically equal to zero.
Appendix B
Proof of Property 6
Let y(t) be an output solution of (N) such that y(τ ) ∈ J + ij , for some τ ≥ 0, and suppose that J + ij = ∅. We wish to prove that y(t) / ∈ R + j \R + i for all t ∈ [τ, τ +δ), for someδ > 0. This in turn implies that J + ij is noncrossable from i to j. We begin by showing that for any χ ∈ Ad(ξ(y(τ ))) we have To proceed, note that if y(τ ) is an EP of (N), it follows that y(t) = y(τ ) ∈ J + ij for any t ≥ τ . Therefore, suppose that y(τ ) is not an EP of (N). As a consequence of Property 2, there exist δ > 0 and χ ∈ Ad(ξ(y(τ ))), such that y(t) satisfieṡ y(t) = G χ (Ay(t) + I) for t ∈ (τ, τ + δ). We have to consider two different cases, namely G χ (Ay(τ ) + I) = 0 or otherwise (A i − A j )G χ (Ay(τ ) + I) > 0. In the former case, it follows that y(t) = y(τ ) ∈ J + ij for any t ∈ [τ, τ + δ), hence y(t) / ∈ R + j \R + i , t ∈ [τ, τ + δ). In the latter case, the inequality (A i − A j )G χ (Ay(τ ) + I) > 0 implies that y(t) belongs to the half-space Θ = {y ∈ R n : (A i − A j )(y − y(τ )) ≥ 0} for all t ∈ [τ, τ + δ 1 ), for some δ 1 > 0. This in turn implies that y(t) / ∈ R + j \R + i , t ∈ [τ, τ + δ 1 ), in fact for any y ∈ Θ we have
