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THE IRREDUCIBILITY OF SOME WRONSKIAN HERMITE POLYNOMIALS
CODRUT¸ GROSU AND CORINA GROSU
Abstract. We study the irreducibility of Wronskian Hermite polynomials labelled by partitions. It is
known that these polynomials factor as a power of x times a remainder polynomial. We show that the
remainder polynomial is irreducible for the partitions (n,m) with m ≤ 2, and (n, n) when n+ 1 is a square.
Our main tools are two theorems that we prove for all partitions. The first result gives a sharp upper
bound for the slope of the edges of the Newton polygon for the remainder polynomial. The second result is
a Schur-type congruence for Wronskian Hermite polynomials.
We also explain how irreducibility determines the number of real zeros of Wronskian Hermite polynomials,
and prove Veselov’s conjecture for partitions of the form (n, k, k − 1, . . . , 1).
1. Introduction
The study of Wronskians of one variable orthogonal polynomials {Qn(x)}n≥0 or determinants with entries
one variable orthogonal polynomials (Hankelians and Tura´nians) was influenced by their applications in
obtaining solutions to differential equations in mathematical physics ([44]) and probability theory ([24]).
In particular, Wronskians of classical polynomials (ultraspherical, Laguerre and Hermite polynomials) were
investigated for the range of parameters and the domain in which Tura´n’s inequality holds ([24]):
Q2n(x)−Qn−1(x)Qn+1(x) ≥ 0
This inequality plays an important role in the study of birth-and-death processes ([8], [23]). A similar analysis
was done for the so called augmented Wronskians by Karlin and Szego˝ ([24]), namely
Wr[Qk, Qn, Qn+1, . . . , Qn+`] =
∣∣∣∣∣∣∣∣∣
Qk Qn Qn+1 · · · Qn+`
Q′k Q
′
n Q
′
n+1 · · · Q′n+`
...
...
. . .
...
Q
(`+1)
k Q
(`+1)
n Q
(`+1)
n+1 · · · Q(`+1)n+`
∣∣∣∣∣∣∣∣∣ .
We have to remark here that some of the results obtained in these studies concern the existence and multiplic-
ity of the real roots of the respective Wronskians. Since this type of analysis involves higher order Wronskians
and their derivatives, recurrence relations like Jacobi’s identity for Wronskians and the Laplace expansion of
determinants are the main tools for extending the results obtained for low order Wronskians to higher ones
([44]). More recently, Wronskians of orthogonal polynomials appeared in the study of exceptional orthogonal
polynomials ([13], [19], [35], [37]), again with an interest towards their applications in mathematical physics
(Darboux-Backlund transformations of solvable quantum potentials). Since exceptional orthogonal polyno-
mials involve quotients of two Wronskians, the existence and location of their zeros plays an important role
in this analysis ([13], [26]).
As shown by Oblomkov ([34]), Wronskians of Hermite polynomials characterize rational potentials of
monodromy-free Schro˝dinger operators that grow as x2 at infinity. They also provide rational solutions to
the fourth Painleve´ equation.
In this paper we will be interested in the irreducibility of Wronskians of Hermite polynomials. This is
motivated by applications to the set of zeros which we explain later below.
Let {Hn(x)}n≥0 be the classical Hermite polynomials, solutions to the equation y′′(x)−2xy′(x)+2ny(x) =
0. Furthermore, let {Hen(x)}n≥0 be the probabilistic Hermite polynomials, solutions to the equation y′′(x)−
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xy′(x) + ny(x) = 0. The relation between the two is given by Hen(x) = 2−
n
2Hn(
x√
2
). We shall mostly work
with Hen(x), which is integral and monic.
Schur ([39]) showed that He2n(x) is irreducible for every n 6= 1, and similarly He2n+1(x)x is irreducible for
every n ≥ 0. Following the path opened by Schur, the irreducibility of other classes of orthogonal polynomials
was studied. Filaseta and Trifonov ([17]) proved that all Bessel polynomials are irreducible. Schur ([40])
showed that the classical Laguerre polynomials L
(0)
n (x) are irreducible. This result was extended to the
generalized Laguerre polynomials L
(α)
n (x) for many values of α (see for example [16], [27]).
We will define Wronskians of Hermite polynomials in terms of partitions. Let λ = (λ1 ≥ λ2 ≥ . . . ≥ λr)
be any partition. We define the degree sequence of λ as nλ := (λr, λr−1 + 1, . . . , λ1 + r− 1). Furthermore, let
∆(x1, x2, . . . , xr) := det[x
j−1
i ]1≤i,j≤r =
∏
j>i
(xj − xi)
be the Vandermonde determinant, with ∆(x1) := 1.
Definition 1 (Wronskian Hermite polynomial). For any partition λ ` n we define the Wronskian Hermite
polynomial associated to λ as
Heλ(x) :=
Wr[Hen1(x),Hen2(x), . . . ,Henr (x)]
∆(nλ)
, (1)
where nλ = (n1, n2, . . . , nr) is the degree sequence of λ.
Then Heλ(x) is a monic polynomial of degree n.
Recently, substantial progress was made in understanding the polynomials Heλ(x). A recurrence relation
for Heλ(x) was obtained by Bonneux and Stevens in [5]. The authors also derived many interesting properties
of these polynomials. Later in [4], the polynomials Heλ(x) were shown to have integer coefficients, and finally
in [3] a formula for the coefficients was obtained. Unfortunately, the formula depends on the characters of
the symmetric group, and hence can not be reduced to a simple form.
For a partition λ, define dλ := p − q, where p, respectively q, is the number of odd, respectively even,
integers in the degree sequence nλ. From Theorem 3.1, [3], the polynomial Heλ(x) can be decomposed as
x(
dλ+1
2 )Rλ(x), where Rλ(0) 6= 0. Rλ(x) is called the remainder polynomial.
The result of Schur ([39]) can now be restated as Rn(x) is irreducible, for all n 6= 2 (for n = 2 we have
He2(x) = R2(x) = x
2 − 1 which is reducible). Therefore we can hope that Rλ(x) is irreducible for all
partitions λ 6= (2). Unfortunately this is false. A computer search shows that already for n = 9 there exists
partitions λ ` n such that Rλ(x) is reducible. For n = 9, these are the partitions (6, 1, 1, 1), (5, 1, 1, 1, 1) and
(4, 1, 1, 1, 1, 1).
We carried out a computer search for partitions with reducible remainder polynomial ([21]). We divided
the search by the length of the partition, and for each length `, we checked all partitions λ ` n with n ≤ N
and ` parts. The value of N and the list of partitions with reducible Rλ(x) are displayed in the following
table.
Length N Rλ(x) reducible
2 1000
3 250 (7, 3, 1)
4 150 (6, 1, 1, 1), (6, 3, 2, 1), (6, 5, 3, 3)
5 110 (5, 1, 1, 1, 1), (5, 3, 2, 1, 1), (5, 3, 3, 1, 1), (5, 4, 4, 3, 1)
This suggests that for fixed length, there are only finitely many reducible examples, while for length 2, there
are no examples at all. As evidence for the latter statement, we were able to show the following.
Theorem 1. The polynomial Rn,n(x) is irreducible in Z[x] if n+ 1 is a square.
Theorem 2. The polynomial Rn,1(x) is irreducible in Z[x] for any n ≥ 1.
Theorem 3. The polynomial Rn,2(x) is irreducible in Z[x] for any n ≥ 2.
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The irreducibility of Rλ(x) would have two important applications.
The first application is to the multiplicity of zeros of Heλ(x). Veselov conjectured that the zeros of
Wronskians of Hermite polynomials are always simple, except possibly at the origin:
Conjecture 1 ([14]). For any positive integers n1, n2, . . . , nr, the Wronskian Wr[Hn1(x), Hn2(x), . . . ,Hnr (x)]
has simple zeros, except possibly for x = 0.
Conjecture 1 is known in a few cases, but in general it is still open. We give a short overview of known
results in Section 9.
Because Hen(x) is a rescaling of Hn(x), Conjecture 1 is equivalent to the statement that Heλ(x) has simple
zeros, except possibly for x = 0. As Heλ(x) = x
(dλ+12 )Rλ(x), this would be implied by the irreducibility of
Rλ(x).
In fact, the irreducibility of the classical Hermite polynomials Hn(x) was used in [18] to show that
Conjecture 1 holds for Wr[Hn(x), Hm(x)] for any n and m. Thus for partitions of length 2, Rλ(x) has only
simple non-zero roots.
The second application is to the number of real zeros of Heλ(x). In [18], the authors study the number of
real roots of a Wronskian of eigenfunctions of Schro˝dinger’s equation:
− ϕ′′(x) + V (x)ϕ(x) = Eϕ(x), (2)
where limx→±∞ ϕ(x) = 0. It is known that the Hermite functions ϕn(x) := e−
x2
2 Hn(x) verify (2) for
V (x) := x2 and E := 2n + 1. For symmetric potentials V (x) such as x2, and for a semi-degenerate se-
quence of eigenfunctions {ϕn}n≥0, Theorem 1.4 of [18] gives a formula for the number of real roots of
Wr[ϕn1 , ϕn2 , . . . , ϕnr ]. However, it is not known if the Hermite functions form a semi-degenerate sequence,
and in fact, this question is closely related to irreducibility.
We give below a definition of semi-degeneracy that is weaker than the one stated in [18].
Definition 2 (Semi-degenerate sequence). Let {ϕn}n≥0 be a sequence of eigenfunctions of Schro˝dinger’s
equation. Let n1 < n2 < . . . < nr be an increasing sequence of non-negative integers. We call this sequence
semi-degenerate if the following two conditions hold:
(i) For any 1 ≤ i < j ≤ r, the Wronskians Wr[ϕn1 , . . . , ϕni ] and Wr[ϕn1 , . . . , ϕni , ϕnj ] have at most the
root x = 0 in common.
(ii) For any 1 ≤ i < j ≤ r, the Wronskians Wr[ϕn1 , . . . , ϕni−1 , ϕni ] and Wr[ϕn1 , . . . , ϕni−1 , ϕnj ] have at
most the root x = 0 in common.
By examining the proof of Theorem 1.4 in [18] it turns out that Definition 2 is enough to imply the
statement. Therefore the following holds.
Theorem 4 (Theorem 1.4, [18]). Let ϕn(x) := e
− x22 Hn(x) be the Hermite functions, solutions to the equation
−ϕ′′n(x) +x2ϕn(x) = (2n+ 1)ϕn(x). If λ is a partition with semi-degenerate degree sequence (n1, n2, . . . , nr)
then the Wronskian Wr[ϕn1(x), . . . , ϕnr (x)] has
(i) a root at x = 0 of multiplicity dλ(dλ+1)2 ,
(ii) all non-zero real roots are simple, out of which
1
2
(
r∑
i=1
(−1)i−1λi −
|dλ + (r − 2
⌊
r
2
⌋
)|
2
)
are positive,
(iii) the same number of negative and positive real roots, due to symmetry.
Theorem 4 can be used together with our irreducibility results to show the following.
Corollary 5. Let λ = (λ1, λ2, λ3) be a partition with 1 ≤ λ3 ≤ 2. Then Heλ(x) has
λ1 − λ2 + λ3 − |dλ + 1|
2
non-zero real roots, all of which are simple.
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In fact Theorem 4 has further applications. For example, it can be used to establish Veselov’s conjecture
in the following new instance.
Proposition 6. Let λ = (n, k, k − 1, . . . , 1) with n ≥ k ≥ 1.
(i) If n− k is odd, then all the non-zero roots of Heλ(x) are simple and real and their number is n− k− 1.
(ii) If n − k is even, then Heλ(x) has, apart from 0, only simple roots, from which n − k are real and 2k
are complex non-real.
In view of Proposition 6, one may ask if Rλ(x) is irreducible for λ = (n, k, k − 1, . . . , 1). This is false, the
smallest counterexample being λ = (6, 3, 2, 1). In this case, Rλ(x) = x
2 − 9.
Although we were able to establish irreducibility only in a few special cases, the main tools that we use
are two theorems that we prove for all partitions λ. The first result gives a sharp upper bound for the slope
of the edges of the Newton polygon for Rλ(x). We state this result in terms of the 2-core of a partition (see
Section 2.2 for definition).
Theorem 7. Let λ ` n be a partition with 2-core of size s, and write s = (m+12 ) with m ≥ 0. If p >
max{2, 2m − 1} is a prime number that does not divide ∆(nλ), then the slope of the right-most edge of the
Newton polygon for Rλ(x) with respect to p is
(i) strictly less than 1p−1 , if m = 0. If further n < p
2 then the slope is at most 1p .
(ii) at most 1p−(2m−1) , if m ≥ 1.
Moreover, the upper bound for m ≥ 1 is tight, while any upper bound for m = 0 must be at least 1p .
Our second main tool is a Schur-type congruence for Heλ(x).
Theorem 8. Let λ be a partition with r parts and m ≥ 3 an odd integer such that m and ∆(nλ) are coprime.
Then the integers nλ,i mod m, 1 ≤ i ≤ r, are pairwise distinct and form the degree sequence of a partition µ.
Furthermore,
Heλ(x) ≡ x|λ|−|µ|Heµ(x) mod m.
For the irreducibility of Rn,2(x) we also need an upper bound for the modulus of real or purely imaginary
zeros. We established this bound in a separate paper.
Lemma 9 ([20]). Let λ ` n. If z is a real or purely imaginary root of Heλ(x) then |z| ≤ xn, where xn is the
largest root of Hen(x).
We hope these tools will be useful in showing irreducibility in other cases as well.
The rest of this paper is organized as follows. In Section 2, we gather the notation used throughout the
paper, as well as several auxiliary results that we will need. In Section 3 we solve an extremal problem
for character degrees. This result is an important ingredient for the proof of Theorem 7. In Section 4, we
obtain an upper bound for slope of the edges of the Newton polygon by proving Theorem 7. In Section 5,
we determine the polynomials Heλ(x) mod m under the conditions of Theorem 8. In Section 6 we prove
Theorem 1, followed by Theorem 2 in Section 7. The proof of Theorem 3 occupies Section 8. Finally, in
Section 9 we prove Corollary 5 and Proposition 6.
2. Notation and auxiliary results
In this section we gather the notation we use throughout the paper, as well as several results we will need
later. For the representation theory of the symmetric group we take as main reference [22].
2.1. Partitions and characters. If n ≥ 0 is an integer, a partition λ of n, denoted λ ` n, is a sequence of
nonnegative integers λ1 ≥ λ2 ≥ . . . ≥ λr ≥ 0 such that
∑r
i=1 λi = n. We denote |λ| = n and call `(λ) := r
the length of the partition λ. We say that λi are the parts of the partition.
Note that we deviate from the standard definition by allowing parts of size 0. This will simplify many of
our statements and proofs.
We shall frequently use the notation (λ1, λ2, . . . , λr) for λ. Sometimes we will also use the notation
λ = 0r01r12r23r3 . . ., meaning that the partition λ has ri parts of size i.
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The degree sequence of the partition λ is defined as nλ := (λr, λr−1 + 1, . . . , λ1 + r − 1). All the integers
in nλ are distinct and non-negative, so nλ can be regarded as a set. Furthermore, as we allow partitions to
have parts of size 0, any set of r non-negative integers is the degree sequence of a unique partition of length
r.
The Ferrers diagram of a partition λ of length r is Dλ = {(i, j) : 1 ≤ i ≤ r, 1 ≤ j ≤ λi}. This can
be represented as a collection of unit squares arranged in rows, with the i-th row having λi squares. For
example,
D(4,4,2,1) =
A q-hook is any connected set of squares in Dλ of size q, whose removal produces a valid partition. Then
any q-hook contains only border squares: these are squares (a, b) ∈ Dλ such that either (a, b + 1), (a + 1, b)
or (a+ 1, b+ 1) are not in Dλ. If q = 2, then the only possible 2-hooks are two adjacent squares at the end
of a row of λ, which we say is an horizontal 2-hook, or two adjacent squares at the end of a column, which
we say is a vertical 2-hook.
If R is a q-hook, we let λ \R denote the partition obtained by removing it. By adding 0 if necessary, we
keep the length of λ \R the same as λ.
We can define a partial order on the set of partitions by saying that µ ≤ λ if `(λ) = `(µ) and λi ≥ µi for
all i ≤ `(λ). If µ ≤ λ then λ/µ denotes the skew shape Dλ/µ := Dλ \Dµ. We further write µ ≤k λ if µ can
be obtained from λ by removing k 2-hooks.
We denote by χλ the irreducible character of Sn associated to λ. Let Fλ := χ
λ(1) be the degree of the
irreducible representation. Then this is given by the formula (see [22], 2.3.22):
Fλ =
|λ|!
H(λ)
, where H(λ) :=
nλ,1!nλ,2! . . . nλ,`(λ)!
∆(nλ)
. (3)
The character values can be computed using the Murnaghan-Nakayama formula. If λ, µ ` n and µ has a
part of size q, then
χλ(µ) =
∑
R q-hook
(−1)ht(R)χλ\R(µ− q), (4)
where ht(R) is the height of R, defined as one less than the number of rows spanned by R, and µ− q is the
partition obtained from µ by removing a part of size q.
We are going to drop the subscript or superscript λ if it is clear from the context.
2.2. 2-cores and 2-quotients of partitions. In this section we will define the 2-core and 2-quotient of
a partition. These can be defined more generally for any natural number q. See [22], Chapter 2.7, for the
generalization and proofs. A detailed exposition of the theory is also given in [31].
It is useful to introduce first the notion of 2-abacus.
Definition 3 (2-abacus). The 2-abacus consists of 2 vertical runners indexed from left with 0 and 1. The first
runner contains the positions 0, 2, 4, . . ., while the second runner contains the positions 1, 3, 5, . . ., starting
from the top and moving downwards.
So the 2-abacus looks like this
0 1
2 3
4 5
...
...
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Now suppose we are given a partition λ with degree sequence nλ = (n1, n2, . . . , nr). Then we place a bead
on the 2-abacus on each of the numbers nr, nr−1, . . . , n1. For example, if λ = (3, 3, 2) then nλ = (2, 4, 5),
and the 2-abacus for λ is given by
0 1
2© 3
4© 5©
...
...
Conversely, a 2-abacus with r beads placed on it defines the degree sequence of a partition: we take the
location of the beads as the values n1, n2, . . . , nr. This means there is a bijective correspondence between
partitions and 2-abaci with beads.
The 2-abacus is a useful instrument for visualizing the removal of 2-hooks from a partition. It is easy to
see that a 2-hook corresponds to a bead with an empty space above it on the runner. Removing the 2-hook is
the same as moving the bead up one space on its runner. If we recursively remove 2-hooks until none exists,
we will always end up with the same partition, the one obtained by moving all beads as high as possible on
the 2-abacus. We shall define this as the 2-core of the initial partition.
Definition 4 (2-core, 2-weight). If λ is any partition, the 2-core λ¯ is the partition obtained by removing
from λ the maximum possible number of 2-hooks. The number of hooks we need to remove to obtain λ¯ is
called the 2-weight of λ and is denoted by w2(λ).
In our example with λ = (3, 3, 2), we can move the beads to locations 0, 1 and 2. So the 2-core will have
degree sequence (2, 1, 0), in other words, it will be the partition (0, 0, 0).
Note that the 2-weight is given by the formula w2(λ) =
|λ|−|λ¯|
2 . From the Murnaghan-Nakayama formula
one can obtain the following.
Lemma 10 ([22], Corollary 2.7.33). Let λ, µ ` n be partitions such that µ has k 2-cycles, with k > w2(λ).
Then χλ(µ) = 0.
Definition 5 (2-quotient). The 2-quotient of a partition λ is a pair of partitions (pi0, pi1), where pi0 has the
degree sequence given by the beads on the first runner, and pi1 has the degree sequence given by the beads on
the second runner of the 2-abacus for λ.
In our example, the first runner can be interpreted as a 2-abacus with beads on positions 1 and 2. Hence
this corresponds to the partition pi0 = (1, 1). The second runner can be interpreted as a 2-abacus with a
single bead on position 2. Hence this gives the partition pi1 = (2).
Because we allow 0 elements in partitions, the 2-quotient uniquely determines the starting partition λ.
If we would drop the zeros, we would no longer know the lengths of pi0 and pi1. This information can be
recovered from λ¯, which is why some authors say that the 2-core and 2-quotient uniquely determine the
partition, and not just the 2-quotient alone.
Definition 6 (Natural numbering). Let X be a collection of beads on a 2-abacus. Then the natural numbering
of X is given by numbering the elements of X increasingly starting from 1, according to their position on the
abacus.
Because λ¯ is obtained from λ by sliding beads up on the 2-abacus, and both partitions have the same
length, we can identify the beads on the 2-abacus for λ¯ with the beads on the 2-abacus for λ, based on their
order on each runner. Let X be the set of these beads. Then X has a natural numbering induced by the
2-abacus for λ, and a (perhaps different) natural numbering induced by the 2-abacus for λ¯. We let δ2(λ) be
the sign of the permutation that changes these 2 numberings into one another (see also [22], the discussion
after 2.7.20).
It can be shown ([22], 2.7.32) that removing a 2-hook from λ is the same as removing a corner cell (or
1-hook) from the Ferrers diagram of either pi0 or pi1. From this the following follows.
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Theorem 11 ([22], Corollary 2.7.33). Let λ ` n be a partition with 2-quotient (pi0, pi1). Let m be the 2-weight
of λ. Then
χλ(2m1n−2m) = δ2(λ)
(|pi0|+ |pi1|
|pi0|
)
Fpi0Fpi1Fλ¯. (5)
For our purposes we will also need information about χλ(2k1n−2k) when k < w2(λ).
Let µ ≤k λ be any partition that can be obtained from λ by removing k 2-hooks. Then µ is obtained
from λ by sliding up beads on the 2-abacus k times. As above, we can define a permutation that sends the
natural numbering of the beads for λ into the natural numbering of the beads for µ. Let δ2(λ, µ) be the sign
of this permutation. Furthermore, let F2,λ/µ be the number of ways we can obtain µ from λ by removing
2-hooks.
Theorem 12. Let λ ` n and k ≤ w2(λ). Then
χλ(2k1n−2k) =
∑
µ≤kλ
δ2(λ, µ)F2,λ/µFµ. (6)
Proof. Let S be the set of sequences of 2-hooks ξ1, ξ2, . . . , ξk of length k which can be recursively removed
from λ. Therefore ξ1 is a 2-hook in λ, ξ2 is a 2-hook in λ \ ξ1, and so on. The Murnaghan-Nakayama rule
tells us that
χλ(2k1n−2k) =
∑
ξ1,ξ2,...,ξk∈S
(
k∏
i=1
(−1)ht(ξi)
)
Fλ\ξ1\ξ2...\ξk , (7)
where ht(ξi) is the height of the 2-hook ξi.
Let µ ≤k λ be any partition that can be obtained from λ by removing k 2-hooks. Let ξ1, ξ2, . . . , ξk ∈ S
arbitrary with λ \ ξ1 \ ξ2 . . . \ ξk = µ. Then (see [31], Corollary 50):
k∏
i=1
(−1)ht(ξi) = δ2(λ, µ).
As the product does not depend on the individual ξi but only on the end result, we can rewrite (7) as a
sum over µ. This gives the theorem. 
2.3. Valuations. If p is a prime number, we let νp : Q → Z be the p-adic (additive) valuation. For any
integer a, νp(a) is defined as the maximum exponent r, such that p
r | a, with the convention that νp(0) =∞.
This extends to Q by setting νp(ab ) = νp(a)− νp(b). Then νp has the following properties:
(i) νp(ab) = νp(a) + νp(b),
(ii) νp(−a) = νp(a),
(iii) νp(a+ b) ≥ min{νp(a), νp(b)}, with equality if νp(a) 6= νp(b).
An important special case is the value of νp(n!). This is given by Legendre’s formula.
Lemma 13. Let p ≥ 2 be a prime number and n ≥ 1. Then
νp(n!) =
n− κp(n)
p− 1 ,
where κp(n) is the sum of the digits of n in base p, i.e. if n = a0 + a1p + . . . + arp
r with 0 ≤ ai < p, then
κp(n) =
∑r
i=0 ai.
We will also need an estimate for νp(2
`−1). This is a consequence of the following more general inequality
(see [42], (6.5)).
Lemma 14. Let a > b > 0 be integers, p > 2 a prime which does not divide ab, and n ≥ 2. Then
νp(a
n − bn) ≤ νp(ap−1 − bp−1) + νp(n).
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2.4. Valuations of character degrees. Let λ ` n be any partition and p a prime number. The value of
νp(Fλ) was determined by Macdonald ([28]). It is a generalization of Lemma 13, which corresponds to the
case λ = (n). However, in order to state this result we will need some more terminology.
As we did for q = 2, we can define for any q ≥ 1, the q-weight wq(λ) of the partition λ as the maximum
number of q-hooks we can recursively remove from λ. In particular w1(λ) = |λ| = n. For any i ≥ 0 we define
αi(λ) := wpi(λ)− pwpi+1(λ). (8)
Then αi(λ) ≥ 0 and n =
∑
i≥0 αi(λ)p
i (see Proposition 4.5, [29]). With this notation we can state the
formula for νp(Fλ).
Theorem 15 (Macdonald, [28]). Let λ ` n be any partition, p a prime number, and αi(λ) as in (8). Then
νp(H(λ)) =
n−∑i≥0 αi(λ)
p− 1 ,
and νp(Fλ) = νp(n!)− νp(H(λ)).
2.5. The Newton polygon. Let G(x) =
∑n
i=0 aix
i ∈ Z[x] be a polynomial of degree n with a0 6= 0. Then
we consider the set of points in the plane:
S = {(0, νp(an)), (1, νp(an−1)), . . . , (n− 1, νp(a1)), (n, νp(a0))}.
The Newton polygon for G with respect to p is the lower convex hull of S.
Newton polygons are a very effective tool in establishing the irreducibility of polynomials. One important
feature is that the polygon of a product f(x)g(x) is formed from translates of the polygons for f(x) and
g(x).
Lemma 16 (Dumas, [11]). Let f(x) and g(x) be polynomials in Z[x] with f(0)g(0) 6= 0, and let p be a
prime. Let k be a non-negative integer such that pk divides the leading coefficient of f(x)g(x) but pk+1 does
not. Then the edges of the Newton polygon for f(x)g(x) with respect to p can be formed by constructing a
polygonal path beginning at (0, k) and using translates of the edges in the Newton polygons for f(x) and g(x)
with respect to the prime p (using exactly one translate for each edge). Necessarily, the translated edges are
translated in such a way as to form a polygonal path with the slopes of the edges increasing.
Our main tool in establishing irreducibility will be the following lemma, due to Filaseta.
Lemma 17 ([15], Lemma 2). Let k and ` be integers with k > ` ≥ 0. Suppose G(x) = ∑ni=0 aixi ∈ Z[x]
and p is a prime such that p 6 | an, p | aj for all j ∈ {0, 1, . . . , n − ` − 1}, and the right-most edge of the
Newton polygon for G(x) with respect to p has slope < 1/k. Then G(x) cannot have a factor with degree in
the interval [`+ 1, k].
Lemma 17 played a central role in Filaseta’s proof that all but finitely many Bessel polynomials are
irreducible ([15]). It was also used to extend this result to all Bessel polynomials ([17]). Variations of it were
used to establish the irreducibility of generalized Laguerre polynomials in many cases ([16], [27]).
In order to apply Lemma 17, we will need a lower bound for the largest prime factor of a product of
consecutive integers. We are going to use the following result, due to Nair and Shorey.
Theorem 18 ([33]). Assume that k ≥ 2, n > 100 and n, n+1, . . . , n+k−1 are all composite integers. Then
the product n(n+ 1) . . . (n+ k − 1) has a prime factor greater than 4.42k, unless n = 125, 224, 2400, 4374 if
k = 2, and n = 350 if k = 3.
We are also going to need an effective version of Dirichlet’s theorem on arithmetic progressions.
Theorem 19 ([10], Theorem 1). If x ≥ 887 then the interval (x, 1.048x] contains a prime p with p ≡ 3 mod 4.
Finally, we will need a result about the existence of primes in small intervals.
Theorem 20 (Nagura, [32]). If x ≥ 25 is a real number, then there is a prime in the interval [x, 6x5 ].
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2.6. The roots of Hermite polynomials. Lemma 9 stated in the Introduction gives an upper bound in
terms of the roots of Hermite polynomials. To make this estimate effective we will need an upper bound for
the absolute value of the roots of Hen(x). For the classical Hermite polynomials, Szego˝ proved the following.
Theorem 21 (Szego˝, [43], (6.2.18)). If z is a root of Hn(x) then |z| ≤
√
2(n−1)√
n+2
.
From the rescaling Hen(x) = 2
−n2Hn( x√2 ) we get
Corollary 22. If z is a root of Hen(x) then |z| ≤ 2(n−1)√n+2 .
We will also rely on the symmetry of Heλ(x). It is known that Heλ(−x) = (−1)|λ|Heλ(x) (see Lemma 3.6,
[5]). Hence we have the following.
Observation 23. If z is a root of Heλ(x) then −z is also a root of Heλ(x).
2.7. The coefficients of Heλ(x). In [3], the authors determine the coefficients of Heλ(x) in terms of the
character χλ. This result will play a central role in our proofs, so we state it here.
Theorem 24 ([3], Theorem 4.2). Let λ ` n. Then
Heλ(x) =
bn/2c∑
k=0
(−1)kH(λ) χ
λ(2k1n−2k)
2k(n− 2k)!k!x
n−2k.
The subleading coefficient of Heλ(x) can be determined more precisely in terms of the partition λ.
Theorem 25 ([3], Proposition 4.16). Let λ ` n. Then the coefficient of xn−2 in Heλ(x) equals − 12
∑`(λ)
i=1 λi(λi−
(2i− 1)).
Furthermore, in [3], Theorem 3.1, they show that Heλ(x) = x
|λ¯|Rλ(x), where recall that Rλ(x) is the
remainder polynomial. It can be shown that |λ¯| = dλ(dλ+1)2 , so this coincides with the decomposition stated
in the Introduction. The 2-core of a partition is always of the form (m,m − 1, . . . , 1) for some m ≥ 0.
Therefore |λ¯| = (m+12 ) for some m ≥ 0.
3. An extremal problem for character degrees
In this section we are going to study the following extremal problem: what is the minimum value of νp(Fλ)
over partitions λ of fixed size and fixed 2-core? The condition on the 2-core makes the problem non-trivial:
otherwise F(n) = 1 would show that the minimum is 0.
For a prime p and non-negative integers n and m, we define the function
ex(n,m, p) = min
{
νp(Fλ) : λ ` n and λ has 2-core of size
(
m+ 1
2
)}
.
Trivially
ex(n,m, p) ≥ 0, (9)
and in fact this is best possible for m = 0 and n even, as the partition λ = (n) shows.
However, it turns out that when n is small and m ≥ 1, inequality (9) can be slightly improved. For this,
we are going to restrict ourselves to the range m ≥ 1 and p ≥ 2m− 1. For m and p in this range, we define
the numbers
Nk := kp− k(2(m− k) + 1) +
(
m+ 1
2
)
, 0 ≤ k ≤
⌊
m+ 1
2
⌋
.
Then N0 =
(
m+1
2
)
and Nbm+12 c =
⌊
m+1
2
⌋
p. Furthermore, for k <
⌊
m+1
2
⌋
, the condition Nk ≤ Nk+1 is
equivalent to p ≥ 2(m− 2k)− 1, which holds by assumption. Therefore N0 ≤ N1 ≤ . . . ≤ Nbm+12 c.
We extend this sequence by defining Nbm+12 c+1 = (
⌊
m+1
2
⌋
+ 1)p. As p ≥ 2m− 1 and p ≥ 2, this number
is at most p2.
We are going to prove the following result.
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Lemma 26. Suppose m ≥ 1 and p ≥ 2m− 1 is a prime. If 0 ≤ k ≤ ⌊m+12 ⌋+ 1 and n < Nk then
ex(n,m, p) ≥ νp(n!)− (k − 1).
For k ≤ ⌊m+12 ⌋, the value of Nk is tight for the inequality in Lemma 26, as can be seen by taking λ
the partition (m,m − 1, . . . , 1) and adding p − 2(m − k) − 1 to the first k rows. In other words, λ =
(m+ p− (2(m− k) + 1),m− 1 + p− (2(m− k) + 1), . . . ,m− k+ 1 + p− (2(m− k) + 1),m− k, . . . , 1). Then
|λ| = Nk and λ has degree sequence nλ = (1, 3, . . . , 2(m− k)− 1, p, p+ 2, . . . , p+ 2(k − 1)). As p ≥ 2m− 1,
∆(nλ) is not divisible by p, while nλ,1!nλ,2! . . . nλ,m! is exactly divisible by p
k. Hence νp(Fλ) = νp(Nk!)− k.
To prove Lemma 26, we are first going to show the following.
Lemma 27. Let m ≥ 1 and λ ` n be a partition with 2-core of size (m+12 ). If p is a prime and wp(λ) = t ≤⌊
m+1
2
⌋
then n ≥ Nt.
Proof. Because λ has 2-core of size
(
m+1
2
)
, the first m rows of the Ferrers diagram of λ contain the diagram
of the partition µ := (m,m− 1, . . . , 1). Then Dµ ⊆ Dλ. We consider this as an embedding, so that elements
of Dµ are also elements of Dλ.
Because wp(λ) = t, we can remove t p-hooks from λ. Each such hook intersects Dµ in a (possibly empty)
set of squares. By removing the t hooks in a valid arbitrary, but fixed way, we obtain a sequence of partitions
µ = µ0 ≥ µ1 ≥ . . . ≥ µt. Again we consider them embedded in λ, so Dµt ⊆ Dµt−1 ⊆ . . . ⊆ Dµ. From the
hook definition, Dµk−1 \Dµk is a set of border squares in µk−1.
Now let ρ0 := µ and define ρk as the partition obtained from ρk−1 by removing all border squares, for
1 ≤ k ≤ t. Then ρk is a 2-core corresponding to (m− 2k,m− 2k− 1, . . . , 1). As t ≤
⌊
m+1
2
⌋
, ρk is not empty
for k < t.
Here is an example for m = 5.
Dµ0 \Dµ1 = Dρ0 \Dρ1 =
In the left diagram, the green squares represent the intersection of the first hook with µ. They are removed
to obtain µ1. In the right diagram, the yellow squares are removed to form ρ1. Note that the green squares
need not be contiguous along the border, because part of the hook can be in λ/µ.
We claim that
Dµ \Dµk ⊆ Dµ \Dρk for 0 ≤ k ≤ t. (10)
We prove this claim by induction on k.
If k = 0, then µ0 = ρ0 = µ, and there is nothing to prove.
So assume k ≥ 1 and (10) holds for k− 1. Let (a, b) ∈ Dµ \Dµk . If (a, b) ∈ Dµ \Dµk−1 , then by induction
and the fact that ρk−1 ≥ ρk, (a, b) ∈ Dµ \Dρk−1 ⊆ Dµ \Dρk . So we may assume that (a, b) ∈ Dµk−1 . This
means (a, b) is removed from µk−1 to form µk, so it is a border square. Any neighbor (a + 1, b), (a, b + 1)
or (a+ 1, b+ 1) that is missing in Dµk−1 is also missing in Dρk−1 by induction. So either (a, b) /∈ Dρk−1 , in
which case we are done, or (a, b) is a border square in ρk−1. In the latter case, (a, b) is removed to form ρk.
Hence (a, b) ∈ Dµ \Dρk . This proves (10).
By taking k = t in (10) we deduce that |µt| ≥ |ρt|.
However, |ρt| =
(
m−2t+1
2
)
. Hence
n ≥ pt+ |µt| ≥ pt+
(
m− 2t+ 1
2
)
= pt− t(2(m− t) + 1) +
(
m+ 1
2
)
= Nt.

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Proof of Lemma 26. First assume k ≤ ⌊m+12 ⌋. Let λ ` n be any partition with 2-core of size (m+12 ).
Let αi(λ) be defined as in (8). As n < Nk < p
2, wpi(λ) = 0 for i ≥ 2. Hence αi(λ) = 0 for all i ≥ 2.
Furthermore,
α1(λ) = wp(λ)− pwp2(λ) = wp(λ).
From Theorem 15,
νp(H(λ)) =
n− α0(λ)− α1(λ)
p− 1
=
α1(λ)p− α1(λ)
p− 1 , as n = α0(λ) + α1(λ)p,
= α1(λ) = wp(λ).
From Lemma 27, wp(λ) ≤ k − 1. Then νp(H(λ)) ≤ k − 1. Hence
νp(Fλ) = νp(n!)− νp(H(λ)) ≥ νp(n!)− (k − 1),
proving the lemma for k ≤ ⌊m+12 ⌋.
Now assume k =
⌊
m+1
2
⌋
+ 1. Then n < Nk = kp ≤ p2 and so νp(n!) ≤ k − 1. Then νp(n!)− (k − 1) ≤ 0
and the claim of the lemma is trivially true in this case. 
4. An upper bound for the slope
Let λ ` n be any partition. In order to show that Rλ(x) is irreducible using Lemma 17, we need to
estimate the slope of the right-most edge of the Newton polygon for Rλ(x).
Let s := |λ¯| and w := w2(λ). From Theorem 24 and the fact that Heλ(x) = xsRλ(x) we get
Rλ(x) =
w∑
k=0
(−1)kH(λ) χ
λ(2k1n−2k)
2k(n− 2k)!k!x
n−s−2k.
We now define rλ2k :=
χλ(2k1n−2k)
(n−2k)!k! for 0 ≤ k ≤ w. Then Rλ(x) =
∑w
k=0(−1)k H(λ)2k rλ2kxn−s−2k. If p > 2 is
a prime number, then using properties (i) and (ii) of νp, the slope of the right-most edge of the Newton
polygon for Rλ(x) with respect to p is given by
max
0≤k<w
{
νp(r
λ
2w)− νp(rλ2k)
n− s− 2k
}
.
We will estimate this in several steps.
Lemma 28. Let λ ` n be a partition with 2-quotient (pi0, pi1) and 2-weight w. If p > 2 is a prime number
that does not divide ∆(nλ), then
νp(r
λ
2w) = −
`(pi0)∑
i=1
νp(npi0,i!)−
`(pi1)∑
i=1
νp(npi1,i!)− νp(H(λ¯)).
Proof. Let r0 := `(pi0) and r1 := `(pi1).
Using Theorem 11, expression (3) for Fpi0 and Fpi1 , and the fact that w = |pi0|+ |pi1|, we obtain
χλ(2w1n−2w) = δ2(λ)w!
∆(npi0)
npi0,1!npi0,2! . . . npi0,r0 !
∆(npi1)
npi1,1!npi1,2! . . . npi1,r1 !
Fλ¯.
Dividing by (n− 2w)!w! and using Fλ¯ = (n− 2w)!/H(λ¯), we get
rλ2w = δ2(λ)
∆(npi0)
npi0,1!npi0,2! . . . npi0,r0 !
∆(npi1)
npi1,1!npi1,2! . . . npi1,r1 !
1
H(λ¯)
.
Consequently
νp(r
λ
2w) = νp(∆(npi0)) + νp(∆(npi1))−
r0∑
i=1
νp(npi0,i!)−
r1∑
i=1
νp(npi1,i!)− νp(H(λ¯)) (11)
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Let t ∈ {0, 1}. We claim that νp(∆(npit)) = 0. To see this, note that νp(∆(npit)) =
∑
i<j νp(npit,j −npit,i).
Fix a pair 1 ≤ i < j ≤ rt. By definition, there exists i′ 6= j′ such that npit,i = nλ,i′−t2 and npit,j =
nλ,j′−t
2 .
But p does not divide nλ,j′ − nλ,i′ , so νp(npit,j − npit,i) = νp(nλ,j′ − nλ,i′) = 0. Hence νp(∆(npit)) = 0 for
t ∈ {0, 1}.
Applying this to (11) finishes the proof. 
If µ ≤ λ, define Aλ/µ as the matrix
(
1
(nλ,i−nµ,j)!
)`(λ)
i,j=1
, with the convention that 1/m! is 0 if m is negative.
This is well-defined, as we require that µ and λ have the same length when µ ≤ λ.
Lemma 29. Let λ ` n be a partition with 2-quotient (pi0, pi1), 2-weight w and 2-core of size
(
m+1
2
)
. If p > 2
is a prime number, and k ≤ w, then
νp(r
λ
2k) ≥ −νp((n− 2k)!) + min
µ≤kλ
{νp(det[Api0/ρ0 ]) + νp(det[Api1/ρ1 ])}+ ex(n− 2k,m, p),
where (ρ0, ρ1) is the 2-quotient of µ.
Proof. By Theorem 12 and property (iii) of νp,
νp(r
λ
2k) ≥ −νp((n− 2k)!)− νp(k!) + min
µ≤kλ
{νp(F2,λ/µ) + νp(Fµ)}. (12)
Fix µ ≤k λ and assume it has 2-quotient (ρ0, ρ1). As we require that `(µ) = `(λ), it follows that `(ρ0) = `(pi0)
and `(ρ1) = `(pi1). Removing a 2-hook is the same as removing a corner square from either pi0 or pi1. Hence
F2,λ/µ =
(
k
|pi0| − |ρ0|
)
Fpi0/ρ0Fpi1/ρ1 , (13)
where Fpit/ρt represents the number of ways we can obtain ρt from pit by removing corner squares, for
t ∈ {0, 1}. This is given by Aitken’s formula ([2], see also [41], Corollary 7.16.3):
Fpit/ρt = (|pit| − |ρt|)! det
[
1
(npit,i − nρt,j)!
]`(pit)
i,j=1
, t ∈ {0, 1}. (14)
Replacing (14) into (13) gives
F2,λ/µ = k! det[Api0/ρ0 ] det[Api1/ρ1 ].
Now consider the term νp(Fµ) in (12). Removing 2-hooks does not change the 2-core, so the partition
µ has the same 2-core as λ. In particular, |µ¯| = (m+12 ). Then by definition, νp(Fµ) ≥ ex(n − 2k,m, p).
Therefore
νp(r
λ
2k) ≥ −νp((n− 2k)!)− νp(k!) + min
µ≤kλ
{νp(k!) + νp(det[Api0/ρ0 ]) + νp(det[Api1/ρ1 ]) + ex(n− 2k,m, p)}
= −νp((n− 2k)!) + min
µ≤kλ
{νp(det[Api0/ρ0 ]) + νp(det[Api1/ρ1 ])}+ ex(n− 2k,m, p).

We now put together the previous two results to obtain the following.
Lemma 30. Let λ ` n be a partition with 2-weight w and 2-core of size (m+12 ). If p > 2 is a prime number
that does not divide ∆(nλ), and k ≤ w, then
νp(r
λ
2w)− νp(rλ2k) ≤ νp((n− 2k)!)− ex(n− 2k,m, p)− νp(H(λ¯)).
Proof. Assume λ has 2-quotient (pi0, pi1). Let r0 := `(pi0) and r1 := `(pi1). From Lemmas 28 and 29, it
follows that
νp(r
λ
2w)− νp(rλ2k) ≤−
r0∑
i=1
νp(npi0,i!)−
r1∑
i=1
νp(npi1,i!)− νp(H(λ¯)) (15)
+ νp((n− 2k)!) + max
µ≤kλ
{−νp(det[Api0/ρ0 ])− νp(det[Api1/ρ1 ])} − ex(n− 2k,m, p),
where (ρ0, ρ1) is the 2-quotient of µ.
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Fix µ ≤k λ and t ∈ {0, 1}. We claim that
−
rt∑
i=1
νp(npit,i!)− νp(det[Apit/ρt ]) ≤ −
rt∑
i=1
νp(nρt,i!) ≤ 0. (16)
Indeed, by properties (i) and (iii) of νp, we have that
νp(det[Apit/ρt ]) ≥ min
σ:[rt]→[rt]
rt∑
i=1
νp
(
1
(npit,i − nρt,σ(i))!
)
,
where the minimum is taken over all permutations σ.
Recall our convention that 1/m! = 0 for elements of the matrix Aλ/µ when m is negative. In this case we
also make the convention that νp(m!) := −∞ for negative m. Using this convention we recover the property
−νp( 1m! ) = νp(m!). Consequently
−
rt∑
i=1
νp(npit,i!)− νp(det[Apit/ρt ]) ≤ max
σ:[rt]→[rt]
rt∑
i=1
(νp((npit,i − nρt,σ(i))!)− νp(npit,i!)).
Fix σ : [rt]→ [rt] for the moment. We argue that
rt∑
i=1
(νp((npit,i − nρt,σ(i))!)− νp(npit,i!)) ≤ −
rt∑
i=1
νp(nρt,σ(i)!). (17)
If nρt,σ(i) > npit,i for some i, then the left-hand side sum equals −∞. If nρt,σ(i) ≤ npit,i for all i, then as(
npit,i
npit,i−nρt,σ(i)
)
is a positive integer, the term νp((npit,i−nρt,σ(i))!)− νp(npit,i!) is at most −νp(nρt,σ(i)!). Thus
(17) is true.
Now the right-hand side sum in (17) is just −∑rti=1 νp(nρt,i!), so taking the maximum over all σ does not
change it. This shows the middle inequality in (16). As all the numbers nρt,i are non-negative integers, the
entire sum is at most 0.
Using (16) in (15) for the µ which attains the maximum proves the lemma. 
We are now ready to determine an upper bound for the slope of the right-most edge.
Proof of Theorem 7. Let w be the 2-weight of λ. From Lemma 30 we know that the slope is at most
max
0≤k≤w
νp((n− 2k)!)− ex(n− 2k,m, p)− νp(H(λ¯))
n− s− 2k .
H(λ¯) is a positive integer ([22], Theorem 2.3.21), so νp(H(λ¯)) ≥ 0. Then the slope is at most
max
0≤k≤w
νp((n− 2k)!)− ex(n− 2k,m, p)
n− s− 2k . (18)
As ex(n− 2k,m, p) ≥ 0 we get that
max
0≤k≤w
νp((n− 2k)!)− ex(n− 2k,m, p)
n− s− 2k ≤ max0≤k≤w
νp((n− 2k)!)
n− s− 2k . (19)
We will use the simpler form (19) to bound the slope for most of the proof, returning to (18) only at the
end to handle the most difficult case.
Fix k ≤ w. Lemma 13 implies that νp(t!) < tp−1 for any t ≥ 1. Hence if p does not divide any of the
numbers n− 2k, n− 2k − 1, . . . , n− 2k − s+ 1, then
νp((n− 2k)!)
n− s− 2k =
νp((n− s− 2k)!)
n− s− 2k <
1
p− 1 .
In the special case s = 0 and n < p2 we can strengthen this to
νp((n− 2k)!)
n− 2k =
a
n− 2k ≤
a
ap
=
1
p
,
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where a := bn−2kp c. This proves (i).
From now on we will assume that n− 2k− i = apj for some 0 ≤ i < s, j ≥ 1 and (a, p) = 1. In particular,
s > 0 and so m ≥ 1. We choose i minimal, so p does not divide any of the numbers n−2k, n−2k−1, . . . , n−
2k − i+ 1. We will split the analysis in several cases, depending on the value of m and j.
Case 1. m = 1.
Then s = 1 and n− 2k = apj . Hence by Lemma 13,
νp((n− 2k)!) = j + νp((n− 1− 2k)!) = j + n− 1− 2k − κp(n− 1− 2k)
p− 1 .
But n − 1 − 2k = apj − 1 = (a − 1)pj + pj − 1. Then the first j digits of n − 1 − 2k in base p are equal to
p− 1. Hence κp(n− 1− 2k) ≥ j(p− 1). Therefore
νp((n− 2k)!) ≤ j + n− 1− 2k − j(p− 1)
p− 1 =
n− 1− 2k
p− 1 .
So
νp((n− 2k)!)
n− 1− 2k ≤
1
p− 1 =
1
p− (2m− 1) .
This shows (ii) in this case.
Case 2. m > 1, and either j ≥ 2 or a ≥ m4 + 1.
First we claim that
apj ≥ s(p− 1)
2(m− 1) . (20)
Indeed, as m ≥ 2 we have
s
2(m− 1) =
1
2(m− 1)
(
m+ 1
2
)
=
m(m+ 1)
4(m− 1) ≤
m
4
+ 1.
As p ≥ 2m+ 1 > m4 + 1, and either j ≥ 2 or a ≥ m4 + 1, we see that apj−1 ≥ m4 + 1 ≥ s2(m−1) . Multiplying
this with p shows that (20) holds.
Now by our choice of i, νp((n− 2k)!) = νp((apj)!) < ap
j
p−1 . Therefore
νp((n− 2k)!)
n− s− 2k <
apj
(p− 1)(n− s− 2k) ≤
apj
(p− 1)(apj − s) .
We can bound the right-hand side in the following way
apj
(p− 1)(apj − s) =
1
p− 1 +
s
(p− 1)(apj − s)
(20)
≤ 1
p− 1 +
2(m− 1)
(p− 1)(p− (2m− 1))
=
1
p− (2m− 1) .
This proves (ii) in this case.
Case 3. m > 1, j = 1 and a ≤ ⌈m4 ⌉.
This is the most difficult case of the proof. Here is where we are going to use (18).
Note that n− 2k ≥ ap > n− s− 2k, so n− 2k < ap+ s. We claim that
ap+ s ≤
(⌊
m+ 1
2
⌋
+ 1
)
p. (21)
This is equivalent to
p
(⌊
m+ 1
2
⌋
+ 1− a
)
≥ m(m+ 1)
2
.
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Using a ≤ ⌈m4 ⌉ ≤ m+34 and ⌊m+12 ⌋ ≥ m2 , the left-hand side is at least
p
(
m
2
+ 1− m+ 3
4
)
=
p(m+ 1)
4
>
m(m+ 1)
2
,
where the last inequality follows from the fact that p > 2m. This proves (21).
Consequently there exists 0 ≤ t ≤ ⌊m+12 ⌋ such that Nt ≤ n − 2k < Nt+1, where Nt is defined as in
Section 3. Then n− s− 2k ≥ Nt− s. Also from Lemma 26, ex(n− 2k,m, p) ≥ νp((n− 2k)!)− t. Using these
inequalities in (18) we obtain
νp((n− 2k)!)− ex(n− 2k,m, p)
n− s− 2k ≤
t
n− s− 2k ≤
t
Nt − s .
If t = 0, the middle ratio is 0, and there is nothing to show. So we may assume t ≥ 1. By definition of Nt
we have
t
Nt − s =
t
tp− t(2(m− t) + 1) =
1
p− 2(m− t)− 1 ≤
1
p− (2m− 1) .
This proves (ii) in this case. Together with the other two cases this proves (ii) in the theorem.
We now show the upper bound is essentially sharp for m ≥ 0 and p > max{2, 2m−1}. Again, we consider
two cases, depending on the value of m.
Case A. m ≥ 1.
Choose any n such that p | n+m. We consider the partition λ := (m+ 2n,m− 1, . . . , 2, 1). The Ferrers
diagram for λ when m = 4 is displayed in the following picture.
. . . m+ 2n
Then λ has 2-core (m,m−1, . . . , 1) of size s := (m+12 ). Furthermore, nλ = (1, 3, . . . , 2m−3, 2m−1 + 2n).
Hence
∆(nλ) = (2m+ 2n− 2)(2m+ 2n− 4) . . . (2n+ 2)∆(1, 3, . . . , 2m− 3)
= 2m−1(n+ 1)(n+ 2) . . . (n+m− 1)∆(1, 3, . . . , 2m− 3).
As p divides n + m, and p > m, p does not divide the product (n + 1)(n + 2) . . . (n + m − 1). Also,
∆(1, 3, . . . , 2m− 3) is a product of numbers less than 2m− 3 < p, so p does not divide it either. Therefore
p does not divide ∆(nλ).
For k ≤ n let λk := (m + 2k,m − 1, . . . , 1). Because we can only remove 2-hooks from the first row, the
Murnaghan-Nakayama rule implies that χλ(2k12n+s−2k) = Fλn−k for any k ≤ n. Therefore
Heλ(x) =
n∑
k=0
(−1)k H(λ)
2k(2n+ s− 2k)!k!Fλn−kx
2n+s−2k.
It follows that
Rλ(x) =
n∑
i=0
(−1)n−i H(λ)
2n−i(s+ 2i)!(n− i)!Fλix
2i.
Let j := p−(2m−1)2 , which is an integer for all m ≥ 1. Then j ≥ 1, as p > 2m − 1. By looking at the
coefficients of x0 and x2j , the slope of the right-most edge of the Newton polygon is at least
1
2j
(
νp(
H(λ)
s!n!
Fλ0)− νp(
H(λ)
(s+ 2j)!(n− j)!Fλj )
)
.
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We can expand this as
1
2j
(
νp((s+ 2j)!) + νp((n− j)!)− νp(s!)− νp(n!) + νp(Fλ0)− νp(Fλj )
)
.
Note that n− j ≥ n+m− p. Because of this and the fact that p divides n+m, p does not divide any of the
numbers n− j + 1, n− j + 2, . . . , n. Hence νp((n− j)!) = νp(n!).
Furthermore for any 0 ≤ k ≤ n,
Fλk =
(s+ 2k)!
1!3! . . . (2m− 3)!(2m− 1 + 2k)!∆(1, 3, . . . , 2m− 3, 2m− 1 + 2k).
Taking k = 0 we see that νp(Fλ0)− νp(s!) = 0, as p > 2m− 1.
Taking k = j we see that νp((s+ 2j)!)− νp(Fλj ) = νp((2m− 1 + 2j)!) = νp(p!) = 1.
Putting all of this together we obtain that the slope is at least 12j =
1
p−(2m−1) . This shows that the upper
bound is tight for m ≥ 1.
Case B. m = 0.
Let p ≥ 3 arbitrary and choose any n such that p2 | n. We consider the partition λ := (2 + 2n, 2, . . . , 2)
of length p. The Ferrers diagram of λ is displayed in the following picture.
λ1 . . . 2 + 2n
λ2
...
...
λp
Then λ has 2-weight w = n+p and empty 2-core. Furthermore, the degree vector is nλ = (2, 3, . . . , p, 2n+
p+ 1). Hence
∆(nλ) = (2n+ p− 1)(2n+ p− 2) . . . (2n+ 1)∆(2, 3, . . . , p).
As p divides n, p does not divide the product (2n+p−1)(2n+p−2) . . . (2n+1). Furthermore, ∆(2, 3, . . . , p)
is a product of numbers less than p, hence it is not divisible by p. Therefore p does not divide ∆(nλ).
We compute νp(χ
λ(2w)). Let (pi0, pi1) be the 2-quotient of λ. Then pi0 is of length
p+1
2 and has degree
sequence npi0 = (1, 2, . . . ,
p−1
2 , n +
p+1
2 ). Hence pi0 = (n + 1, 1, . . . , 1). Also, pi1 is of length
p−1
2 and has
degree sequence npi1 = (1, 2, . . . ,
p−1
2 ). So pi1 = (1, 1, . . . , 1). From Theorem 11,
χλ(2w) =
(
n+ p
p−1
2
)
Fpi0Fpi1 .
As npi0 = (1, 2, . . . ,
p−1
2 , n+
p+1
2 ),
Fpi0 =
(n+ p+12 )!
(n+ p+12 )!(
p−1
2 )!(
p−3
2 )! . . . 1!
∆(npi0).
As ∆(npi0) = (n+
p−1
2 ) . . . (n+ 1)∆(1, 2, . . . ,
p−1
2 ), p does not divide Fpi0 .
Furthermore, pi1 is a single column, so Fpi1 = Fpi′1 = 1. Then p does not divide Fpi1 either.
Finally, (
n+ p
p−1
2
)
=
(n+ p)(n+ p− 1) . . . (n+ p+12 + 1)
(p−12 )!
.
Putting this together gives νp(χ
λ(2w)) = νp(n+ p) = 1, where the last equality follows from the fact that
p2 | n.
Let k := w−p = n. We now compute νp(χλ(2k12n+2p−2k)). From the Murnaghan-Nakayama formula, we
must consider all recursive ways of removing k 2-hooks from λ. Because k = n, we will never be in position
to remove a 2-hook touching the first 2 cells of the first row. So in any such sequence there will be k − i
horizontal 2-hooks removed from the first row, and i 2-hooks removed from the (p − 1) × 2 block of the
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Ferrers diagram of λ. Furthermore, i ≤ p− 1, as at most p− 1 2-hooks can be removed from the (p− 1)× 2
block. This analysis allows us to write the following:
χλ(2n12p) =
∑
µ≤nλ
δ2(λ, µ)F2,λ/µFµ, by Theorem 12,
=
p−1∑
i=0
∑
µ≤nλ
µ1=2+2i
δ2(λ, µ)F2,λ/µFµ,
=
p−1∑
i=0
∑
µ≤nλ
µ1=2+2i
δ2(λ, µ)
(
n
i
)
F2,λ∗/µ∗Fµ,
where λ∗, respectively µ∗, is the partition λ, respectively µ, without the first part. Here we have used the
identity F2,λ/µ =
(
n
i
)
F2,λ∗/µ∗ , which holds as
(
n
i
)
counts the number of ways of choosing the n− i hooks to
be removed from the first row, out of the sequence of n. Therefore
χλ(2n12p) =
p−1∑
i=0
(
n
i
)
Cλ,i,
where Cλ,i is some integer.
As i < p, p will divide
(
n
i
)
for i ≥ 1. On the other hand, for i = 0,
Cλ,0 = F2,2,...,2 =
(2p)!
(p+ 1)!p! . . . 2!
∆(2, 3, . . . , p+ 1).
Now p does not divide ∆(2, 3, . . . , p+ 1), as it is a product of numbers less than p. Also, νp((2p)!) = 2 and
νp((p+ 1)!p! . . . 2!) = 2. So p does not divide Cλ,0. Then p 6 | χλ(2n12p).
We obtain a lower bound for the slope of the right-most edge of the Newton polygon by looking at the
coefficients of x0 and x2n+2p−2k = x2p. These are (−1)w H(λ)2ww!χλ(2w) and (−1)n H(λ)2n(2p)!n!χλ(2n12p). So the
slope is at least
1
2p
(
νp(n!)− νp(w!) + νp((2p)!) + νp(χλ(2w))− νp(χλ(2n12p))
)
But n = w − p is divisible by p2, hence νp((w − p)!)− νp(w!) = −νp(w) = −1. Also νp((2p)!) = 2.
Furthermore, the analysis above shows that νp(χ
λ(2w)) = 1 and νp(χ
λ(2n12p)) = 0. Therefore, the slope
is at least −1 + 2 + 1
2p
=
1
p
.
This means any upper bound for m = 0 must be at least 1p , finishing the proof. 
If λ has 2-quotient (pi0, pi1), then the condition that p does not divide ∆(nλ) in Theorem 7 can be relaxed
to p does not divide ∆(npi0)∆(npi1).
5. Schur congruences for Wronskian Hermite polynomials
In order to apply Lemma 17, we also need to know how to select a prime that divides the first n− `− 1
coefficients. At first sight this is a difficult problem, because we do not have a simple form for the coefficients
of Heλ(x). We go around this obstacle by proving a congruence theorem for Wronskian Hermite polynomials.
Schur established the congruence relation for Legendre polynomials modulo an odd prime p: if n and m
are two nonnegative integers with m < p, then
Ppn+m(x) ≡ Pn(xp)Pm(x) mod p,
where Pn(x) is the Legendre polynomial of degree n.
Later, Carlitz [7] extended this to Hermite and Laguerre polynomials. In particular, he proved the
following theorem (stated in [7] for the classical Hermite polynomials):
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Theorem 31 (Carlitz, [7]). For any odd m ≥ 3 and any n ≥ 0, we have Hen+m(x) ≡ xmHen(x) mod m.
Carlitz proves a more general statement for sequences constructed using recurrence relations, but the proof
nicely specializes to Hermite polynomials. For completeness, we are going to include a proof of Theorem 31.
Proof of Theorem 31. We will prove the statement of the theorem by induction on n ≥ 0.
It is known that the Hermite polynomials Hek(x) have the following explicit expression:
Hek(x) =
b k2 c∑
j=0
(−1)j k!
2j(k − 2j)!j!x
k−2j .
This can be rewritten in the following way:
Hek(x) =
b k2 c∑
j=0
(−1)j 1
2j
(
k − j
j
)
k(k − 1) . . . (k − j + 1)xk−2j . (22)
Taking k = m in (22), every coefficient is of the form 2−j
(
m−j
j
)
m(m − 1) . . . (m − j + 1). Because m is
an odd integer, 2 has an inverse modulo m, and so we can compute the value of the coefficients modulo m
by computing 2−j ,
(
m−j
j
)
,m(m − 1) . . . (m − j + 1) separately mod m, and then multiplying. But the last
product is going to be 0 modulo m, unless j = 0. So Hem(x) ≡ xm mod m, proving the theorem for n = 0.
In the same way we deduce that Hem+1(x) ≡ xm+1 mod m. As xm+1 = xmHe1(x), the theorem is true
for n = 1 as well.
Now assume n > 1. Then by the recurrence relation,
Hen+m(x) = xHen−1+m(x)− (n− 1 +m)Hen−2+m(x).
Taking mod m and using the induction hypothesis, we get
Hen+m(x) ≡ xm+1Hen−1(x)− (n− 1)xmHen−2(x) mod m
≡ xm(xHen−1(x)− (n− 1)Hen−2(x)) mod m
≡ xmHen(x) mod m, by the recurrence relation again.

Note that the requirement that m is an odd integer is unfortunately necessary. For example, He4(x) ≡
x4 + 1 mod 2, and not x4, as would be predicted by the theorem.
We will now generalize this result to Wronskian Hermite polynomials.
Proof of Theorem 8. Consider the integers nλ,i mod m, 1 ≤ i ≤ r.
First we show they are distinct. Suppose for a contradiction that nλ,i ≡ nλ,j mod m for some i 6= j.
Then by definition, nλ,j − nλ,i divides ∆(nλ), and so m|∆(nλ), a contradiction to our assumption that m
and ∆(nλ) are coprime.
Therefore these integers form the degree sequence of a partition µ. Note that some of the parts of µ may
be 0, which is allowed by our definition.
We slightly abuse the notation to define nµ,i := nλ,i mod m for 1 ≤ i ≤ r. We will consider nµ to be the
degree sequence of µ, even though these numbers are not necessarily in increasing order.
Set mi = nλ,i − nµ,i for 1 ≤ i ≤ r. For any 1 ≤ i ≤ r and any j ≥ 0, we will show that
He(j)nλ,i(x) ≡ xmiHe(j)nµ,i(x) mod m. (23)
By Theorem 31, Henλ,i(x) ≡ xmiHenµ,i(x) mod m. This proves (23) in the case j = 0.
To establish the claim for j > 0, note that
He(j)nλ,i(x) = nλ,i(nλ,i − 1) . . . (nλ,i − j + 1)Henλ,i−j(x). (24)
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Assume first j ≤ nµ,i. Then we can write this identity as
He(j)nλ,i(x) = (mi + nµ,i)(mi + nµ,i − 1) . . . (mi + nµ,i − j + 1)Hemi+nµ,i−j(x)
≡ nµ,i(nµ,i − 1) . . . (nµ,i − j + 1)xmiHenµ,i−j(x) mod m, by Theorem 31,
≡ xmiHe(j)nµ,i(x) mod m.
So in this case the claim is true.
Assume now j > nµ,i. Then He
(j)
nµ,i = 0. On the other hand, the product nλ,i(nλ,i − 1) . . . (nλ,i − j + 1)
appearing in (24) contains the term mi, which is 0 modulo m. So both sides of (23) will be 0. This proves
(23).
Furtermore, as m is coprime with ∆(nλ), we have
1
∆(nλ)
≡ 1
∆(nµ)
mod m. (25)
Then
Heλ(x) =
Wr[Henλ,1 ,Henλ,2 , . . . ,Henλ,r ]
∆(nλ)
≡ (x
m1xm2 . . . xmr )Wr[Henµ,1 ,Henµ,2 , . . . ,Henµ,r ]
∆(nµ)
mod m,by (23) and (25),
≡ x|λ|−|µ|Heµ(x) mod m,
as the definition of Heµ(x) is invariant under a permutation of the degree sequence. This proves the theorem.

6. Proof of Theorem 1
Our applications of Filaseta’s lemma can be synthetised in the following way.
Lemma 32. Let λ be a partition with at most 2 parts, and p a prime such that p > max{2, |λ¯|} and
p 6 | ∆(nλ). Assume Heλ(x) ≡ xtQ(x) mod p with Q(0) 6= 0. Then Rλ(x) does not have a factor with degree
in the interval [deg(Q) + 1, p− |λ¯| − 1].
Proof. Let s := |λ¯|. Then Heλ(x) = xsRλ(x) and so Rλ(x) ≡ xt−sQ(x) mod p. Hence p divides the
coefficient of xi in Rλ(x) for 0 ≤ i ≤ t− s− 1 = deg(Rλ)− deg(Q)− 1.
Write s =
(
m+1
2
)
with m ≥ 0. Because λ has at most 2 parts, m ≤ 2. Also, 2m − 1 = s if m ∈ {1, 2}.
Hence from Theorem 7, the Newton polygon of Rλ(x) with respect to p has the slope of the right-most edge
strictly less than 1p−s−1 . Then from Lemma 17 with ` := deg(Q) and k := p− s− 1, we obtain that Rλ(x)
does not have a factor with degree in the interval [deg(Q) + 1, p− s− 1]. 
We begin by showing that Rn,n(x) does not have factors of small degree. We shall need the following
result, which we established using a computer program.
Lemma 33 ([21]). If λ = (n, n) is a partition with n ≤ 1000 or n ∈ {2401, 4375}, then Rλ(x) is irreducible.
Lemma 34. Let n ≥ 1000 such that n + 1 is a square. Then Rn,n(x) does not have a factor of degree at
most 10.
Proof. Due to Lemma 33, we can assume that n /∈ {2401, 4375}.
Let λ := (n, n). Then |λ¯| = 0 and ∆(nλ) = 1.
By Theorem 18, the fact that n ≥ 1000, and n−1 /∈ {2400, 4374}, the product (n−1)n has a prime factor
q ≥ 11.
If q | n, then by Theorem 8, Hen,n(x) ≡ x2nHe0,0(x) ≡ x2n mod q. By Lemma 32, Rn,n(x) does not have
a factor of degree at most q − 1 ≥ 10, proving the statement in this case.
So we may assume that q | n−1. Then by Theorem 8, Hen,n(x) ≡ x2(n−1)He1,1(x) ≡ x2(n−1)(x2+1) mod q.
By Lemma 32, Rn,n(x) does not have a factor with degree in the interval [3, 10].
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If n has a prime factor p ≥ 3, the argument above and Lemma 32 imply that Rn,n(x) does not have a
factor of degree at most 2, proving the statement. So we may assume that n = 2r for some r ≥ 1.
We are now going to use the hypothesis that n+ 1 is a square. As n = 2r, we must have n+ 1 = m2 for
some m ≥ 1. But then 2r = m2 − 1 = (m − 1)(m + 1), showing that m − 1 = 2a and m + 1 = 2b for some
b > a ≥ 0. The only solution is a = 1, b = 2. Then n = 8, contradicting our assumption that n ≥ 1000. This
shows that under our hypotheses n can not be a power of 2, finishing the proof. 
We will now deal with medium degree factors.
Lemma 35. Let n ≥ 1000 and suppose q is the largest prime with q ≤ n. Then Rn,n(x) does not have a
factor with degree in the interval [11, q − 1].
Proof. Let 11 ≤ d ≤ q − 1. We will show that Rn,n(x) does not have a factor of degree d.
First assume d ≤ 2n−13 .
Set k :=
⌊
d+1
2
⌋
. Then k ≥ 6 and n − k + 1 ≥ 2(n+1)3 > 100. Consequently by Theorem 18, the product
(n− k + 1)(n− k + 2) . . . n has a prime factor p ≥ min{4.42k, n− k + 1}.
As 4.42k > k and n − k + 1 > k, the prime p divides exactly one of the numbers n − k + 1, n − k +
2, . . . , n. Suppose p | n − i with 0 ≤ i ≤ k − 1. Then n ≡ i mod p. Hence by Theorem 8, Hen,n(x) ≡
x2(n−i)Hei,i(x) mod p. Furthermore, deg(Hei,i(x)) = 2i ≤ 2(k − 1).
Then by Lemma 32, Rn,n(x) does not have a factor with degree in the interval [2(k − 1) + 1, p− 1]. But
4.42k − 1 ≥ 4.42(d2 ) − 1 ≥ d and similarly, n − k ≥ n − d+12 ≥ d, as d ≤ 2n−13 . Therefore p − 1 ≥ d. Also
2(k − 1) + 1 ≤ d. Hence Rn,n(x) does not have a factor of degree d.
So we may assume that d > 2n−13 . We will now use the prime q. By Theorem 8, we have Hen,n(x) ≡
x2qHen−q,n−q(x) mod q. Furthermore, deg(Hen−q,n−q(x)) = 2(n− q).
By Theorem 20 and the fact that n ≥ 1000, we see that q ≥ 5n6 . Then 2(n − q) + 1 ≤ n3 + 1 ≤ d. By
assumption, d ≤ q − 1. Then by Lemma 32 applied with Q(x) := Hen−q,n−q(x), Rn,n(x) does not have a
factor with degree d. This finishes the proof. 
Unfortunately Lemma 35 does not rule out factors of degree close to n. For this, a different argument will
be needed.
Lemma 36. Let n ≥ 1. Then
Hen,n(0) =
{
n!2
2n−1(n−12 )!
2
, if n is odd,
(n+ 1) n!
2
2n(n2 )!
2 , if n is even.
In particular, if n is odd, Hen,n(0) = r
2 for some r ≥ 1, while if n is even, Hen,n(0) = (n + 1)r2 for some
r ≥ 1.
Proof. Let λ := (n, n). From Theorem 24,
Hen,n(0) = (−1)nH(λ)
2nn!
χλ(2n)
(3)
= (−1)n (n+ 1)!
2n
χλ(2n).
First assume n is odd. Then λ has 2-quotient pi0 = (
n+1
2 ) and pi1 = (
n−1
2 ). By Theorem 11,
χλ(2n) = δ2(λ)
(
n
n+1
2
)
.
Note that on the 2-abacus for λ, we have two beads on positions n and n+ 1. Sliding them to the top puts
them in positions 1 and 0. So the natural numbering is inverted, hence δ2(λ) = −1. Then
Hen,n(0) = (−1)n+1 (n+ 1)!
2n
(
n
n+1
2
)
=
(n+ 1)!n!
2n(n+12 )!(
n−1
2 )!
=
n!2
2n−1(n−12 )!
2
.
As n is odd, 2n−1 is a square. Then Hen,n(0) is a square.
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Now assume n is even. Then λ has 2-quotient pi0 = (
n
2 ) and pi1 = (
n
2 ). By Theorem 11,
χλ(2n) = δ2(λ)
(
n
n
2
)
.
Note that on the 2-abacus for λ, we have two beads on positions n and n + 1. Sliding them to the top
maintains the natural numbering, hence δ2(λ) = 1. Then
Hen,n(0) = (−1)n (n+ 1)!
2n
(
n
n
2
)
=
(n+ 1)!n!
2n(n2 )!
2
= (n+ 1)
n!2
2n(n2 )!
2
.
As n is even, 2n is a square. Then Hen,n(0) is n+ 1 multiple a square. 
We will now show that factors with high degree can not occur.
Lemma 37. Let n ≥ 3 such that n + 1 is a square, and suppose q ≤ n is a prime with q > 2n3 and
q ≡ 3 mod 4. Then Rn,n(x) does not have a factor with degree in the interval [q, n].
Proof. Assume for a contradiction that Rn,n(x) = f(x)g(x) with q ≤ deg(f) ≤ n.
Set d := deg(f) and let f(x) =
∑d
i=0 aix
i, g(x) =
∑2n−d
i=0 bix
i. Further write Rn,n(x) =
∑2n
i=0 cix
i.
By assumption, q > 2n3 ≥ 2. Then from Lemma 36, νq(c0) = 2.
In Rn,n(x) = Hen,n(x) only the even powers of x have non-zero coefficients. Then cq = 0.
Furthermore, from Theorem 8, Hen,n(x) ≡ x2qHen−q,n−q(x) mod q. Then c2q is equal to the first coefficient
of Hen−q,n−q(x) modulo q. But from Lemma 36 and the fact that n − q + 1 < q, the first coefficient of
Hen−q,n−q(x) is non-zero modulo q. Then νq(c2q) = 0.
We now study the Newton polygon of Rn,n(x) with respect to q. From Theorem 7, (i), and the fact that
n < q2, the slope of the right-most edge is at most 1q . On the other hand, by looking at the coefficients of
x0 and x2q, it is at least
νq(c0)−νq(c2q)
2q =
1
q . So the slope must be exactly
1
q . Then the Newton polygon looks
like this: the edge from (0, 0) to (2(n− q), 0), followed by the edge from (2(n− q), 0) to (2n, 2). The second
edge has only one interior point with integer coordinates: (2n− q, 1).
Now Lemma 16 tells us that the Newton polygon for Rn,n(x) is formed by translates of the edges of the
Newton polygons for f(x) and g(x). As deg(g) ≥ deg(f) ≥ q > 2(n − q), both f(x) and g(x) must have
an edge of positive slope in their polygons. Then necessarily the Newton polygon for f(x) is the edge from
(0, 0) to (d − q, 0), followed by the edge from (d − q, 0) to (d, 1). Similarly, the Newton polygon for g(x) is
the edge from (0, 0) to (2n− d− q, 0), followed by the edge from (2n− d− q, 0) to (2n− d, 1).
This implies that νq(aq) = νq(bq) = 0 and νq(ai) ≥ 1, νq(bi) ≥ 1, 0 ≤ i < q. Also, νq(a0) = νq(b0) = 1.
Note that a0b0 = c0. Furthermore
0 = cq =
q∑
i=0
aibq−i = a0bq + aqb0 +
q−1∑
i=1
aibq−i
= q(
a0
q
bq + aq
b0
q
) + q2
q−1∑
i=1
aibq−i
q2
.
Then
a0
q
bq + aq
b0
q
≡ 0 mod q. (26)
On the other hand,
c2q =
2q∑
i=0
aib2q−i = aqbq +
q∑
i=1
(aq−ibq+i + aq+ibq−i)
= aqbq + q
q∑
i=1
(
aq−i
q
bq+i + aq+i
bq−i
q
).
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So
c2q ≡ aqbq mod q.
Now multiply (26) with the integer b0q bq, to obtain
a0
q
b0
q
b2q + aqbq
(
b0
q
)2
≡ 0 mod q.
This is equivalent modulo q to
c0
q2
b2q + c2q
(
b0
q
)2
≡ 0 mod q. (27)
We now consider two cases, depending on the parity of n.
If n is odd, then Lemma 36 shows that c0 = r
2, for some r ≥ 1. Furthermore, n− q is even, so c2q mod q,
which is Hen−q,n−q(0) mod q, is equal to (n − q + 1)t2 mod q, for some t ≥ 1. Re-arranging terms in (27)
gives
(n− q + 1)
(
tb0
rbq
)2
≡ −1 mod q.
But n − q + 1 ≡ n + 1 mod q, which is a square by hypothesis. Then −1 is a square modulo q. This is a
contradiction with our assumption that q ≡ 3 mod 4.
If n is even, then Lemma 36 shows that c0 = (n + 1)r
2, for some r ≥ 1, while c2q ≡ t2 mod q, for some
t ≥ 1. Then from (27) and the fact that q 6 | n+ 1 we obtain
(n+ 1)
(
rbq
tb0
)2
≡ −1 mod q.
As n+ 1 is a square, this is again a contradiction with our assumption that q ≡ 3 mod 4. 
We are finally ready to prove Theorem 1.
Proof of Theorem 1. From Lemma 33, we may assume that n ≥ 1000.
We use Theorem 19 with x := n1.048 to obtain a prime q ∈ (x, n] with q ≡ 3 mod 4. Lemmas 34 and 35
imply that Rn,n(x) does not have a factor with degree at most q − 1. Then Lemma 37 shows that a factor
with degree in the interval [q, n] can not exist either.
This proves the theorem. 
7. Proof of Theorem 2
We start with a general result that rules out factors of high degree for partitions λ = (λ1, λ2) with λ2
small. We shall need the following lemma, which we established using a computer program.
Lemma 38 ([21]). If λ = (n,m) is a partition with m ≤ 2, and n ≤ 1000 or n ∈ {2400, 2402, 4095, 4374, 4376,
7202, 13124}, then Rλ(x) is irreducible.
Lemma 39. Let m ≥ 1 and define d(m) := d 8.84m+43.42 e. If n ≥ max{m, 1000} and λ = (n,m) then Rλ(x)
does not have a factor with degree in the interval [d(m), n+m−|λ¯|2 ].
Proof. Let s := |λ¯|. Note that we have ∆(nλ) = n+ 1−m.
Let d ∈ [d(m), n+m−s2 ] arbitrary. We will show that Rλ(x) does not have a factor of degree d.
Set k := d − 2m. It is easily checked that d(m) ≥ 2(m + 1), hence k ≥ 2. Furthermore, k = 2 only if
m = 1 and d = d(1) = 4. Also,
n−m− (k − 1) = n+m+ 1− d ≥ n+m+ s
2
+ 1 > 500.
It follows that we can apply Theorem 18 to find a prime p dividing the product (n−m− (k − 1))(n−m−
(k − 2)) . . . (n − m), with p ≥ min{4.42k, n − m − (k − 1)}. Indeed, as n − m − (k − 1) > 500, the only
special cases in Theorem 18 that we need to consider are for k = 2, but then m = 1 and n ∈ {2402, 4376}.
Lemma 38 implies that in this case Rλ(x) is irreducible, so there is nothing to prove.
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As d ≥ d(m) > 8.84m3.42 , we have 4.42k > m + k. Also, d < n+12 + m, hence n − m − (k − 1) > m + k.
Therefore p > m + k. As p divides a number between n −m − (k − 1) and n −m, the next number it will
divide will be at least n−m− (k − 1) + p > n+ 1. Then p does not divide ∆(nλ) = n−m+ 1.
Suppose n ≡ t mod p. Then t ≤ m+ k − 1. Also n+ 1 ≡ t+ 1 mod p, as p does not divide n+ 1.
The degree sequence of λ is (m,n + 1). From Theorem 8, Hen,m(x) ≡ xn−tHeµ(x) mod p, where µ has
the degree sequence given by (m, t + 1), arranged in increasing order. Furthermore, deg(Heµ) = m + t ≤
2m+ k − 1 = d− 1.
From Lemma 32 we obtain thatRλ(x) does not have a factor of degree in the interval [deg(Heµ)+1, p−s−1].
As deg(Heµ) + 1 ≤ d, to finish the proof it is enough to show that p− s− 1 ≥ d.
If p ≥ 4.42k, then
p− s− 1 ≥ 4.42(d− 2m)− 4 = 4.42d− 8.84m− 4 ≥ d,
since s ≤ 3 and d ≥ d(m) = d 8.84m+43.42 e.
If p ≥ n−m− k + 1, then
p− s− 1 ≥ n+m+ 1− d− s− 1 ≥ d,
since d ≤ n+m−s2 .
Thus p− s− 1 ≥ d. Then Rλ(x) does not have a factor of degree d. 
In comparison to Lemma 39, ruling out factors of small degree is much more difficult. We do this next
for λ = (n, 1).
Lemma 40. For any n ≥ 1000, the polynomial Rn,1(x) does not have a factor of degree at most 7.
Proof. Let λ := (n, 1). Then ∆(nλ) = n and |λ¯| ≤ 3. We first make 2 observations.
Claim 1. Let p > max{2, |λ¯|} be a prime factor of n+ 1. Then Rn,1(x) does not have a factor of degree at
most p− |λ¯| − 1.
Proof. From Theorem 8, Hen,1(x) ≡ xn+1He0,0(x) ≡ xn+1 mod p. Then we can apply Lemma 32 with
Q(x) := 1 to conclude that Rn,1(x) does not have a factor of degree at most p− |λ¯| − 1. 
Claim 2. Let p > max{2, |λ¯|} be a prime factor of n− 2. Then Rn,1(x) does not have a factor of degree at
most p− |λ¯| − 1.
Proof. As p ≥ 3, p 6 | n = ∆(nλ). Using Claim 1 we can also assume that p does not divide n+ 1.
From Theorem 8, Hen,1(x) ≡ xn−2He2,1(x) ≡ xn+1 mod p, as He2,1(x) = x3. Then we can apply
Lemma 32 with Q(x) := 1 to conclude that Rn,1(x) does not have a factor of degree at most p− |λ¯| − 1. 
By Lemma 38, we may assume that n /∈ {2402, 4376}, otherwise Rn,1(x) is irreducible and there is nothing
to show.
By Theorem 18, the fact that n ≥ 1000, and n− 2 /∈ {2400, 4374}, the product (n− 2)(n− 1) has a prime
factor q with q > 8.84. Hence q ≥ 11.
If q | n − 2, then from Claim 2, Rn,1(x) does not have a factor of degree at most q − |λ¯| − 1. As q ≥ 11
and |λ¯| ≤ 3, q − |λ¯| − 1 ≥ 7, proving the lemma.
If q | n − 1, then from Theorem 8, Hen,1(x) ≡ xn−1He1,1(x) mod q. But He1,1(x) = x2 + 1. Then
Lemma 32 implies that Rn,1(x) does not have a factor of degree in the interval [3, 7].
We will now show that a factor of degree at most 2 can not exist.
If n is odd, then |λ¯| = 0. Furthermore, n− 2 is also odd. Applying Claim 2 to any prime p ≥ 3 dividing
n− 2, we see that Rn,1(x) does not have a factor of degree at most 2.
So we may assume that n is even. Then |λ¯| = 3. If n − 2 has a prime factor at least 7, Claim 2 implies
that Rn,1(x) does not have a factor of degree at most 3. So we may assume that n− 2 has at most 2, 3 and
5 as prime factors.
If 3 | n − 2, then 3 | n + 1. We apply Theorem 18 to the product n−23 n+13 to obtain a prime factor p at
least 11 (this is again possible as n ≥ 1000 and the exceptions n ∈ {7202, 13124} are handled by Lemma 38).
Then p must divide n+ 1. So from Claim 1, Rn,1(x) does not have a factor of degree at most 2.
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So we may assume that 3 6 | n− 2. If 5 | n− 2, then n+ 1 is not divisible by 3 and 5. As n+ 1 is odd, it
has a prime factor p ≥ 7. Then from Claim 1, Rn,1(x) does not have a factor of degree at most 2.
So the only possibility left is that n−2 = 2r for some r ≥ 1. Then n+ 1 = 2r + 3. Claim 1 further implies
that n+ 1 = 5q for some q ≥ 1.
We will show that 2r + 3 = 5q only holds for r = q = 1.
We have that 2r ≡ 2 mod 5. The powers of 2 modulo 5 are cyclically equal to 2, 4, 3, 1. So r = 4a+ 1 for
some a ≥ 0.
We may assume that a ≥ 1, as otherwise we have the solution r = q = 1. Then 2r+3 = 2·16a+3 ≡ 3 mod 8.
However, the powers of 5 modulo 8 are cyclically equal to 5 and 1. So modulo 8 the two sides of the equality
are different, a contradiction for a ≥ 1.
This means n = 4, contradicting our assumption that n ≥ 1000. This finishes the proof. 
We are now ready to prove Theorem 2.
Proof of Theorem 2. From Lemma 38, we may assume that n ≥ 1000.
Let λ := (n, 1) and set s := |λ¯|. If Rλ(x) admits a factorization into polynomials of smaller degree, then
at least one of the polynomials has degree at most deg(Rλ(x))2 =
n+1−s
2 . Therefore it is enough to show that
Rλ(x) does not have a factor of degree at most
n+1−s
2 .
From Lemma 40, the polynomial Rλ(x) does not have a factor of degree at most 7. Furthermore, from
Lemma 39, Rλ(x) does not have a factor of degree in the interval [d(1),
n+1−s
2 ] (with d(·) defined as in the
lemma). But d(1) = 4, hence Rλ(x) does not have a factor of degree at most
n+1−s
2 , proving the theorem. 
8. Proof of Theorem 3
We start by determining the character values appearing in Hen,2(x).
Lemma 41. Let λ = (n, 2) have 2-weight w. Then
Heλ(x) =
w∑
k=0
(−1)k H(λ)
2k(n+ 2− 2k)!k!
(n− 2k)2 + n− 2
2
xn+2−2k.
Proof. If n is even, the 2-core is empty and the 2-weight is w = n+22 . If n is odd, the 2-core is (1, 0) and the
2-weight is w = n+12 .
Let k ≤ w− 2. Consider a sequence of k 2-hooks that can be recursively removed from λ. As n− 2k ≥ 2,
at every step the first row will have more squares than the second, so we will never be in position to delete
a vertical 2-hook. Hence no matter how we remove k consecutive 2-hooks from λ, all the hooks must be
horizontal, i.e. with both squares in the same row of the Ferrers diagram of λ.
One of the k hooks may remove the second row of the Ferrers diagram. Therefore by the Murnaghan-
Nakayama rule,
χλ(2k1n+2−2k) = kFn−2(k−1),0 + Fn−2k,2,
where the first term comes from the fact that out of k consecutive 2-hooks to be removed, there are k ways
to select one that removes the second row.
Now note that for a partition of the form (m, 2) we have Fm,2 =
(m+2)(m−1)
2 . Using this and the fact that
Fm,0 = 1, we get
χλ(2k1n+2−2k) = k +
(n− 2k + 2)(n− 2k − 1)
2
=
(n− 2k)2 + n− 2
2
.
For n even and k = w − 1 = n2 , we have
χλ(2k1n+2−2k) = kFn−2(k−1),0 − F1,1 = k − 1 = (n− 2k)
2 + n− 2
2
,
as there is also the possibility to remove k − 1 horizontal hooks from the first row, and a vertical hook
afterwards.
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For n odd and k = w − 1 = n−12 , we have
χλ(2k1n+2−2k) = kFn−2(k−1),0 = k =
(n− 2k)2 + n− 2
2
,
as one of the 2-hooks must remove the second row, and all the hooks are horizontal.
For n even and k = w, we have χλ(2k) = (k − 1)F0,0 + 1 = w = (n−2k)
2+n−2
2 , as either all the hooks are
horizontal, or the first k − 2 are horizontal and the last 2 hooks are vertical.
Finally, if n is odd and k = w, we have χλ(2k) = (k − 1)F1,0 = w − 1 = (n−2k)
2+n−2
2 , as out of the w
2-hooks, only the last one may not remove the second row.
Replacing the character values in Theorem 24 gives the lemma. 
We use this to prove a slight sharpening of Theorem 7 for the prime p = 3.
Lemma 42. Let n ≥ 3 be odd. Then the slope of the right-most edge of the Newton polygon for Rn,2(x) with
respect to 3 is strictly less than 12 , if n+ 1 is divisible by 3, and equal to
1
2 , otherwise.
Proof. Let λ = (n, 2). Because n is odd, |λ¯| = 1 and the 2-weight w is n+12 . From Lemma 41,
Rn,2(x) =
w∑
k=0
(−1)k H(λ)
2k(n+ 2− 2k)!k!
(n− 2k)2 + n− 2
2
xn+1−2k.
Then the slope of the right-most edge of the Newton polygon for the prime 3 is
max
0≤k<w
1
n+ 1− 2k
{
ν3
(
(n− 2w)2 + n− 2
(n+ 2− 2w)!w!
)
− ν3
(
(n− 2k)2 + n− 2
(n+ 2− 2k)!k!
)}
.
Write k = w − j. Then n+ 2− 2k = n+ 2− 2w + 2j = 2j + 1 and (n− 2w)2 + n− 2 = 2(w − 1). So the
slope is
max
1≤j≤w
1
2j
{
ν3((2j + 1)!) + ν3((w − j)!)− ν3(w!) + ν3(w − 1)− ν3((2j − 1)2 + n− 2)
}
. (28)
If 3 6 | w − 1 then ν3((w − j)!)− ν3(w!) + ν3(w − 1) ≤ −ν3(j!), as ν3(
(
w
w−j
)
) ≥ 0.
If j ≥ 2 and 3 | w− 1 then ν3((w− j)!)− ν3(w!) + ν3(w− 1) ≤ ν3((w− j)!)− ν3((w− 2)!) ≤ −ν3((j− 2)!).
Hence for j ≥ 2, the quantity in (28) is at most
ν3((2j + 1)!)− ν3((j − 2)!)
2j
. (29)
We use Lemma 13 to upper-bound this value. We get
ν3((2j + 1)!)− ν3((j − 2)!)
2j
=
1
2j
(
2j + 1− κ3(2j + 1)
2
− j − 2− κ3(j − 2)
2
)
=
1
2j
j + 3 + κ3(j − 2)− κ3(2j + 1)
2
≤ j + 2 + κ3(j − 2)
4j
,
where the last inequality follows from the fact that κ3(2j + 1) ≥ 1.
The condition j+2+κ3(j−2)4j <
1
2 is equivalent to κ3(j − 2) < j − 2. This is true for all j > 4.
For j = 2 and j = 3, we return to (29) to see that it is 14 , respectively
1
3 .
For j = 4, we see that (29) is 12 . However, if 3 | n+1 then 3 6 | w−1 and we have the stronger upper bound
ν3(9!) + ν3((w − 4)!)− ν3(w!) + ν3(w − 1)
8
≤ 3
8
.
Therefore for j ≥ 2 the maximum in (28) is at most 12 , and if 3 | n + 1 the inequality is strict. This leaves
only the case j = 1 to be examined.
If j = 1 then (2j − 1)2 + n− 2 = 2(w − 1). So the quantity in (28) is
ν3(3!) + ν3((w − 1)!)− ν3(w!)
2
=
1− ν3(w)
2
=
1− ν3(n+ 1)
2
.
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If 3 | n+ 1 then this is at most 0, and the slope is less than 12 . If 3 6 | n+ 1 then this is 12 , and so the slope is
exactly 12 . 
Armed with this we can rule out most small-degree factors of Rn,2(x).
Lemma 43. Let n ≥ 1000. Then the polynomial Rn,2(x) does not have a factor of degree in the interval
[3, 9]. Furthermore, if n+ 1 is not a power of 2, then it does not have a factor of degree at most 2 either.
Proof. Let λ := (n, 2). Then ∆(nλ) = n− 1 and |λ¯| ≤ 1. We start with an observation.
Claim 3. Let p ≥ 3 be a prime factor of n + 1. Then Rn,2(x) does not have a factor of degree at most
p− |λ¯| − 1.
Proof. As p ≥ 3, p does not divide ∆(nλ). Hence by Theorem 8, Hen,2(x) ≡ xn+1He1,0(x) ≡ xn+2 mod p.
Using Lemma 32, we conclude that Rn,2(x) does not have a factor of degree at most p− |λ¯| − 1. 
By Lemma 38, we may assume that n /∈ {2400, 4374}, otherwise Rn,2(x) is irreducible and there is nothing
to prove. From this and Theorem 18, the product n(n+ 1) has a prime factor q with q ≥ 11.
If q | n + 1, then Claim 3 and the fact that q − |λ¯| − 1 ≥ 9 show that Rn,2(x) has no factor of degree at
most 9.
So we may assume that q | n. Then by Theorem 8, Hen,2(x) ≡ xnHe1,1(x) ≡ xn(x2 + 1) mod q. Applying
Lemma 32 with Q(x) := x2 + 1, we obtain that Rn,2(x) does not have a factor of degree in the interval [3, 9].
Now assume n+ 1 is not a power of 2. We will show that a factor of degree at most 2 does not exist.
By hypothesis, n+ 1 has a prime factor p ≥ 3.
If n is even then |λ¯| = 0. Applying Claim 3 to p shows that Rn,2(x) does not have a factor of degree at
most p− |λ¯| − 1 ≥ 2.
So we may assume that n is odd. Then |λ¯| = 1. If p ≥ 5, then Claim 3 shows that no factor of degree at
most 2 exists. If p = 3, then Lemma 42 shows that the slope of the right-most edge of the Newton polygon
for p is strictly less than 12 . Because 3 | n + 1, 3 does not divide ∆(nλ) = n − 1. Hence by Theorem 8,
Hen,2(x) ≡ xn+2 mod 3. Then Lemma 17 shows that no factor of degree at most 2 exists. 
To move forward we are going to need a bound on the modulus of the roots.
Lemma 44. Let z be a real or purely imaginary root of Rn,2(x). Then |z|2 < 4n− 1.
Proof. From Lemma 9, |z| ≤ xn+2 where xn+2 is the largest root of Hen+2(x). From Corollary 22, xn+2 ≤
2(n+1)√
n+4
. Then
|z|2 ≤ 4(n+ 1)
2
n+ 4
< 4n− 1,
where the last inequality holds as n ≥ 2. 
We will now rule out factors of degree at most 2 in the remaining case when n+ 1 is a power of 2.
Lemma 45. Suppose n ≥ 1000 and n = 2` − 1. Then Rn,2(x) does not have a factor of degree at most 2.
Proof. Set λ := (n, 2). Note that n is odd and |λ¯| = 1. Assume for a contradiction that Rn,2(x) has a factor
of degree at most 2.
First we show that we can find a factor of degree exactly 2. If Rn,2(x) has a factor of degree 1 then it has
an integer root k ∈ Z∗. But from Observation 23, −k is also a root of Rn,2(x). Then (x−k)(x+k) = x2−k2
divides Rn,2(x), and it is a factor of degree 2.
Let us write Rn,2(x) = f(x)g(x), with f, g ∈ Z[x],deg(f) = 2 and deg(g) = n − 1. Then f(x) and g(x)
are monic.
We now show the following.
Claim 4. The polynomial f(x) is either x2 − z2, or x2 + z2, for some z ∈ R∗.
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Proof. Suppose for a contradiction that f(x) has two roots z1 and z2 such that z1 6= −z2. Define f¯(x) =
(x + z1)(x + z2). Then f¯(x) = f(−x), hence f¯(x) ∈ Z[x]. As −z1 and −z2 are also roots of Rn,2(x) by
Observation 23, distinct from z1 and z2, it follows that f(x)f¯(x) divides Rn,2(x). But from Lemma 43,
Rn,2(x) does not have a factor of degree 4, a contradiction.
Hence there exists z ∈ C∗ such that f(x) = x2 − z2. If z ∈ R then we are done. If z /∈ R then necessarily
−z = z¯, hence z = iz′ for some z′ ∈ R. Therefore f(x) = x2 + z′2. 
Let p ≥ 5 be any prime factor of n. Then p does not divide ∆(nλ) = n − 1. We claim that p does not
divide f(0). Indeed, otherwise from Lemma 16 the Newton polygon of Rn,2(x) with respect to p would have
an edge of positive slope at least 12 . This would contradict the conclusion of Theorem 7 that the maximum
slope is less than 1p−2 ≤ 13 .
Similarly, if p is a prime factor of n− 2, then p > 3 (as 3 does not divide n− 2 + 3 = 2`) and p does not
divide f(0).
Let m be the largest divisor of n that is coprime with 3. The equation 2x − 3y = 1 has the only solution
x = 2, y = 1 (this result goes back to Levi ben Gerson in the 14th Century). As n ≥ 1000, n is not a power
of 3 and so m > 1 and m is odd. From the above, m is coprime to f(0).
Because ∆(nλ) = n− 1, we can apply Theorem 8 to m. Then
xf(x)g(x) = Hen,2(x) ≡ xnHe1,1(x) ≡ xn(x2 + 1) mod m. (30)
Let fm(x) and gm(x) be the images of f(x) and g(x) modulo m. From (30), fm(x)gm(x) ≡ xn−1(x2 + 1).
Write gm(x) = x
`hm(x) with hm(0) 6= 0 modulo m. If ` < n−1 then f(0)hm(0) ≡ 0 mod m. As (m, f(0)) = 1
we must have m | hm(0), contradicting the assumption that hm(0) 6= 0. So ` = n− 1. As f(x) and g(x) are
monic, we have hm(x) = 1. Hence fm(x) = x
2 + 1.
Using this and Claim 4, we can write
f(x) = x2 + (1 + cm),
g(x) = xn−1 + axn−2 + dxn−3 + h(x),
with a, c, d ∈ Z and deg(h) ≤ n− 4. Multiplying them gives
f(x)g(x) = xn+1 + axn + (1 + cm+ d)xn−1 + h′(x),
where h′(x) is a polynomial of degree at most n− 2.
The coefficient of xn in Rn,2(x) is 0, so a = 0. From Lemma 41, the coefficient of x
n−1 in Rn,2(x) is
−1
2
H(λ)
n!
(n− 2)(n− 1)
2
= −n+ 1
n− 1
(n− 2)(n− 1)
2
= − (n+ 1)(n− 2)
2
.
Hence
1 + cm+ d = − (n+ 1)(n− 2)
2
. (31)
We will now apply Theorem 8 to n − 2. This is possible, as n − 2 is odd and (n − 2,∆(nλ)) = 1. We
obtain
xf(x)g(x) = Hen,2(x) ≡ xn−2He2,2(x) ≡ xn−2(x4 + 3) mod n− 2.
Recall that g(x) = xn−1 + dxn−3 + h(x). If h(x) 6= 0 mod n− 2 then it has a lowest non-zero term modulo
n − 2 of the form exr. But r ≤ n − 4, and f(x)g(x) has no term of degree less than n − 3 modulo n − 2.
So f(0)e ≡ 0 mod n − 2. As (n − 2, f(0)) = 1, it follows that e ≡ 0 mod n − 2, a contradiction. So
h(x) ≡ 0 mod n− 2.
Hence g(x) ≡ xn−1 +dxn−3 mod n−2. So (1+cm)d ≡ 3 mod n−2. From (31), 1+cm+d ≡ 0 mod n−2.
Then
− (1 + cm)2 ≡ 3 mod n− 2. (32)
Now write n = 3ym, y ≥ 0. Multiply (32) with 32y to get
−(3y + c3ym)2 = −(3y + cn)2 ≡ −(3y + 2c)2 ≡ 32y+1 mod n− 2.
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We re-arrange this into
32y+1 + (3y + 2c)2 ≡ 0 mod n− 2. (33)
From Lemma 44, Claim 4, and the fact that f(0) = z2 for a real or purely imaginary root z of Rn,2(x),
we obtain |f(0)| < 4n− 1. But |f(0)| ≥ |c|m− 1, so |c| < 4nm = 4 · 3y. Hence
|32y+1 + (3y + 2c)2| ≤ 32y+1 + (3y + 2|c|)2 < 32y+1 + 81 · 32y = 84 · 32y.
The left-hand side of (33) is a positive integer. So in order for (33) to hold we must have
84 · 32y ≥ n− 2 = 2` − 3. (34)
From Lemma 14 we get ν3(n) = ν3(2
` − 1) ≤ 1 + ν3(`). But ν3(n) = y, so 3y ≤ 3`. Using this in (34) we
get
756`2 ≥ 2` − 3. (35)
Inequality (35) is false for ` ≥ 18. As n ≥ 1000, we also have ` ≥ 10. So the only possible cases are
10 ≤ ` ≤ 17. Replacing these values one by one in (34) (with y := ν3(2` − 1)), we see that the inequality is
verified only for ` = 12. But then n = 4095 and in this case Rn,2(x) is irreducible by Lemma 38. 
Proof of Theorem 3. From Lemma 38, we may assume that n ≥ 1000.
Let λ := (n, 2) and set s := |λ¯|. If Rλ(x) admits a factorization into polynomials of smaller degree, then
at least one of the polynomials has degree at most deg(Rλ(x))2 =
n+2−s
2 . Therefore it is enough to show that
Rλ(x) does not have a factor of degree at most
n+2−s
2 .
From Lemmas 43 and 45, the polynomial Rλ(x) does not have a factor of degree at most 9. Furthermore,
from Lemma 39, Rλ(x) does not have a factor of degree in the interval [d(2),
n+2−s
2 ] (with d(·) defined as
in the lemma). But d(2) = 7, hence Rλ(x) does not have a factor of degree at most
n+2−s
2 , proving the
theorem. 
9. Some applications
In this section we are going to apply the previous results to obtain more information about the roots of
Wronskian Hermite polynomials. To put this into context, we give a short overview of what is already known
about the roots of Heλ(x). Some of the stated results were originally formulated in terms of the classical
Hermite polynomials. However, as Hen(x) is a rescaling of Hn(x) (see also Lemma 49 below), information
about the roots translates to Heλ(x).
Results of Adler ([1]) and Krein ([25]) characterize the partitions λ for which Heλ(x) has no real zeros
(see [18], Theorem 1.1).
The case of rectangular partitions λ = (n, n, . . . , n) is of great interest because it yields families of rational
solutions to the fourth Painleve´ equation. Karlin and Szego˝ ([24]) determined the number of real zeros of
the Wronskian in this case.
Theorem 46 ([24]). Let λ = (n, n, . . . , n) of even length. Then Heλ(x) has only complex non-real roots.
Theorem 47 ([24]). Let λ = (n, n, . . . , n) and µ = (n+ 1, n+ 1, . . . , n+ 1) have the same odd length. Then
Heλ(x) has n simple real roots and Heλ(x), Heµ(x) strictly interlace.
If f : (a, b) → R is a derivable function, an element x ∈ (a, b) is a nodal zero of f if f(x) = 0 and f
changes sign when going through x.
Theorem 48 ([24]). Let λ = (n, . . . , n, k) of even length. Then Heλ(x) has n− k − 1 nodal zeros.
Roberts ([38]) computed the discriminant of Wr[Hn, Hn+1, . . . ,Hn+`−1]. In particular, as the discriminant
is non-zero, the roots of Heλ(x) are simple, when λ = (n, n, . . . , n). Recently, Dura´n ([12]) provided a new
proof for the simplicity of the roots in this case. The asymptotic behaviour of the roots for rectangular
partitions was studied (see [6], [30]): it turns out that for n and ` large, the roots densely fill a quadrilateral
region.
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In [18], using the irreducibility of Hermite polynomials, the authors show that Conjecture 1 holds for
Wr[Hn, Hm]. For k fixed and n large, the asymptotic distribution of the zeros of Wr[Hn, Hn+k] was studied
in [14].
Let ϕn(x) := e
− x22 Hn(x) be the Hermite functions. First, we derive a relation between the Wronskian of
Hermite functions and Heλ(x).
Lemma 49. Let λ be a partition with degree sequence (n1, n2, . . . , nr). Then
Wr[ϕn1(x), ϕn2(x), . . . , ϕnr (x)] = e
− rx22 2
|λ|+r(r−1)
2 ∆(nλ)Heλ(
√
2x).
Proof. From Proposition 3.1, [18], it follows that
Wr[ϕn1(x), ϕn2(x), . . . , ϕnr (x)] = e
− rx22 Wr[Hn1(x), Hn2(x), . . . ,Hnr (x)].
From (4.3) and (4.4) in [5], we can further write
Wr[Hn1(x), Hn2(x), . . . ,Hnr (x)] = 2
|λ|+r(r−1)
2 ∆(nλ)Heλ(
√
2x).
Putting these two identities together proves the lemma. 
In particular, there is a correspondence between the roots of the Wronskian and the roots of Heλ given
by the transformation x 7→ √2x.
Lemma 50. Let λ = (λ1, λ2, . . . , λr) be a partition with degree sequence (n1, n2, . . . , nr). Let µ1 be the par-
tition with degree sequence (n1, n2, . . . , nr−1), and µ2 be the partition with degree sequence (n1, . . . , nr−2, nr).
If Rµ1(x) is irreducible and Rµ1(x) | Rλ(x) then Rµ1(x) | Rµ2(x).
Proof. From Jacobi’s identity for Wronskians we obtain that
Wr[Hen1 , . . . ,Henr ]Wr[Hen1 , . . . ,Henr−2 ] = Wr[Wr[Hen1 , . . . ,Henr−1 ],Wr[Hen1 , . . . ,Henr−2 ,Henr ]].
Let ρ be the partition with degree sequence (n1, . . . , nr−2). Using Definition 1 and the fact that Heλ(x) =
x|λ¯|Rλ(x) we obtain
∆(nλ)x
|λ¯|Rλ(x)∆(nρ)x|ρ¯|Rρ(x) = ∆(nµ1)∆(nµ2)Wr[Heµ1(x),Heµ2(x)].
This can be rewritten as
∆(nλ)∆(nρ)
∆(nµ1)∆(nµ2)
x|λ¯|+|ρ¯|Rλ(x)Rρ(x) = Heµ1(x)He
′
µ2(x)−He′µ1(x)Heµ2(x)
= x|µ¯1|Rµ1(x)He
′
µ2(x)−He′µ1(x)x|µ¯2|Rµ2(x).
If Rµ1(x) divides Rλ(x), then it must divide He
′
µ1(x)x
|µ¯2|Rµ2(x). Now
He′µ1(x)x
|µ¯2|Rµ2(x) = |µ¯1|x|µ¯1|−1+|µ¯2|Rµ1(x)Rµ2(x) + x|µ¯1|+|µ¯2|R′µ1(x)Rµ2(x).
As Rµ1(x) is irreducible, it is coprime with x
|µ¯1|+|µ¯2|R′µ1(x). Therefore, it must divide Rµ2(x). 
Lemma 51. Let µ1, µ2 be partitions of length r which have the same degree sequence, except possibly for
the last element. If Rµ1(x) = Rµ2(x) then either µ1 = µ2, or one is a partition of 0, while the other is a
partition of 1.
Proof. Because the first r − 1 elements of the degree sequences coincide, the parts of the partitions, except
possibly for the first one, are equal as well. Therefore we may write µ1 = (α, a1, . . . , ar−1) and µ2 =
(β, a1, . . . , ar−1). Moreover, we may assume without lack of generality that β ≥ α.
As Rµ1(x) = Rµ2(x), the subleading coefficients must be equal. From Theorem 25 we obtain
−1
2
(
α(α− 1) +
r−1∑
i=1
ai(ai − 2i− 1)
)
= −1
2
(
β(β − 1) +
r−1∑
i=1
ai(ai − 2i− 1)
)
.
Therefore α(α− 1) = β(β − 1) which has the solutions α = β and α = 1− β.
If α = β then µ1 = µ2, proving the lemma.
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If α = 1− β, then as β ≥ α ≥ 0, we have α = 0 and β = 1. Hence µ1 ` 0 and µ2 ` 1, and it is clear that
R0(x) = R1(x) = 1. This proves the lemma. 
Proof of Corollary 5. Let nλ = (λ3, λ2 + 1, λ1 + 2) be the degree sequence of λ. We claim this sequence is
non-degenerate. Let 1 ≤ i < j ≤ 3. We check the semi-degeneracy conditions (i) and (ii) for i.
First assume i = 1.
We show (ii) first. Note that Wr[ϕnk(x)] = ϕnk(x) = e
− x22 Hnk(x), where Hnk(x) is a power of x times an
irreducible polynomial. Therefore ϕni(x) and ϕnj (x) have at most the root x = 0 in common, verifying (ii).
Now we show (i) holds. Note that Wr[ϕni , ϕnj ] = ϕniϕ
′
nj − ϕ′niϕnj . But ni = λ3 ∈ {1, 2}, and H1(x) =
2x,H2(x) = 4x
2 − 2, which are both irreducible. Then if Hni(x) shares a root with Wr[ϕni , ϕnj ], it must
divide it. Therefore Hni(x) divides ϕnj (x), which is only possible if ni = 1. Then the only possible root in
common is x = 0. This proves (i) for i = 1.
Now assume i = 2. Then j = 3.
First we show (ii) holds. Suppose for a contradiction that Wr[ϕn1 , ϕn2 ] and Wr[ϕn1 , ϕn3 ] have a non-zero
root in common. Let µ1 be the partition with degree sequence (n1, n2) = (λ3, λ2 + 1). Similarly, let µ2 be
the partition with degree sequence (n1, n3) = (λ3, λ1 + 2). Then by Lemma 49, Heµ1(x) and Heµ2(x) have a
non-zero root in common. By Theorems 2 and 3, Rµ1(x) and Rµ2(x) are irreducible. As they share a root,
they must be equal. Then from Lemma 51, µ1 = µ2, a contradiction with λ1 + 1 > λ2. This shows (ii).
Now we show (i) holds. Suppose for a contradiction that Wr[ϕn1 , ϕn2 ] and Wr[ϕn1 , ϕn2 , ϕn3 ] have a non-
zero root in common. Let µ1 and µ2 as before. Then by Lemma 49, Heµ1(x) and Heλ(x) have a non-zero root
in common. As Rµ1(x) is irreducible and shares a root with Rλ(x), it must divide it. Then by Lemma 50,
Rµ1(x) divides Rµ2(x). However, from the proof of case (ii) we know that Rµ1(x) can not share a root with
Rµ2(x), which gives the desired contradiction.
It follows that the degree sequence of λ is semi-degenerate. Then we can apply Theorem 4 to derive the
conclusion of the corollary. 
We now move to the proof of Proposition 6. For any n ≥ k ≥ 1 define the function:
ϕ(n,k)(x) =
Wr[ϕ1(x), ϕ3(x), . . . , ϕ2k−1(x), ϕn+k(x)]
Wr[ϕ1(x), . . . , ϕ2k−1(x)]
.
Lemma 52. Let n ≥ k ≥ 1.
(i) Wr[ϕ1(x), . . . , ϕ2k−1(x)] = 2(
k
2)+(
k+1
2 )∆(1, 3, . . . , 2k − 1)x(k+12 )e−kx
2
2 .
(ii) On C \ {0}, the function ϕ(n,k)(x) is holomorphic and solves the differential equation
ϕ′′(n,k)(x) =
(
x2 − (2n+ 1) + k(k + 1)
x2
)
ϕ(n,k)(x). (36)
(iii) The degree sequence of the partition λ = (n, k, k − 1, . . . , 1) is semi-degenerate.
Proof. The sequence (1, 3, . . . , 2k−1) is the degree sequence of the partition µ = (k, k−1, . . . , 1). Then from
Lemma 49,
Wr[ϕ1(x), . . . , ϕ2k−1(x)] = e
−kx2
2 2(
k
2)+
|µ|
2 ∆(1, 3, . . . , 2k − 1)Heµ(
√
2x).
But µ is a 2-core, so Heµ(x) = x
|µ|. Then Heµ(
√
2x) = 2
|µ|
2 x|µ|. Putting together these results shows (i).
For (ii), first note that by (i), ϕ(n,k)(x) is holomorphic on C \ {0}. The fact that it verifies the differential
equation (36) can be obtained by the same inductive argument described by Crum ([9]). Crum proved this
only for R, but the argument extends without difficulty to the complex numbers. Therefore we do not
reproduce it here.
For (iii), note that λ has degree sequence (1, 3, . . . , 2k − 1, n + k). Let 1 ≤ i < j ≤ k + 1. As i ≤ k, the
first Wronskian considered by the semi-degeneracy conditions only has the root 0 by part (i) of this lemma.
Then clearly the two Wronskians in the conditions can have at most the root 0 in common. This shows that
the degree sequence is semi-degenerate. 
THE IRREDUCIBILITY OF SOME WRONSKIAN HERMITE POLYNOMIALS 31
Proof of Proposition 6. The partition λ has degree sequence (1, 3, . . . , 2k − 1, n + k). From Lemma 49, it
suffices to prove the statements for the roots of Wr[ϕ1, . . . , ϕ2k−1, ϕn+k]. Lemma 52, (iii), ensures that we can
apply Theorem 4 to Wr[ϕ1, . . . , ϕ2k−1, ϕn+k]. Accordingly, the claims about the number and the simplicity
of the non-zero real roots follow from this theorem.
Thus, if n − k is odd, then by definition dλ = k + 1. Hence the multiplicity of the 0 root is (k+1)(k+2)2 .
Moreover, the total number of non-zero real roots is n− k− 1. But then the number of real roots of Heλ(x)
is n− k − 1 + (k+1)(k+2)2 = n+ k(k+1)2 = |λ|, so all the roots are real and those different from 0 are simple.
Also, if n − k is even, then by definition dλ = k − 1. Hence the multiplicity of the 0 root is (k−1)k2 .
Furthermore, the number of non-zero real roots is n−k. Since the total number of real roots is n−k+ (k−1)k2 ,
it follows that Heλ(x) has exactly 2k complex non-real roots.
It remains to prove that in this case the non-real roots are simple.
Suppose for a contradiction that z 6= 0 is a root of multiplicity at least 2. Then by Lemma 52, (i), z is also
a root of multiplicity at least 2 for ϕ(n,k). But then ϕ(n,k) verifies (36) at z, so ϕ
′′
(n,k)(z) = 0. Differentiating
the equation and using the fact that ϕ′(n,k)(z) = 0 shows that ϕ
′′′
(n,k)(z) = 0. Continuing in this manner we
obtain that all the derivatives of ϕ(n,k) at z are 0. As ϕ(n,k) is holomorphic around z, it must be identically
0, a contradiction. 
The proof of Proposition 6 relies crucially on the differential equation (36). Writing ϕ(n,k)(x) = e
− x22 u(n,k)(x),
the function u(n,k)(x) verifies the differential equation:
u′′(x)− 2xu′(x) +
(
2n− k(k + 1)
x2
)
u(x) = 0. (37)
It is natural to ask about other solutions of (37) that are holomorphic around 0. It turns out these can be
determined exactly.
Proposition 53. The differential equation (37) has the two linearly independent solutions
u1(z) = a0z
k+1
∞∑
j=0
(−1)j (n− k − 1)(n− k − 3) . . . (n− k − 2j + 1)
j!(2k + 3)(2k + 5) . . . (2k + 2j + 1)
z2j
and
u2(z) = b0z
−k
∞∑
j=0
(n+ k)(n+ k − 2) . . . (n+ k − 2j + 2)
j!(2k − 1)(2k − 3) . . . (2k − 2j + 1) z
2j .
If n− k is odd, u1(z) equals u(n,k)(z) for a suitable choice of a0, while if n− k is even, u2(z) equals u(n,k)(z)
for a suitable choice of b0.
Proof. We put (37) in the form
u′′(z) +
f(z)
z
u′(z) +
g(z)
z2
u(z) = 0,
where f(z) = −2z2 and g(z) = 2nz2 − k(k + 1). Then f(z) and g(z) are analytic at 0, so we can use the
Frobenius method to determine two linearly independent solutions ([36], Chapter 5).
The indicial equation α(α−1)−k(k+1) = 0 has the two solutions α1 = k+1 and α2 = −k. These differ by
an integer, so we start by determining the solution u1(z) for the largest root α1. Write u1(z) = z
α1
∑∞
j=0 ajz
j .
The coefficients of u1(z) are given by the formula ([36], Chapter 5, (4.05)):
((α1 + j)(α1 + j − 1)− k(k + 1))aj = −
j−1∑
i=0
(α1 + i)f
(j−i)(0) + g(j−i)(0)
(j − i)! ai.
As f (j−i)(0) and g(j−i)(0) are non-zero only for i = j − 2, and α1 = k + 1, we obtain the recursive formula:
aj = − 1
j(2α1 − 1 + j)
(α1 + j − 2)(−4) + 4n
2
aj−2 = −2(n− k − j + 1)
j(2k + 1 + j)
aj−2. (38)
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The first coefficient a0 can be chosen arbitrarily. All the odd-indexed coefficients are 0, while for j ≥ 1, the
even-indexed coefficients are
a2j = (−1)j (n− k − 1)(n− k − 3) . . . (n− k − 2j + 1)
j!(2k + 3)(2k + 5) . . . (2k + 2j + 1)
a0.
This corresponds to the claimed expression for u1(z).
The series u1(z) terminates if and only if n−k is odd. In this case u1(z) is a polynomial, and for a suitable
choice of a0 it equals u(n,k)(z).
According to [36], Chapter 5.5, the second solution of the equation (37) will be sought by reducing its
order, hence let u2(z) = u1(z)v(z). By replacing it in the equation (37) we obtain that v(z) has to satisfy
the equation v”(z)v′(z) = 2z − 2u
′
1(z)
u1(z)
. By integrating this equation once, the result is
v′(z) = C
1
(u1(z))2
ez
2
=
Φ(z)
z2k+2
(39)
If we let u1(z) = z
k+1p(z), with p(z) =
∑∞
j=0 a2jz
2j , then there exist an analytic function q(z) such that
1
p2(z) = q(z). Moreover, since only even powers appear in the expression of p(z), it will follow that the same
is true for q(z). Thus Φ(z) = Cq(z)ez
2
is analytic and has only even powers in its analytic expression. The
general solution for v(z) is obtained by a new integration (see [36], Chapter 5.5) and we get
u2(z) = u1(z)v(z) = c2k+1u1(z) ln(z) + z
−k
∞∑
j=0
bjz
j .
Now the coefficient c2k+1 comes from the series development of the analytic function Φ(z) appearing in
(39). Since in our case only the coefficients of the form c2j are different from 0, it will follow that in fact
u2(z) = z
−k∑∞
j=0 bjz
j . The coefficients of u2(z) verify the formula:
((α2 + j)(α2 + j − 1)− k(k + 1))bj = −
j−1∑
i=0
(α2 + i)f
(j−i)(0) + g(j−i)(0)
(j − i)! bi. (40)
The first coefficient b0 can be chosen arbitrarily. For j 6= α1 − α2 = 2k + 1 we have
bj = − 1
j(j − 2k − 1)
(−k + j − 2)(−4) + 4n
2
bj−2 = −2(n+ k − j + 2)
j(j − 2k − 1) bj−2.
In particular, bj = 0 if j < 2k + 1 and j is odd. For j = 2k + 1, the left-hand side of (40) vanishes, so b2k+1
can be chosen arbitrarily. The rest of the odd-indexed coefficients verify the same formula as (38), that is
b2k+1+2j = a2j
b2k+1
a0
for j ≥ 0. Therefore
u2(z) = b0z
−k
∞∑
j=0
(n+ k)(n+ k − 2) . . . (n+ k − 2j + 2)
j!(2k − 1)(2k − 3) . . . (2k − 2j + 1) z
2j +
b2k+1
a0
u1(z).
By choosing b2k+1 = 0 we obtain the claimed expression for u2(z).
Notice that in this case, the series u2(z) has a finite regular part if and only if n− k is even. Then again
for a suitable choice for b0, we obtain u(n,k)(z). 
10. Concluding remarks
In this paper we have determined three instances in which the remainder polynomial Rλ(x) is irreducible.
We expect that there are other classes of partitions for which the remainder polynomial is irreducible.
In view of this, the results in this paper could be extended in the following directions. First, one could
try to relax the requirements on p in Theorem 7, as well as find instances in which the upper bound can be
sharpened. Lemma 42 is a step in this direction. Secondly, it would be very interesting to prove irreducibility
for other partitions of length 2. For unbalanced partitions (n,m) where n is substantially larger than m,
Lemma 39 rules out factors of high degree. Thus only the existence of small degree factors is still open.
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In a different direction, it appears the full potential of Theorem 4 has not been exploited yet. We have
used it to determine the number of real roots of Heλ(x) for λ = (n, k, k − 1, . . . , 1). It would be interesting
to find further applications of this theorem.
Finally, in Proposition 6 we have established Veselov’s conjecture for (n, k, k − 1, . . . , 1). It is likely there
are other partitions for which Veselov’s conjecture can be shown to hold.
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