This paper considers localizing an unknown number of ocean acoustic sources when properties of the environment are poorly known. A Bayesian formulation is developed in which environmental parameters, noise statistics, and the number, locations, and complex spectra (amplitudes and phases) of multiple sources are considered unknown random variables constrained by acoustic data and prior information. The number of sources is determined during a burn-in stage by minimizing the Bayesian information criterion using hybrid optimization with an efficient source birth/death scheme. Optimal estimates and marginal posterior probability distributions for source locations are computed employing a variety of sampling approaches. Environmental properties and source locations and are treated as explicit parameters and marginalized using Markov-chain Monte Carlo sampling methods. In particular, environmental parameters are treated using MetropolisHastings sampling applied efficiently in a principal-component space, and source locations are treated using Gibbs sampling since the corresponding conditional probability distributions can be computed efficiently using normal-mode methods. Source and noise spectra are sampled implicitly by applying analytic maximum-likelihood solutions expressed in terms of the explicit parameters. This represents an empirical Bayesian approximation within a hierarchical formulation, and significantly reduces the dimensionality and improves sampling efficiency in the inversion.
INTRODUCTION
Matched-field processing has been applied extensively to localize acoustic sources in the ocean based on matching acoustic fields measured at an array of hydrophones with replica fields computed via a numerical propagation model for a grid of possible source locations. Two challenging problems in matched-field processing involve source localization when properties of the environment (water column and seabed) are poorly known [1, 2] , and localization of multiple sources [1] [2] [3] [4] . Both issues are addressed here using a Bayesian approach based on sampling the posterior probability density (PPD) for multi-source localization with fully-nonlinear uncertainty analysis. Individual source locations are quantified in terms of a joint marginal probability distribution over range and depth (referred to as a probability ambiguity surface, PAS), which represents the PPD integrated over the unknown environmental parameters as well as over the locations of all other sources and complex source strengths (amplitudes and phases) and noise variances at each frequency. This integration is carried out by numerically sampling the PPD over all parameters, a computationally intensive procedure which requires efficient sampling strategies.
For efficiency, different sampling approaches are applied to different components of the model of unknown parameters. Source locations (ranges and depths) and environmental parameters are sampled explicitly using Markov-chain Monte Carlo (MCMC) methods [5] . In particular, two-dimensional (2D) Gibbs sampling (GS) is applied to source locations, and Metropolis-Hastings sampling (MHS) in a principal-component parameter space is applied for the environment. Source strengths and noise variances at each frequency are treated as implicit parameters, with analytic maximum-likelihood (ML) solutions applied to express these parameters in terms of the explicit parameters (source locations and environment). This (approximately) accounts for the variability in source strengths and variances without explicit sampling of these parameters, which significantly reduces the dimensionality and difficulty of the sampling. The number of sources is determined during an initial burn-in sampling stage by minimizing the Bayesian information criterion (BIC), which represents an information measure that balances data misfit with a penalty for extraneous parameters [6] . This burn-in stage adds and removes sources effectively by applying GS and the implicit formulation. Environmental parameters are optimized simultaneously using an adaptive hybrid algorithm [7] .
The following section of this paper presents an overview of these sampling methods, after which a simulated example is presented, which considers localizing a quiet submerged sources in the presence of multiple loud nearsurface interferers in an uncertain ocean environment.
SAMPLING ALGORITHM
This section develops the Bayesian approach to multiple-source localization and uncertainty estimation in a poorly-known environment [1, 2] . Consider data d = {d f ; f = 1, N F } consisting of complex acoustic fields at an array of N H hydrophones for N F frequencies. The field at each frequency is assumed to be due to s = 1, N S acoustic sources at locations (ranges and depths) x = {x s , s = 1, N S } = {(r s , z s ), s = 1, N S } with complex strengths a = {[a f ] s }. Errors on d f are assumed to be complex Gaussian distributed with unknown variance Ȟ f . If e represents the set of unknown environmental parameters, the model is given by m = {x,e,a,Ȟ}. Data and parameters are considered to be random variables related by Bayes' rule
In Eq. (1), the PPD P(m|d) represents the state of information for the parameters incorporating both data information, P(d|m), and prior information, P(m). Interpreting the conditional data probability P(d|m) as a function of m for the (fixed) observed data d defines the likelihood function )]
, where E is the data misfit (negative log likelihood) function. Given the above assumptions, the likelihood is given by The goal is to sample the PPD over all components of the model, i.e., over x, e, a, and Ȟ. For efficiency, different sampling strategies are applied to different model components. In particular, explicit MCMC sampling is carried out over source-location and environmental parameters, x and e, as discussed below, while implicit sampling is performed for source strengths and noise variances, a and Ȟ. Implicit sampling is derived by setting 0
where H indicates Hermitean (conjugate transpose) and I is the identity matrix. Applying these in Eq. (2), the misfit function can be written
Evaluating Eq. (4) for specific x and e automatically applies the ML solution for a and Ȟ. Hence, sampling explicitly over x and e accounts for the corresponding variability in source strengths and variances implicitly, which significantly reduces the dimensionality and improves the efficiency of multiple-source localization. Environmental parameters are sampled explicitly using MHS [5] , which simulates a Markov chain by generating a new model m i+1 given an existing model m i using a proposal distribution Q(m i+1 | m), and accepting the new model with a probability
The efficiency of MHS depends critically on the proposal distribution: efficient sampling requires a proposal distribution for which the resulting Markov chain wanders (mixes) freely over the parameter space, avoiding both large perturbations with high rejection rates and small, ineffectual perturbations. The optimal proposal distribution for MHS is the PPD itself. While the PPD is, of course, unknown in practical problems (it represents the goal of the inversion), it can be approximated via local linearization as a multi-variate Gaussian distribution characterized by the posterior model covariance matrix,
Given covariance C m , efficient sampling can be carried out in terms of principal-component (PC) parameters, which represent uncorrelated linear combinations of the physical parameters. The transformation (rotation) between physical parameters m and PC parameters mƍ is given by ,
where U is the column-eigenvector matrix from an eigenvalue decomposition of the covariance matrix . where
is the Jacobian matrix (which may require numerical differentiation) and C p represents the covariance matrix of a Gaussian prior distribution (the common case of a bounded uniform prior distributions can be approximated by a diagonal matrix C p with entries given by the square of the bound widths divided by 12, representing the variance of a bounded uniform distribution). This linearized covariance estimate can be replaced by the nonlinear estimate that in Eq. (2) once sufficient samples have been collected. In the formulation described above the proposal and prior distributions are symmetric and the Metropolis-Hastings criterion in Eq. (5) simplifies to a ratio of likelihoods, referred to as the Metropolis criterion.
Source locations are sampled using GS [5] , which represents an alternative approach to MCMC sampling. GS is based on drawing a new model parameter m i from the conditional PPD with all other parameters held fixed at their current values, i.e., ) | , , , , , | (
, and accepting the new model unconditionally. In problems where the conditional distributions can be computed efficiently GS can be much more efficient than MHS. In the present application, conditional distributions for the range and depth of a particular source can be computed efficiently using a normal-mode model, since the modal wavenumbers depend only on the environmental parameters and need be computed only once in defining the conditional over the range-depth search region for that source. Here, 2D GS is applied here to efficiently draw both the range and depth of a particular source, which addresses the commonly strong correlation between these parameters. This GS approach has been found to be orders of magnitude more efficient than MHS for sampling source locations.
The number of sources that contribute significantly to the acoustic field is determined in a preliminary simulated annealing burn-in stage, and then held fixed through the PPD sampling. The burn-in minimizes the BIC [6] , log ) ,
over m and N S , where and N d is the number of data. The first term on the right of Eq. (10) favors models with low misfits; however, this is balanced by the second term which penalizes unjustified free parameters. Minimizing the BIC provides the smallest number of acoustic sources which fits the data to within uncertainties, or, conversely, the largest number of sources resolved by the data. Each iteration of the simulated-annealing burn-in consists of sampling all source locations and environmental parameters (applying ML source strengths and variances), as well and attempting to either add or remove a source, with source additions and deletions accepted according to the Metropolis criterion. Source locations are sampled using GS. Environmental parameters are optimized during burnin using a hybrid algorithm that adaptively combines very fast simulated annealing and the downhill simplex method [7] . The manner in which new sources are proposed is important: Adding sources of random strength at locations drawn uniformly over the search region has an extremely low probability of improving the solution and suffers a high rejection rate, resulting in an inefficient algorithm. Likewise, deleting sources purely at random is an inefficient procedure. In the multiple-source optimization developed here, the range and depth for a new source are drawn by 2D Gibbs sampling given the current locations of all existing sources (with ML strengths). To improve the acceptance rate of deleting a source from the model, the locations of the existing sources are re-sampled by 2D Gibbs sampling (applying ML strengths). This allows the remaining sources to re-distribute themselves to accommodate the change in the total acoustic field due to the deleted source.
EXAMPLE
This section presents a (simulated) example of the multiple-source localization algorithm involving a quiet deep sources and two louder near-surface interfering sources (a total of N S = 3 sources), with acoustic fields recorded at N F = 3 frequencies of 200, 300, and 400 Hz at a 24-hydrophone vertical array spanning a 100-m water column [1] . The ranges, depths, and signal-to-noise ratios (SNR, taken to be constant over frequency) of the sources are as follows: Source 1 (7 km, 4 m, 10 dB); Source 2 (3 km, 2 m, 4 dB); and Source 3 (5.5 km, 50 m, -4 dB). Acoustic fields are computed using a normal-mode propagation model with complex Gaussian-distributed random errors applied to achieve the SNR values for the measured data given above. The source search region is 0-10 km in range and 0-100 m in depth, with N r = 200 grid points in range and N z = 100 grid points in depth. Unknown geoacoustic parameters include the sound speed, c b , density, ȡ b , and attenuation, Į b , of a uniform bottom. Water column unknowns include the water depth, D, and the sound-speed profile represented by four parameters, c 1 -c 4 , at depths of 0, 10, 50, and D m. Prior information for the environmental parameters consists of uniform distributions over bounded intervals representing large uncertainties, given by the parameter bounds in Fig. 1 . The number of sources in the burn-in stage is allowed to vary from 1 to 5. The results of the burn-in are shown in Fig. 1 . The BIC drops quickly (although not monotonically) with iteration, and the number of sources converges to the correct value of N S = 3 by about iteration 50; source ranges and depths and environmental parameters are reasonably well approximated by this iteration. Carrying on with the PPD sampling produces the PASs shown in Fig. 2 . Figure 2(a) shows the PAS for all three sources, while Fig. 2(b)-(d) shows PASs for sources 1-3, respectively. The two loud near-surface sources are localized at the correct locations with very little ambiguity. The true location of the quiet deep source is clearly indicated, although there is also significant probability at other ranges and depths.
Marginal probability distributions for all parameters (explicit and implicit) are shown in Fig. 3 . Ranges r 1 and r 2 of the two strong near-surface sources are generally resolved to the correct grid point while depths z 1 and z 2 are resolved to within one or two grid points. For the quiet submerged source, the marginal distributions for r 3 and z 3 have strong peaks near the correct range and depth, although the distributions are multi-modal with a reasonably strong secondary peak and several lesser peaks at other ranges/depths. Marginals for the source amplitudes are multi-modal at all frequencies (the naming convention is that A ij and ș ij represent the amplitude of the ith source at the jth frequency). One peak is generally at or near the true amplitude but at least one other peak (sometimes the highest) significantly under-estimates the true amplitude. Marginal distributions for the phase of all sources at all frequencies are flat over 0-180°. Data standard deviations ( 2 / 1 Q V ) are generally well determined, although the distributions are multi-modal.
To better understand the parameter uncertainties in Fig. 3 , it is helpful to consider inter-parameter relationships, some of which are illustrated as joint marginal probability distribution in Fig. 4 . Correlations between environmental parameters have been considered previously and are not discussed in detail here; however, Fig. 4(a) illustrates a negative correlation between seabed sound speed and density and Fig. 4(b) illustrates a positive correlation between sound speeds. Figure 4 (c) illustrates a positive correlation between the amplitude of the strongest near-surface source and seabed attenuation, and indicate that, in terms of fitting the acoustic data, an increase in attenuation can be compensated for by an appropriate increase in source amplitude. Figure 4(d) illustrates the positive correlations between amplitudes of the quiet submerged source its range r 3 , indicating an increase in range can be compensated by an increase in amplitude. Figure 4 (e) illustrates the negative correlations between the amplitudes of a nearsurface sources and source depth: decreasing depth (moving toward the pressure-release surface) can be a different slope from the main linear regions; this is due to the secondary probability peak for r 3 at about 2.6-km range as shown in Fig. 3 . Figure 4 (k) and 4(l) illustrates relationships between source phases for a single source at different frequencies. The source phases again fall on a linear high-probability region of positive slope with phase wraps at the plot boundaries. A modal analysis similar to that above indicates the slope of this line represents the ratio of frequencies, which is indicated by dotted lines on these panels. Given the complicated multi-modal behavior of the PPD for source amplitudes and phases shown in Fig. 4 , including strong high-dimensional inter-parameter relationships, explicit sampling of these parameters could be a difficult and inefficient procedure (i.e., the Markov chains would mix poorly), which is precluded here by implicit sampling.
SUMMARY
This paper developed and illustrated Bayesian inversion for the simultaneous localization of an unknown number of ocean acoustic sources when properties of the ocean environment (water column and seabed) are not well known. The approach is based on formulating the posterior probability density over the source locations and complex source strengths (amplitudes and phases), unknown environmental parameters, and noise variances. The number of sources is estimated in a preliminary stage which minimizes the Bayesian information criterion. The PPD is then sampled to produce joint marginal distributions over source range and depth (probability ambiguity surfaces). For efficiency, different sampling approaches are applied to different parameters in the model: Environmental parameters are sampled (in principal-component space) using Metropolis-Hastings sampling and source locations are sampled using 2D Gibbs sampling; source strengths and noise variances are treated implicitly by applying maximum-likelihood solutions which depend on the explicit parameters. An example considered localizing a quiet submerged source in the presence of two loud near-surface interferers in a poorly-known environment.
