Abstract. In this article, we introduce the notion of cycling operations of arbitrary order in Garside groups, which is a full generalization of the cycling and decycling operations. Theoretically, this notion together with other related concepts provides a context in which various definitions and arguments concerning Garside groups are unified and simplified as well as improved. Practically, it yields a further refined summit set and an algorithm which has a considerably improved performance on solving the conjugacy problem of reducible braids.
Introduction
The solution of the conjugacy problem in braid groups backdated to Garside [9] who found the first algorithm to solve the problem by means of calculating a conjugacy invariant of braids, the so called summit set. In the past decade, with many efforts (for example, [5, 2, 3, 8] ) put on a refined version of the summit set, the super summit set, the algorithm was improved in various aspects. The algorithm and its improvements were also applied to a full generalization of braid groups, known as Garside groups or small Gaussian groups [7] .
Recent progress on this issue was addressed to [10] , in which the super summit set was refined again to the ultra summit set by posing cycling-recurrent condition. Remarkably, the algorithm resulted is so efficient that it makes practically possible to solve the conjugacy problem of generic braids (pseudoAnosov braids) with large number of strands and word length.
Nevertheless, in contrast with such success, when confined to a specific class of braids (but still generic in practical sense), the reducible braids, even the best algorithm due to [10] practically fails. We justify the argument by giving a simple example.
For any braid β with inf β > 0, appending one additional trivial strand yields a reducible braid β ′ . Note that the cycling operation on β ′ is essentially trivial (merely the conjugation by the Garside element on the subbraid β), so the cycling-recurrent condition is always satisfied. In the sequel, whenever β lies in its super summit set, so does β ′ in its ultra summit set. Therefore, the ultra summit set of β ′ is at least as large as the super summit set of β. As pointed out in [10] , calculation of super summit set has been practically inaccessible for those braids with moderate number of strands and word length, thus so is the calculation of ultra summit sets for such reducible braids.
To sum up, in the case of reducible braids, the cycling operation loses its control on the components, so the performance of ultra summit set degenerates to the level of super summit set.
To remedy this deficiency, a natural way is to further refine the ultra summit set by posing cycling-recurrent condition on the components of a reducible braid. At first sight, applying cycling operation on the components requires knowledge of the reduction system of a reducible braid. However, this is not the case. In fact, the refinement is easily implemented by introducing the notion of cycling operations of arbitrary order in Garside groups, which is a full generalization of the cycling and decycling operations. With a slight modification to the algorithms for computing super summit set and ultra summit set, one is able to compute the fully refined summit set effectively and achieve great performance improvement on solving the conjugacy problem of reducible braids.
Apart from practical significance, the notion of the general cycling operations turns out to be a more fundamental concept than the cycling and decycling operations. Together with the concepts of pushforward and pullback along general cycling operations, it provides a context in which various definitions and arguments concerning Garside groups are unified and simplified, hence sheds light on these aspects. From the theoretical point of view, this notion provides a promisingly very convenient and powerful tool for future study of Garside groups.
Notations and basic facts
The theory of Garside groups was well developed in the past decades. Documents on various aspects are available in the literature, for example [2, 7, 6, 8, 10, 14] . Here, we suppose the readers are familiar with this subject and just fix notations and state some basic facts and know results for later use or comparison.
Throughout this article, let G denote a Garside group with Garside monoid M and Garside element ∆. Let S and A denote the finite sets of simple elements and atoms of G respectively. The norm x of x ∈ M is the maximal integer n such that x is a product of n atoms.
We denote by x ≺ y the fact that x is a left divisor of y, i.e. x −1 y ∈ M, by x ∧ y and x ∨ y the left greatest common divisor and left least common multiple of x, y respectively. The conjugation u −1 xu is denoted as x u and the specific conjugation ∆ −1 x∆ is also denoted as τ (x).
The (left) normal form of x ∈ G is the unique decomposition x = ∆ p x 1 · · · x l satisfying the conditions x ∧ ∆ p+i = ∆ p x 1 · · · x i and x i ∈ S \ {1, ∆}. The infimum, supremum and canonical length of x are defined to be inf x = p, sup x = p + l and len x = l, respectively. The following facts will be used repeatedly in the article.
(1) τ (S) = S. So τ e = id for some e > 0 and ∆ e lies in the center of G.
So, a sequence of sufficient length in it has repetitions.
The super infimum, super supremum and super length of the conjugacy class
The cycling and decycling operations on
Note that both operations neither decrease the infimum nor increase the supremum. With these preparations, one defines the super summit set
and the ultra summit set
The finiteness of both sets are clear. The validity (nonemptiness) and the computability of these conjugacy invariants are easy consequences of the following theorems (see the references linked).
As an evidence of the powerfulness of our new definitions, all these theorems will appear as easy corollaries in the next sections.
New definitions and main results
The cycling operation of order q on x is the conjugation c q (x) = x x∧∆ q .
We have the c q -recurrent set
The following properties are immediate from definition. In particular, the last one says that each sequence x, c q (x), c 2 q (x), . . . eventually runs into a closed orbit, so C(x) ∩ G q is always nonempty. (
These new cycling operations are indeed natural generalizations of the cycling and decyling operations. Note that
In the next section we derive the following theorem which says that, in view of Lemma 3.1(4), if inf x < q ≤ inf s x then inf c N q (x) > inf x for some N > 0 and a similar statement for superemum. In particular, the specific case q = inf x + 1 or q = sup x − 1 gives rise to Theorem 2.1.
In the sequel, the super summit set and the ultra summit set are nothing but
The fully refined summit set we define here is
Remark the obvious inclusions
By making use of the notions of pushforward and pullback we derive the following theorem in the next section. As an immediate consequence, we con-
). In particular, we reach an alternative proof of Theorem 2.2 and 2.3.
From Lemma 3.1(2) and the inclusion c q (G p ) ⊂ G p , we have the following algorithm. In particular, the new summit set C * (x) is always nonempty.
Algorithm 3.4. Given an element x of G, the following algorithm computes an element of C * (x). Set q = inf x + 1.
Now we proceed to present an algorithm for computing whole C * (x). Define the full cycling trajectory of
The validity of the next algorithm follows from Lemma 3.1(1),(2). Algorithm 3.5. Given an element x of G, the following algorithm computes the full cycling trajectory T (x).
Set T = {x, τ (x), . . . , τ e−1 (x)} where e > 0 satisfies τ e = id.
The following theorems are proved in the next section. Thanks to them we have Algorithm 3.8 for computing C * (x).
Theorem 3.6. For each pair x 1 , x 2 ∈ C * (x) there exists a sequence
such that y i+1 = y
2 ). Algorithm 3.8. Given an element x of G, the following algorithm computes
Choose y ∈ T and set T = T ∪ {T (y u ) | u ∈ A(y)}. end for return T ∈T T Note that Algorithm 3.8 involves a computation of the set {T (y u ) | u ∈ A(y)}. An easy alternative choice is of course to compute the superset {T (y u ) | u ∈ S \ {1}, y u ∈ C * (x)} instead. However, as argued in [8] , this may decrease the performance considerably, essentially because a Garside group may have a large number of simple elements while only a few atoms. For example, the braid group B n endowed with the classical Garside structure has n! simple elements but only n − 1 atoms. So a delicate implementation of the algorithm is necessary for practical use. In Section 5, we work it out along the lines of [8, 10] .
Pushforward and pullback I
The notions of pushforward and pullback were introduced in [10] (pushforward was called transport instead) where they were used to keep track of the cycling orbits of various conjugations of an element x and were proved to be very powerful in the study of ultra summit sets.
These notions are also applicable for general cycling operations. Inspiringly, in this new setting they can be defined in a very concise form. The pushforward φ x,q (u) and pullback π x,q (u) of u along the cycling operation x → c q (x) are defined as
respectively, where
We clarify these definitions by a pair of lemmas.
In what follows, if the context is clear we omit the subscripts of φ, π. (2) and (3) we have ( Combining pushforwards and pullbacks along single cycling operations, one has the pushforward and pullback along an arbitrary cycling orbit
For example, the pushforward φ (n)
x,q (u) and pullback π (n)
cq(x),q (u). Now suppose x ∈ G q and let L be the c q -orbit length of x, i.e. the minimal positive integer such that c L q (x) = x. The pushforward and pullback of u along the cycling orbit
The following proposition plays a crucial role in this article. Thanks to it, all theorems we claimed in the previous section are derived readily.
Proof. Let L be the c q -orbit length of x. Ifφ N (u) = u then by Lemma 4.
Proof of Theorem 3.2. First we remark that if inf
Further, with the same assumption inf y ≥ q we have
. Now suppose inf x < inf s x but x ∈ G q for some inf x < q ≤ inf s x. Choose y, u such that inf y ≥ q and x = y u . By Proposition 4. y,q (u) = u and, with N replaced by a multiple, τ N q = id. Then above long sequence implies φ y,q (u) = τ q (u). Thus ∆ q ≺ y u , which contradicts the assumption inf y u = inf x < q. The latter claim of the theorem is proved similarly.
Proof of Theorem 3.3. For x ∈ G q , if x u , x v ∈ G q then by Proposition 4.3 there exists N > 0 such thatφ
Corollary 4.4. For x ∈ G q , φ x,q restricts to a bijection
Proof. For x u ∈ C * (x), it follows from Lemma 4.1(1) and the inclusion c q (
φx,q(u) = c q (x u ) ∈ C * (x). Therefore, φ x,q does restrict to above map. By Proposition 4.3, the map is bijective. i for some u i ∈ A(y i ). Proof of Theorem 3.7. Suppose x 1 , x 2 are connected by a cycling orbit
By Corollary 4.4, the pushforward ψ along the orbit restricts to a bijection
By Lemma 4.1 (2), (3), ψ further restricts a bijection ψ :
Till now, we have not made any use of the notion of pullback. We conclude this section by preparing the following proposition. Roughly speaking, π-recurrent elements guarantee lower bounds forφ-orbits (see also Lemma 5.3(1)).
Proof. From Lemma 4.2(5) and hypothesesπ
Pushforward and pullback II
In this section we derive a delicate implementation of Algorithm 3.8.
For x ∈ ∩ q∈Z G q , let Φ x be the free group generated by {φ x,q | q ∈ Z} which, by Corollary 4.4, acts on the set {u | x u ∈ C * (x)}. 
is a partial order.
Proof. Reflexivity and transitivity are clear. Suppose
That is, µ x (u) is the ≺-minimal element satisfying u ≺ µ x (u) and x µx(u) ∈ C * (x). Slightly abusing notation, we denote by Φ x u the Φ x -orbit of µ x (u) for arbitrary u ∈ G.
By definition, µ x (u) ≺ µ x (v) and Φ x u ≺ Φ x v hold whenever u ≺ v. This fact will be used repeatedly in the remaining part of this section.
Lemma 5.3. For x ∈ ∩ q∈Z G q we have the followings.
(2) By Lemma 5.1(3), infφ x,qφ
x,q µ x (u). Applying Lemma 4.2(6) yieldsπ x,qφx,qφ
Algorithm 5.4. Given x ∈ ∩ q∈Z G q and u ∈ G, the following algorithm computes µ x (u).
Set l = len x and choose a permutation q 0 , q 1 , . . . , q l of the integers from inf x to sup x. Set u 0 = u. for i = 0 to l with step +1 do 
Further, remark that x v i ∈ G q i by Proposition 4.3. By Lemma 4.1(1) and the latter claim of Theorem 3.3,
Since inf x = inf s x and sup s x = sup x, it follows from the definition of C * (x) that
Finally, we conclude that
In view of the inclusion A(y) ⊂ {µ y (a) | a ∈ A}, one may implement Algorithm 3.8 by computing the superset {T (y µy(a) ) | a ∈ A} instead of {T (y u ) | u ∈ A(y)}, both having a cardinality not greater than the number of atoms of G.
Moreover, as in [8] , short-cuts can be used to increase the efficiency as follows.
Algorithm 5.5. Given x ∈ ∩ q∈Z G q , the following algorithm computes a set T satisfying
Compute µ x (a) by using Algorithm 5.4.
Suppose an atom a is excluded from Q by another atom, say a 1 . Consider the sequence of atoms a 1 , a 2 , . . . , a k in which a i is excluded from Q by a i+1 and a k survives in Q when the algorithm stops. By Lemma 5.3 
It remains a proposition which is useful to compute the pushforward and pullback of a simple element by means of simple element calculus.
Proof. By induction one verifies the followings
Note that φ x,p+k (u) ∈ S and inf u = 0. So
Revisiting braid groups
Let us have a look at the example given in the introduction. Note that to apply a cycling operation c on the subbraid β it suffices to apply c inf β+1 on the total braid β ′ . With the cycling-recurrent condition posed on the subbraid β, the cardinality |C * (β ′ )| is comparable to |C u (β)|, contrasting with the fact that |C u (β ′ )| is not smaller than |C s (β)|. To sum up, cycling operation on the components of a reducible braid can be achieved by applying general cycling operations on the total braid.
In what remains, we present some experimental data to compare the performance of the ultra summit set C u and the new summit set C * on solving conjugacy problem in braid groups. In all tests, a braid group is supposed to be endowed with the classical Garside structure, in which the monoid of positive braids plays the role of Garside monoid and the half twist element plays the role of Garside element.
Test 1. This test compares the performance of C u and C * on the reducible braids described in the introduction. For several values of n and l, we choose at random positive braids β ∈ B n−1 with sup s β = l. Then, for each of them we append one additional trivial strand to make it into a reducible braid and compute the summit sets C u and C * of the braid resulted. See Table 1 . Random braids are generated as follows. Choose independent random simple elements x 1 , x 2 , . . . until sup(x 1 · · · x k ) = l. Set β = x 1 · · · x k . Repeat this process until β satisfies sup s β = l.
Test 2. This test compares the performance on a type of nested braids. For several values of n and l with n a multiple of three, we choose at random positive braids β ∈ B 3 with sup s β = l in the same way as previous test. Then, for each β we choose independent random simple elements x i1 , x i2 , . . . , x il ∈ B n/3 for i = 1, 2, 3 and replace each strand of β by the braid x i1 x i2 · · · x il to produce a nested braid of n strands, then compute its summit sets. See Table  2 . Test 3. This test compares the performance on generic braids. For several values of n and l, we choose at random positive braids β ∈ B n with len s β = l and compute the summit sets C u and C * . See Table 3 . Random braids are generated in the same way as [10] . Choose at random an integer p ∈ {0, 1} and choose independent random simple elements x 1 , x 2 , . . . until len(x 1 · · · x k ) = l. Set β = ∆ p x 1 · · · x k . Repeat this process until β satisfies len s β = l.
