A novel method for single image super resolution without any training samples is presented in the paper. By sparse representation, the method attempts to recover at each pixel its best possible resolution increase based on the self similarity of the image patches across different scale and rotation transforms. The experiments indicate that the proposed method can produce robust and competitive results.
Introduction
Image super resolution (SR) is a technique that recovers a high resolution image from one or more low resolution input. The interpolation based SR [1] provides a first simple solution to the problem. The method requires only one image via sub-pixel alignment followed by non-uniform interpolation, but tends to produce an overly smooth result with artifacts. Besides the decade old interpolation methods, modern approaches to SR can be broadly classified into two major categories: the classical multi-image based SR and the example based SR.
The Classical Multi-Image based SR is the process of combining multiple low resolution images to form a higher resolution output. Typically, these methods are based on the registration of multiple images, followed by a fusion step with each low resolution image as a linear constraint, and finally a certain regularization term to further stabilize the inversion of the ill-posed problem [2] . However, these approaches are numerically limited only to small increases in resolution in practice.
The Example based Super-Resolution, also called "image hallucination", has recently received much attention. In general, example based SR incorporates application depended prior knowledge from a dataset of low and high resolution image pairs to infer the unknown high resolution image from low resolution input [3] . Example based SR has shown to outperform the classical SR. However, unlike the classical SR, the high resolution details hallucinated by example based SR are dependent on the suitability of the training set and not guaranteed to accord with the ground truth.
Recently, [4] has proposed a framework to combine [4] needs to seek for (nearly) all the patches below a certain distance threshold, which is inefficient. Moreover, the recurrence of patches only deals with patches with similar appearance, neglecting possible rotations and flips.
As an extension of [3] , [4] , we consider the single image SR via self similarity. Using the self similarity of the natural image, i.e. parts of the image often resemble the other parts of the same image, we propose a novel single image SR method (Fig. 1) . Unlike [3] , our method uses the input image itself as the example, thus does not require any external training set. Unlike [4] , our method deals with patch-level similarity across different scales and rotations by sparse representation, yielding an efficient and high quality solution. As a result, the proposed method requires only one image [4] as the interpolation based SR and can produce competitive results to the example based SR [3] .
The rest of the paper is organized as follows: Section 2 presents our main algorithm of single image super- 
Single Image Super-Resolution via Self Similarity by Sparse Representation
In this section, we consider the role of self similarity in single image super-resolution. By sampling the low resolution and high resolution patch pairs from the single image, we could encode patch-level similarity across different scales and rotations into over-complete dictionaries. Then, for every patch in the input image, we rely on the sparse coding method as stated in [3] to find its best high resolution output. For the clarity, we first give a brief introduction to sparse coding in [3] and then present our dictionary learning scheme.
Super-Resolution by Sparse Coding
We denote the input low resolution image as I, which can be divided into overlapping patches I = {y i }. A low resolution image patch represented by a column vector y is a down-sampled version from its high resolution counterpart x, namely y = Lx. Now suppose we have learned the dictionary D l and D h , with their columns as the atom low resolution and high resolution patches respectively. Then y can be decomposed as the sparse linear combination of D l :
To find x given only y is ill conditioned. However, if overcomplete dictionaries D l and D h satisfy certain mild condition [3] , [5] , the solution of equation (1) could be approximated by the solution of equation (2) min
Therefore, if Eq. (2) can be solved, the high resolution patch x can be recovered by x = D h α. Hopefully, for overcompletion dictionary D l , the NP hard problem (2) can be approximated by instead minimizing the L 1 norm:
Lagrange multiplier provides an equivalent formulation:
where λ balances between the sparsity and the least square error. Equation (4) can be efficiently solved by the well known Lasso [6] . Solving (4) for each patch in parallel provides additional efficiency. Then the remaining question is that how to learn the dictionary from a single image.
Learning a Dictionary from Image Pyramid
A low resolution image I can be decomposed into a K scale Gaussian pyramid {I 0 = I, I 1 , . . . , I K }, with the resolution in decreasing order. The reduction factor of the pyramid equates to the magnification factor M f of the SR task. Moreover, each scale of the pyramid can be further divided into overlapping patches, with each patch represented by a column vector y i . Then for every scale k > 0, the high resolution patch x i of y i with magnification factor M f can be found at scale k − 1.
To further explore the self similarity, eight possible affine transform τ j (different rotation/flip) is performed on both the low and high resolution pairs as in fractal coding [7] . The sampling strategy is shown in Fig. 2 . The additional affine transform is to capture the intrinsic self similarity across rotations. Next, the sampled patch pairs are further used as the training samples for SR. Denote Y = {Fτ j • y i } and X = {τ j • x i } as the correspondent training samples for low and high resolution patches respectively, where F is a feature transform. The role of F is to extract perceptual meaningful information of the patch (see Sect. 3 for details).
To represent the correspondence between the low and high resolution patches, the method learns over-complete dictionaries D l ∈ R N l ×M for Y and D h ∈ R N h ×M for X as proposed in [3] , where M is the pre-specified number of atoms in the dictionary. To be more precise, denote 
The parameter λ shares the same value as the sparse coding and balances between the sparsity A 1 and error X C − D C A 2 2 . To solve equation (5), various methods exist [8] , [9] . As a result, the learned dictionary demonstrates a compact representation for basic patterns in the single image I regarding scales and rotations.
Experiment Results and Analysis
In implementation, we set the patch as 4×4 pixels with 2 pixels overlapping each other. The pixel value in the high reso- lution output is averaged by all patches across the pixel. The feature transform F is the same as [2] , namely the first order and second derivatives. When working with color image, the color space is first transformed from RGB to YCbCr. The SR method is only performed on the Y channel, which is believed to contain the high frequency information. The other two channels are interpolated by bi-cubic method. Moreover, all the patches are normalized and we choose M = 500 and λ = 0.01 to balance between the efficiency and performance [3] . We also perform back projection [3] to further refine the results. Figure 3 demonstrates a visual comparison of the proposed SR method. The results produced by the proposed method are better than the bi-cubic interpolation. The result is visually appealing for rich-textured regions and boundaries even with a magnification factor 4. Note that our method requires no external database of low and high resolution image pairs.
Moreover, we also tested our algorithm on a wide range of natural image. Some results are shown in Fig. 4 . Our method could produce better results. And the RMS error of the images shown in Table 1 supports our observation. Generally, it is pretty hard to evaluate the performance of superresolution methods in a quantitative manner, since lower RMS error or PSNR of the produced high resolution image against the ground truth does not necessarily indicate a better solution. However, we believe that both the visual appearance and the RMS error could prove that our method is effective and promising.
We also compare our results with [4] . The vi- sual comparison of the super-resolution output is shown in Fig. 5 (The results of [4] can be obtained from the project website: http://www.wisdom.weizmann.ac.il/∼vision/ SingleImageSR.html). Our methods could achieve visually appealing results that are competitive to [4] . Moreover, recent progress of compressive sensing allows the efficient implementation of our methods. In general, our matlab imple-mentation can deal with a 128 × 128 image with the magnification factor of 4 in a few minutes. Our method is faster than [4] in two aspects: (1) [4] relies on the K Nearest Neighbor (KNN) to search for patches across all scales, which is highly inefficient (even if approximated KNN is adopted). And our method relies on the efficient sparse coding. (2) [4] requires the sub-pixel alignment of the patches, which is inaccurate and time consuming. And our method does not perform the alignment. Moreover, [4] requires storing all the patches across different scales in memory for super-resolution, while our method learns a relatively smaller (M = 500) dictionary for the same task.
Conclusion
By exploring the self similarity across scales and rotations, we propose a novel SR method for a single image via sparse representation. The experiments demonstrate the ability to achieve competitive results by the proposed method.
