Abstract While integrating components into systems, we will be confronted with problems concerned with the interoperability of components due to the interaction mismatches at multiple levels, such as interaction behaviors between components and features imposed by architectural styles. In this paper, we studied the interoperability of components and explored the approach to supporting high interoperability of components involved in mismatching interactions. First, we formalized components involved in different architectural styles in the pi-calculus. Next, we studied the formal foundation of the interoperability of components for reasoning about the conditions under which two heterogeneous components are possible to interoperate and interconnect together properly. Then, we described a wrapper-based solution for integrating components into systems that impose mismatching assumptions about usage of the components. In the end, we presented an agent-based implementation for the solution, in which agents are used to wrap components and can automatically resolve multiple levels of interaction mismatches between components. We also gave a simple example to illustrate our approach.
existing components is one of the remedies that might enable developers to acquire needed capabilities in a cost effective manner, and easy usage of software components to interoperate properly within their application is crucial for component-based software systems.
Currently, many existing commercial component-oriented platforms address the interoperability of component-based software by using Interface Description Languages (IDLs), in which IDL interfaces define the signatures of the methods provided or required by components for software integration and overcome signature mismatches between components.
However, because components are often developed to deploy in pre-specified or predictable environments, they cannot interoperate well with other components if others do not meet their interoperability requirements. For example, in component composition using a specific configuration, architectural mismatches may occur when the assumptions that a component makes about another component, or the rest of the system, do not match (Garlan, Allan, & Ockarbloom, 1995) . These assumptions can be related to the nature of components and connectors (control and data models, and synchronization protocols), the global system structure, or the process of building the system. Thus, while integrating components into systems, we may be confronted with problems concerned with the interoperability of components due to the interaction mismatches at multiple levels even if the functionalities of components are matched and signature problems are overcome. First, at the component level, because of the ordering of exchanged messages and of blocking conditions (Bracciali, Brogi, & Canal, 2002; Yellin & Strom, 1997) , the mismatching interaction protocols may result in different behaviors of components. For instance, the order of messages exchanged and the sizes of data blocks transmitted between components may be different. Those mismatches may cause two components to be unable to interoperate directly. Second, at the architecture level, architectural style-specific mismatches may be present (Davis, Gamble, & Payton, 2002; Gacek, 1997 ). An architectural style description includes items such as a vocabulary of design elements (components, connectors, and patterns) along with constraints on their usage. Simply speaking, an architectural style defines the relationships of components and connectors that are shared across systems. Common styles include layered, client-server, pipe and filter, event-based and main-subroutine (Shaw & Garlan, 1996) . It is crucial to adopt appropriate architectural styles for building feasible software systems. As all software systems adhere to some architectural style(s), stylespecific mismatches may result from some architectural feature(s) the style(s) imposes. Components at hand are usually supposed to support specific architectural styles and they may not be integrated properly into software systems with constraints of other architectural styles. For example, most of components are defined as a collection of provided and required services and they interconnect based on method invocation via the signatures. That kind of components may not be suitable to be directly integrated into software systems using either an event-based or pipe-filter-based architectural style. That is to say, the connections that the architectural style(s) supposes may not fit components.
In this paper, we will focus on investigating the approach to supporting high interoperability of components, which aims to ensure that components newly joining in a system can properly interoperate with those existent components in the system. Supported by the approach, if other components in a system can still interact with a newly jointed component even though there are mismatching interactions between the new component and the system, we will say that the interoperability of the component is significantly improved.
We adopt an agent-based approach to wrap components, in which agent-wrapped components provide automated means of eliminating interaction mismatches between components supporting different architectural styles. First, agents communicate by using knowledge-based ACL (Agent Communication Language, e.g., KQML (Finin, Labrou, & Mayfield, 1997) and FIPA ACL (Foundation for Intelligent Physical, 2002) messages. Via intercepting interaction behaviors of components, agents can bi-directionally transform architectural style-specific interactions among components into (or from) uniform ACL message based communications.
Second, agents can also act as adaptors to provide matching interconnection services for components. Via intercepting interactions among components, agents can automatically (1) disassemble and reassemble data blocks transferred among components to dissolve data block mismatches, and (2) rearrange the sequences of messages communicated among agents to resolve deadlocks probably occurring in interactions among components.
In the following context, we will formally study under what circumstance two components are interoperable and how to support the interoperability of components even when there are mismatching interactions between components. To archive this, we will first formalize components involved in different architectural styles, respectively in Sect. 2 and then study the interoperability of components in Sect. 3. In Sect. 3, we will also explore the ways to ensure the interoperability of components that involves mismatching interactions. In Sect. 4, we will describe the architecture for supporting high interoperability of components, which will synthesize the methods for eliminating mismatching interactions discussed in Sect. 3. Meanwhile, we will also explain the reason why we adopt an agentbased approach for the automated resolution of interconnecting components with mismatching interactions. In Sect. 5, we will describe the implementation of the agent-based approach in detail and give a simple example to illustrate the approach. At last, in Sect. 6, we will compare some related work and make some conclusion remarks on our work.
Style-specific components
Currently, most of existing component models defined via architecture description languages (ADLs) do not explicitly define information about architectural styles or interconnections between components. For instance, ABC/ADL (Mei, Chen, Wang, & Feng, 2002) and Wright (Allen & Garlan, 1997) allows users to defined their own connectors, UniCon (Shaw & Garlan, 1996) defines an enumerated set of build-in connectors, and C2 SADL (Medvidovic, Oreizy, & Taylor, 1997 ) defines all components interconnected via default architectural style-specific connectors. Component models generally do not allow a component supporting one architectural style to connect with another component supporting a different architectural style.
To study the resolution for eliminating interaction mismatches and allowing components to be integrated seamlessly with the required architectural style of a developing system, we should describe components supporting different architectural styles in a uniform formalism. In this paper, we select the polyadic pi-calculus (Milner, 1993) as the formalism for components because the pi-calculus has been proved to be a very expressive notation for describing the behaviors of software components in applications with changing structures.
The pi-calculus
In the polyadic pi-calculus processes, names are sent and received through links (or channels), each link is implicitly defined between two actions (an input and an output with Software Qual J (2007) 15:283-307 285 complementary names, e.g., a and aÞ; and both single names and tuples can be sent along links. The pi-calculus processes are formally defined as follows:
P ::¼0 j pP i j PjQ j !P j ðvxÞP j ½x ¼ yP p ::¼xðyÞjxðyÞjs x(y) and xðyÞ; respectively represent input and output actions where x is the link (or channel) along which the actions are performed and y is a tuple (or vector) of names (either links or data) sent or received along x. s denotes an internal (unobservable) action while the special process 0 represents inaction. P i is a process that evolves from P after P takes action p. For example, suppose P = x(y)•P 1 , then P will evolve into P 1 when it inputs a y on link x.
P|Q represents the parallel composition of two processes of P and Q. When P = x(y)•P 0 and Q ¼ xðzÞQ 0 ; the parallel composition may synchronize on x (i.e., communication may take place so that values will be transmitted through channel x) and then yield the derivative P 0 fz=ygjQ 0 ; where P 0 {z/y} means all free occurrences of y in P will be replaced by z.
!P represents copies of PÁ (vx)P represents introducing a new channel x with scope P, where m is the constriction operator. [x = y]P represents that process P will proceed if x and y are the same name, where [x = y] is the matching operator.
The computations (i.e., the semantics) of the pi-calculus processes are usually expressed via reduction rules and the complete semantics description of the pi-calculus can be referenced to (Milner, 1993) . Due to the space limitation, we will only describe a reduction rule related to the parallel compositions of pi-calculus processes. The parallel composition can be represented via the reduction rule of communication as xðyÞPjxðzÞQ À! zðyÞjzðzÞ P 0 fz=ygjQ 0 ; in which the vectors of y and z should be with the same length, i.e., | y| = |z|.
In the standard pi-calculus, all communications are supposed to be synchronous. For example, P = pÁP 0 can evolve into P 0 only when there is another process Q that currently exposes a complementary action of p.
Conventionally, names (including links and data) in the pi-calculus processes begin with lowercase letters whilst processes begin with uppercase letters in the following context.
Components in architectural styles
While formalizing components in the pi-calculus, we suppose that the internal computations of components are invisible. Therefore, we are only concerned with the interactions, instead of the internal computation (or implementation logics), of components in the formalizations.
For convenience, while describing components in different architectural styles, we suppose that there is a representative component C that provides a service S. To provide the service, the component needs input data items i 1 , i 2 , ..., i n . After finishing the service, the component is required to output data items o 1 , o 2 , ..., o m .
In many cases, data items may be with special structures and they are packed and transmitted as data blocks. Conceptually, the data blocks transmitted over channels can be viewed as objects. Thus, while specifying the interaction behaviors (i.e., transmitting objects) of components as processes in the pi-calculus, we usually let the objects' identifiers be the link names and the objects' attributes be the elements of input/output vectors.
For example, suppose that obj is the identifier of an object and a 1 , ..., a n are obj's attributes, then to input (or output) the object can be expressed as a pi-calculus action, i.e., obj (a 1 , ..., a n ) (or objða 1 ; a 2 ; Á Á Á ; a n ÞÞ:
Pipe-and-filter style
In the pipe and filter style, there is only one kind of computational components. For each component, it reads from or writes to the pipeline and can be defined in the pi-calculus as follows.
IC represents the internal computation of the component, i k (x k )(1 k n) denotes to read from the pipe, and o k ðu k Þð1 k mÞ denotes to write to the pipe.
Client/server style
In this style, there are two kinds of components involved, i.e., the client and the server. Suppose the above component C plays the server providing services and the client requests services from C.
The client sends out the parameters required for requesting component C's service S via c sreq ði 1 ; . . . ; i n Þ and the server responses with the result generated by the service via c srep ðo 1 ; . . . ; o m Þ: In general, the client can only generate a request once a time whereas the server can process multiple requests simultaneously.
Blackboard style
This style involves two types of components, a central controller acting as the blackboard to maintain the state of problem-solving data, and a group of knowledge sources to react to the changes of the blackboard's state. Generally speaking, the knowledge sources are components providing concrete services whilst the blackboard is the medium facilitating communications among knowledge sources.
is used to read the current state (i 1 , ..., i n 's values) of the blackboard and o k ðu k Þð1 k mÞ is to update the data on the blackboard. For the blackboard, its state may include more data items than one knowledge source requires and it allows multiple knowledge sources to read and update its data simultaneously.
(Remote) Procedure call style
In this style, there is a caller calling a (remote) procedure, i.e., the callee, which provides a service. Suppose the procedure call is synchronous. The two components can be formally defined as follows. 
Event-based style
In this style, an event producer, called controller, is to generate events, and a group of event consumers, called controllees, are to handle those events for triggering the procedures of providing services. Suppose that events are always generated sequentially. The controller and controllees can be defined as follows.
Notify is to produce and dispatch the event for triggering the controllee and Sense is to collect the environment information about how the controllee affects the environment after it is triggered. When the controllee comes to handle an event, it will extract relevant data from the event for providing services, and after it finishes services, it will make some effects on its environment.
Message passing style
This style is generally used in the object-orientation for objects to communicate with one another. In the process of passing a message, a message sender who requests services and a message receiver who provides services must be involved. In the object-orientation, a message usually consists of the receiver object, the method to be invoked, the parameters of the method, and the return expected by the sender object. Þ is to let the receiver know which method will be invoked and meanwhile to provide parameter for invoking the method. c s return ðy 1 ; . . . ; y m Þ defines the variables for the return and will wait for the return result from the receiver.
Interoperability of components
As we have mentioned above, when we are trying to integrate a component into a system, we may be confronted with the problem that the component cannot interoperate with other existent components in the system because of the mismatching interactions between the components and the system. A component is interoperable in a system if it meets the following requirements:
(1) When other components in the system try to request services from the component, the component can obtain the required input data for providing services and meanwhile can output the data expected by other components, i.e., the discrepancies among data blocks transmitted between the component and the system can be resolved. (2) The component's join in the system will not introduce interaction deadlocks into the system, i.e., there are no deadlocks occurring in the interactions between the component and other existent components in the system or any interaction deadlocks are removable. (3) Even the architectural style supported by the component is different from those supported by other components, the component can interact with others smoothly, i.e., the mismatching architectural styles can be resolved. (4) Moreover, after mismatches at both component and architecture levels are resolved, the component can properly interconnect with other components in the system. For example, P is expecting for two services but other components in the system can only provide it one of the required services, then P cannot be properly interconnected into the system even though all components are implemented in a homogeneous architectural style and there are no deadlocks or data discrepancies. Under what situations two components can interconnect properly will be discussed in the following context (Sect. 3.2) in detail.
Resolving interaction mismatches

Data block discrepancies
The mismatches related to data blocks are due to the fact that there may be discrepancies between the data blocks sent by one component and expected by another component. For example, one component is waiting for two data blocks (x 1 , x 2 , x 3 ) and (x 4 , x 5 , x 6 ) whilst another component is ready to send out three data blocks (x 1 ), (x 2 , x 3 , x 5 ) and (x 4 , x 6 ). To eliminate this kind of mismatches, we can use the following disassembling/assembling mechanism:
(1) While outputting a data block, disassemble it into a series of atomic data items and send them out one by one. An atomic data item is an object attribute that cannot be divided into smaller pieces again, for instance, a data item with a basic object type, such as Integer, String and so on. Software Qual J (2007) 15:283-307 289 (2) While inputting a data block, wait for and receive the constituent data items of the block one by one and finally assemble them into the data block after all constituents of the data block are received.
Thus, if there is a process that implements the above mechanism, we can use it to act as the medium among components to resolve data block mismatches.
Definition 1 Disassembly/Assembly of Data Block. Suppose that there are a group of interconnected components, P 1 , P 2 , ..., P n , and o pi is an object occurring in P i and a k is one of o pi 's attributes. Then the process implementing the disassembling/assembling mechanism, R, can recursively be defined as follows.
Within the expression of R, o pi Á a i is a new introduced channel name for transmitting o pi Á a i : R guarantees that P i can always receive the entire data block even though the data block is not sent in its entirety from others.
Interaction deadlocks
Obviously, two components cannot interact properly if there exist deadlocks (i.e., protocollevel mismatches) in the interaction. For instance, suppose that the actions of P are ''waiting for message X and then sending out message Y'' whilst Q's actions are ''waiting for Y and then sending out X''. There will be a deadlock occurring between P and Q if the communications are synchronous.
In this work, we assume that components are distributed on different sites and there are no troubles with sharing resources. Therefore, the occurrences of deadlocks are merely due to interactions instead of resource contention. Though the interaction of components may involve deadlocks, the deadlocks can always be removed via adding a third-party component.
Definition 2 Removability of Deadlock. The deadlocks occurring in the communications among P 1 , P 2 , ..., P n are removable if there exists a component R that makes the composition P 1 | P 2 |...| P n | R free from deadlocks.
Theorem 1 All deadlocks occurring in communications among components are removable via adding a third-party component.
Proof When there is a deadlock occurring in the interaction among components, it can always be considered that the occurrence of the deadlock is due to the mutual waiting between one component and the compound of the rest of other components. For example, suppose C = P|P 2 |...|P n and there is a deadlock occurring in C. It is always possible to redefine C as P|Q where Q = P 2 |...| P n , and then the deadlock occurring in C can be considered as a deadlock between P and Q. Thus, the interaction can be figured out in a simplified graph, in which only two components are involved (Fig. 1) .
Then adding the third party of R, which is defined as a parallel composition of two independent sequences of input/output actions as in Fig. 2 , can resolve the deadlock occurring in the interaction between P and Q.
Since P can obtain X from R and need not wait for Q to output X any more and meanwhile Q can get Y from R without waiting, the deadlock between P and Q is removed because of the join of R.
h Theorem 2 Suppose that C is the composition of communicating components, C = P 1 | P 2 |...|P n , and there are a collection of processes, R 1 , R 2 , ..., R n , recursively defined as follows.
(1) If there exists at least one process, P i (1 i n), which currently exposes an output action (i.e., P i can be expressed as aðxÞP 0 i Þ; let R i ¼ ððvyÞaðyÞaðyÞÞjR 0 i and remove the output action and its complementary action 1 (e.g., a) from P simultaneously. (2) Otherwise, if there are still some input actions occur in P i , i.e., P i = b (x)•P i 0 , there must be a deadlock occurring in C since P i is waiting for an input but there are not other components in C that can provide input for it. In that case, let Proof On one hand, R in fact acts as a message buffer, through which all output messages from C will first be buffered in R. On the other hand, when a deadlock occurs, R also acts as a message launcher and all blocked input actions in C can concurrently obtain data directly from R. Thus, no input/output actions in C will be blocked.
h For any pair of actions occurring in C, a(x) and aðuÞ; they will interact as follows after R joins (Fig. 3) .
According to theorem 2, we can always obtain a third-party component R to remove deadlocks occurring in the interactions among components. Moreover, when there are no deadlocks, all input data of components will be produced by their interlocutors instead of their outside world.
Unifying processes for eliminating architectural style mismatches
Though the architectural styles supported by components may be very different, the way of requesting/providing services of components is largely conformed to a similar behavior mode. For a component providing services, it first obtains the required input parameters for services, then carries out the internal computations of services, and last returns the results generated by services. For a component requesting services, it first supplies the parameters for services and then waits for the results returned from service providers. Therefore, we define two unified processes for service providers and service requesters, respectively, as follows.
The service provider first registers its services to the registration authority 2 via registering the service names and identifiers (i.e., sname and sid), next declares the parameters required for services and the returns of services (i.e., i 1 , ..., i n , and o 1 , ..., o m ), and then
Where there is not a deadlock.
When there is a deadlock.
Fig. 3 Communications in C|R
2 We assume that there is a naming process for registering and looking for services, which will collect services and their identifiers and wait for queries from service requesters.
NS ¼ RegistrationjLookFor Registration ¼ ðvxyÞregðx; yÞ LookFor ¼ ðvxÞnamingðxÞsnameðsidÞ waits for requests for services. After receiving requests for services, the service provider first carries out the internal computations related to services and then returns the results (i.e., u 1 , ..., u m ) to the requesters.
Correspondingly, the service requester first looks for the service provider via the registration authority according to the service name (i.e., sname) when it tries to request a service. After obtaining the identifier of the requested service, the service requester then tries to get the parameters required by the service and the information about the returns of the service. When requesting the service, the requester first supplies the parameters (i.e., u 1 , ..., u n ) required for the service and then waits for the results returned from the service via using the channels provided by the service provider (i.e., i 1 , ..., i n , and o 1 , ..., o m ).
Thus, if components can be reconstructed into the unified processes, components supporting different architectural styles will be able to interact properly and further the architectural style mismatches will be eliminated.
In addition, in the definitions of the unified processes, we have assumed that the input/ output data blocks have been dissembled into atomic data items and therefore after components are reconstructed into the unified processes, the data block discrepancies can be resolved as well.
Definition 3 Reconstruction of Component. For a process P, if there is a process Q and the composition of P|Q can evolve into a unified process, we say that P can be reconstructed to the unified process through Q.
For example, for a procedure-call based component, Callee, we can define a process Q as follows to reconstruct it into a unified process.
Q ¼ RegistrationjParaDeclarationjðWaitForRequestComputationResponseÞ jAssenblyjDisassembly
Registration ¼ regðcallee; cidÞ
In Q, the sub-process Assembly merges the input data, sent from the caller and intercepted by WaitForRequest, into the desired data blocks expected by the callee, and the subprocess Disassembly intercepts output data blocks returned by the callee and breaks it into data pieces as the responses to be sent back to the caller.
Obviously, CalleejQ ! Provider; i.e., the composition of Callee and Q will evolve into one of the unified processes. Software Qual J (2007) 15:283-307 293 Similarly, we can define a process through which the Caller can be reconstructed into Requester, which first disassembles parameters supplied by the caller into data pieces and then assembles data pieces returned from the callee.
Interconnectivity of components
From the formal descriptions of components involved in different architectural styles, we can easily find that not any two components can interconnect appropriately even though data block discrepancies are resolved and interaction deadlocks are removed. For instance, if an event-based controllee does not produce any response information even though the controllee can process a client's request, the client cannot interact directly with the controllee because the client cannot obtain the expected response (or result) from the controllee. However, a server can be implemented in the event-based style by integrating event-based controllees and providing responses after requests are processed, which implies that two components supporting different architectural styles may be able to interconnect if they are wrapped appropriately.
In this sub-section, we will probe into the condition(s) under which two components are possibly able to interconnect with one another.
Definition 4 Proper Interconnection of Components. Suppose there are two pi-calculus processes P = p•P 0 and Q. We say P can properly connect to Q if P with Q satisfies the following requirements.
(i) PjQ À! :pjp P 0 jQ 0 ; where Q 0 is the reduction of Q after Q takes action :p and (ii) P 0 ¼ 0 or P 0 can connect to Q 0 properly.
If P can properly connect to Q and Q can also properly connect to P, we say P and Q can interconnect properly. Intuitively, a component can properly connect to another component if the component can always interact with the other component or it will terminate eventually.
Definition 5 Substitution. Suppose that N is the set of names. A substitution is a function r from N to N. We write xr = y or simply {y/x} to represent r(x) = y with x, y [N.
Definition 6 Substitution of Process. Suppose P is a pi-calculus process. Pr denotes a new process in which all free occurrences of x in P are simultaneously substituted with y for each x with r(x) = y. While in substitution, bound names should be renamed to avoid conflicting with new added names.
Definition 7 Possibility of Interconnection of Components. Suppose there are two processes P and Q. We say that P and Q are possible to interconnect together properly if (1) P and Q can be reconstructed into the unified processes, say P 0 and Q 0 , respectively; (2) There exists a substitution r and deadlocks between P 0 r and Q 0 r are removable; (3) Suppose R is the third party process for removing deadlocks between P 0 r and Q 0 r, then P 0 r| R| Q 0 r can interconnect properly.
Intuitively, the observable actions exhibited by two processes are either input actions or output actions. Thus, if Q will execute an output (or input) action whenever P executes an input (or output) action and vice versa, the two processes P and Q are possible to interconnect since there are no interaction deadlocks and all input requests occurring in one process are possible to be satisfied eventually with outputs produced by the other.
For example, a client in the client/server style is possible to connect with a procedure callee with the substitution of {c s call =c s req ; c s return =c s rep }, and a client is possible to connect with an object if there is a substitution {c s invoke =c s req ; c s return =c s rep }.
Supporting interoperability of components
Architecture for high interoperability
For supporting interoperability of components involved in different interactions and architectural styles, an adaptor-based method can be used. The operating principles of the adaptor between two (heterogeneous) components (e.g., A and B) are (1) capturing information sent from A in the form that A uses, then (2) transforming it into the form that B can understand, and last (3) transmitting the transformed information to B for processing.
However, in a distributed computing environment, it will be unacceptable to implement centralized adaptors to interconnect components located at different sites. A reasonable way to incorporate distributed components is to resolve the mismatches locally and then interconnect them together.
In addition, while discussing the means of resolving architectural style mismatches, we proposed a resolution that wraps different components into the unified processes. While trying to interconnect components, if we implement the centralized adaptors as well as the wrappers for every component, the cost of incorporating components will increase dramatically.
Therefore, we partition the adaptor for interconnecting two components into two parts and each part is locally merged into the wrapper wrapping one component. Then the newly composed wrappers are responsible for the interactions between components, i.e.,
(1) Wrap the components and make them behave like the unified processes. (2) Transform architectural style specific interactions between components into homogenous communications, i.e., make components interact in a homogenous way. (3) Adapt the interactions of the components and ensure the interaction mismatches resolved.
In fact, the first two responsibilities of the wrappers are to resolve data block discrepancies and architectural style mismatches, whilst the last is to eliminate potentially existing interaction deadlocks.
The architecture to wrap and incorporate components can be depicted as follows (Fig. 4) , in which the wrappers are locally attached to the components at the same sides.
The interceptors are responsible for (1) intercepting architectural style-specific interactions of components, transforming them into homogenous communications and forwarding to the adaptors, and inversely (2) capturing communications from the adaptors, transforming then into architectural style-specific interactions and interacting with the components.
The adaptors take charges of resolving mismatching interactions, i.e., enforcing the components to behave as the executions of the unified processes and eliminating deadlocks potentially involved in the interactions between unified processes. Concretely, the responsibilities of the adaptor of a component P include:
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Theorem 3 Two components wrapped via the wrappers are interoperable if they are possible to interconnect together properly.
Proof According to the definition of the possibility of interconnection, the two components trying to interconnect must be able to be reconstructed into the unified processes that can properly interact on one hand, and the deadlocks involved in the interaction between the unified processes are removable on the other hand. Based on the theorem 2, the wrappers need only to consider those output actions occurring in the two components and buffer those output data items in parallel. In the architecture for interconnecting components, though the buffers in the adaptors are not at the data senders' sides, the buffers are actually just used to store data items sent out from the senders. Therefore, the wrappers can be used to remove interaction deadlocks between the components.
Moreover, according to the definition of reconstruction of component, if there exists a process that can disassemble/assemble output/input data blocks of a component, the composition of the process and the component will enforce the component to be reconstructed into a unified process. As mentioned above, the adaptors in the wrappers can disassemble/assemble data blocks as desired. Therefore, the wrappers can help to resolve the data blocks discrepancies and architectural style mismatches.
In summary, since the components can properly exchange data items (according to the definition of proper interconnection) and the mismatches between them can be resolved via the wrappers, the two components can be interoperable after they are wrapped into the wrappers. h
Agent-based approach to interconnect components
The previous studies in this paper have theoretically shown in what conditions two architectural style-specific components are interoperable and how they can be interconnected. Thus, in the practice of incorporating architectural style-specific components, the wrappers should be able to capture architectural style-specific interactions of components and transform the interactions into homogenous communications between the wrappers. However, if the wrappers cannot automatically extract the semantics of architectural stylespecific interactions of components, we have to code the wrappers manually and for each component, we have to implement a wrapper correspondingly. Therefore, we adopt an agent-based approach to automatically implement the wrappers that can capture and transform architectural style-specific interactions semantically. Agents are generally referred to as software and/or hardware systems capable of autonomous actions in order to accomplish tasks (Wooldridge, 2002) , and they communicate with one another by using knowledge-based agent communication languages (ACLs), e.g., the standard FIPA ACL (Foundation for Intelligent Physical, 2002).
(1) Via intercepting interactions, agents can automatically transform architectural stylespecific interactions between components into uniform ACL message-based communications. (2) Via implementing the interactions between the unified processes as conversations, agents can wrap components into the unified processes and thus resolve the stylespecific interaction mismatches between components. (3) Via triggering disassembling/assembling rules according to the specifications and the assumptions of the usages of components, agents can eliminate exchanged data block discrepancies of components. (4) Via using mailboxes to buffer received data items so that buffered data items could be picked up concurrently, agents can remove deadlocks probably occurring in the interactions between components.
By decomposing and embedding the adaptor into agents, we can gain several advantages. First, not like the adaptor, which has to handle all information transmitted between the two components, each agent need only transform the received information, which will simplify the implementations of agents. Second, an agent can automatically connect with another agent supporting different architectural style. Thus, the agent-based approach provides a means of automatically establishing the interconnection between components and eliminating mismatching interactions between components.
5 Implementation of the agent-based approach to support high interoperability
Implementation architecture for integrating components
When discussing the means of resolving architectural style mismatches, we have assumed there exists a naming process so that the unified processes could register and then lookup services. When using agents to implement the architecture for interconnecting components described in the previous section, we implement a facilitator agent to act as the naming process for registering and seeking services of components and the agent-based implementation architectures for integrating a component into a system is shown as follows (Fig. 5) .
In the implementation, the specification of the usage of the component specifies what architectural style the component supports and how the component behaves to provide services, which corresponds to the architectural style-specific process defined in the pi-calculus. The assumption of the usage of the component specifies how the system will use the component, which may mismatch with the specification of the usage. The agents will use the specification and the assumption of the usage to interpret the architectural style-specific interactions between the component and the system and to disassemble/ assemble data blocks sent out of (or into) the components.
Specification and assumption of the usage
Based on the descriptions of architectural style-specific components in the pi-calculus process, we can create the specification of the usage of an architectural style-specific Software Qual J (2007) 15:283-307 297 component in the XML (Bray, Paoli, Sperberg-McQueen, & Maler, 2000) as follows. In the specification, we only care of the architectural style the component supports and the input/output data blocks the component requires for implementing its services and for returning the results since the internal computation of the component is invisible. For a component, it may provide multiple services, and for providing a service, the component may require several input/output data blocks in a specified sending/receiving order.
Similarly, the assumption about the usage of a component can also be specified from the three aspects, i.e., in what architectural style the system will interact with the component, what data blocks the system will supply to and wait for from the component for requesting services, and in what order the system will supply and wait for the data blocks.
Structure of agents
According to the operating principle of the wrappers discussed in the previous section, we implement agents with the following structure for interconnecting components supporting different architectural style-specific interactions (Fig. 6) .
The knowledge base contains information mainly about the agent itself and its outside world, for instance, the information about the data blocks that the component uses for providing services.
The interceptor will use the knowledge about architectural styles to capture interactions of the component and extract output data blocks from the component on one hand, and transfer input data blocks to the component in an architectural style-specific way after receiving data blocks from the assembler on the other hand. The disassembler will disassemble data blocks captured by the interceptor into atomic data items according to the information about the data blocks stored in the knowledge base and pack them into ACL messages for the communicator transmitting. In reverse, the assembler will unpack data items from ACL messages received by the communicator and assemble them into data blocks according to the information about the data blocks in the knowledge base.
The communicator will send and receive messages in the FIPA ACL with other agents. The communicator is implemented by using the mailbox technology. In the communicator, a mailbox is equipped to send and receive messages concurrently and a buffer is provided to buffer received data items. The mailbox maintains two independent threads of activity, one for receiving and buffering incoming messages and the other for sending outgoing messages. The buffered messages can be accessed by the assembler in a random way.
The Rule engine is the agent's kernel and it will use the knowledge to drive the executions of the interceptor and the assembler:
(1) According to the order of data blocks, the engine monitors the data blocks that the interceptor has sent and received and demands the interceptor to capture output data blocks from the component or transfer input data blocks to the component. (2) When all ingredient items of a data block are stored in the buffer and the component is waiting for the data block, the engine will trigger the assembler to pick up data items from the buffer and then assemble them into the expected data block and at last forward the data block to the component.
The rule engine is implemented via integrating a rule engine for Java platform, Drools (Drools, 2006) , which uses the Rete (Forgy, 1982) algorithm to process rules and provides object-oriented interfaces for integrating it into systems developed in Java. Using Drools, the agent can reason about its behaviors based on declarative rules.
By far, we have implemented an executable agent framework in JAVA for wrapping components (Zhu, 2005) . To wrap different components, we need only provide different specifications of the usages of the components for the agent framework. Taking the specifications of components as input, the framework can automatically be instantiated into different agents with varied behaviors.
Transforming component interactions into acl message-based communications
As most agents do, our agents also use the FIPA ACL (Foundation for Intelligent Physical, 2002) as the agent communication language. FIPA ACL is a high-level, message-oriented communication language and protocol for information exchange independent of content syntax and applicable ontology. FIPA ACL offers a variety of message types (performatives) that express an attitude regarding the content of the exchange. The syntax of FIPA ACL is based on the familiar s-expression used in Lisp, i.e., a balanced parenthesis list. The initial element of the list is the performative, such as ''request'', ''inform'', ''inform-ref '' and ''query-ref'' ; the remaining elements are the performative's arguments as keyword/value pairs.
In general, most of communications between agents are to query and inform the values of variables. Thus, ''query-ref '' and ''inform-ref'' will be the two most frequently used performatives. Hereinto, ''query-ref'' expresses the action of asking another agent for the value referred to by a referential expression whilst ''inform-ref'' indicates a macro-action for the sender to inform the receiver the value that corresponds to a referential expression.
In the FIPA ACL messages, the contents are usually referred to as single expressions (or variables), which will have difficulties to express the tuples of values. To interpret input/ output actions of processes in the polyadic pi-calculus, we extend the contents of the FIPA ACL messages to be a sequence of pairs of identifiers and their corresponding values, in which the values can be undefined if the actions indicated by the performatives are asking for input values for variables.
For example, suppose that P interacts with Q and the current action of P is objða 1 ; a 2 ; . . . ; a n Þ; then the FIPA ACL message corresponding to the action will be with a form as follows. ðinform À ref : senderP : receiverQ : contentðhobj.a 1 ; ''val 1 ''i; . . . ; hobj.a n ; ''val n ''iÞÞ Since the translations from the pi-calculus actions into the FIPA ACL messages can be done automatically, the disassembler can pack data items into ACL messages automatically.
Extracting knowledge from the specification of the component
The agent's knowledge is mainly used for the rule engine to reason about the behavior of the agent. As mentioned above, the rule engine will trigger the disassembler and the assembler according to the sent/received data blocks and the order of sending/receiving data blocks. Because we integrate a rule engine that can process rules defined in Java objects, the agent's knowledge is represented as a repository of objects.
For each atomic data item specified in the specification of the component, a Boolean variable is defined to state whether the data item is sent or received.
For each data block, an object is generated to record the order and the state of sending/ receiving the data block. For example, if a data block (D 2 ) is supposed to be received after another data block (D 1 ) has been sent, the object generated for D 2 will be with structure of {D1_sent, D2_received}, in which D1_sent is true if and only if all constituent data items of D 1 have been sent and D2_received should be remained false if D1_sent is false yet.
In addition, the agent's knowledge also includes some information concerned with architectural styles, for instance, what architectural style fits to the component and what role the component plays in the style (e.g., the client or the server in the client/server style), and how the component interacts with other components involved in the specific architectural style (e.g., request/reply in the client/server style).
Interaction conversations between the component and the system
After a component is wrapped into an agent, it will behave like the unified processes. Since the interactions between the unified processes will involve more than one round of communications, the interactions between the component and the system is realized as ACL message-based conversations between agents.
When a component is going to request a service from the system, the agent wrapping the component will adopt the following conversation, which extends the FIPA ACL via adding some new performatives, to interact with the agent residing at the system's side. Similarly, when a component is asked to provide a service for the system, the agent converses as follows.
An example
Suppose that there is a component providing services in the event-based style. The component is designated to allot dormitories to newcome students according to the newcomers' gender, department and grade. When the component perceives the occurrence of a specific event that a new student record is created and appended to the student accommodation database, it will start its computation and finally update the record with the information about the dormitory allotted to the student.
When we integrate the component into a system, we may always expect that the system can interact with the component in the same way, i.e., event-based. Nevertheless, we suppose further that the system is remote procedure call style specific, i.e., the system assumes that all interactions among integrated components are through remote procedure calls. That is to say, the system will consider the above component as a remote procedure and will request services from the component via procedure call. To call the component to allot dormitory for a newcome student, the system will supply two parameters separately, i.e., the student's personal information (including name, date of birth, gender), and the student's class information (including department, grade). When calling the component, the system will expect the component to return the information about the dormitory allotted to the student, e.g., building and room.
The specification of the usage of the component and the assumption of the system to use the component are described as follows, respectively. To eliminate the mismatches and enable the component integrated into the system properly, two agents are instantiated from the above framework, which wrap the component and the system, respectively.
For the agent located at the system's side, it will behave as follows.
(1) Intercepts the procedure call, e.g., C 1 Ás 1 (personalInfo, classInfo), from the system when the system tries to call the component for providing services. (2) Disassemble the data blocks (personalInfo and classInfo) into atomic data items (gender, department, and grade), pack them into ACL messages and send them out, and meanwhile modify the knowledge base to indicate that these data items and data blocks have been sent out. (3) Wait for response from the component. (4) Extract data items from the ACL-based response and meanwhile update the knowledge base. (5) After all expected data items have been received, i.e., all Boolean variables related to the data items and the data blocks are true, assemble the received data items (building and room) into the expected data block (dormitory). (6) Transfer the data block (dormitory) to the system as the return of the procedure call.
Among the above steps, Steps 1 and 6 are handled by the interceptor in the agent. As the service provider, the agent located at the component's side will behave as follows.
(1) Wait for data items (gender, department, and grade) from the system. (2) Extract data items packed in the ACL messages and meanwhile update the knowledge base to state that the data items have been received. (3) Assemble the received data items into a data block (student) when all of the three items are received. (4) Create a new record in the student accommodation database and write the received the data block into the record for triggering the event-based component to provide services. (5) Read from the student accommodation database for the return result (dormitory) after the component finishes its computation. (6) Disassemble the return result (dormitory) into atomic data items (building and room) and send them back to the system. Among these steps, Steps 4 and 5 will be handled by the interceptor in the agent. From this example, we can find that the component can be integrated into the system and interoperate with the system properly even though there are some interaction mismatches. Since the agents between the component and the system are instantiated from the agent framework described above, they are generated automatically and behave distinctly according to the specifications of the component.
Related work and conclusions
To eliminate mismatches among components, people usually implement wrappers or adaptors while integrating them (Egyed, Medvidovic, & Gacek, 2000) . For instance, (Egyed & Blazer, 2006) proposes an approach for integrating software components through instrumentation and reasoning, but the approach is not appropriate for integrating styles or Software Qual J (2007) 15:283-307 303 architectures. Jin and Han (2005), Canal, Pimentel, and Troya (2001) and Garlan et al. (1995) discuss different techniques to avoid, remove or tolerate faults resulted from architectural mismatches. Balzer and Goldman (1999) and Ducasse and Richner (1997) explore means of implementing connectors to wrap and integrate components. Allen, Douence, and Garlan (1998) defines connectors as glue to connect components. In the seminal paper (Yellin & Strom, 1997) , the authors set a formal foundation for the resolution of component adaptation with mismatching interaction protocols. They used finite state machines for specifying component behaviors, and formally introduced the notion of adaptor as a software entity capable of letting two components with mismatching behaviors interoperate. Taking the work in Yellin and Strom (1997) as their starting point, the authors in Bracciali et al. (2002) defined a methodology for the automatic development of adaptors capable of solving behavioral mismatches between heterogeneous interacting components. In Bracciali et al. (2002) , the pi-calculus was also adopted as the formalism for defining components and interaction protocols.
In Jin and Han (2005) , a formal but user-friendly component specification approach is proposed, which enables precise specifications of how a component provides its services and the correct way in which its services should be used.
In Chiang (2003) , an adapter is presented to isolate, encapsulate, and manage a component's interactions outside the component. The adapter can examine the signature of the requested services at runtime and the interfaces of interconnecting components are bound at runtime. In addition, the approach defines an interface language mapping that allows an interface in a specific programming language to be automatically generated from an IDL interface.
Meanwhile, some formal approaches are presented for detecting interaction mismatches (Compare, Inverardi, & Wolf, 1999) , and some techniques are proposed for dealing with architectural mismatches by means of analysis, removal (Egyed et al., 2000; Gacek, 1997) and tolerating (Lemos, Gacek, & Romanovsky, 2003) .
However, most of current work focused on behavior mismatches at the component level, whilst some work only at the architectural style level (Jiao & Mei, 2003) or is mainly concerned with special architectural constraints, called conceptual features (Abd-Allah, 1996) .
In our work, we presented an agent-based approach to support high interoperability of components.
Due to the potential mismatching interactions, it is probably difficult to ensure a component to be interoperable in a system. Therefore, before describing the agent-based solution, we first studied the formal foundation of the interoperability of components with mismatching interactions and mismatching architectural styles.
(1) Components involved in different architectural styles were described in a uniform formalism so that it is possible for us to study under what conditions two stylespecific components can be interconnected and are interoperable. (2) The requirements for properly interconnecting components were set up. By referencing to the requirements, whether two heterogeneous components are possible to interconnect together can be easily judged.
Next, we discussed a general solution based on wrappers for wrapping heterogeneous components into homogenous ones, in which the wrappers can unify architectural style-specific interactions between components on one hand and can resolve data block discrepancies and interaction deadlocks automatically on the other hand.
At last, we presented an agent-based approach to implement the wrapper-based solution. In our agent-based implementation, the agents use the knowledge and the assumption about the usage of components to intercept the architectural style specific interactions of components and transform the interactions into homogenous communications.
In summary, the main contributions of our work include: (1) set up a formal foundation for the interoperability of components that may be involved in mismatching interactions, (2) proposed a general solution for interconnect heterogeneous components with mismatching interactions, and (3) implemented the solution by using an agent-based approach.
At the current stage, the specifications of components were required to provide ahead so that the agents could use them to wrap components and eliminate those mismatches. Now, we are developing an aided tool for users to draw components. By using the tool, the specifications of components will be generated automatically.
Currently, we assume that components are from the same application domains and there are no domain level mismatches, for example, all components use the same domain ontology and there are no naming conflicts. At the next stage, we will extend our approach to incorporate components spanning multiple application domains, in which the agents will use domain-specific ontologies to exchange knowledge and enable domain-specific components interoperable.
In addition, though using agents to wrap components may bring some negative effects on the system performance because an agent should be instantiated for wrapping each component, the current work neglected the discussion on the performance issue. At the next stage, we will experiment to evaluate our approach. 
