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Waiting time is an important transport quantity that is complementary to average current and
its fluctuation. So far all the studies of waiting time distribution (WTD) are limited to steady state
transport (either dc or ac). The existing theory can not deal with WTD in the transient regime. In
this regard, we develop a theoretical formalism based on Keldysh non-equilibrium Green’s functions
formalism to study WTD. This theory is suitable for dc, ac, and transient transport and can be
used for first principles calculation on realistic systems. We apply this theory to a quantum dot
system with a upward bias pulse and calculate cumulants of transferred charge as well as WTD in
the transient regime. The oscillatory behavior of WTD is found in the transient regime. We give a
general relation between WTD and experimental measured quantity and demonstrate its feasibility
for a quantum dot system in the transient regime.
PACS numbers: 73.23.-b, 73.50.Td, 72.70.+m, 73.63.-b
I. INTRODUCTION
Transport processes in mesoscopic systems are domi-
nated by quantum effect and are stochastic in nature.1
Therefore in addition to average current, full probabil-
ity distribution of charge transport called full counting
statistics (FCS) is needed to fully characterize the quan-
tum transport.2–4 Indeed, noise spectrum (the second cu-
mulant of current operator) and higher order fluctuations
can provide additional information about quantum effect
and nature of the interaction in electronic systems.5–8
Experimentally, high order transient cumulants of charge
passing through a quantum point contact have been mea-
sured up to 15th cumulant and universal oscillations
were found in counting statistics.9 Theoretically, finite
frequency FCS has been studied using quantum master
equation and scattering matrix approach.10–13 Less at-
tention has been paid on FCS of transient transferred
charge.14,15
Besides FCS, another complementary quantity to char-
acterize the stochastic processes is the waiting time dis-
tribution (WTD) which is the distribution of time inter-
val between two successive events.16 This quantity has
been extensively studied in quantum optics17,18 long time
ago which can provide us new insight of quantum cor-
relation on the short time scale. Recently a scattering
quantum theory for WTD was formulated by Albert et
al that can be used to study WTD of dc electronic quan-
tum transport19,20 and has been extended to steady state
ac regime.21 Despite of the success of this quantum the-
ory, there are many open questions remained to be an-
swered. For instance, since this quantum theory is ap-
plicable only at zero temperature and can not be used
for transient dynamics, it is clearly desirable to develop
a new theory at finite temperatures and in the transient
regime so that the fluctuation theory22 can be discussed
and switching dynamics can be studied. We notice that
charge distribution function P (n, t) has been measured
experimentally for a quantum dot system in the Coulomb
blockade regime9 from which WTD can be deduced. Be-
yond the Coulomb blockade regime, it is very difficult to
measure the distribution function and hence the WTD.
The interesting questions are how to calculate high or-
der cumulants of transferred charge in transient regime
in order to compare with experimental results? How to
relate WTD to experimental measured quantity if WTD
can not be measured directly? It is the purpose of this
paper to address these questions.
The main issue of FCS is how to calculate the gen-
erating function (GF) or cumulant generating function
(CGF) from which we can calculate higher cumulants,
the probability distribution P (n, t) and the WTD. Levi-
tov and Lesovik have presented an analytical expression
for the GF in the long-time limit using a gedanken ex-
periment scheme of a ”charge counter” in the form of
spin precession.2–4 The theory of GF for current was
generalized to a general quantum mechanical variable by
Nazarov and Kindermann,23 and was extended to study
short time behavior of dc and ac current using the wave-
packet formalism.19,21,24 In this paper, we develop a theo-
retical formalism for WTD for coherent conductors. Us-
ing the non-equilibrium Green’s function25,26 and path
integral method in the two-time quantum measurement
scheme27, we obtain GF for the electron transport sys-
tem which allows us to study FCS and WTD in dc, ac,
and transient regimes. As an application of this theory,
we calculate the cumulants of transferred charge from the
GF and WTD of a quantum dot coupled by two leads in
the transient regime and examine their temperature de-
pendent behaviors.28 Analytic results of very short and
long time behaviors of WTD are obtained. In addition,
we discuss how to obtain WTD from cumulants of trans-
ferred charge which have been measured experimentally.
Finally we note that this general framework of NEGF
can be combined with the density functional theory to
study FCS and WTD from first principles.29
2II. THEORETICAL FORMALISM
The central idea of FCS is to derive the probability
distribution P (∆n, t0, t) of the number of the transferred
electrons ∆n = nt − n0 between an initial time t0 and
a later time t which can be done using two-time quan-
tum measurement.27 Defining the Fourier transform of
the probability distribution as the generating function
(GF) or characteristic function, we have
Z(λ, t0, t) ≡
〈
eiλ∆n
〉
=
∑
∆n
P (∆n, t0, t)e
iλ∆n, (1)
where λ is the counting field and ∆n can be either pos-
itive or negative. The jth moment of transferred charge〈
(∆n)j
〉
and the jth cumulant 〈〈(∆n)j〉〉 are given by:
〈
(∆n)j
〉
=
∂jZ(λ)
∂(iλ)j
∣∣∣∣
λ=0
, 〈〈(∆n)j〉〉 =
∂j lnZ(λ)
∂(iλ)j
∣∣∣∣
λ=0
(2)
From the GF, the distribution function for the number
of the electrons can be found
P (∆n, t0, t) =
∫ 2π
0
dλ
2π
Z(λ, t0, t)e
−iλ∆n (3)
In particular, the probability of no electrons detected
during time t denoted as P (0, t0, t) (also called idle time
probability) is found to be1,19
Π(t0, t) = P (0, t0, t) =
∫ 2π
0
dλ
2π
Z(λ, t0, t). (4)
Now we consider the WTD. In the steady state, if we de-
tect an electron at t = t0, the probability of finding the
next electron at time t0 + t is the waiting time which is
related to the idle time probability. In this regime, WTD
was found to be19 W (t) = 〈t〉d
2Π(t)
dt2
where 〈t〉 is the aver-
age waiting time. We note that WTD depends only on t
due to the translational symmetry on time in dc case. In
the case of ac bias, averaging over a period was carried
out so that WTD depends only on t again.21 For the tran-
sient process, time translational symmetry is broken and
there is no time periodicity either in the transport. Hence
WTD depends on two time indices. WTD can be defined
in two ways depending on the number of measurements
performed.1 One can define it similar to Ref.19 where
two measurements were done at t0 and t0 + t, respec-
tively. We then have W2(t0, t) = −∂t0∂tΠ(t0, t)/f1(t0)
where the subscript 2 denotes the number of measure-
ment and f1(t0) is a normalization factor. For transient
dynamics the bias is turned on at t = 0, naturally we
set t0 = 0 in calculating W2. Since the probability of
finding electron is zero at t = 0, it is not necessary to
perform the first measurement at t = 0. Instead, we ask
if we start observation at t = 0 how long we have to
wait for the detection of an electron. This is the sec-
ond definition of WTD W1 with only one measurement.
Obviously we have W1(t) = 0 at t = 0
+ and t = +∞.
Since
∫ t
0 W1(τ)dτ is the probability of finding electrons
in time interval t, the idle time probability Π(t) satisfies
1 −
∫ t
0 W1(τ)dτ = Π(t). Hence the WTD for transient
processes can be expressed by the idle time probability
as
W1(t) = −
d
dt
Π(t). (5)
A. Generating Function
To calculate the GF, we consider an isolated quantum
dot and with two semi-infinite leads. The couplings be-
tween the two leads and the quantum dot are switched
on at t = 0 so that ρ(0−) = ρL⊗ρD⊗ρR, where we have
used L, R and D to denote the left and right lead as well
as the quantum dot, respectively. In addition, a step-like
pulse is also applied to the left lead at t = 0. Note that
the coupling between leads and the quantum dot and
the external bias are turned on at the same time t = 0.
This transient problem that is slightly different from the
Cini’s approach (partition free approach) where the cou-
pling between leads and scattering region are turned on
in the remote past while the bias is turned on at t = 0.30
Using the path integral formalism26, the GF based
on two-time quantum measurement approach can be ex-
pressed in terms of Keldysh nonequilibrium Green’s func-
tion which is given by31
Z(λ, t1, t) = det(GG˜
−1) (6)
where,
G−1 = g−1 − ΣL − ΣR, G˜
−1 = g−1 − Σ˜L − ΣR. (7)
Here Σ˜L denotes the self-energy containing the counting
field and g is the Green’s function of the isolated quantum
dot. Note that the counting field is between t1 and t
while the bias is turned on at time t = 0. The Green’s
functions G and g as well as the self-energies ΣL and ΣR
are all defined in the Keldysh space with the complex
time contour being defined from time t = 0 to time t and
then back to t = 0. Hence the determinant has to be
evaluated in Keldysh space whose dimension is t. In the
Keldysh space the Green’s function and self-energy have
the following form:
A(τ, τ ′) =
(
Ar(τ, τ ′) Ak(τ, τ ′)
0 Aa(τ, τ ′)
)
(8)
where Ak = 2A< + Ar − Aa. Finally the self-energy Σ˜L
in Eq. (7) is defined as
Σ˜L(τ, τ
′) = Λ∗(τ)ΣL(τ, τ
′)Λ(τ ′) (9)
where Λ(τ) = exp[−i(σx + I)λ/2]θ(τ − t1). We see that
in the limit t1 → ∞ while keeping t¯ = t − t1 finite, this
formalism recovers the generating function Z(λ, t¯) of dc
transport.27
3Using Eq.(6), both W2(t1, t) and W1(t) can be inves-
tigated. Since W2(t1, t) is much more complicated and
computational more demanding numerically, we will fo-
cus in this paper on investigating W1 and related quan-
tities in detail. In this case, t1 = 0 and we will drop the
first time index t1 from now on. Using Eq.(9) the GF in
(6) can be written in the following form:
Z(λ, t) = det[I−G(Σ˜L−ΣL)] = det[I−GM(e
−iσxλ−I)]
(10)
where I is identity matrix and M is given by
M(τ, τ ′) =
1
2
(
−ΣaL +Σ
r
L Σ
k
L
−ΣkL Σ
a
L − Σ
r
L
)
(τ,τ ′)
(11)
In order to get various cumulants from Eq. (2), we take
the derivative of the CGF which is lnZ(λ, t) with respect
to λ The transferred charge during time t is:
〈∆n〉 = Tr[(Gr −Ga)Σ<L +G
<(ΣaL − Σ
r
L)] (12)
where the trace is over both time space and real space.
The current is obtained by taking time derivative of
transferred charge,
I(t) =
∫ t
0
dτTr[Gr(t, τ)Σ<L (τ, t) +G
<(t, τ)ΣaL(τ, t)] + h.c..
(13)
Higher order cumulant of charge transfer can be calcu-
lated using Eq. (2). For instance, we find the charge-
charge correlation to be
〈〈(∆n)2〉〉 = −Tr[(GMσx)
2 +GM ]. (14)
B. Short and long times behaviors
The WTD can be calculated using Eqs.(4) and (5).
Now we examine its very short and very long time be-
haviors. Since Tr[GM ] is proportional to t2 as t goes to
zero, we find from Eq.(10) Z = 1 − Tr[GM(e−iσxλ − 1)]
where we have used the relation Det(B) = exp[Tr lnB].
This in turn gives P (n, t) = δn,0 − (1/2)Tr(GM)(δn,1 +
δn,−1−2δn,0)+(1/2)〈∆n〉(δn,1−δn,−1) by averaging over
the counting field, where 〈∆n〉 is given by Eq.(12). We
find the idle time probability Π(t) = 1+Tr(GM) and dis-
tribution function P (±1, t) = (1/2)[−Tr(GM) ± 〈∆n〉].
In general we have P (n, t) ∼ t2|n| at short times. Hence
the probability of finding two or more electrons is zero
up to t2. Finally, we arrive at the short time behavior of
WTD
W1(t) = 2
∫ t
0
dτTr[2Gk(t, τ)Σ<(τ, t)+G<(t, τ)(ΣrL(τ, t)−Σ
a
L(τ, t))].
Obviously W1(t) is linear in t for very small t. Our nu-
merical result confirms this behavior. It is easy to show
that the next order contribution to WTD is of the third
order in t.
At very long time and zero temperature, we have
lnZ = t
∫ ∆L
0
dE
2π
Tr ln[1 + T (E)(eiλ − 1)] (15)
where T (E) = ΓLG
rΓRG
a is the transmission matrix and
∆L is the Fermi level of the left lead. Obviously, Eq.(15)
gives P (−n, t) = 0 for n > 0 which is expected since at
long times there is no electron going to the left. Taking
selective discrete time t as an integer tm and expanding
GF in powers of eiλ, we have
Z(λ) = ΠE([1 + T (e
iλ − 1)]tm)
≈ e−κtm [1 + atme
iλ] (16)
where ΠE stands for multiplication over energy,
κ = −
∫∆L
0
(dE/2π)Tr[ln(1 − T (E))] and a =∫∆L
0
(dE/2π)Tr[T/(1 − T )]. After integrating λ from 0
to 2π, we find
P (1, t) = ate−κt, Π(t) = e−κt, W1(t) = κe
−κt (17)
So the long time behavior of WTD is Poissonian as ex-
pected.
III. NUMERICAL RESULTS
We now apply our theory to a simple quantum dot
connected by two leads. since the electronic structure
of the leads can be important, we abandon the wide-
band limit and consider lead with finite band width32
Γα(ǫ) =
ΓαW
2
0
ǫ2+W 2
0
where α stands for the left or right lead,
Γα is the linewidth amplitude and W0 is the bandwidth,
and assume that ΓL = ΓR = Γ/2. In the calculation we
take Γ as the energy unit and hence the time and current
are measured 1/Γ and eΓ, respectively. In this paper, we
choose bandwidth to be W0 = 10Γ, the energy level of
the quantum dot as ǫ0 = 5Γ, the Fermi levels of the left
and right leads to be zero initially at t = 0−. We change
the Fermi level of the left lead at t = 0 to be ∆L = 10Γ.
Since the determinant of Eq. (6) is in the time domain,
we have to calculate all the Green’s functions and self-
energies in the time domain which is given in Supple-
mental material.33 In the following we present results of
the idle time probability P (0, t) and the probability for
detecting one electron either from the left P (1, t) or from
the right P (−1, t) during the time interval t by integrat-
ing Eq. (3) numerically.
In Fig. 1b, we plot the transient currents at different
temperatures (kBT = 0, Γ, and 10Γ respectively). At
T = 0 the current rises quickly to the maximum tran-
sient current and then shows damped oscillatory behav-
ior in reaching the steady state limit. The steady state
dc current can be checked by a separate calculation from
Landauer-Buttiker’s formula. This oscillatory behavior
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FIG. 1. Transient current and WTD. (a). A schematic plot
of the setup. (b). transient current as a function of time
at different temperatures, with kBT = 0,Γ, 10Γ, respectively.
(c). Contribution to the transient current at zero tempera-
ture from m-transferred electrons. (d). Construction of WTD
from cumulant expansion.
resembles the classical charging effect. The frequency of
transient current oscillation is given by ∆L/2 which is
equivalent to a period of T0 = 1.26. The damping rate
is dominated by the life time of the resonant state of the
quantum dot which is about 1/2. The relaxation time for
transient current to reach the steady state is about 8. As
we increase the temperature to kBT = Γ, the oscillatory
behavior is almost gone and the steady state current is
less than that at zero temperature with a much shorter
relaxation time. At very high temperature kBT = 10Γ,
the transient current quickly reaches steady state with
no oscillation and the dc current is very small. Similar
behaviors have been reported in Ref.14 where the band-
width was varied instead of temperature. From Eqs.(2)
and (3), we have I(t) = e
∑
n ndP (n, t)/dt. In Fig. 1c,
we plot the contribution of P (n) to the transient current
for n = −1, 1, 2, 3, 4. We see that at short times, P (±1)
dominates and the transient dynamics can be well de-
scribed using a few terms of P (n).
In Fig. 2, we present the numerical results of WTD,
the probability for detecting zero electron P (0, t) and
one electron P (1, t) and P (−1, t) during time interval t
at three different temperatures, kBT = 0,Γ, 10Γ, respec-
tively. In contrary to the transient current, the WTD
and the probability of detecting one electron are not very
sensitive to the temperature when temperature is compa-
rable to Γ, the coupling between leads and quantum dot.
For very high temperature W1(t) decays faster initially
and then at a slower rate compared with situations at low
temperatures. At long times, the behaviors of W1(t) at
three temperatures follow exponential form e−κt showing
Poissonian distribution due to the fact that at long times
the scattering events become independent. We notice
that WTD at zero temperature has a small oscillation at
short times which resembles the charging effect. At short
0
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ture, kBT = 1Γ and kBT = 10Γ respectively, times are in
units of 1/Γ.
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FIG. 3. Cumulants as a function of time at different tem-
peratures with T = 0 (panel a) and kBT = 10Γ (panel b),
respectively.
times since the probability for detecting two or more elec-
trons going through the quantum dot is very small, P (0)
is approximately equal to 1 − P (1) − P (−1). We can
see from the figure that at short times, P (−1) shows
oscillatory behavior that is responsible for the oscilla-
tion of W1(t) as well as transient current at short times.
Fig. 2 also shows that at high temperature kBT = 10Γ,
Π(t) and P (−1, t) are much larger than that at low tem-
peratures. At kBT = 10Γ, P (−1, t) does not vanish in
the steady state limit and is still very large compared to
P (1, t), this explains why the current of kBT = 10Γ is
much smaller than the low temperature cases.
In Fig. 3, we present the numerical results for the cu-
mulants as a function of time at zero temperature and
kBT = 10Γ, respectively, from which the linear long
time behaviors are clearly seen as a result of Eq.(3) and
(15). We see from Fig. 3 that at long times 〈〈n2j〉〉 and
〈〈n2j+1〉〉 are decreasing functions of j. However, this
behavior does not hold at short times.
5IV. RELATION BETWEEN WTD AND
CUMULANTS
Now we discuss how to obtain the WTD from cu-
mulants of transferred charge which can be measured
experimentally.34 From Eq.(2) we can construct a partial
sum of CGF um(λ, t) ≡
∑m
j=0[(iλ)
j/j!]〈〈(∆n)j〉〉 where
only a finite number of experimental measured cumulants
are included since the series converges from the observa-
tion of Fig. 3. The approximated WTD can be obtained
numerically
Wm1 (t) = −
∫ 2π
0
dλ
2π
exp[um(λ, t)]∂tum(λ, t). (18)
In Fig.1d, we calculate WTD using Eq.(18) by including
first mth cumulants where m = 8, 10, 12, 14 in the short
times regime where the convergence is the worst. We
see that by including more cumulants the approximated
Wm1 (t) converges to the exact result. Beyond t = 6, the
Wm1 (t) agrees withW1(t). Since cumulants of transferred
charge have been measured experimentally, the WTD can
be obtained using the information of cumulants of trans-
ferred charge.
V. CONCLUSION
We have presented a theoretical formalism to inves-
tigate FCS and WTD in the transient regime. In this
formalism, the GF has been expressed in terms of non-
equilibrium Green’s function in Keldysh space and can
in principle be implemented in the first principles cal-
culation by combining non-equilibrium Green’s function
with density functional theory. We have applied this the-
ory to a quantum dot coupled with two leads with finite
bandwidth and solved Green’s functions exactly in the
transient regime. This enables us to calculate cumulants
of transferred charges, its probability distribution func-
tion, and WTD in the transient regime. We analyze short
and long time behaviors of WTD as well as the thermal
noise contribution to the cumulants and WTD. We have
also discussed how to obtain WTD using quantities that
can be measured experimentally.
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Supplemental material: Waiting Time Distribution of Quantum Electronic Transport
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In this supplemental material we present details on
how to calculate Green’s function and self-energy in the
time domain in the presence of an upward pulse.1 The
equilibrium self-energies are chosen to be energy depen-
dent with a finite band width W0
Σ˜rα(ω) =
ΓαW0
2(ω + iW0)
(1)
so that the linewidth function is the following Lorentzian
form
Γα(ǫ) =
ΓαW
2
0
ǫ2 +W 20
(2)
where Γα is the linewidth amplitude. The self-energy in
the time domain is defined as
Σr,<β (τ1, τ2) =
∫
dω
2π
e−iω(τ1−τ2)Σ˜r,<β (ω)e
−i
∫
τ1
τ2
∆L(t)dt
(3)
where Σ˜r,<β is the equilibrium self-energy in the energy
domain. Using Eq.(3), we find the retarded self-energy
of the left lead:
ΣrL(τ1, τ2) = −
i
4
θ(τ1 − τ2)ΓW0e
−(i∆L+W0)(τ1−τ2) (4)
where we have assumed ΓL = ΓR = Γ/2. For the lesser
self-energy
Σ<L (τ1, τ2) = i
∫
dω
2π
e−iω(τ1−τ2)e−i∆L(τ1−τ2)f(ω)ΓL(ω)
(5)
with f(ω) = 1/
[
eβ(ω−EF ) + 1
]
.
At zero temperature, we have
Σ<L (τ1, τ2) = ie
−i∆L(τ1−τ2)
∫ 0
−∞
dω
2π
e−iω(τ1−τ2)
ΓLW
2
0
ω2 +W 20
(6)
where we have set EF = 0.
1. If τ1 = τ2
Σ<L (τ1, τ2) =
i
8
ΓW0 (7)
2. If τ1 > τ2, let τ = τ1 − τ2
Σ<L (τ1, τ2) =
i
8
ΓW0
{
i
π
e(W0−i∆L)τE1(W0τ)
+e−(W0+i∆L)τ
[
2−
i
π
E1(−W0τ)
]}
(8)
where E1(x) =
∫∞
x
e−t
t
dt.
At non-zero temperature, we have
1. if τ1 = τ2, the integral is actually Hilbert transfor-
mation of the Fermi distribution function.2
Σ<L (τ1, τ2) =
iΓW0
8
(9)
2. if τ1 > τ2, it has poles
−i(2n+1)π
β
and −iW0, where
n = 0, 1, 2, 3...
Σ<L (τ1, τ2) =
iΓLW0 exp[−(W0 + i∆L)(τ1 − τ2)]
2 exp(−iβW0) + 2
−
1
β
×
+∞∑
n=0
exp
{
−[
(2n+ 1)π
β
+ i∆L](τ1 − τ2)
}
ΓLW
2
0
W 20 − [
(2n+1)π
β
]2
(10)
Using the relation Σ<L (τ1, τ2)
∣∣
τ1<τ2
=
−[Σ<L(τ1, τ2)
∣∣
τ1>τ2
]∗, we obtain the full expression
of Σ<L (τ1, τ2). The expression of Σ
<
R(τ1, τ2) can be
obtained similarly.
Taking Fourier transform of the retarded self-energy
Σr(τ1, τ2) = Σ
r
L(τ1, τ2) + Σ
r
R(τ1, τ2) to energy domain,
we find
Σr(ω) =
ΓW0
4
[
1
ω + iW0
+
1
ω −∆L + iW0
] (11)
The retarded Green’s function in time domain is given
by
Gr(τ1, τ2) =
∫
dω
2π
e−iω(τ1−τ2)
1
ω − ǫ0 − Σr(ω)
=
∫
dω
2π
e−iω(τ1−τ2)
(ω + iW0)(ω −∆L + iW0)
(ω − ω1)(ω − ω2)(ω − ω3)
(12)
where ω1, ω2, ω3 are poles of equilibrium retarded
Green’s function satisfying the following equation
ω3 + aω2 + bω + c = 0 (13)
with
a = (2iW0 −∆L − ǫ0)
b = iW0(iW0 +
iΓ
2
− 2ǫ0 −∆L) + ǫ0∆L
c =
ΓW0
4
(∆L − 2iW0) + iW0ǫ0(∆L − iW0) (14)
2This integral can be calculated using the theorem of
residue.
Gr(τ1, τ2) = −i
3∑
i
(ωi + iW0)(ωi −∆L + iW0)e
−iωi(τ1−τ2)∑3
j,k=1 |ǫijk|(ωi − ωj)(ωi − ωk)
(15)
where ǫijk is the usual Levi-Civita symbol. Here G
< can
be calculated through the Keldysh equation:
G< = (1 +GrΣr)g<(1 + ΣaGa) +GrΣ<Ga (16)
The first term is zero if (gr)−1g<(ga)−1 = 0 which is the
case for steady states. In our case we should keep it in
the transient regime calculation. In the calculation, we
have chosen g< = 0.5i at t = 0 which makes sure that
IL + IR = 0 and < (∆IL)
2 >=< (∆IR)
2 >.
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