In the mix. (Left) Orbits of a nonchaotic dynamical system. (Middle) When the system is infl uenced by a time-periodic perturbation, some orbits exhibit chaotic behavior and escape from the two eyes, as seen in this stroboscopic map taken at every period. (Right) When the perturbation is nonperiodic, as considered by M e z ić et al. ( 2) , a stroboscopic map is less revealing, but it is still apparent that there are orbits inside the two eyes that never escape. 
Chaos in the Gulf
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Sophisticated mathematical analysis is providing insights into how the oil released in the Deepwater Horizon disaster is dispersing.
T he magnitude of the oil spill into the Gulf of Mexico after the Deepwater Horizon disaster has been estimated at more than 4.4 million barrels ( 1) . The subsequent environmental impact will rely both on monitoring and on the ability to accurately model the dispersal of the oil. On page 486 of this issue, Mezić et al. ( 2) present a modeling study that describes how the oil dispersed and attempts to predict how the spill will evolve. The mechanism of dispersal is complex, a question of transport and mixing, along with a dose of evaporation and chemistry. Mixing forms an entire branch of study, one that is closely linked to dynamical systems-the mathematical study of timeevolving solutions of differential equations. In the context of fl uid mechanics, this link was fi rst recognized by Arnold ( 3), Henon ( 4) , and later by Aref ( 5) , and it essentially boils down to chaos.
Chaos is associated in the popular imagination with the so-called butterfly effect, where initially small disturbances can grow exponentially to overwhelm any precision we may have used in computing trajectories of our dynamical system, as discovered by Lorenz ( 6) . Take a container fi lled half with red fl uid, half with blue. If the motion of small parcels of fl uid is chaotic, then two blue parcels that were initially neighbors fi nd themselves distantly separated after some time and are mixed in with red parcels. It is the chaotic motion of fl uid parcels that rapidly leads to an uncorrelated or mixed state.
If the flow is not chaotic everywhere then things can get more complicated. Some regions of the fl ow may mix well, others may not. Jupiter's Great Red Spot is a famous example of a segregated fl ow region that mixes very little with its surroundings. One of the challenges in the dynamical systems approach to mixing is to predict which regions involve fl ows that will lead to good mixing, and which ones don't.
Since the 1980s, better analytical tools have been developed, spurred partly by improvements in computing power. The workhorse of chaotic dynamics is the Lyapunov exponent, a quantity or metric that provides a measure of the rate of separation of neighboring trajectories. Mathematical theorems regarding Lyapunov exponents assume either a periodic system or one that can be allowed to run for arbitrarily long times. Clearly, this is not well suited to experimental observations, which are almost never periodic and certainly never infi nite. Other types of exponents were therefore introduced, for example, fi nite-time and fi nite-size Lyapunov exponents. What they all share in common is that their value depends on exactly when and where a measurement is taken. This is a feature of the modeling as the local extrema or ridges that develop in the contour plot of fi nite-time Lyapunov exponents help identify barriers to transport (7) (8) (9) . These transport barriers are such that fl uid fi nds it diffi cult to cross them; for example, the Gulf Stream is a well-known transport barrier that bisects the Atlantic Ocean.
But transport barriers can be diffi cult to identify, hence the need for a systematic mathematical description. The ridge structure has been called the skeleton of a fl ow. The skeleton of transport barriers distills simple, accessible information from the overwhelming complexity contained in fl uid trajectories.
Once transport barriers are located, we can predict where oil may or may not end up. Locating transport barriers becomes more diffi cult as a fl ow's complexity is increased (see the fi gure). The left frame shows a steady fl ow, where every orbit is closed: The concept of a transport barrier is not useful here, but note that the red orbits are outside the two eyes, the blue orbits are inside, and the green orbits divide the two regions. The middle frame shows the same system affected by a small time-periodic perturbation. The barrier between inside and outside is smeared, but it is still easy to make out visually. In the right frame, the perturbation is random in time: Clearly, there are still orbits trapped inside, but it becomes harder to characterize the boundaries of the interior regions. In real oceanic data this task is even harder.
www.sciencemag.org SCIENCE VOL 330 22 OCTOBER 2010 PERSPECTIVES M e z ić et al. aim to fi nd not just barriers but also regions that are particularly active in mixing the fl uid. Such regions can lead, for instance, to a more rapid breakdown of oil into less harmful microdroplets. Their models rely on the concept of hyperbolicity of a flow: Hyperbolic flows are good at stretching fluid parcels. As the flow in the Gulf of Mexico is not periodic, and we have limited data, they introduce mesohyperbolicity: hyperbolicity on average. This refl ects the fact that a typical fl uid parcel may meet regions that are both favorable and adverse to mixing over a fi nite stretch of time. Mesohyperbolicity is a generalization to fi nite time of the concept of a Floquet analysis for periodic fl ows, where we can deduce the long-time behavior by examining a single period.
Mezić et al. were successful in describing how the oil was dispersed after the Deepwater Horizon oil leak. The oil spill occurred just as interest in these dynamical systems ideas is the subject of renewed interest. But hopefully we will be better prepared when another oil leak occurs, and applied mathematicians can work in conjunction with cleanup crews to predict where efforts are best focused. C harles Darwin provided the key explanation for the striking adaptive fit of organisms to their environments; traits that confer a greater chance of survival and reproduction spread through populations by the process of evolution by natural selection. But natural selection has no foresight; only immediate advantages matter. So the same trait that confers higher fi tness in the short term could also increase the chance that a species eventually becomes extinct, or decrease the chance that it will form new species. Conversely, another trait may enhance a species' ability to diversify, leading to more species with that trait.
Many evolutionary biologists refer to such trait-specifi c effects on species diversifi cation as "species selection," an evolutionary process that occurs above the species level ( 1) . Biologists mostly accept the concept, but its general importance has not been clear. On page 493 of this issue, however, Goldberg et al. ( 2) provide a compelling case for the importance of species selection. In a study of hermaphroditic plants, in which individuals function as both males and females, they show that one trait--the ability of an individual to prevent self-fertilization by recognizing and rejecting its own pollen-appears to have strongly affected species diversifi cation in the nightshade family, Solanaceae.
Hermaphroditic plants exhibit either selfcompatibility (SC), which means an individual can act as both mother and father to its own offspring, or self-incompatibility (SI), which enforces outcrossing. SI is a genetically controlled physiological mechanism that is mediated by protein-protein interactions. It is analogous to a lock-and-key mechanism, in which the maternal parent recognizes pollen grains (or pollen tubes) that share alleles, initiating a biochemical pathway that rapidly blocks fertilization ( 3) . The primary advantage of SI is that it avoids the harmful effects of inbreeding, particularly self-fertilization. However, SI comes at a cost because plants produce offspring that are just 50% related to them, rather than 100%, thus reducing transmission of their own genes to the next generation. Also, fertility can be severely compromised if pollinators or mates are unavailable. Because of these disadvantages, fl owering plants have lost SI on numerous occasions during their evolutionary history, resulting in SC. Because of the complexity of SI, the trait is rarely, if ever, regained. This implies that SI may be on its way to extinction, yet at least half of all living fl owering plant species are SI. Perhaps SI has some macroevolutionary advantage allowing it to be maintained by species selection.
Evaluating the importance of species selection is diffi cult, because it is tricky to estimate rates of character transition (such as a switch from SI to SC) separately from rates of speciation and extinction. Recent statistical advances, however, now allow researchers to analyze this question by using evolutionary trees ( 4, 5) . Using extensive phylogenetic information on species relationships in Solanaceae (which includes important crop plants, such as tomato, potato, and tobacco), the authors reconstructed the evolutionary history of transitions from SI to SC. They relied on well-resolved clades (groups of species
