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1 Introduction
This thesis focuses on matrix generalizations of the classical notion of Hurwitz
polynomials. A polynomial with all its roots in the open left half plane of the com-
plex plane is called a Hurwitz polynomial in honour of the German mathematician
A. Hurwitz. The study of Hurwitz polynomials is an essential branch of the research
of zero localization problem. It has a long and abundant history (see e.g. the mono-
graph by Gantmacher [37, Chapter XV, pp. 172–250]). These polynomials were
studied in 1856 by Hermite [43] using the theory of the Cauchy indices. Neverthe-
less, the numerous applications to the stability of dynamical systems [65] required
an algorithm for verification of the Hurwitz property based on the coefficients of
polynomials. This criterion was obtained by Routh [68] in 1877. Independently of
Routh’s work, later in 1895 Hurwitz [47] provided some determinantal inequalities
as a criterion for such polynomials, which is called Routh-Hurwitz criterion nowa-
days. In 1914, Liénard and Chipart [61] developed a more efficient criterion than
the Routh-Hurwitz criterion with less determinantal inequalities. In 1945, Wall [70,
Theorem A] presented an equivalent condition for a real polynomial to be a Hurwitz
polynomial in terms of the coefficients of the related Jacobi continued fraction. Gant-
macher [37, Chapter XV] gave a comprehensive overview of issues related to Hurwitz
polynomials: their connections to the Lyapunov stability, the Sturm sequences, the
Cauchy indices, the Stieltjes continued fractions and moment problems, the Hankel
and Hurwitz matrices, quadratic forms.
The importance of matrix polynomials is quite clear from a joint monograph by
Gohberg, Lancaster, Rodman [38] in 1982, which provided a comprehensive treatment
of the theory of matrix polynomials. The zero location problems returned to the
spotlight owing to the intrinsic development of matrix polynomial theory. Consider
a p× p matrix polynomial F of degree n
F (z) =
n∑
k=0
Akz
n−k, z ∈ C.
where Ak ∈ Cp×p, k ∈ Z0,n. We call a zero of the determinant polynomial detF a zero
of matrix polynomial F . In this regard, it is natural to define the direct matricial
generalization of Hurwitz polynomials as follows: A p × p matrix polynomial F is
called a Hurwitz matrix polynomial if detF is a Hurwitz polynomial.
In comparison to the scalar case, to study criteria for Hurwitz matrix polynomials F
which do not require the computation of detF appears much more complicated. Some
obstacles occur when one tries to adopt the approaches used for the study of zero
location in the scalar case. On one hand, the theory of Cauchy indices seems to lose its
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effectiveness on account of no suitable matrix version of the fundamental theorem of
algebra existing, which yields correlations between the matrix coefficients of a matrix
polynomial and its zeros. On the other hand, there are some limitations of the
determinant approach to some algebraic constructs involving the matrix coefficients
of a matrix polynomial such that no satisfactory matricial extension of the Routh-
Hurwitz criterion or Liénard-Chipart test exists.
Recently an alternative method to explore Hurwitz matrix polynomials was devel-
oped by Choque Rivero [17], who followed another line of matricial extensions of the
classical Hurwitz polynomial. To explain this generalized Hurwitz polynomial, we
start with a classical result which characterized scalar Hurwitz polynomials via the
Stieltjes continued fraction (see e.g. Gantmacher [37, Theorem 16, p232]):
Given a real polynomial F of degree n, F is a Hurwitz polynomial if and only if
the even part F〈e〉 and the odd part F〈o〉 of F admit the following Stieltjes continued
fraction:
F〈o〉(z)
F〈e〉(z)
= d−1 +
1
zc0 +
1
dm−2 +
. . .
zcm−1 + d−1m−1
, (1.1)
where d−1 ≥ 0, dk > 0 and ck > 0 for each k ∈ Z0,m−1.
The generalized matricial Hurwitz polynomial introduced in [17], called right ma-
trix Hurwitz type polynomial, is defined for a matrix polynomial F for which the
even part F〈e〉 and the odd part F〈o〉 follow the matrix analogue of a Stieltjes con-
tinued fraction as in (1.1) (see Definition 8.1). One of most essential features of a
matrix Hurwitz type polynomial is the inheritance of an elegant bijective correspon-
dence between real Hurwitz polynomials and Stieltjes positive definite sequences (see
Gantmacher [37, Theorem 18]), which is shown in Theorem 7.10 of [17]:
Given a monic p× p matrix polynomial F of degree n, F is a matrix Hurwitz type
polynomial if and only if the (n − 1)-th section S〈n−1〉 (see (3.2)) of right Markov
parameters of F (see Definition 7.2) is a Stieltjes positive definite sequence.
However, we must note that the notion “matrix Hurwitz type polynomial” is still
irrelative to “Hurwitz matrix polynomial” due to the totally unclear zero location of
the former notion. So there is an open question that remains to be considered: What
is the connection between these two notions “matrix Hurwitz type polynomial” and
“Hurwitz matrix polynomial”?
In view of the unsatisfactory state of the art, the main goal of this thesis is to
provide some criteria to identify Hurwitz matrix polynomials and discover its relation
to the “matrix Hurwitz-type polynomials”.
The author’s motivation originated from the recent developments of the research
on Stieltjes positive definite matrix sequences and finite matrix Stieltjes moment
problem by the Leipzig Schur analysis group around Fritzsche and Kirstein. Fritzsche,
Kirstein and Mädler [34], [35] set up a Schur-type algorithm for matrix sequences to
obtain a complete description of the solution set of the truncated matricial Stieltjes
2
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moment problem in the most general case. This Schur-type algorithm for Stieltjes
positive definite matrix sequences is adopted by Choque Rivero and Mädler [19] to
give an explicit representation of orthogonal matrix polynomials.
Given a p × p matrix polynomial F , we use the so-called Markov parameters ap-
proach to explore some related matrix sequences. More specifically, we start with
the left and right types of matrix rational functions formed by the even part F〈e〉 and
the odd part F〈o〉. It should be mentioned that both dual types generally call for
our consideration owing to the non-commutativity of matrix multiplication, although
their properties are mostly symmetric. Then the extended sequence of right (resp.
left) Markov parameters (for short SRMP (resp. SLMP)) of a matrix polynomial are
formed by the matrix coefficients of the Laurent series of the formerly constructed
dual types of matrix rational functions. We furthermore investigate the features of
matricial Markov parameters to give equivalent conditions for a matrix polynomial
being a Hurwitz matrix polynomial.
To get access to the inner structure of the matricial Markov parameters of a ma-
trix polynomial, we decide to bring forth the tool of matrix fraction description for
transfer function matrices. It transpires that matrix fraction description plays an im-
portant role in the “polynomial systems theory” initiated by some pioneers such as
Rosenbrock [69], Popov [67] and Wolovich [71] et al. This approach avoids the lack of
transparency in the state-space method and, moreover, obtains a natural generaliza-
tion from the single input-single output transfer function to multiple input-multiple
output cases.
Note that, up to the author’s knowledge, there are no ample results connecting ma-
trix sequences of Markov parameters and the zero localization of matrix polynomials.
Here, a key auxiliary tool we use to bridge these two subjects is a matricial version
of the Hermitian-Fujiwara theorem by Lerer/Tismenetsky [60], which is based on the
spectral theory of matrix polynomials (see a comprehensive study in the monograph
[38]). The formula in this result is given in terms of an Anderson-Jury Bezoutian
matrix related to the given matrix polynomial, which is a matricial generalization of
the standard Bezoutian matrix. The composition for this instrument is a little strict
in the sense that it requires a specific relation to be satisfied for a triple of matrix
polynomials. Our particular interest here is a special case of this Bezoutian matrix,
which is connected with Hermitian transfer function matrices.
By adopting the approaches highlighted above, we are able to derive some impor-
tant consequences concerning Hurwitz matrix polynomials and corresponding topics:
• As a preliminary outcome, given a para-Hermitian strictly proper transfer func-
tion matrix G we establish interesting relations between the Markov parameter
sequence of G and Hurwitz matrix polynomials linked with the matrix fraction
description of G.
• We give solutions to the matricial Routh-Hurwiz problem in terms of the trun-
cated SLMP or SRMP of matrix polynomials.
• We achieve our main goal to demonstrate that F is a Hurwitz matrix polynomial
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if and only if the truncated SLMP or SRMP of F is a Stieltjes positive definite
sequence. Moreover we discover that the two notions “matrix Hurwitz type
polynomial” and “Hurwitz matrix polynomial” are equivalent.
• We represent a Hurwitz matrix polynomial F via a three-terms recurrence rela-
tion, where the matrix coefficients are given from the Hurwitz parametrization
of F .
• We build a correspondence between Hurwitz matrix polynomials and the Stielt-
jes quadruple of sequences of left orthogonal matrix polynomials.
• We look for the correspondences between the existence of quasi-stable matrix
polynomials, the solvability of truncated Stieltjes moment problems and mul-
tiple Nevanlinna-Pick interpolation in the Stieltjes class.
• We give a sufficient and necessary condition for a matrix polynomial to be a
quasi-stable matrix polynomial.
• We find that the SLMP and SRMP of a quasi-stable matrix polynomial or a
Hurwitz matrix polynomial of degree n are completely degenerate sequences of
order n.
Now we conclude this introduction with the outline of the thesis.
Chapters 2–4 serve as a delicate framework of the whole thesis, providing some basic
algebraic knowledge and techniques from the theory of matrix polynomials, univariate
moment theory and the “polynomial systems theory” in multivariable linear systems.
In Chapter 2, we start with preliminaries from the theory of matrix polynomials.
Much attention is paid to greatest common divisors of two matrix polynomials. Some
properties of these are shown in connection to the spectrum and formulation of the
greatest common divisors and coprimeness.
Chapter 3 turns to a short explanation of several types of matrix sequences. Some
algebraic constructs, generated by these matrix sequences, are also included. We
emphasize here the linear-algebraic properties of these objects which give rise to
the criteria for solvability of matricial Hamburger moment problems and matricial
Stieltjes moment problems.
Chapter 4 is divided into two sections. Section 4.1 starts by introducing several
types of transfer function matrices and their matrix fraction descriptions. We focus
on two dual types of matrix fraction descriptions, which are called normalized left
matrix fraction description (for short NLFD) and normalized right matrix fraction
description (for short NRFD), for the study of strictly proper transfer function ma-
trices. The first advantage of the NLFD and NRFD is that there exists a bijective
map between the NLFD (resp. NRFD) and a strictly proper transfer function ma-
trix (see Proposition 4.9). Some more important features appear in the realization of
NLFD and NRFD from the sequence of Markov parameters of strictly proper trans-
fer function matrices (see Propositions 4.13 and 4.14) and in the characterization
of Hermitian strictly proper transfer function matrices via the extended sequence of
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Markov parameters (for short SMP) (see Proposition 4.15). Section 4.2 should be
viewed as a continuation of Section 4.1, where the theory of monic orthogonal right
(resp. left) system of matrix polynomials is added. Given a particular sequence of
Hermitian transfer function matrices {Gk}mk=1, we further seek the correspondence
between the NLFD (resp. NRFD) of Gk and a monic orthogonal system of matrix
polynomials with respect to the truncated Markov parameters of Gk (see Proposition
4.28).
The main part of Chapter 5 is to revisit a matricial refinement of the classical
Hermite-Fujiwara theorem by Lerer/Tismenetsky [60] (see Theorem 5.17). This the-
orem is performed to count the inertia of a matrix polynomial with respect to R,
i.e., how many zeros of a given matrix polynomial lie on the open upper half plane
and the open lower half plane, whose common boundary is R. The formula in this
result is given in terms of a Anderson-Jury Bezoutian matrix related to the given
matrix polynomial. Our particular interest here is a special case of this Bezoutian
matrix, which is connected with a Hermitian transfer function matrix. It turns out
in Proposition 5.12 that this special Anderson-Jury Bezoutian matrix is congruent
to a block Hankel matrix generated by the SMP of the Hermitian transfer function
matrix.
In Chapter 6 we seek a preliminary outcome for Hurwitz matrix polynomial. Propo-
sitions 6.3 and 6.4 check whether a matrix polynomial is a Hurwitz matrix polynomial
or not by its SMP when this matrix polynomial is confined to be a linear combination
of a NRFD for a para-Hermitian strictly proper transfer function matrix.
The matricial Routh-Hurwitz problem is the main concern in Chapter 7, which
determines the inertia of matrix polynomials with respect to iR, that is to find out
how many zeros of a given matrix polynomial lie on the open left half plane and
the open right half plane, respectively. Theorem 7.16 and its refinement Theorem
7.17 give solutions to the matricial Routh-Hurwitz problem in terms of the truncated
SRMP of matrix polynomials. The dual version of solutions in terms of the truncated
SLMP of matrix polynomials are given in Theorems 7.18 and 7.19.
As is mentioned above, when compared to Hurwitz matrix polynomial, the notion
“matrix Hurwitz type polynomial” is another line of matricial extensions of Hurwitz
polynomial. The main objective in Chapter 8 is to seek a three-term recurrence
relation for this type of matrix polynomial for a given Hurwitz parametrization (see
Lemma 8.3). It becomes transparent that the matrix polynomial constructed in
this three-term procedure is the unique matrix Hurwitz type polynomial for a given
Hurwitz parametrization (see Theorem 8.11).
With these preparations, our main results are obtained in Chapter 9. Based on
Chapter 6, we firstly describe what conditions must be imposed on the SRMP or
SLMP in order to ensure that the corresponding matrix polynomial is a Hurwitz ma-
trix polynomial (see Theorems 9.1 and 9.2). As a consequence, we reveal in Theorems
9.7 and 9.8 that the two notions “matrix Hurwitz type polynomials” and “Hurwitz
matrix polynomials” are equivalent. With the fulfilment of the recurrence relation
for matrix Hurwitz type polynomials, we develop a three-term recurrence formula for
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left (resp. right) S -system of Hurwitz matrix polynomials (see Theorem 9.13 (resp.
Theorem 9.15)). This left (resp. right) S -system of Hurwitz matrix polynomials
(Fk)mk=1 is characterized by the fact that for each k ∈ Z1,m−1, the (k + 1)-th SLMP
(resp. SRMP) of Fk+1 is a one-step extension of the k-th SLMP (resp. SRMP) of
Fk. This class of Hurwitz matrix polynomials also involves the interesting property
that the matrix rational function formed by Fk and Fk+1 admits a certain finite
matrix continued fraction of Jacobi type (see Proposition 9.19) and the important
Christoffel-Darboux relations hold for (Fk)mk=1 (see Propositions 9.20 and 9.21). We
obtain a sufficient and necessary condition for a S -system of Hurwitz matrix polyno-
mials being one-step extendable (see Theorems 9.24 and 9.25). Moreover, a bijective
correspondence between the unique left S -system of Hurwitz matrix polynomials
and the Stieltjes quadruple of sequences of left orthogonal matrix polynomials is es-
tablished via sequences of Markov parameters (see Theorem 9.27). Accordingly, we
can give a new three-term recurrence for this Stieltjes quadruple (see Theorem 9.28).
In Chapter 10 we study another important set of matrix polynomials appearing in
the theory of stability, called quasi-stable matrix polynomials. We note that these
polynomials also contain Hurwitz matrix polynomials as a special case. Theorem 10.4
constructs a special quasi-stable matrix polynomial in terms of a monic orthogonal
left system of matrix polynomials with respect to a Stieltjes nonnegative definite
extendable sequence. Consequently, we look for the correspondences between quasi-
stable matrix polynomials, Stieltjes moment problems and multiple Nevanlinna-Pick
interpolation in the Stieltjes class (see Theorems 10.6 and 10.8).
It should be mentioned that the requirement that the (n− 1)-th SRMP or SLMP
of F is a Stieltjes nonnegative definite extendable sequence is not sufficient enough
for F to be a quasi-stable matrix polynomial. Taking this fact into consideration, we
prove that F is a quasi-stable matrix polynomial if and only if (n−1)-th SRMP (resp.
SLMP) of F is a Stieltjes non-negative definite extendable sequence and the zeros
of a greatest right (resp. left) common divisor of F〈e〉 and F〈o〉 are located on the
interval (−∞, 0]. In this case, it is also indicated that the SRMP (resp. SLMP) of F
is completely degenerate of order n. In this regard, the whole picture of the SRMPs
(resp. SLMPs) of quasi-stable matrix polynomials and Hurwitz matrix polynomials
is completely described.
6
2 Matrix polynomials and greatest
common divisors
In Section 2.1 we provide some preliminary facts relating to matrix polynomials.
For a more comprehensive treatment of the theory of matrix polynomials and the
original treatises, we refer the reader to [38, 40, 49] and the references therein.
Section 2.2 focuses on the study of greatest common divisors of matrix polynomials.
The study of common divisors of matrix polynomials arises naturally in connection
with several important matricial extensions of linear constructs for scalar polynomials
such as Resultants and Bezoutians (see [4, 38, 39]) and multi-input multi-output
linear systems (see [49]). We consider several parallel questions to greatest common
divisors in the scalar case, such as the relation between greatest common divisors, the
expression and formation of greatest common divisors from two matrix polynomials
and consequences of greatest common divisors when several types of transformations
are applied to two matrix polynomials.
2.1 Preliminaries
Let us first introduce some notation. Let C, R, N0 and N denote the set of all
complex numbers, the set of all real numbers, the set of all nonnegative integers, and
the set of all positive integers, respectively. Let T := {z ∈ C : |z| = 1} be the unit
circle. For j ∈ N0 and l ∈ N0 ∪∞, let
Zj,l :=
{
{k ∈ N0 : j ≤ k ≤ l}, j ≤ l
∅, j > l .
Let p, q ∈ N. Cp×q, Cp×pH and Cp×p> stand for the set of all complex p × q matrices,
the set of all complex Hermitian p × p matrices and the set of all positive definite
Hermitian p×p matrices, respectively. Let 0p×q be the zero matrix in Cp×q and let Ip
be the identity matrix in Cp×p. For simplicity we write 0p for 0p×p. Let A ∈ Cp×p. We
denote the adjoint matrix of A by Adj(A). The Moore-Penrose inverse of A, denoted
by A†, is the unique solution X of the matrix equations: AXA = A, XAX = X,
AX = (AX)∗ and XA = (XA)∗.
For p, q ∈ N, Pp×q,C will denote the set of all Cp×q-valued polynomials F : C →
Cp×q. For each F ∈ Pp×q,C and k ∈ N, deg F , the degree of F , is defined as the
maximum of the degrees of its entries, and degk F , the k-th column degree of F , as
the maximum of the degrees of its entries in the k-th column. For n ∈ N0, Pp×q,n,C is
7
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the set of all Cp×q-valued polynomials of degree n. Each F ∈ Pp×q,n,C can be written
as follows:
F (z) =
n∑
k=0
Akz
n−k, z ∈ C. (2.1)
where Ak ∈ Cp×q, k ∈ Z0,n. Particularly in the case p = q, we call F monic if A0 = Ip
and call F comonic if An = Ip. Let F ∈ Pp×q,n,C be as in (2.1). Then we define
F∨ : C→ Cq×p as
F∨(z) :=
n∑
k=0
A∗kz
n−k, z ∈ C.
Obviously, F∨ ∈ Pq×p,n,C.
Definition 2.1. Suppose that F ∈ Pp×p,C and ∆F (z) =diag(z−deg1F , . . . , z−degnF ).
Then Γ(F ) := lim
z→∞F (z)∆
F (z) is called the leading column coefficient matrix of F .
F is called column reduced if Γ(F ) is nonsingular.
Remark 2.2. Let F ∈ Pp×p,C be a regular matrix polynomial as in (2.1). Then F is
column-reduced if and only if A0 is nonsingular.
Definition 2.3. For λ ∈ C, we say that λ is a zero of F if det F (λ) = 0, and the
multiplicity of λ as a zero of F is the multiplicity of λ as a zero of det F (z).
Let σ(F ) stand for the spectrum of F , or equivalently the set of all zeros of F ,
determined by
σ(F ) := {z ∈ C : det F (z) = 0}.
We say that F is regular (or nonsingular) if σ(F ) is a finite subset of C. Otherwise
F is called singular if det F (z) ≡ 0.
Lemma 2.5 of [17, Section 2] reveals that if F is monic, then F is regular.
Definition 2.4. Let F ∈ Pp×p,C. F is called unimodular if det F (z) never vanishes
in C.
Remark 2.5. Let F , F˜ ∈ Pp×p,C be unimodular and let α ∈ C\{0}. Then αF and
F · F˜ are unimodular.
Remark 2.6. (see [49, Lemma 6.3-1]) Let F ∈ Pp×p,C. F is unimodular if and only if
F−1 ∈ Pp×p,C.
2.2 Greatest common divisors of matrix polynomials
This section is mainly relevant to dual types of greatest common divisors of two
matrix polynomials which arise from the non-commutativity of matrix multiplication.
We begin with an introduction of these dual types of greatest common divisors.
8
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Definition 2.7. Let p, q, r ∈ N. Let F ∈ Pp×q,C and let L ∈ Pr×q,C (resp. Pp×r,C).
Then F is called a left (resp. right) multiple of L if there exists a matrix polynomial
M ∈ Pp×r,C (resp. Pr×q,C) such that, for z ∈ C,
F (z) = M(z)L(z) (resp. F (z) = L(z)M(z)).
In this case, L is called a right (resp. left) divisor of F .
Definition 2.8. Let p, q ∈ N. Let F ∈ Pq×p,C (resp. Pp×q,C). Let L ∈ Pp×p,C and
let L˜ ∈ Pq×p,C (resp. Pp×q,C). We call F a left (resp. right) common multiple of L
and L˜ if there exists a pair of matrices M ∈ Pq×p,C (resp. Pp×q,C) and M˜ ∈ Pq×q,C
such that, for z ∈ C,
F (z) = M˜(z)L˜(z) = M(z)L(z)
(resp. F (z) = L˜(z)M˜(z) = L(z)M(z)).
Definition 2.9. Let p, q ∈ N. Let F ∈ Pp×q,C (resp. Pq×p,C) and let F˜ ∈ Pp×p,C. Let
also L ∈ Pp×p,C. Then L is called a left (resp. right) common divisor of F and F˜ if
there exists a pair of matrix polynomialsM ∈ Pp×q,C (resp. Pq×p,C) and M˜ ∈ Pp×p,C
such that, for z ∈ C,
F (z) = L(z)M(z), F˜ (z) = L(z)M˜(z) (2.2)
(resp. F (z) = M(z)L(z), F˜ (z) = M˜(z)L(z)). (2.3)
L is called a greatest left (resp. right) common divisor, or for short g.l.c.d (resp.
g.r.c.d) of F and F˜ if any other left (resp. right) common divisor is a left (resp.
right) divisor of L.
Definition 2.10. Suppose that F and F˜ ∈ Pp×p,C. The matrix polynomials F and
F˜ are called right (resp. left) coprime if all g.r.c.ds (resp. g.l.c.ds) of F and F˜ are
unimodular.
Remark 2.11. Let p, q ∈ N. Let F ∈ Pp×q,C (resp. Pq×p,C) and let F˜ ∈ Pp×p,C. Let
L ∈ Pp×p,C be a left (resp. right) common divisor of F and F˜ such that the equality
(2.2) (resp. (2.3)) holds for a certain pair of matrix polynomials M ∈ Pp×q,C (resp.
Pq×p,C) and M˜ ∈ Pp×p,C. Then L is a g.l.c.d (resp. g.r.c.d) of F and F˜ if and only
if M and M˜ are left (resp. right) coprime.
Remark 2.12. Let p ∈ N. Let F , F˜ and L ∈ Pp×p,C.
(i) If L is a g.l.c.d of F and F˜ , then σ(L) ⊆ σ(F ) ∩ σ(F˜ ).
(ii) If L is a g.r.c.d of F and F˜ , then σ(L) ⊆ σ(F ) ∩ σ(F˜ ).
Remark 2.13. Let p ∈ N. Let F , F˜ ∈ Pp×p,C. If σ(F ) ∩ σ(F˜ ) = ∅, then
(i) F and F˜ is left coprime.
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(ii) F and F˜ is right coprime.
Proof. Suppose that σ(F ) ∩ σ(F˜ ) = ∅ and L is a g.l.c.d (resp. g.r.c.d) of F and F˜ .
Using Remark 2.12, we have σ(L) = ∅, or equivalently, L is unimodular. Hence F
and F˜ is left (resp. right) coprime.
Proposition 2.14. (see [49, pp. 377-378]) Let p, q ∈ N. Let F ∈ Pp×q,C (resp.
Pq×p,C) and let F˜ ∈ Pp×p,C. Let F1 and F2 be two g.l.c.ds (resp. g.r.c.ds) of F and
F˜ .
(i) Suppose that F1 is nonsingular. Then there exists a unimodular matrix polyno-
mial W ∈ Pp×p,C such that for each z ∈ C,
F1(z) = F2(z)W (z)
(resp. F1(z) = W (z)F2(z)).
(ii) If F1 is unimodular, then F2 is unimodular.
(iii) σ(F1) = σ(F2).
According to Proposition 2.14, we can immediately see the following connection
between greatest common divisors of matrix polynomials.
Proposition 2.15. Let p, q ∈ N. Let F ∈ Pp×q,C (resp. Pq×p,C) and let F˜ ∈ Pp×p,C.
Let F1 is a g.l.c.d (resp. g.r.c.d) of F and F˜ . Let F2 ∈ Pp×p,C. F2 is a g.l.c.d
(resp. g.r.c.d) of F and F˜ if and only if there exists a unimodular matrix polynomial
W ∈ Pp×p,C such that for each z ∈ C,
F1(z) = F2(z)W (z)
(resp. F1(z) = W (z)F2(z)).
Proposition 2.16. [Bezout’s identity] Let p, q ∈ N. Let F ∈ Pp×p,C.
(i) Let F˜ ∈ Pp×q,C. F and F˜ are right coprime if and only if there exist a pair of
matrix polynomials X ∈ Pq×p,C and Y ∈ Pp×p,C such that for z ∈ C,
F˜ (z)X(z) + F (z)Y (z) = Ip.
(ii) Let F˜ ∈ Pq×p,C. F and F˜ are left coprime if and only if there exists a pair of
matrix polynomials X ∈ Pp×q,C and Y ∈ Pp×p,C such that for z ∈ C,
X(z)F˜ (z) + Y (z)F (z) = Ip.
The assertion (i) of Proposition 2.16 follows from [49, Lemma 6.3-5] (see also [66]).
By adopting analogue approach we can verify (ii).
Next we consider how to derive a g.r.c.d or g.l.c.d of matrix polynomials.
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Proposition 2.17. Let p, q ∈ N. Let F ∈ Pp×p,C.
(i) Let F˜ ∈ Pq×p,C. Suppose that there exists a unimodular matrix polynomial
UR ∈ P(p+q)×(p+q),C and some matrix polynomial F1 ∈ Pp×p,C such that
UR(z) ·
(
F (z)
F˜ (z)
)
=
(
F1(z)
0q×p
)
. (2.4)
Then F1 is a g.r.c.d of F and F˜ .
(ii) Conversely, let F1 ∈ Pp×p,C be a g.r.c.d of F and F˜ . Then there exists a
unimodular matrix polynomial UR ∈ P(p+q)×(p+q),C such that (2.4) holds.
(iii) Let F˜ ∈ Pp×q,C. Suppose that there exists a unimodular matrix polynomial
UL ∈ P(p+q)×(p+q),C and some matrix polynomial F1 ∈ Pp×p,C such that(
F (z), F˜ (z)
)
· UL(z) =
(
F1(z), 0p×q
)
. (2.5)
Then F1 is a g.l.c.d of F and F˜ .
(iv) Conversely, let F1 ∈ Pp×p,C be a g.l.c.d of F and F˜ . Then there exists a
unimodular matrix polynomial UL ∈ P(p+q)×(p+q),C such that (2.5) holds.
Proof. The assertion (i) is proved in [49, Lemma 6.3-3].
The proof of (ii): Suppose that
(
F (z)
F˜ (z)
)
is transformed into the following Hermitian
form (see [49, Theorem 6.3-2]), or to say, there exists a unimodular matrix polynomial
U˜R ∈ P(p+q)×(p+q),C and F2 ∈ Pp×p,C such that
U˜R(z) ·
(
F (z)
F˜ (z)
)
=
(
F2(z)
0q×p
)
. (2.6)
Then due to (i) of Proposition 2.17, F2 is a g.r.c.d of F and F˜ . Suppose that F1 is a
g.r.c.d of F and F˜ . One can see from Proposition 2.14 that there exists a unimodular
W ∈ Pp×p,C such that
W (z)F2(z) = F1(z).
Substituting
UR(z) := diag(W (z), Im)U˜R(z)
into (2.6), we obtain (2.4).
The validity of (iii) and (iv) can be checked analogously to in the proof of (i) and
(ii), respectively.
The following result is an immediate consequence of Proposition 2.17.
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Proposition 2.18. Let p, q ∈ N. Let F , F1 ∈ Pp×p,C and let F˜ ∈ Pq×p,C. Then F1
is a g.r.c.d of F and F˜ if and only if F∨1 is a g.l.c.d of F∨ and F˜∨.
In the following we establish the relation between g.r.c.ds or g.l.c.ds of matrix
polynomials and that of their transformations.
Proposition 2.19. Let p, q ∈ N. Let F , F1 ∈ Pp×p,C.
(i) Let F˜ ∈ Pq×p,C and let U ∈ P(p+q)×(p+q),C be unimodular. Let E ∈ Pp×p,C and
E˜ ∈ Pq×p,C be defined as follows:(
E(z)
E˜(z)
)
:= U(z) ·
(
F (z)
F˜ (z)
)
.
Then F1 is a g.r.c.d of F and F˜ if and only if F1 is a g.r.c.d of E and E˜.
(ii) Let F˜ ∈ Pp×q,C and let U ∈ P(p+q)×(p+q),C be unimodular. Let E ∈ Pp×p,C and
E˜ ∈ Pp×q,C be defined as follows:(
E(z), E˜(z)
)
:=
(
F (z), F˜ (z)
)
· U(z).
Then F1 is a g.l.c.d of F and F˜ if and only if F1 is a g.l.c.d of E and E˜.
Proof. The proof for (i): Suppose that F1 is a g.r.c.d of F and F˜ . An application
of Proposition 2.17 reveals that there exists a unimodular UR ∈ P(p+q)×(p+q),C such
that (2.4) holds. Let, for z ∈ C,
U˜(z) := UR(z)(U(z))−1.
Then, by Remark 2.5, U˜ is unimodular. It follows from (2.4) that
U˜(z) ·
(
E(z)
E˜(z)
)
=
(
F1(z)
0q×p
)
.
Due to Proposition 2.17 again, we obtain that F1 is a g.r.c.d of E and E˜.
Conversely, suppose that F1 is a g.r.c.d of E and E˜. By Proposition 2.17, there
exists a unimodular UR ∈ P(p+q)×(p+q),C such that
UR(z) ·
(
E(z)
E˜(z)
)
=
(
F1(z)
0q×p
)
. (2.7)
Let
U˜R(z) := UR(z)U(z).
Then we turn (2.7) into
U˜R(z) ·
(
F (z)
F˜ (z)
)
=
(
F1(z)
0q×p
)
. (2.8)
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A combination of (2.8) and the fact that U˜R is unimodular reveals that F1 is a g.r.c.d
of F and F˜ .
The proof for (ii) is analogous and thus omitted here.
Proposition 2.20. Let p ∈ N. Let F , F˜ , W , W˜ ∈ Pp×p,C. Let F1 be a g.r.c.d of F
and F˜ and let F2 be a g.r.c.d of WF and W˜ F˜ . Then
σ(F1) ∪ σ(W ) ∪ σ(W˜ ) = σ(F2) ∪ σ(W ) ∪ σ(W˜ ). (2.9)
Proof. F1 is a common right divisor of WF and W˜ F˜ , which implies that
σ(F1) ⊆ σ(F2). (2.10)
In the case that σ(F2) ⊆ σ(W )∪σ(W˜ ), by (2.10) we easily obtain (2.9). Suppose that
σ(F2) 6⊆ σ(W )∪σ(W˜ ) and there exists a z0 ∈ C such that z0 ∈ σ(F2)\
(
σ(W ) ∪ σ(W˜ )
)
.
Then detF2(z0) = 0 and then det(W (z0)F (z0)) = 0 and det(W˜ (z0)F˜ (z0)) = 0.
Since both W (z0) and W˜ (z0) are nonsingular, detF (z0) = 0 and detF˜ (z0) = 0. So
z0 ∈ σ(F ) ∩ σ(F˜ ), or equivalently, z0 ∈ σ(F1), which means that
σ(F2) \ (σ(W ) ∪ σ(W˜ )) ⊆ σ(F1) \ (σ(W ) ∪ σ(W˜ )). (2.11)
Then (2.9) follows from (2.10) and (2.11).
Adopting the analogous proof as in Proposition 2.20, we have that
Proposition 2.21. Let p ∈ N. Let F , F˜ , W , W˜ ∈ Pp×p,C. Let F1 be a g.l.c.d of F
and F˜ and let F2 be a g.l.c.d of FW and F˜ W˜ . Then
σ(F1) ∪ σ(W ) ∪ σ(W˜ ) = σ(F2) ∪ σ(W ) ∪ σ(W˜ ). (2.12)
We conclude this section with some facts regarding to the g.r.c.ds (resp. g.l.c.ds)
of composite matrix polynomials.
Definition 2.22. Let p, q, n ∈ N. Let f ∈ P1×1,C and let F ∈ Pp×q,n,C be defined as
follows
F (z) =
n∑
k=0
An−kzk,
where Ak ∈ Cp×q for k ∈ Z0,n. Let F ◦ f : C→ Cp×q be defined by
F ◦ f(z) := F (f(z)) =
n∑
k=0
An−k · (f(z))k.
Then we call F ◦ f the composite polynomial of F and f .
Remark 2.23. Let p, q,m, n ∈ N. Let F ∈ Pq×p,n,C such that σ(F ) 6= ∅ and let
f ∈ P1×1,m,C. Then F ◦ f ∈ Pq×p,mn,C. Moreover, suppose that λ ∈ C. Then the
following statements are equivalent:
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(i) λ ∈ σ(F ◦ f).
(ii) f(λ) ∈ σ(F ).
(iii) There exists a λ0 ∈ σ(F ) such that λ ∈ σ(fλ0), where fλ0(z) := f(z) − λ0 for
z ∈ C.
Remark 2.24. Let p, q ∈ N and let α, β ∈ C. Let F , F˜ ∈ Pp×q,C and let f ∈ P1×1,C.
Then
(αF + βF˜ ) ◦ f = α · (F ◦ f) + β · (F˜ ◦ f).
Remark 2.25. Let p, q, r ∈ N. Let F ∈ Pp×q,C, F˜ ∈ Pq×r,C and let f ∈ P1×1,C. Then
(F · F˜ ) ◦ f = F ◦ f · F˜ ◦ f.
Proposition 2.26. Let p, q ∈ N. Let f ∈ P1×1,C and let F ∈ Pp×p,C be regular.
(i) Let F˜ ∈ Pq×p,C. Let F1 ∈ Pp×p,C. If F1 is a g.r.c.d of F and F˜ , then F1 ◦ f is
a g.r.c.d of F ◦ g and F˜ ◦ f .
(ii) Let F˜ ∈ Pp×q,C. Let F1 ∈ Pp×p,C. If F1 is a g.l.c.d of F and F˜ , then F1 ◦ f is
a g.l.c.d of F ◦ f and F˜ ◦ f .
Proof. Here we only give the proof for (i), since (ii) is analogously verified and thus
omitted.
Suppose that F1 is a g.r.c.d of F and F˜ . Then due to Proposition 2.17, there exists
a unimodular UR ∈ P(p+q)×(p+q),C and a F1 ∈ Pq×p,C such that (2.4) holds. Let UR
be splited into a 2 by 2 block matrix as follows:
UR :=
(
U11 U12
U21 U22
)
,
where U11 ∈ Pp×p,C, U12 ∈ Pp×q,C, U21 ∈ Pq×p,C and U22 ∈ Pq×q,C. Then the
comparison of both sides of (2.4) gives that
U11(z) · F (z) + U12(z) · F˜ (z) = F1(z), (2.13)
U21(z) · F (z) + U22(z) · F˜ (z) = 0q×p. (2.14)
By substituting f(z) for z in the formulas (2.13) and (2.14), we obtain that
U11 ◦ f(z) · F ◦ f(z) + U12 ◦ f(z) · F˜ ◦ f(z) = F1 ◦ f(z),
U21 ◦ f(z) · F ◦ f(z) + U22 ◦ f(z) · F˜ ◦ f(z) = 0q×p,
or equivalently,
UR ◦ f(z) ·
(
F ◦ f(z)
F˜ ◦ f(z)
)
=
(
F1 ◦ f(z)
0q×p
)
.
On the other hand, using the fact that UR is unimodular, apparently we have det
UR(f(z)) ∈ C\{0}, which implies that UR ◦f is unimodular. Due to Proposition 2.17
again, we get that F1 ◦ f is a g.r.c.d of F ◦ f and F˜ ◦ f .
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3 Matrix sequences and their connection
to truncated matricial moment
problems
In this chapter, we present a short introduction to moment sequences of matrix
measures on the real axis and the real semiaxis, which appear in the Hamburger ma-
trix moment problem and the Stieltjes matrix moment problem, respectively. Here,
we will emphasize the importance of the moment sequence of matrix measures for the
solvability of these moment problems. First, some terminologies for matrix sequences
and related structured matrices are introduced.
Let p, q ∈ N and let κ ∈ N0 ∪ {∞} and let Cp×qκ be the set of all matrix sequences
over Cp×q indexed by Z0,κ, that is,
Cp×qκ :=
{
(sj)κj=0 : sj ∈ Cp×q for j ∈ Z0,κ
}
.
Let ϕ ∈ N0 and let Cp×p∞,ϕ,H be the subset of Cp×p∞ given by
Cp×p∞,ϕ,H :=
{
(sj)∞j=0 ∈ Cp×p∞ : sj ∈ Cp×pH for j ∈ Z0,ϕ
}
.
In other words, Cp×p∞,ϕ,H is defined as the set of all infinite matrix sequences over Cp×p,
whereby the proceeding ϕ-th elements are Hermitian matrices.
Let S = (sj)j∈N0 ∈ Cp×q∞ . Let ∆ be the shift homomorphism of Cp×q∞ which is
given by
∆S := (sj+1)∞j=0 ∈ Cp×q∞ , (3.1)
and subsequently, for each k ∈ N, let
∆(k)S := (sj+k+1)∞j=0 ∈ Cp×q∞ .
Let k ∈ N0 and let S〈k〉 be the k-th truncated sequence of S given by
S〈k〉 := (sj)kj=0 ∈ Cp×qk . (3.2)
Next we introduce certain structured matrices associated with matrix sequences.
Suppose that p ∈ N, κ ∈ N0 ∪ {+∞} and S := (sj)κj=0 ∈ Cp×pκ . Let k ∈ Z0,κ and let
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S〈I〉k (S ), S〈II〉k (S ), S〈III〉k (S ) and S〈IV〉k (S ) be associated with S as follows:
S〈I〉k (S ) :=

s0 s1 s2 · · · sk
0p s0 s1 · · · sk−1
...
...
...
...
0p 0p 0p · · · s0
 ,
S〈II〉k (S ) :=

sk sk−1 · · · s1 s0
sk−1 sk−2 · · · s0 0p
...
...
...
...
s0 0p · · · 0p 0p
 ,
S〈III〉k (S ) :=

s0 0p 0p · · · 0p
s1 s0 0p · · · 0p
...
...
...
...
sk sk−1 sk−2 · · · s0
 ,
S〈IV〉k (S ) :=

0p 0p · · · 0p s0
0p 0p · · · s0 s1
...
...
...
...
s0 s1 · · · sk−1 sk
 .
We also associate with S the block Hankel matrix H〈l〉k,j(S )
H〈l〉k,j(S ) :=

sl sl+1 sl+2 · · · sl+j
sl+1 sl+2 sl+3 · · · sl+k+1
...
...
...
...
sl+k sl+k+1 sl+k+2 · · · sl+k+j
 ,
where (j, k, l) ∈ N0×N0×N0 such that j+ k+ l ≤ κ, as well as the block row vector
Yj,k and the block column vector Zj,k generated by S
Yj,k(S ) :=

sj
sj+1
...
sk
 , Zj,k(S ) := (sj , sj+1, . . . , sk) ,
where k ∈ Z0,κ. For simplicity we write H〈l〉k (S ) for H〈l〉k,k(S ) and Hk(S ) for
H〈0〉k,k(S ).
Further suppose for k ∈ N0,
L1,k(S ) := s2k − Zk,2k−1(S ) (Hk−1(S ))†Yk,2k−1(S ).
For k ∈ N, L1,k(S ) is the Schur complement Hk(S )/Hk−1(S ) of Hk−1(S ) in
Hk(S ).
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Now our purpose is to introduce a unified terminology for some matricial moment
problems and then to specify two basic types according to the two differently chosen
Ω.
Let Ω be a non-empty Borelian subset of R. Further, let BΩ be the σ-algebra of
all Borelian subsets of Ω, and let Mp≥(Ω) be the set of all nonnegative Hermitian
p × p measures on (Ω,BΩ). Let κ ∈ N0 ∪ {∞} and let Mp≥,κ(Ω) be the set of all
τ ∈Mp≥(Ω) such that the integral
s
(τ)
j :=
∫
Ω
ujτ(du)
exists for each j ∈ Z0,κ. Then we consider the following truncated matrix moment
problems:
Problem M[Ω; (sj)nj=0,=]. Let n ∈ N0 ∪ {∞} and let (sj)nj=0 ∈ Cp×pn . Describe
the set Mp≥[Ω; (sj)nj=0,=] of all τ ∈ Mp≥,κ(Ω) for which s(τ)j = sj is fulfilled for all
j ∈ Z0,n.
Problem M[Ω; (sj)nj=0,≤]. Let n ∈ N0 and let (sj)nj=0 ∈ Cp×pn . Describe the set
Mp≥[Ω; (sj)nj=0,≤] of all τ ∈ Mp≥,κ(Ω) for which s(τ)n − sn is nonnegative Hermitian
and, in the case n > 0, moreover, s(τ)j = sj is fulfilled for all j ∈ Z0,n−1.
The following discussions will be divided into the cases when Ω is chosen to be R
and [0,∞), respectively. First we consider the case that Ω = R, which is connected to
matrical versions of the classical truncated Hamburger moment problem. This matrix
moment problem was intensely investigated in the literature(see, e.g. Kovalishina
[55], Dym [22], Bolotnikov [7], Chen and Hu [13, 14], Fritzsche, Kirstein, Mädler
[30, 33] and their joint work with Dyukarev and Thiele [28], and [46]). In order to
explain some criteria of the solvability of the truncated Hamburger matrix moment
problems, we will introduce some classes of matrix sequences below.
Definition 3.1. Letm ∈ N0∪{∞} and let S ∈ Cp×p2m . Then S is called Hankel non-
negative definite (resp. Hankel positive definite) if the block Hankel matrixHm(S ) is
nonnegative Hermitian (resp. positive Hermitian). We denote byH≥p,2m (resp. H>p,2m)
the set of all Hankel nonnegative definite (resp. Hankel positive definite) sequences
(sj)2mj=0 of Cp×p. A sequence (sj)2mj=0 is called Hankel nonnegative definite extendable
if there exist matrices s2m+1 and s2m+2 from Cp×p such that (sj)2m+2j=0 ∈ H≥p,2m+2. A
sequence (sj)2m+1j=0 is called Hankel nonnegative definite extendable if there exists a
matrix s2m+2 ∈ Cp×p2m+2 such that (sj)2m+2j=0 ∈ H≥p,2m+2. For n ∈ N we denote by H≥,ep,n
the set of all Hankel nonnegative definite extendable sequences S ∈ Cp×pn .
The solvability of the truncated Hamburger matrix moment problems will be de-
scribed in the following two theorems.
Theorem 3.2. (see [30, Theorem 6.6] or [13, Theorem 3.1]) Let m ∈ N and let
(sj)2mj=0 ∈ Cp×p2m . ThenMp≥[R; (sj)2mj=0,=] 6= ∅ if and only if (sj)2mj=0 ∈ H≥,ep,2m.
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Theorem 3.3. (see [13, Theorem 3.2]) Let m ∈ N and let (sj)2mj=0 ∈ Cp×p2m . Then
Mp≥[R; (sj)2mj=0,≤] 6= ∅ if and only if (sj)2mj=0 ∈ H≥p,2m.
Next our attention turns to the case of Ω = [0,∞). In this case, it is referred
here to the truncated Stieltjes matrix moment problem. For the intense study of this
matrix moment problem, we refer the reader to Adamyan and Tkachenko [1, 2], Andô
[3], Bolotnikov [6, 7, 8], Bolotnikov and Sakhnovich [9], Chen and Hu [15], Chen and
Li [16], Dyukarev [24, 27], Hu and Chen [45]. In the following we introduce some
matrix sequences related to the truncated Stieltjes matrix moment problem.
Definition 3.4. Let n ∈ N0 ∪ {∞} and let (sj)nj=0 ∈ Cp×pn . Then (sj)nj=0 is called
Stieltjes nonnegative definite (resp. Stieltjes positive definite) if (sj)
2[n2 ]
j=0 ∈ H≥p,2[n2 ] and
(sj+1)
2[n−12 ]
j=0 ∈ H≥p,2[n−12 ] (resp. (sj)
2[n2 ]
j=0 ∈ H>p,2[n2 ] and (sj+1)
2[n−12 ]
j=0 ∈ H>p,2[n−12 ]). We
denote by K≥p,n (resp. K>p,n) the set of all Stieltjes nonnegative definite (resp. Stieltjes
positive definite) sequences (sj)nj=0 of Cp×p. Let n ∈ N and (sj)nj=0 ∈ Cp×pn . Then
(sj)nj=0 is called Stieltjes nonnegative definite extendable if there exists a complex
p× p matrix sn+1 such that (sj)n+1j=0 ∈ K≥p,n+1. For n ∈ N we denote by K≥,ep,n the set
of all Stieltjes nonnegative definite extendable sequences (sj)nj=0 from Cp×p.
Remark 3.5. [27, Remark 4.5] If p, n ∈ N, then K>p,n ⊆ K≥,ep,n .
Remark 3.6. Let m ∈ N and let (sj)2mj=0 be from Cp×p. By Definitions 3.1 and 3.4,
we have
(i) (sj)2mj=0 ∈ K≥,ep,2m if and only if (sj)2mj=0 ∈ H≥p,2m and (sj+1)2m−1j=0 ∈ H≥,ep,2m−1.
(ii) (sj)2m−1j=0 ∈ K≥,ep,2m−1, if and only if (sj+1)2m−2j=0 ∈ H≥p,2m−2 and (sj)2m−1j=0 ∈
H≥,ep,2m−1.
Now we recall the well known solvability criteria of the truncated Stieltjes matrix
moment problems (see e.g., Lemma 1.7 of [7], Lemma 1.2 of [15], Theorem 1.4 of [27],
Theorem 1.1 of [45]).
Theorem 3.7. Let n ∈ N and let (sj)nj=0 ∈ Cp×pn . Then Mp≥[[0,∞); (sj)nj=0,≤] 6= ∅
if and only if (sj)nj=0 ∈ K≥p,n.
Theorem 3.8. Let n ∈ N and let (sj)nj=0 ∈ Cp×pn . Then Mp≥[[0,∞); (sj)nj=0,=] 6= ∅
if and only if (sj)nj=0 ∈ K≥,ep,n .
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4 Matrix fraction description and some
related topics
Up until the 1960s there was little study of the internal state of linear systems in
the literature. The famous state space theory, as initiated by Kalman [50, 51, 52]
and Livs˘ic [64], emerged to fill this vacancy and, moreover, provided us with the
important language for the study of multivariable linear systems. Later, aware of
the lack of transparency in the state space approach, such pioneers as Rosenbrock
[69], Popov [67], Wolovich [71] et al. developed a better approach called “polynomial
systems theory”.
As an important tool in this theory, matrix fraction description inherits the power
of scalar transfer function and, moreover, offers a better understanding of the con-
nection between the “polynomial systems theory” and the state space theory. Hence,
this approach obtains a natural generalization from the single input-single output
transfer function to multiple input-multiple output cases.
In this chapter we look more closely at the previously mentioned matrix fraction
description. More specifically, we choose two dual types of matrix fraction descrip-
tions, namely normalized left (resp. right) matrix fraction description (for short
NLFD (resp. NRFD)), for the study of strictly proper transfer function matrices G.
In Section 4.1 we check the existence of NRFD (resp. NLFD) for G and give a
realization from the SMP of G to its NRFD (resp. NLFD). As a result, by virtue of
the SMP of G we characterize the case that G is a Hermitian strictly proper transfer
function matrix.
Section 4.2 subsequently considers a particular sequence of Hermitian transfer func-
tion matrices (Gk)mk=1, which is connected with an infinite matrix sequence S such
that S〈2k−1〉 is the SMP of Gk. We are furthermore able to find out some correspon-
dences between NRFDs (resp. NLFDs) of (Gk)mk=1 and a monic orthogonal system
of matrix polynomials with respect to S .
4.1 Realization of Matrix fraction description from Markov
parameters
In order to familiarize the reader with transfer function matrices and their matrix
fraction description, we begin this section by recalling the role of transfer function in
the single-input single-output (SISO) continuous-time linear systems.
The dynamics of a linear continuous-time system (A,B,C,D) with zero initial
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state is described by the following system of equations{
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
with x(0) = 0, where x is the state vector, u is the input, y is the output and A, B,
C and D are some square matrices. The related transfer function
G(s) = C(sI −A)−1B +D = CAdj(sI −A)Bdet(sI −A) +D
is the ratio between the Laplace transform of output y and the Laplace transform of
input x.
Definition 4.1. A map g : C → C is called a transfer function if g is a rational
function that is represented by
g(z) = n(z)(d(z))−1,
where n, d ∈ P1×1,C. Here we denote by N(g) the set of all poles of g. More
particularly, g is called a proper (strictly proper, resp.) transfer function if deg n ≤
deg d (deg n < deg d, resp.).
We pay attention to some multivariable analogs for SISO systems. For the com-
prehensive study of multiple-input multiple-output linear system, we refer the reader
to the monographs by T. Kailath [49] and C.T. Chen [12].
Definition 4.2. A map G : C → Cp×q is called a transfer function matrix if G is
a p× q matrix of transfer functions G(z) := (gjk(z))p,qj,k=1, where gjk(z) is a rational
transfer function that relates input of actuator j to output of sensor k. More specially,
(i) G is called strictly proper (proper, resp.) if for each j ∈ Z1,p and k ∈ Z1,q, gjk
is a strictly proper (proper, resp.) rational transfer function.
(ii) G is called unitary if for z ∈ C,
G(z) · (G(z¯))∗ ≡ Ip,
(G(z¯))∗ ·G(z) ≡ Iq.
(iii) G is called Hermitian if for z ∈ C,
G(z) ≡ (G(z¯))∗.
(iv) G is called para-Hermitian if for z ∈ C,
G(z) ≡ (G(−z¯))∗.
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We denote by Tp,q (resp. T p,q) the set of all transfer function matrices (resp. strictly
proper transfer function matrices) of size p× q.
Remark 4.3. Let p ∈ N and let G ∈ Tp,p. Then G is unitary if and only if G∨ is
unitary.
Definition 4.4. Let p, q ∈ N and let G ∈ Tp,q. A pair (N,D) ∈ Pq×q,C × Pp×q,C is
called a right matrix fraction description (RFD for short) for G if
G(z) = N(z) · (D(z))−1, z ∈ C. (4.1)
Definition 4.5. Let p, q ∈ N and let G ∈ Tp,q. A pair (N,D) ∈ Pp×q,C × Pp×p,C is
called a left matrix fraction description (LFD for short) for G if
G(z) = (D(z))−1N(z), z ∈ C. (4.2)
Definition 4.6. Let p ∈ N.
(i) Let G ∈ Tp,p and let (N,D) be an RFD for G. Then (N,D) is called irreducible
if N and D are right coprime.
(ii) Let G ∈ Tp,p and let (N,D) be a LFD for G. Then (N,D) is called irreducible
if N and D are left coprime.
Proposition 4.7. [12, Theorem 7.8] Let p ∈ N.
(i) Let G ∈ Tp,p and let (N,D) be an irreducible RFD for G. Suppose that D is
column reduced. Then G ∈ T p,p if and only if
degk N < degk D, ∀k ∈ Z1,p.
(ii) Let G ∈ Tp,p and let (N,D) be an irreducible LFD for G. Suppose that D is
column reduced. Then G ∈ T p,p if and only if
degk N < degk D, ∀k ∈ Z1,p.
Next we will seek the connection between strictly proper transfer function matrices
and normalized matrix fraction descriptions. The latter are our main consideration
in this chapter as important types of matrix fraction description.
Definition 4.8. Let p, q ∈ N.
(i) Let G ∈ Tp,q and let (N,D) be an RFD for G. (N,D) is called a strictly proper-
type right matrix fraction description for G if deg N < degD. Moreover, (N,D)
is called an normalized right matrix fraction description (NRFD for short) for
G if (N,D) is a strictly proper-type right matrix fraction description for G and
D is monic.
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(ii) Let G ∈ Tp,q and let (N,D) be a LFD for G. (N,D) is called a strictly proper-
type left matrix fraction description for G if deg N < deg D. Moreover, (N,D)
is called an normalized left matrix fraction description (NLFD for short) for G
if (N,D) is a strictly proper-type left matrix fraction description for G and D
is monic.
Given a transfer function matrix G ∈ T p,p, we can find an NRFD and an NLFD
of G.
Proposition 4.9. Let p ∈ N and let G ∈ Tp,p. Then the following statements are
equivalent:
(i) G ∈ T p,p.
(ii) There exists an NRFD for G.
(iii) There exists an NLFD for G.
Proof. The proof for “(i) =⇒ (ii) and (iii)”: Let G(z) := (gjk(z))pj,k=1 ∈ T p,p, where
gjk(z) :=
njk(z)
djk(z)
, ∀j, k ∈ Z1,p.
is a strictly proper transfer function (deg njk <deg djk). Further let d be the monic
least common multiple of g11, g12, . . ., gpp such that the following equations
d(z) = gjk(z)rjk(z), ∀j, k ∈ Z1,p
hold, where rjk ∈ P1×1,C for j, k ∈ Z1,p. Then we construct two matrix polynomials
N(z) := (njk(z)rjk(z))pj,k=1 and D(z) := d(z)Ip for z ∈ C. So (N,D) is an NRFD for
G and an NLFD for G.
The proof for “(ii) =⇒ (i)”: Suppose that (N,D) is an NRFD for G and m :=deg
D. Further suppose that for z ∈ C, N(z) := (njk(z))pj,k=1 and, for j, k ∈ Z1,p, djk(z)
is the (j, k) minor of D(z). Then
G(z) =N(z)D−1(z) = N(z)Adj(D(z)) (det(D(z)))−1
=
(
g˜jk(z)
det(D(z))
)p
j,k=1
,
where
g˜jk(z) :=
p∑
l=1
(−1)l+knjl(z)dkl(z), z ∈ C.
Since
deg g˜jk ≤ max
l∈Z1,p
{deg njl + deg dkl}
< m+ (m− 1)p ≤ mp = deg det(D(z)),
we hence obtain G ∈ T p,p.
The proof for “(iii) =⇒ (i)” is analogous to that for “(ii) =⇒ (i)” and therefore
omitted here.
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Now we are going to recall the definition of the Markov parameters of the strictly
proper transfer function matrices.
Let p, q ∈ N and let G := (gjk(z))p,qj,k=1 ∈ T p,q. For every j ∈ Z1,p and k ∈ Z1,q,
assume that gjk is represented by the following Laurent series
gjk(z) =
∞∑
l=−1
z−(l+1)s〈j,k〉l
for each z ∈ C and |z| > max
λ∈N(gjk)
|λ|, where s〈j,k〉l ∈ C for l ∈ Z−1,∞. Let sl :=
(s〈j,k〉l )
p,q
j,k=1 for l ∈ Z−1,∞ and let S := (sl)∞l=0 ∈ Cp×p∞ . Accordingly, G is represented
by the following Laurent series
G(z) =
∞∑
l=−1
z−(l+1)sl
for each z ∈ C and |z| > max
j∈Z1,p
k∈Z1,m
max
λ∈N(gjk)
|λ|. In this case, we call S is the extended
sequence of Markov parameters (or short SMP) of G. Moreover, let k ∈ N0. Then
we call S〈k〉 the k-th SMP of G if S is the SMP of G.
Definition 4.10. Let F ∈ Pp×p,n,C be monic as in (2.1). Then the first companion
matrix C〈1〉F of F is defined via
C〈1〉F :=

0p Ip · · · 0p
...
...
. . .
...
0p 0p · · · Ip
−An −An−1 · · · −A1
 ∈ Cpn×pn
and, analogously, the second companion matrix C〈2〉F of F is defined via
C〈2〉F :=

0p · · · 0p −An
Ip · · · 0p −An−1
...
. . .
...
...
0p · · · Ip −A1
 ∈ Cpn×pn.
Starting from a given sequence of complex p× p matrices, we construct a transfor-
mation of matrix polynomials in the following way.
Definition 4.11. Let κ ∈ N0 ∪ {∞} and let n ∈ Z0,κ. Let S ∈ Cp×pκ and let
F ∈ Pp×p,n,C be as in (2.1). Let F 〈S 〉 : C→ Cp×p be defined by
F 〈S 〉(z) :=

0p, n = 0,
(An−1, An−2, . . . , A0)S〈III〉n−1 (S )

Ip
zIp
...
zn−1Ip
 , n ∈ N.
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We call F 〈S 〉 left S -associated with respect to F .
Further let F {S } : C→ Cp×p be defined by
F {S }(z) :=

0p, m = 0,
(Ip, zIp, . . . , zn−1Ip)S〈I〉n−1(S )

An−1
An−2
...
A0
 , n ∈ N.
We call F {S } right S -associated with respect to F .
Remark 4.12. Let n ∈ N. Let S ∈ Cp×pn−1,∞ and let F ∈ Pp×p,n,C. Then F˜ is left
S -associated with respect to F if and only if F˜∨ is right S -associated with respect
to F∨.
In the following we concerned with the realization from the SMPs of strictly proper
transfer function matrices to their NRFDs (resp. NLFDs).
Proposition 4.13. Let p, q ∈ N and let G ∈ T p,p. Let S ∈ Cp×p∞ be the SMP of G.
(i) Suppose that there exists an m ∈ N and a monic matrix polynomial D ∈
Pp×p,m,C such that for l ∈ Z1,∞,
H〈l〉m (S ) = Hm(S )(C
〈2〉
D )
l (4.3)
and suppose that N is right S -associated with D. Then (N,D) is an NRFD
for G.
(ii) Conversely, suppose that (N,D) is an NRFD for G and m :=deg D. Then
(4.3) holds for l ∈ Z1,∞ and N is right S -associated with D.
Proof. The proof of (i): Suppose that there exists anm ∈ N and a monic matrix poly-
nomial D ∈ Pp×p,m,C such that (4.3) holds for l ∈ Z1,∞. Let D(z) := ∑mj=0 zm−jDj ∈
Pp×p,m,C, where D0 := Ip. We rewrite (4.3), by comparing its both sides, into the
following form:

sm · · · s0 0p · · · 0p
sm+1 · · · s1 s0 · · · 0p
...
...
...
. . .
...
sm+l · · · sl sl−1 · · · s0


Ip
D1
...
Dm
0lp×p
 = 0(l+1)p×p. (4.4)
Let N be right S -associated with D and admit the following representation N(z) :=
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∑m−1
j=0 z
m−1−jNj . It follows from (4.4) that
N0
N1
...
Nm−1
0(k−m+2)p×p
 = S
〈III〉
k+1 (S )

Ip
D1
...
Dm
0(k−m+1)p×p
 , (4.5)
for each k ∈ Z0,n−1, which implies that
N(z) =
 ∞∑
j=0
z−(j+1)sj
 ·D(z). (4.6)
Right multiplication of both sides in (4.6) by D−1 yields that
N(z)(D(z))−1 =
∞∑
j=0
z−(j+1)sj (4.7)
holds for each each z ∈ C and |z| >max{|λ| : λ ∈ σ(D)}. HenceG(z) = N(z)(D(z))−1
and then (N,D) is an NRFD for G.
The proof of (ii): Conversely, suppose that (N,D) is an NRFD for G. Then (4.7)
holds and, using the right multiplication of both sides in (4.7) by D, the equal-
ity(4.6) is verified. Comparing the both sides of (4.6) term by term, we have (4.5)
or, equivalently, (4.3) and the fact that N is right S -associated with D.
By adopting analogous approach as in Proposition 4.13, we have
Proposition 4.14. Let p ∈ N and let G ∈ T p,p. Let S ∈ Cp×p∞ be the SMP of G.
(i) Suppose that there exists an m ∈ N and a monic D ∈ Pp×p,m,C such that for
l ∈ N,
H〈l〉m (S ) = (C
〈1〉
D )
lHm(S ). (4.8)
Then (N,D) is an NLFD for G, where N is left S -associated with D.
(ii) Conversely, suppose that (N,D) is an NLFD for G. Then (4.8) holds for l ∈ N
and N is left S -associated with D.
Next we point out the connection between Hermitian strictly transfer function
matrices and their truncated Markov parameters.
Proposition 4.15. Let p, n ∈ N. Let G ∈ T p,p and let (N,D) be an NRFD for G.
Let S ∈ Cp×p∞ be the SMP of G. Then the following statements are equivalent:
(i) S ∈ Cp×p∞,n,H , where n :=deg N+deg D.
(ii) G is Hermitian.
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(iii) S ∈ Cp×p∞,∞,H .
Proof. The implication “(i)=⇒ (ii)”: Let S := (sj)j∈N0 . Let m :=deg D, l :=deg N
(m+ l = n, m > l) and let
D(z) := Dm +Dm−1z + · · ·+D1zm−1 +D0zm,
N(z) := Nl +Nl−1z + · · ·+N1zl−1 +N0zl.
Then applying (ii) of Proposition 4.13 gives that
0(m−l)p×p
Nl
...
N0
 = S〈I〉m (∆(m−l−1)S )

Dm
Dm−1
...
D0
 . (4.9)
and for l ∈ Z1,∞,
H〈l〉m (S ) = Hm(S )(C
〈2〉
D )
l. (4.10)
Let G ∈ Pp×p,m+l be given by
G(z) := D∨(z)N(z).
Suppose that G has the following form:
G(z) =: R0 +R1z + · · ·+Rm+lzm+l.
Assume further that for k ∈ Z1,m+l, Ek := (δt,k−jIp)kt,j=0 ∈ Cjp×jp, where for each
t, j ∈ Z0,j ,
δt,j :=
{
1, if t = j,
0, if t 6= j,
is the Kronecker delta function and for k ∈ Z0,m+l,
Wk :=

(
0(k−l)p×(k−l)p 0(k−l)p×(m+l+1−k)p
0(m+l+1−k)p×(k−l)p Em+l−k
)
, if k ∈ Zl+1,l+m,
Em, if k = l,(
Em+k−l 0(m+k+1−l)p×(l−k)p
0(l−k)p×(m+k+1−l)p 0(l−k)p×(l−k)p
)
, if k ∈ Z0,l−1.
Then for k ∈ Z0,n,
Rk =
(
D∗m · · · D∗0
)
Wk

0(m−l)p×p
Nl
...
N0

=
(
D∗m · · · D∗0
)
WkS〈I〉m (∆(m−l−1)S )

Dm
...
D0
 (4.11)
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If k = l, then by (4.11),
Rk =
(
D∗m · · · D∗0
)
S〈IV〉m (∆(m−l−1)S )

Dm
...
D0
 = R∗k.
If k ∈ Zl+1,n, then by (4.11),
Rk =
(
D∗m · · · D∗0
)( 0(k−l)p×(k−l)p 0(k−l)p×(n+1−k)p
0(n+1−k)p×(k−l)p S〈IV〉n−k(∆(m−l−1)S )
)
Dm
...
D0

= R∗k.
If k ∈ Z0,l−1, then
Rk =
(
D∗m · · · D∗0
)

0p · · · sm−l−1 · · · sm−k−1
... . .
. ...
...
sm−l−1 · · · s2m+k−2l−1 · · · s2m−l−1
0p · · · 0p · · · 0p
...
...
...
0p · · · 0p · · · 0p


Dm
...
D0

=
(
D∗m · · · D∗0
)(S〈IV〉m+k−l(∆(2m+k−2l−1)S ) 0(m+k+1−l)p×(l−k)p
0(l−k)p×(m+k+1−l)p −H〈2m+k+1−2l〉l−k−1 (S )
)
Dm
...
D0

= R∗k,
where the 1st equality is due to (4.11) and the 2nd equality is due to (4.10).
It follows that
G(z) = G∨(z), z ∈ C,
or equivalently, F is Hermitian.
The implications “(ii)=⇒ (iii)” and “(iii)=⇒ (i)” are obvious.
4.2 The interrelation between Hermitian transfer function
matrices and monic orthogonal system of matrix
polynomials
With regard to Hermitian transfer function matrices, we start this section by con-
sidering the monic matricial orthogonal polynomial systems, which we will very gener-
ally consider with respect to a matrix sequence over Cp×p. These matricial orthogonal
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polynomial systems are originated from M.G. Kre˘ın [57]. Let us recall some related
definitions.
Let P ∈ Pp×p,C be defined as P (z) := ∑∞j=0 zjAj . For all n ∈ N0, let then Z [P ]n :=
[A0, A1, . . . , An] be the row vector whose entries are Aj and Y [P ]n :=col(Aj)nj=0 be the
column vector whose entries are Aj , where (Aj)∞j=0 ∈ Cp×p∞ is uniquely determined
by the representation of P .
Definition 4.16. Let m ∈ N ∪ {∞} and let S ∈ Cp×p∞ . For each k ∈ Z0,m, let
Pk ∈ Pp×p,k,C. Then (Pk)mk=0 is called a monic right (resp. left) orthogonal system
of matrix polynomial (MROSMP (resp. MLOSMP)) of order m with respect to S if
for all j, k ∈ Z0,m with j 6= k,
(Y [Pj ]m )∗Hm(S )Y [Pk]m = 0p
(resp. Z [Pj ]m Hm(S )(Z [Pk]m )∗ = 0p).
Definition 4.17. Let m ∈ N0. A map
ψ : Pp×p,m,C × Pp×p,m,C → Cp×p
is called left (resp. right) sesquilinear in Pp×p,m,C if for any F1, F2, G1, G2 ∈ Pp×p,m,C
and any a1, a2 ∈ Cp×p,
ψ(F1 + F2, G1 +G2) = ψ(F1, G1) + ψ(F1, G2) + ψ(F2, G1) + ψ(F2, G2)
and
ψ(a1 · F1, a2 ·G1) = a1ψ(F1, G1) + ψ(F1, G1)a∗2
(resp. ψ(a1 · F1, a2 ·G1) = a∗1ψ(F1, G1) + ψ(F1, G1)a2).
Moreover, ψ is called Hermitian if additionally for any F1, F2 ∈ Pp×p,C,
ψ(F1, F2) = (ψ(F2, F1))∗.
We denote by ΨL(Pp×p,m,C) (resp. ΨR(Pp×p,m,C)) the set of all the left (resp. right)
sesquilinear maps in Pp×p,m,C.
Let m ∈ N0 and, for j ∈ Z0,m, let Ej ∈ Pp×p,j,C be given by
Ej(z) := zjIp, z ∈ C.
Let ψ ∈ ΨL(Pp×p,m,C) ∪ ΨR(Pp×p,m,C). We define the Gram matrix G with respect
to ψ by
G = (ψ(Ej , Ek))mj,k=0. (4.12)
Conversely, let G ∈ C(m+1)p×(m+1)p be given. Then there exists a unique left (resp.
right) sesquilinear map ψ such that (4.12) holds. In this case, we denote G by Gψ
and denote ψ by ψ〈G,L〉 (resp. ψ〈G,R〉).
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Remark 4.18. Suppose that ψ ∈ ΨL(Pp×p,m,C) ∪ ΨR(Pp×p,m,C) is Hermitian. Then
Gψ ∈ C(m+1)p×(m+1)pH . Conversely, suppose that G ∈ C(m+1)p×(m+1)pH . Then ψ〈G,L〉
and ψ〈G,R〉 are Hermitian.
Definition 4.19. Let m ∈ N0. Let F , G ∈ Pp×p,m,C and let ψ ∈ ΨL(Pp×p,m,C) ∪
ΨR(Pp×p,m,C) be Hermitian. Then we say that F and G are orthogonal with respect
to ψ if ψ(F,G) = 0p. Let Fk ∈ Pp×p,k,C for each k ∈ Z0,m. Then we say that (Fk)mk=0
is an orthogonalization of (Ek)mk=0 with respect to ψ if for k, j ∈ Z0,m and k 6= j,
ψ(Fk, Fj) = 0p,
and for k ∈ Z0,m,
Span{F0, . . . , Fk} = Span{E0, . . . , Ek}. (4.13)
Remark 4.20. Let m ∈ N0 and let Pk ∈ Pp×p,k,C for each k ∈ Z0,m. Then (Pk)mk=0
is an orthogonalization of (Ek)mk=0 with respect to ψ if and only if for k ∈ Z1,m and
j ∈ Z0,k−1,
ψ(Pk, Ej) = 0p.
Let m ∈ N and let S ∈ Cp×p. In what follows, we concentrate on MLOSMP and
MROSMP of order m with respect to S for the special cases that S ∈ Cp×p∞,2m,H and
S ∈ Cp×p∞,2m−1,H with relevance to Hermitian matrix fraction description.
Proposition 4.21. Let m ∈ N0 and let S ∈ Cp×p∞,2m,H . Let Pj ∈ Pp×p,j,C be monic
for j ∈ Z0,m. (Pj)mj=0 is an MLOSMP (resp. MROSMP) with respect to S if and
only if (Pj)mj=0 is an orthogonalization of (Ej)mj=0 with respect to ψ〈Hm(S ),L〉 (resp.
ψ〈Hm(S ),R〉).
Remark 4.22. Let m ∈ N0 and let S ∈ Cp×p∞,2m,H . Let Pj ∈ Pp×p,j,C be monic for
j ∈ Z0,m. Then (Pj)mj=0 is an MLOSMP of order m with respect to S if and only if
(P∨j )mj=0 is an MROSMP of order m with respect to S .
Proposition 4.23. Letm ∈ N and letS ∈ Cp×p∞,2m,H . Then there exists an MLOSMP
of order m with respect to S if and only if for k ∈ Z1,m,
KerHk−1(S ) ⊆ KerH〈1〉k−1(S ). (4.14)
More specifically, let S ∈ Cp×p2m be such that (4.14) holds. Let P0(z) := Ip and let
Pk ∈ Pp×p,k,C be monic for k ∈ Z1,m. Then (Pk)mk=0 is an MLOSMP of order m with
respect to S if and only if for k ∈ Z1,m,
H〈1〉k−1(S ) = C
〈1〉
Pk
Hk−1(S ). (4.15)
Proof. Assume that (4.14) holds. Then for k ∈ Z0,m, there exists a monic matrix
polynomial Pk ∈ Pp×p,k,C such that (4.15) holds. It follows that
Z
[Pk]
k ·H〈0〉k,k−1(S ) = 0p×kp, (4.16)
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or, equivalently,
Z
[Pk]
k

ψ〈Hk(S ),L〉 (E0, Ej)
...
ψ〈Hk(S ),L〉 (Ek, Ej)
 = 0p, ∀j ∈ Z0,k−1. (4.17)
By using the fact that ψ〈Hk(S ),L〉 ∈ ΨL(Pp×p,m,C), we subsequently have
ψ〈Hk(S ),L〉 (Pk, Ej) = 0p, ∀j ∈ Z0,k−1. (4.18)
A combination of (4.17) and Remark 4.20 indicates that (Pk)mk=0 is an MLOSMP of
order m with respect to S .
Conversely, suppose that there exists an MLOSMP (Pk)mk=0 of orderm with respect
to S . By Remark 4.20 we easily verify (4.18). Then due to the fact again that
ψ〈Hk(S ),L〉 ∈ ΨL(Pp×p,m,C), (4.17) is a direct consequence of (4.18). Then by (4.17)
we can obtain successively (4.16), (4.15) and (4.14).
Analogously, we have
Proposition 4.24. Letm ∈ N and letS ∈ Cp×p∞,2m,H . Then there exists an MROSMP
of order m with respect to S if and only if for k ∈ Z1,m,
CokerHk−1(S ) ⊆ CokerH〈1〉k−1(S ). (4.19)
More specifically, let S ∈ Cp×p∞,2m,H be such that (4.19) holds. Let P0(z) := Ip and
let Pk ∈ Pp×p,k,C be monic for k ∈ Z1,m. Then (Pk)mk=0 is an MROSMP of order m
with respect to S if and only if for k ∈ Z1,m,
H〈1〉k−1(S ) = Hk−1(S )C
〈2〉
Pk
.
Proof. Use Proposition 4.23 and Remark 4.22.
From Proposition 4.23 (resp. Proposition 4.24) we remark that the existence and
formulation of MLOSMP (resp. MROSMP) of order m with respect to S depend
uniquely on S〈2m−1〉. Hence Propositions 4.23 and 4.24 hold as well when the con-
dition S ∈ Cp×p∞,2m,H is replaced by S ∈ Cp×p∞,2m−1,H .
Remark 4.25. Let m ∈ N and let S ∈ Cp×p∞,2m−1,H . From Proposition 4.23 we can see
that there exists a unique MLOSMP (resp. MROSMP) of order m with respect to
S if and only if S〈2m−2〉 ∈ H>p,2m−2.
Remark 4.26. Let m ∈ N and let S ∈ Cp×p∞,2m−1,H . Then (Pk)mk=0 is a MLOSMP of
order m with respect to S if and only if (P∨k )mk=0 is a MROSMP of order m with
respect to S .
In view of [17, Lemma E.3], one can see that
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Remark 4.27. Let m ∈ N and let S ∈ Cp×p∞,2m−1,H . Let (Pk)mk=0 be a MLOSMP of
order m with respect to S〈2m−1〉. Then for each k ∈ Z0,m, Qk is left (resp. right)
S -associated with respective to Pk if and only if for each k ∈ Z0,m and each u ∈ C,
Qk(u) = ψ〈Hm(S ),L〉(P
[u]
k , E0),
(resp. Qk(u) = ψ〈Hm(S ),R〉(E0, P [u]k ), )
where P [u]k is the unique matrix polynomial in the set of Pp×p,C which fulfills
(z − u)P [u]k (z) = Pk(z)− Pk(u).
We conclude this chapter with the connection between NLFD (resp. NRFD) for
Hermitian transfer function matrices and MLOSMP (resp. MROSMP).
Proposition 4.28. Let p, n ∈ N and let S ∈ Cp×p∞,n−1,H . Let Gk ∈ Tp,p be Hermitian
for each k ∈ Z1,[n2 ] and letS〈2k−1〉 ∈ C
p×p
2k−1 be the (2k−1)-th SMP of Gk. Suppose that
Pk ∈ Pp×p,k,C and Qk ∈ Pp×p,C for each k ∈ Z0,[n2 ] and P0(z) := Ip and Q0(z) := 0p.
Then for k ∈ Z1,[n2 ], the pair (Qk, Pk) is a NLFD (resp. NRFD) for Gk if and only
if both following conditions are satisfied:
(i) (Pk)
[n2 ]
k=0 is a MLOSMP (resp. MROSMP) of order [n2 ] with respect to S .
(ii) Qk is left (resp. right) S -associated with respect to Pk, k ∈ Z0,[n2 ].
Proof. Apply Propositions 4.13–4.15, and Propositions 4.23 and 4.24.
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5 The Bezoutian of matrix polynomials
and the inertia problem of matrix
polynomials
The classical Bezoutian, introduced by Sylvester [48], plays an important role
in the study of common divisors, common multiples and stability theory of scalar
polynomials. While studying matrix polynomials, the matricial generalizations of
Bezoutian arise naturally. For a more comprehensive investigation of Bezoutiants in
the general case, the reader is referred to several early works by Anderson and Jury
[4], by Bitmead et al. [10], and by Lerer and Tismenetsky [60].
In Section 5.1, we provide some preliminary results concerning the Anderson-Jury
Bezoutian matrix for the most general case. In connection to some special transfer
function matrices, we seek further important features of the Anderson-Jury Bezoutian
matrix in Section 5.2. We show that, on the one hand, the Bezoutian matrix asso-
ciated with a Hermitian transfer function matrix G is congruent to a block Hankel
matrix generated by the SMP of G. On the other hand, the Bezoutian matrix as-
sociated with a unitary transfer function serves as a key instrument to calculate the
inertia of matrix polynomials with respect to R, as will be shown in Theorem 5.17.
5.1 Preliminaries
We begin this section with an introduction of the Anderson-Jury Bezoutian matrix.
Definition 5.1. Let p ∈ N. Let L and L˜ ∈ Pp×p,C. Moreover, let M , M˜ ∈ Pp×p,C
be such that
M˜(z)L˜(z) = M(z)L(z), z ∈ C. (5.1)
Then the Anderson-Jury Bezoutian matrix B
M˜,M
(L, L˜) associated with the quadru-
ple (M˜, L˜,M,L) is generated via the bilinear form associated with the quadruple
(M˜, L˜,M,L):
(Ip, zIp, . . . , zm−1Ip)BM˜,M (L, L˜)(Ip, uIp, . . . , u
l−1Ip)T
= 1
z − u
[
M˜(z)L˜(u)−M(z)L(u)
]
, (5.2)
where l :=max{deg L, deg L˜} and m :=max{deg M , deg M˜}.
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It is plain to see that the Anderson-Jury Bezoutian matrix B
M˜,M
(L, L˜) is skew-
symmetric with respect to the quadruple (M˜, L˜,M,L), i.e.
B
M˜,M
(L, L˜) = −B
M,M˜
(L˜, L).
Our definition of the Anderson-Jury Bezoutian matrix B
M˜,M
(L, L˜) here seems
slightly different from that in [59, pp. 389–390], in view of the fact that the associating
matrix polynomials M˜ , L˜, M and L are not necessarily confined to be regular. We
admit that the main essential properties of this type of Bezoutian matrix are shown in
the regular case. For some special reasons, however, more general matrix polynomials
are inevitably involved in our investigation. Certainly we usually avoid the special
case that M˜ = M = 0p and, in the event, BM˜,M (L, L˜) = 0mp×lp, which is totally
insignificant. In the particular case that L and L˜ commute, i.e., for each z ∈ C,
L(z)L˜(z) = L˜(z)L(z),
the natural choice of M˜ andM is that M˜ = L andM = L˜. For nontrivial choice of M˜
andM in the generally non-commutative case, we refer the reader to the construction
of the common multiples via spectral theory of matrix polynomials (see [38, Theorem
9.11] for the monic case and [41, Theorem 2.2] for the comonic case).
Let n ∈ N0 and let F ∈ Pp×p,n,C be as in (2.1). Let also S [P ]I,n−1 := (Aj)n−1j=0 and,
for each k ∈ N, S [P ]II,k := (cj)kj=0, where
cj :=
{
An−j , if j ∈ Z0,n,
0p, if j ∈ Zn+1,k,
which are both uniquely determined by the representation of P . For simplicity we
writeS [P ]I andS
[P ]
II forS
[P ]
I,n−1 andS
[P ]
II,n−1, respectively. For a p×q matrix A ∈ Cp×q,
we denote A[j,k] to be the j×k submatrix of A lying at the first j-th rows and the first
k-th columns. The Anderson-Jury Bezoutian matrix B
M˜,M
(L, L˜) can be expressed
in terms of the coefficients of the associated matrix polynomials L, L˜, M and M˜ as
follows (see [60, (1.5), Section 1, p397]):
B
M˜,M
(L, L˜) =

S〈II〉m−1(S [M˜ ]I ) ·
S〈I〉l−1(S [L˜]II )
0(m−l)p×lp

−S〈II〉m−1(S [M ]I ) ·
(
S〈I〉l−1(S [L]II )
0(m−l)p×lp
)
, m > l,
S〈II〉m−1(S [M˜ ]I ) ·
(
S〈I〉l−1(S [L˜]II )
)
[mp,lp]
−S〈II〉m−1(S [M ]I ) ·
(
S〈I〉m−1(S [L]II )
)
[mp,lp]
, m ≤ l.
(5.3)
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Remark 5.2. [4, Remark 2.3] Let p ∈ N. Let L, L˜, M , M˜ ∈ Pp×p,C be such that (5.1)
holds. Let J ∈ Pp×p,C. Then
(i) For each z ∈ C,
M˜(z)
(
L˜+ J · L
)
(z) =
(
M + M˜ · J
)
(z) · L(z),(
M˜ +M · J
)
(z) · L˜(z) =M(z) ·
(
L+ J · L˜
)
(z).
(ii)
B
M˜,M
(L, L˜) = B
M˜,M+M˜J(L, L˜+ JL) = BM˜+MJ,M (L+ JL˜, L˜).
Remark 5.3. Let p ∈ N. Let L, L˜, M , M˜ ∈ Pp×p,C be such that (5.1) holds. Then
B
M˜,M
(L, L˜) =
(
B
L∨,L˜∨(M˜
∨,M∨)
)∗
. (5.4)
Proof. Let l :=max{deg L, deg L˜} and m :=max{deg M , deg M˜}. By Definition
5.1, we have
(Ip, zIp, . . . , zm−1Ip)BM˜,M (L, L˜)(Ip, uIp, . . . , u
l−1Ip)T
= 1
z − u [M˜(z)L˜(u)−M(z)L(u)]
= 1
u− z [L
∨(u¯)M∨(z¯)− L˜∨(u¯)M˜∨(z¯)]∗
=
(
(Ip, u¯Ip, . . . , u¯l−1Ip)BL∨,L˜∨(M˜
∨,M∨)(Ip, z¯Ip, . . . , z¯m−1Ip)T
)∗
=(Ip, zIp, . . . , zm−1Ip)
(
B
L∨,L˜∨(M˜
∨,M∨
)∗
(Ip, uIp, . . . , ul−1Ip)T.
Hence (5.4) holds.
The following result is an immediate consequence of Proposition 2.2 of [4].
Proposition 5.4. Let p ∈ N. Let L, L˜, M , M˜ ∈ Pp×p,C be such that (5.1) holds.
Moreover, let N , N˜ ∈ Pp×p,C. Then
(i) For each z ∈ C,
(N · M˜)(z) · (L˜ · N˜)(z) = (N ·M)(z) · (L · N˜)(z).
(ii) (
B
M˜,M
(L, L˜) 0mp×l1p
0m1p×lp 0m1p×l1p
)
=S〈III〉m+m1−1(S
[N ]
II,m+m1−1)BN ·M˜,N ·M (L · N˜ , L˜ · N˜)S
〈I〉
l+l1−1(S
[N˜ ]
II,l+l1−1),
where m1 :=deg N and l1 :=deg N˜ .
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Recall the definition of the inertia of a matrix: For A ∈ Cp×p, the inertia of A with
respect to iR is defined by the triple
In(A) := (pi(A), ν(A), δ(A)),
where pi(A), ν(A), and δ(A) stand for the number of eigenvalues (counting algebraic
multiplicities) of A with positive, negative, and zero real parts, respectively.
In the following we will introduce some extensions to the inertia of matrix poly-
nomials, which are two of the most important notions in the thesis. We adopt the
notations of [62], which also essentially coincide with the notations of [60] (see [62,
Proposition 2.2]).
Definition 5.5. Let F ∈ Pp×p,n,C. Denote by γ+(F ), γ−(F ), γ0(F ) the number of
zeros of F (counting for multiplicities), lying in the open upper half plane CU , the
open lower half plane CL and on the real axis R (the multiplicity of infinity as a zero
of F is defined to be equal to np), respectively. The triple
γ(F ) := (γ+(F ), γ−(F ), γ0(F ))
is called the inertia of F with respect to R. Analogously, the triple
γ′(F ) := (γ′+(F ), γ′−(F ), γ′0(F ))
is called the inertia of F with respect to iR, replacing open upper half plane by the
open right half plane C+, the open lower half plane by the open left half plane C−,
and the real axis R (including infinity) by the imaginary axis iR (including infinity),
respectively.
By applying Proposition 5.4, we can easily have
Proposition 5.6. Let p, n ∈ N. Let L, L˜, M , M˜ ∈ Pp×p,m,C be such that (5.1)
holds. Moreover, let N ∈ Pp×p,C. Then
In
(
B
N ·M˜,N ·M (L ·N∨, L˜ ·N∨)
)
= In
(
B
M˜,M
(L, L˜)
)
+ (0, 0,m1p),
where m1 :=deg N .
In the following we will show the behaviour of Anderson-Jury Bezoutian matrices
under certain linear combinations of matrix polynomials.
Proposition 5.7. Let L and L˜ ∈ Pp×p,C. Let M and M˜ ∈ Pp×p,C be such that (5.1)
holds. Let a, b, c, d ∈ C be such that ad− bc 6= 0. Let, for z ∈ C,
M˜(z) := aM˜(z) + cM(z), M(z) := bM˜(z) + dM(z),
L(z) := aL(z) + cL˜(z), L˜(z) := bL(z) + dL˜(z).
(i) For z ∈ C,
M˜(z)L˜(z) = M(z)L(z).
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(ii) (
B
M˜,M(L
, L˜) 0m1p×(l−l1)p
0(m−m1)p×l1p 0(m−m1)p×(l−l1)p
)
= (ad− bc)B
M˜,M
(L, L˜),
where l :=max{deg L, deg L˜}, l1 :=max{deg L, deg L˜}, m :=max{deg M ,
deg M˜} and m1 :=max{deg M, deg M˜}.
Proof. By straightforward calculation we have, for z, u ∈ C,
M˜(z)L˜(u)−M(z)L(u)
=(ad− bc)(M˜(z)L˜(u)−M(z)L(u)).
(5.5)
Substituting z for u in the formula (5.5) gives (i).
By plugging (5.5) into (5.2), we obtain that
(Ip, zIp, . . . , zm−1Ip)BM˜,M (L, L˜)(Ip, uIp, . . . , u
l−1Ip)T
=M˜
(z)L˜(u)−M(z)L(u)
(ad− bc)(z − u)
=(ad− bc)−1(Ip, zIp, . . . , zm1−1Ip)BM˜,M(L, L˜)(Ip, uIp, . . . , ul1−1Ip)T
=(Ip, . . . , zm−1Ip)(ad− bc)−1
(
B
M˜,M(L
, L˜) 0m1p×(l−l1)p
0(m−m1)p×l1p 0(m−m1)p×(l−l1)p
)
Ip
...
ul−1Ip
 ,
which implies (ii).
For a given pair of matrix polynomials L and L˜, the Anderson-Jury Bezoutian
matrix B
M˜,M
(L, L˜) depends on the matrix polynomialsM , M˜ chosen to verify (5.1).
However it should be pointed out that, in the regular case, the dimension of the kernel
of B
M˜,M
(L, L˜) is independent of the chosen M˜ and M . More precisely, it coincides
with the number of all the zeros (counting algebraic multiplicities) of a g.r.c.d of L
and L˜:
Proposition 5.8. [60, Theorem 0.2] Let p ∈ N. Let L and L˜ ∈ Pp×p,C be regular.
Moreover, let M , M˜ ∈ Pp×p,C be regular such that (5.1) holds. Then
dimKerB
M˜,M
(L, L˜) = deg(detL0(z)),
where L0 is a g.r.c.d of L and L˜.
As a consequence, we give a dual result of Proposition 5.8.
Proposition 5.9. Let p ∈ N. Let L and L˜ ∈ Pp×p,C be regular. Moreover, let M ,
M˜ ∈ Pp×p,C be regular such that
L(z)M(z) = L˜(z)M˜(z), z ∈ C. (5.6)
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Then
dimKerB
L,L˜
(M˜,M) = deg(detL0(z)) + (l −m)p, (5.7)
where L0 is a g.l.c.d of L and L˜, l :=max{deg L, deg L˜} and m :=max{deg M , deg
M˜}.
Proof. Substituting M˜∨, M∨, L∨ and L˜∨ for M˜ , M , L and L˜ in Proposition 5.8, we
have
dimKerB
M˜∨,M∨(L
∨, L˜∨) = deg(detL˜0(z)), (5.8)
where L˜0 is a g.r.c.d of L∨ and L˜∨.
Suppose that L0(z) := L˜∨0 (z) for each z ∈ C. In view of Remark 5.3, we turn (5.8)
into
dimKerB
L,L˜
(M˜,M)− (l −m)p =dimKer
(
B
L,L˜
(M˜,M)
)∗
=dimKerB
M˜∨,M∨(L
∨, L˜∨)
=deg(detL˜0(z)) = deg(detL0(z)). (5.9)
Since (2.18) implies that L0 is a g.l.c.d of L∨ and L˜∨, the equality (5.7) is an
immediate consequence of (5.9).
By applying Propositions 5.8 and 5.9, we obtain criteria for coprimeness of matrix
polynomials, respectively.
Proposition 5.10. Let p ∈ N. Let L and L˜ ∈ Pp×p,C be regular. Moreover, let M ,
M˜ ∈ Pp×p,C be such that (5.1) holds. Then L and L˜ are right coprime if and only if
dimKerB
M˜,M
(L, L˜) = 0.
Proposition 5.11. Let p ∈ N. Let L and L˜ ∈ Pp×p,C be regular. Moreover, let M ,
M˜ ∈ Pp×p,C be such that (5.6) holds. Then L and L˜ are left coprime if and only if
dimKerB
L,L˜
(M˜,M) = (l −m)p,
where l :=max{deg L, deg L˜} and m :=max{deg M , deg M˜}.
5.2 The Anderson-Jury Bezoutian matrices in connection to
special transfer function matrices
In this section, we will investigate the Anderson-Jury Bezoutian matrix associated
with some special transfer function matrices and derive further important features.
Starting from a Hermitian transfer function G and its NRFD (N,D), we draw
our attention to the particular Anderson-Jury Bezoutian matrix BD∨,N∨(D,N). We
will now focus on proving that this particular Anderson-Jury Bezoutian matrix is
congruent to a block Hankel matrix generated by the SMP of G.
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Proposition 5.12. ([4, Lemma 2.3]) Let p ∈ N. Let G ∈ T p,p be Hermitian and let
(N,D) be an NRFD for G. Let S be the SMP of G. Assume that m :=deg D and
D is written as follows:
D(z) =
m∑
k=0
Dm−kzk,
where Dk ∈ Cp×p, k ∈ Z0,m. Then
BD∨,N∨(D,N) =

D∗m−1 · · · D∗0
... . .
.
D∗0
Hm−1(S )

Dm−1 · · · D0
... . .
.
D0
 .
Moreover,
In(BD∨,N∨(D,N)) = In(Hm−1(S )).
Substituting G∨, N∨ and D∨ for G, N and D in Proposition 5.12, respectively, we
obtain the dual conclusion.
Proposition 5.13. Let p ∈ N. Let G ∈ T p,p be Hermitian and let (N,D) be a NLFD
for G. Let S be the SMP of G. Assume that m :=deg D and D is written as follows:
D(z) =
m∑
k=0
Dm−kzk,
where Dk ∈ Cp×p for k ∈ Z0,m. Then
BD,N (D∨, N∨) =

Dm−1 · · · D0
... . .
.
D0
Hm−1(S )

D∗m−1 · · · D∗0
... . .
.
D∗0
 . (5.10)
Moreover,
In(BD,N (D∨, N∨)) = In(Hm−1(S )). (5.11)
Proposition 5.14. Let p ∈ N. Let G ∈ T p,p be Hermitian and let (N,D) be a NRFD
for G. Let S be the SMP of G.
dimKerHm−1(S ) =dimKerBD,N (D∨, N∨)
=dimKerBD∨,N∨(D,N)
=deg(detN0(z)), (5.12)
where N0 is a g.r.c.d of D and N .
Proof. Suppose that two monic matrix polynomials L, L1 ∈ Pp×p,C are defined via
L(z) := D(z) +N(z), L1(z) := D(z)−N(z).
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Then by using Proposition 5.7 we obtain that
L(z)L∨1 (z) = L1(z)L∨(z)
and
dimKerBL,L1(L∨, L∨1 ) = dimKerBD,N (D∨, N∨). (5.13)
Proposition 2.17 gives that N0 is a g.r.c.d of L and L1. Since the four matrix poly-
nomials L, L1, L∨ and L∨1 are monic and then regular, we have
dimKerHm−1(S ) =dimKerBD,N (D∨, N∨)
=dimKerBL,L1(L∨, L∨1 )
=deg(detN0(z)). (5.14)
where the 1st equality follows from Proposition 5.13, the 2nd equality is (5.13) and
the 3rd equality is due to Proposition 5.8.
Since N∨0 is a g.l.c.d of D∨ and N∨ due to Proposition 2.18, applying Proposition
5.9 gives that
deg(detN0(z)) = deg(detN∨0 (z)) = dimKerBD∨,N∨(D,N). (5.15)
Then (5.12) is a combination of (5.14) and (5.15).
Applying Proposition 4.15 and replacing G, N and D by, respectively, G∨, N∨ and
D∨ in Proposition 5.14 yield that
Proposition 5.15. Let p ∈ N. Let G ∈ T p,p be Hermitian and let (N,D) be a NLFD
for G. Let S be the SMP of G.
dimKerHm−1(S ) =dimKerBD,N (D∨, N∨)
=dimKerBD∨,N∨(D,N)
=deg(detN0(z)),
where N0 is a g.l.c.d of D and N .
According to Propositions 5.14 and 5.15, one can check whether the SRMP or
SLMP of a Hermitian transfer function matrix G is reducible by testing a block
Hankel matrix generated by the SMP of G (see Proposition 5.16 below).
Proposition 5.16. Let p ∈ N. Let G be Hermitian and let (N,D) be an NRFD
(resp. NLFD) for G. Moreover, let S be the SMP of G and let m :=deg D. Then
(N,D) is irreducible if and only if Hm−1(S ) is nonsingular.
Our next investigation concerns the role of the Bezoutian matrix in solving an
inertia problem for matrix polynomials.
Suppose that F ∈ Pp×p,C. How to count γ(F ) is a fundamental problem in the
theory of stability. In the scalar case, the relation between γ(F ) and the inertia of
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an appropriate Hermitian matrix with respect to iR is revealed by a celebrated result
due to Fujiwara (see, e.g., [36], [59, pp. 466–467]). What concerns the matrix case the
reader is referred to [23, 60, 62]. In the following we point out a particular refinement
of the classical Hermite-Fujiwara theorem by Lerer and Tismenetsky [60], which is
based on the spectral theory of matrix polynomials (see a comprehensive study in
the monograph [38]). This refinement demonstrates that for a given regular matrix
polynomial F , the inertia γ(F ) is described via a Anderson-Jury Bezoutian matrix
in connection to a unitary transfer function matrix.
Theorem 5.17. (see, e.g., [60, Theorem 2.1]) Let p ∈ N and let F ∈ Pp×p,C be
regular. Let also G ∈ Tp×p be unitary with an RFD (F, F1), where F1 ∈ Pp×p,C is
regular. Then
γ+(F ) = pi(−iBF∨1 ,F∨(F, F1)) + γ+(F0),
γ−(F ) = ν(−iBF∨1 ,F∨(F, F1)) + γ−(F0),
γ0(F ) = δ(−iBF∨1 ,F∨(F, F1))− γ+(F0)− γ−(F0),
where F0 is a g.r.c.d of F and F1.
The aim of Theorem 5.17 is a description of the inertia of F in terms of the
inertia of −iBF∨1 ,F∨(F, F1). In general, the inertia of −iBF∨1 ,F∨(F, F1) depends on
the choice of F1. The trivial choice F1 = F implies that BF∨1 ,F∨(F, F1) = 0 and
reveals no information on the location of the spectrum of F . In the scalar case
the obvious choice F1 = F∨ leads to the classical Bezoutian which occurs in the
Hermite-Fujiwara theorem.
Substituting F∨ and F∨1 for F and F1 in Theorem 5.17, respectively, we have
Corollary 5.18. Let p ∈ N and let F ∈ Pp×p,C be regular. Moreover, let G ∈ Tp×p
be unitary with a LFD (F, F1), where F1 ∈ Pp×p,C is regular. Then
γ+(F ) = pi(−iBF1,F (F∨, F∨1 )) + γ+(F0),
γ−(F ) = ν(−iBF1,F (F∨, F∨1 )) + γ−(F0),
γ0(F ) = δ(−iBF1,F (F∨, F∨1 ))− γ+(F0)− γ−(F0),
where F0 is a g.l.c.d of F and F1.
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6 Para-Hermitian strictly proper transfer
function matrices and their related
monic Hurwitz matrix polynomials
In this chapter, we will relate matrix fraction descriptions for para-Hermitian
strictly proper transfer function matrices to Hurwitz matrix polynomials. Recall that
for n ∈ N0 and F ∈ Pp×p,n,C, F is called a Hurwitz matrix polynomial if σ(F ) ⊆ C−,
or equivalently, γ′+(F ) = γ′0(F ) = 0, γ′−(F ) = np.
For the scalar case p = 1, characterization of such a polynomial is used to indicate
stability or instability of dynamical motions (see Routh [68]). They gave several
general linear methods to check whether a polynomial is a polynomial of this type or
not. What concerns the generalization of such polynomials to matrix polynomials,
we refer to Choque Rivero [17]. Furthermore, one can look at entire functions and
impose restrictions on their zero locations similar to those on Hurwitz polynomials,
see e.g. Grommer [42], Chebotarev/Meiman [11], Krein [56], Levin [63], Katsnelson
[53].
This chapter mainly concerns the following question: Given a transfer function
matrix G and its NRFD (resp. NLFD) (N,D), how can we use the SMP of G
to determine whether a linear combination aN + bD (Im(ab¯) 6= 0) between matrix
polynomials N and D over C is a Hurwitz matrix polynomial or not?
To give an explicit answer to this question, we start with some connections be-
tween several types of transfer function matrices and the inertia of certain matrix
polynomials constructed by their matrix fraction descriptions, which is based on the
matricial refinement of Hermitian-Fujiwara theorem (Theorem 5.17) shown in Chap-
ter 5. We also highlight that some of the connections play a pivotal role in the
analysis of Chapter 8.
Proposition 6.1. Let p ∈ N. Let G ∈ T p×p be Hermitian and let (N,D) be an
NRFD for G. Let S ∈ Cp×p∞ be the SMP of G.
(i) For each pair (a, b) ∈ C× C such that Im(ab¯) > 0,
γ+(aN + bD) = ν(Hm−1(S )) + γ+(E),
γ−(aN + bD) = pi(Hm−1(S )) + γ−(E),
γ0(aN + bD) = δ(Hm−1(S ))− γ+(E)− γ−(E),
where E is a g.r.c.d of N and D and m := deg D. Moreover, suppose that
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(N,D) is irreducible. Then
γ+(aN + bD) = ν(Hm−1(S )),
γ−(aN + bD) = pi(Hm−1(S )),
γ0(aN + bD) = δ(Hm−1(S )).
(ii) For each pair (a, b) ∈ C× C such that Im(ab¯) < 0,
γ+(aN + bD) = pi(Hm−1(S )) + γ+(E),
γ−(aN + bD) = ν(Hm−1(S )) + γ−(E),
γ0(aN + bD) = δ(Hm−1(S ))− γ+(E)− γ−(E),
where E is a g.r.c.d of N and D and m := deg D. Moreover, suppose that
(N,D) is irreducible. Then
γ+(aN + bD) = ν(Hm−1(S )),
γ−(aN + bD) = pi(Hm−1(S )),
γ0(aN + bD) = δ(Hm−1(S )).
Proof. Suppose that (a, b) ∈ C× C is a pair such that Im(ab¯) 6= 0. Let, for z ∈ C,
L(z) := N(z) + a−1b ·D(z),
L1(z) := N(z) + a−1b ·D(z).
Then we have
L∨(z) = N∨(z) + a−1b ·D∨(z),
L∨1 (z) = N∨(z) + a−1b ·D∨(z).
Obviously L and L1 are regular. Applying Proposition 5.7 we have
BL1,L(L∨, L∨1 ) = 2iIm(a−1b)BN,D(N∨, D∨).
A combination of the fact that(
L(z)
L1(z)
)
=
(
Ip a
−1b · Ip
Ip a−1b · Ip
)(
N(z)
D(z)
)
, z ∈ C.
and Proposition 2.19 shows that E is a g.r.c.d of L and L1.
It follows that
γ+(aN + bD) = γ+(L) =pi(−iBL∨1 ,L∨(L,L1)) + γ+(E)
=pi(Im(a−1b) ·BN∨,D∨(N,D)) + γ+(E)
=pi(−Im(ab¯) ·Hm−1(S )) + γ+(E),
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where the 2nd equality is due to Theorem 5.17, and the last equality is due to
Proposition 5.12 and the fact that (aa¯) · Im(a−1b) = −Im(ab¯).
Analogously, we have
γ−(aN + bD) = ν(−Im(ab¯) ·Hm−1(S )) + γ−(E),
γ0(aN + bD) = δ(−Im(ab¯) ·Hm−1(S ))− γ+(E)− γ−(E).
Proposition 6.2. Let p ∈ N. Let G ∈ T p×p be para-Hermitian and let (N,D) be an
NRFD for G.
(i) For each pair (a, b) ∈ C× C such that Im(ab¯) > 0,
γ′+(aN + bD) = ν(Hm−1(S )) + γ′+(E), (6.1)
γ′−(aN + bD) = pi(Hm−1(S )) + γ′−(E), (6.2)
γ′0(aN + bD) = δ(Hm−1(S ))− γ′+(E)− γ′−(E), (6.3)
where S := (ik+1sk)∞k=0, (sk)∞k=0 is the SMP of G, E is a g.r.c.d of N and D
and m := deg D. Moreover, if (N,D) is irreducible, then
γ′+(aN + bD) = ν(Hm−1(S )), (6.4)
γ′−(aN + bD) = pi(Hm−1(S )), (6.5)
γ′0(aN + bD) = δ(Hm−1(S )). (6.6)
(ii) For each pair (a, b) ∈ C × C such that Im(ab¯) < 0, (6.1)–(6.3) hold, where
S := ((−i)k+1sk)∞k=0, (sk)∞k=0 is the SMP of G and E is a g.r.c.d of N and D.
Moreover, if (N,D) is irreducible, then (6.4)–(6.6) hold.
Proof. The proof for (i): Let G˜(z) := G(−iz), N˜(z) := imN(−iz) and D˜(z) :=
imD(−iz), where m :=deg D. Then obviously G˜ ∈ T p×p is Hermitian, S is the
SMP of G˜ and (N˜ , D˜) is an NRFD for G˜. For each pair (a, b) ∈ C × C such that
Im(ab¯) > 0, we have
γ′−(aN + bD) = γ−(aN˜ + bD˜), (6.7)
γ′+(aN + bD) = γ+(aN˜ + bD˜), (6.8)
γ′0(aN + bD) = γ0(aN˜ + bD˜). (6.9)
By using (6.7)–(6.9) and substituting G˜, N˜ and D˜ for G, N and D in Proposition
6.1, respectively, we complete the proof for (i).
The proof for (ii): Let G˜(z) := G(iz), N˜(z) := (−i)mN(iz) and D˜(z) := (−i)mD(iz),
where m :=deg D. Then obviously G˜ ∈ T p×p is Hermitian, S is the SMP of G˜ and
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(N˜ , D˜) is an NRFD for G˜. For each pair (a, b) ∈ C × C such that Im(ab¯) < 0, we
have
γ′−(aN + bD) = γ+(aN˜ + bD˜), (6.10)
γ′+(aN + bD) = γ−(aN˜ + bD˜), (6.11)
γ′0(aN + bD) = γ0(aN˜ + bD˜). (6.12)
By using (6.10)–(6.12) and substituting G˜, N˜ and D˜ for, respectively, G, N and
D in Proposition 6.1, we complete the proof for (ii).
Now we can seek the connection between para-Hermitian strictly proper transfer
function matrices and monic Hurwitz matrix polynomials.
Proposition 6.3. Let p ∈ N. Let G ∈ T p×p be para-Hermitian and let (N,D) be
an NRFD for G. Let S := (ik+1sk)∞k=0, where (sk)∞k=0 is the SMP of G. Then the
following statements are equivalent:
(i) There exists a pair a0, b0 ∈ C satisfying Im(a0b¯0) > 0 such that a0N + b0D is
a Hurwitz matrix polynomial.
(ii) S〈2m−2〉 ∈ H>p,2m−2, where m := deg D.
(iii) For each pair a, b ∈ C satisfying Im(ab¯) > 0, aN + bD is a Hurwitz matrix
polynomial.
Proof. The implication “(i)=⇒ (ii)”: Suppose that there exists a pair a0, b0 ∈ C such
that Im(a0b¯0) > 0 and a0N + b0D is a Hurwitz matrix polynomial. Then
γ′+(aN + bD) = γ′0(aN + bD) = 0.
It follows from Proposition 6.2 that
ν(Hn(S )) = δ(Hn(S )) = 0,
or equivalently, S〈2m−2〉 ∈ H>p,2m−2.
The implication “(ii)=⇒ (iii)” is an immediate consequence of Proposition 6.2 and
“(iii)=⇒ (i)” is obvious.
Proposition 6.4. Let p ∈ N. Let G ∈ T p×p be para-Hermitian and let (N,D) be an
NRFD for G. Let S := ((−i)k+1sk)∞k=0, where (sk)∞k=0 is the SMP of G. Then the
following statements are equivalent:
(i) There exists a pair a0, b0 ∈ C such that Im(a0 · b¯0) < 0 and a0N + b0D is a
Hurwitz matrix polynomial.
(ii) S〈2m−2〉 ∈ H>p,2m−2, where m := deg D.
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(iii) For each pair a, b ∈ C such that Im(ab¯) < 0, aN + bD is a Hurwitz matrix
polynomial.
The proof of Proposition 6.4 is analogous to that in Proposition 6.3 and omitted.
Remark 6.5. Propositions 6.3 and 6.4 also hold if (N,D) is an NLFD for G. Indeed,
one can easily obtain this fact by substituting D∨ for D and N∨ for N in Propositions
6.3 and 6.4, respectively.
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7 Solution of matricial Routh-Hurwitz
problems in terms of the Markov
parameters
In this chapter, we will deal with a matricial Routh-Hurwitz problem for matrix
polynomials F , which is to determine the inertia γ′(F ). Unlike the treatment by Lerer
and Tismenetsky [60], we will not adopt the Anderson-Jury Bezoutian matrix, which
was introduced and studied in Chapter 5, as a representing tool for this problem.
Our decision is partly caused by the complexity of the construction of a required
triple of matrix polynomials in connection to the Bezoutian matrix. Another reason
is that the representation of the Bezoutian matrix via the matrix coefficients of the
associating matrix polynomials (see (5.3)) is a little inconvenient.
Instead, our solutions to this problem are given in terms of the right and left
Markov parameters of F . Both dual types are matricial generalizations of Markov
parameters of scalar polynomials (see Gantmacher [37, Chapter XV, Section 15]), of
which the right variant is firstly adopted by Choque Rivero [17, Definition 2.10]. For
the treatment of these Markov parameters, the study of the Anderson-Jury Bezoutian
matrix in Chapter 5 will be invoked.
One of the central idea here is to study the interrelations between the even part
F〈e〉 and the odd part F〈o〉 (see Definition 7.1) of F . Both dual types of Markov
parameters of F are derived from the SMP of a transfer function matrix formed by
F〈e〉 and F〈o〉. We construct a matrix polynomial L related to F , which will also
emerge to be a combination of F〈e〉 and F〈o〉. The basic instructment for this chapter
will be an application of Proposition 6.1 to L, which induces an expression of γ′(F )
via the Markov parameters of F .
In order to give the reader an explicit explanation of the main problem and the
related tools, some terminology is introduced below.
Definition 7.1. Let n ∈ N and let F ∈ Pp×p,n,C be as in (2.1). Suppose that m ∈ N
is chosen such that n = 2m or n = 2m− 1. Let F〈e〉 : C→ Cp×p and F〈o〉 : C→ Cp×p
be, respectively, defined by
F〈e〉(z) :=
{∑m
k=0A2kz
m−k, if n = 2m,∑m
k=1A2k−1zm−k, if n = 2m− 1,
(7.1)
and
F〈o〉(z) :=
{∑m
k=1A2k−1zm−k, if n = 2m,∑m
k=1A2k−2zm−k, if n = 2m− 1.
(7.2)
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Then we call F〈e〉 (resp. F〈o〉) the even part (resp. the odd part) of F . It is easy
to see that for z ∈ C,
F (z) = F〈e〉(z2) + zF〈o〉(z2), (7.3)
F〈e〉(z2) =
F (z) + F (−z)
2 , (7.4)
F〈o〉(z2) =
F (z)− F (−z)
2z . (7.5)
Definition 7.2. Let n ∈ N and let F ∈ Pp×p,n,C be monic. Then let F〈e〉 and F〈o〉
be as in (7.1) and (7.2), respectively. Let F∆(z) := zF〈o〉(z), z ∈ C.
(i) Suppose that n = 2m. Let S := ((−1)ksk)∞k=0 ∈ Cp×p∞ , where (sk)∞k=0 is
the SMP of F〈o〉 · (F〈e〉)−1 (resp. (F〈e〉)−1 · F〈o〉). We will call such S the
extended sequence of right (resp. left) Markov parameters (or short SRMP
(resp. SLMP)) of F .
(ii) Suppose that n = 2m − 1. Let S := ((−1)ksk)∞k=0 ∈ Cp×p∞ , where (sk)∞k=0
is the SMP of F〈e〉 · (F∆)−1 (resp. (F∆)−1 · F〈e〉). We will call such S the
extended sequence of right (resp. left) Markov parameters (or short SRMP
(resp. SLMP)) of F .
Moreover, let k ∈ N0. Then we call S〈k〉 (see (3.2)) the k-th SRMP (resp. k-th
SLMP) of F if S is the SRMP (resp. SLMP) of F .
Obviously one can see that
Remark 7.3. Let n ∈ N and F ∈ Pp×p,n,C be monic. Let S := (sj)j∈N0 ∈ Cp×p∞ and
let S˜ := (s˜j)j∈N0 ∈ Cp×p∞ such that s˜j = s∗j for j ∈ Z0,n−1. The sequence S is the
SLMP of F if and only if S˜ is the SRMP of F∨.
Remark 7.4. Let k, l ∈ N0 such that k ≤ l and let S ∈ Cp×p∞ . Moreover, let F ∈
Pp×p,C. If S〈l〉 is the l-th SRMP (resp. SLMP) of F , then S〈k〉 is the k-th SRMP
(resp. SLMP) of F .
This chapter is mainly concerned with the following problem:
The Routh-Hurwitz problem for monic matrix polynomials in terms of their Markov
parameters: Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic with the
(n− 1)-th SRMP (resp. SLMP) S〈n−1〉. Determine γ′(F ) in terms of S〈n−1〉.
We remark that we generally set the (n − 1)th SRMP or SLMP of F to be a
Hermitian matrix sequence. This requirement can be viewed as a natural matricial
extension of the truncated Markov parameters of a real polynomial, which is used
to concern the zero localization problem for real polynomials (see Gantmacher [37,
Sections 15–16]).
Before providing a solution to this problem, we will first characterize some con-
nection between monic matrix polynomials and their SRMP (resp. SLMP). We note
here that ∆ is as in (3.1).
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Proposition 7.5. Let n ∈ N and let F ∈ Pp×p,n,C be monic. Let S := (sj)j∈N0 ∈
Cp×p∞ and let S˜ := ((−1)jsj)j∈N0 ∈ Cp×p∞ .
(i) Suppose that n = 1. Let F (z) := zIp + s0 for each z ∈ C. Then (s0, 0p, . . .) is
the unique SRMP (resp. SLMP) of F .
(ii) Suppose that n = 2m for m ∈ N and k ∈ Zn−1,∞. S〈k〉 is the k-th SRMP of F
if and only if F〈o〉 is right S˜ -associated with F〈e〉 and for l ∈ Z1,k−(2m−2),
H〈l〉m−1(S˜ ) = Hm−1(S˜ )(C
〈2〉
F〈e〉)
l. (7.6)
Moreover, S is the SRMP of F if and only if F〈o〉 is right S˜ -associated with
F〈e〉 and (7.6) holds for l ∈ N.
(iii) Suppose that n = 2m − 1 for m ∈ Z2,∞ and k ∈ Zn−1,∞. S〈k〉 is the k-th
SRMP of F if and only if F〈e〉 − s0F〈o〉 is right ∆S˜ -associated with F〈o〉 and
for l ∈ Z2,k−(2m−4),
H〈l〉m−2(S˜ ) = H
〈1〉
m−2(S˜ )(C
〈2〉
F〈o〉)
l−1. (7.7)
Moreover, S is the SRMP of F if and only if F〈e〉−s0F〈o〉 is right S˜ -associated
with F〈e〉 and (7.7) holds for l ∈ Z2,∞.
(iv) Suppose that n = 2m for m ∈ N and k ∈ Zn−1,∞. S〈k〉 is the k-th SLMP of F
if and only if F〈o〉 is left S˜ -associated with F〈e〉 and for l ∈ Z1,k−(2m−2),
H〈l〉m−1(S˜ ) = (C
〈1〉
F〈e〉)
lHm−1(S˜ ). (7.8)
Moreover, S is the SLMP of F if and only if F〈o〉 is left S˜ -associated with
F〈e〉 and (7.8) holds for l ∈ N.
(v) Suppose that n = 2m − 1 for m ∈ Z2,∞ and k ∈ Zn−1,∞. S〈k〉 is the k-th
SLMP of F if and only if F〈e〉 − F〈o〉 · s0 is left ∆S˜ -associated with F〈o〉 and
for l ∈ Z2,k−(2m−4),
H〈l〉m−2(S˜ ) = (C
〈1〉
F〈o〉)
l−1H〈1〉m−2(S˜ ). (7.9)
Moreover, S is the SLMP of F if and only if F〈e〉−F〈o〉·s0 is left ∆S˜ -associated
with F〈e〉 and (7.9) holds for l ∈ Z2,∞.
Proof. The proof of (i) is trivial and thus omitted.
The proof of (ii): First we will show that S is the SRMP of F if and only if F〈o〉
is right S˜ -associated with F〈e〉 and (7.6) holds for l ∈ N.
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Let F〈o〉 be right S˜ -associated with F〈e〉 and let (7.6) hold for l ∈ N. Further, let
G ∈ T p,p be such that S˜ is the SMP of G. It follows from Proposition 4.13 (i) that
(F〈o〉, F〈e〉) is an NRFD for G. Hence S is the SRMP of F .
Conversely, suppose that S is the SRMP of F . For each z ∈ C, let G ∈ T p,p be
given by, for each z ∈ C,
G(z) := F〈o〉(z)(F〈e〉(z))−1
such that (F〈o〉, F〈e〉) is an NRFD for G. Then S˜ ∈ Cp×p∞ is the SMP of G. By
applying Proposition 4.13 (ii), one can see that F〈o〉 is right S˜ -associated with F〈e〉
and (7.6) holds for l ∈ N.
Analogously, we can show that for each k ∈ Zn−1,∞, S〈k〉 is the k-th SRMP of F
if and only if F〈o〉 is right S˜ -associated with F〈e〉 and (7.6) holds for l ∈ Z1,k−(2m−2).
The proof of (iii): First we will show that S is the SRMP of F if and only if
F〈e〉 − s0F〈o〉 is right S˜ -associated with F〈e〉 and (7.7) holds for l ∈ Z2,∞.
Suppose that F〈e〉 − s0F〈o〉 is right ∆S˜ -associated with F〈o〉 and (7.7) holds for
l ∈ N. Due to Proposition 4.13 (i), there exists a G ∈ T p,p given by, for each z ∈ C,
G(z) :=
(
F〈e〉(z)− s0F〈o〉(z)
) (
F〈o〉(z)
)−1
such that (F〈e〉− s0F〈o〉, F〈o〉) is an NRFD for G and ∆S˜ is the SMP of G. It follows
that
F〈e〉(z)(zF〈o〉(z))−1 = z−1 (G(z) + s0)
= z−1(
∞∑
j=1
(−1)jz−jsj + s0)
=
∞∑
j=0
(−1)jz−(j+1)sj .
Hence, S is the SRMP of F .
Conversely, suppose that S is the SRMP of F . Further suppose that for each
z ∈ C,
G(z) :=
(
F〈e〉(z)− s0F〈o〉(z)
) (
F〈o〉(z)
)−1
such that (F〈e〉 − s0F〈o〉, F〈o〉) is an NRFD for G. Then
G(z) = z
(
F〈e〉(zF〈o〉)−1 − z−1s0
)
= z
 ∞∑
j=0
(−1)jz−(j+1)sj − z−1s0

=
∞∑
j=0
(−1)j+1z−(j+1)sj+1.
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It follows that S˜ ∈ Cp×p∞ is the SMP of G. By applying Proposition 4.13 (ii), one
can see that F〈e〉 − s0F〈o〉 is right S˜ -associated with F〈o〉 and (7.7) holds for l ∈ N.
Analogously, we can show that for each k ∈ Zn−1,∞, S〈k〉 is the k-th SRMP of
F if and only if F〈e〉 − s0F〈o〉 is right S˜ -associated with F〈o〉 and (7.7) holds for
l ∈ Z1,k−(2m−2).
The verification of (iv) (resp. (v)) is directly due to (ii) (resp. (iii)) and Remark
7.3.
Proposition 7.6. Let n ∈ Z2,∞ and let S ∈ Cp×p∞ such that S〈n−1〉 ∈ K>p,n−1. Then
there exists a unique monic matrix polynomial F ∈ Pp×p,n,C such that S〈n−1〉 is the
(n− 1)-th SRMP (SLMP, resp.) of F .
Proof. Suppose that n = 2m. S〈2m−1〉 ∈ K>p,2m−1 implies that S〈2m−2〉 ∈ H>p,2m−2.
Then Hm−1(S ) is positive definite and so is Hm−1(S˜ ) due to the fact that
Hm−1(S˜ ) = IjHm−1(S )Ij . In this case, there exists a unique monic matrix poly-
nomial F1 ∈ Pp×p,C such that
H〈l〉m−1(S˜ ) = Hm−1(S˜ )C
〈2〉
F1
and a unique matrix polynomial F2 ∈ Pp×p,C such that F2 is right S˜ -associated with
F1. Suppose that for each z ∈ C,
F (z) := F1(z2) + zF2(z2).
According to (ii) of Proposition 7.5, F is the unique monic matrix polynomial within
the set of Pp×p,2m,C such that S〈2m−1〉 is the (2m− 1)-th SRMP of F .
Suppose that n = 2m − 1. S〈2m−2〉 ∈ K>p,2m−2 implies that S 〈1〉〈2m−4〉 ∈ H>p,2m−4.
Then H〈1〉m−2(S ) is positive definite and so is H
〈1〉
m−2(S˜ ) due to the fact that
H〈1〉m−2(S˜ ) = −IjH〈1〉m−2(S )Ij ,
where
Ij := diag(Ip,−Ip, . . . , (−1)j−1Ip︸ ︷︷ ︸
j
). (7.10)
In this case, there exists a unique monic matrix polynomial F1 ∈ Pp×p,C such that
H〈2〉m−2(S˜ ) = H
〈1〉
m−2(S˜ )C
〈2〉
F1
and a unique matrix polynomial F2 ∈ Pp×p,C such that F2 is right ∆S˜ -associated
with F1. Suppose that for each z ∈ C,
F (z) := (1 + z)F1(z2) + s0F2(z2)
53
Chapter 7. Solution of matricial Routh-Hurwitz problems in terms of the Markov
parameters
Hence F is determined via F〈o〉(z) = F1(z) and F〈e〉(z) = F1(z) + s0F2(z) for z ∈ C.
According to (iii) of Proposition 7.5, F is the unique monic matrix polynomial within
the set of Pp×p,2m−1,C such that S〈2m−2〉 is the (2m− 2)-th SRMP of F .
Analogously, we can prove that there exists a unique monic matrix polynomial
F ∈ Pp×p,n,C such that S〈n−1〉 is the (n− 1)-th SLMP of F .
Given a sequence of monic matrix polynomials of even degree, we establish its
connection to the MROSMP.
Proposition 7.7. Let p, m ∈ N0 and let S ∈ Cp×p∞,2m−1,H . Let k ∈ Z0,2m and let
Fk ∈ Pp×p,k,C. Further let P1,0(z) := Ip and let, for each j ∈ Z1,m,
P1,j(z) := (−1)j(F2j)〈e〉(−z),
Q1,j(z) := (−1)j−1(F2j)〈o〉(−z).
Then S〈2j−1〉 is the (2j−1)-th SRMP of F2j for j ∈ Z1,m if and only if both following
conditions are satisfied:
(i) (P1,j)mj=0 is a MROSMP of order m with respect to S .
(ii) Q1,j is right S -associated with respect to P1,j, j ∈ Z0,m.
Proof. In the following, we denote Ij as in (7.10) and
F2j :=
2j∑
l=0
A
(2j)
l z
2j−l
for each j ∈ Z1,m.
The proof for “only if” implication:
(i) For each j ∈ Z1,m,
H〈1〉j−1(S ) = −IjH〈1〉j−1(S˜ )Ij = −Ij
(
Hj−1(S˜ )C〈2〉(F2j)〈e〉
)
Ij
=
(
IjHj−1(S˜ )Ij
)
·
(
−IjC〈2〉(F2j)〈e〉Ij
)
= Hj−1(S ) ·C〈2〉P1,j ,
where the 2nd equality comes from (ii) of Proposition 7.5. Using Proposition 4.24
we can see that (P1,j)mj=0 is a MROSMP of order m with respect to S .
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(ii) For each j ∈ Z1,m,
Q1,j(z) = (−1)j−1(F2j)〈o〉(−z)
= ((−1)j−1Ip, (−1)j−2zIp, . . . , zj−1Ip)S〈I〉j−1(S˜ )

A
(2j)
2j−2
A
(2j)
2j−4
...
A
(2j)
0

= (Ip, zIp, . . . , zj−1Ip)IjS〈I〉j−1(S˜ )Ij

(−1)j−1A(2j)2j−2
(−1)j−2A(2j)2j−4
...
A
(2j)
0

= (Ip, zIp, . . . , zj−1Ip)S〈I〉j−1(S )

(−1)j−1A(2j)2j−2
(−1)j−2A(2j)2j−4
...
A
(2j)
0
 ,
where the 2nd equality comes from (ii) of Proposition 7.5. This implies that Q1,j is
right S -associated with respect to P1,j .
The proof for “if” implication: Using statement (i) and Proposition 4.24, we have
for each j ∈ Z1,m,
H〈1〉j−1(S˜ ) = −IjH〈1〉j−1(S )Ij = −Ij
(
Hj−1(S ) ·C〈2〉P1,j
)
Ij
= (IjHj−1(S )Ij) ·
(
−IjC〈2〉P1,jIj
)
= Hj−1(S˜ )C〈2〉(F2j)〈e〉 . (7.11)
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By applying statement (ii) and Proposition 4.24, one can see for each j ∈ Z1,m,
(F2j)〈o〉(z) = (−1)j−1Q1,j(−z)
= (−1)j−1(Ip, (−z)Ip, . . . , (−z)j−1Ip)S〈I〉j−1(S )

(−1)j−1A(2j)2j−2
(−1)j−2A(2j)2j−4
...
A
(2j)
0

= (Ip, zIp, . . . , zj−1Ip)IjS〈I〉j−1(S )Ij

A
(2j)
2j−2
A
(2j)
2j−4
...
A
(2j)
0

= (Ip, zIp, . . . , zj−1Ip)S〈I〉j−1(S˜ )

A
(2j)
2j−2
A
(2j)
2j−4
...
A
(2j)
0
 ,
which implies that (F2j)〈o〉 is right S˜ -associated with respect to (F2j)〈e〉. With
a combination of (7.11) and (ii) of Proposition 7.5, it follows that S〈2j−1〉 is the
(2j − 1)-th SRMP of F2j for each j ∈ Z1,m.
Next we establish the dual connection between a sequence of monic matrix poly-
nomials of odd degree and the MROSMP.
Proposition 7.8. Let p, m ∈ N0 and let S ∈ Cp×p∞,2m,H . Let k ∈ Z0,2m+1 and let
Fk ∈ Pp×p,k,C. Further, for each j ∈ Z1,m+1, let
P2,j(z) := (−1)j−1(F2j−1)〈o〉(−z),
Q2,j(z) := (−1)j−1(F2j−1)〈e〉(−z).
Then S〈2j−2〉 is the (2j − 2)-th SRMP of F2j−1 for j ∈ Z1,m+1 if and only if both
following conditions are satisfied:
(i) (P2,j)m+1j=1 is a MROSMP of order (m− 1) with respect to ∆S .
(ii) Q2,j −S〈0〉P2,j is right ∆S -associated with respect to P2,j, j ∈ Z1,m+1.
Proof. In the following we denote for each j ∈ Z0,m,
Ij+1 := diag(Ip,−Ip, . . . , (−1)jIp︸ ︷︷ ︸
j+1
)
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and
F2j+1 :=
2j+1∑
l=0
A
(2j+1)
l z
2j+1−l.
(i) By using (iii) of Proposition 7.5, we obtain for j ∈ Z1,m+1,
H〈2〉j−1(S ) = IjH〈2〉j−1(S˜ )Ij = Ij
(
H〈1〉j−1(S˜ )C
〈2〉
(F2j)〈o〉
)
Ij
=
(
−IjH〈1〉j−1(S˜ )Ij
)
·
(
−IjC〈2〉(F2j)〈o〉Ij
)
= H〈1〉j−1(S ) ·C〈2〉P2,j .
(ii) According to (iv) of Proposition 7.5, one can see for j ∈ Z1,m+1,
Q2,j(z)−S〈0〉P2,j(z) = (−1)j−1
(
(F2j−1)〈e〉(−z)−S〈0〉(F2j−1)〈o〉(−z)
)
= (−1)j−1
(
Ip,−zIp, . . . , (−z)j−1Ip
)
S〈I〉j−1(S˜ )

A
(2j−1)
2j−4
...
A
(2j−1)
0

= (Ip, zIp, . . . , zj−1Ip)IjS〈I〉j−1(S˜ )Ij

(−1)j−1A(2j−1)2j−2
(−1)j−2A(2j−1)2j−4
...
A
(2j−1)
0

= (Ip, zIp, . . . , zj−1Ip)S〈I〉j−1(S )

(−1)j−1A(2j−1)2j−2
(−1)j−2A(2j−1)2j−4
...
A
(2j−1)
0
 ,
which implies that Q2,j −S〈0〉P2,j is right ∆S -associated with respect to P2,j , j ∈
Z1,[n+12 ].
The proof for “if” implication: Using statement (i) and Proposition 4.24, we have
for each j ∈ Z
1,[n+12 ]
,
H〈2〉j−1(S˜ ) = IjH〈2〉j−1(S )Ij = Ij
(
H〈1〉j−1(S ) ·C〈2〉P2,j
)
Ij
=
(
−IjH〈1〉j−1(S )Ij
)
·
(
−IjC〈2〉P2,jIj
)
= H〈1〉j−1(S˜ )C
〈2〉
(F2j)〈o〉 .
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By applying statement (ii) and Proposition 4.24, one can see for each j ∈ Z
1,[n+12 ]
,
(F2j−1)〈e〉(z)−S〈0〉(F2j−1)〈o〉(z)
=(−1)j−1
(
Q2,j(−z)−S〈0〉P2,j(−z)
)
=(−1)j−1
(
Ip,−zIp, . . . , (−z)j−1Ip
)
S〈I〉j−1(S )

(−1)j−1A(2j−1)2j−2
(−1)j−2A(2j−1)2j−4
...
A
(2j−1)
0

=(Ip, zIp, . . . , zj−1Ip)IjS〈I〉j−1(S )Ij

A
(2j−1)
2j−2
A
(2j−1)
2j−4
...
A
(2j−1)
0

=(Ip, zIp, . . . , zj−1Ip)S〈I〉j−1(S˜ )

A
(2j−1)
2j−2
...
A
(2j−1)
0
 ,
which implies that (F2j−1)〈e〉 − s0(F2j−1)〈o〉 is right S˜ -associated with respect to
(F2j−1)〈o〉. With a combination of (7.11) and (ii) of Proposition 7.5, it follows that
S〈2j−2〉 is the (2j − 2)-th SRMP of F2j−1 for each j ∈ Z1,[n+12 ].
A combination of Propositions 7.7 and 7.8 gives that
Proposition 7.9. Let p, n ∈ N and let S ∈ Cp×p∞,n−1,H . Let k ∈ Z0,n and let
Fk ∈ Pp×p,k,C. Further let
P1,j(z) := (−1)j(F2j)〈e〉(−z), j ∈ Z0,[n2 ],
P2,j(z) := (−1)j−1(F2j−1)〈o〉(−z), j ∈ Z1,[n+12 ],
Q1,j(z) := (−1)j−1(F2j)〈o〉(−z), j ∈ Z0,[n2 ],
Q2,j(z) := (−1)j−1(F2j−1)〈e〉(−z), j ∈ Z1,[n+12 ].
Then S〈k−1〉 is the (k − 1)-th SRMP of Fk for k ∈ Z1,n if and only if
(i) (P1,j)
[n2 ]
j=0 is a MROSMP of order [n2 ] with respect to S .
(ii) Q1,j is right S -associated with respect to P1,j, j ∈ Z0,[n2 ].
(iii) (P2,j)
[n+12 ]
j=1 is a MROSMP of order [n−12 ] with respect to ∆S .
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(iv) Q2,j −S〈0〉P2,j is right ∆S -associated with respect to P2,j, j ∈ Z1,[n+12 ].
By substituting the sequences (F∨j )2mj=0, (P∨1,j)mj=0 and (Q∨1,j)mj=0 for the correspond-
ing sequences (Fj)2mj=0, (P1,j)mj=0 and (Q1,j)mj=0 in Proposition 7.7, respectively, we
find that S〈2j−1〉 is the (2j − 1)-th SRMP of F∨2j for j ∈ Z1,m if and only if
(i) (P∨1,j)mj=0 is a MROSMP of order m with respect to S .
(ii) Q∨1,j is right S -associated with respect to P∨1,j , j ∈ Z1,m.
Then applying Remarks 7.3, 4.22 and 4.12 gives rise to the following proposition.
Proposition 7.10. Let p, m ∈ N0 and let S ∈ Cp×p∞,2m−1,H . Let k ∈ Z0,2m and let
Fk ∈ Pp×p,k,C. Further let P1,0(z) := Ip and let, for each j ∈ Z1,m,
P1,j(z) := (−1)j(F2j)〈e〉(−z),
Q1,j(z) := (−1)j−1(F2j)〈o〉(−z).
Then S〈2j−1〉 is the (2j − 1)-th SLMP of F2j for j ∈ Z1,m if and only if
(i) (P1,j)mj=0 is a MLOSMP of order m with respect to S .
(ii) Q1,j is left S -associated with respect to P1,j, j ∈ Z0,m.
Analogously one can derive the following two propositions from Propositions 7.8
and 7.9, respectively.
Proposition 7.11. Let p, m ∈ N0 and let S ∈ Cp×p∞,2m,H . Let k ∈ Z0,2m+1 and let
Fk ∈ Pp×p,k,C. Further let, for each j ∈ Z1,m+1
P2,j(z) := (−1)j−1(F2j−1)〈o〉(−z),
Q2,j(z) := (−1)j−1(F2j−1)〈e〉(−z).
Then S〈2j−2〉 is the (2j − 2)-th SLMP of F2j−1 for j ∈ Z1,m+1 if and only if both
following conditions are satisfied:
(i) (P2,j)m+1j=1 is a MLOSMP of order (m− 1) with respect to ∆S .
(ii) Q2,j − P2,jS〈0〉 is left ∆S -associated with respect to P2,j, j ∈ Z1,m+1.
Proposition 7.12. Let p, n ∈ N and let S ∈ Cp×p∞,n−1,H . Let k ∈ Z0,n and let
Fk ∈ Pp×p,k,C. Further let
P1,j(z) := (−1)j(F2j)〈e〉(−z), j ∈ Z0,[n2 ],
P2,j(z) := (−1)j−1(F2j−1)〈o〉(−z), j ∈ Z1,[n+12 ],
Q1,j(z) := (−1)j−1(F2j)〈o〉(−z), j ∈ Z0,[n2 ],
Q2,j(z) := (−1)j−1(F2j−1)〈e〉(−z), j ∈ Z1,[n+12 ].
Then S〈k−1〉 is the (k − 1)-th SLMP of Fk for k ∈ Z1,n if and only if all of the
following conditions are satisfied:
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(i) (P1,j)
[n2 ]
j=0 is a MLOSMP of order [n2 ] with respect to S .
(ii) Q1,j is left S -associated with respect to P1,j, j ∈ Z0,[n2 ].
(iii) (P2,j)
[n+12 ]
j=1 is a MLOSMP of order [n−12 ] with respect to ∆S .
(iv) Q2,j − P2,jS〈0〉 is left ∆S -associated with respect to P2,j, j ∈ Z1,[n+12 ].
Definition 7.13. Let p,m ∈ N ∪ ∞ and let S ∈ Cp×p∞,2m−1,H such that S〈2m−2〉 ∈
H>p,2m−2. Let (P 〈L〉k )mk=0 (resp. (P 〈R〉k )mk=0) be the uniqueMLOSMP (resp. MROSMP)
of order m with respect to S . Then we say that (Q〈L〉k )mk=0 (resp. (Q
〈R〉
k )mk=0) is a
left (resp. right) system of matrix polynomials of the second kind (LSMPSK ) (resp.
RSMPSK ) of order m with respect to S if Q〈L〉k (resp. Q
〈R〉
k ) is left (resp. right)
S -associated with respect to P 〈L〉k (resp. P
〈R〉
k ) for k ∈ Z0,m.
Remark 7.14. Consider a more special case that S ∈ K>p,n−1. If n = 2m (m ∈
N), then (sj)2m−2j=0 ∈ H>p,2m−2 and (sj+1)2m−2j=0 ∈ H>p,2m−2. By using Remark 4.25,
Definition 7.13 and Propositions 7.9–7.12, we have that S〈k−1〉 is the (k − 1)-th
SRMP (resp. SLMP) of Fk for k ∈ Z1,n if and only if all of the following conditions
are satisfied:
(i) (P1,j)mj=0 is the unique MROSMP (resp. MLOSMP) of order m with respect to
S .
(ii) (Q1,j)mj=0 is the unique RSMPSK (resp. LSMPSK) of order m with respect to
S .
(iii) (P2,j)mj=1 is the unique MROSMP (resp. MLOSMP) of order (m − 1) with
respect to ∆S .
(iv) (Q2,j −S〈0〉P2,j)mj=1 (resp. (Q2,j − P2,jS〈0〉)mj=1) is the unique RSMPSK (resp.
LSMPSK) of order (m− 1) with respect to ∆S .
Analogously, if n = 2m − 1 (m ∈ N), then (sj)2m−2j=0 ∈ H>p,2m−2 and (sj+1)2m−4j=0 ∈
H>p,2m−4. By using Remark 4.25, Definition 7.13 and Propositions 7.9–7.12, we have
that S〈k−1〉 is the (k − 1)-th SRMP (resp. SLMP) of Fk for k ∈ Z1,n if and only if
all of the following conditions are satisfied:
(i) (P1,j)m−1j=0 is the unique MROSMP (resp. MLOSMP) of order (m − 1) with
respect to S .
(ii) (Q1,j)m−1j=0 is the unique RSMPSK (resp. LSMPSK) of order (m − 1) with
respect to S .
(iii) (P2,j)mj=1 is the unique MROSMP (resp. MLOSMP) of order (m − 1) with
respect to ∆S .
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(iv) (Q2,j −S〈0〉P2,j)mj=1 (resp. (Q2,j − P2,jS〈0〉)mj=1) is the unique RSMPSK (resp.
LSMPSK) of order (m− 1) with respect to ∆S .
Now we turn back to the Routh-Hurwitz problem for monic matrix polynomials F
of degree n in terms of the SRMP or SLMP of F .
For the case that n = 1, one can easily see that
Proposition 7.15. Let s0 ∈ Cp×pH .
(i) Let F ∈ Pp×p,1,C be monic with the SRMP (s0, 0p, . . .). Then γ′−(F ) = pi(s0),
γ′+(F ) = ν(s0), and γ′0(F ) = δ(s0).
(ii) Let F ∈ Pp×p,1,C be monic with the SLMP (s0, 0p, . . .). Then γ′−(F ) = pi(s0),
γ′+(F ) = ν(s0), and γ′0(F ) = δ(s0).
Proof. Use (i) of Proposition 7.5.
Next we consider the more general case that n ∈ Z2,∞.
Theorem 7.16. Let n ∈ Z2,∞ and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic
and let S〈n−1〉 be the (n− 1)-th SRMP of F . Then
γ′−(F ) =pi(H[n−12 ](S )) + pi(H
〈1〉
[n2 ]−1
(S )) + γ+(F ),
γ′+(F ) =ν(H[n−12 ](S )) + ν(H
〈1〉
[n2 ]−1
(S )) + γ−(F ),
γ′0(F ) =δ(H[n−12 ](S )) + δ(H
〈1〉
[n2 ]−1
(S ))− γ+(F )− γ−(F ),
where F̂〈e〉(z) := F〈e〉(−z2), F̂〈o〉(z) := zF〈o〉(−z2) for z ∈ C and F  is a g.r.c.d of
F̂〈e〉 and F̂〈o〉.
Proof. Let S〈n−1〉 := (sk)n−1k=0 and let
L(z) := F (iz) (7.12)
for each z ∈ C. Our proof will be divided into the following two cases.
Case I: n = 2m. Proposition 4.15 reveals that F〈o〉 · F−1〈e〉 is Hermitian and then so
is F̂〈o〉 · (F̂〈e〉)−1. Let Ŝ be the SMP of F̂〈o〉 · (F̂〈e〉)−1. Then
H2m−1(Ŝ ) =

s0 0p s1 · · · sm−1 0p
0p s1 0p · · · 0p sm
s1 0p s2 · · · sm 0p
...
...
...
...
...
sm−1 0p sm · · · s2m−2 0p
0p sm 0p · · · 0p s2m−1

.
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By exchanging some rows and the corresponding columns of H2m−1(Ŝ ), we obtain
then H2m−1(Ŝ ) is congruent to(
Hm−1(S ) 0mp
0mp H〈1〉m−1(S )
)
.
It follows that
In
(
H2m−1(Ŝ )
)
= In(Hm−1(S )) + In(H〈1〉m−1(S )). (7.13)
By combination of Proposition 6.1 and (7.13),
γ′−(F ) =γ+(L) = γ+(F̂〈e〉 + iF̂〈o〉) = pi
(
H2m−1(Ŝ )
)
+ γ+(F )
=pi(Hm−1(S )) + pi(H〈1〉m−1(S )) + γ+(F ).
Analogously, we can conclude that
γ′+(F ) =ν(Hm−1(S )) + ν(H
〈1〉
m−1(S )) + γ−(F ),
γ′0(F ) =δ(Hm−1(S )) + δ(H
〈1〉
m−1(S ))− γ+(F )− γ−(F ),
Hence Theorem 7.16 is verified for Case I.
Case II: n = 2m−1. Proposition 4.15 reveals that F〈e〉 ·F−1〈o〉 is Hermitian and then
so is F̂〈e〉 · (F̂〈o〉)−1. Let Ŝ be the SMP of F̂〈e〉 · (F̂〈o〉)−1. Then
H2m−2(Ŝ ) =

s0 0 s1 · · · sm−1
0 s1 0 · · · 0
s1 0 s2 · · · sm
...
...
...
...
sm−1 0 sm · · · s2m−2
 .
By exchanging some rows and the corresponding columns of H2m−2(Ŝ ), we obtain
then H2m−2(Ŝ ) is congruent to(
Hm−1(S ) 0mp
0mp H〈1〉m−2(S )
)
.
It follows that
In
(
H2m−2(Ŝ )
)
= In(Hm−1(S )) + In(H〈1〉m−2(S )). (7.14)
By combination of Proposition 6.1 and (7.14),
γ′−(F ) =γ+(L) = γ+(F̂〈e〉 + iF̂〈o〉) = pi
(
H2m−1(Ŝ )
)
+ γ+(F )
=pi(Hm−1(S )) + pi(H〈1〉m−2(S )) + γ+(F ).
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Analogously, we can conclude that
γ′+(F ) =ν(Hm−1(S )) + ν(H
〈1〉
m−2(S )) + γ−(F ),
γ′0(F ) =δ(Hm−1(S )) + δ(H
〈1〉
m−2(S ))− γ+(F )− γ−(F ).
Hence Theorem 7.16 is verified for Case II.
Let n ∈ N0 and let F ∈ Pp×p,n,C. Denote that γ(−∞,0](F ) is the number of zeros
of F (counting for multiplicities) lying on the non-positive real axis (−∞, 0] (the
multiplicity of infinity as a zero of F is defined to be equal to np).
Next we will represent another solution to the inertia problem of matrix polyno-
mials, which can be viewed as a refinement of Theorem 7.16.
Theorem 7.17. Let n ∈ Z2,∞ and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic
and let S〈n−1〉 be the (n− 1)-th SRMP of F . Then
(i) Suppose that n = 2m with m ∈ N.
γ′−(F ) =pi(Hm−1(S )) + pi(H
〈1〉
m−1(S )) + δ(Hm−1(S ))− γ(−∞,0](F˜ ),
γ′+(F ) =ν(Hm−1(S )) + ν(H
〈1〉
m−1(S )) + δ(Hm−1(S ))− γ(−∞,0](F˜ ),
γ′0(F ) =δ(H
〈1〉
m−1(S ))− δ(Hm−1(S )) + 2γ(−∞,0](F˜ ),
where F˜ is a g.r.c.d of F〈e〉 and F〈o〉.
(ii) Suppose that n = 2m− 1 with m ∈ N. Then
γ′−(F ) =pi(Hm−1(S )) + pi(H
〈1〉
m−2(S )) + δ(H
〈1〉
m−2(S ))− γ(−∞,0](F˜ ),
γ′+(F ) =ν(Hm−1(S )) + ν(H
〈1〉
m−2(S )) + δ(H
〈1〉
m−2(S ))− γ(−∞,0](F˜ ),
γ′0(F ) =δ(Hm−1(S ))− δ(H〈1〉m−2(S )) + 2γ(−∞,0](F˜ ),
where F˜ is a g.r.c.d of F〈e〉 and F〈o〉.
Proof. Let F̂〈e〉, F̂〈o〉 and F  be as in Theorem 7.16. Let F˜〈o〉(z) := F〈o〉(−z2) and
F̂ (z) := F˜ (−z2) for each z ∈ C. Then by applying Proposition 2.26, we obtain that
F̂ is a g.r.c.d of F̂〈e〉 and F˜〈o〉. By Proposition 2.20 it follows that
σ(F̂ ) ∪ {0} = σ(F ) ∪ {0}.
Hence
γ+(F ) = γ+(F̂ ), γ−(F ) = γ−(F̂ ). (7.15)
By Remark 2.23 we see that λ ∈ σ(F̂ ) if and only if −λ ∈ σ(F̂ ). Consequently
γ+(F̂ ) = γ−(F̂ ). (7.16)
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Let the two mappings φ+ : C→ C and φ− : C→ C be defined, for each z ∈ C, by
φ+(z) := |z| 12 ei(
1
2 Arg(z)+
pi
2 ), φ−(z) := −|z| 12 ei(
1
2 Arg(z)+
pi
2 ).
Without difficulty we can see that both φ+ and φ− are bijective and
φ−1+ (z) = φ−1− (z) = −z2
for each z ∈ C.
Adopting Remark 2.23 again yields that λ ∈ σ(F˜ ) if and only if φ+(λ) ∈ σ(F̂ ) if
and only if φ−(λ) ∈ σ(F̂ ). Then
γ0(F̂ ) = 2γ(−∞,0](F˜ ). (7.17)
Our next discussion will be divided into the following two cases.
Case I: n = 2m. Noticing that Hm−1(S ) is a Hermitian matrix, we get
dimKerHm−1(S ) = δ(Hm−1(S )). (7.18)
Accordingly, we obtain that
deg(detF̂ (z)) = 2deg(detF˜ (z)) = 2dimKer(BF∨〈e〉,F∨〈o〉(F〈e〉, F〈o〉))
= 2dimKer(Hm−1(S )) = 2δ(Hm−1(S )), (7.19)
where the 1st equation is due to Remark 2.23, the 2nd equation is due to Proposition
5.14, the 3rd equation is due to Proposition 5.12 and the last equation is due to
(7.18).
In view of (7.16), (7.17) and (7.19), we conclude that
γ+(F ) = γ+(F̂ ) =
1
2(deg(detF̂ (z))− γ0(F̂ )) =
1
2deg(detF̂ (z))− γ(−∞,0](F˜ )
= δ(Hm−1(S ))− γ(−∞,0](F˜ ). (7.20)
By combination of Theorem 7.16, (7.15), (7.16) and (7.20), Theorem 7.17 is verified
for Case I.
Case II: n = 2m− 1. Noticing that Hm−2(S ) is a Hermitian matrix, we get
dimKerH〈1〉m−2(S ) = δ(H
〈1〉
m−2(S )). (7.21)
Then it follows that
deg(detF̂ (z)) = 2deg(detF˜ (z)) = 2dimKer(BF∨〈o〉,F∨〈e〉−F∨〈o〉·S〈0〉(F〈o〉, F〈e〉 −S〈0〉 · F〈o〉))
= 2dimKer(H〈1〉m−2(S )) = 2δ(H
〈1〉
m−2(S )), (7.22)
where the 1st equation is due to Remark 2.23, the 2nd equation is due to Propositions
2.17 and 5.14, the 3rd equation is due to Proposition 5.12 and the last equation is
due to (7.21).
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In view of (7.16), (7.17) and (7.22), we show that
γ+(F ) = γ+(F̂ ) =
1
2(deg(detF̂ (z))− γ0(F̂ )) =
1
2deg(detF̂ (z))− γ(−∞,0](F˜ )
= δ(H〈1〉m−2(S ))− γ(−∞,0](F˜ ). (7.23)
By combination of Theorem 7.16, (7.15), (7.16) and (7.23), Theorem 7.17 is verified
for Case II.
Theorem 7.18. Let n ∈ Z2,∞ and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic
with an (n− 1)-th SLMP S〈n−1〉. Then
γ′−(F ) =pi(H[n−12 ](S )) + pi(H
〈1〉
[n2 ]−1
(S )) + γ−(F ),
γ′+(F ) =ν(H[n−12 ](S )) + ν(H
〈1〉
[n2 ]−1
(S )) + γ+(F ),
γ′0(F ) =δ(H[n−12 ](S )) + δ(H
〈1〉
[n2 ]−1
(S ))− γ+(F )− γ−(F ),
where F̂〈e〉(z) := F〈e〉(−z2), F̂〈o〉(z) := zF〈o〉(−z2) for z ∈ C and F  is a g.l.c.d of
F̂〈e〉 and F̂〈o〉.
Proof. Applying Remark 7.3 gives that S〈n−1〉 is the (n − 1)-th SRMP of F∨. Ac-
cording to Theorem 7.16, we obtain that
γ′−(F ) = γ′−(F∨) =pi(H[n−12 ](S )) + pi(H
〈1〉
[n2 ]−1
(S )) + γ+(F˜ ),
γ′+(F ) = γ′+(F∨) =ν(H[n−12 ](S )) + ν(H
〈1〉
[n2 ]−1
(S )) + γ−(F˜ ),
γ′0(F ) = γ′0(F∨) =δ(H[n−12 ](S )) + δ(H
〈1〉
[n2 ]−1
(S ))− γ+(F˜ )− γ−(F˜ ),
where F˜  is a g.r.c.d of F̂∨〈e〉 and F̂∨〈o〉. Let F (z) := (F˜ )∨(z) for z ∈ C. By
Proposition 2.18, F  is a g.l.c.d of F̂〈e〉 and F̂〈o〉. By noticing the obvious statements
that γ−(F ) = γ+(F˜ ) and γ+(F ) = γ−(F˜ ), we obtain the result of Theorem 7.18.
Adopting the analogous proof as in the proof of Theorem 7.18, the following result
comes from Theorem 7.17.
Theorem 7.19. Let n ∈ Z2,∞ and let S ∈ Cp×pn−1,∞. Let F ∈ Pp×p,n,C be monic with
an (n− 1)-th SLMP S〈n−1〉. Then
(i) Suppose that n = 2m with m ∈ N.
γ′−(F ) =pi(Hm−1(S )) + pi(H
〈1〉
m−1(S )) + δ(Hm−1(S ))− γ(−∞,0](F˜ ),
γ′+(F ) =ν(Hm−1(S )) + ν(H
〈1〉
m−1(S )) + δ(Hm−1(S ))− γ(−∞,0](F˜ ),
γ′0(F ) =δ(H
〈1〉
m−1(S ))− δ(Hm−1(S )) + 2γ(−∞,0](F˜ ),
where F˜ is a g.l.c.d of F〈e〉 and F〈o〉.
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(ii) Suppose that n = 2m− 1 with m ∈ N. Then
γ′−(F ) =pi(Hm−1(S )) + pi(H
〈1〉
m−2(S )) + δ(H
〈1〉
m−2(S ))− γ(−∞,0](F˜ ),
γ′+(F ) =ν(Hm−1(S )) + ν(H
〈1〉
m−2(S )) + δ(H
〈1〉
m−2(S ))− γ(−∞,0](F˜ ),
γ′0(F ) =δ(Hm−1(S ))− δ(H〈1〉m−2(S )) + 2γ(−∞,0](F˜ ),
where F˜ is a g.l.c.d of F〈e〉 and F〈o〉.
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8 Matrix Hurwitz type polynomials and
some related topics
In this chapter we will pay our attention to right and left matrix Hurwitz type
polynomials, which are characterized by certain Stieltjes matrix continuous fractions.
The reason of Choque Rivero [17] for introducing such a concept originates from the
criterion for scalar Hurwitz polynomial in terms of a certain Stieltjes continuous
fraction (see [37, Theorem 16]). The paper [17] pays attention to the question of
criteria for a matrix polynomial to be a right matrix Hurwitz type polynomial. The
obtained characterization of a right matrix Hurwitz type polynomial F is expressed
in terms of its SRMP S , where the right Hurwitz parametrization (see Definition
8.1) of F coincides with a particular parametrization of S .
This chapter decides to dig a little deeper to answer inverse questions concern-
ing a relation between Hurwitz matrix type polynomials and their right Hurwitz
parametrization: Given an ordered pair of sequences of positive definite matrices
[(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ], does there exist a unique right matrix Hurwitz type polynomial
F of degree n such that [(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ] is the right Hurwitz parametrization
of F? And if the answer is positive, what is the representation of F in terms of
[(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ]?
To solve these problems, the central idea is to firstly seek a three-term recurrence
relation for a sequence of matrix Hurwitz type polynomials (Fl)nl=1 in terms of the
right Hurwitz parametrizations of Fn. Then we check whether Fn is the matrix
Hurwitz type polynomial which is uniquely required.
We proceed with an introduction of matrix Hurwitz type polynomials. Before
doing this, we introduce a notation. Let A, B ∈ Cp×p such that B is nonsingular.
Denote
A
B
:= A ·B−1.
Definition 8.1. Let n ∈ N and let F ∈ Pp×p,n,C be monic.
(i) Suppose that n = 2m. Then F is called a right matrix Hurwitz type polynomial
if there exists an ordered pair of sequences [(ck)m−1k=0 , (dk)
m−1
k=0 ] from C
p×p
> such
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that the identity
F〈o〉(z)
F〈e〉(z)
= Ip
zc0 +
Ip
d0 +
Ip
dm−2 +
. . .
zcm−1 + d−1m−1
holds for each z ∈ C such that |z| >max{|λ| : λ ∈ σ(F〈e〉)}. In this case the
pair [(ck)m−1k=0 , (dk)
m−1
k=0 ] is called a right Hurwitz parametrization of F .
(ii) Suppose that n = 2m − 1. Then F (z) is called a right matrix Hurwitz type
polynomial if there exists an ordered pair of sequences [(ck)m−1k=0 , (dk)
m−2
k=0 ] from
Cp×p> such that the identity
F〈e〉(z)
zF〈o〉(z)
= Ip
zc0 +
Ip
d0 +
Ip
zcm−2 +
. . .
dm−2 + z−1c−1m−1
holds for each z ∈ C such that |z| >max{|λ| : λ ∈ σ(F〈o〉)}. In this case the
pair [(ck)m−1k=0 , (dk)
m−2
k=0 ] is called a right Hurwitz parametrization of F (z).
(iii) Suppose that n = 2m. Then F is called a left matrix Hurwitz type polynomial
if there exists an ordered pair of sequences [(ck)m−1k=0 , (dk)
m−1
k=0 ] from C
p×p
> such
that the identity
(
F〈e〉(z)
)−1
F〈o〉(z) =
Ip
zc0 +
Ip
d0 +
Ip
dm−2 +
. . .
zcm−1 + d−1m−1
holds for each z ∈ C such that |z| >max{|λ| : λ ∈ σ(F〈e〉)}. In this case the
pair [(ck)m−1k=0 , (dk)
m−1
k=0 ] is called a left Hurwitz parametrization of F .
(iv) Suppose that n = 2m−1. Then F is called a left matrix Hurwitz type polynomial
if there exists an ordered pair of sequences [(ck)m−1k=0 , (dk)
m−2
k=0 ] from C
p×p
> such
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that the identity(
zF〈o〉(z)
)−1
F〈e〉(z) =
Ip
zc0 +
Ip
d0 +
Ip
zcm−2 +
. . .
dm−2 + z−1c−1m−1
holds for each z ∈ C such that |z| >max{|λ| : λ ∈ σ(F〈o〉)}. In this case the
pair [(ck)m−1k=0 , (dk)
m−2
k=0 ] is called a left Hurwitz parametrization of F .
We mention that the two notions “right matrix Hurwitz type polynomial” and
“right Hurwitz parametrization” are called “matrix Hurwitz type polynomial” and
“Hurwitz parametrization” in [17], respectively.
Remark 8.2. Let n ∈ N and let F ∈ Pp×p,n,C be monic. Then F is a right matrix
Hurwitz type polynomial if and only if F∨ is a left matrix Hurwitz type polynomial.
In this case, let {ck}[
n
2 ]
k=0 ∪ {dk}
[n−12 ]
k=0 ⊆ Cp×p> . Then [(ck)
[n2 ]
k=0, (dk)
[n−12 ]
k=0 ] is a right
Hurwitz parametrization of F if and only if [(ck)
[n2 ]
k=0, (dk)
[n−12 ]
k=0 ] is a left Hurwitz
parametrization of F∨.
In the following, we will build a three-term recurrence relation for a sequence of
right matrix Hurwitz type polynomials (see Lemma 8.3 below). The coefficients of
the recurrence are indeed related to the right Hurwitz parametrizations of these right
matrix Hurwitz type polynomials. To achieve this result, we will use the method of
linear fractional transformation, of which the terminology is introduced below.
Let A ∈ C2p×2p be partitioned into the following 2-by-2 block matrices:
A :=
(
A11 A12
A21 A22
)
.
where Ajk ∈ Cp×p for all j, k ∈ Z1,2. If
D〈A21,A22〉 :=
{
X ∈ Cp×p : det(A21X +A22) 6= 0
}
is non-empty, then let the linear fractional transformation ΨpA: D〈A21,A22〉 → Cp×p be
defined by
ΨpA(X) :=
A11X +A12
A21X +A22
, X ∈ DA21,A22 .
Let k ∈ N0 and let {Aj}kj=0 ⊆ Cp×p. Then let
−→∏
k
j=0Aj := A0 ·A1 · · ·Ak and
←−∏
k
j=0Aj := Ak ·Ak−1 · · ·A0
denote the right and left product of the matrices A0, A1, . . ., An, respectively.
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Lemma 8.3. Let n ∈ N ∪ ∞. Let {ck}[
n
2 ]
k=0 ∪ {dk}
[n−12 ]
k=0 ⊆ Cp×p> and let (Fl)nl=0 be
related by the following recurrence form:
F2k(z) = zF2k−1(z) + F2k−2(z)ek−2e−1k−1, k ∈ Z1,[n2 ] (8.1)
F2k+1(z) = zF2k(z) + F2k−1(z)ek−2ck−1c−1k e
−1
k−1, k ∈ Z1,[n−12 ] (8.2)
with the initial values
F0(z) = Ip, F1(z) = zIp + c−10 , (8.3)
where
ek :=
{
Ip, k = −1,−→∏k
j=0cjdj , k ∈ N0.
Then for each l ∈ Z1,n, Fl is a right matrix Hurwitz type polynomial with the right
Hurwitz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ].
Proof. By assuming that
F˜2k+1(z) := F2k+1(z)ek−1ck, k ∈ Z1,[n−12 ], (8.4)
F˜2k(z) := F2k(z)ek−1, k ∈ Z1,[n2 ], (8.5)
we transform (8.1)–(8.3) into the following forms:
F˜2k(z) = zF˜2k−1(z)dk−1 + F˜2k−2(z), k ∈ Z1,[n2 ], (8.6)
F˜2k+1(z) = zF˜2k(z)ck + F˜2k−1(z), k ∈ Z1,[n−12 ], (8.7)
with the initial values
F˜0(z) = Ip, F˜1(z) = zc0 + Ip. (8.8)
In the case that l = 2k + 1 (resp. l = 2k) with l ∈ Z0,n, we assume that P˜l and Q˜l
are the even (resp. odd) part and the odd (resp. even) part of F˜l, respectively. In
view of (8.6)–(8.8), we have
P˜2k(z) = P˜2k−1(z)dk−1 + P˜2k−2(z), k ∈ Z1,[n2 ], (8.9)
P˜2k+1(z) = zP˜2k(z)ck + P˜2k−1(z), k ∈ Z1,[n−12 ], (8.10)
and
Q˜2k(z) = zQ˜2k−1(z)dk−1 + Q˜2k−2(z), k ∈ Z1,[n2 ], (8.11)
Q˜2k+1(z) = Q˜2k(z)ck + Q˜2k−1(z), k ∈ Z1,[n−12 ]. (8.12)
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with the initial values
P˜0(z) = 0p, Q˜0(z) = Ip, P˜1(z) = Ip, Q˜1(z) = c0. (8.13)
Let, for each z ∈ C,
W2k(z) :=
(
P˜2k(z) P˜2k+1(z)
Q˜2k(z) zQ˜2k+1(z)
)
, Ck(z) :=
(
0p Ip
Ip zck
)
, k ∈ Z0,[n−12 ],
and
W2k+1(z) :=
(
P˜2k+1(z) P˜2k+2(z)
zQ˜2k+1(z) Q˜2k+2(z)
)
, Dk(z) :=
(
0p Ip
Ip dk
)
, k ∈ Z0,[n2 ]−1.
We turn (8.9)–(8.13) into the following matrix recurrence form:
W2k = W2k−1 ·Ck, k ∈ Z1,[n−12 ],
W2k+1 = W2k ·Dk, k ∈ Z0,[n2 ]−1,
which implies that
W2k =
k−1∏
j=1
(Cj ·Dj) ·Ck, k ∈ Z0,[n−12 ],
and
W2k+1 =
k∏
j=1
(Cj ·Dj) , k ∈ Z0,[n2 ]−1.
By applying Proposition 1.6.2 (b) of [20], we obtain that for each X ∈ Cp×p,
ΨpW2k(X) = Ψ
p
C1
(
ΨpD1
(
· · ·
(
ΨpCk−1
(
ΨpDk−1
(
ΨpCk(X)
)))
· · ·
))
, k ∈ Z0,[n−12 ],
and
ΨpW2k+1(X) = Ψ
p
C1
(
ΨpD1
(
· · ·
(
ΨpCk
(
ΨpDk(X)
))
· · ·
))
, k ∈ Z0,[n2 ]−1.
In the case that l = 2k + 1 (resp. l = 2k) with l ∈ Z0,n, we assume that Pl and Ql
are the even (resp. odd) part and the odd (resp. even) part of Fl, respectively. Then
by (8.4) and (8.5) one can see that for each
P˜2k+1(z) = P2k+1(z)ek−1ck, Q˜2k+1(z) = Q2k+1(z)ek−1ck, k ∈ Z0,[n−12 ],
and
P˜2k(z) = P2k(z)ek−1, Q˜2k(z) := Q2k(z)ek−1, k ∈ Z1,[n2 ].
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It follows that for each k ∈ Z1,[n2 ],
Q2k(z)
P2k(z)
= Q˜2k(z)
P˜2k(z)
=ΨpW2k−1(0p) = Ψ
p
C1
(
ΨpD1
(
· · ·
(
ΨpCk−1
(
ΨpDk−1(0p)
))
· · ·
))
= Ip
zc0 +
Ip
d0 +
Ip
dk−2 +
. . .
zck−1 + d−1k−1
,
and for each k ∈ Z0,[n−12 ],
P2k+1(z)
zQ2k+1(z)
= P˜2k+1(z)
zQ˜2k+1(z)
=ΨpW2k(0p) = Ψ
p
C1
(
ΨpD1
(
· · ·
(
ΨpDk−1
(
ΨpCk(0p)
))
· · ·
))
= Ip
zc0 +
Ip
d0 +
Ip
zck−1 +
. . .
dk−1 + z−1c−1k
.
Hence for each l ∈ Z1,n, Fl is a monic right matrix Hurwitz type polynomial and, for
each l ∈ Z1,n, [(cj)[
l
2 ]
j=0, (dj)
[ l−12 ]
j=0 ] is a right Hurwitz parametrization of Fl.
In view of Lemma 8.3 and Remark 8.2, we give the following dual result.
Lemma 8.4. Let n ∈ N ∪ ∞. Let {ck}[
n
2 ]
k=0 ∪ {dk}
[n−12 ]
k=0 ⊆ Cp×p> and let (Fl)nl=1 be
related by the following recurrence form:
F2k(z) = zF2k−1(z) + e˜−1k−1e˜k−2F2k−2(z), k ∈ Z1,[n2 ], (8.14)
F2k+1(z) = zF2k(z) + e˜−1k−1c
−1
k ck−1e˜k−2F2k−1(z), k ∈ Z1,[n−12 ], (8.15)
with the initial values
F0(z) = Ip, F1(z) = zIp + c−10 , (8.16)
where
e˜k :=
{
Ip, k = −1,←−∏k
j=0djcj , k ∈ N0.
Then for each l ∈ Z1,n, Fl is a left matrix Hurwitz type polynomial with the left
Hurwitz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ].
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According to Lemmas 8.3 and 8.4, if an ordered pair of sequences of positive def-
inite matrices [(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ] is given, we can build a right (resp. left) matrix
Hurwitz type polynomial F such that [(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ] is the right (resp. left)
Hurwitz parametrization of F . However, a question of the uniqueness for this con-
struction arises naturally: If an ordered pair of sequences of positive definite matrices
[(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ] is given, does a unique right (resp. left) matrix Hurwitz type poly-
nomial F built as in Lemma 8.3 (resp. Lemma 8.4) such that [(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ] is
the right (resp. left) Hurwitz parametrization of F exists?
To answer this question, we will seek some interrelations between the Hurwitz
parametrization of F and the Dyukarev-Stieltjes parametrization of a positive definite
sequence initiated by Fritzsche/Kirstein/Mädler [32] (see Definition 8.5 below). The
introduction of the latter concept is inspired by Yu.M. Dyukarev when he was looking
for an indeterminacy criterion for the Stieltjes matrix moment problem [25]. For a
detailed discussion of the Dyukarev-Stieltjes parametrization, the readers are referred
to [17] and [32].
Definition 8.5. Let n ∈ N ∪∞ and let Sn−1 := (sj)n−1j=0 ∈ K>p,n−1. Let
Mk :=

s−10 , if k = 0,
(Ip, 0p×kp) (Hk(Sn−1))−1
(
Ip
0kp×p
)
−(Ip, 0p×(k−1)p) (Hk−1(Sn−1))−1
(
Ip
0(k−1)p×p
)
, if k ∈ Z1,[n2 ],
for all k ∈ Z0,[n2 ], and
Lk :=

s0s
−1
1 s0, if k = 0,
Z0,k(Sn−1)
(
H〈1〉k (Sn−1)
)−1
Y0,k(Sn−1)
−Z0,k−1(Sn−1)
(
H〈1〉k−1(Sn−1)
)−1
Y0,k−1(Sn−1), if k ∈ Z1,[n−12 ],
for all k ∈ Z0,[n−12 ]. Then the ordered pair [(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] is called the Dyukarev-
Stieltjes parametrization (shortly DS-parametrization) of Sn−1.
For n ∈ N∪∞ and every ordered pair [(Lk)[
n−1
2 ]
k=0 , (Mk)
[n2 ]
k=0], we will show that there
exists a unique positive definite sequence Sn−1 such that [(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] is the
DS-parametrization of Sn−1.
Lemma 8.6. [32, Proposition 8.26] Let n ∈ N ∪∞. Let Sn−1 := (sj)n−1j=0 ∈ K>p,n−1
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and let [(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] be the DS-parametrization of Sn−1. Then
s2k =

M−10 , if k = 0,
Zk,2k−1(Sn−1) (Hk−1(Sn−1))−1Yk,2k−1(Sn−1)
+
(−→∏k−1
j=0MjLj
)−∗
M−1k
(−→∏k−1
j=0MjLj
)−1
, if k ∈ Z1,[n2 ],
and
s2k+1 =

(M0L0)−∗ L0 (M0L0)−1 , if k = 0,
Zk+1,2k(Sn−1)
(
H〈1〉k−1(Sn−1)
)−1
Yk+1,2k(Sn−1)
+
(−→∏k
j=0MjLj
)−∗
Lk
(−→∏k
j=0MjLj
)−1
, if k ∈ Z1,[n−12 ].
The following lemma shows a coincidence between the right Hurwitz parametriza-
tion and the truncated SRMP for each right matrix Hurwitz type polynomial.
Lemma 8.7. [17, Theorem 7.9] Let n ∈ N and let F ∈ Pp×p,n,C be a right matrix
Hurwitz type polynomial. Let [(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ] be the right Hurwitz parametrization
of F and let Sn−1 ∈ Cp×pn−1 be the (n− 1)-th SRMP of F . Then [(dj)
[n−12 ]
j=0 , (cj)
[n2 ]
j=0] is
the DS-parametrization of Sn−1.
As an immediate consequence of Lemmas 8.6 and 8.7, the following proposition
characterizes the Markov parameters of right matrix Hurwitz type polynomials in
terms of their right Hurwitz parametrizations.
Proposition 8.8. Let n ∈ N and let F ∈ Pp×p,n,C be a right matrix Hurwitz type
polynomial. Let [(cj)
[n2 ]
j=0, (dj)
[n−12 ]
j=0 ] be the right Hurwitz parametrization of F and let
Sn−1 := (sj)n−1j=0 ∈ Cp×pn−1 be the (n − 1)-th SRMP of F . Then (sj)n−1j=0 is related as
follows:
s2k =

c−10 , if k = 0,
Zk,2k−1(Sn−1) (Hk−1(Sn−1))−1Yk,2k−1(Sn−1)
+
(−→∏k−1
j=0cjdj
)−∗
c−1k
(−→∏k−1
j=0cjdj
)−1
, if k ∈ Z1,[n2 ],
and
s2k+1 =

(c0d0)−∗ d0 (c0d0)−1 , if k = 0,
Zk+1,2k(Sn−1)
(
H〈1〉k−1(Sn−1)
)−1
Yk+1,2k(Sn−1)
+
(−→∏k
j=0cjdj
)−∗
dk
(−→∏k
j=0cjdj
)−1
, if k ∈ Z1,[n−12 ].
Next we show some bijective correspondences between Stieltjes positive definite
sequences, matrix Hurwitz type polynomials and matrix Hurwitz type polynomials.
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Lemma 8.9. Let n ∈ N and let S ∈ Cp×p∞ . Let F ∈ Pp×p,n,C be monic with the
(n− 1)-th SRMP S〈n−1〉. The following statements are equivalent:
(i) S〈n−1〉 ∈ K>p,n−1.
(ii) F is a right matrix Hurwitz type polynomial.
In this case, F is the unique right matrix Hurwitz type polynomial with the (n−1)-th
SRMP S〈n−1〉.
Proof. The equivalence between (i) and (ii) comes from [17, Theorem 7.10]. The
uniqueness of F in this case comes from Proposition 7.6.
Lemma 8.10. Let n ∈ N and let S ∈ Cp×p∞ . Let F ∈ Pp×p,n,C be monic with the
(n− 1)-th SLMP S〈n−1〉. The following statements are equivalent:
(i) S〈n−1〉 ∈ K>p,n−1.
(ii) F is a left matrix Hurwitz type polynomial.
In this case, F is the unique left matrix Hurwitz type polynomial with the (n− 1)-th
SLMP S〈n−1〉.
Proof. Apply Remark 8.2 and Lemma 8.9.
At the end of this chapter, we are able to answer the uniqueness question for the
construction of right matrix Hurwitz type polynomials in Lemma 8.3.
Theorem 8.11. Let n ∈ N ∪ ∞. Let {ck}[
n
2 ]
k=0 ∪ {dk}
[n−12 ]
k=0 ⊆ Cp×p> and let (Fl)nl=1
be related as in (8.1)–(8.3). Then for each l ∈ Z1,n, Fl is the unique right matrix
Hurwitz type polynomial with the right Hurwitz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ].
Proof. According to Lemma 8.3, Fl is a Hurwitz matrix polynomial with the right
Hurwitz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ]. Then we will prove by contradiction that
Fl is the unique Hurwitz matrix polynomial with the right Hurwitz parametriza-
tion [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ]. Suppose that there exists a l0 ∈ Z1,l and F˜l0 ∈ Pp×p,l0,C
such that F˜l0 6= Fl0 and F˜l0 is a Hurwitz matrix polynomial with the right Hur-
witz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ]. Then suppose that Sl0−1 and S˜l0−1 are
the (l0 − 1)-th SRMP of Fl0 and F˜l0 , respectively. By Lemma 8.9 one can see that
both Sl0−1 and S˜l0−1 are in the set K>p,l0−1. We can easily see that Sl0−1 6= S˜l0−1.
(Indeed, if Sl0−1 = S˜l0−1, then by using Proposition 7.6, Fl0 ≡ F˜l0 , which leads
to a contradiction.) So Sl0−1 6= S˜l0−1. It contradicts Proposition 8.8. Hence for
each l ∈ Z1,n, Fl is the unique Hurwitz matrix polynomial with the right Hurwitz
parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ].
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In view of Theorem 8.11 and Remark 8.2, we easily obtain a dual property of
uniqueness for left matrix Hurwitz type polynomials.
Theorem 8.12. Let n ∈ N ∪ ∞. Let {ck}[
n
2 ]
k=0 ∪ {dk}
[n−12 ]
k=0 ⊆ Cp×p> and let (Fl)nl=1
be related as in (8.14)–(8.16). Then for each l ∈ Z1,n, Fl is the unique left matrix
Hurwitz type polynomial with the left Hurwitz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ].
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9 Hurwitz matrix polynomials and some
related topics
This chapter focuses on the main objective of this thesis. Various connections are
established between several classes of objects: Hurwitz matrix polynomials, Stieltjes
positive definite sequences, matrix Hurwitz type polynomials and Stieltjes quadruple
of sequences of left orthogonal matrix polynomials.
The lines of research are combined here. In Section 9.1, we consider what conditions
must be imposed on a matrix polynomial F in order to ensure that F is a Hurwitz
matrix polynomial. Regarding the scalar case, an equivalent condition to identify
a Hurwitz polynomial F is that the truncated Markov parameters sequence of F is
a Stieltjes positive definite sequence (see Gantmacher [37, Theorem 18]). So it is
natural to propose the following matricial conjecture:
F is a Hurwitz matrix polynomial if and only if the truncated SRMP or SLMP of
F is a matricial Stieltjes positive definite sequence.
Our aim now is to verify this conjecture. The validation of the conjecture is
essential from another point of view: Once it is shown to be true, the equivalence
between Hurwitz matrix polynomials and matrix Hurwitz type polynomials can be
subsequently achieved.
Section 9.2 mainly establishes an expression of a Hurwitz matrix polynomial via
a three-terms recurrence relation. For this reason, this section pays attention to a
particular sequence of Hurwitz matrix polynomials (Fk)nk=1 called left (resp. right)
S -system of Hurwitz matrix polynomials. This sequence is connected to a matrix
sequence S in the sense that each Fk is a Hurwitz matrix polynomial with the
(k − 1)-th SLMP (resp. SRMP) S〈k−1〉. By seeking the relation between the three
terms Fk−1, Fk and Fk+1, every Hurwitz matrix polynomial F of degree n can be
iteratively formed via the (n − 1)-th SLMP (resp. SRMP) of F and the initial
matrix polynomials F0 and F1. The investigation of the S -system of Hurwitz matrix
polynomials therefore yields the appropriate tools to establish the desired connections
between Hurwitz matrix polynomials, matrix Hurwitz type polynomials and Stieltjes
quadruple of sequences of left orthogonal matrix polynomials.
9.1 Hurwitz matrix polynomials, Stieltjes positive definite
sequences and matrix Hurwitz type polynomials
This section has several important points of touch with Chapters 7 and 8.
We begin this section by considering what conditions must be imposed on the
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SRMP so that the corresponding matrix polynomial is a Hurwitz matrix polynomial.
It is obvious to see that a Hurwitz matrix polynomial can indeed be viewed as a
matrix polynomial with special zero localization with respect to left and right half
planes. Taking this fact into consideration, our subsequent approach relies largely
on the solutions of matricial Routh-Hurwitz problems in terms of the SRMPs as
deduced in Chapter 7. Owing to the study of SRMPs of right matrix Hurwitz type
polynomials in Chapter 8, we will derive the connections between both extended
types of Hurwitz polynomials by using the tools of their SRMPs or SLMPs.
Theorem 9.1. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic with
the (n− 1)-th SRMP S〈n−1〉. The following statements are equivalent:
(i) F is a Hurwitz matrix polynomial.
(ii) S〈n−1〉 ∈ K>p,n−1.
In this case, F is the unique Hurwitz matrix polynomial with the (n − 1)-th SRMP
S〈n−1〉.
Proof. The proof for “(ii) =⇒ (i)”: If S〈n−1〉 ∈ K>p,n−1, then
pi(H[n−12 ]) = [
n+1
2 ]p and pi(H
〈1〉
[n−12 ]
) = [n2 ]p.
Accordingly, by applying Theorem 7.16, we have
γ′−(F ) ≥ pi(H[n−12 ]) + pi(H
〈1〉
[n2 ]−1
) = np.
On the other hand,
γ′−(F ) ≤ deg detF (z) = np.
Thus γ′−(F ) = np, which implies (i).
The proof for “(i) =⇒ (ii)”: Assume that F is a monic Hurwitz matrix polynomial
with the (n− 1)th SRMP S〈n−1〉. Then γ′−(F ) = np.
On the other hand, suppose that F̂〈e〉(z) := F〈e〉(−z2), F̂〈o〉(z) := zF〈o〉(−z2) for
z ∈ C and F  is a g.r.c.d of F̂〈e〉 and F̂〈o〉. We can prove that γ+(F ) = 0 by
contradiction. Indeed, suppose that γ+(F ) 6= 0 and there exists a z0 ∈ CU such that
z0 ∈ σ(F ). Assume that L is as in (7.12) and L1(z) := F (−iz) for z ∈ C. According
to Proposition 2.19, F  is a g.r.c.d of L and L1. Then for each zero z0 ∈ σ(F ),
then iz0 ∈ σ(F ), −iz0 ∈ σ(F ), which contradicts the fact that F is a Hurwitz matrix
polynomial. Consequently, by using Theorem 7.16, we get
np = pi(H[n−12 ]) + pi(H
〈1〉
[n2 ]−1
). (9.1)
By the application of (9.1) and the statements that pi(H[n−12 ]) ≤ [
n+1
2 ]p and
pi(H〈1〉[n2 ]−1) ≤ [
n
2 ]p, (ii) is easily verified.
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An immediate application of Remark 7.3 and Theorem 9.1 gives the analogous
results for matrix polynomials with their SLMPs.
Theorem 9.2. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic with
the (n− 1)-th SLMP S〈n−1〉. The following statements are equivalent:
(i) F is a Hurwitz matrix polynomial.
(ii) S〈n−1〉 ∈ K>p,n−1.
In this case, F is the unique Hurwitz matrix polynomial with the (n − 1)-th SLMP
S〈n−1〉.
Theorems 9.1 and 9.2 build two bijective correspondences between positive defi-
nite sequences and Hurwitz matrix polynomials, which can be viewed as matricial
generalizations of [37, Theorem 20, Chapter XV, p. 240].
In what follows, we give some examples to check whether these matrix polynomials
are Hurwitz matrix polynomials or not with the tools of Theorems 9.1 and 9.2.
Example 9.3. Suppose that F ∈ P2×2,2,C is given as
F (z) :=
(
1 0
0 1
)
z2 +
(
5 −1
−1 7
)
z +
(
26 −5
−6 43
)
.
Obviously we can obtain that
F〈e〉(z) =
(
1 0
0 1
)
z +
(
26 −5
−6 43
)
and F〈o〉(z) =
(
5 −1
−1 7
)
.
Then the 1-st SLMP of F is as follows:
s0 =
(
5 −1
−1 7
)
and s1 =
(
5 −1
−1 7
)
·
(
26 −5
−6 43
)
=
(
136 −68
−68 306
)
.
It is clear that both s0 and s1 is positive definite. By applying Theorem 9.2, we can
see that F is a Hurwitz matrix polynomial.
Example 9.4. Let F ∈ P2×2,4,C be given as
F (z) :=
(
1 0
0 1
)
z4 +
(
2 2− i
2 + i 3
)
z3 +
(
23 + i −2− 17i
1 + 39i 20− 5i
)
z2
+
(
61− 34i 42− 71i
48 + 87i 104 + 62i
)
z +
(
−58 5 + 39i
9− 71i −67
)
.
Obviously
F〈e〉(z) =
(
1 0
0 1
)
z2 +
(
23 + i −2− 17i
1 + 39i 20− 5i
)
z +
(
−58 5 + 39i
9− 71i −67
)
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and
F〈o〉(z) =
(
2 2− i
2 + i 3
)
z +
(
61− 34i 42− 71i
48 + 87i 104 + 62i
)
.
By calculation, the 3-rd SLMP S〈3〉 of F is as follows:
S〈3〉 =
((
2 2− i
2 + i 3
)
,
(
−2 −1− i
−1 + i −3
)
,
(
13 2 + 13i
2− 13i 20
)
,
(
−210 −i
i −377
))
.
We check whether H1(S〈3〉) is positive definite, but H
〈1〉
1 (S〈3〉) is not positive definite.
So an application of Theorem 9.2 shows that F is not a Hurwitz matrix polynomial.
Example 9.5. Let F ∈ P2×2,3,C be given as
F (z) :=
(
1 0
0 1
)
z3+
(
3 4
4 8
)
z2+
(
23− 15i 33 + 35i
12− 10i 17 + 15i
)
z+
(
115− 85i 170 + 165i
191− 140i 261 + 260i
)
.
Obviously
F〈e〉(z) =
(
3 4
4 8
)
z +
(
115− 85i 170 + 165i
191− 140i 261 + 260i
)
and
F〈o〉(z) =
(
1 0
0 1
)
z +
(
23− 15i 33 + 35i
12− 10i 17 + 15i
)
.
By calculation, the 2-nd SRMP of F is as follows:
s0 =
(
3 4
4 8
)
, s1 =
(
2 −3
−3 7
)
, s2 =
(
10 15 + 25i
15− 25i 4
)
.
We can see that s0 is positive definite. However,
s2 − s1s−10 s1 =
(
−278 3238 + 25i323
8 − 25i −2278
)
,
which is not a positive definite matrix. So H2(S ) is not positive definite. Applying
Theorem 9.1, we show that F is not a Hurwitz matrix polynomial.
Example 9.6. Let F ∈ P3×3,3,C be given as
F (z) :=
1 0 00 1 0
0 0 1
 z3 +
 2 −1− i i−1 + i 2 −1
−i −1 2
 z2 +
13− i 8 + 3i 9 + 4i1 + 6i −1 + 4i −2 + 5i
−4i 1− 3i 3− 3i
 z
+
 34− 9i 24 + 3i 28 + 9i−10 + 31i −16 + 16i −20 + 18i
−2− 28i 6− 18i 9− 20i
 .
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Obviously
F〈e〉(z) =
 2 −1− i i−1 + i 2 −1
−i −1 2
 z +
 34− 9i 24 + 3i 28 + 9i−10 + 31i −16 + 16i −20 + 18i
−2− 28i 6− 18i 9− 20i

and
F〈o〉(z) =
1 0 00 1 0
0 0 1
 z +
13− i 8 + 3i 9 + 4i1 + 6i −1 + 4i −2 + 5i
−4i 1− 3i 3− 3i
 .
By calculation, the 2-nd SRMP of F is as follows:
s0 =
 2 −1− i i−1 + i 2 −1
−i −1 2
 , s1 =
 1 i −i−i 2 0
i 0 3
 , s2 =
 15 1 + 5i 3− 5i1− 5i 10 −6i
3 + 5i 6i 50
 .
We can see that both s0 and s1 are positive definite and
s2 − s1s−10 s1 =
 10 −32 − 12 i −12 + 12 i−32 + 12 i 12 1 + 12 i
−12 − 12 i 1− 12 i 732

is also a positive definite matrix. So H2(S ) is a positive definite matrix. An appli-
cation of Theorem 9.1 shows that F is a Hurwitz matrix polynomial.
Now we can uncover the connection between “matrix Hurwitz type polynomial”
and “Hurwitz matrix polynomial”. This connection bridges our study in Chapter 8
and Chapter 9.
Theorem 9.7. Let n ∈ N and let S ∈ Cp×p∞ . Let F ∈ Pp×p,n,C be monic with the
(n− 1)-th SRMP S〈n−1〉. The following statements are equivalent:
(i) F is a Hurwitz matrix polynomial and S ∈ Cp×p∞,n−1,H .
(ii) F is a right matrix Hurwitz type polynomial.
(iii) S〈n−1〉 ∈ K>p,n−1.
In this case, both following statements hold:
(iv) F is the unique Hurwitz matrix polynomial with the (n− 1)-th SRMP S〈n−1〉.
(v) F is the unique right matrix Hurwitz type polynomial with the (n−1)-th SRMP
S〈n−1〉.
Proof. Use Lemma 8.9 and Theorem 9.1.
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Theorem 9.8. Let n ∈ N and let S ∈ Cp×p∞ . Let F ∈ Pp×p,n,C be monic with the
(n− 1)-th SLMP S〈n−1〉. The following statements are equivalent:
(i) F is a Hurwitz matrix polynomial and S ∈ Cp×p∞,n−1,H .
(ii) F is a left matrix Hurwitz type polynomial.
(iii) S〈n−1〉 ∈ K>p,n−1.
In this case, both following statements hold:
(iv) F is the unique Hurwitz matrix polynomial with the (n− 1)-th SLMP S〈n−1〉.
(v) F is the unique left matrix Hurwitz type polynomial with the (n− 1)-th SLMP
S〈n−1〉.
Proof. Apply Lemma 8.10 and Theorem 9.2.
As a immediate consequence of Theorems 9.7 and 8.11, a three-term recurrence
relation for Hurwitz matrix polynomials is established in terms of their right Hurwitz
parametrizations.
Theorem 9.9. Let n ∈ N ∪∞. Let {ck}[
n
2 ]
k=0 ∪ {dk}
[n−12 ]
k=0 ⊆ Cp×p> and let (Fl)nl=1 be
defined as in (8.1)–(8.3). Then for each l ∈ Z1,n, Fl is the unique Hurwitz matrix
polynomial with the right Hurwitz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ].
Analogously, by Theorems 9.8 and 8.12 we obtain a three-term recurrence relation
for Hurwitz matrix polynomials in terms of their left Hurwitz parametrizations.
Theorem 9.10. Let n ∈ N ∪∞. Let {ck}[
n
2 ]
k=0 ∪ {dk}
[n−12 ]
k=0 ⊆ Cp×p> and let (Fl)nl=1 be
defined as in (8.14)–(8.16). Then for each l ∈ Z1,n, Fl is the unique Hurwitz matrix
polynomial with the left Hurwitz parametrization [(cj)
[ l2 ]
j=0, (dj)
[ l−12 ]
j=0 ].
9.2 S -system of Hurwitz matrix polynomials
In the previous section, we established a bijective correspondence between Hurwitz
matrix polynomials and Stieltjes positive definite sequences. Accordingly, starting
from a matrix sequence S with S〈n−1〉 being Stieltjes positive definite, we introduce
a particular sequence of Hurwitz matrix polynomials (Fk)nk=1 of order n relative to
S in this section.
It was also realized in the previous section that the two notions “Hurwitz matrix
polynomials” and “matrix Hurwitz type polynomials” are equivalent. Hence, a certain
three-terms recurrence relation of the sequence (Fk)nk=1 follows from the appropriate
relation of right matrix Hurwitz type polynomials constructed in Chapter 8, where
the related matrix coefficients are derived from the DS-parametrization ofS〈n−1〉. We
also show the above mentioned matrix coefficients are connected to the Favard pair
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due to the relations between the DS-parametrization of S〈n−1〉 and the Favard pair
(see [18]). In addition, this sequence (Fk)nk=1 involves the interesting property that a
special matrix rational function formed by Fk and Fk+1 admits a certain finite matrix
continued fraction of Jacobi type and the important Christoffel-Darboux relations
hold for (Fk)nk=1.
Based on the recent investigations of Hankel positive definitive sequences and Stielt-
jes positive definitive sequences (see e.g. [28, 31]), we further consider the one-step
extension problem for this class of Hurwitz matrix polynomials (Fk)nk=1.
Definition 9.11. Let n ∈ N∪∞ and letS ∈ Cp×p∞,n−1,H be such thatS〈n−1〉 ∈ K>p,n−1.
(Fk)nk=1 is called a left (resp. right) S -system of Hurwitz matrix polynomials of order
n if for each k ∈ Z1,n, Fk ∈ Pp×p,k,C is a Hurwitz matrix polynomial with the (k−1)-th
SLMP (resp. SRMP) S〈k−1〉.
Remark 9.12. Let n ∈ N ∪∞ and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1.
Further for each k ∈ Z1,n, let Fk ∈ Pp×p,k,C. Then (Fk)nk=1 is a right S -system of
Hurwitz matrix polynomials of order n if and only if (F∨k )nk=1 is a left S -system of
Hurwitz matrix polynomials of order n.
Let n ∈ N and let F ∈ Pp×p,n,C be a Hurwitz matrix polynomial. By Theorem 9.7
one can see that F is a right matrix Hurwitz type polynomial. Let Sn−1 be (n−1)-th
SRMP of F . Let m ∈ N be chosen such that n = 2m or n = 2m+ 1 is satisfied. By
Theorem 7.12 of [17] we have:
(i) Suppose that n = 2m and [(Lk)m−1k=0 , (Mk)
m−1
k=0 ] is the DS-parametrization of
Sn−1. Then [(Mk)m−1k=0 , (Lk)
m−1
k=0 ] is the unique right Hurwitz parametrization
of F .
(ii) Suppose that n = 2m−1 and [(Lk)m−2k=0 , (Mk)m−1k=0 ] is the DS-parametrization of
Sn−1. Then [(Mk)m−1k=0 , (Lk)
m−2
k=0 ] is the unique right Hurwitz parametrization
of F .
In view of Theorem 9.10, we can immediately build the unique three-term recur-
rence relation for the left S -system of Hurwitz matrix polynomials of order n in
terms of S .
Theorem 9.13. Let n ∈ N and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1. Let
[(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] be the DS-parametrization of S〈n−1〉 and let (Fl)nl=0 be given via
the following recurrence form:
F2k(z) = zF2k−1(z) + F2k−2(z)Ak, k ∈ Z1,[n2 ] (9.2)
F2k+1(z) = zF2k(z) + F2k−1(z)Bk, k ∈ Z1,[n−12 ] (9.3)
with the initial values
F0(z) = Ip, F1(z) = zIp +M−10 , (9.4)
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where
Ak := Nk−2N−1k−1, k ∈ Z1,[n2 ], (9.5)
Bk := Nk−2Mk−1M−1k N
−1
k−1, k ∈ Z1,[n−12 ], (9.6)
Nk :=
Ip, k = −1,−→∏k
j=0MjLj , k ∈ Z0,[n2 ].
(9.7)
Then (Fk)nk=1 is the unique right S -system of Hurwitz matrix polynomials of order
n.
Corollary 9.14. Let n ∈ N and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1.
Let [(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] be the DS-parametrization of S〈n−1〉 and let (Fk)nk=1 be the
right S -system of Hurwitz matrix polynomials of order n. Then
F2k(0) =
←−∏
k−1
j=0L−1j M−1j , k ∈ Z1,[n2 ],
F2k+1(0) = M−1k
←−∏
k−1
j=0L−1j M−1j , k ∈ Z1,[n−12 ].
Proof. In the case that z = 0, (9.2) and (9.3) turn out that
F2k(0) = F2k−2(0)Ak, k ∈ Z1,[n2 ], (9.8)
F2k+1(0) = F2k−1(0)Bk, k ∈ Z1,[n−12 ]. (9.9)
By iterating (9.8) for k ∈ Z1,[n2 ], we get that
F2k(0) = F0(0)
−→∏
k
j=0Aj = N−1N−1k−1 =
←−∏
k−1
j=0L−1j M−1j , k ∈ Z1,[n2 ].
Analogously, the iteration of (9.9) for k ∈ Z1,[n2 ] shows that
F2k+1(0) =F1(0)
−→∏
k
j=0Bj = M−10 N−1M0M−1k N
−1
k−1
=M−1k N
−1
k−1 = M
−1
k
←−∏
k−1
j=0L−1j M−1j , k ∈ Z1,[n−12 ].
As an immediate consequence of Remark 9.12 and Theorem 9.13, we get the dual
consequence for the right S -system of Hurwitz matrix polynomials.
Theorem 9.15. Let n ∈ N and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1. Let
[(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] be the DS-parametrization of S〈n−1〉 and let (Fl)nl=1 be given via
the following recurrence form:
F2k(z) = zF2k−1(z) +A∗kF2k−2(z), k ∈ Z1,[n2 ], (9.10)
F2k+1(z) = zF2k(z) +B∗kF2k−1(z), k ∈ Z1,[n−12 ], (9.11)
84
Chapter 9. Hurwitz matrix polynomials and some related topics
with the initial values
F0(z) = Ip, F1(z) = zIp +M−10 , (9.12)
where (Ak)
[n2 ]
k=1 and (Bk)
[n−12 ]
k=1 are given via the formulas (9.5)–(9.7). Then (Fl)nl=1 is
the unique left S -system of Hurwitz matrix polynomials of order n.
In view of Remark 9.12 and Corollary 9.14, we have
Corollary 9.16. Let n ∈ N and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1.
Let [(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] be the DS-parametrization of S〈n−1〉 and let (Fk)nk=1 be the
left S -system of Hurwitz matrix polynomials of order n. Then
F2k(0) =
−→∏
k−1
j=0M−1j L−1j , k ∈ Z1,[n2 ],
F2k+1(0) =
(−→∏
k−1
j=0M−1j L−1j
)
M−1k , k ∈ Z1,[n−12 ].
From Theorem 9.13 (resp. Theorem 9.15) we infer that the ordered pair
[(Ak)
[n2 ]
k=1, (Bk)
[n−12 ]
k=1 ], uniquely determined by S〈n−1〉, forms the coefficients of the
three-terms relation of the right (resp. left)S -system of Hurwitz matrix polynomials
of order n. Then we call that [(Ak)
[n2 ]
k=1, (Bk)
[n−12 ]
k=1 ] is the Hurwitz pair associated with
S〈n−1〉.
Next we will introduce the Favard pair associated with a finite Stieltjes positive
definite sequence, which appears in the study of MLOSMP or MROSMP (see [18,
Sections 8-9]). This terminology will prove to be relevant to the Hurwitz pair.
Definition 9.17. Let n ∈ Z3,∞ and let Sn−1 := (sj)n−1j=0 ∈ K>p,n−1. Let
Ak := Ek · L1,k(S ), k ∈ Z0,[n2 ]−1
and
Bk := L−11,k(S ) · L1,k+1(S ), k ∈ Z0,[n−12 ]−1,
where
Ek :=

s1, if k = 0,
(−Zk,2k−1(S )L−11,k−1(S ), Ip)Hk(∆S )·(
−L−11,k−1(S )Yk,2k−1(S )
Ip
)
, if k ∈ Z0,[n2 ]−1.
Then the ordered pair [(Ak)
[n2 ]−1
k=0 , (Bk)
[n−12 ]−1
k=0 ] is called the Favard pair associated
with Sn−1.
Next we will show the relevance between the Favard pairs and the Hurwitz pairs
associated with Stieltjes positive definite sequences.
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Proposition 9.18. Let n ∈ Z3,∞ and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈
K>p,n−1. Let [(Ak)
[n2 ]
k=1, (Bk)
[n−12 ]
k=1 ] be the Hurwitz pair associated with S〈n−1〉 and let
[(A1,k)
[n2 ]−1
k=0 , (B1,k)
[n−12 ]−1
k=0 ] and [(A2,k)
[n−12 ]−1
k=0 , (B2,k)
[n2 ]−2
k=0 ] be the Favard pair asso-
ciated with S〈n−1〉 and (∆S )〈n−2〉, respectively. Then
A1,k+1 := A∗k+2 +B∗k+1, k ∈ Z0,[n2 ]−2,
B1,k := Ak+1Bk+1, k ∈ Z0,[n−12 ]−1,
A2,k := A∗k+1 +B∗k+1, k ∈ Z0,[n−12 ]−1,
B2,k := Bk+1Ak+2, k ∈ Z0,[n2 ]−2.
Proof. Suppose that [(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] is the DS-parametrization ofS〈n−1〉 andNk
is given as in (9.7). In view of [18, Theorem 9.3], one can see for each k ∈ Z0,[n2 ]−2
A1,k+1 =
[−→∏
k+1
j=0
(
M−1j L−1j
)]
(Lk + Lk+1)Mk
[←−∏
k−1
j=0 (LjMj)
]
=
[−→∏
k+1
j=0
(
M−1j L−1j
)] [←−∏
k
j=0 (LjMj)
]
+
[−→∏
k
j=0
(
M−1j L−1j
)]
M−1k+1Mk·[←−∏
k−1
j=0 (LjMj)
]
=N−∗k+1N
∗
k +N−∗k M
−∗
k+1M
∗
kN∗k−1
=A∗k+2 +B∗k+1,
B2,k =
[−→∏
k−1
j=0 (MjLj)
]
MkM−1k+1
[←−∏
k+1
j=0
(
L−1j M−1j
)]
=Nk−1MkM−1k+1N
−1
k+1
=Nk−1MkM−1k+1N
−1
k NkN
−1
k+1
=Bk+1Ak+2
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and for each k ∈ Z0,[n−12 ]−1,
A2,k =
[−→∏
k
j=0
(
M−1j L−1j
)]
M−1k+1(Mk +Mk+1)
[←−∏
k−1
j=0 (LjMj)
]
=
[−→∏
k
j=0
(
M−1j L−1j
)] [←−∏
k−1
j=0 (LjMj)
]
+
[−→∏
k
j=0
(
M−1j L−1j
)]
M−1k+1Mk·[←−∏
k−1
j=0 (LjMj)
]
=N−∗k N
∗
k−1 +N−∗k M
−∗
k+1M
∗
kN∗k−1
=A∗k+1 +B∗k+1,
B1,k =
[−→∏
k−1
j=0 (MjLj)
]
L−1k M
−1
k+1
[←−∏
k
j=0
(
L−1j M−1j
)]
=Nk−1L−1k M
−1
k+1N
−1
k
=Nk−1N−1k Nk−1MkM
−1
k+1N
−1
k
=Ak+1Bk+1.
The following proposition connects the right S -system of Hurwitz matrix polyno-
mials with a certain finite matrix continued fraction of Jacobi type.
Proposition 9.19. Let n ∈ N and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1.
Let A0 := S〈0〉, B0 := Ip and let [(Ak)
[n2 ]
k=1, (Bk)
[n−12 ]
k=1 ] be the Hurwitz pair associated
with S〈n−1〉. Further, let (Fl)nl=1 be the unique left S -system of Hurwitz matrix
polynomials of order n. Then for k ∈ Z1,[n2 ],
F2k−1(z)
F2k(z)
= Ip
zIp +
A∗k
zIp +
B∗k−1
zIp +
. . .
zIp +
B∗0
zIp +A∗0
(9.13)
and for k ∈ Z0,[n−12 ],
F2k(z)
F2k+1(z)
= Ip
zIp +
B∗k
zIp +
A∗k
zIp +
. . .
zIp +
B∗0
zIp +A∗0
. (9.14)
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Proof. We denote
Rl(z) :=
Fl(z)
Fl+1(z)
, l ∈ Z0,n−1.
Rewriting (9.10)–(9.12), we obtain
R2k−1(z) =
Ip
zIp +A∗kR2k−2(z)
, k ∈ Z1,[n2 ]
and
R2k(z) =
Ip
zIp +B∗kR2k−1(z)
, k ∈ Z1,[n−12 ].
By recursively applying these formulas, we can represent R2k−1 and R2k as the con-
tinuous fraction forms (9.13) and (9.14), respectively.
Next we will present the Christoffel-Darboux formula for the left S -system of
Hurwitz matrix polynomials.
Proposition 9.20. Let n ∈ N and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1.
Let [(Ak)
[n2 ]
k=1, (Bk)
[n−12 ]
k=1 ] be the Hurwitz pair associated with S〈n−1〉. Further, let
(Fl)nl=1 be the unique left S -system of Hurwitz matrix polynomials of order n. Then
for each l ∈ Z0,n−1,
(z − ω)
l∑
j=0
F∨j (z)XjFj(ω) = F∨l+1(z)X∗l Fl(ω)− F∨l (z)XlFl+1(ω), (9.15)
where X0 ∈ Cp×pH is such that X0 commutes with S〈0〉 and
X2k := X0
(−→∏
k
j=1AjBj
)−∗
, k ∈ Z
1,
[
n−1
2
], (9.16)
X2k+1 := −X0
(−→∏
k
j=1AjBj
)−∗
A−∗k+1, k ∈ Z0,
[
n−2
2
]. (9.17)
Proof. The proof is conducted by induction. We have
(z − ω)F∨0 (z)X0F0(ω) = (z − ω)X0 =
(
zIp +S〈0〉
)
X0 −X0
(
ωIp +S〈0〉
)
= F∨1 (z)X∗0F0(ω)− F∨0 (z)X0F1(ω).
In other words, (9.15) holds for l = 0.
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Assuming that (9.15) holds for l = 2k, we will now prove that it holds for l = 2k+1.
We have
(z − ω)
2k+1∑
j=0
F∨j (z)XjFj(ω)
=(z − ω)
2k∑
j=0
F∨j (z)XjFj(ω) + (z − ω)F∨2k+1(z)X2k+1F2k+1(ω)
=F∨2k+1(z)X2kF2k(ω)− F∨2k(z)X∗2kF2k+1(ω) + (z − ω)F∨2k+1(z)X2k+1F2k+1(ω)
=F∨2k+1(z)X2k+1
(
X−12k+1X2kF2k(ω)− ωF2k+1(ω)
)
−
(
F∨2k(z)X∗2kX−∗2k+1 − zF ∗2k+1(z)
)
·X∗2k+1F2k+1(ω)
=− F∨2k+1(z)X2k+1
(
A∗k+1F2k(ω) + ωF2k+1(ω)
)
+
(
F∨2k(z)Ak+1 + zF ∗2k+1(z)
)
X∗2k+1
· F2k+1(ω)
=F∨2k+2(z)X∗2k+1F2k+1(ω)− F∨2k+1(z)X2k+1F2k+2(ω).
This implies (9.15) for l = 2k + 1.
Analogously, by assuming that (9.15) holds for l = 2k − 1, we obtain
(z − ω)
2k∑
j=0
F∨j (z)XjFj(ω)
=(z − ω)
2k−1∑
j=0
F∨j (z)XjFj(ω) + (z − ω)F ∗2k(z)X2kF2k(ω)
=F∨2k(z)X2k−1F2k−1(ω)− F∨2k−1(z)X∗2k−1F2k(ω) + (z − ω)F∨2k(z)X2kF2k(ω)
=F∨2k(z)X2k
(
X−12kX2k−1F2k−1(ω)− ωF2k(ω)
)
−
(
F∨2k−1(z)X∗2k−1X−∗2k − zF∨2k(z)
)
·X∗2kF2k(ω)
=− F∨2k(z)X2k−1 (B∗kF2k−1(ω) + ωF2k(ω)) +
(
F∨2k−1(z)Bk + zF∨2k(z)
)
X∗2k
· F2k(ω)
=F∨2k+1(z)X∗2kF2k(ω)− F∨2k(z)X2kF2k+1(ω),
which implies (9.15) for l = 2k. Hence (9.15) holds for each l ∈ Z0,n−1.
As an immediate consequence of Remark 9.12 and Proposition 9.20, we can obtain
the Christoffel-Darboux formula for the right S -system of Hurwitz matrix polyno-
mials.
Proposition 9.21. Let n ∈ N and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1.
Let (Xl)nl=0 be given as in Proposition 9.20. Further, let (Fl)nl=1 be the unique right
S -system of Hurwitz matrix polynomials of order n. Then for each l ∈ Z0,n−1,
(z − ω)
l∑
j=0
Fj(z)XjF∨j (ω) = Fl+1(z)X∗l F∨l (ω)− Fl(z)XlF∨l+1(ω). (9.18)
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Up to now much attention is paid to the description of S -system of Hurwitz ma-
trix polynomials. Next we turn to the extension problem of the S -system of Hurwitz
matrix polynomials. We precede our discussion by introducing a corresponding ter-
minology.
Let n ∈ N ∪∞ and let S ∈ Cp×p∞,n−1,H be such that S〈n−1〉 ∈ K>p,n−1. Let (Fk)nk=1
be the right (resp. left) S -system of Hurwitz matrix polynomials of order n. Here
we call (Fk)nk=1 to be one-step extendable if there exists a Hurwitz matrix polynomial
Fn+1 ∈ Pp×p,n+1,C such that (Fk)n+1k=1 is the right (resp. left) S -system of Hurwitz
matrix polynomials of order n + 1. Since (Fk)nk=1 is the right (resp. left) S -system
of Hurwitz matrix polynomials of order n, we have S〈n−1〉 ∈ K>p,n−1. Suppose that
S := (sj)j∈N0 . The key point to meet the requirement that (Fk)nk=1 is one-step
extendable is to choose a suitable sn such that S〈n〉 ∈ K>p,n. In this regard, some
auxiliary lemmas are needed.
Lemma 9.22. Let m ∈ N ∪∞ and let S ∈ Cp×p∞ . S〈2m+1〉 ∈ K>p,2m+1 if and only if
S〈2m〉 ∈ K>p,2m and L1,m(∆S ) ∈ Cp×p> .
Proof. The “if” implication: Since S〈2m〉 ∈ K>p,2m, we have that S〈2m〉 ∈ H>p,2m
and (∆S )〈2m−2〉 ∈ H>p,2m−2. As a result of Proposition 2.24 in [28], the fact
(∆S )〈2m−2〉 ∈ H>p,2m−2 and L2,m+1(S ) ∈ Cp×p> implies that (∆S )〈2m〉 ∈ H>p,2m.
A combination of S〈2m〉 ∈ H>p,2m and (∆S )〈2m〉 ∈ H>p,2m means that S〈2m+1〉 ∈
K>p,2m+1.
The “only if” implication: Suppose that S〈2m+1〉 ∈ K>p,2m+1. Then S〈2m〉 ∈ H>p,2m
and (∆S )〈2m〉 ∈ H>p,2m. Owing to Proposition 2.24 in [28] again, it follows that
(∆S )〈2m−2〉 ∈ H>p,2m−2 and L2,m+1(S ) ∈ Cp×p> . A combination of S〈2m〉 ∈ H>p,2m
and (∆S )〈2m−2〉 ∈ H>p,2m−2 means that S〈2m〉 ∈ K>p,2m.
Lemma 9.23. Let m ∈ N ∪ ∞ and let S ∈ Cp×p∞ . S〈2m〉 ∈ K>p,2m if and only if
S〈2m−1〉 ∈ K>p,2m−1 and L1,m(S ) ∈ Cp×p> .
Proof. The “if” implication: Since S〈2m−1〉 ∈ K>p,2m−1, we have that S〈2m−2〉 ∈
H>p,2m−2 and (∆S )〈2m−2〉 ∈ H>p,2m−2. As a result of Proposition 2.24 in [28], the fact
S〈2m−2〉 ∈ H>p,2m−2 and L1,m(S ) ∈ Cp×p> implies thatS〈2m〉 ∈ H>p,2m. A combination
of S〈2m〉 ∈ H>p,2m and (∆S )〈2m−2〉 ∈ H>p,2m−2 means that S〈2m〉 ∈ K>p,2m.
The “only if” implication: Suppose that S〈2m〉 ∈ K>p,2m. Then S〈2m〉 ∈ H>p,2m
and (∆S )〈2m−2〉 ∈ H>p,2m−2. Owing to Proposition 2.24 in [28] again, it follows that
S〈2m−2〉 ∈ H>p,2m−2 and L1,m(S ) ∈ Cp×p> . A combination of S〈2m−2〉 ∈ H>p,2m−2 and
(∆S )〈2m−2〉 ∈ H>p,2m−2 means that S〈2m〉 ∈ K>p,2m.
In view of Lemma 9.22, we easily obtain a sufficient and necessary condition for the
S -system of Hurwitz matrix polynomials of odd order being one-step extendable.
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Theorem 9.24. Let m ∈ N ∪∞ and let S ∈ Cp×p∞,2m,H be such that S〈2m〉 ∈ K>p,2m.
Let (Fk)2m+1k=1 be the right (resp. left) S -system of Hurwitz matrix polynomials of
order 2m+ 1. (Fk)2m+1k=1 is one-step extendable if and only if L1,m(∆S ) ∈ Cp×p> .
Analogously, by using Lemma 9.23, we have the dual result for the S -system of
Hurwitz matrix polynomials of even order.
Theorem 9.25. Let m ∈ N ∪ ∞ and let S ∈ Cp×p∞,2m−1,H be such that S〈2m−1〉 ∈
K>p,2m−1. Let (Fk)2mk=1 be the right (resp. left) S -system of Hurwitz matrix polyno-
mials of order 2m. (Fk)2mk=1 is one-step extendable if and only if L1,m(S ) ∈ Cp×p> .
In the following, we recall the Stieltjes quadruple of sequences of left orthogonal
matrix polynomials (or short SQSLOMP) associated with a Stieltjes positive definite
sequence, which plays an important role for the description of the Stieltjes transform
of the solution sets of Stieltjes matrix moment problems.
Let, for each j ∈ N,
T0 := 0p, Tj :=
(
0p×jp 0p
Ijp 0jp×p
)
.
Obviously, I(j+1)p − zTj is nonsingular. Let the function Rj : C→ C(j+1)p×(j+1)p be
given by
Rj(z) := (I(j+1)p − zTj)−1. (9.19)
By a straightforward calculation, it follows that
Rj(z) :=

Ip 0p 0p · · · 0p 0p
zIp Ip 0p · · · 0p 0p
z2Ip zIp Ip · · · 0p 0p
...
...
...
. . .
...
...
zjIp z
j−1Ip zj−2Ip · · · zIp Ip
 .
Definition 9.26. Let S ∈ K>p,∞. Let, for z ∈ C,
P1,0(z) := Ip, Q1,0(z) := 0p, P2,0(z) := Ip, Q2,0(z) := s0.
For j ∈ N and z ∈ C, let
P1,j(z) := (−Zj,2j−1(S ) (Hj−1(S ))−1 , Ip)Rj(z)
(
Ip
0jp×p
)
,
Q1,j(z) := (−Zj,2j−1(S ) (Hj−1(S ))−1 , Ip)Rj(z)
(
0p
Y0,j−1(S )
)
,
P2,j(z) := (−Zj+1,2j(S )
(
H〈1〉j−1(S )
)−1
, Ip)Rj(z)
(
Ip
0jp×p
)
,
P2,j(z) := (−Zj+1,2j(S )
(
H〈1〉j−1(S )
)−1
, Ip)Rj(z)Y0,j−1(S ).
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Then [(P1,j)∞j=0, (Q1,j)∞j=0, (P2,j)∞j=0, (Q2,j)∞j=0] is called the Stieltjes quadruple of se-
quences of left orthogonal matrix polynomials (or short SQSLOMP) associated with
S .
Let n ∈ N and let (sj)nj=0 ∈ K>p,n. Then there exists a matrix sequence (sj)∞j=n+1
such that (sj)∞j=0 ∈ K>p,∞. Let [(P1,j)∞j=0, (Q1,j)∞j=0, (P2,j)∞j=0, (Q2,j)∞j=0] be the SQS-
LOMP associated with (sj)∞j=0. In view of Definition 9.26, one can see that the
quadruple of SQSLOMP [(P1,j)
[n+12 ]
j=0 , (Q1,j)
[n+12 ]
j=0 , (P2,j)
[n2 ]
j=0, (Q2,j)
[n2 ]
j=0] depends on the
sequence (sj)nj=0. Then [(P1,j)
[n+12 ]
j=0 , (Q1,j)
[n+12 ]
j=0 , (P2,j)
[n2 ]
j=0, (Q2,j)
[n2 ]
j=0] is called the SQS-
LOMP associated with (sj)nj=0.
The following theorem establishes a bijective correspondence between the unique
left S -system of Hurwitz matrix polynomials of order n and the SQSLOMP associ-
ated with S〈n〉.
Theorem 9.27. Let n ∈ N ∪∞ and let S ∈ Cp×p∞,n−1,H such that S〈n−1〉 ∈ K>p,n−1.
Let Fk ∈ Pp×p,k,C be monic for k ∈ Z1,n. Let P0(z) = Ip, Q0(z) = 0p and, for each
k ∈ Z1,n, let
Pk(z) := (−1)[
k
2 ](Fk)〈e〉(−z) ∈ Pp×p,[ k2 ],C,
Qk(z) := (−1)[
k−1
2 ](Fk)〈o〉(−z) ∈ Pp×p,[ k−12 ],C.
Then (Fk)nk=1 is the unique left S -system of Hurwitz matrix polynomials of order n
if and only if [(P2k)
[n2 ]
k=0, (Q2k)
[n2 ]
k=0, (Q2k−1)
[n+12 ]
k=1 , (P2k−1)
[n+12 ]
k=1 ] is the SQSLOMP asso-
ciated with S〈n−1〉.
Proof. Remark 7.14 shows that S〈k−1〉 is the k-th SLMP (resp. SRMP) of Fk for
k ∈ Z1,n if and only if all of the following conditions are satisfied:
(i) (P2j)
[n2 ]
j=0 is the unique MLOSMP (resp. MROSMP) of order [n2 ] with respect
to S .
(ii) (Q2j)
[n2 ]
j=0 is the unique LSMPSK (resp. RSMPSK) of order [n2 ] with respect to
S .
(iii) (Q2j−1)
[n+12 ]
j=1 is the unique MLOSMP (resp. MROSMP) of order [n−12 ] with
respect to ∆S .
(iv) (P2j−1 −Q2j−1s0)[
n+1
2 ]
j=1 is the unique LSMPSK (resp. RSMPSK) of order [n−12 ]
with respect to ∆S .
Then by using Proposition 4.2 of [18], we complete the proof.
We conclude this chapter with a new three-term recurrence for the SQSLOMP,
which is different from that in Proposition 9.1 of [18].
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Theorem 9.28. Let n ∈ N and let Sn−1 ∈ K>p,n−1. Let [(Lk)
[n−12 ]
k=0 , (Mk)
[n2 ]
k=0] be the
DS-parametrization of Sn−1 and let (P2k)
[n2 ]
k=0, (Q2k)
[n2 ]
k=0, (Q2k+1)
[n−12 ]
k=0 , (P2k+1)
[n−12 ]
k=0
admit the following recurrence:
P2k(z) = P2k−1(z)−A∗kP2k−2(z), (9.20)
P2k+1(z) = zP2k(z)−B∗kP2k−1(z) (9.21)
and
Q2k(z) = zQ2k−1(z)−A∗kQ2k−2(z), (9.22)
Q2k+1(z) = Q2k(z)−B∗kQ2k−1(z) (9.23)
with the initial values
P0(z) = 0p, Q0(z) = Ip, P1(z) = M−10 , Q1(z) = Ip, (9.24)
where [(Ak)
[n2 ]
k=1, (Bk)
[n−12 ]
k=1 ] is the Hurwitz pair associated with Sn−1. Then
[(P2k)
[n2 ]
k=0, (Q2k)
[n2 ]
k=0, (Q2k+1)
[n−12 ]
k=0 , (P2k+1)
[n−12 ]
k=0 ] is the SQSLOMP associated withSn−1.
Proof. Let S ∈ Cp×p∞ be such that S〈n−1〉 := Sn−1 and let (Fl)nl=1 be the left S -
system of Hurwitz matrix polynomials. By using Theorem 9.15, (7.4) and (7.5), we
obtain
(F2k)〈e〉(z2) =
F2k(z) + F2k(−z)
2
= zF2k−1(z)− F2k−1(−z)2 +A
∗
k
F2k−2(z) + F2k−2(−z)
2
= z2(F2k−1)〈o〉(z2) +A∗k(F2k−2)〈e〉(z2), k ∈ Z0,[n2 ]. (9.25)
Analogously, in view of Theorem 9.15, we rewrite (9.10)–(9.12) in the following
form:
(F2k+1)〈e〉(z2) = z2(F2k)〈o〉(z2) +B∗k(F2k−1)〈e〉(z2), k ∈ Z0,[n−12 ] (9.26)
(F2k)〈o〉(z2) = (F2k−1)〈e〉(z2) +A∗k(F2k−2)〈o〉(z2), k ∈ Z0,[n2 ] (9.27)
(F2k+1)〈o〉(z2) = (F2k)〈e〉(z2) +B∗k(F2k−1)〈o〉(z2), k ∈ Z0,[n−12 ] (9.28)
with the initial values
(F0)〈e〉(z2) = Ip, (F0)〈o〉(z2) = 0p, (F1)〈e〉(z2) = M−10 , (F1)〈o〉(z2) = Ip. (9.29)
Substituting −z for z2 in the formulas (9.25)–(9.29) and using Theorem 9.27, we
can obtain the formulas (9.20)–(9.24).
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10 Quasi-stable matrix polynomials and
some related topics
In this chapter we investigate another important set of matrix polynomials ap-
pearing in the theory of stability, called quasi-stable matrix polynomials. Recall
that for n ∈ N and F ∈ Pp×p,n,C, F is called a quasi-stable matrix polynomial if
σ(F ) ⊆ C− ∪ R, or equivalently, γ′+(F ) = 0, γ′0(F ) + γ′−(F ) = np. Obviously, if F is
a Hurwitz matrix polynomial, then F is a quasi-stable matrix polynomial.
There are some studies of scalar quasi-stable polynomials in connection to cer-
tain Hurwitz matrices. Asner [5] established that the finite Hurwitz matrix of a real
quasi-stable polynomial is totally nonnegative. Furthermore, Holtz [44] showed that
a polynomial is quasi-stable if and only if its infinite Hurwitz matrix is totally non-
negative (see Theorem 3.44 of [44]). For more literature on the scalar case of these
polynomials and their extensions we refer the reader to Dyachenko [21], Kemperman
[54].
We continue our strategy from Chapters 7 and 9 to use the Markov parameters
approach as the basic instrument. This is due to the fact that concerning quasi-stable
matrix polynomials, there are no satisfactory tools generalizing Hurwitz matrices
from the scalar case which depend heavily upon the theory of determinants. When
one tries to construct the block Hurwitz matrices of which the block elements are
the matrix coefficients of a matrix polynomial, it turns out that they do not satisfy
several important determinant properties.
Sections 10.1 and 10.2 look for the correspondences between the existence of quasi-
stable matrix polynomials with given SLMPs or SRMPs, the solvability of Stieltjes
moment problems and the Nevanlinna-Pick interpolation problem for matrix-valued
Stieltjes functions. In Section 10.3, we give necessary and sufficient conditions for a
monic matrix polynomial F to be a quasi-stable matrix polynomial. In this case, the
infinite sequence SRMP (resp. SLMP) of F is described.
10.1 Particular monic quasi-stable matrix polynomials and
Stieltjes moment problems
In this section we build particular monic quasi-stable matrix polynomials from
Stieltjes nonnegative definite extendable sequences. Our motivation originates from
Chapter 7, where we characterized some connection between monic matrix polynomi-
als and monic orthogonal systems of matrix polynomials (see Propositions 7.7–7.12).
We aim to construct particular monic quasi-stable matrix polynomials from certain
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MLOSMPs or MROSMPs (see Definition 4.21) with respect to Hankel nonnegative
definite extendable sequences.
In this connection, we start by setting up specific MLOSMPs with respect to Hankel
nonnegative definite extendable sequences, which is a special case of the construction
in [28] (see particularly Proposition 3.16, (2.4), (3.8), (3.9) and Lemma 3.14 of [28]).
Let m ∈ N and let S := (sj)∞j=0 ∈ Cp×p∞ such that S〈2m−1〉 ∈ H≥,ep,2m−1. We define
the following recurrence relation:
P k+1(z) := (zIp − L2,k(S )(L1,k(S ))†)P k (z)
− L1,k(S )(L1,k−1(S ))†P k−1(z), (10.1)
Qk+1(z) := (zIp − L2,k(S )(L1,k(S ))†)Qk(z)
− L1,k(S )(L1,k−1(S ))†Qk−1(z), (10.2)
for k ∈ Z1,m−1, with the initial condition:
P 0 (z) := Ip, P 1 (z) := zIp − s1s†0, Q0(z) := 0p, Q1(z) := s0, (10.3)
where L2,0(S ) := s1 and for k ∈ Z1,m−1,
L2,k(S ) := s2k+1 −Mk − L1,k(S )(L1,k−1(S ))†(s2k−1 −Mk−1),
Mk := Zk,2k−1(S )(Hk−1(S ))†Yk,2k−1(S ).
Analogously, let m ∈ N and let S ∈ Cp×p∞ such that (∆S )〈2m−1〉 ∈ H≥,ep,2m−1. We
define
P˜ k+1(z) := (zIp − L2,k(∆S )(L1,k(∆S ))†)P˜ k (z)
− L1,k(∆S )(L1,k−1(∆S ))†P˜ k−1(z), (10.4)
Q˜k+1(z) := (zIp − L2,k(∆S )(L1,k(∆S ))†)Q˜k(z)
− L1,k(S )(L1,k−1(∆S ))†Q˜k−1(z), (10.5)
for k ∈ Z1,m−1, with the initial condition:
P˜ 0 (z) := Ip, P˜ 1 (z) := zIp − s2s†1, Q˜0(z) := 0p, Q˜1(z) := s1. (10.6)
Proposition 10.1. Let n ∈ Z2,∞ and let S ∈ Cp×p∞,n−1,H such that (sj)n−1j=0 ∈ K≥,ep,n−1.
(i) Suppose that n = 2m. Further suppose that (P k )mk=0 and (Qk)mk=0 are defined
as in (10.1)–(10.3). Then (P k )mk=0 is a MLOSMP of order m with respect to
S and for each k ∈ Z0,m, Qk is left S -associative with P k .
(ii) Suppose that n = 2m − 1. Further suppose that (P˜ k )m−1k=0 and (Q˜k)m−1k=0 are
defined as in (10.4)–(10.6). Then (P˜ j )m−1j=0 is a MLOSMP of order (m − 1)
with respect to ∆S and for each k ∈ Z0,m−1, Q˜k is left ∆S -associative with
P˜ k .
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Proof. The implication of (i) is due to Proposition 3.7, Remark 3.8 of [28] and Remark
4.27. The proof of (ii) is analogous to that of (i) and thus omitted.
Proposition 10.2. Let n ∈ Z2,∞ and let S ∈ Cp×p∞,n−1,H such that S〈n−1〉 ∈ K≥,ep,n−1.
(i) Suppose that n = 2m. Further suppose that (P k )mk=0 and (Qk)mk=0 are defined
as in (10.1)–(10.3). Then for k ∈ Z0,m−1,
Qk+1(z)(P k )∨(z)− P k+1(z)(Qk)∨(z) = L1,k(S ). (10.7)
(ii) Suppose that n = 2m − 1. Further suppose that (P˜ k )m−1k=0 and (Q˜k)m−1k=0 are
defined as in (10.4)–(10.6). Then for k ∈ Z0,m−2,
Q˜k+1(z)(P˜ k )∨(z)− P˜ k+1(z)(Q˜k)∨(z) = L1,k(∆S ). (10.8)
Proof. The proof for (i) is by induction on k. By (10.3) it is easy to see the validity
of (10.7) for the case that k = 0. Let j ∈ Z0,n−1. Suppose that (10.7) holds for the
case that k = j.
According to Theorem 4.28 and Proposition 4.15, (Qj )−1P j is a Hermitian transfer
function matrix, which implies
Qj (z)(P j )∨(z)− P j (z)(Qj )∨(z) = 0p.
Then
Qj+2(z)(P j+1)∨(z)− P j+2(z)(Qj+1)∨(z)
=
(
(zIp − L2,j+1(S )(L1,j+1(S ))†)Qj+1(z)− L1,j+1(S )(L1,j(S ))†Qj (z)
)
(P j+1)∨(z)−(
(zIp − L2,j+1(S )(L1,j+1(S ))†)P j+1(z)− L1,j+1(S )(L1,j(S ))†P j (z)
)
(Qj+1)∨(z)
=(zIp − L2,j+1(S )(L1,j+1(S ))†)(Qj+1(z)(P j+1)∨(z)− P j+1(z)(Qj+1)∨(z))+
L1,j+1(S )(L1,j(S ))†
(
P j (z)(Qj+1)∨(z)−Qj (z)(P j+1)∨(z)
)
=L1,j+1(S )(L1,j(S ))†L1,j(S ) = L1,j+1(S ).
Hence, (10.7) is fulfilled.
The proof of (ii) is analogous to that of (i) and thus omitted.
Lemma 10.3. Let n ∈ N and let S ∈ Cp×p∞,n−1,H such that S〈n−1〉 ∈ K≥,ep,n−1. Let
µ ∈ Cnp×p and λ ∈ C.
(i) Suppose that n = 2m. Further suppose that (P k )mk=0 and (Qk)mk=0 are defined
as in (10.1)–(10.3). Then the simultaneous equalities
µ∗P k (λ) = 0, µ∗Qk(λ) = 0
hold for some k ∈ Z0,m if and only if µ = 0p×1 or λ = 0.
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(ii) Suppose that n = 2m − 1. Further suppose that (P˜ k )m−1k=0 and (Q˜k)m−1k=0 are
defined as in (10.4)–(10.6). Then the simultaneous equalities
µ∗P˜ k (λ) = 0, µ∗Q˜k(λ) = 0
hold for some k ∈ Z0,m−1 if and only if µ = 0p×1 or λ = 0.
Proof. The proof of (i): The “if” implication is trivial.
The “only if” implication: The proof is by induction on k. Suppose that there
exists a λ0 6= 0 ∈ C and a nonzero vector µ0 ∈ Cp×1 such that µ∗0P 1 (λ0) = 0 and
µ∗0Q1(λ0) = 0, or equivalently,
s0µ0 = 0, λ0µ0 − s†0s1µ0 = 0p×1.
Using the fact that Range(s0) ⊆Range(s1) we have
λ0µ0 = λ0µ0 − s†0s1µ0 = 0p×1.
Let j ∈ Z1,n−1. Suppose the “only if” implication holds for k = j and the simultane-
ous equalities
µ∗P j+1(λ) = 0, µ∗Qj+1(λ) = 0
hold. Then, by applying Proposition 10.2 we have
µ∗L1,j(S ) = µ∗
(
Qj+1(λ)P j (λ¯)∗ − P j+1(λ)Qj (λ¯)∗
)
= 0.
Due to the fact that Range(L2,j(S )) ⊆Range(L1,j(S )) by [13, Lemma 2.7], subse-
quently we have µ∗L2,j(S ) = 0p. It follows that
λµ∗P j (λ)
=(λµ∗ − µ∗L2,j(S )(L1,j(S ))†)P j (λ)− µ∗L1,j(S )(L1,j−1(S ))†P j−1(λ)
=µ∗P j+1(λ) = 0
and
λµ∗Qj (λ)
=(λµ∗ − µ∗L2,j(S )(L1,j(S ))†)Qj (λ)− µ∗L1,j(S )(L1,j−1(S ))†Qj−1(λ)
=µ∗Qj+1(λ) = 0.
Then, by induction we have that λ = 0 or µ = 0p×1.
The proof of (ii) is analogous to that of (i) and thus omitted.
Now we give an expression of particular monic quasi-stable matrix polynomials F
with a given Stieltjes nonnegative definite extendable sequence being the truncated
SLMP of F .
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Theorem 10.4. Let n ∈ N and let S ∈ Cp×p∞,n−1,H such that S〈n−1〉 ∈ K≥,ep,n−1.
(i) Suppose that n = 2m. Let (P k )mk=0 and (Qk)mk=0 be as in (10.1)–(10.3) and let,
subsequently,
F (z) := (−1)mP m(−z2) + (−1)m−1zQm(−z2) ∈ Pp×p,n,C.
Then F is a monic quasi-stable matrix polynomial with the (n − 1)-th SLMP
S〈n−1〉.
(ii) Suppose that n = 2m−1. Let (P˜ k )m−1k=0 and (Q˜k)m−1k=0 be as in (10.4)–(10.6) and
let, subsequently,
F (z) := (−1)m−1Q˜m−1(−z2) + (−1)m−1P˜ m−1(−z2)(zIp +S〈0〉) ∈ Pp×p,n,C.
Then F is a monic quasi-stable matrix polynomial with the (n − 1)-th SLMP
S〈n−1〉.
Proof. The proof for “(i)”: From the definition of F in (i) we see that
F〈e〉(z) = (−1)mP m(−z),
F〈o〉(z) = (−1)m−1Qm(−z).
By Propositions 7.7 and 10.1 we have that S〈2m−1〉 is the (2m − 1)-th SLMP of F .
Owing to the fact that S〈2m−1〉 ∈ K≥,ep,2m−1, we have ν(Hm−1) = ν(H〈1〉m−1) = 0. Let
Rm(z) be a g.l.c.d of F〈e〉(−z2) and zF〈o〉(−z2). Next we will show that σ(Rm) ⊆ {0}.
In fact, suppose that σ(Rm) 6⊆ {0} and
Rm(z)Sm(z) = F〈e〉(−z2), (10.9)
Rm(z)T m(z) = zF〈o〉(−z2), (10.10)
where Sm(z), T m(z) ∈ Pp×p,m,C. Then there exists a λ0 6= 0 ∈ C and a nonzero
vector µ0 ∈ Cn×1 such that µ∗0Rm(λ0) = 0. Subsequently, by (10.9)–(10.10) and the
fact that λ0 6= 0, we have µ∗0P m(λ20) = 0 and µ∗0Qm(λ20) = 0, which contradicts to
Lemma 10.3. Hence, by Theorem 7.16,
γ′+(F ) = ν(Hm−1(S )) + ν(H
〈1〉
m−1(S )) + γ′+(Rm) = 0.
Therefore F is a quasi-stable matrix polynomial.
The proof for “(ii)”: From the definition of F in (ii) we see that
F〈e〉(z) = (−1)m−1Q˜m−1(−z) + (−1)m−1P˜ m−1(−z)S〈0〉,
F〈o〉(z) = (−1)m−1P˜ m−1(−z).
By Propositions 7.8 and 10.1 we have that S〈2m−2〉 is the (2m − 2)-th SLMP of F .
Since S〈2m−2〉 ∈ K≥,ep,2m−2, we have ν(Hm−1(S )) = ν(H〈1〉m−2(S )) = 0. Let R˜m−1(z)
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be a g.l.c.d of F〈e〉(−z2) and zF〈o〉(−z2). Next, we will show that σ(R˜m−1) ⊆ {0}.
In fact, if σ(R˜m−1) 6⊆ {0} and
R˜m−1(z)S˜m−1(z) = F〈e〉(−z2), (10.11)
R˜m−1(z)T˜ m−1(z) = zF〈o〉(−z2), (10.12)
where S˜m−1(z), T˜ m−1(z) ∈ Pp×p,m,C, then there exists a λ0 6= 0 ∈ C and a nonzero
vector µ0 ∈ Cn×1 such that µ∗0R˜m−1(λ0) = 0. Subsequently, by (10.11)–(10.12) and
the fact that λ0 6= 0, we have
µ∗0P˜

m−1(λ20) = (−1)m−1λ−10 µ∗0R˜m−1(λ20)Sm−1(λ20) = 0,
and
µ∗0Q˜

m−1(λ20)
=µ∗0
(
Q˜m−1(λ20) + P˜ m−1(λ20)S〈0〉
)
− µ∗0P˜ m−1(λ20)S〈0〉
=(−1)m−1µ∗0
(
R˜m−1(λ20)S˜m−1(λ20)
)
− (−1)m−1λ−10 µ∗0R˜m−1(λ20)Sm−1(λ20)S〈0〉
=0,
which contradicts to Lemma 10.3. Hence, by Theorem 7.16,
γ′+(F ) = ν(Hm−1(S )) + ν(H
〈1〉
m−2(S )) + γ′+(R˜m−1) = 0.
Therefore, F is a quasi-stable matrix polynomial.
In what follows we give a correspondence between the existence of a monic quasi-
stable matrix polynomial and Stieltjes nonnegative extendable sequences.
Theorem 10.5. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Then there exists a monic quasi-
stable matrix polynomial F ∈ Pp×p,n,C with the (n− 1)-th SLMP S〈n−1〉 if and only
if S〈n−1〉 ∈ K≥,ep,n−1.
Proof. The “if” implication is an immediate consequence of Theorem 10.4.
The “only if” implication: Case I: n = 2m. Suppose that F (z) ∈ Pp×p,n,C is a
monic quasi-stable matrix polynomial with the SLMP (sj)n−1j=0 . Then by applying
Theorem 7.19 we have that
0 ≤ ν(Hm−1(S )) ≤ γ′+(F ) = 0, 0 ≤ ν(H〈1〉m−1(S )) ≤ γ′+(F ) = 0.
Combinating this with (iv) of Proposition 7.5 and [28, Lemma 2.16], it follows that
(sj)2m−1j=0 ∈ H≥,ep,2m−1 and (sj+1)2m−2j=0 ∈ H≥p,2m−2, or equivalently, (sj)2m−1j=0 ∈ K≥,ep,2m−1.
Case II: n = 2m− 1. Suppose that F (z) ∈ Pp×p,n,C is a monic quasi-stable matrix
polynomial with the SLMP (sj)n−1j=0 . Then by applying Theorem 7.19 we have that
0 ≤ ν(Hm−1(S )) ≤ γ′+(F ) = 0, 0 ≤ ν(H〈1〉m−2(S )) ≤ γ′+(F ) = 0.
100
Chapter 10. Quasi-stable matrix polynomials and some related topics
Accordingly, by a combination of (v) of Proposition 7.5 and [28, Lemma 2.16], one can
see that (sj)2m−2j=0 ∈ H≥p,2m−2 and (sj+1)2m−3j=0 ∈ H≥,ep,2m−3, or equivalently, (sj)2m−2j=0 ∈
K≥,ep,2m−2.
The equivalence between the existence of a monic quasi-stable matrix polynomial
and the solvability of truncated Stieltjes moment problem is also established.
Theorem 10.6. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Then the following statements
are equivalent:
(i) Mp≥[[0,∞);S〈n−1〉,=] 6= ∅.
(ii) There exists a monic quasi-stable matrix polynomial F1 ∈ Pp×p,n,C with the
(n− 1)-th SLMP S〈n−1〉.
(iii) There exists a monic quasi-stable matrix polynomial F2 ∈ Pp×p,n,C with the
(n− 1)-th SRMP S〈n−1〉.
(iv) S〈n−1〉 ∈ K≥,ep,n−1.
Proof. The equivalences “(i)⇐⇒ (iv)”, “(ii)⇐⇒ (iii)” and “(ii)⇐⇒ (iv)” follow from
Theorem 3.8, Remark 7.3 and Theorem 10.5, respectively.
10.2 Particular monic quasi-stable matrix polynomials and
multiple Nevanlinna-Pick interpolation in the Stieltjes
class
This section is a continuation of Section 10.1. We extend our investigation of
the above-studied particular quasi-stable matrix polynomials to the connections be-
tween such matrix polynomials and the Nevanlinna-Pick interpolation problem in the
Stieltjes class. This interpolation problem was intensively studied in the literature
(see Kre˘ın/Nudelman [58] for the scalar case and Bolotnikov and Sakhnovich [9],
Dyukarev [25, 26], and Dyukarev/Katsnelson [29] and Chen/Li [16] for the matrix
case).
Our motivation comes from a series of researches conducted by the research group
around Gongning Chen and Yongjian Hu from Beijing Normal University, concerning
the inner connection between various moment problems and Nevanlinna-Pick inter-
polation problems in the scalar case and the matrix case (see e.g. [13]–[16], [45],
[46]). The most important basic tool in their works is the approach of (block) Hankel
vectors.
Making use of an elegant correspondence between Stieltjes moment problems and
Nevanlinna-Pick interpolation problems for matrix-valued Stieltjes functions by
Chen/Li [16], we establish an equivalent condition between the existence of monic
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quasi-stable matrix polynomials with a given SLMP or SRMP and the solvability of
the multiple Nevanlinna-Pick interpolation in the Stieltjes class.
Recall that a Cp×p-valued function F analytic on the open upper half-plane CU is
said to be a Nevanlinna function if ImF (z) ≥ 0p for z for z ∈ CU . In addition, F is
a Stieltjes function if F is a Nevanlinna function and F is analytic on C \ [0,+∞)
and, for each z ∈ (−∞, 0), F (z) ≥ 0p. We denote by Sp the set of all p × p-valued
Stieltjes functions. Each F ∈ Sp permits an integral representation (see [58])
F (z) = α+
∫
[0,+∞)
θ(du)
u− z , (10.13)
where α ∈ Cp×pH and θ ∈Mp≥([0,+∞)) such that
trace
∫
[0,+∞)
(1 + u)−1θ(du) < +∞.
In particular, we denote by S0p the subset of Sp that consists of all F ∈ Sp admitting
the representation (10.13) with α = 0p. Now we introduce the multiple Nevanlinna-
Pick interpolation problem in the class S0p:
Problem NP(S0p)[(λj)sj=1, (ρj)sj=1, (Djk)
s,ρj−1
j=1,k=0] Let d ∈ Z1,∞ and let s ∈ Zd,∞.
Let λj ∈ CU for each j ∈ Z1,d and λj ∈ (−∞, 0) for each j ∈ Zd+1,s, which are
distinct, with multiplicities ρ1, · · · , ρs, respectively. Moreover, let, for each j ∈ Z1,d
and k ∈ Z0,ρj−1, Djk ∈ Cp×p, and let, for each j ∈ Zd+1,s and k ∈ Z0,ρj−1, Djk ∈
Cp×pH . Describe the set NP(S0p)[(λj)sj=1, (ρj)sj=1, (Djk)s,ρj−1j=1,k=0] of all F ∈ S0p such
that
1
k!F
(k)(λj) = Djk, j ∈ Z1,s, k ∈ Z0,ρj−1.
Let
N˜ := 2
 d∑
j=1
ρj
+ s∑
j=d+1
ρj (10.14)
is the number of all interpolation nodes with multiplicities. Then there exists a
unique matrix polynomial Ω ∈ Pp×p,C of degree at most N˜−1, which is referred to the
Hermitian interpolation matrix polynomial of NP(S0p)[(λj)sj=1, (ρj)sj=1, (Djk)
s,ρj−1
j=1,k=0]
satisfying the following conditions
1
k!Ω
(k)(λj) = Djk,
1
k!Ω
(k)(λj) = Djk, j ∈ Z1,θ, k ∈ Z0,ρj−1.
Now put
a(z) :=
d∏
j=1
(z − λj)ρj (z − λj)ρj
s∏
j=d+1
(z − λj)ρj .
Define in turn,
G(z) = Ω(z)
a(z) , z ∈ C.
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Suppose that G is represented by the following Laurent series at infinity,
G(z) =
∞∑
l=0
z−(l+1)sl, z ∈ C.
Then sj ∈ Cp×pH for each j ∈ Z0,N˜−1. We call (sj)N˜−1j=0 the block Hankel vector
of Problem NP[(λj)sj=1, (ρj)sj=1, (Djk)
s,ρj−1
j=1,k=0]. An immediate consequence of [16,
Theorem 2.2] is the one-to-one correspondence between the multiple Nevanlinna-
Pick interpolation problem in the class S0p and the related Stieltjes matrix moment
problem.
Lemma 10.7. Let d ∈ Z1,∞ and let s ∈ Zd,∞. Let λj ∈ CU for each j ∈ Z1,d and
λj ∈ (−∞, 0) for each j ∈ Zd+1,s, which are distinct, with multiplicities ρ1, · · · , ρs,
respectively. Moreover, let, for each j ∈ Z1,d and k ∈ Z0,ρj−1, Djk ∈ Cp×p, and let,
for each j ∈ Zd+1,s and k ∈ Z0,ρj−1, Djk ∈ Cp×pH . Let N˜ be as in (10.14) and let
S
N˜−1 the block-Hankel vector of Problem NP[(λj)
s
j=1, (ρj)sj=1, (Djk)
s,ρj−1
j=1,k=0]. Then
NP(S0p)[(λj)sj=1, (ρj)sj=1, (Djk)s,ρj−1j=1,k=0] 6= ∅ if and only if Mp≥[[0,∞);SN˜−1,=] 6=
∅. More precisely, suppose that F ∈ NP(S0p)[(λj)sj=1, (ρj)sj=1, (Djk)s,ρj−1j=1,k=0] and F
admits an integral representation of the form (10.13). Further suppose that
τ(u) :=
∫
[0,u]
A(t)−1θ(du), u ∈ [0,+∞).
Then τ ∈Mp≥[[0,∞);SN˜−1,=]. Conversely, suppose that τ ∈M
p
≥[[0,∞);SN˜−1,=].
Further suppose that F ∈ S0p and F admits an integral representation of the form
(10.13), where
θ(u) :=
∫
[0,u]
A(t)τ(du), u ∈ [0,+∞).
Then F ∈ NP(S0p)[(λj)sj=1, (ρj)sj=1, (Djk)s,ρj−1j=1,k=0].
In view of Theorem 10.6 and Lemma 10.7, we establish the connections between
the solvability of the multiple Nevanlinna-Pick interpolation problem in the class S0p
and the existence of a certain quasi-stable matrix polynomial.
Theorem 10.8. Let d, s, (λj)sj=1, (ρj)sj=1, (Djk)
s,ρj−1
j=1,k=0, N˜ and SN˜−1 be as in
Lemma 10.7. Then
(i) NP(S0p)[(λj)sj=1, (ρj)sj=1, (Djk)s,ρj−1j=1,k=0] 6= ∅.
(ii) There exists a monic quasi-stable matrix polynomial F1 ∈ Pp×p,N˜,C with the
(N˜ − 1)-th SLMP S
N˜−1.
(iii) There exists a monic quasi-stable matrix polynomial F2 ∈ Pp×p,N˜,C with the
(N˜ − 1)-th SRMP S
N˜−1.
(iv) S
N˜−1 ∈ K
≥,e
p,N˜−1.
103
Chapter 10. Quasi-stable matrix polynomials and some related topics
10.3 General description of monic quasi-stable matrix
polynomials
In this section, we characterize some essential features for the whole set of quasi-
stable matrix polynomials, which as a special case also includes the particular monic
quasi-stable matrix polynomials considered in Sections 10.1 and 10.2.
In the previous section, we obtained a correspondence between the existence of a
monic quasi-stable matrix polynomial and Stieltjes nonnegative definite extendable
sequences. However, given a monic matrix polynomial F of degree n, the requirement
that the (n−1)-th SRMP or SLMP of F is a Stieltjes nonnegative definite extendable
sequence is not sufficient to identify F to be a quasi-stable matrix polynomial. We
proceed by looking for extra conditions imposed on F so that F is a quasi-stable
matrix polynomial.
Theorem 10.9. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic with
the (n−1)-th SRMP S〈n−1〉. Then F is a quasi-stable matrix polynomial if and only
if S〈n−1〉 ∈ K≥,ep,n−1 and σ(F˜ ) ⊆ (−∞, 0], where F˜ is a g.r.c.d of F〈e〉 and F〈o〉.
Proof. The “only if” implication: suppose that F is a quasi-stable matrix polynomial.
The “only if” implication of Theorem 10.5 shows that S〈n−1〉 ∈ K≥,ep,n−1. On account
of Theorem 7.16 and the fact that γ′+(F ) = 0, we have γ−(F ) = 0. By (7.15) and
(7.16), it follows that
γ+(F̂ ) = γ−(F̂ ) = γ−(F ) = 0. (10.15)
According to Theorem 7.17 and its proof, we deduce for the case that n = 2m with
m ∈ N,
deg(detF˜ (z)) = δ(Hm−1(S )) = γ(−∞,0](F˜ ),
where the first equality comes from (7.19) and the second equality comes from (10.15)
and (7.20), and for the case that n = 2m− 1 with m ∈ N,
deg(detF˜ (z)) = δ(H〈1〉m−2(S )) = γ(−∞,0](F˜ ),
where the first equality comes from (7.22) and the second equality comes from (10.15)
and (7.23). Hence σ(F˜ ) ∈ (−∞, 0].
The “if” implication: suppose that S〈n−1〉 ∈ K≥,ep,n−1 and σ(F˜ ) ∈ (−∞, 0]. Then
ν(H[n−12 ](S )) = 0, ν(H
〈1〉
[n2 ]−1
(S )) = 0 (10.16)
and
γ(−∞,0](F˜ ) = deg(detF˜ (z)).
By using Theorem 7.17 and its proof (particularly (7.19) and (7.22)) again, we have
for the case that n = 2m with m ∈ N,
δ(Hm−1(S )) = deg(detF˜ (z)) = γ(−∞,0](F˜ ) (10.17)
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and for the case that n = 2m− 1 with m ∈ N,
δ(H〈1〉m−2(S )) = deg(detF˜ (z)) = γ(−∞,0](F˜ ). (10.18)
Then a combination of (10.16)–(10.18) and Theorem 7.17 gives that γ′+(F ) = 0, or
equivalently, F is a monic quasi-stable matrix polynomial.
By substituting F∨ for F in Theorem 10.9, we obtain the following dual result
from Remark 7.3 and Proposition 2.18.
Theorem 10.10. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be monic with
the (n− 1)-th SLMP S〈n−1〉. Then F is a quasi-stable matrix polynomial if and only
if S〈n−1〉 ∈ K≥,ep,n−1 and σ(F˜ ) ∈ (−∞, 0], where F˜ is a g.l.c.d of F〈e〉 and F〈o〉.
In view of Theorems 10.4 and 10.10, the following consequence reveals the zero
location of a g.r.c.d of two matrix polynomials related to a particular MLOSMP.
Corollary 10.11. Let n ∈ N and let S ∈ Cp×p∞,n−1,H such that S〈n−1〉 ∈ K≥,ep,n−1.
(i) Suppose that n = 2m. Further suppose that (P k )mk=0 and (Qk)mk=0 are defined
as in (10.1)–(10.3). Then σ(Rm) ⊆ [0,+∞), where Rm is a g.l.c.d of P m and
Qm.
(ii) Suppose that n = 2m − 1. Further suppose that (P˜ k )m−1k=0 and (Q˜k)m−1k=0 are
defined as in (10.4)–(10.6). Then σ(R˜m) ⊆ [0,+∞), where R˜m is a g.l.c.d of
P˜ m and Q˜m.
It should be mentioned that in the above discussion of the relation between a
matrix polynomial F ∈ Pp×p,n,C and its SRMP (resp. SLMP) S , we concerned only
the (n − 1)-th SRMP (resp. SLMP) S〈n−1〉 containing the first (n − 1) elements of
S . The reason why we discard the whole SRMP (resp. SLMP) is that F is uniquely
determined by S〈n−1〉 and S can be represented via these preceeding (n − 1)-th
elements S〈n−1〉 (See Proposition 7.5). In the following, however, we pay much
attention to the SRMP (resp. SLMP) of F when F is particularly chosen to be
quasi-stable and, indeed, complete the whole picture of the SRMP (resp. SLMP) of
F . Before that, an introduction of a further important subclass of K≥p,n is necessary.
Definition 10.12. Let n ∈ N0 and let S ∈ Cp×p∞ such that S〈n〉 ∈ K≥p,n. Then
S〈n〉 is called completely degenerate if L1,m(S ) = 0p in the case n = 2m with some
m ∈ N0 or if L1,m(∆S ) = 0p in the case n = 2m + 1 with some m ∈ N0. The set
K≥,cdp,n of all completely degenerate sequences belonging to K≥p,n is a subset of K≥,ep,n
(see [31, Proposition 5.9, p. 231]). Further, suppose that S ∈ K≥p,∞. The sequence
S is called completely degenerate of order n if S〈n〉 is completely degenerate. By
K≥,cd,np,∞ we denote the set of all Stieltjes nonnegative definite sequences which are
completely degenerate of order n.
Theorem 10.13. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be a monic
quasi-stable matrix polynomial.
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(i) Suppose that S is the SRMP of F . Then S ∈ K≥,cd,np,∞ .
(ii) Suppose that S is the SLMP of F . Then S ∈ K≥,cd,np,∞ .
Proof. We give a proof for (i).
Case I: n = 1. Let S〈0〉 := s0. Then (i) of Proposition 7.5 shows that S =
(s0, 0p, . . .). So S ∈ K≥,cd,1p,∞ .
Case II: n = 2m and m ∈ N. Let k ∈ Zm,∞ and let F〈e,k〉(z) := zk−mF〈e〉(z). By
applying Theorem 10.6, we can show that S〈2m−1〉 ∈ K≥,ep,2m−1. Then both Hm−1(S )
and H〈1〉m−1(S ) are nonnegative definite. For each k ∈ N, let Ik be as in (7.10). From
(ii) of Proposition 7.5, we have for l ∈ N0,
H〈l+1〉k−1 (S ) = −H〈l〉k−1(S )Ik−1(C〈2〉F〈e,k〉)Ik−1.
It follows that
H〈l〉k−1(S )Xk−1 = Yk+l,2k+l−1(S ), (10.19)
where
Xk−1 := −Ik−1(C〈2〉F〈e,k〉)Ik−1

0p
...
0p
Ip
 .
Let S := (sj)∞j=0. Then
s2k+l = (0p, . . . , 0p, Ip)Zk+l+1,2k+l(S )
= (0p, . . . , 0p, Ip)H〈l+1〉k−1 (S )Xk−1
= Zk+l,2k+l−1(S )Xk−1
= X∗k−1H
〈l〉
k−1(S )Xk−1
= X∗k−1H
〈l〉
k−1(S )
(
H〈l〉k−1(S )
)†
H〈l〉k−1(S )Xk−1
= Zk+l,2k+l−1(S )
(
H〈l〉k−1(S )
)†
Yk+l,2k+l−1(S ),
where the 2nd equation, the 4th equation and the last equation are due to (10.19).
Hence L1,k(S ) = L1,k(∆S ) = 0p and then both Hk(S ) and H〈1〉k (S ) are nonnega-
tive definite. Therefore S ∈ K≥,cd,2mp,∞ .
Case III: n = 2m+1 and m ∈ N. Let k ∈ Zm,∞ and let F〈o,k〉(z) := zk−m+1F〈o〉(z).
By applying Theorem 10.6, we can show that S〈2m〉 ∈ K≥,ep,2m. Then both Hm(S )
and H〈1〉m−1(S ) are nonnegative definite. For each k ∈ N, let Ik be as in (7.10). From
(iii) of Proposition 7.5, we have for l ∈ N0,
H〈l+1〉k (S ) = −H〈l〉k (S )Ik(C〈2〉F〈o,k〉)Ik.
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It follows that
H〈l〉k (S )X˜k = H
〈l+1〉
k (S )

0p
...
0p
Ip
 = Yk+l+1,2k+l+1(S ), (10.20)
where
X˜k := −Ik(C〈2〉F〈o,k〉)Ik

0p
...
0p
Ip
 .
Let S := (sj)j∈N0 . Then
s2k+l+2 = (0p, . . . , 0p, Ip)Yk+l+2,2k+l+2(S )
= (0p, . . . , 0p, Ip)H〈l+1〉k (S )X˜k
= Zk+l+1,2k+l+1(S )X˜k
= X˜∗kH
〈l〉
k (S )X˜k
= X˜∗kH
〈l〉
k (S )
(
H〈l〉k (S )
)†
H〈l〉k (S )X˜k
= Zk+l+1,2k+l+1(S )
(
H〈l〉k (S )
)†
Yk+l+1,2k+l+1(S ),
where the 2nd equation, the 4th equation and the last equation are due to (10.20).
Hence L1,k(S ) = L1,k(∆S ) = 0p and then both Hk(S ) and H〈1〉k (S ) are nonnega-
tive definite. Therefore S ∈ K≥,cd,2m+1p,∞ .
The proof for (ii) is analogous and omitted.
Corollary 10.14. Let n ∈ N and let S ∈ Cp×p∞,n−1,H . Let F ∈ Pp×p,n,C be a monic
Hurwitz matrix polynomial.
(i) Suppose that S is the SRMP of F . Then S ∈ K≥,cd,np,∞ .
(ii) Suppose that S is the SLMP of F . Then S ∈ K≥,cd,np,∞ .
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