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Purpose: The availability of accurate and simple models for the estimation of x-ray spectra is of great importance for system 
simulation, optimization, or inclusion of photon energy information into data processing. There is a variety of publicly 
available tools for estimation of x-ray spectra in radiology and mammography. However, most of these models cannot be used 
directly for modeling microfocus x-ray sources due to differences in inherent filtration, energy range and/or anode material. For 
this reason the authors propose in this work a new model for the simulation of microfocus spectra based on existing models for 
mammography and radiology, modified to compensate for the effects of inherent filtration and energy range.
Methods: The authors used the radiology and mammography versions of an existing empirical model [tungsten anode spectral 
model interpolating polynomials (TASMIP)] as the basis of the microfocus model. First, the authors estimated the inherent 
filtration included in the radiology model by compar-ing the shape of the spectra with spectra from the mammography model. 
Afterwards, the authors built a unified spectra dataset by combining both models and, finally, they estimated the parameters of 
the new version of TASMIP for microfocus sources by calibrating against experimental exposure data from a microfocus x-ray 
source. The model was validated by comparing estimated and experimental exposure and attenuation data for different 
attenuating materials and x-ray beam peak energy values, using two different x-ray tubes.
Results: Inherent filtration for the radiology spectra from TASMIP was found to be equivalent to 1.68 mm Al, as compared to 
spectra obtained from the mammography model. To match the experi-mentally measured exposure data the combined dataset 
required to apply a negative filtration of about 0.21 mm Al and an anode roughness of 0.003 mm W. The validation of the 
model against real ac-quired data showed errors in exposure and attenuation in line with those reported for other models for 
radiology or mammography.
Conclusions: A new version of the TASMIP model for the estimation of x-ray spectra in micro-focus x-ray sources has 
been developed and validated experimentally. Similarly to other versions of TASMIP, the estimation of spectra is very simple, 
involving only the evaluation of polynomial expres-sions. 
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1. INTRODUCTION
The ability to obtain accurate estimations of the x-ray spec-
trum for a given voltage and added filtration is of great im-
portance for the simulation and optimization of x-ray 
imaging systems.1–6
A variety of methods have been proposed for simulating x-
ray spectra, especially for sources based on tungsten anodes. 
Spectrum simulation methods are based on various strate-
gies for estimating the parameters of the spectrum and can 
be divided into three different categories: empirical methods,
semiempirical methods, and realistic Monte Carlo simulation 
methods.
Empirical methods are based on fitting a parametric model 
to measured data. Examples of such methods are those that 
estimate the shape of the spectrum from attenuation measure-
ments. This method uses a variety of approaches, such as the 
Laplace transform,7 analytical models,8 maximum likelihood 
estimations,9 or a combination of analytical models and it-
erative optimization.10 A well-known method in this family, 
named “tungsten anode spectral model interpolating polyno-
mials” (TASMIP),11, 12 models the shape of the spectrum as
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a function of x-ray source voltage using a set of polynomial
curves fitted to experimentally measured spectra.
Semiempirical approaches make use of physical mod-
els somewhat modified or completed by measured data.
Among these methods we found the earliest attempt to model
bremsstrahlung intensity, developed by Kramers13 and other
models built upon this one, such as the one proposed by
Birch and Marshall14 and its evolution by Tucker et al.15,16
Poludniowski17 reported a procedure for the simulation of x-
ray spectra based on physical models that try to describe the
process of x-ray generation in metal targets more accurately
than previous semiempirical attempts.
The third category of x-ray spectra generation models re-
lies on the simulation of the x-ray generation process, by
tracking the emitted electrons in the target using Monte Carlo
techniques. Examples of this kind of methods were presented
by Ay18 and Bhat.19 While Monte Carlo simulation has the
potential to accurately describe the x-ray generation process
and create very accurate spectra, it also implies a large com-
putational burden that may hamper their use in applications
where a large number of datasets is required.
Among all the aforementioned spectra simulation meth-
ods, TASMIP is one of the most widely used20–25 due to its
accuracy, simplicity, and public availability as part of a soft-
ware package called Spektr.26 Spektr provides extended func-
tionalities for the generation of realistic x-ray spectra and de-
rived variables, such as photon fluence or exposure. However,
the TASMIP model used in Spektr generates x-ray spectra for
typical x-ray sources used in radiology and mammography,
but it lacks a dataset for the generation of spectra for general
purpose microfocus x-ray sources.
Microfocus sources present a low inherent filtration, simi-
lar to that of mammography x-ray sources, but a much larger
x-ray voltage span, comparable to that of radiology x-ray
sources. For this reason we hypothesized that the spectra gen-
erated by microfocus x-ray sources with tungsten anode differ
from the TASMIP models only in the amount of inherent fil-
tration, and possibly in the amount of anode roughness.
Our work was motivated by the lack of simple models
for the simulation of x-ray spectra generated by tungsten an-
ode microfocus x-ray sources. We present an extension of the
TASMIP empirical model for the simulation of x-ray spectra
from microfocus x-ray sources.
To take advantage of the similarities between the mam-
mography model and microfocus sources (inherent filtration)
and between the radiology model and microfocus sources
(voltage range) we built a new spectra dataset combining both
models. To this end, we first estimated the inherent filtration
included in the radiology model and removed its effect by in-
versely applying the Beer-Lambert’s law. Thus, the low en-
ergy part of the spectra in the new dataset mostly derives from
the mammography model, while the high energy part comes
from the modified radiology model.
This new dataset was fine-tuned by further adjusting values
of inherent filtration and anode roughness (increased inherent
filtration from nonuniformities on the anode surface) with real
data from experimental measurements of exposure and atten-
uation. With the final dataset we generated a new complete set
of polynomial coefficients analogous to those already used by
the TASMIP radiology and mammography models.
2. MATERIALS AND METHODS
2.A. TASMIP model for the generation of x-ray spectra
In this section we present a brief introduction to TASMIP,
an empirical model proposed by Boone et al. for x-ray sources
with tungsten anode for radiology12 and mammography.11
The model is based on using polynomials to estimate the
photon output in any x-ray energy bin as a function of the
x-ray source voltage. The coefficients of the polynomials
are obtained by fitting experimentally measured spectra to
the highest order polynomial (maximum order of 3) that best
represents the data points for each energy bin. Thus, the pho-
ton output for the ith energy bin—with energy Ei—can be
expressed as
q(Ei) = ai0 + ai1 · kV + ai2 · kV 2 + ai3 · kV 3, (1)
where ain is the n-order coefficient of the polynomial for the
ith energy bin and kV is the x-ray source voltage.
The dataset used as reference for the radiology spectra was
published by Fewell et al.,27 and the one used for mammog-
raphy was specifically measured to build the TASMIP model.
The main differences between the x-ray sources used for both
models were the inherent filtration of the source and the us-
able voltage range. The model for radiology is defined for
voltages between 30 kV and 140 kV in 1 keV energy bins
whereas the model for mammography is defined for voltages
between 18 kV and 40 kV in 0.5 keV energy bins.
Figure 1 shows an example of spectra generated using
TASMIP for mammography and radiology. The lack of sim-
ilarity between spectra is evident, especially at low energies,
where the spectrum is more affected by inherent filtration.
For the simulation of spectra throughout this work we
used the publicly available Spektr26 implementation of the
TASMIP model. For the generation of the mammography
spectra we included a new function in Spektr to read the poly-
nomial coefficients for mammography and rearrange them
into a grid with 1 keV bins.
2.B. Exposure measurements
To measure exposure in air we made use of an in-house
developed cone beam micro-CT (CBμCT) scanner. The x-
ray source of the system was a tungsten anode-based micro-
focus source, model L9631-MOD2 (Hamamatsu Photonics
K.K., Hamamatsu, Japan). The available voltage range for the
source was 30–110 kV with a maximum delivered power of
50 W. The electron beam of the tube hits the tungsten target at
an angle of 45◦ (as reported by the manufacturer) and the only
nominal inherent filtration in the source was a 0.5 mm-thick
beryllium output window, placed at a distance of 16.8 mm of
the tube focus.
We measured exposure at the isocenter of the scanner—
placed at a distance of 155 mm measured from the focal
spot of the source—using an Accu-Gold multi-purpose
meter (Radcal, Monrovia, CA) and a 10 cm-long
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FIG. 1. Spectra generated by the TASMIP model for mammography (a) and radiology (b) x-ray sources.
pencil-shaped ion chamber (Radcal 10×6-3CT). To avoid the
contamination of measurements by scattered radiation gener-
ated by the bed, the bottom edge of the ion chamber was fixed
to the carbon-fiber sample holder at its very beginning in such
a way that the active volume of the ion chamber was totally
suspended in the air. All the measurements were translated
to a distance of 1 m by applying the inverse squared distance
law. The x-ray beam was collimated to a cone angle of 40◦ to
guarantee that the beam completely covered the ion chamber.
To obtain absolute values as well as attenuation measure-
ments as a function of x-ray source voltage we measured air
exposure behind different attenuating materials. We carried
out three different experiments, one to acquire data for the
modification of the TASMIP model and two for the validation
of the beam spectra simulated using the modified model.
In all the experiments exposure data were measured for
x-ray source voltages between 30 and 110 kV in 5 kV incre-
ments, for an anode current of 0.4 mA, and with the beam
attenuated by different materials and thicknesses. In the first
experiment we acquired 9 datasets with the beam attenuated
by aluminum of thickness 0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5,
and 4.0 mm. Incremental thickness values were obtained by
stacking individual plates of aluminum with a thickness of
0.5 mm, as shown in Fig. 2(a). Aluminum plates were taken
from a HVL attenuator set, model 115 A (Gammex, Middle-
ton, WI), and had a 99% purity.
In the second experiment we also measured exposure at
the same tube settings but attenuating the beam with copper
plates. Copper thickness was varied between 0 and 0.3 mm by
stacking 0.1 mm-thick copper plates, as depicted in Fig. 2(b).
Copper plates were taken from a pure copper HVL attenuator
set, model 116 (Gammex, Middleton, WI).
In the third experiment we attenuated the beam using
three different thicknesses of PMMA, namely 8, 16, and
24 mm; obtained from stacking individual 8 mm-thick
PMMA plates. The reference beam—i.e., the “nonattenuated”
beam—contained 0.5 mm Al added filtration to mimic the
minimum filtration used in realistic imaging environments.
The aluminum filter was placed behind the PMMA plates to
absorb most of their low-energy scattered photons and to pre-
vent scattered radiation from reaching the ionization cham-
ber. The arrangement for the third experiment is shown in
Fig. 2(c).
To further assess the validity of the model we performed
a fourth experiment using a second microfocus x-ray source
from an Argus PET/CT scanner (Sedecal, Madrid, Spain).28
The x-ray source in the Argus PET/CT is a tungsten anode
microfocus source, model Apogee 5011 (Oxford Instruments,
Oxfordshire, UK) with a maximum voltage of 50 kV and
maximum power of 50 W. The target angle of the tube is 12◦
and it contains a 0.125 mm-thick beryllium output window
placed at 25.6 mm from the focus. The beam is filtered with
1 mm Al.
We measured exposure in air for voltages between 30 and
50 kV in 5 kV steps, at an anode current of 0.4 mA, and with
the beam attenuated by only a 1 mm Al filter. The ion chamber
was placed at the isocenter of the scanner, after removing a
protective PMMA tube that prevents accidental fluid leakage
from the animal bed. In this case, the maximum cone angle
was of 23◦, covering 90% of the volume of the ion chamber.
We normalized the values by a factor of 0.9 prior to compare
the measurements.
2.C. Estimation of the inherent filtration
and generation of the polynomial coefficients
Our hypothesis was that the differences between tung-
sten spectra generated by the TASMIP radiology model, the
TASMIP mammography model, and microfocus x-ray
sources would be only due to differences in inherent filtration
plus anode roughness and/or angle. To verify this hypothe-
sis we followed a three-step fitting process to estimate micro-
focus spectra from the TASMIP models and exposure data.
The new microfocus spectra were used to obtain a new set of
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FIG. 2. Scheme of the experimental setup for the four experiments. Panels (a)–(c) show the three experiments for the Hamamatsu source at their final situation,
when all the attenuating plates have been stacked and the beam is undergoing maximum attenuation. Panel (d) shows the complementary experiment carried out
using an Oxford x-ray source.
polynomials as a function of x-ray source voltage. The pro-
cess is graphically outlined in Fig. 3.
2.C.1. Step 1: Matching of the radiology
and mammography TASMIPs
The first step of the process was aimed at finding the
best match between the spectra generated by the TASMIP
model for mammography and those generated by the radi-
ology model, by estimating the aluminum and tungsten fil-
tration in the radiology spectra and a scale factor due to the
different units used in each model. To this end, we defined a
three-parameter model to transform the mammography spec-
tra and found the optimal values for the three parameters by
minimizing, in the least-squares sense, the difference between
the shape of the transformed mammography spectra and the
one of the radiology spectra. The transformation applied to
the mammography spectrum to convert it into the radiology
spectrum was
qˆR(E) = s · qM (E)e−(μAl (E)xAl+μW (E)xW ), (2)
where E represents the energy bin, qM is the original mam-
mography spectrum, μAl and μW are the x-ray attenuation
factors of aluminum and tungsten, respectively, and the un-
known parameters to obtain by the minimization process are
s (scale factor) and xAl and xW (thicknesses of aluminum and
tungsten filter). Equation (2) actually represents mathemati-
cally our hypothesis about the origin of the differences be-
tween spectra, explained above.
The cost-function for the minimization was built by adding
the squared differences between the estimated (qˆR) and origi-
nal (qR) radiology spectrum for each energy bin and kV value.
For the optimization process we generated a set of mam-
mography and radiology spectra from 30 to 40 kV in 1 kV
increments, since this is the range of tube potential overlap
between the two models. To match the energy grid for the
two spectra datasets, the mammography dataset was rebinned
from its original 0.5 keV grid (see Sec. 2.A) to a grid with
bins of 1 keV. Due to the lack of spectral data for energy bins
below 10 keV (and to the low accuracy of the first bins) in the
radiology dataset, we restricted the fitting to energies above
15 keV.
Optimal parameters of the model (s, xAl, and xW ) were
found by minimizing the cost-function using the Levenberg-
Marquardt method as implemented in the lsqnonlin function
of the Matlab R© (Mathworks, MA) package.
2.C.2. Step 2: Generation of a combined
spectra dataset
The second step of the process involved the generation of a
new set of x-ray spectra (qˆc) by combining the mammography
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FIG. 3. Outline of the method followed for obtaining the polynomial coefficients for the new version of the TASMIP model for microfocus sources. Solid
dark-blue arrows represent transferring spectral data while dashed light-blue arrows denote transferring aluminum and tungsten thickness resulting from the
fitting process.
and radiology datasets over the whole voltage span. The new
data were obtained as follows.
First, a new set of radiology spectra was simulated for
voltages between 30 and 110 kV in 5 kV steps. The effects
of inherent filtration were removed by inversely applying the
Beer’s law using the negative values of the estimated thick-
ness of aluminum (xAl) and tungsten (xW ). This procedure ac-
tually implements a spectral “unattenuation.”
As stated above, low energy values in the radiology model
are not valid. For this reason we used the mammography
model for the low energy part of the spectra. Data from Boone
et al.11 showed a large degree of linearity for the first en-
ergy bins of the mammographic model. For this reason we
removed the higher order terms of the original polynomial co-
efficients and linearly extrapolated the values of energy bins
from 6 to 13 keV beyond the voltage range covered by the
mammographic model and up to 110 kVp, matching the kVp
values used to generate the radiology dataset. Values up to
13 keV in the “unattenuated” radiology spectra were substi-
tuted by the extrapolation of mammography data, thus cover-
ing the complete voltage range of the microfocus x-ray source
used in the present work.
2.C.3. Step 3: Generation of the microfocus
TASMIP model
In this step, the dataset coming from the previous stage was
modified to match experimental measurements by minimizing
(in the least-squares sense) the difference between estimated
and measured attenuation values for the aluminum plates (see
Sec. 2.B). Attenuation was calculated as the ratio of exposures
for the attenuated and nonattenuated beams. We followed
a method similar to that proposed by Meghzifene et al.29
who made use of attenuation measurements to estimate the
inherent filtration of the source by means of numerical
optimization.
We obtained the exposure for the simulated spectra by inte-
grating, across energy, the inverse of the x-ray quanta per unit
of exposure, weighted by the spectra in the dataset. The num-
ber of x-ray quanta per unit exposure for a particular energy
bin can be obtained using the expression by Johns:30

X
= 5.43 × 10
5
(μ(E)/ρ)en E
, (3)
where (μ(E)/ρ)en is the mass-energy absorption coefficient
for air, X is the exposure value in mR, and  is the photon flu-
ence in photons/mm2. Using Eq. (3), the total exposure value
is given by12
Xt =
Emax∫
0
X

(E)qˆu(E)dE, (4)
where qˆu is the estimated microfocus spectrum. The value
of qˆu was estimated by finding the aluminum and tungsten
filtration that, when applied to qˆc, minimized the difference
between estimated and measured attenuation. Analogously to
Eq. (2), qˆu is given by
qˆu(E) = qˆc(E)e−(μAl (E)xAl+μW (E)xW ). (5)
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We built the last fitting process based on two premises:
first, that the housing of x-ray sources—responsible for inher-
ent filtration—contains several materials that are not exactly
aluminum and, therefore, the equivalent aluminum thickness
could vary with x-ray source voltage; and, second, that anode
roughness can be modeled as a voltage-independent tungsten
thickness.31 For these reasons we set as parameters for the op-
timization process one value of aluminum thickness per kV
plus a single tungsten thickness shared for all kV values.
Attenuation data were computed for the aluminum filtered
exposure data—see Sec. 2.B and Fig. 2(a)—using 0 mm Al
as the reference point (i.e., we used eight attenuation points,
namely 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0 mm Al). The
cost function was minimized using the Levenberg-Marquardt
method.
Estimated microfocus spectra (qˆu) generated after the op-
timization process were subsequently used to find the coef-
ficients of the new TASMIP polynomials. The polynomial
fitting was done as described by Boone et al.,12 finding a
polynomial (with a maximum degree of 3) that related x-ray
source voltage to photon output, per energy bin. We used the
polyfit routine in Matlab R© for finding the polynomial coeffi-
cients.
2.D. Evaluation of the spectral model
We evaluated the accuracy of the spectra obtained with the
modified TASMIP model for microfocus sources in terms of
exposure and attenuation, for the four exposure datasets de-
scribed in Sec. 2.B, using two different models of x-ray tubes.
In particular, we compared the exposure estimated by the
simulated spectra to the one measured behind the aluminum
and PMMA attenuators, and the attenuation factors using
0.5 mm Al as the reference beam for both materials. We also
compared attenuation factors in copper using 0.1 mm Cu as
the reference beam.
Finally, we studied the accuracy of the model on exposure
data measured with the second x-ray source (denoted Oxford
from now on). To this end, we compared, as a function of volt-
age, the exposure measured for the Hamamatsu source, the
one for the Oxford source and the exposure calculated using
the simulated spectra from the microfocus TASMIP model.
The deviation between simulated and experimental data
was quantified by the average relative absolute error, com-
puted using the following expression:
ε = 1
N
N∑
i=1
|xˆi − xi |
xi
, (6)
where xˆi is the simulated quantity, xi is the measured quantity,
and N is the number of data points.
3. RESULTS
The new set of coefficients for the polynomial curves of
the modified TASMIP model can be found in the Appendix.
Figure 4 shows a set of spectra generated using the modi-
fied TASMIP for microfocus sources, with no added filtration.
FIG. 4. Spectra generated by the modified TASMIP model for microfocus
x-ray sources, plotted for a range of voltages between 30 and 110 kV, in 5kV
increments.
The spectra show a large number of photons in low energy
bins, resembling the shape of the mammography spectra in
that part of the energy span—see Fig. 1(a), and it follows the
shape of the radiology spectra for higher energy photons, al-
though after removing the effect of inherent filtration.
We found the radiology spectra to present an inherent fil-
tration of xAl = 1.68 mm Al with a negligible quantity of
tungsten filtration (xW < 10−10 mm). The second fitting pro-
cess, which matched attenuation and exposure measurements
to the spectra resulting from the combination of mammogra-
phy and radiology data, yielded a negative value of aluminum
thickness for all the voltages, ranging between −0.20 and
−0.22 mm Al and a value of tungsten filtration of 0.0029 mm
W, which corresponds to a value of roughness of the anode of
∼3 μm.31
Figure 5(a) presents exposure as a function of source volt-
age for the raw beam (i.e., 0 mm Al added filtration). Simu-
lated values show a good agreement with measured exposure,
with an average relative error of 0.03. The exposure curve
for the beam filtered by different thicknesses of aluminum is
shown in Fig. 5(b). In this case the simulated data also show
a good agreement with measured exposure.
Simulated attenuation values for aluminum—see
Fig. 6(a)—showed very good agreement with measured
data with a maximum average error of 0.08, for a peak
energy of 35 kV. For the case of copper, the correspondence
between simulated and measured attenuation is worse, with
a deviation that can be visually appreciated in Fig. 6(b). The
maximum average error in this case was of 0.15, for the
data corresponding to 45 kV. Copper data for x-ray source
voltages below 40 kV could not be evaluated due to the
insufficient signal for large thickness values.
To illustrate the difference between the modified model
and the original TASMIP for radiological sources, in Fig. 7 we
compare simulated attenuation for the classic TASMIP (black
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FIG. 5. Panel (a) shows exposure at 1 m from the source, measured (circular markers) and estimated (lines), using the model with no added beam filtration.
The x-ray source voltage in panel (a) ranged from 30 to 110 kV in 5 kV increments. Exposure measurements and estimations for a beam filtered by aluminum
are compared in panel (b), for a range of added filtration between 0.5 and 4 mm Al in 0.5 mm increments.
curves) with measured data (gray curves). The deviation is
larger in this case and it is especially noticeable for copper,
with average relative errors between 0.6 and 4.4.
Simulated exposure and attenuation for the PMMA slabs is
shown in Fig. 8, together with measured data. Simulated and
measured curves present small deviations, with a maximum
relative average error of 0.05 in exposure (for 8 mm PMMA)
and of 0.06 in attenuation (for 24 mm PMMA).
The errors for the different attenuating materials for the
range of voltages contemplated in the study are shown in
Table I.
The simulated exposure for 1 mm Al added filtration
agreed to a great extent with the data measured for the Hama-
matsu x-ray source (already shown in Fig. 5(b) and depicted
again in Fig. 9) and for the Oxford x-ray source, shown in
Fig. 9. The last point in the exposure curve for the Oxford
source broke the trend and departed not only from the simu-
lated data but also from the experimental data obtained with
the Hamamatsu source.
4. DISCUSSION AND CONCLUSIONS
In this work we present the extension of the TASMIP
models to enable their use for tungsten anode microfocus
x-ray sources. We modified the models by calculating the
inherent filtration included in the original model for radi-
ology as compared to the model for mammography, which
only included the output beryllium window of the tube. After
FIG. 6. Attenuation curves from measured (circular markers) and estimated (lines) data as a function of added filtration for different x-ray source voltages.
Panel (a) shows the attenuation values for different thickness of aluminum referred to 0.5 mm Al. Attenuation values using copper as attenuating material are
shown in panel (b), using 0.1 mm Cu as the reference point.
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FIG. 7. Comparison between attenuation values for aluminum (a) and for copper (b) attenuators obtained by the classic radiological version of the TASMIP
model (black curves) and experimentally determined (gray curves).
finding the value of inherent filtration that accounts for the
difference between the radiology and mammography datasets
we could build a complete dataset by combining them. Then
we found accurate values of inherent filtration and anode
roughness for this new dataset using experimental attenua-
tion values, with an approach similar to the one presented in
Ref. 29.
The estimated value of differential inherent filtration be-
tween the radiology and mammography datasets was found
to be of 1.68 mm Al, in line with the value of inherent fil-
tration reported by Boone et al., who obtained a value of
∼2.0 mm Al for the Fewell spectra, computed as the nomi-
nal 1.1 mm Al plus an extra filtration of ∼0.88 mm (for volt-
ages between 30 and 40 kV) which was necessary to match
measured attenuation.12
We found that experimental data for our microfocus x-
ray source better matched a value of inherent filtration of
∼1.5 mm Al, with an extra filtration of ∼3 μm W. This ex-
tra filtration from tungsten could arise from roughness in the
anodes used in Refs. 11 and 12, and falls in the range of val-
ues reported by Nowotny and Meghzifene,31 who found an-
ode roughness ranging from 0 to 6 μm for a set of six anodes
extracted from used x-ray sources.
Errors shown by our new model are in line with errors
reported by Ay et al.32 for other spectrum simulation mod-
els in the radiology range, with ∼1.2 mm Al inherent filtra-
tion. For attenuation curves for aluminum thicknesses rang-
ing from 0 to 25 mm and for 100 kVp, they reported a mean
error of 10.4% (0.104 relative error) for the IPEM model,33
9.9% for the model by Birch and Marshall,14 4.5% for the
FIG. 8. Exposure (a) and attenuation values (b) measured (circular markers) and estimated (curves) using the modified TASMIP model behind PMMA plates
of different thicknesses, as a function of x-ray source voltage. We used 0.5 mm Al added filtration for the reference—i.e., nonattenuated—beam.
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TABLE I. Average relative error (ε) in simulated attenuation data, as a function of x-ray source voltage.
X-ray source voltage
Material 30 kV 40 kV 50 kV 60 kV 70 kV 80 kV 90 kV 100 kV 110 kV
Al 0.07 0.08 0.03 0.01 0.02 0.03 0.03 0.03 0.02
Cu N/A 0.14 0.14 0.14 0.13 0.13 0.13 0.12 0.10
PMMA 0.06 0.07 0.05 0.04 0.03 0.02 0.02 0.02 0.02
model by Tucker et al.,15 0.6% for the TASMIP radiology
model,12 3.0% for a Monte Carlo model using the MCNP
package,18 and 7.7% for a Monte Carlo model based on the
EGS4 package.19 These values are in line with the mean er-
ror of 3.3% for aluminum thicknesses up to 4 mm shown by
our modified TASMIP model and with a mean error of 11.7%
when using copper with a maximum thickness of 0.3 mm.
While in our validation study the maximum thickness of alu-
minum is lower than in the study by Ay,32 the maximum atten-
uation factor is similar (∼0.05), allowing us to compare our
results with those in Ref. 32.
Our model is suitable for the simulation of spectra gener-
ated by microfocus sources with tungsten anode in reflection
mode, such as the two tubes used for the evaluation in this
work and commonly used in small-animal imaging. However,
there exists a variety of microfocus x-ray sources that incor-
porates anodes made of materials different from tungsten or
anodes working in transmission mode34 for which our model
has not been tested. The model is not applicable to sources
with nontungsten anodes given the difference in characteristic
radiation and atomic number. Further work, outside the scope
of this paper, would be necessary to evaluate the applicability
of our model to sources based on tungsten anodes configured
in transmission mode.
FIG. 9. Experimentally determined (markers) and simulated (curve) expo-
sure values for x-ray beams between 30 and 50 kV and 1 mm Al filtration.
Dots represent the values obtained for the Hamamatsu x-ray source and stars
represent those obtained for the Oxford x-ray source.
Recent developments for high-resolution x-ray imaging
also make use of microfocus sources based on the liquid-
metal-jet technology.35 In this type of sources the electron
beam is directed towards a liquid metal alloy on continuous
circulation. This provides much more efficient heat dissipa-
tion and allows increasing the photon flux. The metals in-
cluded in the alloys have properties different from those of
tungsten and, therefore, render our model not applicable for
the simulation of this type of microfocus sources.
In conclusion, we have generated a new set of polynomial
coefficients for the simulation of x-ray spectra for tungsten
anode microfocus x-ray sources that can be used following the
rationale of the TASMIP model. As in the case of the TASMIP
model, the generation of spectra is very simple, involving only
the evaluation of polynomial curves as a function of x-ray
source voltage. The new set of polynomials can be straightfor-
wardly included in Spektr, taking advantage of the additional
features offered by this package. The results showed a good
agreement with experimental data, in line with other, usually
more complicated, spectral models developed for radiology or
mammography.
This new model may be useful to simulate spectra for tung-
sten anode microfocus x-ray sources covering a large span of
voltages.
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APPENDIX: TASMIP COEFFICIENTS
This appendix reports the polynomial coefficients for the
microfocus TASMIP model. Table II shows the value of the
coefficients for the different energy bins.
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TABLE II. Polynomial coefficients of the TASMIP model for microfocus sources.
Photon
energy (keV) a0 a1 a2 a3
6.00 −6.39 × 10+01 7.01 × 10+00 1.07 × 10−01 −1.15 × 10−03
7.00 −5.98 × 10+02 7.02 × 10+01 5.28 × 10−01 −6.39 × 10−03
8.00 −1.02 × 10+04 8.95 × 10+02 2.61 × 10+01 −1.87 × 10−01
9.00 −1.59 × 10+04 1.32 × 10+03 3.13 × 10+01 −2.10 × 10−01
10.00 −1.25 × 10+04 1.29 × 10+03 −3.42 × 10+00 −5.21 × 10−03
11.00 −3.47 × 10+04 3.34 × 10+03 −1.27 × 10+01 1.63 × 10−02
12.00 −3.32 × 10+04 3.23 × 10+03 −2.99 × 10+01 1.12 × 10−01
13.00 −4.65 × 10+04 4.18 × 10+03 −3.65 × 10+01 1.39 × 10−01
14.00 −4.51 × 10+04 4.13 × 10+03 −5.25 × 10+01 2.40 × 10−01
15.00 −4.47 × 10+04 3.77 × 10+03 −4.38 × 10+01 1.87 × 10−01
16.00 −4.90 × 10+04 3.93 × 10+03 −4.57 × 10+01 1.91 × 10−01
17.00 −4.72 × 10+04 3.47 × 10+03 −3.37 × 10+01 1.31 × 10−01
18.00 −4.75 × 10+04 3.26 × 10+03 −2.85 × 10+01 1.05 × 10−01
19.00 −4.94 × 10+04 3.25 × 10+03 −2.95 × 10+01 1.10 × 10−01
20.00 −5.54 × 10+04 3.53 × 10+03 −3.32 × 10+01 1.26 × 10−01
21.00 −5.70 × 10+04 3.45 × 10+03 −3.09 × 10+01 1.13 × 10−01
22.00 −5.98 × 10+04 3.46 × 10+03 −2.99 × 10+01 1.07 × 10-01
23.00 −6.05 × 10+04 3.32 × 10+03 −2.73 × 10+01 9.58 × 10−02
24.00 −6.24 × 10+04 3.27 × 10+03 −2.59 × 10+01 8.91 × 10−02
25.00 −6.21 × 10+04 3.07 × 10+03 −2.24 × 10+01 7.32 × 10−02
26.00 −6.23 × 10+04 2.92 × 10+03 −1.96 × 10+01 5.98 × 10−02
27.00 −6.28 × 10+04 2.78 × 10+03 −1.72 × 10+01 4.78 × 10−02
28.00 −6.43 × 10+04 2.70 × 10+03 −1.54 × 10+01 3.87 × 10−02
29.00 −6.31 × 10+04 2.57 × 10+03 −1.41 × 10+01 3.63 × 10−02
30.00 −6.26 × 10+04 2.47 × 10+03 −1.30 × 10+01 3.37 × 10−02
31.00 −6.27 × 10+04 2.43 × 10+03 −1.32 × 10+01 3.74 × 10−02
32.00 −6.40 × 10+04 2.42 × 10+03 −1.32 × 10+01 3.84 × 10−02
33.00 −6.32 × 10+04 2.30 × 10+03 −1.19 × 10+01 3.39 × 10-02
34.00 −6.26 × 10+04 2.20 × 10+03 −1.06 × 10+01 2.95 × 10−02
35.00 −6.36 × 10+04 2.17 × 10+03 −1.05 × 10+01 2.92 × 10−02
36.00 −6.49 × 10+04 2.16 × 10+03 −1.05 × 10+01 2.95 × 10−02
37.00 −6.58 × 10+04 2.13 × 10+03 −1.00 × 10+01 2.75 × 10−02
38.00 −6.73 × 10+04 2.11 × 10+03 −9.81 × 10+00 2.64 × 10−02
39.00 −6.64 × 10+04 2.04 × 10+03 −9.21 × 10+00 2.49 × 10−02
40.00 −6.86 × 10+04 2.08 × 10+03 −1.01 × 10+01 2.94 × 10−02
41.00 −6.50 × 10+04 1.92 × 10+03 −8.52 × 10+00 2.42 × 10−02
42.00 −6.44 × 10+04 1.86 × 10+03 −7.71 × 10+00 2.07 × 10−02
43.00 −5.58 × 10+04 1.45 × 10+03 −2.63 × 10+00 0.00 × 10+00
44.00 −5.52 × 10+04 1.39 × 10+03 −2.28 × 10+00 0.00 × 10+00
45.00 −7.24 × 10+04 2.02 × 10+03 −1.03 × 10+01 3.23 × 10−02
46.00 −7.20 × 10+04 1.96 × 10+03 −9.65 × 10+00 2.87 × 10−02
47.00 −6.73 × 10+04 1.73 × 10+03 −6.75 × 10+00 1.73 × 10−02
48.00 −6.59 × 10+04 1.61 × 10+03 −5.33 × 10+00 1.17 × 10−02
49.00 −7.36 × 10+04 1.88 × 10+03 −8.72 × 10+00 2.47 × 10−02
50.00 −8.38 × 10+04 2.23 × 10+03 −1.31 × 10+01 4.14 × 10−02
51.00 −7.86 × 10+04 2.05 × 10+03 −1.14 × 10+01 3.58 × 10−02
52.00 −7.52 × 10+04 1.89 × 10+03 −9.75 × 10+00 2.97 × 10−02
53.00 −7.78 × 10+04 1.96 × 10+03 −1.06 × 10+01 3.29 × 10−02
54.00 −8.21 × 10+04 2.08 × 10+03 −1.21 × 10+01 3.86 × 10−02
55.00 −9.11 × 10+04 2.36 × 10+03 −1.55 × 10+01 5.20 × 10−02
56.00 −7.73 × 10+04 1.85 × 10+03 −9.80 × 10+00 3.10 × 10−02
57.00 −2.90 × 10+04 1.22 × 10+02 7.78 × 10+00 −1.25 × 10−02
58.00 1.65 × 10+04 −1.48 × 10+03 2.38 × 10+01 −4.98 × 10−02
59.00 5.23 × 10+04 −2.74 × 10+03 3.62 × 10+01 −7.66 × 10−02
60.00 8.52 × 10+04 −3.90 × 10+03 4.73 × 10+01 −9.88 × 10−02
61.00 1.05 × 10+04 −1.31 × 10+03 2.12 × 10+01 −3.92 × 10−02
62.00 −5.39 × 10+04 8.75 × 10+02 1.62 × 10-01 0.00 × 10+00
63.00 −5.99 × 10+04 1.04 × 10+03 −1.19 × 10+00 0.00 × 10+00
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TABLE II. (Continued.)
Photon
energy (keV) a0 a1 a2 a3
64.00 −9.64 × 10+04 2.29 × 10+03 −1.51 × 10+01 4.80 × 10−02
65.00 −1.21 × 10+05 3.06 × 10+03 −2.34 × 10+01 7.73 × 10−02
66.00 −1.00 × 10+05 2.33 × 10+03 −1.53 × 10+01 4.69 × 10−02
67.00 −4.54 × 10+04 4.82 × 10+02 3.43 × 10+00 −5.47 × 10−03
68.00 −1.18 × 10+03 −1.01 × 10+03 1.83 × 10+01 −4.39 × 10−02
69.00 −4.93 × 10+04 5.65 × 10+02 2.34 × 10+00 0.00 × 10+00
70.00 −1.62 × 10+05 4.20 × 10+03 −3.57 × 10+01 1.24 × 10−01
71.00 −1.28 × 10+05 3.11 × 10+03 −2.39 × 10+01 7.82 × 10−02
72.00 −6.87 × 10+04 1.19 × 10+03 −3.14 × 10+00 0.00 × 10+00
73.00 −7.34 × 10+04 1.29 × 10+03 −3.74 × 10+00 0.00 × 10+00
74.00 −1.34 × 10+05 3.20 × 10+03 −2.41 × 10+01 7.11 × 10−02
75.00 −1.72 × 10+05 4.37 × 10+03 −3.62 × 10+01 1.13 × 10−01
76.00 −1.53 × 10+05 3.77 × 10+03 −3.00 × 10+01 9.18 × 10−02
77.00 −7.88 × 10+04 1.35 × 10+03 −4.14 × 10+00 0.00 × 10+00
78.00 −7.92 × 10+04 1.34 × 10+03 −4.12 × 10+00 0.00 × 10+00
79.00 −1.67 × 10+05 4.11 × 10+03 −3.33 × 10+01 1.02 × 10−01
80.00 −1.56 × 10+05 3.69 × 10+03 −2.87 × 10+01 8.54 × 10−02
81.00 −2.12 × 10+05 5.44 × 10+03 −4.68 × 10+01 1.47 × 10−01
82.00 −8.26 × 10+04 1.37 × 10+03 −4.37 × 10+00 0.00 × 10+00
83.00 −7.08 × 10+04 1.10 × 10+03 −2.86 × 10+00 0.00 × 10+00
84.00 −7.87 × 10+04 1.24 × 10+03 −3.58 × 10+00 0.00 × 10+00
85.00 −2.97 × 10+05 7.88 × 10+03 −7.08 × 10+01 2.26 × 10−01
86.00 −7.88 × 10+04 1.23 × 10+03 −3.57 × 10+00 0.00 × 10+00
87.00 −7.69 × 10+04 1.17 × 10+03 −3.27 × 10+00 0.00 × 10+00
88.00 −8.16 × 10+04 1.25 × 10+03 −3.59 × 10+00 0.00 × 10+00
89.00 −8.65 × 10+04 1.34 × 10+03 −4.04 × 10+00 0.00 × 10+00
90.00 −4.27 × 10+05 1.14 × 10+04 −1.04 × 10+02 3.27 × 10−01
91.00 −5.90 × 10+05 1.63 × 10+04 −1.53 × 10+02 4.91 × 10−01
92.00 −4.52 × 10+04 5.00 × 10+02 0.00 × 10+00 0.00 × 10+00
93.00 −4.56 × 10+04 4.97 × 10+02 0.00 × 10+00 0.00 × 10+00
94.00 −4.54 × 10+04 4.89 × 10+02 0.00 × 10+00 0.00 × 10+00
95.00 −7.41 × 10+05 2.01 × 10+04 −1.84 × 10+02 5.73 × 10−01
96.00 −1.31 × 10+06 3.67 × 10+04 −3.46 × 10+02 1.10 × 10+00
97.00 −4.70 × 10+04 4.90 × 10+02 0.00 × 10+00 0.00 × 10+00
98.00 −4.85 × 10+04 5.00 × 10+02 0.00 × 10+00 0.00 × 10+00
99.00 −2.61 × 10+06 7.30 × 10+04 −6.86 × 10+02 2.16 × 10+00
100.00 −1.57 × 10+05 2.53 × 10+03 −9.54 × 10+00 6.79 × 10−12
101.00 −5.34 × 10+06 1.49 × 10+05 −1.40 × 10+03 4.36 × 10+00
102.00 −1.23 × 10+07 3.46 × 10+05 −3.24 × 10+03 1.01 × 10+01
103.00 −1.40 × 10+07 3.93 × 10+05 −3.66 × 10+03 1.14 × 10+01
104.00 −1.72 × 10+07 4.78 × 10+05 −4.44 × 10+03 1.37 × 10+01
105.00 −5.86 × 10+04 5.58 × 10+02 −2.51 × 10-12 0.00 × 10+00
106.00 −4.99 × 10+07 1.38 × 10+06 −1.27 × 10+04 3.89 × 10+01
107.00 −2.23 × 10+06 4.05 × 10+04 −1.84 × 10+02 0.00 × 10+00
108.00 −7.35 × 10+04 6.81 × 10+02 0.00 × 10+00 0.00 × 10+00
109.00 4.50 × 10+02 0.00 × 10+00 0.00 × 10+00 0.00 × 10+00
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