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Resumen
La presente tesis doctoral tiene como objetivo analizar, disen˜ar, simular
e implementar un modelo que siga los principios de funcionamiento del sis-
tema nervioso humano para imitar los movimientos dirigidos a un objetivo.
El campo de investigacio´n en el que se enmarca la tesis es la ingenier´ıa
neuromo´rfica. Dicho campo nace a finales de los an˜os ochenta y persigue
el desarrollo de dispositivos electro´nicos que, basados en la neurona como
unidad ba´sica, puedan ser empleados para desarrollar alguna actividad es-
pec´ıfica: toma de decisiones, procesado de ima´genes, aprendizaje, etc.
Se propone un modelo de controlador neuro-inspirado basado en los algorit-
mos cla´sicos VITE y FLETE a implementar en dos clases de hardware: una
FPGA y un entorno multi-chip VLSI. Para ello, teniendo en cuenta co´mo se
realiza un movimiento hacia objetivo en los seres humanos, se transforman
estos algoritmos considerando las restricciones propias de cada uno de los en-
tornos hardware a emplear: bloques de procesamiento por eventos descritos
en VHDL para la FPGA y neuronas LIF en los chips VLSI. Para una exitosa
traslacio´n del algoritmo VITE bajo las restricciones de la FPGA, se disen˜a,
simula e implementa un nuevo bloque de procesamiento por eventos: Bloque
GO.
En contra, para una correcta y biolo´gica traslacio´n del algoritmo VITE bajo
los requisitos VLSI, se estudia, modela, simula e implementa la co-activacio´n
de los canales NMDA que guardan relacio´n con la actividad previa detectada
en los ganglios basales.
Una vez que el modelo esta´ definido para ambas plataformas, se procede a
la simulacio´n de este usando el entorno Simulink de Matlab para la FPGA
y el simulador Brian para los chips VLSI.
Finalmente, se presentan los resultados de implementacio´n del algoritmo
SVITE en lazo abierto (en ambas plataformas) y cerrado (FPGA) aplicados
iii
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a una plataforma robo´tica y conectados usando el bus AER con unos exce-
lentes resultados en cuanto a consumo de potencia y recuros y paralelismo
con lo estudiado para los movimientos biolo´gicos. Los resultados muestran
un correcto funcionamiento cuando se trata de alcanzar o seguir un objetivo
suministrado por una retina AER. De esta forma, se completa una cadena
de procesado por eventos desde el sensor hasta los efectores finales de una
forma neuro-inspirada.
Tambie´n, se presenta una variante del algoritmo, para la plataforma FPGA,
en el que se incluyen elementos aleatorios que modelan la variabilidad en
la respuesta neuronal. Los resultados obtenidos para esta variante, mues-
tran un resultado similar al comportamiento totalmente determinista. Se
demuestra la posibilidad de incluir el controlador en un entorno ruidos y/o
aleatorio.
Por u´ltimo, se confirma el uso de PFM como la modulacio´n ma´s indicada en
entornos biolo´gicos ya que permite suministrar los eventos directamente a
los motores. Adema´s, se logra que el sistema no se vea afectado por eventos
espu´reos o no deseados.
Los novedosos resultados alcanzados en la plataforma VLSI, este ha sido
el primer intento de controlar una plataforma robo´tica usando disen˜o sub-
thresold en chips de bajo consumo, pretenden sentar las bases del disen˜o de
controladores neuro-inspirados.
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Chapter 1
Introduction: Motivations
and objectives of the thesis
This chapter sets out the motivation and the objectives of this thesis. A
section where the motivations are expressed comes first. Then, the objectives
are listed. Finally, the structure of the thesis document is described.
1.1 Motivations
The framework of this research is the Neuromorphic engineering field. The
objective of this field to develop hardware devices based on the principles
of the nervous system. Eventually, these devices are used to build large
architectures. Nowadays, the field has already developed sensors and general
purposed chips where a big amount of neurons and synapses are allocated.
Nevertheless, there is a gap to bridge between all the event-based sensory
and processing with the actuation part across the chips designed. Thus,
our research aims at developing a full motor controller closely inspired by
the control mechanisms found in the human nervous system. This research
has high potential for improving understanding of biological motor control,
developing novel controlling techniques and eventually substantially reducing
power consumption. This is one of the motivations of the thesis: to try to
improve the classical robotics control techniques by applying bio-inspired
methods.
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On the other hand, Why can’t we think about a hypothetical connection
with the human nervous system by using these devices? This is the objective
of the neuroprosthetic field which is one of the motivations for this thesis: to
try to enhance the knowledge we have about the brain mechanism for motor
controlling and its interface with a real robotic platform. This is one of the
main motivations of the thesis.
1.2 Objectives
The main objective for this doctoral dissertation is to develop a full neuro-
inspired motor controller using neuromorphic hardware that is as close as
possible to an intended biological movement. Thus, to achieve a successful
controller, the objectives to cover are:
• Study and analyse the bio-inspired algorithms suitable to be imple-
mented using neuromorphic hardware.
• Propose a neuroinspired model: trajectory and forces controller. Trans-
late the algorithms found into the spikes paradigm using the con-
straints of the neuromorphic hardware to use: FPGA and VLSI chips.
• Analyse, design and test the blocks or circuits needed for the spike-
based model proposed using simulators (different per each type of neu-
romorphic hardware). This objective is very important because the
success here led to a success in the hardware implementation.
• Simulate the whole model to achieve the desired behaviour.
• Implement the designed model using neuromorphic hardware and test
it using a real robotic platform. Code the VHDL and Python scripts
necessary to run the tests. The neuromorphic hardware to use is FPGA
and VLSI chips.
• Include in the model, random components to be as closer as possible
to a biologically behaviour. Implement this algorithm and make a
comparison with the non-random one designed.
• Include a vision sensor to achieve a full spike-based controller: from
the sensor to the actuation.
• Study and propose a method to select the parameters to drive the
motors of the robotic platform.
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1.3 Thesis Structure
The dissertation has a total of six chapters and two appendixes. It follows
as is listed:
• Chapter two: Neuromorphic engineer
This chapter will focus on the field of the thesis: the neuromorphic
engineer. First, the objective of this community will be stated; then,
the neuromorphic hardware and the related works are listed and ex-
plained. There follows a comparative between two hardware platforms;
eventually, the Address Event Representation protocol is presented.
• Chapter three: Intended biological movements
This chapter will focus on how the movements are performed by hu-
mans under a biological approach and what models are available in
previous works, to implement with electronic devices, the human con-
trol system for motion generation.
• Chapter four: Event-based processing model
This chapter will focus on how the algorithms previously explained
can be adapted for use with spiking neuron models. It includes a first
part where the algorithms are prepared to be used within the spike
paradigm. The event-processing blocks needed to implement the model
are presented and explained. Then, a second part will describe the final
model proposed to implement them, using the following platforms:
FPGA and VLSI chips.
• Chapter five: Results and Discussion
This section will present the results achieved by the research within
this thesis. Two main sections are presented: simulated results and
hardware results. Then, each of this section includes several subsec-
tions where the graphs are shown and explained. Finally, a discussion
section is presented.
• Chapter six: Summary, conclusions and future work
• Appendix A: PWM Vs. PFM
This appendix comprises of a report about Pulse Width Modulation
(PWM) and Pulse Frequency Modulation (PFM) modulation used to
drive motors using spiking neural networks.
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• Appendix B: Publications
This appendix lists the publications that this Ph.D has produced.
Chapter 2
Neuromorphic engineer
This chapter will focus on the field of the thesis: the neuromorphic engi-
neer. First, the objective of this community will be stated; then, the neu-
romorphic hardware and the related works are listed and explained. There
follows a comparative between two hardware platforms; eventually, the Ad-
dress Event Representation protocol is presented.
2.1 Introduction
The main goal of the neuromorphic engineering research field is to develop
hardware devices based on the principles of the human nervous system [9–12].
The term ”Neuromorphic Engineering” (NE) was first coined by Caver Mead
in the late eighties [13]. He started mimicking the behaviour of neuron
cells by using Very-Large-Scale-Integration (VLSI) chips based on CMOS
transistors.
From the very beginning it has been known that the nervous system uses
spikes or action potentials to carry the information across the organism [4].
The outstanding behavior of those systems suggests mimicking them into
electronic devices based on interconnected spiking neural networks: the third
generation of neural networks [14]. Therefore, the challenge of the neuro-
engineering community is to create architectures of neuromorphic chips with
the same properties of human neural system: low power consumption, com-
pact size and scalability. The main objective is to be as closer as possible to
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these principles to enhance the functionality of systems in fields like robotics,
neuroengineering, etc.
Nowadays, the NE community is a large one working in many countries
all around the world. There are two annual workshops where they meet
and share ideas and new projects start: Telluride Cognitive Neuromorphic
Workshop [15] and CapoCaccia Cognitive Neuromorphic Workshop [16]. The
usual procedure is the close study of any biological nervous system concept
which is suggested to be implemented in silicon. Then an analog model is
designed and simulated until the expected behaviour is reached and eventu-
ally manufactured. The final product will be called a neuromorphic device.
The information flowing in these devices consists of spikes or graduated po-
tentials like those used by neurons to carry information across the organism.
The main features of these full-custom chips are noise due to thermal fluctua-
tions, high speed/bandwidth usage and computation with continuous values
as information.
There are many European projects focused on building computing systems
which exploit the capabilities of these devices: Brain-inspired multiscale
computation in neuromorphic hybrid systems (BrainScale), SpiNNaker and
the Human Brain Project (HBP) as examples. One of the main challenges
is to select which devices to use and how to integrate them to produce
functional elements.
In the nineties, Sivilotti [17] defined the communication protocol to be
used between those devices: Address Event Representation (AER). AER
enables the communication of thousands of neurons from one chip to another.
Within AER, each neuron is given an address to be identified within the
architecture. All the devices were expected to be connected with that AER
bus [18].
2.2 Neuromorphic Hardware
The most popular options to implement the neuromorphic devices into
hardware are these three: the use of a full custom VLSI design application-
specific integrated circuit (ASIC) [19], a Field Programmable Gate Array
(FPGA) [20,21] or a Field-Programmable Analog Array (FPAA) [22].
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The neuromorphic hardware available comprises of fields such as sen-
sors: vision sensors [23–27], cochlea sensors [28, 29], olfaction sensors [30]
and chips of general purpose [31, 32]. The latest analog systems are Neu-
rogrid [33], Sensemaker or the human brain project [34]; the digital ones
are Spinnaker [35], Neurovision (with military funding), the wafer-scale neu-
romorphic hardware developed under FACETS project [36] and the chip
developed by IBM, the Truenorth [37].
However, a challenge today is to bridge the gap between sensors and large
architectures, including an end-effector like a robotic platform, to reach an
accurate spiking motor control. Nowadays, with the described real-time
neuromorphic systems available, the research is well suited for exploring
biologically inspired motor control algorithms. There is not a high number
of publications related to bio-inspired motor controlling using neuromorphic
hardware; there are some works where the Dynamic Vision Sensor [24] is
used to create a pencil balancing robot [38], to close the control loop using
Spinnaker [39] or to guide a robotic arm [40]. Recently, a classical industrial
approach such as Proportional-Integral- Derivative (PID) control has been
proposed to develop a neuromorphic motor controller [41,42]. Nevertheless,
this approach is developed under industrial constrains that might not fit
with neuromorphic engineering goals. Recent work presented in [43] and
[44] describes the use of neuromorphic hardware to control the robot motor
torques and to control a small robotic arm, respectively.
In addition to these hardware works, [45,46] present software works where
cognition and learning tasks are developed by spaun: a 2.5-million-neuron
brain model [47,48].
Finally, in the field of neuroprosthetics along with the NE, some works
have been done: in [49], an interface between neuromorphic hardware and
the spinal cord is made, the HBP aims to build a virtual laboratory for
neuroprosthetic prototyping [34], in [50] the first example of a neuromorphic
device that can replace some functions of a component of the mammalian
central nervous system in vivo is presented, [51] presents a visual neuropros-
thetic where AER is used and [52] gives a review of the state of research on
visual neuroprosthesis connected to the visual cortex.
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In our objective to generate intended movements towards a target in a
biological way with electronic devices, we have to deal with several problems
when implementing the spike-based algorithm:
• How to consider the information: in these systems each neuron fires a
spike when it reaches a specific threshold in a completely asynchronous
way. There are several ways to encode these spikes; for example, the
rate coded [53]: when the excitation is low, the spike rate is low and
thus the time between spikes is high; however, when the signal excita-
tion increases, the inter-spikes interval time (ISI) decreases, while the
spike rate increases. Consequently, the information is codified as the
firing rate or frequency.
• The way to implement this architecture: we have implemented it into a
FPGA and a VLSI chips setup. The FPGA system is, apparently, not
an asynchronous system but the clock frequency of these digital sys-
tems is high enough to allow us to consider an asynchronous behavior
for the neurons.
• The other problem is related to the manner of holding communication
between different neuromorphic devices. As has been stated, the AER
protocol will be used.
2.3 Comparative between the VLSI and FPGA
hardware in use
The main features for these full-custom chips are noise due to thermal
fluctuations, high speed/bandwidth usage and computation with continuous
values as the information. Conversly, architectures based on FPGAs provides
stability, fast development times, low noise and high precision properties.
Although a clock is inherent to digital designs, the information is in the
firing rate, which can be an accurate analog approach.
The VLSI chips are based on the Leaky Integrate and Fire (LIF) neuron
model. This neuron model is made of CMOS transistors and the chips
include a high number of these neurons and synapses to connect them. The
dynamics of the membrane potential in the LIF neuron are described by
a single first-order linear differential equation: Equation (2.1). When the
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neuron is being excited, the membrane potential of the neuron increases
until it reaches its threshold, then, a spike will be fired. Immediately after
the firing, the membrane potential is reset to the resting potential value. If
the neuron is receiving the effect of an inhibitory synapse, the membrane
potential decreases [1]. Figure 2.1 shows this behaviour.
τm × d
dt
υ(t) = −υ(t) +R× I(t) (2.1)
Where υ(t) represents the membrane potential at time t, τm is the mem-
brane time constant and R is the membrane resistance. This equation de-
scribes a simple resistor-capacitor (RC) circuit where the leakage term is
due to the resistor and the integration of I(t) is due to the capacitor, that
is parallel to the resistor. The spiking events are not explicitly modelled in
the LIF model [54].
The chips are general purpose since many parameters can be tuned. Usu-
ally, there are other boards in charge of generating the currents to inject the
chips in order to achieve a desired value for each parameter; these currents
are called biases. To set all these biases, these chips are configured using a
software framework code in Python [55].
The FPGA is based on the Integrate and Generate (I&G) neuron model
[41] I&G neuron includes one pre and postsynaptic connection and an inte-
grator which computes the ongoing spikes. It models the activity level of the
neuron; its firing rate depends on the integrated value. In its basic model,
the integrated value is updated for each incoming spike by an increase or
a decrease of the membrane potential, modelled by a counter, depending
of the polarity of the received spike. If the spike is positive the membrane
potential is increased, but it is decreased when the spike is negative. Cur-
rent membrane potential is continuously translated into an output stream
of spikes. This model is similar to the LIF model, but it allows modifying of
the distribution over time of the outgoing spikes. The behaviour is currently
described using VHDL.
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Figure 2.1: A model of spiking neuron: Nj fires a spike whenever the
weighted sum of incoming EPSPs generated by its pre-synaptic neurons
reaches a given threshold. The graphic (right) shows how the membrane
potential of Nj varies through time, under the action of the four incoming
spikes (left). Taken from [1].
2.4 Address Event Representation (AER)
One of the problems faced when one tries to integrate and implement large
and complex neuromorphic architectures, based on neuromorphic devices,
is the communication between them: it is not easy to distinguish which
neuron of what device is firing a spike. To solve this problem, Address
Event Representation (AER) protocol is used [17].
AER was proposed to solve this communication between neuromorphic
devices. It tries to mimic the structure and information coding of the brain.
Like the brain, AER will let us process information in real time, by imple-
menting simple spike-based operation at the time each spike is produced or
received.
AER maps each neuron with a fixed address which is transmitted through
the interconnected neuron system (Figure 2.2). Usually, a neuromorphic
chip is designed so that it is continuously sending information about all
of its neuron’s excitation levels to the system. Thus, connecting several
devices with an AER bus, all neurons of a layer are continuously sharing their
excitation with the other layers through bus connections; this information
can be processed in real time by a higher layer. Just by adding chips to the
bus, it is possible to enlarge the system. That is one of the most important
reasons for using AER, i.e. the scalability allowed by new connections. Since
each chip has an internal arbiter to access the AER bus [56], real time is
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limited by the digital clock.
Using the AER protocol, the information can be processed in real time
which is an important factot in motor control. This is the other reason for
using it: the intrinsic speed behind the spike-based philosophy. The initial
AER bus used was an asynchronous parallel one [57] and new studies propose
a serial protocol connection [58–60].
Figure 2.2: Address Event Representation protocol. Taken from [2]
2.5 NE field future
During a very recent event in Melbourne (Australian Neuromorphic En-
gineering Workshop, June, 2014) where the main researchers of the NE field
met, Ralph Etienne-Cummings suggested some present and future possibil-
ities for the neuromorphic engineering field: Can one build something that
looks like the brain with all of this neuromorphic hardware? With this hard-
ware, is it possible to build a system that safe power, use less resources or
improve some robotic applications? What does NE tell us about how the
brain works? Also, Giacomo Indiveri points out that the process of build-
ing neuromorphic architecture could enable us to understand more features
about the brain. Finally, as a present question: What are the biological sys-
tems available which engineers can implement or can create with the current
technology?
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Chapter 3
Intended biological
movements
Biological section of this chapter reviewed by:
Ana Collantes Gonza´lez, MD (Radiologist, Puerta del Mar Hospital, Ca´diz, Spain)
Jose Antonio A´lvarez-Go´mez, MD, Ph.D (Head Anesthesia Department, University
Santa Luc´ıa Hospital, Cartagena, Spain)
Mar´ıa Jesu´s Sa´nchez del Pino, MD, Ph.D (Biomedicine, Biotechnology and Public
Health Dept., University of Ca´diz, Spain)
This chapter will focus on how the movements are performed by humans
under a biological approach and what models are available in previous works,
to implement with electronic devices, the human control system for motion
generation.
Please note that the biological information presented here is a precise but
simplified model to be understood by the engineering community and of
interest to this thesis.
3.1 Biological inspiration
The biological approach will be done within two ways: a neuroanatom-
ical and functional way. Each description of every actor playing a role in
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the human motion generation will include some details about its further
possibilities under the scope of the proposed controller.
3.1.1 Introduction
We can immediately realize that each movement produced by a human
involves many actors playing different roles. All of them are commanded by
the central nervous system (CNS) which could be seen as the main character
or controller of the motion [61,62].
The CNS is an extremely complex element. The neuron is the elemental
unit used to build the CNS and a healthy CNS contains around ten billion
neurons.
Parallel to this concept, our system will be based on neurons as the fun-
damental block to develop the whole system; using either FPGA or VLSI
chips.
The CNS includes the two important structures of the brain and the spinal
cord [3]. Both of them are responsible for many important functions such
as: walking, writing, running, etc.; almost any action we develop needs
the CNS [63]. Among them, in the present dissertation we will focus our
attention on motion control. If we make a classification of the movements
conducted by a human, we can distinguish:
• Intended Movements: triggered by a stimulus or internal decision. All
the action is done in a voluntary way. The more practise, the more
rhythm they become.
• Rhythm movements: once again, they are triggered by a stimulus or
internal decision. But in this case, they are voluntary, and occur only
at the beginning and at the end of the movement. While the action is
done, it is involuntary.
• Reflex Movements: they are triggered and are all done involuntarily.
When we refer to voluntary and involuntary, we mean that for some ac-
tivities, maybe the ones learnt, only a little participation of the brain is
necessary; we only realised for a while (usually at the beginning and end-
ing), i.e. drive, swim, walk, run, etc. [64].
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This thesis, specifically, is going to be focused on the intended movements
to reach a target. This type of movement involves some agents which can be
divided into three hierarchical and also parallel connected levels (Figure 3.2).
The top level is for the motor areas of the cerebral cortex, the intermediate
level is comprised of the subcortical structures such as the brain stem, the
cerebellum, thalamic areas or the basal ganglia. The lower level is made of
the spinal cord. Figure 3.2 shows this hierarchical structure and its compo-
nents.
3.1.2 Functional motor areas of the cerebral cortex
There are five cortical areas involved in motor controlling (Figure 3.1):
I and II primary somatosensory cortex areas and posterior parietal cortex
(PPC) from the sensory cortical regions; primary motor cortex (M1), sup-
plementary motor area (SMA) and premotor cortex (PM) from the motor
cortical regions. The motor cortical regions are placed in the posterior region
of the frontal lobe and the sensory ones are placed in the anterior region of
the parietal lobe.
Figure 3.1: Cortical Areas involved in volitional movements. Taken from [3].
.
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I and II Primary somatosensory cortex
This occupies the 3, 1, 2 Broadmann areas. It includes two somatosensory
areas: I and II and it is located on the anterior parietal lobe. The function
of these regions is to know the localization of the body and to get the posi-
tion of the objects which can be interaction with by gathering the sensory
inputs from receptors that are located along the entire body. Using specific
receptors, the forms and features such as the weight, touch or texture of the
objects can be estimated, too.
The somatosensory area I is in charge of the location of the thigh, thorax,
neck, shoulder, hand, fingers of the hands, tongue and abdomen. On the
other hand, the somatosensory area II is responsible for location of the leg,
arm and face. However, to set up the II area some projections from I area
are needed. These regions project to the posterior parietal cortex [3] sending
the information obtained.
These areas are beyond the scope of this thesis. Thus, they will play the
role of sensory information provider to the Posterior Parietal Cortex for our
model.
Posterior parietal cortex
This occupies the Brodmann area 5 and 7 and it is located in the region
previous to the somatosensory areas. It projects to motor cortical areas [4].
The main task of this area to develop the data received from the sensory
areas to get further information about the localization and objects. Also,
its tasks include the mapping of the frame of reference; i.e. it receives a
combination of information from the sensory areas according to their frame
of reference and PPC maps it into the proper frame of reference for motor
commands [65]. In vivo experiments show that PPC could be also involved
joined with other regions in corrective actions when a target is moved from
its original position during a movement [66].
Thus, for the model proposed, this area could act as the mapper between
the different frames of references.
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Primary Motor Cortex
This occupies the Brodmann area 4. It is thought to have the main responsi-
bility for volitional movements. Its tasks include coding the direction of the
movement [67] and being involve in the final execution by the end effectors,
the muscles. To accomplish with them, it receives projections from the pre-
motor areas (probably including a kind of movement planning [62]) and also
projections of all the other areas involved in the movement via thalamus.
The primary projections reach the spinal cord in two ways: directly (mainly
use for fine movements such as hands or fingers movements) and indirectly
via the brain stem.
Although the primary motor cortex is considered the top level of the hi-
erarchical structure associated to the motor control, some sensory responses
can be observed inside it [68].
Since it is supposed to be the main controller of the whole movement, this
will be the role in our controller.
Premotor cortex
This occupies the Brodmann area 6 and it is situated in the previous region
of the M1. This includes the dorsal premotor cortex (PMd) and the ventral
premotor cortex (PMv). Both are in charge of preparing the movement: first
a motor virtual plan then a motor planning will occur. In this dissertation
they will be treated as a unique area to avoid cluttering.
The premotor cortex is involved in reaching movements by sending pro-
jections to M1. As with the M1, the premotor cortex projects to the spinal
cord in two ways: directly and indirectly via the brain stem.
Since the premotor cortex registers a short activation prior to the move-
ment [69], it could be considered as the motion planner [62] by pre computing
some details of the movement to be done. This will be the main task under
the scope of our controller.
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Supplementary motor Area
It is a small part of Brodmann area 6 too and it works together with
the premotor cortex. It plays an important role in programming complex
movement sequences not triggered by a stimulus. The activity of this area
is highly correlated with the timing of movement sequences. It includes a
preSMA area which is thought to be involved in reinforcement learning [70].
Figure 3.2: Hierarchical CNS levels and connections representation.
3.1.3 Subcortical Structures
Cerebellum
It is part of the encephalon and it is placed in the lower part of the brain.
It is in charge of stabilizing the posture and correct movements in an indirect
way. It fine tunes the projections coming from the descent motor systems
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(corollary discharges). The cerebellum is able to adjust the projections be-
cause it receives them from all the hierarchical levels of the nervous system.
Figure 3.3: Left: Localization of the cerebellum in the brain. Right (taken
from [4]): Functional parts of the cerebellum. The vestibulocerebellum com-
prised the flocculonodular lobe, the spinocerebellum the vermis and both of
the intermediate zones of the hemisphere; finally, the cerebrocerebellum in-
cludes the two lateral zones of the hemisphere.
In principle, this tuned could be in the form of making a comparison
between discharges and afferent information like a classical engineering feed-
back, but biological feedback loops are slow and have small gains. Some
studies from Wolpert proposed that the cerebellum could allocate both for-
ward or inverse models of the motor controller [71]. A forward model will
predict the effect of a command set by higher instances. Then, the real
feedback and the predicted one can be combined and used to correct the
movement and also to keep updated the internal forward model. An inverse
model can provide the neural command necessary to reach a trajectory.
Thus, if a desired trajectory is supplied to the inverse model, it could gener-
ate the commands needed to achieve it. Then, the real commands and the
ones generated by the model can be merged to minimize errors.
The cerebellum is divided into three functional levels coinciding with its
anatomic divisions (Figure 3.3):
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• Vestibulocerebellum: this is in charge of the equilibrium control and
postural movements.
• Spinocerebellum: this receives projections from the motor cortex. Due
to the information received, it can predict the future position of the
limb. Thus, it can affect the ongoing movements.
• Cerebrocerebellum: this receives projections from cerebral cortex and
it returns these projections by the thalamus. This level is involved in
the planning and sequencing of complex movement.
The modelling of the cerebellum opens up exciting fields such as the learn-
ing methods to adjust connections.
In this thesis, the cerebellum plays the role of comparator between the
order commanded (corollary discharge) and the feedback from the actuators.
An error will result from this comparison. Then, it will be used to close the
control loop and reach a more precise movement than if an open loop control
technique were applied.
Basal Ganglia (BG)
The basal ganglia are the largest subcortical structure placed at the base
of the forebrain (as a part of the encephalon). The main components are:
the globus pallidus (GP), the striatum (caudate nucleus and putamen), the
nucleus accumbens, the substantia nigra and subthalamic nucleus. The BG
main tasks are to execute subconscious learned pattern movements and to ex-
ecute cognitive planning of sequential and parallel motor patterns to achieve
specific conscious goals. To accomplish with these tasks, they include some
neuronal circuits such as the caudado and putamen.
The basal ganglia do not receive information from the sensory receptors.
Instead, they receive projections from cortical motor areas and also from the
amygdala. They do not have direct projections to the spinal cord, but via
thalamus [72].
The scientific community accepts that BG play an important role in trig-
gering and sequencing movements [3, 4, 73]. In [74] can be read: ”The basal
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ganglia plays an important, but enigmatic, role in motor control and learn-
ing, including reaching and pointing movements”. Furthermore, the BG are
involved in the reinforcement learning process of motor behaviour [75–78].
The experimental results presented in [79] strongly support the existence
of movement gating performed by the BG. Nevertheless, the work presented
in [4] lead to the hypothesis that the basal ganglia alone cannot account for
full movement control and cortical structures must also be involved. Ac-
cording to [73], the initiation of muscular movements is preceded by activity
in the premotor cortex followed by activation of the GP. In [80], the basal
ganglia role in movement generation is explained as follows: once the cortex
has come to a decision of making a specific movement (stimulus is deliv-
ered), the striatum (region of the basal ganglia target of cortical input) is
activated. Then, internal complex activity of the BG associated to neuro-
transmitters releases the pathways to allow the movement. In particular,
direct projections from the cortex to the striatum and subthalamic nucleus
are believed to activate the basal ganglia [5]. According to [5], the input to
the striatum is mediated by the N-methyl-D-aspartate (NMDA) receptors
while the input to the subthalamic nucleus (STN) targets the non-NMDA
channels. Furthermore, in [5], the authors support the idea that cortical
activity is necessary to activate the BG.
Thus, they will play the role of gating and controlling the speed of the
movement in our controller.
The Brain stem
This is a complex subcortical structure, placed in the posterior part of the
brain. It includes the medulla oblongata (myelencephalon), pons (part of
metencephalon), and midbrain (mesencephalon).
This is an extremely important part of the brain as the nerve connections
of the motor and sensory systems from the main part of the brain to the rest
of the body pass through the brain stem. This includes many sensitive and
motor nuclei and tracts such as the corticospinal tract which is involved in
volitional movements.
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Figure 3.4: Block diagram of part of Basal Ganglia neural circuit to execute
movements. It is not the whole system represented but further information
would lead to include unnecessary data. GPe and GPi are the external and
internal segments of the globus pallidus, STN is the subthalamic nucleus and
SNr is the substantia nigra reticulata. Taken from [5].
Although it has other tasks, for our model it will be the gateway between
the execution elements and the controller.
The Thalamus
This is situated between the cerebral cortex and the midbrain. This is
also a very important structure. Its function includes relay the informa-
tion between cortical and subcortical areas. It will be also the same in our
controller: gateway between several controller parts.
3.1.4 Spinal cord
This is the lower element of the hierarchical motor control system. It
gathers many neural circuits in order to facilitate many rhythm and reflex
movements [4].
Apart from these neural circuits, and of interest to this dissertation, the
spinal cord includes the cellular bodies of the motoneurons, interneurons and
Renshaw cells. All of these cells together with the muscles are involved in
the final motion execution [4].
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The mechanism to activate the motoneurons follows the Henneman size
principle [81]. To understand the Henneman principle or the size principle
let us start by defining the concept of the motor unit. A motor unit con-
sists of an alpha motoneuron and the muscle fibres innervated by its axon.
One motoneuron can innervate several muscle fibres. Therefore, when a mo-
toneuron fires a spike it goes to all of the innervated muscle fibres and they
will contract together.
Hennemans principle or size principle [81] states that the recruitment of
the motoneurons (or motor units) is done according to their size. The first
motor units recruited are the smaller with a lower threshold and then the
larger ones with higher threshold. Also, the force produced by these groups
depends on their size. The smaller motor units consist of small muscle fibres
that are fatigue-resistant but they produce smaller forces. In front of them,
larger motor units produce higher peak forces but their muscle fibres are less
resistant to fatigue [73].
Many biological studies confirm this principle [82–84], but not all of them;
in [85], they said that the recruitment of them is done attending to their
input resistances (IR). An in [86], the authors attempt to apply the size
principle in the recruitment of motor units across muscles to reach smoother
body movements.
Nevertheless, according to the original principle, we could say that, though
the alpha motoneurons are all the same, they have different axon sizes.
Some observations related to this principle:
• There is a correlation between the discharges to the motoneurons and
the force produced. The higher the discharges, the higher the force
developed. The amount of force developed depends on both the firing
rate and the motor units recruited.
• The central nervous system has two different methods to increase the
force developed: recruit larger motor units or increase the firing rate
of the recruited ones. The second method will provoke saturation on
the force developed.
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3.1.5 Muscles
This dissertation is focused on the muscles involved in movement: the
skeletal muscles. These kinds of muscles are made of a combination of mus-
cular fibres such as the extrafusal and intrafusal fibres. The muscles fibres
are innervated by two different kinds of motoneurons: alpha and gamma.
Each of them are responsible for innervate different groups of fibres.
The extrafusal fibres are in charge of contracting and stretching the mus-
cles and they are innervated by the alpha motoneurons. Finally, the in-
trafusal fibres are in charge of the spindles and they are innervated by the
gamma motoneurons.
Up to this point, we have defined how to activate an individual muscle.
However, in any movement many muscles are involved; or at least two of
them: agonist and antagonist. If we look at the forearm movement, we have
two different behaviours: a contraction of the biceps muscle if we raise the
forearm and a stretch if we move it down. To achieve an accurate forearm
movement and avoid lateral motoneuron activations (which would provoke
malfunction), there are some protective neuronal circuits. These are based
on the Renshaw cells at a local level and on the interneurons (Ia) at an upper
level.
The connection including the Renshaw cells, the Interneurons, and the mo-
toneurons of both agonist and antagonist muscles is a mechanism to compen-
sate the positional distortions when the objective is to increase the stiffness
of the joint. The structure is shown in Figure 3.7.
3.1.6 Proprioceptive information
The CNS needs a feedback mechanism to know the current position of
its effectors: the muscles and the limbs. The feedback is provided by two
receptors: the spindles and the Golgi tendon organs (GTO).
These two organs, spindles and GTO, together are known as the proprio-
ceptive feedback. This concept is related to the internal information of the
joints.
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Spindles
This are located in the intrafusal muscle fibres and they respond to both
muscle length and velocity of the movement. Related to its morphology,
each spindle is between 3 and 10 mm long and is made of 3 to 12 intrafusal
muscle fibres.
These spindles have two types of sensory endings:
• Primary endings: they are innervated by afferent fibers that belong to
group Ia. These neurons transmit the information to the spinal cord
with a rate of 70 to 120 m/s [4].
• Secondary endings: they are innervated by afferent fibers that belong
to group II.
The response of the spindles varies according to the kind of movement.
If a slow stretching is taking place, both endings raise their firing rate and
keep the rate even some minutes if and when the spindle remains stretched.
Nevertheless, if a jerk stretching is taking place, only the primary ending
raise its firing rate and only during the stretching. Nothing will happen in
the secondary ending. When this jerk stretching is finished, the primary
ending will return to its baseline firing rate [4].
One important point of the spindles is their location: inside, and in parallel
with the intrafusal muscle fibres. These fibres are innervated by the gamma
motoneurons. If these fibres are stretched and then they return to their
idle state, also the spindles should shrink their size to avoid a malfunction.
Thus, the spindles must be tune by the gamma motoneurons. The gain of
the spindles depends on the activity of the gamma motoneurons.
As a result of this concept, a co-activation mechanism occurs to activate
both gamma and alpha motoneurons to avoid errors at the measurement of
the spindles.
Golgi tendon organs (GTO)
They are located where the skeletal muscles are inserted in the tendons.
They are connected to between 10 and 15 muscle fibres and they can measure
the tension of these groups of fibres to which they are connected [3].
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The GTO are serially connected with the muscle fibres so they respond
as much to the active as to the passive tension changes. The response will
be a firing rate in proportion to the tension. This rate will increase the
base line rate. Once the tension has finished, the base line rate will remain
present. These rates are transmitted using fast fibres to local circuits of the
spinal cord and eventually to the cerebral cortex. Thus, they keep the CNS
informed at all times of the muscle tension.
3.2 Setting up a bio inspired controller
3.2.1 Introduction
There are many researches working towards brain-process modeling in-
cluding, but we are going to focus our attention on those who have put
their effort on the development of algorithms that describe the intended
movements. First, we should define what the important points for a control
algorithm are.
3.2.2 What are the important points? / Relevant points
for motion controlling
We can distinguish between the issues relatives to control theory, which
can be called the modelling issues, and going further, the important points
to develop such model: the implementation possibilities.
On the one hand, if we want to create a control model for reaching tasks,
the first option to considerer if the control technique applied will be an
open or closed loop one. Thus, this is the first relevance point: the control
technique. Once it is fixed, if a close loop is used, the feedback comes up.
What are the sources? For human motion controlling, two possibilities are
available: vision, and proprioceptive information coming from the spindles
or GTO, respectively.
This feedback information coming from two kinds of sources may have
different format and delays to deal with. Thus, here we have the second
relevance point: the feedback and all related to its format and delay.
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Once the feedback is going to be included in the model, the frame of
reference to which it is referred have to be defined. This is one of the most
important points.
Two frames of references are presented in human motion: the one of the
vision system and the one understood by the effectors. They are called
the vision and motor frames of reference, respectively. For every action we
develop, a translation should be done if not all the magnitudes are referred
to the same frame of reference. Even the proprioceptive information has to
be mapped into the frame that it is useful for the motor control system. Part
of this translating task is done by the PPC (see section 3.1.2).
This concept of frame of reference leads us to the fourth relevant item:
which magnitude do we want to control. Traditionally, the position and
speed are the ones controlled in reaching movements. However, the human
CNS has information related to the length and tension (proprioceptive), and
position and speed information coming from the visual feedback, too. Thus,
they all are the magnitudes what can be controlled.
Concerning the deep of the model, we can go through a discussion of how
many details should be included. A too detailed description could provoke
a lost on the effectiveness and an over simplification could led to avoid vital
concepts.
On the other hand, further possibilities such us simulation, implementa-
tion and testing are considered. When a neuro-inspired controller is modeled,
though sometimes it is not possible, the final objective is to implement it.
Thus, the first step to take is to simulate it to check the performance. There
are a few simulators available such as Nengo [87], Brian [88], Neuron [89]
( [90] review the tools available for spiking neural networks simulation).
Once the results from the simulation accomplish the expected behaviour, it
is time to go into the real hardware to run the controller. Here, the impor-
tant points are the platform which will allocate the controller. Currently, as
we have described in Chapter 2, some neuromorphic platforms are available;
the number of neurons, synapses and interfaces to other devices are impor-
tant points here. Eventually, the robotic platform to be controlled is at the
end of the architecture. It could include ‘N’ degrees of freedom (DoF) or
joints with the same number of motor. Nowadays, the possibility to have
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muscles into the robotic platform is coming into reality. In any case, an
important issue to go through is the interface to the robotic platform. How
are the motors driven?
There are two different possibilities to drive the motors. The broadly use
Pulse Width Modulation (PWM) where servomotors are used and the Pulse
Frequency Modulation (PFM) where DC motors are used. The first one uses
the width of the pulse to codify the information and the second one uses the
frequency to codify the information. Appendix A shows a report of both
modulations.
3.2.3 Motor control theories/models available
Focusing on human intended movements, the models available can divided
into those who are static models, i.e. only the trajectory is generated accord-
ing to a reference supplied and the dynamic ones, i.e. the forces necessaries
to move the arm to the objective are stated. Both models have to play
together if the human motion aims to be recreated.
The main models available in previous works are:
• The Vector Integration to Endpoint (VITE): it generates the trajectory
to reach a position set as the target. The frame of reference of both
the target and the trajectory have to be the same; either visual or
motor [6].
• The Adaptive VITE (AVITE): it generates a trajectory, too. But, the
target position supplied is referred to the visual frame of reference [91].
• Direction to Rotation Effector Control of Trajectories (DIRECT): also
generates a trajectory. But now, both, target and motor commands
are referred to the visual frame of reference [92].
• The Cerebellar Model Articulation Controller (CMAC): input com-
mands and feedback are combined to create a memory address. This
address stores the output commands [93].
• M. Hersh, in [94] proposed a controller which combines two VITE-like
sub-controllers active in different spaces (joint angle and end-effector
location spaces).
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• Todorov and Jordan in [95] and [96] present an alternative theory based
on stochastic optimal feedback control. They try to use the feedback in
a smarter way where only the errors comprising the task are corrected.
The one selected to implement the trajectory controller is the VITE. How-
ever, a translation must be done prior to use it under the spike-based pro-
cessing paradigm.
Once the trajectory is generated, it can be supplied to the end effectors
to follow it and reach the target. At the same time, there is a control layer
where the forces to reach each position are generated and controlled. The
algorithm selected for this purpose is:
• Factorization of Length and Tension (FLETE): This algorithm main-
tains the position reached within different levels of stiffness by factor-
izing the length and tension of the muscles [6].
3.3 The VITE Algorithm
3.3.1 Introduction
In the late eighties, Bullock and Grossberg proposed a biologically realistic
model of planned arm movements [72] broadly used at the robotics field
[53,94,97,98]. The model follows the principles of how intended movements
are carried out by humans.
The VITE algorithm [6] tries to model the human movements keeping as
many details of the neural system in mind as possible.
As it was conceived, VITE generates the trajectory to be followed by a
joint. VITE does not compute any of the intermediate positions of each joint
but the end effector.
VITE is the first layer involved in a planned arm movement. It does
not integrate any feedback from the end robot. It generates the trajectory
regardless of the forces needed to develop the movement. Thus, it feeds
a second layer commanded by another algorithm. This second layer will
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interface with the end effector and manages the commands received by the
previous one.
3.3.2 Block Diagram and Equations
The block diagram (see Figure 3.5) and the equations (Equation (3.1), (3.2))
are presented in this subsection in their simplest form for the algorithm. A
target is supplied to the algorithm. The difference between this target and
the current position of the end effector (called difference vector, DV) will
be integrated at each time in order to update the present position (Equa-
tion (3.2)). But, it will not be updated until the GO signal has a non-null
value (Equation (3.2)). Meanwhile (GO signal has a null value) the differ-
ence vector is pre-computed in order to be ready for the shoot in the control
signal. This time is known as the motor priming. If at any time while the
movement is being done the GO signal goes zero, the movement will be
frozen in that position.
The target position can be updated during the movement. This change
will cause just an update in the difference vector related to the new goal.
All the magnitudes pointed in this algorithm must be referred to the same
frame. Therefore, if spatial positions are considered, the integration of the
present position will be matched with the speed profile of the movement.
If a comparison between this algorithm and the classical control theories
for industrial applications (Proportional, Integral and Derivative controllers)
is made, this algorithm would result similar to classical integral controller
due to the final integral component but it is not. This integral block plays
the role of the end effector or robot to reach some feedback to supply the
’ideal’ position reached. The special component, GO signal, carries out a
pseudo proportional playing the role of a pseudo disturbance.
d
dt
DV = α× (−DV + TP − PP ) (3.1)
d
dt
PP = DV ×GO (3.2)
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Figure 3.5: Block diagram. Redraw from [6].
Neurophysiological data supports the choice of the main computational
blocks of the algorithm: in [72], some similarities with the population which
codify the difference between the target position and the present position are
shown. This DV population is matched with cells found in the precentral
motor cortex (Area 4). In [72], also the gating mechanism involving a trigger
signal is shown. The GO signal can be assimilated with the function done
by the BG explained in section 3.1.3. The GO signal and the input coming
from the DV both of them play the role of NMDA/non-NMDA connections
previously described. Thus, the algorithm will not produce any output until
the GO signal either target input have a nonzero value.
3.3.3 Some Considerations for the Algorithm Applica-
tion
Synchronous Movement
With this algorithm, the movements are carried out in a real time and it
is possible to change the target during the movement without disturbing it.
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Thus, it receives an abstract reference, i.e., a spatial point and it should
generate a trajectory for all the muscles involved in the action. In addition
to this, the movement cannot be a composite of two or more joint movements
(dotted lines in Figure 3.6; it must be a gesture or synchronous action of
various muscles (solid lines in Figure 3.6). This concept is called synergies
and they happen in a natural and dynamic way.
Thus, to perform a synchronous movement, each muscle group should
contract or expand at a different quantity according to the difference vector
computed for each one. From this concept of synchronous movement comes
up the need for pattern and speed factorization. With an independent speed
control for each muscle group it is possible to adjust all of them to reach
high accuracy in the synchronization between all the muscles involved in the
movement.
Figure 3.6: Two movements composed of two joints are represented. The
start points are S1 and S2 and the target is the same for both. Dotted lines
represent the right way to perform the movement and the solid lines indicate
a composite of two actions.
End-effector Position
One important issue regarding this algorithm is how to know the position
of an isolated muscle or a whole joint. From [72], two methods can be used
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to know the position of the end muscle: the commands supplied (known as
corollary discharges) and the inflow or proprioceptive information.
Therefore, if only the corollary discharges are used then it is supposed
that the end effector arrives to the ordered position. In contrast, if the
proprioceptive information is used, it is possible to update the position if a
passive movement is performed and also to get a high level of accuracy in
an intended movement.
The VITE algorithm uses only the corollary discharges to update the
present position and therefore, to generate the trajectory. Thus, it is sup-
posed that the end effector reaches the commanded position. This is a typical
open loop control technique under classical approaches. However, regardless
of whether the inflow information exists or not, it is necessary to implement
gates to inhibit or allow the movement.
GO Signal and Speed Profile
The GO signal is in charge of the movement speed control. It is also
the gate for that movement. The different this signal is, the different speed
profile in the global movement achieved. The usual signal used is a ramp;
the higher the slope, the faster the movement.
With a ramp profile for the GO signal, the general speed profile achieved
is a bell-shaped one. The symmetry of this bell shaped profiles vary with
speed [99]. Notice that this signal loses its meaning when the target is
reached. To sum up, the worthy value of this algorithm is to reach a target,
not how it is reached. So, the trajectory does not matter, except for fitting
the joint angle constraints.
3.4 The FLETE Algorithm
This algorithm is in charge of the stiffness control. It operates in parallel
with the VITE. It assures that any position reached by the joint can be hold
with a range of stiffness without disturbing the position commanded as the
target by higher layers.
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The control is done considering three different populations of neurons: the
motoneurons (alpha and gamma), the Renshaw cells and the interneurons
per each muscle: agonist and antagonist (Figure 3.7 shows such elements).
In this algorithm, alpha motoneurons are responsible for innervate the
muscles and provoke the movement. The gamma motoneurons are the gain
controllers for the spindles. Both, the Renshaw cells and the Interneurons
form two different neural circuits. The one close to the muscles is made
of the Renshaw cells and the upper one is made of the interneurons. The
main task of these circuits is to minimize the movements of the full joint by
compensating the activity of each agonist and antagonist muscle [100] when
a supplied target has been reached and the stiffness of the joint want to be
modified.
Looking at the algorithm (Figure 3.7), A1 and A2 signals are the de-
scending ones coming from the VITE algorithm. These signals will recruit a
different number of motoneurons from each pool. It means that, according
to the Henemman size principle, larger motoneurons threshold could have
been reached on one of the motoneuron pools to achieve the position com-
manded. Then, if we supply a P signal to both pools, one of it will recruit
larger motoneurons that will provoke an undesired movement in the joint.
Eventually, these circuits are keeping away of an additional movement at the
joint.
The spindles are responsible for providing the feedback to the alpha mo-
toneurons and interneurons. The connection is an exciting one, thus, if the
protection circuits are not well measured, the activity of the spindles can
provoke a wrong behaviour of the algorithm.
The factorization of the length and tension is made using a signal (like
the GO one) called P. This signal is sent in parallel to both pools of alpha
motoneurons. The higher the value of this signal, the higher stiffness level
achieved.
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Figure 3.7: FLETE algorithm diagram. A1 and A2 signals are the descend-
ing signals coming from the VITE algorithm and P signal is the one used to
control the stiffness of the joint. Ia are the interneuron populations, R are the
Renshaw cells, MN the alpha motoneurons and γ the gamma motoneurons.
Taken from [6].
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Chapter 4
Event-based processing
model
This chapter will focus on how the algorithms previously explained can be
adapted for use with spiking neuron models. It includes a first part where
the algorithms are prepared to be used within the spike paradigm. The
event-processing blocks needed to implement the model are presented and
explained. Then, a second part will describe the final model proposed to
implement them, using the following platforms: FPGA and VLSI chips.
4.1 Introduction
This section presents a brief description of spike-based processing. This
way of processing aims to mimic the behaviour of the human nervous system.
The information in this system is analog and we try to reproduce it with
digital (FPGA) and analog devices (VLSI chips). The design is made up of
a hardware description language (HDL) of several blocks and a collection of
python scripts to program the VLSI chips, respectively.
Here we have to make a distinction between digital and analog devices.
The analog chips are using neuron models based on CMOS transistors [19].
Thus, the neuron features and the concept of analog information are inherent
to them. In front of these chips, we have the digital device: a FPGA. Here
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the behaviour of the neuron model is considerably different from the analog
one and the information concept is slightly different.
In the case of digital device, the blocks process the information in the
simplest way: addition (excitation), subtraction (inhibition) and injection
(self-excitation) of spikes is allowed as this is supposed to be in a biolog-
ical neuronal process. The information is based on the firing rate of the
blocks trying to mimic the human neurons. On the other hand, the analog
chips are designed to recreate some of the neuron features such as excitatory
and inhibitory synapses, NMDA behaviour, short-time depression, etc. [19].
Thus, the range of operations available is very similar to that of a human
being. Furthermore, in both cases there are only spikes flowing between
these blocks, being processed while they flow, until they are directly applied
to the motors.
On the digital device, the huge frequency of the clock is used to achieve
equivalence to the way in which the information is processed within the
analog devices.
We aim to reduce the complexity of using powerful processors. Also the
power consumption is an important point in both cases: there is a huge
difference of watts between the typical process computer and the electronic
elements (two orders of magnitude lower usually). Another profitable ad-
vantage is space: we use small electronic devices which could be allocated in
a stand-alone way.
References [41–43] present works where analog neuromorphic hardware
and a FPGA are used and in which the power of this spike-based processing
is revealed.
4.2 The Spike VITE algorithm (SVITE)
The VITE algorithm has been presented and thoroughly described (section
3.3). This section presents the translation of the algorithm into the spikes
paradigm for use with FPGA and VLSI chips. We have called this new
algorithm SVITE, for spike-based VITE.
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4.2.1 FPGA implementation
Translation
To allocate the VITE algorithm into this platform and under the neuro-
morphic constraints, a translation has to be made. It is done in two ways:
keeping the information in a spike-based system in mind (i.e. the firing rate)
and taking advantage of the Laplace transformation to solve the equations
considering zero initial conditions.
In these spike systems, the information has a relation with the inter spike
interval (ISI) and specifically with the firing rate which can be understood
as the frequency. That is the reason why we first go into frequency domain
with Laplace (we are not matching Laplace domain with firing rate, it is just
an interpretation to let us translate into spike-based processing paradigm).
Therefore, taking the equations of the algorithm as our starting-point and
using the Laplace transformation to solve the equations, the main parts of
the algorithm are translated regardless of whether the GO signal is used
or not, because if we translate the equations in a strict way, the product
between GO signal and the difference vector will be translated into a convo-
lution in the frequency-domain and it will not be correct because this GO
signal was designed in order to control the speed of the movement in the
original algorithm. With this concept and regarding the information inside
a spike system, the translation into spike paradigm for this product will be
an addition of two spike trains in the spikes-processing paradigm. As a re-
sult, the firing rate (or frequency) of the resulting signal will be increased in
any case. The next section deals with this idea. Thus, the translation starts
by applying Laplace transform to equations 3.1 and 3.2. Then, equations 4.1
and 4.2 are obtained.
s×DV (s) = α× (−DV (s) + TP (s)− PP (s)) (4.1)
s× PP (s) = DV (s) (4.2)
DV (s) =
α
1 + α
× (TP (s)− PP (s)) (4.3)
PP (s) =
1
s
×DV (s) (4.4)
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By considering equations 4.3 and 4.4 it is easy to arrange them in blocks
according to classical control theories [101] (Figure 4.1):
Figure 4.1: Block diagram resulted from the conversion of the VITE algo-
rithm using the Laplace transformation.
Once we have the block diagram of the algorithm in the frequency domain,
going through [102] and [103] and recovering the GO signal functionality, the
resulting spike blocks are detailed in Figure 4.2.
Figure 4.2: Block diagram generated from existing spikes processing blocks.
The blocks in use are described in [41] except for the GO block which will
be described in detail in the next section [102].
GO Block
The main function of this block is to control the speed of movement and
also to be the gate of it, but it has to deal with the fact that thinking in
neuromorphic engineering, we do not have an element that carries out a
multiplication as usual because it is not a biological function.
In the spike-based information codification, an approach to perform the
GO function is to inject a determined number of spikes every time the pre-
vious block fires one, but equidistantly distributed over time as much as
possible. It is like amplifying or exciting the activity, thinking in a biologi-
cal way.
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There are a few options to implement the block into the FPGA: to inject
spikes according to the slope of a ramp, just one to N spikes per each received
in a continuous way and so on. It can be implemented following any other
function, but we have selected the ramp because it allows speed control
and it is quite simple to implement inside the FPGA with counters. This
selection allows us to configure the slope to achieve the desired speed. The
final synthesized block is described in Figure 4.3.
Figure 4.3: Block diagram generated for the block. It includes three counters:
two of them are straight: one for the number of spikes to inject (S I in the
diagram) and another one for the life signal (it will produce the END signal
to finish the movement); the last one is a decreasing counter in order to
inject the accurate number of spikes.
The straight counters receive the slope counter parameter and produce the
number of spikes according to the slope value of the ramp and the signal to
finish the spike injection, respectively. Every time that a spike is received,
the register value is updated with the number of spikes to inject. Figure 4.4
shows the behaviour explained.
If we design the block as it has been explained, the red thicker line be-
haviour in Figure 4.4 would be performed. It is a discrete result. A logical
conclusion if we consider the spike systems: to inject or not a spike. Then,
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Figure 4.4: Explanation diagram of the implemented block. In this example,
the slope counter is fixed to five clock periods; every time the count is reached
one more spike will be injected. This way, and considering the firing rate,
the discrete solid line is performed, and we were looking for the thinner line
behaviour.
to reach the continuous solution (thinner line) it is necessary to include a
low pass filter (spike-based and with single gain, too) at the output in the
block diagram. This filter will distribute the spikes uniformly. As described
in [41], and shown in Figure 4.5 each LPF block is composed by an I&G block
with a feedback loop using another H&F block. In such a configuration, the
Laplace transfer function of the system correspond to a low-pass-filter.
Thus, by including this filter a problem occurs: the I&G at its output. As it
was explained, the I&G block keeps an n-bits count for the incoming spikes
and generates spikes according to that count. So, we have to avoid the
overflow of the count. Thus, we should finely tune it in order to avoid the
saturation of the whole system.
Figure 4.5: Spikes Low-Pass-Filter decomposition into I&G neuron and its
Laplace Transfer function.
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In any case, latency at the beginning will be calculated from the first
count that injects any spike. During this period, the Difference Vector will
be calculated by the previous part of the algorithm. Also, this time it is
consistent with the fact that in a biological movement a previous activity is
detected in the premotor cortex [69]. The latency is defined as follows:
latency =
slope counter
fclk
(4.5)
Two important facts of this block are:
• It is important to saturate the slope achievable. Otherwise, the massive
injection of spikes will saturate the complete system.
• The validity of this block is limited by time. It fits with the time-
limited connection between the premotor cortex and the primary motor
cortex [62], but it is necessary to fine-tune the limit in order to reach
the target. We use this time limitation to consider the GO signal as a
disturbance for calculating the system stability. Please refer to [8] for
detailed descriptions of the stability analysis.
4.2.2 Final proposed SVITE model
FPGA implementation
The final neuro-controller proposed to implement on the FPGA is com-
posed of four different types of spikes processing blocks [102,103]:
• Hold and Fire (H&F): this block performs the addition or subtraction
of spike flows to compute the error signal. This block has two in-
puts: one excitatory coming from the visual processing layer and one
inhibitory from the end-block of the algorithm.
• Spikes low pass filter (LPF): the behaviour of the block is the same as
an analog classical low pass filter but it operates with the spike’s input
firing rate. The result of this block is a uniform distribution of the
spikes input [103]. There are two filter blocks in the SVITE algorithm:
one at the H&F’s output and another one included in the GO Block.
• GO Block: the main function of this block is to control the speed of
the movement and also to be the gate of it. It is done by modifying
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the input firing rate. We inject spikes according to a user parameter
which define the speed desired.
• Integrate and Generate (I&G): this block includes one pre and post-
synaptic connection and an integrator which computes the ongoing
spikes. It models the activity level of the neuron; its firing rate de-
pends on the integrated value. In its basic model, the integrated value
is updated for each incoming spike by an increment or a decrement of
the membrane potential (MP), modelled by a counter, depending of
the polarity of the received spike. If the spike is positive MP is incre-
mented, but it is decremented when the spike is negative. Current MP
is continuously translated into an output stream of spikes.
Figure 4.6: Block diagram of SVITE algorithm final model proposed.
This algorithm conforms something similar to a forward model and eval-
uates the corollary discharge with the Integrate and Generate block. So, no
sensory discrepancies are noticed within this algorithm as it was expected
without feedback from the robot. The assumption is that the commanded
position is reached.
All of these blocks have a fully deterministic behaviour. In principle, for
motor controlling it does not seem feasible to have random spikes distribu-
tions inside the controller. However, in this thesis we include a study where
pseudo-random distributions of spikes have replaced deterministic ones in
the motor controller (the blocks involved in this statistical study are the
green ones at Figure 4.6). Statistical models will be presented at the results
section ( 5.2.1).
This study is done because there are in-vivo experiments that show vari-
ability at the firing rate pattern if a constant stimulus is presented within
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different tests at different times [104]. This behaviour is extremely problem-
atic if the current trend is to match the neuron response per each stimulus
presented to elaborate a map between stimuli and firing patterns. Regarding
this view, [105] points out that if the stimulus presented is fluctuating, the
neuron will produce a precise spike timing response.
For a deterministic spike distribution motor controller, if we consider this
controller as an isolated part of the architecture, there would not be any
noisy or random spikes. However, if we consider this controller as part
of large neuromorphic architectures, we must face these different possible
distributions of spikes and try to minimize their effects or at least predict
the behaviour of the motor controller and act in accordance with them.
VLSI chip implementation
In this case, the translation is much easier than the previous one. We have
predefined the chips to use [19]. They have the LIF neuron model as the
basic element to build the architecture.
The spiking network defined for this implementation comprises three dif-
ferent populations: the DV population encodes the difference between the
target and the estimated current position; the GO population implements
movement gating and speed control; the PPC population encodes the esti-
mated current position of the robotic platform. A schematic drawing of the
proposed neural network is shown in Figure 4.7.
Four excitatory connections are part of the network: a couple of them
are inputs and the other two are used to connect populations. The target
stimulus excites the DV population and it is tuned to excite the membrane
potential until produce a one to one relation between presynaptic and postsy-
naptic potentials. The GO signal stimulus excites to the GO population and
it is a signal which increases over time. Short-time depression in the synap-
tic connection prevents the production of post-synaptic spikes in absence of
a target stimulus. Finally, we have two excitatory recurrent synapses: one
to connect the DV population with the GO population (as described in the
next paragraph) and the other one to connect the GO population and the
PPC population to update the position by integrating the incoming spikes.
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The GO population has a special synapse that connects it to the DV
population. This synapse plays the role of the NMDA channels described
in section 3.1.3. With this synapse, the desired behaviour is achieved:
neither the target nor the go stimulus presynaptic spikes in an isolated way
will produce any postsynaptic action potential, which results in the desired
gating movement function. The NMDA synaptic circuit produces an output
current only if the membrane potential of the post-synpatic neuron is above
a fixed threshold, referred as NMDA threshold and set by an input bias
voltage. The excitatory synapse of the GO signal will keep the membrane
potential higher than the NMDA threshold but without firing. Then, when
a presynaptic spike occurs in the connection with the DV population, the
membrane potential is higher than the NMDA threshold thus allowing the
NMDA synapse to produce an output current and trigger a spike in the
postsynaptic neuron.
The last connection is the inhibition between PPC and DV population.
This synapse is tuned to inhibit the output firing rate of the DV population
when the PPC has reached the firing rate set by the stimulus i.e. the robot
has reached the target location.
Figure 4.7: Spiking neural network diagram.
4.3 The Spike FLETE algorithm (SFLETE)
This algorithm considers well-known neuron populations, so no translation
is necessary for it. Thus, to implement the algorithm we are going to use
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the same populations and connections as they were shown in Figure 3.7
motoneurons, Renshaw cell and interneurons.
4.4 Considerations to apply to classic robotics
platforms
We have maintained the original approach where the algorithms were
thought to be used under the same constraints of human end-effectors: the
muscles. However, this option is not yet available for the classical robotic
platforms based on motors.
Thus, we have kept the model and simulate most of the parts but, even-
tually, the architecture implemented which run the robot is without the
SFLETE algorithm. The reason is because using a robotic arm or either
robotic platform, only a small number of joints are available and all of them
are run by motors, not muscles. Furthermore, forces are not needed. The
way to implement something similar to forces could be by measuring the
current consumption by the motors; this current can be matched with the
tension of the muscle and then this sensory source can replicate the GTO
organs. In any case, the spindles cannot be replicated because the length
of the joints is fixed. Instead of these sensory sources we are going to use
motors that include encoder devices that allow measuring either the position
or the speed.
4.5 Introducing the feedback: Final model
This section aims to merge all the models and algorithms already presented
in a useful architecture that includes feedback. It is described in Figure 4.8.
The feedback block will play the role of the cerebellum (section 3.1.3). It
receives the information related to the trajectory or speed profile from the
SVITE and the sensory information available from the robot. By making a
comparison between both information flows, the information supplied to the
robot is tuned according to the desired movement. The addition of this new
block enhances the model by closing the control loop.
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The SFLETE algorithm will operate in parallel and it generates the forces
to assure that the position commanded by SVITE is maintained. Also, it
provides a stiffness controller to apply to the reached position by the joint. It
needs the sensory information from the robotic platform and the information
from the SVITE algorithm to generate the forces required by the muscles of
the joint.
Figure 4.8: Full control architecture proposed for further research. The
dotted blue lines represent the signals that can trigger the movement (in
case of SVITE line) or the stiffness level (in case of SFLETE line).
Chapter 5
Results and Discussion
This section will present the results achieved by the research within this
thesis. Two main sections are presented: simulated results and hardware
results. Then, each of this section includes several subsections where the
graphs are shown and explained. Finally, a discussion section is presented.
5.1 Simulation Results
This section includes the results achieved using three different software
platforms:
• Simulink by Matlab plus Xilinx System Generator: this is used to
simulate the behaviour of the blocks designed and eventually to check
the function of the whole SVITE and SFLETE algorithm when they
are thought to implement on a FPGA.
• Python and ipython framework: this is used to simulate the algorithm
behaviour under the VLSI chip designing constrains.
• Statgraphics Centurion software package: all the statistical studies
were conducted using it.
The advantages of using the simulator are: the tests can be arranged and
repeated faster than using hardware, the price is usually lower than the
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platform, and they are portable and flexible since the tests can be done any-
where. The disadvantages of the simulators are that they do not include all
the functioning details of the hardware, so they cannot replicate it precisely.
Besides, not all the cases can be simulated.
5.1.1 Software platform: Simulink by Matlab
These results have been achieved by means of these tools: MATLAB and
Xilinx System Generator. The theoretical and simulation scenarios are de-
scribed, then the simulated results are shown. The System Generator tool
allows us to describe the blocks using VHDL. Thus, these results are ob-
tained to check the behaviour of the FPGA designs. However, not all the
cases to simulate can be carried out because of memory problems.
GO block results
The simulation setup used to check the behaviour of the GO block is the
one shown in Figure 5.1.
Figure 5.1: Setup simulation scenario to check the GO Block behaviour.
The input to the Spikes Generator block is a constant value and it gener-
ates a firing rate according to the input value. The firing rates of the blocks
follow these equations:
• Spikes Generator
fspikes =
fclk
2(NBITS−1)
× input (5.1)
• GO Block
fspikes =
fclk
slope counter
× input× time (5.2)
slope =
fclk
slope counter
(5.3)
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• Spike-based Low Pass Filter (LPF)
Gain = 1 (5.4)
ωcut−off =
fclk
(2(NBITS−1) × (IG FD + 1) (5.5)
slope =
fclk
slope counter
(5.6)
The results are shown in Figures 5.2, 5.3, 5.4, 5.5, 5.6, 5.7, 5.8. Figure 5.2
shows how the LPF spike-based added at the end of the chain, uniformly
distributes the spikes coming from the GO Block. Also, the latency expressed
in Equation 4.5 can be seen at the beginning of the output spikes from the
GO Block.
Figure 5.3 shows the effect produced by the LPF included at the end of
the chain.
Figure 5.2: Spikes at the output of each block. There are three rows respec-
tively showing: output of the spikes generator block, output of the block in
which the spikes are injected and the output spikes at the LPF spike-based.
Figures 5.4 and 5.5 show the behaviour obtained when the slope counter
parameter changes its value.
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Figure 5.3: Output firing rates when an input rate of 390,625 Kevents/s is
supplied by the spikes generator and a slope counter parameter value of 212
(i.e. slope of 12,207.03 %). The IG FD parameter of the filter is changed
from 0 to 7 (slowing down the cut off frequency of the filter). Green lines
represent the behaviour according to the original algorithm and blue lines
the one according to the block designed.
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Figure 5.4: Output firing rates when an input rate of 390,625 Kevents/s is
supplied by the spikes generator and a slope counter parameter changing its
value from 210 to 223. The IG FD parameter has a zero value and the I&G
included with the filter is implemented with 16 bits. Green lines represent
the behaviour according to the original algorithm and blue lines the one
according to the block designed.
Figure 5.5: Zooming of figure 5.4 for a slope counter parameter from 210 to
215.
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Table 5.1: Relationship between the time to saturation and the permanent
regimen error when the I&G in the spike-based LPF is implemented with
different number of bits.
Number of bits
(I&G of LPF)
Time to saturate (s) Permanent reg. error
6 2.5× 10−5 1,5 Mevents/s
8 2× 10−5 0,4 Mevents/s
10 7× 10−5 0,1 Mevents/s
12 2.6× 10−4 Aprox. 0
14 8.6× 10−4 Aprox. 0
16 3.2× 10−3 Aprox. 0
18 > 0, 01 Aprox. 0
Analyzing Figure 5.4, the incorrect following of the input for high inputs
(minimum slope counter) appears. This is due to the fact that I&G included
in the LPF goes into saturation region.
When the setup is put under saturation conditions, i.e. maximum input
value: 216 − 1, slope counter parameter equal to one and IG FD parameter
equal to zero, figures 5.6 and 5.7 show the behavior of the output firing rate.
Table 5.1 summarizes the data obtained.
However, these results are not real because of the limits of the simulation
environment; we have to select very high values like 12207,03125 % (212
value for the slope counter parameter) for the slope to avoid memory errors.
These values are not usable within a robotic platform.
Away from these saturation conditions, figure 5.8 shows the behaviour
performed by the block.
The main conclusion obtained from the simulations is that there is a high
dependency between the speed response of the system and the number of
bits used to implement the I&G included in the spike-based LPF. As the
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Figure 5.6: Output firing rate under saturation conditions when the I&G is
implemented with 6, 8 and 10 bits.
Figure 5.7: Output firing rate under saturation conditions when the I&G is
implemented with 12, 14 and 16 bits.
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Figure 5.8: Output firing rates when an input rate of 390,625 Kevents/s
is supplied by the spikes generator and a slope counter parameter value of
4,096 (12,207 % slope). The I&G is implemented with 9, 12, 14, 15, 16,
17 and 18 bits. The green line represents the behaviour according to the
original algorithm and blue lines the one according to the block designed
and the parameter shown.
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plots show, for very high values at the slope, 9 bits to implement the I&G
could be a good option in front of 16 bits for more usable values at the slope.
The hardware results section will show more accurate results because of
the simulation environment limitations. The Simulink from Matlabr plus
System Generator by Xilinxr only allows simulations up to 10 ms.
SFLETE results
The scenario proposed to simulate the SFLETE algorithm is shown in
Figure 5.9. Each population of neurons (Renshaw, Interneuron and mo-
toneurons) is modeled with an I&G neuron model block. Each pool of mo-
toneurons receives inputs from a block that mimic the SVITE behavior in
order to imitate the original algorithm.
Before simulating all the algorithm elements, the first step to take is to
characterize the lower protection neuronal circuit. This is the excitatory-
inhibitory connection between a pool of Renshaw cells and a pool of mo-
toneurons. Figures 5.10 and 5.11 show the peak firing rate and the times
span of the motoneuron activity, respectively. These two graphs allow us
make a good decision regarding the number of bits to perform the final imple-
mentation of the pools of motoneurons, renshaw and interneuron cells. The
higher number of bits used, the higher peak rate and time length reached.
So, a medium value to select is 10 or 12 bits.
The simulations are done by manually setting an activation of the spindles.
There are two blocks to translate a constant input parameter into a firing
rate. This firing rate will simulate the response of the spindles. They will
project to each pool of motoneurons and Interneurons. Thus, the activity of
the spindles are conditioning the interneurons design.
Figures 5.12 and 5.13 show how, under different inputs from the SVITE
to the motoneuron pools (but the same for both plots) and the appropriate
response of the spindles (higher on the side of the higher input rate from
SVITE), the higher the number of bits used to implement the Interneuron,
the smaller the response obtained from the motoneurons. This behaviour
cannot be improved when both pools of interneurons are implemented with
the same number of bits. Besides, as Figure 5.14 shows, when the interneuron
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pools are implemented with a smaller number of bits than the motor or the
Renshaw neuron pools, the behavior is not improvable anymore. The mini-
mum activity from the motorneurons is obtained when both interneurons are
well measured regarding the spindles activity besides they are both imple-
mented with an equal or higher number of bits of the motor and Renshaw
neuron pools. Besides, Figure 5.15 shows how a non-accurate (extremely
high) response of the spindle can modified the response of the motoneurons
by provoking a non-desired activation. This is because the spindles excite
the interneurons and these do with the motoneurons. But, if we make the
response of the motoneurons higher by using more bits to implement them,
the effect of a huge response from the spindles could be mitigated as is shown
in figure 5.16. This is because the motoneurons inhibited the response of the
interneurons which are excited by the spindles.
Furthermore, this scenario offers the possibility to simulate the reflex
movement mechanism. Figure 5.17 shows how, with all the inputs disable,
simulating a short activation at the spindles, the motoneurons of both mus-
cles response producing a reflex movement. The response of the motoneurons
is inhibited by the Renshaw and Interneuron neuronal circuits.
5.1.2 Software platform: Python
SVITE results
This section presents the results obtained using the Brian simulator to
verify the performance of the network described in the section 4.2.2. The
simulations are done with one neuron per each population (one-to-one fash-
ion connected). Figures 5.18 and 5.19 show the firing rate of each population
including both stimuli: the target which excites the NMDA and the GO sig-
nal which excites the non-NMDA receptors. Figures 5.18 and 5.19 show how
an initial non-zero GO signal in coincidence with a delayed target stimulus
does not trigger any response, which is only present when both signals are
active. When the GO stimulus set the membrane potential of the GO pop-
ulation higher than the NMDA threshold, the arrival of a presynaptic spike
from the target will provoke a post-synaptic spike. To get this behavior
related to non-NMDA channels and prevent the firing, the excitation con-
nection of the GO stimulus is the one which includes a short time depression
mechanism; otherwise, the time increasing firing rate of the GO stimulus
will make the neuron fire. Figure 5.19 shows how increasing the slope of the
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Figure 5.10: Firing rate peaks of the motoneuron pool when the Renshaw
cell and the motoneurons are both implemented within a range of (7-20)
bits. The input goes from 1 Kevent/s to 10 Kevents/s.
Figure 5.11: Motoneuron pool time length activity when the Renshaw cell
and the motoneurons are both implemented within a range of (7-20) bits.
The input goes from 1 Kevent/s to 10 Kevents/s.
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Figure 5.12: Firing rates of each population. The input to control the stiff-
ness is fixed at 1,83 Kevents/s. The simulated input coming from SVITE
is different per each muscle (red and blue graphs in the last subplot): 1,83
Kevents/s and 0.76 Kevents/s (this is mimicking a permanent regimen at
the SVITE). The output set for the spindles is 183.1 Kevents/s and 76.29
Kevents/s for each side. The motoneurons and Renshaw cells are imple-
mented with 10 bits and the Interneurons with 12 and 9 bits respectively.
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Figure 5.13: Firing rates of each population. The input to control the stiff-
ness is fixed at 183 Kevents/s. The simulated input coming from SVITE
is different per each muscle (red and blue graphs in the last subplot): 183
Kevents/s and 76.2 Kevents/s (this is mimicking a permanent regimen at
the SVITE). The output set for the spindles is 183.1 Kevents/s and 76.29
Kevents/s for each side. The motoneurons and Renshaw cells are imple-
mented with 10 bits and the Interneurons with 12 and 9 bits respectively.
Figure 5.14: Firing rates of each population. Same conditions of Figure 5.13
but, in this plot, the Interneurons are implemented with 6 and 8 bits respec-
tively, i.e. a number of bits smaller than the motor and Renshaw cells.
5.1. SIMULATION RESULTS 63
Figure 5.15: Firing rates of each population. Same conditions of Figure 5.13
but, in this plot, the spindle response is higher, up to 1.44 Mevents/s and
762 Kevents/s on the other side.
Figure 5.16: Firing rates of each population. Same conditions of Figure 5.13
but, in this plot, the motoneurons and Renshaw cells are implemented using
14 bits. This is the low bit number to use if the wrong behaviour wanted to
be avioded.
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Figure 5.17: Reflex movement simulation. Immediately after the spindles
show a short activation, the motoneurons of both muscles show a short
activation, too. The activity of the motoneurons will be removed by the
activity on the Renshaw and Interneuron cells. The motoneuron activity
will provoke the reflex movement.
GO stimulus, as it was said in the original algorithm, the target is reached
faster.
5.2 Hardware Results
5.2.1 Hardware platform: FPGA results
The model proposed was implemented using the AER Node board [106].
This board includes a Xilinx Spartan-6 LXT 1500 FPGA. It was developed
by RTC lab under the VULCANO project1 and it allows high speed serial
AER communications over Rocket IO transceivers, and adaptation to par-
ticular scenarios through daughter boards connected on the top. For these
tests, the setup includes a daughter board with an USB microcontroller that
communicates with the FPGA over Serial Peripheral Interface (SPI). This
interface is used to send the parameters needed for each block [41] and to
1VULCANO Project: Ultra-Fast Frame-less Vision by Events. Application to Au-
tomation and Anthropomorphic Cognitive Robotics. (TEC 2009-10639-C04-02)
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Figure 5.18: Firing rates of one neuron of each population. The target stim-
ulus is 25 spikes/s. Rates of the stimuli, DV population, GO population and
PPC population are shown according to the legend. The PPC population
reaches the target stimulus set in 0.45 seconds since its activation as is shown
by the vertical dotted lines. Once the target is reached, the DV population
is fully inhibited and if the stimulus is not supplied, the network activity
does not produce any spiking activity.
Figure 5.19: Firing rates of one neuron of each population. The target
stimulus is the same at the previous plot, 25 spikes/s but the slope profile is
higher than the previous one and now, the target is reached in 0.3 seconds
since its activation. Once the target is reached, the DV population is fully
inhibited and if the stimulus is not supplied, the network activity does not
produce any spiking activity.
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Figure 5.20: Hardware setup. It consists of a monitor board (left), AER
Node Board (centre) and the programming tool (right).
manage the tests.
This main board also runs a massive spikes monitor [107] that addresses
each block of the algorithm and does the handshake to communicate, using
the AER protocol, with a monitor board [108]. The monitor board receives
the spikes and allows them to be processed by the computer using jAER [109]
or MATLAB. All the setup elements are shown in Figure 5.20.
GO Block behavior
Once the behaviour of the block is checked with the simulations results,
figure 5.21 shows the tests done with the hardware platform. Table 5.2
summarize the data used to perform the tests.
Figure 5.21 remains showing the effect of the I&G included in the spike-
based LPF. Figures 5.22 and 5.23 show the results considering slopes of 0.1
% and 10 % with a range of bits at the implementation of the I&G.
The results performed and showed with the wide range of bits (16, 20-24,
27-31) for the counter at the I&G, sometimes, show a jumping behaviour
due to the saturation of the integrator. The higher the number of bits used,
the slower the behaviour. There is a trade-off between the desired speed and
the avoided saturations.
Table 5.3 shows the number of bits to implement the I&G with when the
slope is changing its value.
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Table 5.2: Data used for hardware tests.
Tests Slope counter Slope Second per
slope unit
Time to satu-
ration
(seconds)
1 2,5 M 20 0.05 1
2 5 M 10 0.1 2
3 7,5 M 6.66 0.15 0.33
4 10 M 5 0.2 4
5 12,5 M 4 0.25 5
6 15 M 3.33 0.3 6
7 224 − 1 M 2.98 0.33 6.71
Figure 5.21: Results for hardware tests are shown. The red line represents
the theoretical behaviour and the blue line represents the hardware results.
The input for the generator was 8. It means an output frequency of 12,207
Kevents/s and multiplied by 20 in saturation it yields a total of 244,14
Kevents/s reached at different times at each test. The table below shows
the parameters for the test. They are matched by the test numbers.
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Figure 5.22: Comparison between five different bits implementations (27-31
bits) of the integrate and generate in the low pass filter (red lines). The
theoretical behaviour is also represented in blue. Input is 6.1 Kevents/s.
The slope is fix at 0,1 % and the saturation was fixed at 12.2 Kevents/s.
Under these conditions, 29 bits is the best option.
SVITE deterministic
This subsection presents the results for the whole algorithm design (Fig-
ure 4.6 at previous chapter) adding a spike generator [110] as the target
supplier (Figure 5.24)
The results shown in Figures 5.25, 5.26 and 5.27 show the evolution from
the original VITE [72] to the translation version into spikes: SVITE.
Figures 5.25, 5.26 and 5.27 show the expected behavior of the algorithm
translated into spikes paradigm against the behavior of the original design
of the algorithm by Grossberg. The dotted lines are taken from simulations
of the original VITE algorithm; solid lines show the same data but measured
in the boards with the AER monitor [107]. The speed profile is taken before
the integer block (the Integrate and Generate block in Figure 4.6) and the
position orders at the output. The accuracy for both signals is highly precise
and it suggests the opportunity of succeeding with a fully spike-based robot
5.2. HARDWARE RESULTS 69
Figure 5.23: Comparison between five different bits implementations (27-31
bits) of the integrate and generate in the low pass filter (red lines). The
theoretical behaviour is also represented in blue. Input is 6.1 Kevents/s.
The slope is fix at 10 % and the saturation was fixed at 12.2 Kevents/s.
Under these conditions, 21 bits is the best option.
Figure 5.24: Setup simulation scenario to check the SVITE algorithm be-
haviour.
controller. Figure 5.28 shows simulation data for the speed profile achievable
when the parameter slope counter in GO block goes through different values
causing 10, 50, 100, 500 and 1000 percentage slopes. The bell shape profiles
confirm the studies in [99] where it is said that as faster is the movement
the higher asymmetric speed profiles are performed.
Hardware Resources Consumption
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Table 5.3: Trade-off between the number of bit to use at the implementation
of the I&G and the slope that the GO Block is able to follow.
Implementation bits I&G Slope Slope counter
9 50 M % - 390625 % 20–27
16 195312 % - 100% 28–219
21 10% 220 − 222
26 1% 223 − 226
29 0.1% 227 − 231
Figure 5.25: Performance achieved corresponding to one percentage slope
in GO signal. Dotted lines are simulated in front of measurement solid
lines. The bell shape profile signals represent the speed. The ripple in
the spike-base behavior is due to the function that transforms the spikes
into a continuous signal. The target is the same for both simulated and
measurements signals and it is represented as a firing rate. It takes a total
of 17 s to reach the target if we look through the position.
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Figure 5.26: Performance achieved corresponding to ten percentage slope
in GO signal. Dotted lines are simulated in front of measurement solid
lines. The bell shape profile signals represent the speed. The ripple in
the spike-base behavior is due to the function that transforms the spikes
into a continuous signal. The target is the same for both simulated and
measurements signals and it is represented as a firing rate. It takes a total
of 11 s to reach the target if we look through the position.
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Figure 5.27: Performance achieved corresponding to 100 % GO signal slope.
The bell shape profile signals represent the speed. With this high slope, the
ripple in the spike-base behavior is more significant than in the others. It
takes a total of 9 seconds to reach the target if we look through the position.
Figure 5.28: Speed profiles achieved by modifying slope counter parameter
of GO block. Making a comparative between slow and fast movements we
can appreciate that the peak velocity is reached later for faster movements
if entire length is considered.
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Table 5.4: Hardware resources consumption by the Spartan 6 1500 device.
Number of
Slices
Max. Blocks
in the Device
Use by
One Block
Algorithm 238 96 1.033%
Algorithm plus monitor 533 43 2.31%
Algorithm plus interface 242 95 1.05%
Algorithm plus monitor
and interface
537 42 2.33%
In general, to measure the hardware consumption in a FPGA, two points
should be considered: the dedicated resources included to build up complex
devices such as multipliers and the configurable logic blocks (CLBs) for gen-
eral purpose. The algorithm does not use any complex structure. It just
needs counters and simple arithmetic operation resources. Therefore the
measurements are focused into the available slices at the FPGA.
We have synthesized the algorithm, including a spikes rate coded generator
[110], the spikes monitor [107] and the interface with other neuromorphic
chips for a correct debugging and a useful integration. Table 5.4 presents
the data for the device with the report obtained.
In this table, the first column describes the element implemented for each
case. The next column shows the amount of slices needed to synthesize the
units at the FPGA. The following column represents the maximum number
of units that could be allocated inside the FPGA. Finally, in the last column
the total capacity of the device for all the synthesis performed is shown.
The results evidenced a low hardware resource usage when an isolated
algorithm is implemented, just one per cent. Also, it is remarkable that
the interface with other neuromorphic chips almost does not provoke an
increment in the hardware resources consumption (only four slices). Conse-
quently the final implementation for a complete architecture will consist of
the algorithm and the interface. However, the design and test phases need
the monitor in order to check the right behavior of the algorithm.
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All the results presented in this section correspond just to slice consump-
tion. The FIFO included within implementation uses dedicated memory
blocks already present in the device, so it is not computed.
If we compare the maximum number of algorithms that can be allocated
at the FPGA (that corresponds to the degrees of freedom (DoF) control-
lable in our architecture) with the iCub Robot necessity [111], it shows a
great advantage using our approach. We can control up to 95 DoF (without
monitor) in comparison with iCub platform which allows 53 DoF.
SVITE pseudorandom
The blocks under tests are the ones in green at Figure 5.24: the spikes
generator and the I&G. From the border of the algorithm, a random com-
ponent should be included to make sense of pseudo-random controller. So,
to modify that behavior, we have included a linear feedback shift register
(LFSR) first for the Spikes Generator block and later on for the I&G blocks.
This component, with the proper XOR feedback, generates a uniform se-
quence of different pseudo-random values within a range that depends on
the number of bits used to implement it. Once all the possible numbers
have been generated, this LFSR will repeat the same random sequence over
and over again. Also, a time-slice or bin to trigger the output can be con-
figured. With this component, the probability to fire a spike at T will be
defined by Equation 5.7.
P (spike = 1|T ) = input
(2(NBITS LFSR) − 1) (5.7)
Some specific details depend on the type of block:
a. Spikes Generator: When the time bin is reached the value from
the LFSR will be compared with the reference and only if it is lower, the
block will fire a spike. Usually, the digital input reference for the spikes
generation has 16 bits, so we took this initial number of bits to build the
LFSR register. From Equation 5.7, one can see that there is an inversely
proportional relationship between the reference (input) and the number of
bits of the LFSR (NBITS LFSR). A trade-off should be reached. Later on
we will measure different behaviors for different LFSR lengths.
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b. Integrate & Generate (I&G): In this case, the comparison with
LFSR will be made with the number of spikes counted and only if it is
lower, the block will fire a spike.
If we consider Equation 5.7 and the algorithm architecture, one can see
that if we fix the same LFSR register for each I&G neuron included at the
algorithm (one at each spikes low-pass-filter and last I&G), the firing rate
will decrease along the blocks because the events (firing a spike) are not inde-
pendent from the previous one, it is a conditional probability. Furthermore,
we have to manage an adequate amount of spikes to allow the motors to
run. To reach this behavior, we considered a gradual increase of the LFSR
resolution which provokes higher rates of spikes for the useful signals.
At the end of the tests, we have a set of firing rates or spike signals
belonging to each block of Figure 5.24 for all the combinations performed.
First, they are split and each inter spike interval (ISI) is calculated. Second,
for each ISI, we get the empirical cumulative distribution function (CDF)
that can be compared with the ideal distribution’s CDF.
On the other hand, the second comparison is carried out with the Kolmogorov-
Smirnov test (KS test) and chi-square test to validate the distribution fitness.
We have applied this test to compare how well the observed distribution of
ISIs follows the theoretical exponential and gamma distributions. These
tests give the p-value that allows rejecting or not the null hypothesis. We
have considered a p-value between 0.05 and 0.1 as reasonable and above 0.1
to accept the hypothesis. Additionally, if the statistical test result is below
5% one can assume that the sample data fitness is good enough. All these
statistical studies are conducted using the Statgraphics Centurion software
package.
We performed these two comparisons because the KS test does not show
a good performance at Null-hypothesis and p-value when the CDF for the
theoretical distribution is made up from empirical data [112]. In such cases,
the KS is an alternative statistic available in the test results. It shows the
biggest difference between both distributions. Furthermore, with this value
and the plotting comparison, a right conclusion can be drawn.
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In view of this comparison, it cannot be forgotten that these signals are
used for motor control purposes. Therefore, for each modification done to
include the random element, we must check if the motor controller perfor-
mance and accuracy are not lost.
The results achieved are also divided within the type of block:
Spikes Generator: If we were considering a bigger time bin, ie 0.1ms,
instead of the agreed 20ns, we would only have an average of 67.4 spikes per
second with the maximum digital input reference of 7000 and 20 bits LFSR
to reach good distribution fitness for the ”Spikes Generator”. Therefore the
time bin has been fixed to 20ns. Figure 5.29 shows the relation between
the digital input references, the size (bits) used for the LFSR register and
the goodness of fit for a gamma or exponential distribution for the ”Spikes
Generator”, first block of the control model.
Figure 5.29 shows that for small sizes of the LFSR register (such as from 16
to 20 bits), the results of the test are far from the statistical threshold of 5%.
If a deterministic source were used, the ks minimum values would be 0.6321
and 0.5243 for the Exponential and Gamma distributions respectively. As
the size increases, the results improve. Besides, the higher the reference,
the higher the spike rate, and so, the better the result. That matches the
probability definition we made in Equation 5.7. So, in order to make a
decision on which value should be selected, we are going to look at the p-
value for each approach.
From the point of view of the Kolmogorov-Smirnoff test, the best ap-
proximation is got with a 30-bit LFSR, for a Gamma distribution. Looking
through the statistical analysis, the p-value also indicates that the best fit-
ness was obtained for the Gamma approach (Table 5.5) and for a 30-bit
LFSR. One can think that an Exponential approach is more accurate, be-
cause it involves a Poisson process since there is a time independent proba-
bility definition for each event (spike in our case). However, the results show
that the value produced by the LFSR register is not purely random, but
pseudo-random. Therefore, both approaches are quite similar, as shown in
Figure 5.29. The final decision is to take a 30-bit LFSR based on the p-value
and KS statistical value. Figure 5.30 shows also the accuracy for a 24-bit
LFSR.
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Figure 5.29: 3D representation of the ks value for the gamma and exponen-
tial distributions. The red plane is fixed at 0.05 (threshold of the K-S test:
passed if the value is below the threshold). The green surface represents the
Exponential approach and the blue surface represents the Gamma one. It
can be observed that for LFSR resolutions of 24, 26 and 30 bits the test is
passed for both approaches (the red plane is visible).
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Figure 5.30: Cumulative distributions function for gamma and exponential
approaches when a 24 bit LFSR and constant digital input reference values
of 100, 500, 2000 and 7000.
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If we go across the Table 5.5 and compute the average value, it results
in 0.16 for Exponential and 0.22 for Gamma, for 30 bits value. For 24 and
26 bits, the average p-value does not reach 0.01. Looking at columns where
the average firing rate is shown, one can see that for 24 bits there are bigger
differences between the gamma and exponential approaches and if LFSR size
is higher, the differences are lower, reaching at 30 bits value nearly the same
rates.
Considering a 30-bit LFSR register, there is a linear relationship between
the reference delivered to the block and the output firing rate for the Gamma
approach. The maximum firing rate within a 16 bit width reference (65535)
is 1.5 K spikes per second.
With the ”Spikes Generator” characterized, it is time to use it inside the
neuro-motor controller, study the behavior and compare it with the previous
deterministic one. Figure 5.31 shows the output signals for each block of the
algorithm (blue lines). It can be observed that if we are using a random
source, the commanded signal does follow the input signal multiplied by 2.
That is the reason why there are three different representations in the graph.
Eventually, it is possible to use a random ”Spikes Generator” to provide the
reference to the algorithm.
Integrate and Generate (I&G): We have started using the same LFSR
for each I&G neuron. Figure 5.32 shows the ks-values for the useful blocks
from the motor control point of view, that is the speed profile signal and
the commanded position signal. It is demonstrated that adding the same
LFSR to all the neurons is not a good option; Figure 5.33 shows how the
algorithm goes into a non-stable situation and starts oscillating around the
goal; eventually, the goal is not reached. The reason for this is that with
such a small number of spikes flowing across the algorithm, the inhibited
connections (understood as spikes which decrease the integrated value) can
have higher and so damaging effects on the whole algorithm. The response of
some neurons may start oscillating due to this negative contribution. Also, it
seems that if the GO block injects a large number of spikes, those damaging
effects will be amplified.
To increase the firing rates as it was defined in the methods, some of
the tested options have been: 10-15-20, 15-20-25 or 20-25-30 bit LFSR (each
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Figure 5.31: Output signals of each block of the algorithm. They were
obtained by integrating a fixed period of spikes in a similar way as the ker-
nel density estimation [7]. Blue lines represent the behavior used in the
running neuro-motor-controller presented in [8] versus the random source,
represented by red lines. The dotted red lines represent a 50 spikes/s input
reference and the solid red lines represent a 100 spikes/s input. The stan-
dard deviation calculated from comparing the sources was 7.4 spikes/s; 100
spikes/s for the speed profile and 3.86 spikes/s for the commanded position.
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Figure 5.32: The yellow surface represents the plane for ks = 0.05. The
green surface represents the ks-value for the gamma approach and the red
surface represents the ks-value for the exponential approach; both for the
commanded position signal. The blue surface represents the ks-value for the
exponential approach and the pink surface represents the ks-value for the
gamma approach; these two for the speed profile signal. As it is easy to
see, none of the combinations passed the test, neither any of the possibilities
between the range (16, 32) bits for the LFSR got a p-value different from
zero.
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Figure 5.33: Output signals of each block of the algorithm. These signals
are for a 25 bit LFSR register for all the neurons and 50 spikes per second
as the input reference to the algorithm.
LFSR of the triplets for each I&G component: both spike low-pass-filters and
last I&G block); other configurations do not provoke any spikes at the useful
signals (speed profile or position). The obtained results open up discussions:
The first two configurations do not pass the ks test for any digital refer-
ence or any useful signal. Therefore, although the signals nearly match the
deterministic behavior, we cannot predict them with any distribution.
However, the last configuration (20-25-30) gives us a chance because if
we compare the signals behavior with the complete deterministic situation,
the result is an absolute equality (Figure 5.34). Thus, these signals (speed
profile and command position) are useful for motor control. But, can we
predict them? Do they follow any well-known distribution?
The statistical study states that position commanded signals can be ap-
proximated by an exponential distribution for references higher than 1,600
(since 16 bits are used for the input, the range is very large).
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Figure 5.34: Output signals of each block of the algorithm. The blue lines
represent the entire deterministic algorithm and the red lines represent the
one which includes the random ”Spikes Generator” and the 20-25-30 LFSR
configuration. The average behavior is nearly the same. The standard devi-
ation calculated from comparing the sources was 21.38 spikes/s; 157 spikes/s
for the speed profile and 11.53 spikes/s for the commanded position.
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5.2.2 Hardware platform: FPGA + Robotic Platform
results
The robotic platform used is a stereo-vision robot with four degrees of
freedom powered by DC motors. Although, the motors have an isolated
movement, at this moment, they are coupled in pairs, one for each axis.
Thus, each axis is fed with one algorithm, so we have one algorithm for the
pair of motors of the axis. The power supply requirement of the motors is
24 Vdc. The manufacturer of the motors is Harmonic Drive and the model
is RH-8D6006. The structure of the robotic platform is made so that the
motors of the y-axis are crossed to their axis and have a transmission belt
to move the arm. With regard to this structure, we fed the y-axis motors
with the position (because it is needed to hold the spike transmission) and
the x-axis motors with the speed profile.
We propose to use Pulse Frequency Modulation (PFM) to run the motors
because it is intrinsically a spike-based solution almost identical to the so-
lution that animals and humans use in their nervous systems for controlling
the muscles (See Appendix A). Nevertheless, we need to adapt the spikes
because the digital clock of the boards is fixed at 50 MHz resulting in a spike
width of 20 ns and this signal is very fast and the spikes too short for the
motors model of the robotic platform [41].
To compute the maximum and minimum spiking rate allowed we must
look in detail at the board components and the DC motor, respectively.
On the one hand, for maximum firing rate, the power driver of the motors
consists of an optical isolator and H-bridges. Both components have some
features regarding the switching frequency: for the H-bridge it is fixed at
40 KHz, but it is recommended to work at 25 KHz (minimum period of
40 µs) to avoid malfunctioning. As for the isolators, there is no maximum
switching frequency defined, but two important temporal restrictions must
be considered: 6 µs and 5 µs for raise and fall, respectively.
Merging these data, it results into a maximum firing rate of 25 KHz (40 µs
of minimum period), and within this max rate the spike width can be solved.
Using the minimum period of 40 µs and taking into account the temporal
restrictions of the isolators, it results in a time period of 29 µs as maximum
width. We have chosen a secure width of 25 µs for margin and to spread out
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Figure 5.35: Block diagram of the setup to perform the tests.
the spikes up to 750 clock cycles. Definitely, with these data, the maximum
switching frequency will be 25 KHz and the spike width 750 clock cycles.
On the other hand, to compute the minimum spiking rate allowed it is
necessary to analyze the target actuator (DC motor in our case). DC motor
acts as a low pass filter and the transfer function can be calculated using the
parameters from the manufacturer [101]. This function and, particularly, its
step response allow us to select the motor’s minimum switching frequency
(maximum period) suitable to follow an input properly. The step response
calculated illustrates an approximate total time of 40 ms to follow the input.
Therefore, we are going to select a lower order value with a little margin: 1
ms of maximum period, so a minimum frequency of 1 KHz for the incoming
spikes.
These two limits will allow us to build up the empirical table that maps
the reference supplied to the system and the movement produced at the
platform. To sum up, we have the operating margin for the motors: from 1
KHz to 25 KHz and the spike width as 750 clock cycles. Notice that, if we
make the spike injection in the GO block lower than ten percent of slope, it
would not cause any movement at all because the motor will filter the spikes.
In contrast, a much higher slope could saturate the system without a closed
loop control.
Results
The setup prepared to run the tests is the one shown in Figure 5.36.
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The target can be supplied by the PC using the jAER (synthetic sequence),
using a DVS sensor or manually, using a Spikes Generator (Figure 5.35).
If the DVS is used, then a visual processing information layer is needed [2];
this stage will provide the center of mass of the target in the form of a (x,y)
pixel via AER to the FPGA board where the algorithm is. This information
will be matched with a firing rate to reach the desired position by the mapper
block and eventually, the final rate will be delivered to the algorithm.
When the DVS is in used, we hace a precise match with the biological
behaviour described previously. The DVS plus the visual information pro-
cessing layer will play the role of the somatosensory areas where the stimulus
is generated. Then, the mapper performs the same task of the PPC: translat-
ing the visual information into the framework understood by the actuation
layer.
Then, the first part of the algorithm consisting of the H&F and the LPF will
play the role of the M1. There follows the GO Block who plays the role of
the BG. Finally, at the end of the chain, the I&G plus the spikes expander
could be seen as a spinal cord where the motoneurons are.
If a synthetic sequence is supplied, a special board [108] is needed. This
board will transform the information from the jAER at the PC to an AER
flow that will be supplied to the FPGA.
The results presented in this subsection used a DVS sensor to supply the
targets. Thus, a full neuroinspired controller, where all the information
flowing are spikes, is achieved (Figure 5.36 shows the setup).
The algorithm will be replicated as many times as the DoF of the robot.
In Figure 5.35 only one DC motor is represented to avoid cluttering.
One of the more attractive items of the algorithm is that it is possible to
generate synchronous movements by controlling the GO signal independently
for each motor. Figure 5.37 shows the real measurements of the position
reached when the target is fixed at (125, 90) in the frame of reference of the
retina. This becomes an angle of 75 degrees for the x-axis and 48 degrees
for the y-axis in the frame of reference of the robotic platform. Moreover,
the figure shows the translation of the target delivered by the sensor.
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Figure 5.36: Robotic hardware setup. It includes all the elements to check
the behaviour of the algorithm proposed.
Since our robotic platform has a special architecture that requires us to use
the position commands for the y-axis and the speed commands for the x-axis
(to hold the target position at the end) it is not easy to produce synchronous
movements; indeed it is impossible because the position commands are slower
than the speed commands. Nevertheless, we have fed the y-axis also with
the speed profile (although it does not hold the position at the end) to
check the synchronicity of a movement done with this algorithm; the result
is extremely accurate if we compare it to the target provide representation.
Turning to the slower reaching, the x-axis reachs the position commanded
in approximately one second and then starts the movement in the y-axis. If
we compare the theoretical signal delivered to the motors and the movement
achieved (reads out from the encoders of the motors and using jAER tool
[109]) shown in Figure 5.37, a couple of comments regarding the reaching
time appear. For the x-axis, the one commanded by the speed profile, it
is quite different, and for the y-axis, commanded by the position, we found
nearly the same reaching time. The reason for the difference at this reaching
time in the x-axis can be understood with these two points: non-feedback
used, which means once the motor starts running we do not have any inertia
control and non-feedback from any sensor.
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Figure 5.37: Angle vs. time reached for both axis with (125, 90) input. The
retina has 128 x 128 pixels. The red lines show the trajectory followed by the
robot when we used the speed profile for both axis and just for the x-axis;
the blue lines represent the motion delivered by the DVS sensor.
However, the accurate movement achieved when both axis use the speed
profile requires us to think about obtaining gestures if all the motors were
able to be fed with the suitable velocity profile to hold the position.
Thus, in Figure 5.38 we have performed a test to check the tracking prop-
erties of the robot. The test is done just for the x-axis which is the one
commanded by the speed profile. For these tests, the targets have been
delivered to the FPGA board by DVS sensor with three difference time dis-
tances in between: 2.6, 3.9 and 5.2 s for each test. It is possible to detect
the latency of 0.1 s at the beginning. The processing time can also be cal-
culated by computing the time between the target delivery and the start of
the motion, minus the fixed latency. It results approximately 0.5 s.
The difference between the angle reached by the robot and the motion
represented is due to the resolution obtained by the encoders of the motors
and also to the cumulative error in an open-loop controller within many
targets without calibration between them. Finally, empirical tests reveal an
accurate tracking by the robot when the distance between target deliveries is
at least 2 s. This data between targets depends on the actuator selected. If
the DC motors have a fast response, this time can be reduced considerably.
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Figure 5.38: Angle vs. time tracked for the x-axis. The input is a go along
the x-axis in the frame of reference of the retina. The red points show the
angle trajectory followed by the robot and the blue points show the targets
delivered to the robot
Feedback results
This section presents the results achieved with the implementation of the
whole model of Figure 4.8 without the SFLETE interface element. In this
case, the tests are done considering a small robotic arm: reference OWI-535
from the OWI brand.
Figure 5.39 shows the firing rates including the input and output signals to
the feedback block. This block will make a comparison between the signal
coming from the motor encoders and the input supplied from the SVITE
algorithm. The result of this comparison will run the motors of the robotic
platform. Since this robotic arm has three DoF, the SVITE algorithm is
replicated three times. However, the plot represents the results of one of the
algorithms.
Power Consumption
The power consumption of the design implemented can be divided in three
different parts: the device static, design static and design dynamic power
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Figure 5.39: Output firing rates of each block of the algorithm plus the
feedback. Last two ones represent the input from the encoders and the
output provided to the robotic platform.
consumption. The device static power consumption is also called the off-
chip power and it is referred to the power consumption of the board without
any configuration. The design static power consumption is the power used
when the design is just programmed into the board but it is not running.
Finally, the dynamic power consumption is referred to the power used by
the design when it is running.
We have used the XPower estimator tool from Xilinx to get the device
static and design dynamic power consumption. The results are: 0.113 W
for the device static power and 0.027 W for the design static power. The
design dynamic power is obtained by computing the difference between the
real measurement, when the algorithm is running, and the addition of de-
vice static and design static power consumption. The power consumption
measured is 3.4 W, thus the design dynamic power is 3.26 W.
5.2.3 Hardware platform: VLSI results
The multi-chip setup used in this section is composed of two chips: one
comprising 2048 neurons and another one comprising 128 neurons. The to-
tal number of analog AER synapses is 16384. Both the neural and synaptic
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circuits exhibit biologically plausible adaptation mechanisms (e.g. short-
term depression, spike frequency adaptation, etc.). Please refer to [19] for
detailed descriptions of the circuits implementing the neuron and synaptic
models. The neuron used in both chips, described in [32], is a compact
low-power leaky integrate-and-fire circuit that implements spike-frequency
adaptation as well as a tunable refractory period, and voltage threshold
modulation. The neurons of these chips are tied to differential pair integra-
tor synapses [19] that can be stimulated by means of external input pulses in
the form of address events provided by a hardware infrastructure [113,114].
Both chips have been fabricated using a standard 0,35 µm CMOS process.
Figure 5.40 shows the multi-chips setup where the tests are done 2. Finally,
the neurosetup is connected to the AER Node board [106] using AER. Even-
tually, at the end of the architecture, the robotic platform can be allocated.
SVITE results
One chip is used for each population: DV, GO and PPC. This division has
been done on behalf of a better parameter tuning; otherwise, it will be not
possible to achieve an accurate performance due to shared parameter among
different populations. The number of neurons will depend on the robotic
platform to control because when PFM is used, the firing rates to drive the
motors will be fixed by the motor model. Thus, the number of neurons is
fixed by the required firing rate. With this technique, as we have already
mention, the spikes can be supplied to the motors by spreading them the
appropriate time length to avoid them to be filter by the motor and also a
jerk movement (a jerk movement is a non-smooth one as the ancient ’robot’
motion).
The tests are done considering the same small robotic arm (rerence OWI-
535 and the brand is OWI) [44]. Specifically, for this robotic model, the
number of neurons per population needed to achieve a smooth control of the
robotic arm was 60 IF neurons. The fashion connection is one-to-one. It
results in a 60 replicated layers of the network showed in Figure 4.7 without
any connection between them (that is the reason why only one neuron per
population was used for the simulations). Figure 5.41 shows the response
2This setup belongs to the Neuromorphic Behaving Systems Group led by Junprof.
Dr. Elisabetta Chicca. Bielefeld University.
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Figure 5.40: Multi chip setup used to perform the tests. The one marked
with the ’0’ stick is a 1-D chip which comprises 128 neurons. The chips
marked as ’1’ and ’2’ are 2-D chips which include 2048 neurons each. The
daughters board connected to each chip are responsible to provide the com-
munications.
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Figure 5.41: Firing rates of one neuron of each population. The target stim-
ulus is 25 spikes/s. Rates of the stimuli, DV population, GO population and
PPC population are shown according to the legend. The PPC population
reaches the target stimulus set in 2 seconds. Once the target is reached,
the DV population is fully inhibited and if the stimulus is not supplied, the
network activity does not register any spike flowing.
of the hardware neural network which exhibits the same behavior observed
in Figure 5.18 (simulated network). Also, in this case, no spike is fired
before the input stimulus is present. The implementation of the co-activation
NMDA and non-NMDA is done using an excitatory connection with short
time depression and the synapse implemented on the chip which includes
the NMDA behavior. If the slope profile of the go stimulus is changed,
Figure 5.42 shows how the target is reached faster than the previous one
keeping the input target with the same value and the same configuration for
the population. The output activity of the PPC population is delivered to
the FPGA to spread the spikes and eventually, drive the motor.
The main difference with the previous model is that the response at the
output of the GO multiplication is not a bell-shaped speed profile as it was
stated in [99]. However, the functionality of the GO signal was not changed:
the higher its slope, the faster the reaching movement.
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Figure 5.42: Firing rates of one neuron of each population. The target
stimulus is the same at the previous plot, 25 spikes/s but the slope profile is
higher than the previous one and now, the target is reached in 1.8 seconds.
Once the target is reached, the DV population is fully inhibited and if the
stimulus is not supplied, the network activity does not register any spike
flowing.
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If we would try to recover the bell-shape profile for the output rate of
GO population the dynamic response of the network will be driven by the
GO stimulus and also the co-activation of the movement within the NMDA
channels will be lost.
5.3 Discussion
The spike-based method of motor control used in this dissertation, appears
to be the most neuro-inspired one, because it enables delivery of the spikes
directly to the motors. Neither computation nor translation is necessary to
produce motion.
If we make a comparison between the two hardware platforms used, it can
be seen that the spike-based algorithm implemented on the FPGA copies
precisely the original algorithm from Bullock-Grossberg in front of the VLSI
Setup implementation, which is a better option if the neuroprosthetic route
is taken. On the other hand, the FPGA implementation is more robust and
appropriate for industrial robotics if the final actuators are well measured
to achieve a fast response.
If we look at the functionality of the GO signal: the FPGA implementation
maintains its function as it was designed in the primitive algorithm. Thus,
the SVITE algorithm can support the target delay [115]: if the GO signal is
shot after or before the target is submitted, it will only cause a delay or a
jerk due to the higher starting speed, respectively.
Conversely, the VLSI implementation has a stronger link with biology than
the FPGA one, because of the co-activation of the NMDA and non-NMDA
channels. The GO function also maintains its functionality. However, the
bell-shape speed profile is not reached anymore.
The idea of using PFM in a neuromorphic environment to drive the motors
gives us a huge advantage: it minimizes the effect of noisy or non-desired
spikes. If the time length of the spikes is fine-tuned, isolated noisy spikes
can be filtered by the motor.
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Regarding the VLSI implementation, up to this moment, the main disad-
vantage of this model is the open loop controlling technique. However, even
with this technique, using the output rate of the PPC population could be
very interesting, as the population has a temporal rate.
If we look at the results presented in feedback section (Section 5.2.2) it
can be seen a difference between the target and the position reached. This
can be explained as a timing mismatch when the comparison is made by the
feedback block or due to the encoder resolution. Also, the latency at the
beginning of the motor response is due to the slow motor response. Thus,
the accuracy of the close-loop algorithm depends on the robotic platform in
use.
Furthermore, if we go back to the model shown in Figure 4.8, an improvement
appears: the feedback block is appart from the planning stage where the
algorithm is so, a new target could be supplied to the SVITE algorithm and it
has not a precise information about the end-effector position. Has it reached
the first target? To solve this question, a connection from the feedback block
to the SVITE algorithm appears to update the present position.
The SFLETE algorithm gives us the opportunity to test the architecture
with real muscles or robotic platform made of muscles. The point that
remains uncertain is the relation between the activity of the motoneuron
pool and the force produced. Usually, robotic platforms do not include
elements in which forces are needed, but current consumption. The force of
a DC motor could be matched with the current to drive it. The higher the
current, the higher the force generated. But if we apply a higher current to
a DC motor it will turn faster and a movement mismatch will occur. A load
must be placed at the end effector to see the effect introduced by a higher
current consumption.
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Chapter 6
Summary, conclusions and
future work
6.1 Conclusions
The conclusions achieved are the following:
• A full neuro-inspired motor controller using neuromorphic hardware is
presented.
• The main bio-inspired algorithms were studied and the VITE and
FLETE were selected as the most suitable to implement them.
• A model to control the movements and the forces is adapted to use
under the spike paradigm of FPGA or VLSI chips.
• A new block is designed, simulated and implemented: GO Block.
• The full controller proposed is simulated: Both movement and forces
controller under the FPGA spike-based constraints and the movement
one under the VLSI constraints.
• A close-loop neuro-inspired motor controller is implemented on the
FPGA. An end-effector (robotic platform) is added at the end of the
architecture. The VHDL needed to enable an accurate functioning are
generated.
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• We have demonstrated that a Poisson “Spikes Generator” can be used
to convert the digital input reference into spikes for a neuro-inspired
neuro-motor-controller without losing accuracy.
• The complete neuromorphic system presented includes a full chain:
from dynamic vision sensor, through spike-based cascade architecture
of vision processing for object detection and tracking, to a neuro-
inspired motor control algorithm implemented in the spike-domain
(SVITE).
• An open-loop neuro-inspired controller is implemented on a multi-chip
VLSI setup. The first attempt to use analog low-power subthresold
VLSI IF neurons for motor controlling (without using a microcon-
troller) is presented.
• The architecture proposed is able to reach a supplied target with a
range of stiffness without a big disturbance at the position reached.
• A method to select the parameters when a PFM modulation is used
to run DC motors is presented. We claim that by using PFM to run
the motors in a neuromorphic hardware environment, the noisy spikes
will not affect the functioning of the system.
6.2 Future work
The present dissertation leaves open some exciting possibilities for future
research such as:
• Study how to include a precise model of the cerebellum to the system.
This would allow including learning techniques in order to tune the
projections comming from higher layers.
• Design new features to add to the algorithms in light of recent neuro-
science studies.
• Recent advances on robotic platforms led us to check the architecture
designed on structures in which some elements mimic the human mus-
cles. This would be the first step to take, then if the architecture
succeeds, a move to neuroprosthetic field could be done.
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• Design, test and manufacture of VLSI chips where neuronal circuits
that perform specific motor controlling tasks are allocated.
• Include learning techniques to all the levels of the controller.
• Study how movement patterns can be stored and reproduced at any
time, just with a stimulus trigger.
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Appendix A
PWM Vs. PFM
This appendix comprises of a report about Pulse Width Modulation (PWM)
and Pulse Frequency Modulation (PFM) modulation used to drive motors
using spiking neural networks.
A.1 Introduction
Both PFM [116] and PWM [117] are two different processes to carry infor-
mation through a communication channel. In general terms, a modulation
includes a carrier signal modified according to the message signal where the
information is allocated. The new modulated signal is ready to be transmit-
ted.
Specifically, these two modulations are known as the methods to drive
actuators like DC motors, servo motors or stepper motors. However, PWM
is almost present in all of the situations where a motor is driven. It is large
known and the most used [118–120]. PFM is still unknown; it is not so com-
mon to find a microcontroller or at least one small driver which implements
a PFM modulation.
Also, if we look through the patents with the tool from Google [121], the
difference between the popular PWM and the PFM can be seen: 2.01 million
for PWM and 1.28 for PFM.
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A.2 PWM
A.2.1 Introduction
Pulse width modulation uses a fixed frequency squared waveform to carry
the data. The information to carry is an analog value. The modulator will
spread each pulse according to the analog value. Thus, the width of each
pulse will have a relationship with the analog value to transmit. The period
of time of the signal with a high level it is called the duty cycle. Therefore,
duty cycle is the period of time when all the power is supplied to the load.
A.2.2 PWM for spike-based processing
The way to use PWM to drive motors within a spiking neural network
is to integrate the output spike signal until a fixed time TPWM and get
the value to set for the PWM generator before the power stage. The PWM
generator will set the duty cycle according to the integrated value.
A.3 PFM
A.3.1 Introduction
Pulse frequency modulation uses a squared waveform to carry the informa-
tion, too. But in this case, the pulse width is fixed and the analog information
is carried by the frequency. It means that the frequency of square wave will
be modified according to the analog value to transmit. The amount of time
when all the power is supplied to the load is fixed.
A.3.2 PFM for spike-based processing
The way to use PFM to drive motors within a spiking neural network is
to spread the output spike signal to drive the motor until a fixed time λ
and then, supply, straightforward, to the power stage. A couple of examples
using PFM with spikes are in [41] and [8].
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A.4 Comparative between both modulations
There are two big differences between these two modulations: the ripple
on the response and the power consumption.
For the PWM, there is a trade-off between the time delay because of the
integration TPWM time and the ripple this time introduce on the motor
response (the motor is modeled as a low pass filter).
For PFM, the ripple introduced depends on the distribution of the spikes.
Large ’silent times’ should be avoided to minimize the ripple.
If we compare the power consumption, PFM modulation beats PWM. The
reason is that for the PFM the duty cycle is fixed and for PWM it is modified
according to the information and low in average.
A.5 Constraints
These two modulations are generated by a digital system such as a mi-
crocontroller or FPGA. Very often, these digital systems include PWM gen-
erators based on a register of n bits to codify the information. These 2n
possibilities determine the amount of changes that can be done at the pulse
width. For the PFM modulation, in principle, there is no such limitation.
The maximum frequency just depends on the input signal frequency (defined
by the clock of the digital system).
However, the power stage, typically based on natch bridges and opto-
isolator components, limits the switching frequency up to 25 KHz or less.
This frequency will be the maximum for the PFM modulation. Also the
response time for the opto-isolator will fix the minimum pulse width for
PFM.
If a frequency of 25 MHz is considered, to generate PWM, the maximum
switching frequency means a period of 40 us for the maximum duty cycle
(100% of the TPWM high).
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A.6 Biological relationship
If we look through biological papers from neuroscientist, there is not a
statement neither approaches to make a decision between PWM and PFM.
But, there are some authors from engineer field that take as a fact that PFM
is the most natural [122,123].
Furthermore, if we consider biological data to make a decision:
The muscles are innervated by α and γ motor neurons (α motor neu-
rons innervate extrafusal fibers and γ motor neurons innervate the intrafusal
fibers) [4, 73]. The activity of the muscles has a relation with the frequency
of the discharge to the motoneurons [3].
Thus, it looks like PFM is a good biological approach for motor controlling
using spiking neural networks.
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