Abstract. We study the Cauchy-Dirichlet problem associated to a phase transition modeled upon the degenerate two-phase Stefan problem. We prove that weak solutions are continuous up to the parabolic boundary and quantify the continuity by deriving a modulus. As a byproduct, these a priori regularity results are used to prove the existence of a so-called physical solution.
Introduction
In this paper we complete the tour de force, initiated in [1] , concerning the regularity of weak solutions for the degenerate (p ≥ 2) two-phase Stefan problem [13, 14]  
by proving the continuity up to the boundary. Using this regularity, we also obtain an existence result. Here, Ω T := Ω × (0, T ] denotes the space-time cylinder, with Ω ⊂ R n , n ≥ 2, a bounded domain, ∂ p Ω T is its parabolic boundary (see Paragraph 2.4 for the relevant definitions), H 0 is the Heaviside graph centered at the origin, and g is a continuous boundary datum.
The outcome of our effort is two-fold: on the one hand, we prove sharp a priori estimates for solutions of (1.1), and obtain the boundary continuity, quantified through a modulus, assuming a mild geometric condition on Ω. On the other hand, we use this "almost uniform" modulus of continuity at the boundary, together with the interior modulus of continuity we deduced in [1] , to build a solution to (1.1), which is continuous up to the boundary and enjoys the same modulus of continuity.
Problem (1.1) when p = 2 is the celebrated two-phase Stefan problem. The boundary continuity in this case was proven by Ziemer [16] , for more general structures albeit with linear growth with respect to the gradient, but without an explicit, uniform modulus of continuity. This would be provided by DiBenedetto who, in [5] , proved the uniform continuity up to the boundary for solutions to (1.1) (more precisely, for the forthcoming (1.2) for p = 2, which also takes into account lower order terms) with the modulus of continuity being of iterated logarithmic type in the particular case of Hölder continuous boundary datum.
Our goal is to extend the result to the degenerate case p > 2 and to provide, already in the non-degenerate case p = 2, a more transparent proof of the reduction of the oscillation at the lateral boundary.
More generally, we shall consider the extension of (1.1) 1
where β is a sufficiently smooth function, the Heaviside graph centered at a ∈ R is defined by
and the vector field A satisfies the usual p-growth conditions (see Paragraph 1.1 for the exact assumptions). Our first result reads as follows.
Theorem 1.1. Under the assumptions described in Paragraph 1.1, given a boundary datum g ∈ C(∂ p Ω T ), there exists u ∈ C Ω T solving the Cauchy-Dirichlet problem for (1.2) , in the sense that u is a local weak solution of the equation and u = g on ∂ p Ω T . We call u a physical solution.
We remark that the solution we build has the interior modulus of continuity described in [1] , where we assumed the existence of a solution built in the way described in this paper. Our other main result concerns a precise modulus of continuity up to the boundary for the physical solution obtained in Theorem 1.1, in the case the regularity of the boundary datum does not overcome a threshold we are going to describe. Let ω g be a concave modulus of continuity for g: sup (x0,t0)∈∂pΩT osc Qr (x0,t0)∩∂pΩT g ≤ ω g (r).
(1.4)
Given a point (x 0 , t 0 ) ∈ R n+1 and a radius r > 0, Q r (x 0 , t 0 ) is the standard (symmetric) parabolic cylinder Q r (x 0 , t 0 ) := B r (x 0 ) × (t 0 − r p , t 0 + r p );
Q r (x 0 , t 0 ) is its closure and, for a constant ̺ > 0, Q ̺ r (x 0 , t 0 ) is the stretched cylinder Q ̺ r (x 0 , t 0 ) := B r (x 0 ) × (t 0 − ̺ 2−p r p , t 0 + ̺ 2−p r p ).
Finally, let us introduceq ≡q(n, p) ≥ 2 as q :=    1 + n p for p < n , 2 for p ≥ n .
(1.5)
We are ready now to state Theorem 1.2. Let u be the physical solution of Theorem 1.1, and let (x 0 , t 0 ) ∈ ∂ p Ω T and R 0 ∈ (0, r Ω ] be fixed (r Ω will be introduced in (1.10)). Then for every α ∈ 0, 1 p ′q (1.6) there exist constants ϑ, λ 0 ,δ depending on α and the data, such that if we set ω(r) = 1 ϑ 1 log log( for all r ∈ (0, R 0 ], with c depending on γ, M, R 0 , ω 0 and the data.
The previous natural result tells that once the boundary datum is more regular than the solution, even in the case of smooth g, then the solution still has modulus of continuity ω. Clearly, a Hölder continuous function g is an example of boundary datum satisfying (1.8) 2 .
Main assumptions and the concept of solution.
Throughout the paper, Ω is assumed to satisfy the following (standard in this context) outer density condition: there exist δ ∈ (0, 1) and r Ω > 0 such that, for x 0 ∈ ∂Ω, |B r (x 0 ) ∩ Ω| ≤ (1 − δ)|B r (x 0 )|, ∀r ∈ (0, r Ω ).
(1.10)
The function β : R → R is an increasing C 1 -diffeomorphism satisfying the biLipschitz condition Λ −1 |u − v| ≤ |β(u) − β(v)| ≤ Λ|u − v| , (1.11) included, as previously done in [4, 12] , to account for the thermal properties of the medium, which can change slightly with respect to the temperature. The vector field A is measurable with respect to the first two variables and continuous with respect to the last two, satisfying additionally the following standard growth, coercivity and monotonicity assumptions:
|A(x, t, u, ξ)| ≤ Λ|ξ| p−1 , A(x, t, u, ξ), ξ ≥ Λ −1 |ξ| p ,
A(x, t, u, ξ) − A(x, t, u, ζ), ξ − ζ > 0 , (1.12) for p ≥ 2, for almost every (x, t) ∈ Ω T and for all (u, ξ, ζ) ∈ R × R 2n , with ζ = ξ, for a given constant Λ ≥ 1. It will be useful for future reference to make explicit the modulus of continuity of A with respect to the last two variables; we suppose that there exist two concave functions ω A,u , ω A,ξ : (0, ∞) → [0, 1], such that lim ρց0 ω A,u (ρ) = lim ρց0 ω A,ξ (ρ) = 0, and a function K : [0, ∞) × [0, ∞) → [1, ∞), increasing separately in the two variables, such that
for all (u, v, ξ, ζ) ∈ R 2(n+1) such that |u| + |v| ≤ M and |ξ| + |ζ| ≤M .
in the sense of graphs, such that
holds for all K ⋐ Ω and almost every
, so every term in (1.14) has a meaning.
1.2.
Strategy of the proof. In order to perform a standard reduction of the oscillation, at least in cylinders centered on the lateral boundary, we shall consider three different alternatives. The reduction of the oscillation in the interior has been proven in [1] , while at the initial boundary it is a simple consequence of the logarithmic estimate of Lemma 3.3. Let us give a brief and formal description of the structure of the proof. Consider equation (1.2); clearly we can suppose that the jump is met by the values of the solution in the cylinder considered, otherwise solutions are continuous since they solve p-Laplacian type equations with continuous Cauchy-Dirichlet data. The proof consists in the separate analysis of three alternatives. Our first alternative (Alt. 1) states that the jump is far to the supremum of u on the cylinder. In this case, we can reduce the supremum remaining "above" the jump, and here the equation behaves like the p-Laplace equation.
The second alternative (Alt. 2) instead means that we are considering the case where the jump is close to the supremum of u, and thus it is really influencing the behaviour of the solution. In this case, we set two further alternatives, (Alt. 2.1) and (Alt. 2.2): the latter describes the case where the solution has low energy levels close to the jump for all times (notice the relation between the condition appearing therein and the left-hand side of the energy estimate in (3.2)). Here the equation is still very similar to the p-Laplace equation and indeed we reduce the oscillation in p-Laplacian type cylinders. If this is not the case, that is if the worst case scenario (Alt. 2.1) happens, solutions are less regular. (Alt. 2.1) encodes the fact that the solution has a high peak of energy close to the jump; in this case, the presence of the jump is significant and therefore the geometry employed must rebalance the further degeneracy it produces.
The implementation of what is described above is quite technical, primarily due to the fact that, as is usual in degenerate evolutionary problems, time scales must depend on the solution itself. We need to define three different time scales to tackle the three different scenarios, and these are not trivial already in the non-degenerate case p = 2. Moreover, we have to introduce the exponentially small (in terms of the oscillation in the cylinder we are considering) quantity ω in (3.3) and this explicitly reflects in the log − log modulus of continuity we obtain.
Preparatory material
2.1. Approximation of the problem. Let ρ ε be the standard symmetric, positive, one dimensional mollifier, supported in (−ε, ε), obtained via rescaling of 1) and observe that H a,ε is smooth and
Those will be the unique properties of H a,ε we will use in the proofs of Section 3 (actually, we use the fact that the integral is bounded from above by one). Let u ε solve the approximate Cauchy-Dirichlet problem
Setting
we arrive at the regularized Cauchy-Dirichlet problem
for a.e. (x, t) ∈ Ω T , (µ, ξ) ∈ R×R n . Observe that the growth and ellipticity bounds forĀ are inherited from A and from the two-sided bound for β ′ : indeed
hold for almost every (x, t) ∈ Ω T and for all (µ, ξ) ∈ R × R n . Moreover,Ā is clearly continuous with respect to the last two variables since β is a C 1 -diffeomorphism. By standard regularity theory for degenerate parabolic equations, see [6, 11, 15] , we have that the solution w ε of (2.4) 1 is Hölder continuous since β(u ε ) + H a,ε (β(u ε )) is now a diffeomorphism. This kind of regularity depends however on the regularization and as such it will deteriorate as ε ↓ 0. Nonetheless, we may assume that the solution of the regularized equation is continuous having, in particular, pointwise values. Sometimes we will use the compact notation
2.2. Scaling of the equation. It will be useful later on to rescale the solution of (2.4) in the following way: define, for λ ≥ 1,
it is then easy to see thatv solves the Cauchy-Dirichlet problem 8) withÂ(y, τ, µ, ξ) :=Ā(y, τ, λµ, λξ)/λ p−1 having the same structural properties as A. Note that in particular we have
2.3. Sobolev's inequalities. We recall here, in a unified and slightly formal setting, some parabolic Sobolev-type inequalities that will be useful in the rest of the paper. To start with, we recall that we can denote the Sobolev conjugate exponent of p as p * = κp, where
For a ball B in R n and an interval Γ of R, we consider functions
applying Hölder's inequality with respect to the time variable with conjugate exponents κ, κ ′ , and afterwards the standard Sobolev's inequality slice-wise for functions in W 1,p 0 (B), we infer
(2.10)
From now on, we shall make use of the formal agreement that when κ = ∞, then 1/κ = 0, κ/(κ − 1) = 1 and
note that in this case there is no necessity to apply Hölder's inequality.
Finally, once chosen a number α as in (1.6) and, setting q = 1 p ′ α >q, withq defined in (1.5), we fix κ ≡ κ(q) ≡ κ(p, α), in the case p = n, as
in the rest of the paper we shall implicitly keep κ fixed with this value. This, in view of the fact that the lower bound for q satisfies the (formal when κ = ∞) relationq = 1 + κ/(κ − 1), ensures that
2.4. Notation. Our notation will be mostly self-explanatory; we mention here some noticeable facts. We shall follow the usual convention of denoting by c a generic constant always greater than or equal to one that may vary from line to line; constants we shall need to recall will be denoted with special symbols, such as c, c * , c ℓ or the like. Dependencies of constants will be emphasized between parentheses: c(n, p, Λ) will mean that c depends only on n, p, Λ; often dependencies will be shown right after displays. By saying that a constant depends on the data, we mean that it depends on n, p, Λ, δ.
By parabolic boundary of a cylinder K := C × Γ, we shall mean
Its lateral boundary will be denoted as ∂ lat K := ∂C × Γ and its initial boundary C × {inf Γ} will be ∂ ini K. We denote by (f ) A the averaged integral
where A ∈ R k is a measurable set with 0 < |A| < ∞ and f : A → R m an integrable map, with k, m ≥ 1. Finally we stress that with the statement "a vector field with the same structure as A" (or "structurally similar to A", or expressions alike) we shall mean that the vector field will satisfy (1.12), eventually with Λ replaced by a constant depending only on n, p, Λ, and continuous with respect to the last two variables. N is the set {1, 2, . . . }, while N 0 := N ∪ {0}.
Reducing the oscillation at the boundary
In this section we shall consider a function v solving
with the Cauchy-Dirichlet datumg being a uniformly continuous function and A satisfying (1.12) 1,2 . By regularity theory for evolutionary p-Laplace type equations, see [6, 15] , we actually have that the solution v is continuous up to the boundary since σ → σ + H b,ε (σ) is a diffeomorphism for ε > 0 fixed. Later on we shall take as v the function w ε appearing in (2.3), conveniently rescaled (and this explains the fact that the jump happens at s = b = a), and asg the boundary datum w 0 , also rescaled.
As the first result we have the following Caccioppoli's inequality at the boundary. 
for any k > sup Q∩∂pΩTg and any test function φ ∈ C ∞ (Q) vanishing on ∂ p Q.
Proof. In order to get (3.2), we test the local weak formulation of (3.1) with ϕ = (v − k) + φ p ; notice that ϕ has a compact support in Ω T , since v is continuous up to the boundary as it solves the regularized equation. The calculations are now standard and we refer to [1, Lemma 2.1] or [4] .
Remark 3.1. Note that it makes sense to apply the Sobolev's inequality of (2.10) to functions of the form ϕ : .24)).
3.1.
Reducing the oscillation at the lateral boundary. Assume now that (x 0 , t 0 ) ∈ ∂ lat Ω T and recall that Ω satisfies the outer density condition (1.10) with parameters δ ∈ (0, 1) and r Ω > 0. Let ω ∈ (0, 1] and define the following auxiliary number, for ε 1 ∈ (0, 1) to be fixed later:
We shall need to work with the two time scales
= ω 1−p r p in order to handle the degeneracy given by the jump. Moreover we shall also need the scale
, when away from the jump, i.e., when dealing with the degeneracy given only by the p-Laplacian operator, see Paragraph 3.1.3. We shall moreover always consider ε 1 ≤ ε p−2 2 , see (3.27); in view of this, (3.3) , and the trivial fact that ω ≤ ε 1 , we have
We also define for σ > 0 the cylinders
Note that clearly
From now on we shall write
We further assume that b ∈ [µ − , µ + ] (3.5) and sup
We consider two cases: either the jump is close to the supremum of v
or this does not hold:
In the case of (Alt. 2), we consider the further two alternatives: either
is in force or the converse inequality
holds, where q satisfies (1.5) and ε 3 ∈ (0, 1) will be chosen later. Note that it would be equivalent (see (Alt. 1) and (3.6) 2 and consider also (2.2)) to put as the lower bound in the integral of H ′ b,ε the point b − ε; we keep this choice also to meet the formal explanation in Paragraph 1.2.
3.1.1. Strategy of the proof revisited. There are three free parameters ε 1 , ε 2 , ε 3 appearing above. The strategy for choosing them is to first fix ε 2 in the case (Alt. 1); this choice is independent of ε 1 and ε 3 . We subsequently fix ε 3 in the analysis of (Alt. 2) and (Alt. 2.1), see (3.26), independently of ε 1 and ε 2 , and finally, ε 1 is chosen to depend on the data and ε 2 , ε 3 while analyzing the case (Alt. 2) and (Alt. 2.2) (see (3.27)).
Lemma 3.2.
Suppose that v is a weak solution to (3.1) satisfying (3.5), (3.6) and suppose that ε 1 , ε 2 are small enough (ε 1 , ε 2 ≤ 2 −10 ). Then there is a constant c ℓ ≡ c ℓ (n, p, Λ, δ) ≥ 1 such that the following holds:
• if v satisfies the first alternative (Alt. 1), then
• if v satisfies the second alternative (Alt. 2), then
• if v satisfies the second alternative (Alt. 2) and also (Alt. 2.2), then
Proof. Let us first prove (3.9). We define
for all 3 ≤ j ≤, where is the integer satisfying
By (3.6) 1 we have that for all j ≥ 3
therefore, w j (·, t) vanishes in a neighborhood of ∂Ω for every t ∈ (t 0 − T 1 , t 0 ). Thus we may extend it to be zero outside of Ω in such a way that
The density condition (1.10) readily implies that
for all t ∈ (t 0 − T 1 , t 0 ). Using this condition we have by the standard application of the Poincaré's inequality that
for every t ∈ (t 0 − T 1 , t 0 ). Now we integrate the previous inequality over (t 0 − 1 8 T 1 , t 0 ) and then estimate from below the left-hand side in the following way:
(3.15) By Hölder's inequality we bound from above
Combining the above displays leads to
At this point we want to use the boundary Caccioppoli's inequality, Lemma 3.1,
a standard cutoff function vanishing on the parabolic boundary with 0 ≤ φ ≤ 1, φ ≡ 1 on 1 8 Q 1 , and
Observing that by (3.11) we have for any j ≤
and after some simple algebraic manipulations we obtain
Now we have to use (Alt. 2.2): we can estimate using (v − k j ) + ≤ 2 −j ω and the
Then, by (Alt. 2.2) we infer
since ε 1 ≤ 2 −j by (3.11) and q > 1. It follows by combining (3.17), (3.18) and (3.19) that
Taking the power p ′ from both sides and then summing up for j = 3, . . . , gives
and hence, finally,
with c depending on n, p, Λ, δ. The result now follows easily, since −5 ≥ (log 2 ε 1 )/2 implies − 2 ≥ − log 2 ε 1 − 5 ≥ −c log ε 1 .
We come to the proof of (3.8). The levels k j and the functions w j ,ŵ j are defined exactly as in (3.10) for 3 ≤ j ≤, but this time with being the integer satisfying
again this yields ω ≤ 2 −j ω for all j ≤. Now we can proceed similarly as above, since (3.12) still clearly holds. Extending againŵ j to zero outside Ω in such a way thatŵ j ∈ L p (t 0 − T 3 , t 0 ; W 1,p (B r (x 0 ))), we have (3.13) over B r/2 for all t ∈ (t 0 − T 3 , t 0 ) and hence (3.14) in (t 0 − T 3 , t 0 ). Integrating and again estimating from below the left-hand side as in (3.15) and the right-hand side as in (3.16) yields
with c ≡ c(n, δ). Now, by the choice of, we have for any j ≤ that
Thus the boundary Caccioppoli's inequality in this case takes the form
and this leads to
This is to say, the choice of the time scale T 3 is sufficient to rebalance the inequality. We obtain again
and as above, after summing up for j = 3, . . . , gives
We again conclude by estimating
We are left with (3.7). Defining now
, we notice that the proof, which on the other hand follows closely that of (3.9), reduces to the proof for the standard evolutionary p-Laplacian, because the phase transition lies outside of the image of w j : indeed
, as a consequence of (Alt. 1) and (3.6) 2 . Hence the singular term drops from the Caccioppoli's inequality and the time scale T 2 rebalances it as in the usual case: for details see, for example, [6, 8, 15] and the forthcoming (3.21).
3.1.2. The geometric setting. Due to the three different cases we consider (and subsequently, with the three different time scales needed), we shall need to work with three families of shrinking cylinders and related cutoff functions.
Set, for j ∈ N 0 ,
and
Note that 1 8
and 1 2
We will take, for i = 1, 2, 3 and j ∈ N 0 , standard smooth cut-off functions φ i,j such that φ i,j vanishes on the parabolic boundary of Q i j ; moreover we assume 0 ≤ φ i,j ≤ 1 and φ i,j ≡ 1 on Q i j+1 . Note that we may also require
3.1.3. Occurrence of (Alt. 1). Here we state that using (3.7) it is possible to show that sup
provided we choose ε 2 ≡ ε 2 (n, p, Λ, δ) small enough. Indeed, the proof for the above fact reduces (more or less) to the analysis of the standard evolutionary pLaplacian operator, because the phase transition lies outside of the support of the test functions; essentially, we follow the proof of [6, Lemma 9.1, Chapter III], once having (3.7) at hand. We sketch the proof for the convenience of the reader. Choose for j ∈ N 0 the levels
and consider the Caccioppoli inequality, Lemma (3.1), with
with c ≡ c(n, p, Λ). Using
and Sobolev's inequality (2.10) (see also Remark 3.1) together with (3.21), we have for all j ∈ N 0
, with c depending on n, p, Λ, 1/κ. This yields (3.20) in view of (3.7) and a standard hyper-geometric iteration lemma, provided ε 2 is chosen small enough, in dependence of n, p, Λ, δ and q. Recall that κ ≡ κ(q).
Occurrence of
in view of (3.4). By Poincaré's inequality (see Remark 3.1) we have
which together with (3.23) and the Caccioppoli inequality with Q = Q 3 j , k = k j , and φ = φ 3,j yields
At this point, to bound both the left and the right-hand side, we use the following facts: first, we have
then, the definition of T 3 = ω 1−p r p and also the fact that ω ≤ 1 yield
with c ≡ c(n, p, Λ, δ). Denotinḡ
j , where the constantc depends on n, p, Λ, δ, but it is independent of ε 1 . Then, if
, then the sequence {A j } becomes infinitesimal, in particular implying that
The above condition forĀ 0 can be certainly guaranteed by taking 
recall that we are assuming here (Alt. 2). Note carefully that now the parameter ε 3 has been fixed as a parameter of n, p, Λ, δ, but it is independent of ε 1 .
3.1.5. Occurrence of (Alt. 2) and (Alt. 2.2). We set this time for j ∈ N 0
Choosing Q = Q 1 j , k = k j and φ = φ 1,j the Caccioppoli's estimate takes the form 1
Now using (v − k j ) + ≤ 2ε 1 ω, Hölder's inequality and (Alt. 2.2) yields
To conclude, by Sobolev's inequality (2.10) with φ :
with c depending on n, p, Λ, q, δ. Estimating finally
we conclude with A j+1 ≤c ε
where ζ := (1 − 1/q)(2 − 1/κ) − 1 > 0 by (2.12) andc depends only on n, p, Λ, δ and q. Hence by choosing
, (3.27)
we get by (3.9) that
and again a standard hyper-geometric iteration lemma ensures that
Note that, taking into account the fact that ε 2 has already been fixed in Paragraph (3.1.3) as constant depending on n, p, Λ, δ and q and also ε 3 has been fixed in (3.26) depending only on n, p, Λ, δ, now also ε 1 is fixed as a constant depending only on n, p, Λ, δ and q. 
, then for ε small enough v is a solution to the evolutionary p-Laplace equation, and the oscillation reduction follows in general by the well-known argument of DiBenedetto, see [6, 15] ; however, referring also in this case to Paragraph 3.1.3 allows for a unitary treatment of these alternatives.
Remark 3.2. Note that in case
holds in place of (3.6), then (3.29) still holds since −v solves an equation similar to (3.1) with boundary datum −g.
3.2.
Reducing the oscillation at the initial boundary. Let us take x 0 ∈ Ω. Similarly to the previous Paragraph, here we denote, for some ω > 0
and we consider the function v solving (3.1) with Cauchy-Dirichlet datumg. Let us remind the reader that the Caccioppoli's inequality of Lemma 3.1 is valid for v also in this case. We can then follow the steps in [6, Chapter III, Section 11] using time independent cut-off functions and we can reduce the problem to the analysis of the standard evolutionary p-Laplace equation; we briefly present the proof adapted to our setting. The next result is a standard "Logarithmic Lemma", see for example the proof in [6, Chapter II] . The assumption in (3.32) will be satisfied by imposing a proper condition between the solution and the initial trace g(·, 0), see (4.7). Lemma 3.3. Let Q and T 4 be as in (3.31), and assume that v ∈ C(Q) solves (3.1) in Q and
Then, for a constant c depending on n, p, Λ, there holds
whenever θ ∈ (0, 1) and τ ∈ (0, T 4 ). 
Proof. Denote in short
We have
there is nothing to prove, since (3.33) would be trivial).
Observe that we have
Testing formally the equation with
, which vanishes in a neighborhood of ∂ p Ω T being continuous and zero on ∂ p Ω T , we have
To be precise, this choice of the test function is admissible only after a suitable mollification in time; see for instance the steps in the end of the proof of [1, Lemma 2.3] for a rigorous treatment of the parabolic term in this setting. Indeed one should prove the estimate not directly up to t = 0 but t = ε, for ε (the mollification parameter) small enough, and then pass to the limit. We have
and integration by parts gives
, since φ is time independent and recalling that v ∈ C(Q). Since v < v − onB × {0}, we have that the term on the right-hand side for t = 0 is zero. Therefore
and since H ′ ≥ 1 and Ψ (v − ) = 0, we obtain
As for the elliptic term, we get from (2.6)
using Young's inequality. We thus obtain, discarding the negative term on the right-hand side
this holds for all τ ∈ (0, T 4 ]. The very definitions of Ψ and T 4 then imply
Moreover, the left-hand side can be bounded from below as
2 and we conclude with
Therefore, if (3.32) holds, then for all ν * ∈ (0, 1) we find ε 4 ≡ ε 4 (n, p, Λ, ν * ) such that after integration, denoting σQ := (B σr ∩ Ω) × (0, T ) for σ ∈ (0, 1], we have
We can now deduce the following. where ε 4 is a constant depending on n, p, Λ, δ and q.
Proof. Note that taking independent of time cut-off functions, the Caccioppoli's inequality does not contain the terms containing H ′ b,ε on the right-hand side. In particular we set
and we have
Setting k j := sup Q v − (1 + 2 −j )ε 4 ω and using Sobolev's inequality (2.10) (possibly the boundary version mentioned in the last remark of Paragraph 2.3) we infer, with κ defined in (2.9) and the agreement in (2.11),
Note all this is possible since k j ≥ sup Q v − ω/8 when ε 4 is small enough, and hence (v − k j ) + vanishes in a neighborhood of ∂ par Ω T by the boundary continuity of v. Now reasoning as after (3.22), a standard hyper-geometric iteration lemma yields (3.34) provided that ν * is chosen small enough, depending on n, p, Λ, δ and q; this finally fixes ε 4 .
The approximate boundary continuity
The goal of this Section is the iteration of the results of the previous Section; this will give in a standard way, as a consequence, the boundary continuity. Moreover, we shall show how to explicitly infer the modulus described in (1.7).
Iterative estimates.
The goal of the next Proposition will be twofold. On the one hand, we show how to set the estimates (3.29) and (3.34) into an iterative scheme. On the other hand, we unify the interior (presented in [1] ), initial and lateral boundary cases in order to have estimates slightly more manageable.
∈ Ω T and q >q, whereq ≥ 2 has been defined in (1.5); set α := 1 p ′ q ∈ 0, 1 p ′q . Then there exist constants ϑ, τ ∈ (0, 1/2) depending only on n, p, Λ, δ and q such that for any decreasing sequence {ω j } j∈N0 with
and moreover defining for j ∈ N 0
we have the following: If v is a continuous weak solution to (3.1) in Q j with ε ≤ ω j /2 and such that osc
for some j ∈ N 0 , then
Proof. Fix j ∈ N 0 as in the statement of the Proposition and suppose that (4.3) holds. Observe that by considering the time t j := t 0 + T j instead of t 0 , we may write both Q j and Q j+1 as backwards in time cylinders:
Notice that it could indeed happen that t j , t j+1 > T . In order to have some freedom we choose two auxiliary parameters
Note that not only do we have R j+1 ≤ R j ≤R j ≤ R j , but the ratios
can be made as small as we please by choosing ϑ small enough (note that α < 1/4). Moreover, we set
α ≡α(n, p) is the exponent appearing in [1, Theorem 1.2], relabeled; its explicit value is not important here, only the fact thatα ∈ (0, 1).M is the constant appearing in [1, Theorem 1.2], larger than one and depending on n, p, Λ andα; note that the dependence onα is meaningful only in the case p = n. We fix, in this case,α = 1/4 so that in any caseM =M (n, p, Λ). .5)). Then we notice that, since ω j+1 ≥ ω j /2,
Case 1. Interior estimate. Let us first assume that
then this quantity can be made smaller than one by choosing ϑ further small. Note that when we decrease the value of τ in what follows, we shall decrease also the value of ϑ accordingly.
Case 2. Initial boundary.
Suppose that Q int ( R j , ω j ) touches the initial boundary, that is, t j+1 ≤M ω
and we assume that
holds. We are thus in a position to apply Lemma 3.3 and to subsequently infer (3.34):
the last inequality holds, sinceR j ≤ R j and ω
after having subtracted from both sides inf Q j+1 v and taking ϑ ≤ ε 4 . The case
can be reduced to the previous one simply observing that −v satisfies an equation structurally similar to (3.1) with −g replacingg as boundary datum; thus also in this case we conclude with (4.8). To conclude, note that we may assume that osc
Thus, if neither (4.7) nor (4.9) holds, subtracting the converse inequalities gives
in view of (4.3) this implies osc
Case 3. Lateral boundary. We finally assume that B Rj (x 0 ) ∩ ∂Ω = ∅. The idea is to use the results of Section 3.1 with ω = ω j , r =R j and ε 1 = τ , which yield
Since x 0 is close to the boundary, we find x ∈ ∂Ω such that |x 0 − x| ≤ R j , and thus for a small ϑ we have B Rj+1 (x 0 ) ⊂ 1 16 BR j ( x) using (4.5). Moreover, we estimate
for small enough ϑ using ω j ≤ 2ω j+1 (implied by (4.1)) and 1/x ≤ exp(x −1/α ) for x > 0; recall that α ∈ (0, 1). Therefore
where
moreover, we clearly have Q 3 ( x) ⊂ Q j for small ϑ, if we set
Now we assume that sup
Possibly reducing the value of ϑ and noting that the map σ → exp −σ −1/α is increasing, (3.29) gives
note that we are assuming ε ≤ ω j /2. Using (4.3) and (4.1), we can bound the right-hand side of (4.10) by ω j+1 , which gives the result. The case
is handled similarly; see Remark 3.2. In the remaining case we have, similarly to Case 2, that either
This concludes the proof of (4.4); ϑ and τ are now fixed as constants depending only on n, p, Λ, δ and q.
Claim 4.1. Once fixed R 0 > 0 and α as in (1.6), with ω(·) defined in (1.7), ϑ fixed in Proposition 4.1, λ 0 := exp(exp(ϑ −1/α )) and R j defined in (4.2), the sequence {ω j } j∈N0 with the choice ω j := ω(R j ) satisfies (4.1); that is
Proof. First, we obviously have ω(R 0 ) = 1 by the choice of λ 0 . For any fixed j ∈ N 0 , using the elementary inequality 1 − x ≤ e −x that is valid for any x, we have
Now we estimate the argument of the exponential in the following way:
and using (1.7) for the explicit expression of ω(·)
Thus, merging the estimates above and using again the aforementioned monotonicity and the expression for ω(·), we have
We conclude by simply computing
and since the last quantity is equal to log(ω(R j+1 )/ω(R j )), the first part of the Claim is proved. For the doubling property (4.11), it is enough to recall that ϑ, ω(R j ) ≤ 1.
4.2.
Uniform modulus of continuity. We finally prove that our approximate solution v is almost equi-continuous. In order to fix a normalization condition, we assume that osc
holds true. (3.1) in Ω T attaining continuously the boundary valuesg ∈ C 0 (∂ p Ω T ) on ∂ p Ω T , and suppose that (4.12) holds true. There is a modulus of continuityω independent of ε and (x 0 , t 0 ) ∈ Ω T such that osc
Proposition 4.2. Suppose that v is a weak solution to
for every r > 0, where h(ε) → 0 as ε → 0.
Proof. Fix (x 0 , t 0 ) ∈ Ω T . We first examine the case r ≤ r 2 Ω and look for a modulus of continuityω(·) of the form
where c 0 > 1 is to be chosen, ω 1 (·) is ω(·) defined in (1.7) with R 0 = 1, and ωg(·) is a modulus of continuity forg, as described in (1.4) . The error h(·) is defined as the unique solution to
and it is easy to see that h(ε) → 0 as ε → 0.
According to Proposition 4.1, we define inductively
15)
Here ω(·) is defined as in (1.7) with the expression of R 0 above. We then fix as the largest index j for which ε ≤ ω j /2; then ω j < h(ε) for all j ≥ + 1. Moreover we let k ∈ N 0 be such that R k+1 ≤ r < R k and denote
, then there is nothing to prove, by the concavity of ωg. Thus we may assume that osc Q v > 4ωg(c 0 √ r) in the rest of the proof.
We proceed inductively, showing that
for all j ∈ {0, . . . , min{ + 1, k + 1}}. Note that (4.16) is certainly true for j = 0 in view of (4.12), since ω 0 = 1. Assume that (4.16) holds for some j ∈ {0, . . . , min{, k}}. Since
by the fact that R j ≥ R k ≥ r, we see, by the doubling property ω j ≤ 2ω j+1 given by Claim 4.1, that 2 osc
The first inequality follows by choosing c 0 = ω
Thus, since j ≤ and therefore ω j ≥ 2ε, by Proposition 4.1 and Claim 4.1 (note that R 0 ≤ r Ω ), we obtain
proving the induction step. Now, if we have ≥ k, then (4.16) holds in particular for j = k. If on the other hand < k we use (4.16) with j = + 1; in this case, we have
As a consequence, merging the two cases, we get osc
and this essentially finishes the proof, since by the definition of R 0 in ω(·), ω(r) = ω 1 ( √ r). On the other hand, if r > r 2 Ω , then by (4.12) osc
We can also give a quantified version of the previous result. Set, for r > 0 for any r ≤ R 0 , with someM > 0, where (x 0 , t 0 ) ∈ Ω T and ω(·) has been defined in (1.7). Then Going back to (4.17) in the proof of Proposition 4.2 we see that 2 osc Qjĝ ≤ ω j+1 is always true due to the condition (4.19) and the definitions in (4.15) (in particular, ω j := ω(R j )). We are still in position to apply Proposition 4.2 to the solutionv of (2.4) since RH ′ (σ) dσ = λ −1 ≤ 1; indeed, all the proofs of Section 3 are based only on the properties in (2.2) of H b,ε . Thus we obtain (4.16) for any j ∈ N 0 and then (4.18) forv using an argument analogous to the one in the proof of Proposition 4.2. Scaling back to v gives (4.20).
The convergence proof
In this section we conclude the proof of our main theorems. We first show that our approximants converge to a continuous function which is a physical solution of the problem thus proving Theorem 1.1. Then we see that the solution we built has the modulus of continuity (1.7), which gives Theorem 1.2.
5.1.
The Ascoli-Arzelà-type argument. We recall that u ε solves the regularized Cauchy-Dirichlet probem
where the regularization of H a has been defined in (2.1).
Note that by the maximum principle we have
independently of ε; moreover u ε is continuous up to the boundary and it has an "equi-almost-uniform" modulus of continuity in the following sense: there exists a modulus of continuityω : [0, ∞) → [0, ∞), concave and continuous, such that ω(0) = 0 and for every z, z ′ ∈ Ω T and ε ∈ (0, 1] it holds 
for some modulus of continuityω(·); we can take for |z − z ′ | the Euclidean distance in R n+1 without loss of generality, by suitably modifyingω(·). Note that we have to use (5.1) too. This, in view of the Lipschitz regularity of β yields (5.2) where we avoided relabeling the quantities on the right-hand side.
Call now u i , i ∈ N, the function u εi for the choice h(ε i ) ≤ 1/i; the sequence {u i } is equibounded thanks to (5.1) and, taking into account (5.2), satisfies
for any z, z ′ ∈ Ω T . If we consider the numerable dense subset S := Ω T ∩ Q n+1 , by a standard diagonal argument, as a consequence of (5.1), we extract a subsequence, still denoted by {u i } i∈N , converging pointwise in S to u. Moreover, slightly modifying the proof of Ascoli-Arzelà (see for instance the proof given in [7, Page 17]), using condition (5.3) instead of equi-continuity, we show that the sequence {u i } i∈N actually converges pointwise in Ω T to a function which we shall call u, and moreover, by a similar argument, the convergence is uniform. In particular, u ∈ C 0 (Ω T ). The rest of the proof will be devoted in proving that u is a local weak solution of (1.2). Assuming this for a moment, we now prove Theorem 1.2.
Proof of Theorem 1.2. The constant ϑ is the one in Proposition 4.1 while λ 0 has been fixed in Lemma 4.1. The constantδ ∈ (0, 1) is defined, according to Proposition 4.1, asδ
To prove (1.9) we distinguish two cases. If ω 0 ≤ 1, then (1.8) 1 directly implies that oscQ u ≤ 1 withQ :
we recognize that, by our choice ofδ, the cylinderQ is exactly the cylinder Q 0 appearing in Proposition 4.1. In the proof of Proposition 4.2 we can clearly replace the renormalization in (4.12) with this local information, which is sufficient to start the iteration. On the other hand, jumping to Proposition 4.3, we note that for γ ∈ (0, 1) as in (1.8) 2 , ω(r) 1−p ≤ c γ (r/R 0 ) −pγ , c γ depending on data, γ and R 0 , so
and (4.19) is satisfied. Thus we have (4.20) at hand for v = β(w 1/i ) and, after passing to the limit as ε = 1/i ց 0, we infer (1.9). In the case ω 0 > 1, the proof is exactly the same except for the fact that before starting we rescale u, g toû,ĝ as in Paragraph 2.2 with λ = ω 0 . We again obtain osc Q 0 v ≤ 1 and (4.19), and we conclude by invoking (4.20) and scaling back to u. Note that Q In the following paragraph we show that the pointwise limit u is a physical solution to our problem, that is, it satisfies the weak formulation of Definition 1.1.
5.2.
Convergence away from the jump. We consider the previously defined sequence {u i } i∈N which converges uniformly in Ω T to u. Here it is more convenient to work with w i := β(u i ), which solves
locally in Ω T , withĀ having the same structure as A, see (2.5). Note that also {w i } converges uniformly to w = β(u). The reader might recall now that supp H ′ a,εi (·) ⊂ (a − ε i , a + ε i ); hence, in the set Ω T ∩{|w i − a| ≥ ε i } w i is a solution to a p-Laplacian-type equation
Now we fix σ > 0. By the uniform convergence, there existsn =n(σ, ω) such that
if (and independently of) x ∈ Ω T ∩ {|w − a| ≥ 2σ} and if i ≥n is large enough, by the uniform convergence of w i to w. Hence w i is a solution to an evolutionary p-Laplacian-type equation in Ω T ∩ {|w − a| ≥ 2σ} for all i ≥n. Therefore using an argument similar to the proof of [10, Theorem 5.3], we find not only that {w i } i≥n converges to w uniformly in Ω T ∩ {|w − a| ≥ 2σ}, but also Dw i → Dw almost everywhere in this set (and moreover Dw ∈ L p loc (Ω T ∩ {|w − a| ≥ 2σ})); we shall sketch the proof in the next Paragraph. At this point, using a diagonal argument, we get that there exists a subsequence of the {w i } defined in Paragraph 5.1, still denoted by {w i }, such that w i converges uniformly to w in Ω T and moreover Dw i → Dw almost everywhere in |w − a| > 0.
5.3.
Almost everywhere convergence of the gradients. We give here a short proof of the statement about the almost everywhere convergence of the gradients in the previous Paragraph. We only give a hint of the classic proof and refer to [2, 3, 10] for more details.
Take two concentric cylindersQ ⋐ Q ⋐ Ω T ∩ {|w − a| ≥ 2σ}, two functions w j , w k of the sequence {w i } and a "small" number ς > 0. We test respectively the weak formulations of (5.5) for w j and w k with the functions
is the usual truncation function of [2] , φ ∈ V 2,p loc (Q) with ∂ t φ ∈ L 2 loc (Q), φ(·, T ) ≡ 0 and φ ≡ 1 inQ. Note that ϕ ∓ are admissible since s → T ς (s) is a Lipschitz mapping and that this is actually a formal choice, due to the fact that these test functions do not have the needed time regularity. However, in [10, Proof of Theorem 5.3] it is shown how to appropriately perform this delicate double limiting procedure. Note that using the bi-Lipschitz relation (1.11) we infer, from (1.12) and (1.13), that
for almost every (x, t) ∈ Ω T and for all (u, v, ξ, ζ) ∈ R 2(n+1) , with ζ = ξ for the monotonicity condition and |u| + |v| ≤ M and |ξ| ≤M for the continuity one; note that we also used the concavity of ω A,ξ . Indeed
whereK(M )ω β ′ is clearly the concave modulus of continuity for β ′ when u, v vary in the compact set |u| + |v| ≤ M . Now this choice, after some algebraic manipulations (performed in detail in the aforementioned Proof), leads to 8) where the constant ultimately depends upon p, Λ, |Q|, sup ∂pΩT |g|, φ (hence onQ and Q) but not on j, k. In the last inequality we took into account the growth condition in (2.6), the standard energy estimate for the p-Laplacian equation (5.5) together with the uniform bound (5.1).
The goal here is to prove that the sequence {Dw i } i∈N converges in measure, being a Cauchy sequence with respect to this convergence. This together with the fact that the gradients are uniformly bounded in the L p norm -and this follows again by the Caccioppoli's estimate and (5.1) -would then lead to the needed almost everywhere convergence. To this aim we define, for ς as above and ρ, λ > 0 the sets by (5.7) together with (5.1) and (5.8), for an appropriate test function equal to one onQ. In order to prove that the sequence {Dw i } i∈N is a Cauchy sequence with respect to the convergence in measure, that is, that for any ρ > 0, once we fix ǫ > 0 we can findn ≡n(ǫ) such that |E ρ j,k | ≤ ǫ for all j, k ≥n, we then split |E Ā (x, t, u, ξ) −Ā(x, t, u, ζ), ξ − ζ ;
by the continuity of (u, ξ) →Ā(·, ·, u, ξ), the compactness of K λ,ρ (x,t) and the monotonicity ofĀ in (5.7), we infer that γ(x, t) > 0 for almost every (x, t) ∈Q. By (5.9) we then have and since γ > 0 a.e. inQ, we conclude with |E ρ j,k ∩ U ς j,k ∩ V λ j,k | ≤ ǫ/3 for ς small enough (recall λ has been already fixed). Hence we have proved that {Dw i } is a Cauchy sequence with respect to the convergence in measure. This, together with the convergence of {w i }, yields that {Dw i } actually converges to Dw in measure and hence there exists a subsequence which converge almost everywhere. Since the argument above actually holds for every subsequence, then almost everywhere convergence takes place for the full sequence {Dw i }. Finally, sinceQ is an arbitrary compactly contained subset of Ω T ∩{|w−a| ≥ 2σ} and the whole sequence converges 5.5. Passing to the limit. We now want to pass to the limit in the weak formulation of ( By the continuity of (µ, ξ) → A(·, ·, µ, ξ), the first term converges to , where ξ belongs to the graph β(u) + H a (β(u)) (in particular, ξ = 1/2 if β(u) = 0). Finally, by uniform convergence we can findn, depending on ω and σ, such that K t1,t2 ∩ {|w − a| ≤ σ} ⊂ K t1,t2 ∩ {|w i − a| ≤ 2σ} for any i ≥n.
Hence we can bound, for i ≥n, Using well-known properties of Sobolev functions and (1.11), the second integral is equal to the integral over K t1,t2 of the same function. Hence, we have proved that the pointwise limit defined in Paragraph 5.1 is a local weak solution to (1.2) in the sense of Definition 1.1.
