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ABSTRACT
My Ph. D. studies can be divided in three main areas: quantum dynamics, in-
tramolecular vibrational energy flow and gas phase vibrational spectroscopy.
In the first area, we showed theoretically that the maximum fidelity reach-
able with vibrational qubits is approximately 0.9999 and 0.99 for one and two
qubits gates, using conventional pulse shaper techniques. However, optimal
control theory increases the fidelity for a two qubits gate up to 0.9999. In
addition, I simulated the dynamics of two bare nuclei (deuterium-tritium)
interacting with a shaped femtosecond laser pulse in one dimension. Sim-
ulations showed that the shaped laser pulse is able to keep the two nuclei
together and bring them closer than an unshaped gaussian femtosecond laser
pulse. This observation opens the question if a shaped femtosecond pulse
could increase the fusion reaction rate in the laboratory. In the second area,
new sets of stable vibrational states above the dissociation limit of thiophosge
(SCCl2) were observed in addition to previously observed ones. These extra
states close the gap between experiments and theory predictions. At last, in
gas phase spectroscopy, we observed in a molecular beam thiophosgene dimer
(S2C2Cl4) and assigned its low frequency vibrations using standard ab-initio
and density functional theory. We also introduced Franck-Condon finger-
prints to assign complex vibration-tunneling spectra. In this technique we
replace precise frequency information with intensity information. As proof-
of-concept, we used the excited electronic state of SCCl2 as prototype. An
effective vibration-tunneling Hamiltonian was fitted for the B˜ excited elec-
tronic state for the first time.
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CHAPTER 1
INTRODUCTION
The work in this thesis brings together experimental and theoretical research.
The experimental chapters approach different questions but share among
them to be focused on thiophosgene in one way or other. I start examin-
ing the dispersed fluorescence spectra of unpurified thiophosgene excited at
36018 cm-1. We concluded that thiophosgene dimer is responsible for most
of the low frequency transitions observed in the spectra. We corroborate
this relying on ab-initio and DFT calculations (Chapter 2). In chapter 3,
we apply a novel approach to the assignment of complex vibration-tunneling
spectra. This approach is based on the intensity differences between different
Franck-Condon-active vibrational modes and it does not need the high reso-
lution required for other assignment techniques. We apply it to thiophosgene
in order to assign its B˜ excited state. Assignment that has proved difficult
so far. With the adjustment done to previous assignments, we present a fit
including tunneling splittings for the least mixed states. Finally, chapter 4
closes the gap between experimental observation and theoretical predictions
about the number of stable vibrational states beyond thiophosgene first dis-
sociation limit. Our experiments reduce the gap between experiment and
theory to about a factor of 1.5 and we are confident that remaining factor
is due to unobserved sharp transitions. Local coupling models predicts that
the number of such stable vibrational states above dissociation increases with
molecular size. These states could lead to large deviations from statistical
rate models for unimolecular dissociation reactions.
Theoretical calculations start at chapters 5. Here, we define molecular
vibrational qubits using thiophosgene vibrational states in the X˜ electronic
state. We aim to answer how high fidelities are attainable using two different
optimization methods: optimal control theory and a physical model of a liq-
uid crystal pulse shaper pumped by a regenerative amplifier and optimized
by a genetic algorithm. We focused on the CNOT gate. We conclude that
1
fidelities needed for QC error correction (greater than 0.9999) are possible in
principle but difficult to achieve with current experimental instrumentation.
At last, chapter 6 discusses controlling nuclear wave packet dynamics with
femtosecond laser pulses. Here again the optimization is performed by a ge-
netic algorithm. We demonstrated that at least in a one-dimensional system,
the genetic algorithm is able to shape the femtosecond pulse to increase the
chances of a nuclear collision with enough energy to have a nonzero fusion
reaction probability.
2
CHAPTER 2
THIOPHOSGENE DIMER
2.1 Introduction*
Thiophosgene dimer, or tetrachloro-1,3-dithietane, appears as a cyclic trace
impurity in thiophosgene (SCCl2). It can arise from exposure of liquid thio-
phosgene to light[9, 10].Trichloromethanesulfenyl chloride also appears as
an impurity because it is the thiophosgene synthesis precursor preceding Cl2
elimination (Figure 2.1). Due to the presence of many third row atoms, these
molecules have a rich rovibronic structure of potential interest for studies of
vibrational energy redistribution, or changes of electronic spectra complexity
with molecular size.
One of the earliest reports about thiophosgene dimer was published by
Busfield and coworkers[9]. They assigned 16 out of 18 normal vibrations
down to 199 cm-1. The molecular equilibrium structure was assigned to the
D2h molecular point group because not all the fundamentals were Raman
active. Later, infrared and Raman spectra by Frenzel et al.[10] confirmed
the D2h symmetry and agreed with the previous vibrational assignments.
They also reported two low frequency vibrations for the dimer at 68 cm-1
and 47 cm-1, arguing that these are ring puckering vibrations based on an
earlier report by Durig et al. [11] of ring puckering vibrations in the fluoro-
analog. More recently, an electronic transition of thiophosgene dimer was
tentatively assigned at 36000-38000 cm-1 by Fujiwara et al. [1].
In this study, we examined the molecular beam dispersed fluorescence spec-
tra of unpurified thiophosgene excited at 36018 cm-1. We found a number
of vibrational progressions at less than 295 cm-1 (the lowest vibrational fre-
quency of thiophosgene) from the ground state origin. We assign most of
these transitions to ground state vibrational modes of thiophosgene dimer
* This chapter is partially reproduced from E. Berrios, H. Y. Hui and M Gruebele, Chem-
ical Physics Letters 497, 163, 2010.
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Figure 2.1: It shows a pictorial representation of normal vibrations for
low-frequency modes of thiophogene dimer and trichloromethanesulfenyl
chloride. (a) and (b) illustrate the lowest frequency ν1 and ν2 normal mode
of thiophosgene dimer at 20.7 cm-1 and 134 cm-1 respectively. (c) shows the
lowest frequency mode of trichloromethanesulfenyl chloride at 80 cm-1.
Atom legend: Carbon (Blue), Sulfur (Yellow) and Chlorine (Green). All
visualizations were made using the MOLDEN program.
and trichloromethanesulfenyl chloride. To facilitate this task, we calculated
ground state vibrational frequencies, as well as vertical excitation energies
and oscillator strengths to the lowest-lying excited states of thiophosgene
dimer. We construct a two-dimensional ring puckering-twisting potential
surface for the two lowest frequency modes on the ground electronic state of
thiophosgene dimer. Computation and dispersed fluorescence spectra agree
that the ring puckering vibration occurs at a much lower frequency than
previously assigned. For the excited states, CASSCF, CCSD and TD-DFT
results were compared. At the DFT level, the bright excited state has a
non-planar sulfur-carbon ring and non-co-planar chlorine atoms, explaining
the Franck-Condon activity in the puckering/twisting modes.
2.2 Experimental and Computational Methods
Thiophosgene (Aldrich, 97%) was seeded without further purification at a
backing pressure of 0.1 MPa into a molecular beam apparatus with helium
as carrier gas. The thiophosgene concentration was kept below 5% with
respect to helium and expanded through a 0.5 mm diameter nozzle opened
by a piezoelectric valve at 20 Hz into a vacuum chamber whose final pressure
was 0.7-1.3 x 10-2 Pa.
The frequency-doubled output from a nanosecond Nd-YAG laser (Contin-
uum, Surelite-I) pumped a dye laser (Continuum, ND6000) exciting Fluores-
cein 548 dye. The laser output was frequency-doubled using an Inrad Auto-
tracker III. The resulting 36018 cm-1 ultraviolet beam was directed through
4
the molecular beam at 90°. Fluorescence was collected at right angle with
respect to the molecular beam-laser plane and imaged into a monochromator
(50 µm slit width, SPEX 750M) that was previously calibrated to a mercury
reference lamp. Finally, dispersed fluorescence was gathered by a photomul-
tiplier tube, connected to a boxcar averager averaging 400 laser shots per
data point.
In order to assist the spectral indentification, different ab initio calculations
were carried out in GAUSSIAN03 [12] and MOLPRO [13]. Except for the
dimer vibrational potential surface, all ab initio energies were evaluated at
the MP2 optimized ground state geometry, and D2h point group symmetry
was enforced. Ground state harmonic frequencies were also calculated at
the MP2 level using a 6-31G** basis set. Three different methods were used
for calculating vertical excitation energies. The complete-active-space self-
consistent-field (CASSCF) approach with six active electrons in a ten orbital
space was chosen as the best active space for calculating excitation energies
of the first five excited states using a cc-pVDZ basis set. Initial molecular
orbitals were generated from a Hartree-Fock self-consistent-field guess. The
other two ab initio methods were used with three different basis sets: 6-31G**,
cc-pVDZ and cc-pVTZ. The predictive capability of time-dependent density
functional theory (TD-DFT) [14] for vertical excitation energies has been
tested, showing a mean absolute deviation of 0.27 eV for medium-size organic
molecules [15] and 0.21 eV for sulfur-organic compounds [16]. In both cases
the B3LYP functional performed better. Therefore, we calculated vertical
excitation energies and oscillator strengths using the B3LYP functional. The
equation of motion coupled-cluster method (EOM-CC) is in principle an
exact theory [17] which in practical calculations should be truncated to some
tractable level of excitations. In this work we used coupled-cluster singles
and doubles without perturbative triplet corrections in order to calculate
vertical excitation energies and the transition oscillator strength.
A potential energy surface taking into account the two lowest frequency
modes of thiophosgene dimer was constructed at the MP2 level of theory with
a 6-31G** basis set in a ten by ten grid. Energies were calculated displacing
the molecular geometry from its equilibrium configuration according to the
normal modes displacements.
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2.3 Experimental and Computational Results
Figure 2.2 shows dispersed fluorescence spectra collected by exciting SCCl2,
S2C2Cl4 and Cl3CSH in the molecular beam at 36018 cm
-1. Transitions above
500 cm-1 are thiophosgene bands such as the ν2 fundamental at 500 cm
-1, the
ν4 overtone at 941 cm
-1, and the ν1 fundamental at 1136 cm
-1. The set of
transitions below 250 cm-1 cannot be assigned to thiophosgene. They are
good candidates for either thiophosgene dimer or trichloromethanesulphenyl
chloride, which according to a sample mass spectrum could be present as
0.2% and 0.6% impurities, respectively. We observed bands at 20.8, 80.0,
134.0, 154.5 and 235.5 cm-1 that could be assigned as discussed below (Table
2.1). Fits of the band contours to a Lorentzian revealed that the 134.0 cm-1
band was wider than the spectral resolution set on the monochromator (Table
2.1), indicating two modes with similar vibrational frequencies. The band
at 80 cm-1 had a very different band contour from the remaining bands,
indicating either a different symmetry rotational structure, or again more
than one transition. In addition, weak bands that could not be assigned
were observed at 36, 45, 116 and 172 cm-1.
To facilitate the assignment of the electronic transitions and vibrational
modes responsible for the experimental observations, we computed the low-
est ground state vibrational frequencies of thiophosgene dimer and Cl3CSH
at the MP2 level, summarized in Table 2.1. We also computed vertical exci-
tation energies for thiophosgene dimer at the MP2 ground state equilibrium
geometry. The EOM-CCSD calculations show that the lowest excited state
with nonzero oscillator strength is the fifth excited state of symmetry B2u
(Table 2.2). Lower transitions are symmetry-forbidden. Improvement of the
basis set from 6-31Gcm** to cc-pVDZ and cc-pVTZ lowers the computed
excitation energies by up to 1000 cm-1. The DFT calculation in Table 2.3
confirms that the 5th excited state is the lowest symmetry-allowed transi-
tion from the ground state. However, the excitation to the bright B2u state
is calculated over 10,000 cm-1 lower than by EOM-CCSD. Moreover, the
symmetry-ordering of several excitation energies is not the same. Finally,
CASSCF calculations agree with CC and DFT calculations, in that again
the 5cmth excited state is the lowest energy state to be accessible from the
ground state by a one-photon transition. Not surprisingly, the CASSCF
transition energies are much higher than either the DFT or CC energies.
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Figure 2.2: Dispersed Fluorescence spectrum taken exciting the molecular
beam at 36018 cm-1. Besides thiophosgene lines above 500 cm-1, one can
observe a set of low frequency transitions. A detailed view shows first 250
cm-1.
Figure 2.3 shows the molecular orbitals involved in the first five electronic
transitions of thiophosgene dimer (CASSCF (6,10) level). The orbitals are
mostly n-type transitions involving non-bonding sulfur electrons. One of
them, the dark B2g transition at 53041 cm
-1 has pipi∗ character (Table 2.1,
CASSCF). The symmetry-allowed B2u transition proceeds from a nonbonding
HOMO localized on the sulfur atoms, to an antibonding orbital delocalized
over the carbon-sulfur ring.
2.4 Electronic and Vibrational Assignments
Fujiwara et al.[1] first detected a broad electronic absorption band with maxi-
mum at about 37000 cm-1 and assigned it to the thiophosgene dimer S0 ← S2
transition. Based on the calibration error of relevant DFT calculations ( 2000
cm-1 standard deviation for first excited states [15, 16]), we identify their S2
state as the B2u symmetry fifth excited electronic state, the lowest with any
oscillator strength from the ground electronic state. The DFT vertical exci-
tation energy is significantly higher than the experimentally observed result,
but the discrepancy is not unexpected for a 5th excited singlet state at the
level of theory used here. The observation of fluorescence indicates that thio-
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Table 2.1: Assigned experimental frequencies below 295 cm-1, and their
Lorentzian fitted line widths. The lowest 5 calculated frequencies for each
molecule are harmonic, and are shown next to the experimental frequency
where assignments were made. All units are in cm-1.
Experimental S2C2Cl4 Cl3CSH
Frequency Width Frequency Symmetry Frequency Symmetry
20.8±1 8±1 νe1 = 25 B2u
80.0± 1 8± 1 νe1 = 81 A”
134.0± 1 11± 1 νe2 = 133 Au νe2 = 132 A’
154.5±1 9.5±1 νe1 +νe2 = 158
νe3 = 209 Ag νe3 = 224 A
’
νe4 = 225 B3g νe4 = 227 A
”
235.5±1 9±1 νe5 = 239 B1u
νe5 = 306 A
’
phosgene dimer, like thiophosgene, violates Kashas rule [18]. The two lowest
ground state vibrational frequencies computed for the thiophosgene dimer at
the MP2 level are νe1 = 25 cm
-1 and νe2 = 133 cm
-1. Figure 2.4 shows the
anharmonic potential energy surface corresponding to the lowest two vibra-
tional modes. The best-fitting potential surface includes quartic terms for
both normal modes:
V (q1, q2) = 6.25q
2
1 + 0.0255q
4
1 − 0.044q21q22 + 33.35q22 − 0.0098q42 (2.1)
The coordinates are normalized such that q = 1 corresponds to a potential
energy half the zero point energy. The quartic coupling matrix elements
between modes ν1 and ν2 are small, so one does not expect a large deviation
of combination bands from the sum of individual band frequencies. One also
would not expect the observed v = 0 to 1 transition frequencies to differ
much from the harmonic vibrational frequencies. Table 2.1 summarizes the
5 lowest computed harmonic vibrational frequencies of both thiophosgene
dimer and trichloromethanesulfenyl chloride.
With the aid of these frequencies, the strong bands and several of the
weaker bands in Figure 2.2 were assigned to thiophosgene dimer. The ob-
served transition at 20.8 cm-1 corresponds to the calculated 25 cm-1 ν1 mode
of B2u symmetry. This mode can be described as a ring-puckering vibration
(Figure 2.1A). A weak overtone may be present near 45 cm-1, but it cannot
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Table 2.2: Vertical excitations energies in cm-1 calculated by EOM-CCSD.
Also shown are the state symmetry and the transition oscillator strength in
atomic units.
6-31G** VDZ VTZ
State S E Osc.
Str.
S E Osc.
Str.
S E Osc.
Str.
1 AU 33648 0.0 AU 33986 0.0 AU 33033 0.0
2 B3G 37617 0.0 B3G 37955 0.0 B3G 37047 0.0
3 B2G 47633 0.0 B2G 47354 0.0 B2G 45885 0.0
4 B1G 49761 0.0 B1G 49853 0.0 B1G 48864 0.0
5 B2U 51357 0.0053 B2U 51613 0.0074 B2U 50857 0.0069
6 B3U 53710 0.0122 B2U 53898 0.0033 B3U 53065 0.0057
7 B2U 54348 0.002 B3U 54003 0.0151 B2U 53309 0.0046
be assigned with certainty. The observed transition at 134.0 cm-1 is assigned
to the calculated 133 cm-1 ν2 mode with Au symmetry. This vibration can
be illustrated as a CCl2 twisting motion with respect to the ring plane (Fig-
ure 2.1B). The strong transition observed at 154.5 cm-1 in the spectrum is a
perfect match for the ν1 + ν2 overtone, given the weak quartic couplings we
computed. The next overtone may appear as a shoulder at 175 cm-1, but it
cannot be assigned with certainty. The observed transition at 235.5 cm-1 is
assigned as the ν5 mode with B1u symmetry.
To confirm the possibility of Franck-Condon activity between the ground
state and fifth excited state of B2u symmetry we extended the DFT calcu-
lation to cover a grid of points along q1 and q2. While the ground state
geometry has a planar ring and co-planar chlorine atoms (Figure 2.1), the
excited state has an energy maximum at q1 = 0 and q2 = 0. The Cl atoms
have a minimum at 6°non-planarity, and the ring motion is very floppy near
q1 = 0 at this level of theory. Clearly, there is a large displacement along both
coordinates, allowing for the observed Franck-Condon activity. It is possible
that some weak bands near 40 cm-1 correspond to overtone transitions of the
ring puckering mode, but this assignment cannot be made with certainty.
This leaves unaccounted for a strong transition at 80 cm-1 with a different
band contour, and the greater width of the 134 cm-1 peak. Table 2.1 shows
that trichloromethanesulfenyl chloride has its lowest fundamental predicted
at 81 cm-1 and the second at 132 cm-1. The lower fundamental has A” sym-
metry, explaining the perpendicular-type band profile, while the higher A’
fundamental explains the broadening of the experimental band at 134 cm-1.
In the synthesis of thiophosgene this molecule is the main intermediate[19],
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Figure 2.3: CASSCF (6,10) molecular orbitals. The arrows represent the
electronic transitions involved in the five lowest excited states. The energy
differences are not to scale.
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so its appearance in the mass spectrum of unpurified SCCl2 is not surprising.
According to Dellavedova et al. [20] and Ham [21], liquid trichloromethane-
sulfenyl chloride has a lowest frequency mode at 83-89 cm-1, close to the gas
phase value of 80 cm-1 determined here.
Table 2.3: Vertical Excitations energies (in cm-1), transition oscillator
strength (in atomic units) and wave function symmetry calculated by
TD-DFT using the B3LYP functional.
6-31G** VDZ VTZ
State S E Osc.
Str.
E Osc.
Str.
E Osc.
Str.
1 AU 28203 0.0 28818 0.0 28586 0.0
2 B1G 31564 0.0 32517 0.0 32038 0.0
3 B3G 38299 0.0 38682 0.0 38554 0.0
4 B2G 40311 0.0 40636 0.0 40285 0.0
5 B2U 40751 0.0036 41321 0.0036 41341 0.0040
6 B2U 41611 0.0026 42059 0.0015 42039 0.0011
7 B1U 41969 0.0039 42524 0.0051 42484 0.0014
2.5 Conclusions
We have measured and assigned the lowest three normal modes of thiophos-
gene dimer and a combination band between two of them. The ring puck-
ering frequency of 20.8 cm-1 is at about half the previously thought value,
and confirmed by MP2 calculation of a two-mode potential surface. The
observed vertical excitation energy is closest to a TD-DFT calculation using
the B3LYP functional. According to this calculation, what was thought of as
a S0 ← S2 transition is a transition from the fifth excited singlet state (ver-
tical energy), which has B2u symmetry. Three very different computational
methodologies agree that the four lowest excited states have forbidden transi-
tions in the dipole approximation. The excited state geometry is non-planar,
allowing for the observed Franck-Condon activity. Finally, a by-product from
thiophosgene synthesis, trichloromethanesulfenyl chloride, was also excited at
36018 cm-1, and identified by vibrational fundamentals at 80 and 134 cm-1.
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Figure 2.4: Thiophosgene dimer potential energy surface (in cm-1) as a
function of normal coordinates. q1 and q2 are related to the normal modes
of vibration ν1 and ν2 respectively.
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CHAPTER 3
FRANCK-CONDON FINGERPRINTING
OF VIBRATION-TUNNELING SPECTRA
3.1 Introduction*
The assignment of complex vibration-tunneling spectra presents one of the
great challenges in molecular spectroscopy, promising insights into vibra-
tional energy redistribution and dynamics of large or highly flexible molecules.
Experimental data on such systems also helps drive the state-of-the-art in
quantum mechanics-based simulation of spectra[22] and tricks and techniques
have been developed to cope with the assignment challenge: double res-
onance, combination differences, isotopic shifts, analysis of rotational fine
structure or anisotropy to yield symmetry information, to name just a few[23–
25].
None of these methods have completely solved the problem of vibration-
tunneling in the B˜ state of thiophosgene (SCCl2). Thiophosgene is only
tetratomic, but with its exclusive heavy-atom skeletal vibrations, it presents
a complex mish-mash of degenerate vibrations, Fermi resonances, and heavy
atom tunneling. Our assignment of the predominant character of vibration-
tunneling states differs from past attempts: we allow unassignable vibration-
tunneling states to fingerprint themselves onto ground state vibrational pro-
gressions via spontaneous fluorescence[4]. The ground state progressions are
easily assigned, and the Franck-Condon-active vibrational modes provide the
needed clues to identify whether the originating vibration-tunneling state can
be assigned a predominant character in terms of normal modes (Figure 3.1),
or is too heavily mixed. Although we apply Franck-Condon fingerprinting
here to electronically excited vibration-tunneling spectra, the scheme could
be inverted, or used with absorption or stimulated emission, to help assign
* This chapter is partially reproduced from E. Berrios, P. Sundaradevan and M Gruebele,
J. Phys. Chem. A, DOI: 10.1021/jp401848p, 2013. Copyright [2013] American Chemical
Society.
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other types of spectra. Our approach does not require the high resolution
needed for combination differences or rotational fine structure because it
relies on intensity differences, rather than frequency differences, to make as-
signments.
The 4th excited B˜ electronic state of SCCl2 is a prototype for complex
vibration-tunneling spectra[25–28]. The molecular structure and selected
coordinates are shown in Figure 3.1. Thiophosgene switches from a planar
geometry (rCS∼160 pm, γ = 0°) in the ground (X˜) state to an umbrella-
shaped geometry (rCS∼210 pm, γ = 30°) upon excitation to the B˜ state[29].
The B˜ state has three near-degenerate vibrational progressions at multiples
of approximately 15 THz (∼500 cm-1): the nominal C-S stretching mode
ν1, the nominal C-Cl stretching mode ν2, and the symmetric C-Cl bend at
2 × ν3. ν1 and ν2 are nearly degenerate, and could be coupled by a fourth
order Darling-Dennison-like stretch-bend resonance[30]. ν2 and ν3 move the
same group of atoms, and could therefore be in strong Fermi resonance[31].
In addition, the out-of-plane umbrella bend ν4 has a low barrier[1, 5], so even
the heavy sulfur and chlorine atoms can tunnel through the planar geometry
once the vibrational energy exceeds a few 10s of THz. A CASSCF study by
Strickler et al. calculated an umbrella mode (ν4) inversion barrier of 17.5
THz, and a barrier to intersection with the dark C˜ state of 50 THz[29]. The
intersection and inversion result in an unusual triple well geometry of the
adiabatic excited state surface (Figure 3.1), with large inversion splittings
worsening the confusion from resonances, vibrational degeneracy, hot bands,
and anharmonicity, and the intersection cutting of fluorescence from high
energy states.
Spectroscopic analysis of this complex vibration-tunneling manifold has
proved tricky, with early assignments unsuccessful in excitation or fluores-
cence spectra[26, 28]. Judge and Moule identified the highly active nν1 pro-
gression in absorption, but it had an isotope effect more consistent with ν2
(which should be less Franck-Condon active because its frequency is nearly
the same in the ground state)[5]. Using the one-photon B˜ state fluorescence
excitation spectrum of jet-cooled SCCl2, Ludwiczak et al. assigned several
vibrational progressions in ν1, ν2 and ν4[2]. The main difficulty with this as-
signment is the near degeneracy of the electronically excited ν1 and ν2 modes,
in contrast to the ground electronic state where the ν1 frequency (double
bonded C=S) is more than twice the ν2 frequency. Simard et al. added
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Figure 3.1: Top: Adiabatic B˜/C˜ state potential energy surface along the
C=S stretch (q1) and umbrella tunneling (q4) coordinates[4], showing the
tunneling wells and barrier to the C˜ state. The ν1 (blue) and ν1 + ν4 (red)
states are shown. Bottom: These states connect by dispersed fluorescence
to ground state vibrational levels, leaving a Franck-Condon fingerprint in
the intensities. Actual progressions originating from ν1 and ν1 + ν4 in the B˜
state are shown, illustrating the clear difference between fingerprints.
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many transitions close to the electronic band origin via double resonance[3],
but they were unable to unambiguously assign any transitions. In 2003, Fu-
jiwara et al. re-examined the fluorescence and double resonance spectra and
were able to assign several tunneling splittings, as well as progressions in
the ν3, ν4 and ν6 bending modes[1]. The main difficulties in the assignment
were distinguishing the near-degenerate ν1 and ν2 modes with quanta of ν4
added, as well as distinguishing the two lowest frequency ν3 and ν6 modes,
which were tentatively assigned based on fluorescence polarization[25]. To
add to these complications, hot bands from the ground (X˜) state based on
ν”4 = 14.13 THz (∼471 cm-1) will lie just above the clumps of ν1/ν2/2ν3
resonant states.
Using Franck-Condon fingerprinting of vibration-tunneling states onto the
ground electronic manifold, we were able to unambiguously identify the ν3
mode. We also found that combination with the ν4 umbrella mode switches
the ordering of states from previous assignments, such that states with a
predominantly ν2 character have higher energies, whereas the ones with pre-
dominantly ν1 character have lower energies. The large tunneling splittings
and difficulty with assignments have so far prevented a fit to an effective
Hamiltonian. With the adjustments in assignments, we can present such a
fit for the least mixed states. A resonance-tunneling Hamiltonian will be
required to fit the more mixed states within experimental uncertainty. We
conclude by discussing some further applications of the B˜ state vibration-
tunneling assignment.
3.2 Experimental Setup
Helium seeded at 5% with thiophosgene (Aldrich, 97%) is expanded through
a 20 Hz piezoelectric valve from about 105 Pa (∼ 1 atm) into a vacuum
chamber at 0.01 Pa. The molecular beam expansion intersects the excitation
laser pulse at a right angle about 5 mm from the nozzle. Fluorescence is
collected perpendicular to the molecular beam and the laser pulse. The laser
frequency is scanned and the fluorescence is imaged onto a photomultiplier
tube (through a filter to suppress laser scatter) for measurement of excita-
tion spectra. Dispersed fluorescence spectra from specific vibration-tunneling
states in the electronic manifold are obtained by parking the excitation laser
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on a band head, then imaging the spontaneous emission onto a 0.75 m scan-
ning monochromator with ca. 0.3 THz (10 cm-1) resolution. The photomul-
tiplier signal is processed by a gated boxcar integrator and digitized to a
personal computer for data analysis. The average measurement uncertainty
was ca. 0.06 THz (2 cm-1). This uncertainty is also similar to discrepancies
between line positions and band origins of the many literature studies of the
SCCl2 B˜ state, some of which we use in our effective vibration-tunneling
Hamiltonian fit.
To obtain the excitation laser pulse, the 532 nm second harmonic from a
Nd:YAG laser (Surelite II, Continuum) pumps a dye laser (ND6000, Con-
tinuum) with Rhodamine 590/610, Rhodamine 590 or Fluorescein 548 de-
pending on the region to be addressed in the B˜ electronic manifold. An
Autotracker III (INRAD) doubles the dye laser output frequency (the band
origin of the B˜ state lies at 1027.598 THz or 34277 cm-1).
3.3 Effective Vibrational Hamiltonian
SCCl2 in the B˜ state can tunnel through the planar geometry, giving rise
to doublets labeled by parity superscripts +/− on the vibrational quantum
number n4. On the multidimensional potential energy surface, all modes will
show tunneling splittings when sufficiently excited. Our effective Hamilto-
nian was constructed ad hoc, by combining the standard polynomial (Dun-
ham) expansion in vibrational quantum numbers with an exponential poly-
nomial expansion motivated by JWKB tunneling formulae. The Dunham
expansion for vibrationally anharmonic energies in the absence of tunneling
is given by
E(ni) =
3N−6∑
i=1
hνi(ni +
1
2
) +
3N−6∑
i,j≥i
hχij(ni +
1
2
)(nj +
1
2
) + . . . (3.1)
Tunneling effectively makes the constants dependent on the parity of the
tunneling state, but we find tunneling is best taken into account by simply
adding a tunneling splitting into the effective Hamiltonian
H
+/−
eff = E(ni)±∆E(ni)/2 (3.2)
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The tunneling correction was based on JWKB theory, where tunneling
splittings are obtained via the action integral across the barrier at the turning
points xa and xb of the tunneling energy levels:
∆E ∼ e−Sab = e−
∫ xb
xa
p(x)dx (3.3)
The turning points approach as E increases, so the splitting ∆E grows in
size. The action itself can be expanded as a polynomial in zero order quan-
tum numbers. This expansion will break down if the vibrationally excited
state |n1 . . . n6〉 lies too close to the barrier, but it should be quite good if
E(n1 . . . n6) lies sufficiently far below the barrier. In practice, we found that
a linear expansion was sufficient to account for tunneling splittings < 10%
(< 100 cm-1) of the barrier height:
±∆E(ni)/2 = ±∆0e
∑
sini (3.4)
where si are the fitting parameters. We were able to further reduce the num-
ber of fitting parameters by taking into account that the action in equation
3.3 scales with the root of the mass for harmonic oscillators, and setting
si>1 = s1
√
ωi/ω1, leaving only the ground state splitting ∆0 and one tunnel-
ing coefficient s1 to be fitted.
3.4 Excitation Spectra Assignment
Figure 3.1 illustrates the assignment scheme. Different vibration-tunneling
states produce different Franck-Condon fingerprints in the ground state vi-
brational progressions to which they connect by fluorescence. Figure 3.2
shows an overview of the excitation spectrum, obtained by collecting total
X˜ ← B˜ fluorescence through a filter while scanning the B˜ state from its
band origin at 1027.598 THz upwards.
The X˜ and B˜ electronic wave functions both have the same symmetry.
Therefore the parity selection rules for the out-of-plane ν4 vibration is ± →
±. In addition, our beam vibrational temperature is fairly low. Thus negative
parity states can be observed only via hot bands of the type
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Figure 3.2: Overview of vibrational structure in the B˜ state and
representative assignments. The degeneracy between ν1, ν2 and 2× ν3 leads
to clumps of transitions spaced approximately 5 THz apart. Because of
tunneling shifts and resonances, lines within clumps are difficult to assign.
Energies are with respect to the band origin located at 1027.598 THz
(34277 cm-1). Important assignments and re-assignments are indicated by
arrows. A spectrum in excellent agreement with our results here can be
found in Supplementary Information of reference [1].
∑
i 6=4
miνi+m4ν
−
4 − ν”4 (3.5)
We refer to ground state frequencies throughout this paper by a superscript
”, so ν”4 = 14.13 THz (∼471 cm-1) is the frequency of the first excited out-
of-plane bending state in the X˜ state. For example, 2ν1 + ν
+
4 denotes a
transition to the combination state |2, 0, 0, 1+, 0, 0〉, whereas 2ν1 + ν−4 − ν”4
is the hot band from |0, 0, 0, 1, 0, 0〉 in the X˜ state to the combination state
|2, 0, 0, 1−, 0, 0〉 in the B˜ state, allowing the tunneling splitting to be deter-
mined. Lim and coworkers observed a number of such hot bands. Odd quanta
in ν5 + ν6 (antisymmetric stretch at ∼24 THz and antisymmetric bend) have
b2 symmetry and cannot be observed from the vibrationless origin in the
ground state.
3.4.1 ν1 mode or ν2 mode?
Figure 3 illustrates the Franck-Condon fingerprinting. The top (red) shows
part of the excitation spectrum in the region of ν1 ∼ ν2 ∼ 2× ν3. When the
laser is parked on the band at 15.14 THz labeled ν1, Franck-Condon activity
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to the X˜ state is observed almost exclusively in the ν”1 (C-S stretching)
and ν”4 (umbrella) modes in the ground state[4], with negligible intensity
of ν”2 (Cl-C-Cl bending) combination bands. This is expected for a state
with predominantly ν1 character because the geometry difference between
ground and excited electronic states is predominantly along q1 (longer C-
S bond in B˜ state) and q4 (non-planar B˜ state) as shown in Figure 3.1.
This assignment agrees with Judge, Ludwiczac, Simard and Fujiwara[1–3,
5], so the ν1 fundamental has mainly C-S stretch character. We find that
their nominal 2ν1 mode also has C-S stretching character, although weak
progressions in ν”2 are now present in the fingerprint: ν1 and ν2 are beginning
to mix. In table 3.1, unambiguous states such as ν1 are labeled with a
solid circle, more mixed states such as 2ν1 with an open circle and their
predominant character assignment.
Table 3.1: Assignment, observed energies (units of E/h in THz) and
calculated energies of the vibrational band origins fitted in this study.
States marked by a circle were fingerprinted: dark circles have a
well-defined predominant character, open circles are mixed or overlapped. f,
s and l stands for lines taken from Fujiwara, Simard and Ludwiczak[1–3].
ν1 ν2 ν3 ν4 ν5 ν6 Eobs Ecalc
0 0 0 0+ 0 0 0.00 0.00 f
0 0 0 0− 0 0 0.00 0.00 f
0 0 0 0+ 0 1 6.36 6.36 s
0 0 1 0+ 0 0 7.43 7.33 s
0 0 0 1+ 0 0 10.22 10.34 s
0 0 0 0+ 0 2 12.62 12.63 f
0 0 1 0+ 0 1 13.85 13.81 s
0 0 2 0+ 0 0 14.83 
0 1 0 0+ 0 0 15.61
1 0 0 0+ 0 0 15.14 15.09 
0 0 0 1+ 0 1 16.58 16.60 s
0 0 1 1+ 0 0 17.63 17.70 s
0 0 0 0+ 0 3 18.80 18.80 s
0 0 0 2+ 0 0 20.45 20.42 f
0 0 2 0+ 0 1 21.08 21.06 s
continued on next page
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ν1 ν2 ν3 ν4 ν5 ν6 Eobs Ecalc
1 0 0 0+ 0 1 21.44 21.45 s
0 1 1 0+ 0 0 22.21 22.23
1 0 1 0+ 0 0 22.42 22.47
0 0 1 1+ 0 1 23.98 24.06 s
0 0 0 0+ 1 0 24.31 24.31 s
0 0 2 1+ 0 0 24.82 24.84
1 0 0 1+ 0 0 24.97 24.97
0 1 0 1+ 0 0 25.16 25.06 
0 1 0 1− 0 0 25.17 25.11 f
0 0 0 2+ 0 1 26.59 26.54 s
0 0 1 2+ 0 0 27.85 27.78
1 0 1 0+ 0 1 28.93 28.92 s
0 2 0 0+ 0 0 29.44 29.48 
2 0 0 0+ 0 0 29.73 29.71 
2 0 0 0− 0 0 29.75 29.78 f
1 1 0 0+ 0 0 29.73 29.73 l
0 0 0 0+ 1 1 30.70 30.70 s
0 1 1 1+ 0 0 32.20 32.33
1 0 0 2+ 0 0 34.51 34.51 
0 1 0 2+ 0 0 34.90 34.85 
0 1 0 2− 0 0 35.09 35.08 f
2 0 1 0+ 0 0 37.08 37.07
2 0 0 1+ 0 0 39.03 39.03 
0 2 0 1+ 0 0 39.27 39.28 
0 2 0 1− 0 0 39.57 39.59 f
0 1 1 2+ 0 0 41.97 41.91 
0 3 0 0+ 0 0 43.47 43.47 
0 1 0 3+ 0 0 43.98 44.05 
0 2 1 1+ 0 0 46.20 46.16
1 1 0 2+ 0 0 47.79 
0 2 0 2+ 0 0 48.33 48.36 
0 3 0 1+ 0 0 52.40 52.39 
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The bottom of Figure 3.3 (blue) shows the excitation spectrum in the
region of the 2ν1 + ν4 and 2ν2 + ν4 combination bands. The bluest band,
previously assigned as 2ν1 + ν4, shows strong Franck-Condon activity with
one quantum of ν2 attached to ν1/ν4 progressions. Therefore we re-assign
the predominant character as 2ν2 + ν4. Indeed, further fingerprinting (see
also Figure 3.6, discussed in detail below) reveals that anharmonicity and
the larger tunneling splitting of ν1/ν4 combinations shifts them below ν2/ν4
combinations. Moule and Judge suspected that the ν1 (C-S stretching) mode
is borrowing ν2 (C-Cl bending) mode character, based on isotopolog splittings
of the ν1 progressions that were anomalously large[5]. With the exception of
the ν1 fundamental, that suspicion is justified for all higher energy overtone
and combination bands of ν1.
Figure 3.3: Two examples of ground state vibrational progressions obtained
upon excitation of different vibration-tunneling bands in the B˜ state. Top:
the state at 15.140 THz (505 cm-1) in the spectral region of ν1, ν2 and 2ν3
is excited. Its Franck-Condon fingerprint has only ν1 and ν4 activity.
Bottom: the state at 39.273 THz in the 2ν1 + ν4/2ν2 + ν4 region is excited.
Its Franck-Condon fingerprint has strong activity in the ν2 mode all the
way to the unambiguous ν”1 + ν
”
2 state at E/h ∼ 49.256 THz.
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3.4.2 ν3 or ν6 mode?
The two low frequency vibrations of SCCl2 have not been assigned unambigu-
ously. CASSCF calculations by Strickler and Gruebele put the ν3 frequency
lower than ν6[29]. Simard et al. had assigned the ν3 at 6.36 THz (212 cm
-1)
and ν6 at 7.43 THz (248 cm
-1), in agreement with computation[3]. Fujiwara
et al. made the reverse assignment[1], but gave the caveat that it was based
on a small difference in polarized fluorescence intensity to distinguish the a1
from the b2 symmetry band.
We found seven bands with 7.43 THz added to stronger bands, and only
two candidates with 6.36 THz added. This statistically supports the as-
signment by Fujiwara because the ν6 mode has b2 symmetry and cannot
show up in single quanta upon ground state origin excitation. Figure 3.4
shows a previously unassigned state at 41.97 THz. This band lies roughly
at the frequency expected for the ν1or2 + 7.43 THz +2ν4 combination band,
but tunneling, anharmonicity and other bands nearby make it impossible to
assign reliably based on frequency alone. Franck-Condon fingerprinting re-
veals dominant ground state vibrational progressions in ν”2 + ν
”
3 built upon
nν”1 + mν
”
4 , so we can assign the predominant character of the 41.97 THz
state as ν2 + ν3 + 2ν4 (The ν1 + ν3 + 2ν4 state would show only minor ν2
activity based on the ν1 band fingerprint in Figure 3.3). This settles once
and for all that ν3 = 7.43 THz and ν6 = 6.36 THz, as assigned by Fujiwara,
the reverse of the CASSCF result. We assigned several other bands contain-
ing ν3, based on a frequency shift of approximately 7.43 THz up from other
assigned bands, but without checking their fingerprint (no circles in Table
3.1).
3.4.3 Hot band or Fermi resonance?
Figure 3.5 shows the full region around ν1 ∼ ν2 ∼ 2ν3. The bluest band
at 15.61 THz (top) happens to lie about 14.1 THz (ν”4) below the band,
and was previously assigned by Judge and Moule, and Ludwiczak et al., as
exclusively the 2ν1 +0ν
−
4 −1ν”4 hot band[2, 5]. This vibration-tunneling state
has odd parity, and should fluoresce only to odd parity (odd n”4) states in the
ground electronic state. Instead, the black arrows (top panel in Figure 3.5)
highlight the 2ν”4 and ν
”
1 even parity states upon which our observed ground
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Figure 3.4: Example of a band containing ν3 excitation in the B˜ state. The
spontaneous fluorescence spectrum shows progressions with up to two
quanta of ν”3 building upon regular nν
”
1 + ν
”
2 +mν
”
4 progressions.
state vibrational progressions build. The 15.61 THz band has a1 symmetry,
ruling out a pure ν”4 hot band assignment. Of course, we cannot rule out that
a weak hot band is superimposed on the a1 symmetry band. This is quite
likely because Moule observed a very consistent pattern of ν”4 hot bands by
absorption spectroscopy of the B˜ state[5]. We can rule out higher hot bands
originating from 2ν”4 as proposed by Ludwiczac at al.[2] because the lower
energy hot band originating from ν”4 should then also have a fingerprint.
Instead of hot band character, we observe simultaneous ν”2 and ν
”
3 activity
from the bands at 15.61 and 14.86 THz that surround the unambiguously
assigned ν1 band at 15.14 THz. In addition to other ν
”
2 and ν
”
3 progressions,
we observe a pair of nearly degenerate nν”1 +ν2
” +mν”4 and (n+1)ν
”
1 +ν3
” +
(m−2)ν”4 progressions marked by black arrows (bottom panel in Figure 3.5).
There are three possible explanations for seeing such ν”2/ν
”
3 Franck-Condon-
active pairs: 1) There could be a 5th order resonance in the ground state,
i.e. the ground state is mixed, not the excited vibration-tunneling state that
we are trying to assign. We see evidence for ground state interaction in the
form of small frequency shifts in other dispersed fluorescence spectra of these
progressions, but none strong enough to light up the dark state of the mixed
pair. Thus we rule out ground state mixing. 2) There could be two pairs of
vibration-tunneling bands, each pair containing a band with ν2 excitation and
another band with ν3 excitation, and the pairs happen to lie near each other.
We think this unlikely, as we cannot come up with any candidates for four
such bands at such a low excitation in the B˜ state. 3) More likely, the ν2 and
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2ν3 states are in Fermi resonance, giving these vibrational-tunneling states
a mixed character that is reflected in the dual Franck-Condon fingerprint.
This is plausible because both modes (C-Cl stretch and bend) move the
same group of atoms, in analogy to the stretch-bend resonance in H2O, and
they are resonant within about 0.05 THz (1-2 cm-1).
Figure 3.5: The upper panel shows spontaneous fluorescence from the 15.61
THz band in the B˜ state. The presence of ν”1 and 2ν
”
4 a1 symmetry states
excludes a prior assignment as solely a hot band of the odd-parity ν4 mode.
The lower panel presents spontaneous fluorescence from 14.86 THz. This
band origin was previously assigned to be the ν2 fundamental. However,
there is evidence for a Fermi resonance between ν2 and 2ν3. The three black
arrows indicate a pair of progressions with ν2 and ν3 activity.
3.4.4 Isotopolog or different state?
SCCl2 has 35/37 chlorine isotopologs that should show up in a roughly 1:5:6
ratio, further congesting the spectra. Many were assigned by Moule and
Ludwiczac[2, 5]. Whether these isotopologs overlap other strong bands or
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not can be identified easily by Franck-Condon fingerprinting. Figure 3.6
shows a clump of bands in the region where ν1or2 + 2ν4 and 2ν3 + 2ν4 are
expected. The bluest band at 34.9 THz has strong ν2 activity; we assign its
predominant character as ν2+2ν4. The other strong peak to the red (bottom)
has virtually the same Franck-Condon envelope. Thus it is almost exclusively
the isotopolog peak of the bluest band. It does not contain, as suggested by
Fujiwara et al.[1], a significant contribution from the ν1 + 2ν4 band, or from
2ν3 + 2ν4 bands. Ludwiczak identified a weaker band at 34.5 THz that lies
below both isotopologs. We cannot fingerprint this band unambiguously due
to spectral congestion, but assign it nominally to ν1 + 2ν4.
Figure 3.6: The upper and lower panel display fingerprinting of the two
largest peaks in the region of ν1or2 + 2ν4. Previously references [1, 2, 5]
assigned the higher frequency 34.9 THz peak to ν1 + 2ν4, and the 34.75
THz peak to ν2 + 2ν4 (Table in supplementary information reference [1]).
We find that the fingerprints are nearly identical, indicating most of the
redder band is the 35Cl37Cl isotopolog. In addition, the strongest
progressions from the 34.9 THz band contain a quantum of ν2, so we assign
this state as predominantly ν2 + 2ν4 character, even more so than the
2ν2 + ν4 state in Figure 3.3.
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3.5 Effective Hamiltonian Fit
Table 3.1 shows the bands we assigned, as well as some bands we fingerprinted
but did not assign due to mixing. Solid dots have a dominant character as-
signed by fingerprinting. Open dots are lines where fingerprinting indicates
mixing of zero order states through resonance, or perhaps just coincidental
overlap of two states; some of these were not fitted. The letters indicate
assignments adopted from other sources that are consistent with our assign-
ment.
The transitions were fitted to the Hamiltonian in equation 3.2 by a Marquard-
Levenberg non-linear least squares algorithm. Our measurement accuracy,
and the consistency among different literature values, is about 0.06 THz (2
cm-1), yielding a satisfactory χ2 of 1.3 for the fit. Table 3.2 shows the re-
sulting molecular constants, and 2σ uncertainties. It should be noted that
the anharmonic parameters χij are effective parameters that include part of
the tunneling effect: only a fundamental splitting ∆0 and a single s value
(tunneling splitting parameter, see equation 3.4) were fitted to account for
tunneling.
According to equation 3.4, the fundamental inversion splitting ∆0 = E(0
−)−
E(0+) is on the order of 0.002 THz (0.05 cm-1) in Table 3.2. This value was
initially reported to be 0.003 THz (0.11 cm-1) by Judge and Moule[5], and
later to be ¡ 0.0002 THz by Fujiwara[1], due to the limitations of their mea-
surement accuracy. However, Fujiwara report a resolved inversion splitting
of 0.0009 THz (0.03 cm-1) for E(1−) − E(1+), so the value given by Moule
is almost certainly an overestimate by a factor of 3 or more, and our fitted
value is also an overestimate. It is based on four inversion splitting reported
by Fujiwara (Table 3.1), as well as setting E(0−) − E(0+) to zero in table
3.1 because it remains unresolved. The parameter s1 shows how rapidly tun-
neling splittings increase with increasing quantum numbers ni. As noted in
Methods, the si¿1 where calculated by scaling from s1; the reduced number of
parameters provided an equally satisfactory fit as the full set of parameters.
27
Table 3.2: Anharmonic and tunneling parameters for the Hamiltonian in
equation 3.2. All values are in THz except for s1, which is unitless. The
third column presents 2σ uncertainties. The χ anharmonicity parameters
include some tunneling effects because only one value of the tunneling
parameters si in equation 3.4 was fitted.
Parameters Value 2σ
ν1 15.888 0.369
ν2 15.621 0.348
ν3 7.436 0.291
ν4 10.971 0.207
ν5 24.299 0.219
ν6 6.403 0.329
χ11 -0.224 0.083
χ12 -0.290 0.197
χ13 0.054 0.091
χ14 -0.455 0.078
χ16 0.006 0.146
χ22 -0.197 0.062
χ23 -0.040 0.089
χ24 -0.215 0.074
χ33 -0.095 0.077
χ34 0.032 0.073
χ36 0.130 0.097
χ44 -0.127 0.038
χ46 -0.100 0.089
χ56 0.045 0.211
χ66 -0.042 0.052
∆0 0.00154 0.00257
s1 1.883 0.482
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3.6 Conclusion
Franck-Condon fingerprinting reveals that some vibration-tunneling states
in the electronically excited B˜ state do have the simple character assigned
previously. Others (like ν1 and ν2 overtones) are increasingly mixed. Con-
trary to previous assignments, states with strong ν2 (bending) character in
combination with ν4 (umbrella) character are found at higher frequency than
the analogous ν1 (stretching) - ν4 combinations. This observation indicates
that tunneling splittings (addition of ν4 activity) are larger in the ν1-active
states, thereby sending their positive parity component to lower energy than
the analogous ν2-active combination band. The ν3 mode is now unambigu-
ously identified due to its fingerprint at ν3 ∼ 8.84 THz (295 cm-1) in the
ground state Franck-Condon progressions, and this automatically leaves the
lowest frequency mode detected in double resonance by Simard (6.35 THz or
212 cm-1) as the antisymmetric stretching mode ν6.
Although it is possible to fit a subset of assignments (for states with a
well-defined predominant character in terms of normal modes) to an effective
vibration-tunneling Hamiltonian, not all transitions can be accommodated.
A resonance Hamiltonian will be needed to fit the Fermi resonance between
ν2 and ν3, as well as the Darling-Dennison-type resonance between ν1 and ν2
at higher excitation.
Franck-Condon fingerprinting is a useful tool for detecting such mixing, as
it maps excited vibration-tunneling states with complicated character onto
states with well-defined normal mode character, allowing pure states to be
distinguished from heavily mixed states.
The assignment of vibration-tunneling spectra in the B˜ state of SCCl2 has
a number of applications. We recently detected progressions of stable vibra-
tional states above the ground state dissociation limit of thiophosgene[32].
These progressions are completely regular, showing that good vibrational
quantum numbers (not necessarily the harmonic oscillator quantum num-
bers) are conserved near dissociation[33]. The character of these highly
excited states will be determined with less ambiguity if the originating B˜
vibration-tunneling states are better characterized. Thiophosgene has also
been proposed as a molecular model for decoherence in quantum computa-
tion, by encoding qubits in vibrational levels[34]. The quantum computing
process relies on cycling through B˜ state vibration-tunneling levels, whose
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character determines the accessibility of different qubit states on the ground
state surface. Thus a future complete resonance-tunneling analysis of the
ν1/ν2/2ν3/ν4 states in the B˜ state would benefit a variety of applications.
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CHAPTER 4
PROTECTED VIBRATIONAL STATES AT
THE DISSOCIATION LIMIT OF
THIOPHOSGENE
4.1 Introduction*
Vibrational energy should flow freely in molecules at the dissociation limit.
That is the outcome of the Golden Rule, and the assumption of simple
statistical reaction rate models. Unless one gets too close to the reaction
threshold[35], experiments on small molecules like NO2 support this notion[36,
37], with near-dissociation spectra whose randomly distributed line positions
and widths can be modeled by global random matrix models[38]. (Figure
4.1).
Local coupling models predict that intramolecular vibrational energy re-
distribution (IVR) is not so facile, even near the dissociation energy. These
models come in two flavors: local random matrix models (LRMs)[7, 39, 40],
and scaled force fields (with cubic and higher order couplings scaled as pro-
posed by Oka)[41, 42]. Local coupling models have predicted phenomena
from fractal wave functions[43], to power law energy flow[44], to the exis-
tence of highly regular and assignable states at the dissociation energy of
sufficiently large molecules (not NO2)[45]. Signatures of these phenomena
have been observed experimentally[4, 46, 47], and agreement between local
coupling model predictions and experimental observations is often qualita-
tively good[48, 49]. The question then is: are the remaining discrepancies
just due to experimental or computational limitations, or are there still fun-
damental ingredients missing?
A case in point is the quantum states of thiophosgene (SCCl2) protected
from IVR. Like OCFH observed by Choi and Moore[46], this tetratomic
molecule exhibits completely regular vibrational state progressions beyond
* This chapter is partially reproduced with permission from Journal of Physical Chem-
istry A, submitted for publication. Unpublished work copyright 2013 American Chemical
Society.
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its first dissociation limit (∼598 THz or ∼20,000 cm-1)[33], which can be
classified by polyad quantum numbers[50–52]. If energy flow were statistical,
one would expect all observed vibrational states to be broadened by random
amounts due to mixing of bright states into nearby dark states, ’diluting’
the bright state character over numerous vibrational eigenstates[53]. For ex-
ample, if a bright state is diluted into 50 eigenstates, it would be a broad
clump of low intensity transitions instead of a single sharp line, and its dilu-
tion factor would be σ ∼1/50 (Figure 4.1). Instead, about 1:104 vibrational
states of SCCl2 near 600 THz yield sharp lines that form regular assignable
progressions. However, a simple local coupling model, as well as extensive
vibrational state calculations based on a realistic resonance Hamiltonian de-
rived from contact transformations, both predict about 103 protected states
near the dissociation limit[45][32]. Thus a factor 10 discrepancy exists be-
tween theory and experiment. Symmetry rules reduce the discrepancy by a
factor of 4 because certain transitions are symmetry forbidden, but do not
fully reconcile experiment and theory, leaving a factor of 2.6 discrepancy at
600 THz[32].
Here we provide additional experimental data and analysis, demonstrating
that the remaining discrepancy is mainly due to insufficient Franck-Condon
activity of potential sharp lines, limiting the experiment’s ability to find
all protected states. Having mapped out the vibrational character of the
SCCl2 B˜ state from which fluorescence to the X˜ state dissociation limit is
observed[54], we were able to pick upper vibrational states with different
vibrational character from past observations, and their fluorescence spectra
indeed reveal previously unobserved sharp lines. Our measurements reduce
the gap between experiment and theory to about a factor of 1.5, and we feel
confident based on our analysis that the remaining factor is due to unobserved
sharp transitions near 600 THz.
Local coupling models of energy flow predict that the fraction of such pro-
tected quantum states increases with molecular size[45]. The excitation en-
ergy for breaking a chemical bond is always about the same for any molecule,
but in large, irregularly shaped molecules energy flow becomes arrested once
the energy is spread ’too thin’ over many partly localized vibrational modes.
Thus SCCl2 may be just the tip of the iceberg. Indeed, large deviations from
statistical rate models have been observed in much larger molecules[55, 56],
and explained using local coupling models[57, 58].
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Figure 4.1: (A) Bright states when states are globally mixed. Most dilution
factors σ are small and all line spacings are irregular (Brody-distributed[6]).
(B) Bright states when only a local density of states contributes to mixing.
Some bright states remain as sharp transitions forming regular vibrational
progressions. ”Local” means that couplings decrease rapidly with quantum
number difference between two states, and are highly correlated as
described in reference [7].
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4.2 Experimental Setup
Thiophosgene seeded into helium at approximately 5% was expanded through
the 500 µm diameter orifice of a piezoelectric valve operated at 20 Hz and
105 Pa backing pressure. The resulting jet expanded into a vacuum chamber
held at 0.01 Pa by a diffusion pump. The internally cold SCCl2 molecules
(∼10 K rotational temperature, 100 K vibrational temperature) met the
excitation laser pulse at a right angle about 5 mm from the nozzle. Fluores-
cence was collected perpendicular to the molecular beam and the laser pulse,
and steered to a 0.75 m monochromator where it was dispersed though a
slit onto a photomultiplier tube. When dispersed fluorescence near the X˜
state dissociation limit was collected, a long-pass filter was placed before
the monochromator to suppress second-order diffraction bleed-through. The
photomultiplier signal was monitored by a gated boxcar integrator averaging
over 200-400 shots per point and digitized to a personal computer for data
analysis.
The excitation laser pulse was obtained by pumping a dye laser (ND6000,
Continuum) with the 532 nm second harmonic from a Nd:YAG laser (Surelite
II, Continuum). Rhodamine 590 or Fluorescein 548 was used as the gain
medium, depending on the initial vibrational state to be addressed in the
B˜ electronic manifold. The dye laser output was frequency doubled by an
Autotracker III (INRAD) to ensure the pulse intensity was constant to ±5%.
4.3 Vibrational Hamiltonian
We used two different vibrational Hamiltonians for two different purposes.
The line centers of newly assigned vibrational progressions, together with
previously assigned X˜ state progressions[4, 33, 59, 60] from SEP and dis-
persed fluorescence experiments, were fitted to an effective Hamiltonian with
no explicit resonances:
Evib =
6∑
i=1
νi(ni +
1
2
) +
6∑
i=1,j>i
χij(ni +
1
2
)(nj +
1
2
)
+
∑
χijk(ni +
1
2
)(nj +
1
2
)(nk +
1
2
)
(4.1)
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This is the same effective Hamiltonian that was used in references [4][33] to
fit vibrational progressions.
Such a Hamiltonian of course cannot be used to compute dilution factors
because it assumes that all states produce sharp spectral lines. We calculated
dilution factors for vibrational states near the dissociation limit by using the
resonance Hamiltonian developed by Sibert and Gruebele[61]. The resonance
Hamiltonian has the form:
H = Hdiag(ni) +Hres(ai, a
†
i ) (4.2)
where the first term is a polynomial expansion as in equation 4.1, and
the second term accounts for anharmonic resonances via unitless raising
and lowering operators a†i and ai respectively. Specifically, we included
only the four most prominent vibrational resonances classified by Sibert and
Gruebele[32][61]
Hres(GHz) = −323a†2a5a†6− 306a1a†5 + 121a†1a†2a25− 24a23a†26 + · · ·+ c.c (4.3)
where ’c.c’ indicates addition of the Hermitian conjugate. Eigenstates of
Hdiag in equation 4.2 are the zero order basis set. To calculate the dilution
factor σ for a specific bright state |nbi〉 = |nb1 . . . nb6〉, a truncated basis set
was constructed including the bright state, all zero order states coupled to
it directly by equation 4.3, and additional tiers of zero order states coupled
indirectly via other zero order states. To obtain a manageable basis set size,
the following restrictions were applied: only states with the right symmetry
are included; only states inside a 60 THz energy window are included; only
5 tiers were included after the bright state; a cutoff distance of ≤ 7 in state
space was enforced. Matrix diagonalization yields approximate vibrational
eigenstates |j〉 whose energies Ej and projections |〈nbi |j〉|2 = Ibi yield the
spectral clump into which the bright state has been diluted. The dilution
factor of the bright state is calculated as (see Figure 4.1):
σ =
∑
Ib
2
i
(
∑
Ibi )
2
(4.4)
σ can take values between 0 and 1. Going back to the example in the intro-
duction, if the bright state had been evenly distributed over 50 eigenstates
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each with intensity Ibi =
1
50
, then σ = 50(1/50)2/(50 · 1/50)2 = 1/50, so the
bright state has been diluted over 50 states.
The Hamiltonian in equation 4.2 was fitted to data only up to approx-
imately 300 THz, and underestimates slightly the diagonal anharmonicity.
Compared to equation 4.1 fitted to experimental data, equation 4.2 predicts
energies too high by about 30 THz near the dissociation energy, so when
comparing computed statistics of σ with experiments, simulated states in a
correspondingly shifted energy window will be used.
4.4 Selection of upper states for emission
Chowdary and Gruebele[33] previously reported emission from the ν1 and
ν1 + ν4 vibrational levels of the B˜ state to near the dissociation limit of the
X˜ state. In a recent re-analysis of the B˜ state, it was shown that the ν1 + ν4
state has significant ν2 + ν4 character[54]. We picked a number of higher-
lying vibrational levels in the B˜ state based on the re-analysis, hoping that
their Franck-Condon activity would be different from the previously assigned
spectra. Figure 4.2 shows an overview of the fluorescence experiment, and
excitation spectra around three new upper states: 2ν1, 3ν2 and 3ν2 + ν4
(these are nominal assignments; Fermi resonance of ν2 and 2ν3, as well as
D-D resonance of ν1 and ν2 mixes the character of those states). Figure 4.2
also shows a low-resolution overview of the emission spectra thus obtained,
which exhibit very different Franck-Condon activity from previous data, in
particular the 3ν2+ν4 transition at the highest excitation energy. In addition,
the 2ν2 +ν4 band and the ν2 +3ν4 band were also pumped and their emission
observed.
4.5 New regular progressions of sharp vibrational
features
Figure 4.3 shows two of the emission spectra expanded around the first dis-
sociation energy of SCCl2 (∼598 THz to CS+Cl2; the second lies at ∼666
THz to S + SCCl). In panel A, dispersed fluorescence from the 3ν2 upper
state is plotted from 550 THz up to 680 THz. Regular progressions can
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Figure 4.2: Laser induced fluorescence is collected from vibrationally excited
states in the B˜ state. Examples are shown 29.73 THz, 43.48 THz and 52.41
THz above the band origin of the B˜ state (1027.598 THz). The upper right
panel shows excitation spectrum, nominal assignments and excitation laser
frequency (black dot) for three bands in the B˜ state. The bottom right
panel displays dispersed fluorescence to the X˜ state collected from these
three bands in two energy ranges: 0 to 300 THz and 550 to 680 THz.
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be assigned to combinations of ν1 and ν4, with added excitation in the ν2
mode. Consecutive clusters marked by red lines in Figure 4.3 are obtained
by adding one quantum of ν1 excitation. The first two clusters were previ-
ously observed as weak progressions upon excitation to ν1 in the B˜ state[33].
Here, new progressions are observed at energies higher than SCCl2 molecular
dissociation channel at 598 THz. These new progressions are listed in Table
4.2 for the 600 to 620 THz range, together with all new and old assigned
and unassigned sharp vibrational features. A full table of all assigned and
observed states over the whole energy range from zero point to 670 THz is
provided in Appendix B.
Figure 4.3B displays another example of new sharp vibrational features we
find upon excitation to 3ν2 + ν4 in the B˜ state. Here, the progressions show
strong activity in mode ν2 and its highest members are observed at 670.65
THz and 674.52 THz, above the barrierless radical dissociation channel of
SCCl2 at 666 THz. The additional ν3 activity is consistent with a strong
ν2/2ν3 Fermi resonance noted in reference [54].
4.6 Fitted effective Hamiltonian
87 newly observed or assigned transitions were combined with the previ-
ously assigned transitions from refs. 15 and 18, yielding 557 vibrational
band origins from the zero point energy up to 699 THz. Table 4.2 shows
all 35 transitions observed in the 600-620 THz window just above the first
dissociation limit. 14 of these are newly observed, increasing the number of
sharp features in that energy range by two thirds. Table B1 in Appendix
B contains all observed transitions with the most current assignments. All
557 transitions were fitted to the Hamiltonian in equation 4.1. Twenty five
frequencies and anharmonic constants were fitted by a Marquard-Levenberg
non-linear least square algorithm. The fitted parameters are presented in
Table 4.1. The fit’s root-mean-square error is ∼73 GHz, compared to the
measurement uncertainty of ∼50 GHz (∼1.7 cm-1).
The diagonal Hamiltonian in equation 4.1 fits the data set from the zero
point energy to 100 THz above the first dissociation limit surprisingly well.
However, five fitted anharmonic constants have positive values, and two cubic
anharmonic constants that involve ν2 and ν3 have unusually large values. We
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Figure 4.3: New sharp vibrational features are observed around the
molecular dissociation energy. (A) Dispersed fluorescence spectrum upon
excitation to 3ν2. The offset trace was collected at lower resolution to
increase signal to noise ratio. An example of a progression that could be
followed from 550 THz up to 640 THz is shown with assignments (red
lines). The progression members above 600 THz are observed for first time
here. (B) Dispersed fluorescence from the nominal 3ν2 + ν4 band at 52.41
THz also shows new progressions above the dissociation limit. In this case,
favorable Franck-Condon overlaps allow this progression to be observed
above the barrierless free-radical dissociation threshold located at 666 THz.
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believe that some of this effect is due to the constants compensating for two
types of perturbations. First, a fundamental change in the character of the
anharmonic vibrational wavefunctions occurs between 300 and 400 THz, and
in addition smaller perturbations are also evident in the spectra.
Figure 4.4 shows a case in point: it plots the fitting errors of the nν1 +
8ν4 and nν1 + 10ν4 progressions. Both progressions involve only the CS
stretching and out-of-plane umbrella modes, and span the entire X˜ state from
∼100 THz up to ∼660 THz. The errors have a systematic pattern as the
energy increases, going from positive to negative and back. The trend persists
even when only ν1/ν4 transitions are fitted. The perturbation responsible
for the errors should have the same shape, but go to zero as E/h 0 (blue
curve). Therefore, the wavefunction could be going through a change in
character near 400 THz, where the perturbation has maximum magnitude
(see Discussion).
Figure 4.4: Fitting errors of two progressions covering the full energy range
from the zero point to the dissociation limit of the X˜ state, fitted by
equation 4.1. Both progressions show a small but significant systematic
error trend, indicating a possible perturbation of the vibrational
wavefunctions. The fitting errors average to zero, as expected; the
corresponding perturbation (which should approach 0 as E/h approaches 0)
is shown as a blue dashed line.
Figure 4.5 shows another case in point: the possibility of smaller perturba-
tions. Figure 4.5A highlights progressions detected in fluorescence from the
2ν2 + ν4 B˜ vibrational state. The two progressions shown in blue (active in
ν3) and red (active in ν2) approach each other with increasing energy. States
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Table 4.1: Effective Hamiltonian parameters of Equation 4.1 for the fit of
all assigned states from the origin up to 699 THz. Parameters values and 2
standard deviation uncertainties are in Terahertz.
Fitted parameters value 2σ
ν1 34.602 0.015
ν2 15.427 0.078
ν3 8.971 0.051
ν4 14.274 0.008
ν5 24.641 0.078
ν6 8.979 0.448
χ11 -0.133 0.001
χ12 0.001 0.006
χ13 0.017 0.004
χ14 -0.113 0.001
χ15 -0.228 0.021
χ16 -0.090 0.004
χ22 -0.050 0.018
χ23 -0.190 0.062
χ24 -0.069 0.006
χ33 -0.034 0.011
χ34 -0.015 0.004
χ44 -0.006 0.001
χ46 -0.060 0.004
χ66 0.405 0.152
χ114 -0.0016 0.00007
χ144 0.0005 0.00006
χ123 -0.0805 0.0057
χ124 -0.0016 0.0006
χ234 0.0283 0.0066
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with a quantum of ν2 excitation and two extra quanta of ν4 excitation be-
come nearly degenerate with states that have a quantum of ν3 excitation and
an extra quantum of ν1 excitation. Such pairs would be coupled through a
small fifth order resonance
V = V12342a
†
1a2a
†
3a
2
4 + c.c. (4.5)
where V12342 is a constant and ai/a
†
i are ladder operators for mode ”i.” Figure
4.5B shows the ladder of states. Based on the 5th order Watson Hamiltonian
in reference [4], we expect V12342 ∼ 0.5 GHz only, and therefore an off-
diagonal coupling 〈V 〉 ∼ 1.5 GHz. Although our spectral resolution is not
sufficient to determine the coupling constant experimentally, it is likely to be
significantly larger than the prediction in this case. The ’red’ 3ν1 + ν3 + 2ν4
transition is already much weaker than 2ν1 + ν3 + 4ν4, so one would expect
the 4ν1 + ν3 transition to be entirely unobservable. However, the transition
at 144.09 THz (the ’blue’ 3ν1 + ν2 + 2ν4 band) has a large shoulder at about
143.6 THz (marked in gray in Figure 4.5A), so 4ν1 + ν3 may be borrowing
significant intensity from 3ν1 + ν2 + 2ν4 through anharmonic mixing.
Figure 4.5: Spontaneous fluorescence spectrum upon excitation to 2ν2 + ν4
in the B˜ state. (A) Two near- resonant vibrational progressions,
nν1 + ν3 + (8− 2n)ν4 and nν1 + ν2 + (8− 2n)ν4, labeled by blue and red
dots respectively. (B) The observed energy level ladders (red and blue
lines), together with unobserved (grey lines). The m = 4 state appears as a
shoulder on the stronger n = 3 transition, indicating that mixing and
intensity borrowing may occur for this pair of levels.
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Table 4.2: Observed energies, calculated energies and quantum number
assignments for states between 600 and 620 THz above the zero point
energy. Bold entries show newly observed sharp features. Unassigned
transitions are also presented. The last column shows dilution factors
calculated as described in Methods.
Obs. Calc. n1 n2 n3 n4 n5 n6 σ
600.077 600.059 14 0 0 12 0 0 0.426
600.823 600.806 12 0 1 16 0 0 0.749
601.120
601.363 601.371 15 1 1 8 0 0 0.337
601.920 601.917 16 0 2 6 0 0 0.426
602.127 602.201 11 1 0 18 0 0 0.737
602.676
603.804 603.869 9 1 1 22 0 0 0.855
604.376 604.367 15 0 0 10 0 0 0.328
604.519 604.532 13 0 1 14 0 0 0.611
605.761 605.797 12 1 0 16 0 0 0.633
606.282
606.940 606.915 10 1 1 20 0 0 0.806
607.892 607.863 9 0 3 22 0 0 0.895
608.540 608.523 14 0 1 12 0 0 0.428
609.079 609.001 16 0 0 8 0 0 0.403
609.244 609.248 12 0 2 16 0 0 0.741
609.571 609.634 13 1 0 14 0 0 0.496
610.175 610.141 11 1 1 18 0 0 0.737
610.914
610.932 610.933 10 0 3 20 0 0 0.724
612.335
612.821 612.809 15 0 1 10 0 0 0.329
612.947 612.952 13 0 2 14 0 0 0.610
613.737 613.741 14 1 0 12 0 0 0.363
613.972 613.991 17 0 0 6 0 0 0.567
614.098 614.020 12 3 1 14 0 0 0.365
614.143 614.134 11 0 0 20 0 0 0.871
616.093
616.913 616.920 14 0 2 12 0 0 0.432
617.345 617.381 12 0 0 18 0 0 0.812
617.489 617.421 16 0 1 8 0 0 0.400
617.955 617.894 13 3 1 12 0 0 0.381
618.167 618.151 15 1 0 10 0 0 0.301
619.278
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4.7 Dilution Factors
According to the resonance Hamiltonian in equations 4.2 and 4.3, one would
expect some states to be highly mixed, whereas others escape strong reso-
nances and are candidates for the regular progressions observed above the
dissociation limit. Thus activity in certain modes might make a state prone
to dilution (e.g. ν6, which shows up in three terms in equation 4.3), whereas
activity in other modes might make a state prone to be protected (e.g. ν6,
which does not show up in equation 4.3 at all, only in minor resonances such
as equation 4.5). Equations 4.2 and 4.3 were obtained by fitting levels only
up to 300 THz, thus slightly underestimating anharmonicity at 600 THz,
but we use equation 4.3 here as a guide for which states remain undiluted.
Over 10,000 randomly generated zero order states, in an energy window cor-
responding to 600-620 THz in the experiment, were used to characterize the
relationship between dilution factors and vibrational mode occupation num-
ber (see Methods).
Table 4.3 summarizes the statistical correlation between dilution factor
and mode occupation number of all states that were sampled. The first 6
rows correspond to the usual anharmonic oscillator modes (n1 to n6). The
second and third columns show average occupation numbers for states with
significant dilution (σ < 0.3) and little dilution (σ = 0.3 to 1). ν1 and ν4
activity favors stability, activity in ν2 and ν3 is neutral, and activity in ν5 and
ν6 strongly favors dilution. The last column highlights the average occupation
number of all the experimentally assigned states in the same energy region,
which correspond to states with σ ∼ 1. The experiment is strongly biased
towards ν1 excitation, not surprising given the bond distance change from
1.6 to 2.1 A˚ upon X˜ → B˜ excitation favors large Franck-Condon factors for
transitions with large ∆ν1.
Jung and coworkers[62], as well as Keshavamurthy and co-workers[52], have
proposed a set of polyad quantum numbers to replace the anharmonic oscil-
lator quantum numbers of SCCl2. These polyads correspond to combinations
of vibrational quantum numbers that are closest to being overall conserved
quantum numbers[63, 64]:
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K = n1 + n2 + n3
L = 2n1 + n3 + n5 + n6
M = n4
(4.6)
As one might expect from equation 4.3, the ν4 umbrella mode is weakly cou-
pled and shows up on its own in the polyad quantum numbers. The last
three rows in Table 4.3 correspond to these polyad quantum numbers. Dilu-
tion is completely insensitive to the K polyad quantum number, whereas L
favors more dilution and M less dilution of bright states. The sharp experi-
mental features favor higher excitation in L, and lower excitation in K and
M than the σ > 0.3 calculations, again showing a bias in the experimental
observations.
Table 4.3: Average occupation numbers for 19250 computed states and for
30 experimentally observed and assigned states (600-620 THz) near the first
dissociation energy of SCCl2. The first column labels vibrational quantum
numbers in the normal mode basis (n1 to n6) and polyad basis (K to M).
The second to fourth columns show average occupation numbers for
computed states with dilution factor < 0.3 or ≥ 0.3, and for the observed
states. One standard deviation is in parentheses.
σ < 0.3 σ ≥ 0.3 Observed
n1 3.5 (3.1) 4.9 (4.5) 13.0 (2.6)
n2 8.9 (7.2) 9.1 (8.8) 0.4 (0.9)
n3 11.9 (8.5) 10.5 (8.4) 1.0 (1.0)
n4 9.4 (7.3) 19.4 (8.6) 13.7 (4.9)
n5 5.9 (5.1) 1.0 (2.9) 0.0 (0.0)
n6 11.6 (8.4) 0.8 (1.8) 0.0 (0.0)
K 24.3 (9.9) 24.5 (10.6) 14.4 (2.7)
L 36.4 (10.6) 22.1 (9.7) 27.0 (5.2)
M 9.4 (7.3) 19.4 (8.6) 13.7 (4.9)
4.8 Discussion
Just because the vibrational spectrum of SCCl2 can be fitted by a single
expression (equation 4.1) from zero point to dissociation, does not guaran-
tee that the vibrational wavefunctions at high energy are just mildly dis-
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torted by anharmonicity. Our reduced-dimensional computational analysis
in reference[33] showed that states below 350 THz are harmonic-oscillator
like, whereas states above 500 THz had locked the ν1 (CS stretch) and ν4
(umbrella) vibrations together in phase, producing arc-shaped wavefunctions.
The classical interpretation is that as the CS bond stretches (ν1), the carbon
goes from sp2 to sp3 hybridized, and the molecule bends (ν4)[33]. We were
not able to analyze the transition region.
The semiclassical analyses of the transition region all indicate that several
sequences of states ’collide’ at about 300 THz, leading to complex vibrational
wavefunctions that can nonetheless be visualized[52, 62]. This complexity is
evidently resolved again (at least for the protected states) above 500 THz.
The semiclassical analyses are consistent with our observations: the highest
density of missing assignments (Table B1) and the largest systematic pertur-
bations of the energies (Figure 4.4) occur in the range from 350-450 THz.
Although the resonances in equation 4.3 and the polyad quantum numbers
in equation 4.6 capture most of anharmonic perturbations, we can show
that even the weaker ν1/ν4 coupling is sufficient to switch the character of
the wavefunction, and could be responsible for the systematic deviations in
Figure 4.4. We took the 5th order Watson Hamiltonian from reference [4],
keeping only the q1 and q4 coordinates, then diagonalized this 2-D subspace
in a harmonic oscillator basis. The result for states between 300 and 336 THz
is shown in Figure 4.6. The x-axis shows the q1 − q4 couplings being turned
on (0 to 1). Unperturbed harmonic oscillator states are on the left, and
fully anharmonic eigenstates are on the right. Overtones largely maintain
their harmonic oscillator character, but combination bands with comparable
values of n1 and n4, typical of our observed spectra, show correlated motion.
This is particularly true for the state with the highest ’velocity’ (rate at
which energy tunes) as the coupling is turned on, shifting from 330 THz to
317 THz: its vibrational wavefunction attains the arc shape characteristic
of stretch-bend locking. So even the weak q1 − q4 CS stretch-umbrella bend
coupling begins to switch the character of the wavefunctions from nearly
separable to highly correlated above 300 THz.
The re-mixing is complete above 500 THz, and regularly spaced sharp se-
quences of transitions show up in the spectra that extend above both CS+Cl2
and C+SCCl dissociation channels. The remaining question is whether the
local coupling models from references [32, 45] are truly off by a factor of 2.6
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Figure 4.6: Energies of vibrational wavefunctions computed in the
reduced-dimensional space of q1 (CS stretch) and q4 (umbrella bend) as a
function of anharmonic coupling strength (0=no q1 − q4 coupling, 1=full
q1 − q4 anharmonic coupling from reference [4]). As the coupling is turned
on, the vibrational energies decrease with varying ’velocities,’ and the
character of some wavefunctions becomes strongly correlated. The highest
velocity states acquire a ”locked” character: specific values of q1 correlate
with specific values of q4 (right), rather than all combinations of q1 and q4
being possible (left).
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from the observed density of bright states. Table 4.2 shows that 14 transitions
have been added to the previous 21 in the region from 600-620 THz [33], by
observing emission from five new upper states versus the original two. The
signal-to-noise-ratio of both data sets is very similar, so this increase should
be representative of the absolute increase obtained by exploring a broader
range of Franck Condon activity. Thus only a factor of about 1.5 discrepancy
between experiment and local models of IVR is left.
We have two reasons to believe that the remaining factor is also due to
Franck-Condon activity. Firstly, adding yet more upper states will produce
diminishing returns (already 5 more upper states produced only 14 new tran-
sitions vs 21 from the first two upper states), but should still yield more sharp
transitions. The calculations in Table 4.3 show that Franck Condon activity
heavily favors observation of states with high ν1 and low ν2 and ν3 excitation,
whereas many protected states are likely to have high ν2 and ν3 excitation.
In that context it is interesting to see in Table 4.2 that 100% of the newly
observed transitions have activity in ν2, ν3 or both: ν2/ν3 activity is where
the missing protected states are to be found. (We also tried to collect spec-
tra from ν3-active bands in the B˜ state, but they are too weak to yield good
emission spectra above 600 THz.) Finally we note that the state ν1 frequency
is half that of the X˜ state, while the ν2 and ν3 frequencies are similar in both
states[54], explaining their reduced Franck Condon activity. Secondly, the
inset in Figure 4.3B shows a close-up of two of the vibrational transitions we
observed. The narrowest lines (green) match our monochromator resolution.
Other sharp features (red) are part of a clump of transitions. The extra
transitions in a clump could be Franck-Condon active bright states, in which
case we are underestimating the number of new transitions. Instead we were
conservative and did not count such transitions. The last column in Table 4.3
shows why this is prudent: some dilution factors predicted for our observed
transitions are as low as 0.3. It is thus possible that anharmonic coupling
dilutes some bright states into 2-3 eigenstates, signaling the onset of vibra-
tional energy flow. The ’red’ state in Figure 4.3B could be an example of
such a slightly diluted state. However, some of these extra transitions could
be from weak Franck-Condon active progressions, leading us to undercount
the number of sharp transitions.
A basic prediction of local coupling models is that the probability distri-
bution of dilution factors should rapidly drop as σ approaches 1, but then
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have a plateau or even a peak near σ = 1 due to protected states. Figure 4.7
shows a logarithmic histogram of dilution factors of 19250 states computed
using equations 4.2 and 4.3 (Methods) in the energy region equivalent to
600-620 THz. Highlighted in red are the computed dilutions factors for the
30 assigned transitions in the 600-620 THz range (Table 4.2). The histogram
plateaus above σ = 0.3. All experimentally assigned transitions have σ > 0.3,
showing that the model correctly predicts which states will be protected. As
expected for the remaining discrepancy of a factor of 1.5 between experiment
and computation, the red curve lies slightly below the black curve.
Figure 4.7: Logarithmic histogram for the computed dilution factors of
> 104 states around the dissociation limit of SCCl2 (black). The observed
and assigned states are a subset of the states with σ > 0.3 (red).
4.9 Conclusion
In summary, we have closed the gap between the number of experimentally
observed and theoretically predicted protected states at the dissociation limit
of SCCl2 to a factor of 1.5. We provide convincing evidence that the remain-
ing discrepancy can be explained by insufficient Franck-Condon activity in
the ν2 (CCl stretching) and ν3 (CCl bending) from accessible B˜ state vi-
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brational levels, as well as by undercounting weak transitions that could be
genuine bright states instead of dark states lit up by IVR. To the extent
that this agreement validates local coupling models, we expect that such
protected states will be even more numerous for larger molecules because
the average energy per mode will be even smaller in large molecules upon
energy redistribution.
50
CHAPTER 5
QUANTUM COMPUTING WITH
VIBRATIONAL QUBITS
5.1 Introduction*
As discussed in detail by Deutsch[65], the unitary propagation of quantum
states can be usefully thought of as manipulation of information in certain
contexts. In principle any switchable two-state system[66] can represent a
qubit of information, which may be in a state |0〉, a state |1〉, or a linear
superposition thereof. Multiple qubits can be entangled, meaning a state
|ab〉 cannot be separated into a product state |a〉|b〉. Superposition and en-
tanglement distinguish quantum computing from classical computing with
bits of either “0”or “1”. Superposition allows quantum computing (QC) to
represent many numerical scenarios at once although questions about how
well QC can solve general complex problems remain[67].
Real systems implementing QC have sources of error: ‘parasitic’quantum
states coupled to the qubits can dephase them; a dissipative environment can
relax the coherent population, destroying the entanglement of qubits. There
is an abundance of mechanisms to decrease the fidelity F of the desired
unitary transformations below 1. F generally can be defined as
F =
1
K
K≥2n∑
k=1
|〈φk|Ψk(t)〉|2 (5.1)
where {φk} is a set of K target states that the initial states {Ψk(0)} must
reach at time t when the quantum computation is complete. For example,
the ‘gate’
* This chapter is partially reproduced from E. Berrios, M. Gruebele, D. Shyshlov, L.
Wang and D. Babikov. J. Phys. Chem. A, 116, 11347, 2012. Copyright 2012 American
Chemical Society.
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N =
(
0 1
1 0
)
(5.2)
would transform |0〉 =
(
1
0
)
to N |0〉 = |1〉 =
(
0
1
)
. For initial states |0〉 and
|1〉 it acts in analogy to a classical NOT gate, but for superposition states
new nonclassical results are achieved. The fidelity of this gate from initial
states {
(
1
0
)
,
(
0
1
)
,
(
1√
2
1√
2
)
} towards targets {
(
0
1
)
,
(
1
0
)
,
(
1√
2
1√
2
)
} is unity.
But an actual implementation may have an error δ > 0, for example a phase
error
N =
(
sin δ cos δ
cos δ − sin δ
)
(5.3)
this would yield a fidelity F < 1 for the same initial states and desired
targets, read out at the same time t.
The gold standard for QC errors is > 0.9999 fidelity[68]. When the infi-
delity, defined as 1-F, drops significantly below 10−4, it becomes possible to
implement error correction algorithms that sacrifice some qubits to increase
the accuracy of others[69]. Such infidelities have not been reached experi-
mentally in fully coherent QC systems, which begs the question how hard it
would be with actual implementations.
We examine this question using a well-studied system for the effects of dis-
sipation and dephasing on QC fidelity: molecular vibrational qubits[70]. As
first suggested by de Vivie-Riedle[71], entire vibrational modes of molecules
can be used to encode a qubit: the mode-to-qubit representation. Alter-
natively, as discussed by Kosloff and us, qubits can be multiplexed over
vibrational eigenstates, each corresponding to excitation of several differ-
ent modes[34, 72]. Figure 5.1 shows how it is done. The one-dimensional
cut through the multidimensional potential surface of a polyatomic molecule
highlights four vibrational eigenstates. Four states can implement two qubits,
such that |00〉 = |n〉, |01〉 = |n’〉, |10〉 = |n”〉 and |11〉 = |n”’〉 maps the four
linearly independent qubit configurations into vibrational states with quan-
tum numbers n through n”’. The four states are prepared in the desired
initial state (for example |00〉 if both qubits are off). The a shaped laser
pulse (the control field (t)) evolves the initial state to the desired target (for
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example |11〉 if the gate switches both qubits to on). The pulse (t) does the
computation using the molecular energy levels. Finally a probe laser then
reads out the result (here: is all the population in state |11〉?).
We specifically consider the CNOT gate implemented on the ground elec-
tronic state surface of thiophosgene (SCCl2), a molecule already extensively
studied for low-fidelity QC[34]. The CNOT gate is one of the three funda-
mental gates from which any QC algorithm can be constructed[73]. In a
CNOT gate, the state of qubit ]1 decides whether qubit ]2 is inverted or not.
For example, if qubit ]1 is on (in state |1〉), qubit ]2 will switch from |0〉 to
|1〉 or vice-versa. Such a gate requires 4 vibrational states to encode the two
qubits.
Figure 5.1: Quantum computing scheme. Population is initialized in the
computing states (solid red lines). Then the computing pulse (t) cycles
population between these states and the gateway state (solid green line),
while avoiding population of parasitic states (dashed blue lines).
We highlight two calculations, both with 24 parasitic vibrational states in
addition to the four vibrational states that encode the two qubits. First we
use optimal control theory (OCT)[74] to find the most optimal control field.
Then we study a physical model that simulates a liquid crystal pulse shaper
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pumped by a regenerative amplifier and optimized by a genetic algorithm[75].
These calculations, utilizing very different methodologies, contrast what is
possible in principle with what may be possible in practice. We do not
consider rotational dephasing or field inhomogeneity here, as their effect has
been discussed in detail elsewhere already (they can be circumvented because
many near-optimal solutions (t) exist)[34]. We discuss what training input
set works best to achieve good results across the board, given that the gate
implementation is not perfect and that only a finite number of training states
can be used. We conclude that fidelities needed for QC error correction are
possible in principle, but will be challenging to achieve. At least in the
context of molecular vibrations excited with current laser instrumentation
driven by a genetic algorithm, convergence towards the optimal solution is a
slow power law once the optimization gets beyond 99% fidelity.
5.2 Hamiltonian, Qubits and Gates
We simulate the action of a quantum gate on qubits encoded in molecular
vibrations with two different methods: optimal control theory (OCT) and
a physical pulse shaper model. These two simulations use a common set
of vibrational states and transitions dipole moments to encode qubits, as
well as similar field bandwidth. However, they calculate optimized solutions
in different ways, as discussed further below, once we have summarized the
common aspects.
In figure 5.1, the solid red lines represent four computing vibrational states
and their qubit assignments for two qubits to be processed by a CNOT gate.
Computation happens when the electric field of a shaped laser pulse ( 26,800
cm-1) cycles an initial population between the four computing states ( 8200
cm-1 above the zero point energy of the electronic ground state) and a single
gateway state, here in the B˜ electronic state of thiophosgene. The result is
read out at a specified time (the initialization and readout pulses are not
simulated here the limitations of the quantum computing process itself are
the focus here). Ideally, the four computing states would be isolated from
other non-computing states. However, this condition is hard to achieve in
a real molecule. Therefore, we include parasitic states in our simulations
(dashed blue lines in figure 5.1), based on the real vibrational eigenstate
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distribution of SCCl2[4]. Table 5.1 shows the contiguous set of vibrational
state energies in the ground electronic state of SCCl2 and their transition
dipole moments to the gateway state, obtained from SCCl2 experimental
data, and identical to those used in a previous study of low-fidelity QC[34].
The four states of the two-qubit system lie in a 32.47 cm-1 window, and the
energy spacing between them are 4.84, 9.72 and 17.91 cm-1. The 24 parasitic
states span a 459.86 cm-1 wide range. The gateway state in the B˜ electronic
state is separated by over 100 cm-1 from other vibrational states, so little
population is lost in that part of the cycle.
Table 5.1: SCCl2 vibrational energy levels and transition dipole moments.
Hadamard and CNOT qubit assignments.
Wavenumber (cm-1) µ (Debye) 1-qubit 2-qubit
8032.86 0.47
8067.17 0.41
8080.09 0.96
8087.79 0.94
8101.18 1.00
8111.49 0.44
8126.73 0.42
8136.98 0.96
8182.75 0.55
8191.03 0.44
8239.53 0.36
8246.35 0.38 |00〉
8264.26 0.96 |0〉 |01〉
8273.98 0.75 |1〉 |10〉
8278.82 0.70 |11〉
8292.89 0.61
8319.93 0.43
8342.37 0.62
8366.49 0.62
8372.82 0.54
8398.00 0.53
8414.60 0.29
8427.80 1.00
8444.25 0.29
8457.20 0.42
8471.08 0.26
8481.07 0.84
8492.72 0.42
The electric field (t) performs a computation by manipulating the qubit
amplitudes and phases coherently through time evolution under the quantum-
classical Hamiltonian
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H = H0 − µ • (t) (5.4)
H0 is the vibrational Hamiltonian operator of SCCl2, µ is the transition
dipole moment operator between the gateway state and the set of computing
states and (t) is the Hermitian field operator. Our field intensities are high
enough to justify the classical approximation for the control field. The field
bandwidth was chosen to match approximately the energy range of the four
computing states in Table 5.1.
A quantum gate such as CNOT is represented by (t) only if (t) is trained
so that all possible input states evolve according to the required unitary
transformation. Consider the two-qubit gate CNOT, whose matrix represen-
tation in the basis set {|00〉, |01〉, |10〉, |11〉} is:
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (5.5)
This quantum gate flips the second qubit when the first control qubit is on
(lower right 2x2 block of the matrix), and leaves the second qubit unchanged
if the first control qubit is off (upper left 2x2 block of the matrix). The same
electric field must take care of four different transitions:
CNOT |00〉 → |00〉
CNOT |01〉 → |01〉
CNOT |10〉 → |11〉
CNOT |11〉 → |10〉
(5.6)
Since the four initial states in equation 5.6 form a complete basis, it would
seem to be sufficient to optimize only these four transitions given that the
gate acts by linear unitary transformation. However, an (t) optimized for the
neighborhood of these initial qubits does not necessary provide the desired
global phase relationship because of the phase difference imposed by the
pulse[76]. Adding one more transition to the 2n transitions for n=2 qubits
constrains the phases:
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CNOT
1
2
(|00〉+ |10〉+ |10〉+ |11〉)→ 1
2
(|00〉+ |10〉+ |10〉+ |11〉) (5.7)
As we shall see later, adding this transition also improves performance for
untrained inputs when the infidelity of the basic four state training set is not
zero, which will always be the case in practice.
To what extent (t) has been optimized to correspond to the desired gate
is quantified by calculating the gate fidelity F according to equation 5.1. F
is the average overlap between the target wavefuntions φk and the propa-
gated wavefunctions Ψk(tTarget) at readout time tTarget. We now consider the
differences between the OCT simulation and the physical model simulation.
5.3 Optimal Control Theory
Rabitz et al. developed an iterative algorithm to design the electric field (t)
that maximizes the transition probability from an initial state into a final
target state while constraining the field intensity[74]. In OCT, calculating
(t) requires multiple iterations because the field has to induce multiple tran-
sitions (non-pertubative limit). The objective functional to be maximized in
this case is[77]:
FOCT =
K∑
k=1
|〈φk|ψk(t)〉|2 −
∫ T
0
α|(t)|2dt
−
∑
k
2Re
{
〈φk|ψk(tTarget)〉
∫ tTarget
0
〈ψk(t)| i
h¯
Hˆ
+
∂
∂t
|ψk(t)〉dt
} (5.8)
Here the index k labels the transitions to be optimized, K=5 for our CNOT
gate. The first term represents the overlap F between a laser-driven wave
function ψk(t) and a target final state φk at time t = tTarget. The second term
in the functional minimizes the necessary electric field intensity. Finally, the
last term ensures that wave functions evolve according to the Schrdinger
equation.
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The function α is a penalty function for the electric field smooth switching-
on and switching-off. We use a simple previously proposed function[78]:
α =
α0
sin2(pit/tTarget)
(5.9)
This function ensures that the field goes to zero at t = 0 and t = tTarget.
The optimal pulse (t) is obtained by maximizing equation 5.8 with respect
to variations in the wavefunctions and the electric field. This leads to a
set of K time-dependent Schrdinger equations to be propagated forward and
backward in time. The optimal field (t) is then determined iteratively[79–
81].
In order to integrate the time-dependent Schrdinger equations, the time-
dependent wavefunctions are expanded as a linear combinations of the vi-
brational eigenfunctions basis set with complex time-dependent coefficients
ci(t). The set of coupled differential equations for the coefficients are solved
by fourth-order Runge-Kutta with a 83 attosecond time step. The readout
time tTarget is 25 ps. The norm error in the numerical wave packet propaga-
tion did not exceed 10−6.
5.4 Physical Model
The above OCT iterative procedure to find (t) is equivalent to experimen-
tally shaping the electric field in the time domain with a time resolution
given by the time step. With a fine step size and a suitable initial condition,
the converged result is essentially the best pulse achievable in the targeted
time window.
This freedom is not available in the laboratory because there is no elec-
tronic device with such high frequency response. Commonly, electro-optic or
liquid crystal pulse shapers are employed in the laboratory. These devices
attenuate and phase-shift the input pulse in the frequency domain in a finite
number of frequency channels (256 to 1024 is typical). The input pulse is a
fixed, nearly transform-limited ultrafast laser pulse (e.g. from a regenerative
amplifier). The pulse is dispersed by a grating to spread it into its frequency
components, each of which can then be attenuated or phase-shifted by a pixel
of the pulse shaper. The pulse is then recompressed into a shaped ultrafast
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pulse by another grating. Our physical model aims to take into account these
experimental constraints, so we can see what can be achieved relative to ideal
control.
We start with a transform-limited Gaussian pulse in the frequency domain,
0(ν) = Ee
−((ν−ν0)/(σν/2))2 (5.10)
We choose the bandwidth σν = 15 cm
-1 and peak field E = 1× 109 V m−1 to
simulate a 2 µJ , ∼1 ps pulse focused to a 25 µm diameter. Our carrier fre-
quency ν0 is 13430 cm
-1 in wavenumber units. The available bandwidth was
chosen to be similar to the OCT optimum. Our input pulse characteristics
are easily achieved with a high repetition rate regenerative amplifier pumped
by a Titanium:sapphire laser. We model the pulse shaper action by applying
an amplitude and phase mask to 0(ν) at a set of 1024 discrete frequencies
νi in steps of 1.25 cm
-1:
(ν) = A(ν)0(ν)e
iϕ(ν) (5.11)
where A(ν) is the discrete amplitude mask that takes values between 0 and
1 and ϕ(ν) is the discrete phase mask that varies from −pi to pi. The laser
pulse (ν) is conveniently defined as a complex quantity to facilitate the
rotating wave approximation[82], which we will make to speed up quantum
propagation. The shaped pulse (ν) is then Fourier transformed to get (t).
We oversample four-fold to obtain a smoothly decaying (t), but the shaping
has only 1024 discrete frequency channels, each with constant attenuation
and a constant phase shift across the frequency step.
To optimize (t), a genetic algorithm (GA), based on the FORTRAN sub-
routine pikaia[83], evolves a family of m = 254 different pulse shaper config-
urations. Each family member has different amplitudes and phases at 1024
frequencies to generate a different electric field (t), whose performance is
characterized by the fidelity defined in equation 5.1. The GA ranks the fit-
ness of each family member according to its fidelity and proceeds to breed
a new generation, closing the optimization cycle. To accelerate convergence,
we employed in some cases a wavelet representation of the field so resolution
could be gradually increased to the full 1024 pixels by factors of 2, and we
used elitist selection[84] of the next generation of m computing pulses. A
constant mutation rate equal to 0.001 was used because an adaptive muta-
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tion rate was prone to get trapped in local minima due to the small family of
pulses (254) relative to the number of control channels (2×1024 for amplitude
and phase).
Time evolution of the wavepacket under interaction with (t) is calculated
using the Shifted-Update Rotation (SUR) propagator[85]. SUR is a second
order symplectic propagator acting in the energy representation by matrix-
vector multiplication. The propagator is fast, compact to code, and allows
implementation of a time-dependent electric field and of the rotating wave
approximation for larger time steps. The zero of energy for the rotating
wave approximation was the average vibrational energy among the set of
molecular states. The propagation time step was 40 attoseconds in order to
ensure wavepacket propagation convergence to the fifth significant figure as
measured by convergence of 〈φk|Ψk(t)〉 real and imaginary parts. Fidelity is
evaluated at tTarget = 25 ps, similar to the OCT simulations.
5.5 Global OCT Optimization
The CNOT gate is optimized for the five transitions defined in equations 5.6
and 5.7. As discussed in Methods, a 5th target state is added to the minimal
complete set to lock the phases of different input qubit combinations[76]. The
4 computing states and 24 parasitic states nearby in energy were included
in the computation. The pulse at ∼26,800 cm-1 cycles population between
computing states at ∼8200 cm-1 and a gateway state at 35,000 cm-1 (Table
5.1). The fidelity of qubit transformation depended somewhat on the penalty
factor α0. Thus, several calculations were carried out with different α0 values.
Figure 5.2 is a Log-Log plot for results obtained with three different values
of α0, the parameter constraining electric field amplitude. The best fidelity
obtained is F = 0.999905 with α0 = 40.7 (blue in figure 5.2). Slightly stronger
fields (lower penalties) lead to slightly lower fidelities. For example, with
α0 = 33.5 we obtained F = 0.99985. If only four transitions of equation 5.3
are optimized, instead of five transitions, a slightly better fidelity of F =
0.99993 is obtained, at the cost of different phases between different training
outputs. The OCT fidelities are close to the quantum accuracy threshold of
F > 0.9999 by one standard estimate[86].
Convergence in Figure 5.2 approximately obeys an inverse power law 1/g1.17,
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Figure 5.2: Logarithmic plot of average infidelity as a function of OCT
iteration number for optimization of CNOT. The results obtained with
three slightly different penalty factors α0 are presented. Convergence occurs
as a power law (Iteration number)m.
where g is the number of iterations. No leveling-off was observed at ∼80,000
iteration, so performance with infidelity 1 − F < 10−5 is likely with more
iterations. The drawback, which will be even more evident in the physical
model, is that power law convergence is rather slow. The origin of the power
law behavior, as opposed to exponential convergence, is unkown.
The optimized (t) is shown in panel A in figure 5.3. It has field amplitudes
fluctuating between ±40 MV m-1. Panel B plots the vibrogram associated to
(t). The vibrogram was calculated by sliding a window of 16384 time points
in 500 point increments and calculating its discrete Fourier transform (win-
dowed with a Hamming function[87]). The highest amplitude components
are centered at 26850 cm-1, so (t) has no frequency chirp across the control
pulse. Intensities around 5.3×1011 J m-2 s-1 overlap the transition frequency
region between the computing states and the gateway states around 26850
cm-1.
Panel C in figure 5.3 shows the amplitude and the phase derivative of the
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Figure 5.3: Electric field properties for the OCT optimized CNOT gate.
The (t) in time domain is plotted in panel A; readout occurs at 25 ps when
the pulse has died off and phases of states evolve freely. Panel B shows the
windowed Fourier transform of (t). The amplitude and phase difference of
the Fourier transform of (t) are shown in panel C. The amplitude is used
as grey color scale for the phase difference (black = largest magnitude,
white = smallest magnitude).
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optimized electric field in the frequency-domain after Fourier transforming
(t). Three well-defined peaks correspond to the transitions frequencies for
{|01〉, |10〉, |11〉} at 26860.74, 26851.02 and 26846.18 cm-1, respectively. The
amplitude for the |00〉 transition frequency is small with respect to the rest, as
might be expected for a CNOT gate. The phase derivative is gray scale-coded
according to the corresponding electric field amplitude. The phase derivatives
around the |01〉, |10〉, |11〉 peaks oscillate between ±0.5 and present a negative
phase shift across the peak field amplitudes.
Figure 5.4 is an example of how state populations evolve under interaction
with the CNOT optimized (t). In this case in particular, the figure shows
the flip of the second qubit state if qubit one is on. At the beginning of the
computation the quantum state corresponds to |11〉 as the whole wavepacket
population is at the corresponding vibrational state. In order to transfer
population to the vibrational state assigned to |10〉, the gateway state needs
to be populated first. Due to the low electric field amplitude at the pulse
start, this transfer is not appreciable until around 5 ps. At this time, the
gateway state and |01〉 begin to be populated. It is not until 16 ps that |10〉
population increases rapidly to reach almost unity. It is worth noticing that
the vibrational state assigned to |00〉 remains unpopulated through time evo-
lution. Population in the parasitic states also remains very small throughout
the computation.
Figure 5.4: Population evolution for transition CNOT |11〉 → |10〉. Black
and red traces represent |11〉 and |10〉 state population, respectively. The
dashed line is the population in the gateway state.
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5.6 Physical Model Optimization
The physical model was used to compute what can be achieved with the same
number (∼80,000) iterations when 1024 preset, discrete frequency channels
can be shaped. A constant Gaussian input pulse corresponding to a typical
µJ output of a high repetition rate regenerative amplifier focused to ∼500
µm2 was implemented, and a genetic algorithm (GA) optimized the fidelity
F in equation 5.1. The same 4 computing states and 24 non-computing
parasitic vibrational states as in the OCT calculation were included in the
physical model simulation (Table 5.1). The optimized fidelity for a CNOT
gate reached 0.99924 at 25 ps after ∼80000 GA generations (Figure 5.5).
Note that the readout in this case is done in the middle of the pulse, as
opposed to when the pulse has died of to zero intensity.
Figure 5.5: Average infidelity vs. number of generations for physical model
optimization for CNOT gate. Both axes are in logarithmic scale.
Convergence occurs with a power law ∼ (Generation number)m.
As in the case of the OCT calculations, an inverse power law describes the
convergence of 1-F. No leveling off of 1-F is seen, but the slope in Figure 5.5
(-0.56) is considerably smaller than for the OCT calculation. The even slower
convergence is due to the availability of fewer degrees of freedom in the elec-
tric field, and may be further exacerbated because many frequency channels
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near the edge of the pulse shaper use up GA time while not contributing
significantly to the pulse.
The optimized electric field is shown in panel A of figure 5.6. The electric
field is represented by a complex valued function corresponding to the cos
and sin phases. The black (red) trace shows the envelope of the real part
(imaginary part). Their amplitudes agree with the amplitude of the pulse
optimized by OCT. The windowed Fourier transform of the complex (t)
yields the vibrogram plotted in panel B. It is calculated like the vibrogram
in figure 5.3, but employing a 128 points window and 16 points separation
between centers of two adjacent windows. The central frequency is located
at 26860 cm-1. Again no chirp was observed, just as in the OCT solution.
Panel C plots the amplitude and phase derivative of the Fourier transform
of (t). The width of the pulse is similar to the OCT solution (Figure 5.3
panel C). However, there are more frequency components with significant
amplitude, and the phase derivative shows larger fluctuations. The frequency
components that connect the gateway state to state |00〉 are small. On the
other hand, the frequency components for |01〉 frequency are relatively larger
than in the OCT solution.
Figure 5.7 plots the population evolution of computing and non-computing
states under interaction with the optimized (t). The four computing state
populations are shown in panel A. They corresponds to the same transition
as in Figure 5.4. The population of state |11〉 starts out equal to unity at
time zero (black trace) and it should be transferred completely towards state
|10〉 (red trace). The vibrational state population, assigned to qubit |00〉
remains very small (<0.5%), as in the OCT optimization. The gateway state
population reaches up to approximately 40% of the total population around
the time |10〉 starts increasing its own population. The main population
transfer stage takes place between 15 and 25 ps. The time evolution of the 8
most populated parasitic states is plotted in panel B. Most of the states do
not exceed 0.15% population, although the vibrational state adjacent to |11〉
in Table 5.1 is populated up to 0.35% at about 15 ps (dark purple trace). As
expected form the fidelity >0.999, at readout time (25 ps), all eight states
populations drop below 0.001%. Thus even the physical model with its fewer
frequency channels is mostly able to avoid parasitic vibrational states whose
excitation interferes with accurate quantum computing.
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Figure 5.6: Physical model optimized pulse. Panel A shows the real (black)
and imaginary (red) parts of the pulse envelope of (t) without the carrier
wave; readout occurs at 25 ps, when phases and populations still evolve
under the input pulse. Panel B shows the windowed Fourier transform.
Panel C plots the magnitude (red) and phase difference (gray). The
magnitude is used as a color scale for the phase difference (black = largest
magnitude, white = smallest magnitude).
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Figure 5.7: Population evolution for the transition CNOT |11〉 → |10〉
subject to the laser pulse (t) optimized using the physical model. Panel A
plots the computing states population as well as the gateway state. Panel B
shows the population in eight non-computing states.
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5.7 Discussion and Conclusions
Electric field optimization to perform quantum gate unitary transformations
on vibrational qubits was accomplished successfully with Optimal Control
Theory. Quantum gate fidelity as high as 0.999905 is obtained for five train-
ing states, even though a significant numbers of non-computing parasitic
states are placed above and below the energy of the computing states. Very
little population is transferred by the optimal control field to these parasitic
vibrational energy levels. The fidelity achieved is close to the error threshold
estimation to perform fault-tolerant quantum computations[68].
On the other hand, the physical model with genetic algorithm does not
achieve such high fidelity with a similar number of iterations. Only F =
0.99924 was achieved. There are at least two possible reasons for this differ-
ence.
Although the physical model and OCT have similar pulse duration (and
hence resolution in the frequency domain), the frequency channel positions
are fixed in the physical model, and the genetic algorithm spends time ran-
domly switching the phase and intensity of channels that are not resonant
with computing states. The physical model can be aided by zeroing out the
amplitude of non-resonant frequency channels a priori, but at the cost of
reduced pulse flexibility.
Both the OCT and physical model had to contend with 24 parasitic vi-
brational states in a ∼500 cm-1 window around the 4 computing states. The
OCT as well as physical model had to suppress population entering these
states, in addition to optimizing the transfer of population among the four
computing states. The OCT achieved this by keeping the field amplitude low
and narrowly centered on the four computing states. The physical model
did the same, but was not able to suppress population transfer into par-
asitic states as effectively. The ∼0.001% amplitude remaining at readout
time in several parasitic energy levels largely accounts for the <0.999 fidelity
obtained. The loss of computing population corresponds to unwanted relax-
ation, if we considered the parasitic states a bath into which population from
the computing states leaks.
Both types of calculations approach the optimal solution as an inverse
power law of infidelity vs. the number of iterations or generations. The
physical model does so particularly slowly, probably for the two reasons out-
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lined above. This is of practical importance. Even if very small infidelities
eventually can be reached by GA optimization of a pulse shaper, it could
take prohibitively many iterations to reach a gate quality close to what is
theoretically possible. The reason for the inverse power law convergence,
as opposed to exponentially fast convergence, is not clear. Additional GA
optimizations with different initial conditions also yielded inverse power law
convergence with an exponent near 0.5, so this behavior is robust. We sur-
mise the following: the optimization landscape is glassy, that is, multiple
optimal solutions exist that correspond to significantly different fields (t).
Once a very good solution has been found, it is very hard to climb out of
that local minimum to find a very slightly better solution that is far away on
the optimization landscape.
Figure 5.8 plots a histogram of physical model CNOT gate fidelities, eval-
uated for 8000 randomly chosen input states not included in the training
set. The augmented training set minimizes errors over the whole ensemble of
possible input states. The fidelity of the augmented training set is 0.99793,
0.99982, 0.99965, 0.99944 for the training states in equation 5.6, and 0.99934
for the training state in equation 5.7. The average fidelity over all possi-
ble inputs was 0.9992, close to the average value for the training set (a red
dashed line in Figure 5.8). Of course, if F=1 could be achieved for a com-
plete minimal training set, all outputs would be perfect because of the linear
superposition principle; this cannot be achieved in practice, one more reason
why inclusion of state in equation 5.7 is useful.
Gate complexity is a factor in the physical model simulations. To test
this, we optimized a one qubit Hadamard gate. Along with CNOT, the
Hadamard gate is one of the three fundamental gates suitable for constructing
any QC algorithm[73]. The Hadamard gate returns a linear superposition
with identical amplitudes of input states |0〉 and |1〉. Its unitary matrix
representation is given by
HA =
1√
2
(
1 1
1 −1
)
(5.12)
We used similar input pulse parameters and number of channels as in the
CNOT physical model calculation. For this one-qubit gate, we obtained a
fidelity of 0.999916 after only 18000 generations of the GA, significantly faster
than for the CNOT gate. The 1024 control channels available to the physical
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Figure 5.8: Histogram of fidelities for 8000 random input qubits interacting
with the electric field (t) optimized using the physical model. The red
dashed line represents the average fidelity of the five training maps.
model are better able to optimize population transfer for 2 states than for 4
states.
To conclude, it is possible for laser pulses of realistic duration, intensity
and frequency bandwidth to implement simple gates for 1 and 2 vibrational
qubits with >0.9999 fidelity, reaching the limit where error correction is
possible. However, the 256 to 2048 frequency channels typically available for
control present a problem: the number of channels is small enough to reduce
control of population leaking into parasitic states, yet it is large enough
to slow down GA optimization (at least when the family of pulses being
optimized is smaller than the number of control channels). F > 0.99 control
is reached quite easily even within a short target time (∼100 generations), but
higher fidelities will require special measures to overcome the slow power law
convergence of pulse-shaper/GA combinations: the bandwidth of the input
field must be carefully tailored to the computing pulse to minimize excitation
of parasitic molecular states; excessive input intensity should be avoided even
if in principle the pulse shaper can reduce the intensity to the desired level,
to make best use of the pulse shaper amplitude resolution. Selecting only
frequency channels near computing states for GA optimization (too many
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slows down GA convergence, too few makes control too coarse-grained) could
also help[88].
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CHAPTER 6
LASER ASSISTED FUSION REACTIONS
6.1 Introduction
Nuclear fusion reactions have been extensively investigated the last 60 years.
Nuclear reactions involving charged species have much smaller cross sections
than do chemical reactions at ambient thermal energies. Obtaining rea-
sonable reaction rates for nuclear fusion thus ordinarily requires achieving
simultaneously high densities and temperatures, a difficult situation to con-
trol. Many different approaches have been developed in order to make two
nuclei react. They try to achieve fusion reactions overcoming Coulomb re-
pulsion either by increasing system temperature (magnetic confinement[89]),
confining spatially the reactants (muonic matter[90]) or a mixture of both
approaches (inertial confinement[91]).
We would like to study computationally if shaped femtosecond lasers are
able to focus a nuclear wave packet to a small transverse cross section while
considerably increasing the center of mass collision energy. Since the energies
needed to achieve fusion are much higher than ordinary molecular binding
energies, the nuclei must primarily be confined by the time varying laser field.
Purely laser bound molecules have been already proposed in the literature
as an option to achieve nuclear fusion[92].
At the same time that the nuclei are being accelerated by the laser field,
their accompanying electrons will also accelerate, and therefore the electrons
will radiate power away. In a classical thermonuclear reactor, analogous ra-
diation losses from Brems-strahlung are a major constraint on operations.
It is therefore necessary here also to quantify and control the role of ra-
diation losses in the quantum molecular acceleration process. When both
electrons and nuclei are taken into account, the quantum control problem is
quite difficult because of its high dimensionality. In all likelihood, finding
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an optimal pulse shape will require direct laboratory experiments because of
the difficulty of achieving an exact numerical solution of the multi-particle
Schrodinger equation.
For the present feasibility study of the possibility of quantum control of
fusion reactions, we simplify the problem in several ways. As a first approx-
imation, only bare nuclei are considered leaving out the electron dynamics.
The propagation of the nuclear wave packet will be carried out fully quantum
mechanically using a numerical split-operator method. A genetic algorithm
optimizes the driven electric field.
Two well studied fusion reactions are:
D + T → 4He+ n+ 17.59MeV (6.1)
p+ 11B → 3 4He+ 8.7MeV (6.2)
Our interest on the second reaction comes from the fact that is a neutronless
reaction. Even though the first reaction is not a clean fusion reaction is the
most studied one. Here, we present a one-dimensional simulation of equation
6.1. We show that the genetic algorithm finds, after few iterations, an electric
field that is able to focus a nuclear wave packet.
6.2 Quantum Propagation
The nonrelativistic dynamics of two nuclei with different masses interacting
with a vector potential A is governed by the time-dependent Schro¨dinger
equation
ih¯
∂
∂t
Ψ = HˆΨ (6.3)
whit Hamiltonian Hˆ
Hˆ =
1
2m1
[
p1 − q1
c
A(r1, t)
]2
+
1
2m2
[
p2 − q2
c
A(r2, t)
]2
+V (|r1− r2|) (6.4)
where the potential energy term is given by the coulomb potential between
both nuclei
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V (|r1 − r2|) = 1
4pi0
q1q2
|r1 − r2| (6.5)
The Hamiltonian in equation 6.4 can be easily expressed in the center-of-
mass frame. Leaving out terms related to the center-of-mass dynamics, the
Hamiltonian can be written as[93]
Hrel =
p2
2µ
− qA · p
cµ
+
A2
2c2
[
q21
m1
+
q22
m2
]
+ V (R) (6.6)
where µ = m1m2
M
is the reduced mass of the system, q = µ
(
q1
m1
− q2
m2
)
is
the effective charge and p = µ
(
p1
m1
− p2
m2
)
. Equation 6.6 sets ∇ · A = 0
(Coulomb gauge) and it assumes that both nuclei ”feel” the same vector
potential because the wavelength of the field is much larger than the size of
the system in consideration here.
The time-dependent Schrodinger equation 6.3 is solved using second-order
split operator method in the Fourier basis[94]:
e−iH∆t/h¯ = e−iV∆t/2h¯e−iT∆t/h¯e−iV∆t/2h¯ +O(∆t3) (6.7)
where V and T are operators that depend only on coordinates and momenta,
respectively. Equation 6.6 suggests a straight forward way to separate the
Hamiltonian. The first three terms should be gather together under T leaving
V (R) alone under V. The wave function advances in a short time ∆t by
Ψ(t+ ∆t) = e−iH∆t/h¯Ψ(t) = e−iV∆t/2h¯e−iT∆t/h¯e−iV∆t/2h¯Ψ(t) (6.8)
Coordinate-dependent terms are diagonal in coordinate representation;
therefore they are evaluated through direct multiplication e−iV (x)∆t/2h¯Ψ(x).
On the other hand, the application of the middle term is more conveniently
performed in momentum space because it can also be calculated as a multi-
plication there. The wave function Ψ(x) has to be transformed from coordi-
nate to momentum space before and after the momentum-dependent appli-
cation. This transformation is efficiently accomplished using a Fast Fourier
Transform (FFT) algorithm[95]. For instance, for each time iteration in one
dimension we have
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Ψ(x, t+ ∆t) = e−iV (x)∆t/2h¯F−1 [e−iT (k)∆t/h¯F {e−iV (x)∆t/2h¯Ψ(x, t)}] (6.9)
where F and F−1 represent forward and backward FFT, respectively.
6.3 Computation Details
We start defining a Caretesian grid of 2N points where N has to be a power
of two. In all grid-based methods implemented to solve the time-dependent
Schro¨dinger equation 6.3, independently if they use Fourier transforms or
not, problems arise when the wave function gets closer to the grid bound-
aries. A complex absorbing potential may be defined near the edge of the
grid to gradually damped the wave function amplitude that reach the grid
boundary[96]. An exponential complex potential offers the best relationship
between damping length and transmission plus reflection coefficient
Vcmplx(x) = Ae
−2/x¯ (6.10)
where x¯ = x/L and L is the damping length. Extremely low values of
transmission plus reflection are attainable if A, L and propagation time ∆t
are carefully chosen. Vcmplx is equal to zero for −L < x < L. Once added the
complex absorbing potential transforms the total potential energy function
in a complex function
V (x) = Vcoulomb(x) + iVcmplx(x) (6.11)
Figure 6.1 shows both components of V (x) in one dimension represented
in a Cartesian grid of 214 points. Here, L is equal to 0.2 A˚ (red curves) and
A = 73 KeV. This complex potential gives a transmission plus reflection equal
to ∼ 5×10−18 for a free-propagating gaussian wavepacket with a momentum
equivalent to 5 KeV using a propagation time step ∆t = 0.2 attoseconds.
At time t = 0, we define the inital wavefunction as a normalized Gaussian
nuclear wave packet centered at the ground state molecular bond distance and
variance approximately equal to the ground vibrational state displacement.
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Figure 6.1: Coulomb potential (black) and exponential complex potential
(red) in a 20 A˚ Cartesian grid of 214 points. The coulomb potential is shown
from the first grid point at ∼ 0.00122 A˚ from the origin (about 12 KeV).
Ψ(x) =
1√√
2piσ
e−
(x−x0)
4σ2 (6.12)
In the case of a D-T molecule x0 and σ would be approximately equal to 0.75
A˚ and ∼0.05 A˚, respectively.
The vector potential that drives the evolution of this intial wavepacket is
calculated integrating the electric field of a transformed-limeted femtosecond
laser pulse
E = −1
c
∂A
∂t
(6.13)
since in the coulomb gauge the scalar potential φ is equal to zero. The
electric field is written as a product of a Gaussian envelope function and an
oscillating function at angular frequency ω0
E(t) = Emaxe
−t2/2σ2t cos(ω0t) (6.14)
We employ a genetic algorithm (GA) to search for an optimal E(t) keeping
constant its maximum amplitude. In order to do that, the GA creates an
initial population of M individuals. Each individual is a set of amplitudes
and phases, that shape the electric field as
E(t) = EmaxAmp(t)e
−t2/2σ2t cos(ω0t+ Φ(t)) (6.15)
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At each iteration of the GA, a set of A(t) and Φ(t) pairs are calculated.
They are ranked according to their capability to perform a desired task, in
this case to get as closer as possible the wave packet to the origin (R = 0).
In order to rank the individuals, we define a ”fitness” function as
f = Max

iT∑
t=(i−1)T
|Ψ(x0, t)|2
 i = 1, . . . , n (6.16)
where Ψ(x0, t) is the value of the wavepacket in the closest point to R = 0
allowed by the Cartesian grid as a function of time, T is a time window and
n = Ttotal/T . This fitness functions gives the GA larger flexibility for finding
a proper solution because it does not define a particular time.
6.4 1-D Quantum Mechanical Calculation
We simulated a TD molecule with no electrons interacting with a 5 fem-
tosecond pulse (FWHM) with peak amplitude of 2.3 × 1011V/cm (intesinty
about ∼ 7× 1019W/cm2). The carrier frequency ω0 corresponds to a 400 nm
wavelentgth. The Cartesian grid of 214 points has a distance of ∆x = 20/214
A˚ between consecutive points. The initial wave packet given by equation 6.6
with x0 = 0.75 A˚ and σ = 0.03 A˚ is propagated with ∆t = 0.2 attosecond
time step for 10 femtoseconds. The GA evolves 20 electric fields E(t) dur-
ing 100 generations. Figure 6.2 shows the fitness improvement as a function
of GA generation number. After 100 generations the best fitness value has
increased by three orders of magnitude with respect to the first generation
and its value does not appear to be leveling off.
according to equation 6.16, a larger fitness implies that the vector potential
is pushing the wave packet closer to the origin. For this particular case, the
fitness function considers the population at a distance of ∼0.00122 A˚ from
the origin (x0), which is equivalent to approximately 12 KeV of energy. The
population of this particular point as a function of time is plotted for three
different generations in figure 6.3. The wave packet spends most of the time
far away from x0 and it starts getting closer around 9 fs. Therefore, these
three different vector potentials should be very similar yet different enough
to give distinct fitnesses.
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Figure 6.2: Best fitness (equation 6.16) evolution as a function of the GA
generation. After 100 generation the fitness value has increased three orders
of magnitude.
Figure 6.3: Population of the closest point at x0 as a function of time from
three different vector potentials: 40, 70 and 100 generation. The fidelity
6.16 is calculated as the maximum value of the population sum in
successive time windows for each trace.
78
The optimization carried out by the GA on the electric field can be seen in
figure 6.4. Panel A compares the unshaped femtosecond pulse (in red) with
the one obtained after 100 generations (in black). By properly selecting Φ(t),
the electric field amplitude is negative during most part of the time interval
(Amp(t) can only takes values between 0 and 1). The vector potential,
calculated using equation 6.13, is plotted in panel B. The evolved vector
potential (black trace in panel B) starts almost constant up to ∼3.2 fs where
it increases smoothly towards positive values and for the last 2 fs is nearly
constant again, this time at a positive value.
Figure 6.4: A: Initial electric field (dashed red) and after 100th generations
(solid black). B: Inital and final vector potential (same color code than A).
We print out snapshots of the wave packet at different times (figure 6.5)
interacting with the vector potential plotted in figure 6.4B (solid black line).
As inferred from figure 6.3, the wave packet is mostly far away from the origin.
In figure 6.5, the red traces label wave packets getting farther away from the
origin while black ones go in the opposite direction. The wave packet travels
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to the right up to ∼12.5 A˚ where its direction is reverse around the time the
vector potential is close to zero. Finally, part of the wave packet reaches the
origin approximately at 9.9 fs.
Figure 6.5: Wave packet snapshots at different times driven by the vector
potential at generation 100th (figure 6.4B, black trace). The wave packet
travels away from the origin first (red) and turns around about 5.7 fs later
and 12.5 A˚ away from the origin to set its path back to it (black). The time
label close to each snapshot indicates the propagation time at which they
were taken.
6.5 Discussion
The GA is able to optimize an unshaped femtosecond laser pulse to increment
the wave packet population at x0. After 100 generations, it have not been
trapped in a local minimum because the best fidelity keeps increasing every
few generations. Therefore, it indicates that more generations would keep
increasing further the fitness by finding a better electric field. Of course, it
does not guarantee that at later generations the GA will get stuck in a local
minimum making the optimization slower (see figure 5.5).
Increasing the fidelity by three orders of magnitude after only 100 gen-
erations is quite impressive. However, the population at x0 is still small.
The distance x0 corresponds to a collision of ∼12 KeV of energy in the
center-of-mass frame. A D-T collision (equation 6.1) with this energy has
approximately a 60 mb cross-section [97], a significant value for nuclear fu-
sion reactions.
Shaping a laser pulse in time domain is not possible nowadays (maybe it
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will never be). From an experimental point of view, one should employ a
physical model like the one described in equation 5.11 to shaped a femtosec-
ond laser pulse in frequency domain. However, in this model the control in
time-domain is not fine enough due to the small frequency bandwidth of the
pulse shaper (constraint by geometric considerations). The electric field in
figure 6.2A was shaped using 64 values for each Amp(t) and Φ(t). Therefore,
it controls ∼0.156 fs windows. From figure 6.4 we could infer that the GA
is converging towards a vector potential with a sharper slope between 4 and
8 fs. The sharpest the slope the faster the wave packet will gain momentum
for the collision.
6.6 Conclusion
We have shown that a GA can optimize a femtosecond pulse to increment
the wave packet population close to the origin for a period of time in one-
dimension. This one-dimensional calculation needs to be extended to higher
dimensions to corroborate that control over the wave packet is possible with
a higher number of degrees of freedom. Ongoing efforts are carried out to
reach such goal.
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APPENDIX A
DETAILED LIST OF VIBRATIONAL
STATES
Table A.1: The following table lists 557 X˜ state vibrational bands that
have been assigned and fitted from dispersed fluorescence and
stimulated-emission pumping experiments. Also listed are vibrational band
that have not been assigned so far. Table 4.2 shows the fitted parameter for
the effective Hamiltonian in equation 4.1.
Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
8.784 8.797 0 0 1 0 0 0 90.166 90.142 1 0 0 4 0 0
9.713 9.713 0 0 0 0 0 1 92.048 92.104 1 2 0 2 0 0
14.12 14.14 0 0 0 1 0 0 93.436 93.467 0 0 1 6 0 0
15.11 15.184 0 1 0 0 0 0 95.404
24.523 24.527 0 0 0 0 1 0 95.766 95.748 2 0 0 2 0 0
28.24 28.269 0 0 0 2 0 0 98.098 98.057 2 2 0 0 0 0
34.191 34.108 1 0 0 0 0 0 98.914 98.914 1 0 1 4 0 0
43.284 43.341 0 1 0 2 0 0 99.525 99.521 0 1 0 6 0 0
49.34 49.252 1 1 0 0 0 0 101.105
56.43 56.493 0 0 0 4 0 0 101.648 101.522 3 0 0 0 0 0
58.205 58.314 0 2 0 2 0 0 102.316 102.194 0 0 2 6 0 0
62.156 62.145 1 0 0 2 0 0 104.097 104.188 0 0 0 6 0 2
65.28 65.288 0 0 1 4 0 0 104.511 104.497 2 0 1 2 0 0
67.69 105.074 105.056 1 1 0 4 0 0
68.038 67.948 2 0 0 0 0 0 107.649 107.618 1 0 2 4 0 0
70.559 108.195 108.269 0 1 1 6 0 0
70.922 70.918 1 0 1 2 0 0 109.7 109.716 1 0 0 4 0 2
71.408 71.454 0 1 0 4 0 0 110.387 110.248 3 0 1 0 0 0
74.064 74.016 0 0 2 4 0 0 110.782 110.734 2 1 0 2 0 0
77.173 77.174 1 1 0 2 0 0 112.809 112.808 0 0 0 8 0 0
82.584 113.092
82.74 82.706 1 0 0 0 2 0 113.268
83.141 83.052 2 1 0 0 0 0 113.536
84.67 84.673 0 0 0 6 0 0 113.68 113.644 1 1 1 4 0 0
85.995 113.845
86.283 86.315 0 2 0 4 0 0 114.271
continued on next page
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
115.4 143.631 143.531 4 0 1 0 0 0
116.068 116.09 2 0 0 0 2 0 143.399
116.571 144.089 144.02 3 1 0 2 0 0
116.706 116.585 3 1 0 0 0 0 144.365
118.094 118.098 1 0 0 6 0 0 144.982
119.457 146.044 146.013 1 0 0 8 0 0
119.896 119.87 1 2 0 4 0 0 146.362 146.462 3 0 2 2 0 0
120.071 146.627
121.45 146.87 146.862 2 1 1 4 0 0
121.65 121.601 0 0 1 8 0 0 147.131
122.635 147.642 147.596 1 2 0 6 0 0
123.075 148.026
123.479 148.598
123.511 123.511 2 0 0 4 0 0 149.192 149.207 3 0 0 0 2 0
125.508 125.62 2 2 0 2 0 0 149.842 149.851 4 1 0 0 0 0
125.76 150.2 150.117 1 1 2 6 0 0
126.875 126.869 1 0 1 6 0 0 150.367
127.515 151.254 151.237 2 0 0 6 0 0
128.167 152.128
128.643 152.431
129.148 129.077 3 0 0 2 0 0 152.741
130.404 130.327 0 0 2 8 0 0 153.146 153.146 2 2 0 4 0 0
131.624 131.55 3 2 0 0 0 0 153.348
131.764 154.786 154.783 1 0 1 8 0 0
132.167 132.082 0 0 0 8 0 2 155.19
132.25 132.259 2 0 1 4 0 0 155.682 155.523 0 1 0 10 0 0
132.901 132.897 1 1 0 6 0 0 155.826
134.319 156.016
134.952 134.828 4 0 0 0 0 0 156.352
135.656 135.572 1 0 2 6 0 0 156.606 156.6 3 0 0 4 0 0
136.284 158.222
137.2 158.407 158.416 0 0 2 10 0 0
137.341 137.432 1 0 0 6 0 2 158.731 158.863 3 2 0 2 0 0
137.809 137.803 3 0 1 2 0 0 158.995
138.414 138.378 2 1 0 4 0 0 159.516
140.842 140.94 2 0 2 4 0 0 159.957 159.932 0 0 0 10 0 2
141.043 140.899 0 0 0 10 0 0 160.014 159.984 2 0 1 6 0 0
141.28 160.749 160.696 1 1 0 8 0 0
141.53 141.54 1 1 1 6 0 0 161.36
142.231 161.523
142.881 142.904 2 0 0 4 0 2 161.901
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
162.197 162.133 4 0 0 2 0 0 177.421
163.387 163.486 1 0 2 8 0 0 177.576
163.698 177.96 178.028 1 1 2 8 0 0
164.367 178.176
164.685 164.776 4 2 0 0 0 0 178.32
164.701 178.46
164.984 178.943 178.926 2 0 0 8 0 0
165.093 165.106 1 0 0 8 0 2 179.113
165.342 165.325 3 0 1 4 0 0 179.304
165.823 179.416
166.025 165.986 2 1 0 6 0 0 179.606 179.471 4 0 2 2 0 0
166.73 179.85 179.801 3 1 1 4 0 0
167.003 180.
167.272 180.145
167.752 180.736 180.635 2 2 0 6 0 0
168.007 167.867 5 0 0 0 0 0 181.138
168.582 168.664 2 0 2 6 0 0 181.445
169.056 168.944 0 0 0 12 0 0 181.605
169.435 182.025 182.056 4 0 0 0 2 0
169.699 182.487 182.656 1 0 1 10 0 0
170.145 182.825 182.85 5 1 0 0 0 0
170.366 170.39 2 0 0 6 0 2 183.08 182.998 2 1 2 6 0 0
170.843 170.836 4 0 1 2 0 0 183.37
171.463 171.421 3 1 0 4 0 0 183.443
172.317 184.109 184.089 3 0 0 6 0 0
172.706 184.219
173.805 185.061
174.006 173.983 3 0 2 4 0 0 185.227 185.16 5 0 2 0 0 0
174.015 173.887 1 0 0 10 0 0 185.755
174.265 185.942
174.42 174.525 2 1 1 6 0 0 186.153 186.142 3 2 0 4 0 0
174.684 186.408
175.013 187.062
175.352 175.281 1 2 0 8 0 0 187.397
175.837 175.813 3 0 0 4 0 2 187.507
175.969 187.691 187.672 2 0 1 8 0 0
176.271 187.95
176.543 188.212
176.65 176.547 5 0 1 0 0 0 188.487
176.833 188.82
177.09 177.032 4 1 0 2 0 0 189.412 189.409 4 0 0 4 0 0
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
189.829 206.987
190.702 207. 207.225 3 1 1 6 0 0
191.298 191.358 1 0 2 10 0 0 207.437
191.702 191.832 4 2 0 2 0 0 207.668
192.812 192.74 1 0 0 10 0 2 208.122 208.087 2 2 0 8 0 0
192.83 192.813 3 0 1 6 0 0 208.431 208.441 4 0 0 4 0 2
193.606 193.556 2 1 0 8 0 0 208.748
194.193 209.399 209.295 6 0 1 0 0 0
194.295 209.633
194.958 194.916 5 0 0 2 0 0 209.936 209.771 5 1 0 2 0 0
196.349 196.351 2 0 2 8 0 0 210.149
196.624 210.334
197.044 210.4 210.489 1 0 1 12 0 0
197.237 210.66 210.68 2 1 2 8 0 0
197.382 210.844
197.542 197.735 5 2 0 0 0 0 210.895
197.833 197.838 2 0 0 8 0 2 211.237 211.346 0 1 0 14 0 0
198.115 198.111 4 0 1 4 0 0 211.336
198.837 198.789 3 1 0 6 0 0 211.483
199.614 211.552 211.546 3 0 0 8 0 0
199.84 211.65
199.897 211.947
200.275 212.028
200.786 200.639 6 0 0 0 0 0 212.154 212.207 5 0 2 2 0 0
201.389 201.47 3 0 2 6 0 0 212.289
201.664 201.721 1 0 0 12 0 0 212.37 212.46 4 1 1 4 0 0
202.249 212.64
202.435 212.862
202.602 213.018
202.805 213.326 213.388 3 2 0 6 0 0
202.965 213.656
203.13 203.062 3 0 0 6 0 2 213.86
203.622 203.595 5 0 1 2 0 0 214.457
204.183 204.184 4 1 0 4 0 0 214.675 214.639 5 0 0 0 2 0
204.318 214.987
205.19 215.146
205.856 215.2
206.13 215.407 215.323 2 0 1 10 0 0
206.65 206.745 4 0 2 4 0 0 215.626 215.582 6 1 0 0 0 0
206.662 206.577 2 0 0 10 0 0 215.79 215.593 3 1 2 6 0 0
206.839 215.97
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
216.018 216.174 1 1 0 12 0 0 224.53 224.528 5 2 0 2 0 0
216.12 224.7
216.198 224.76
216.507 225.15 225.25 2 0 0 10 0 2
216.684 216.656 4 0 0 6 0 0 225.327 225.357 4 0 1 6 0 0
216.948 225.393
217.305 226.091 226.123 3 1 0 8 0 0
217.568 226.304
217.649 226.49
217.91 217.885 6 0 2 0 0 0 226.832
218.042 227.102
218.378 227.228
218.441 227.372 227.425 6 0 0 2 0 0
218.648 227.605
218.747 227.83
218.881 218.858 4 2 0 4 0 0 228.004
219.088 219.19 1 0 2 12 0 0 228.307
219.232 228.88 228.925 3 0 2 8 0 0
219.562 228.946
219.799 229.197
220.198 229.368
220.261 220.269 3 0 1 8 0 0 229.683
220.638 229.692
220.725 230.013
220.77 230.259 230.278 3 0 0 8 0 2
220.995 221.09 2 1 0 10 0 0 230.405 230.426 6 2 0 0 0 0
221.307 230.528 230.617 5 0 1 4 0 0
221.388 230.63
221.64 231.113
221.724 221.939 5 0 0 4 0 0 231.257 231.306 4 1 0 6 0 0
221.885 231.527
222.017 231.689
222.245 231.833
222.623 231.922
223.222 232.354
223.432 232.723
223.675 232.81
223.783 232.948
223.969 224.001 2 0 2 10 0 0 233.029
224.08 233.394
224.143 233.433
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
233.631 246.94
233.931 247.144
234.036 233.99 4 0 2 6 0 0 247.698 247.691 3 0 1 10 0 0
234.069 234.192 2 0 0 12 0 0 247.997 248.047 7 1 0 0 0 0
234.231 248.157
234.666 248.613
234.734 248.762
234.935 248.912 248.937 5 0 0 6 0 0
235.016 249.341
235.481 235.448 4 0 0 6 0 2 250.022
235.652 250.171
235.976 236.08 6 0 1 2 0 0 250.284
236.096 250.744
236.302 250.945
236.56 251.331 251.295 5 2 0 4 0 0
236.635 236.667 5 1 0 4 0 0 251.713
236.833 252.186
237.229 252.593 252.573 4 0 1 8 0 0
237.586 252.701 252.624 2 0 0 12 0 2
237.849 253.478 253.425 3 1 0 10 0 0
238.02 254.176 254.189 6 0 0 4 0 0
238.395 254.542
238.542 255.207
238.884 238.969 3 0 0 10 0 0 255.505
239.072 256.236
239.189 239.228 5 0 2 4 0 0 256.341 256.346 3 0 2 10 0 0
239.285 256.458
240.607 240.602 3 2 0 8 0 0 256.641
240.856 240.79 5 0 0 4 0 2 256.773
241.903 241.777 7 0 1 0 0 0 256.937 256.95 6 2 0 2 0 0
242.343 242.237 6 1 0 2 0 0 257.284
242.799 242.937 2 0 1 12 0 0 257.394
243.872 243.874 4 0 0 8 0 0 257.501 257.46 3 0 0 10 0 2
244.721 244.669 6 0 2 2 0 0 257.6 257.614 5 0 1 6 0 0
245.256 257.838
245.374 257.944
245.486 258.466 258.398 4 1 0 8 0 0
245.932 245.856 4 2 0 6 0 0 259.704 259.66 7 0 0 2 0 0
246.095 260.34
246.468 260.502
246.566 260.79
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
261.323 261.206 4 0 2 8 0 0 275.003 275.08 3 0 1 12 0 0
261.481 275.872 275.909 5 0 0 8 0 0
261.838 276.768 276.858 7 0 2 2 0 0
262.132 276.932
262.387 262.424 4 0 0 8 0 2 277.189
262.81 262.844 6 0 1 4 0 0 277.416
263.56 263.537 5 1 0 6 0 0 277.713
263.827 278.058
264.243 278.26
264.959 278.723
265.193 278.904
265.493 265.382 8 0 0 0 0 0 279.193
265.637 279.461
265.763 279.796 279.76 4 0 1 10 0 0
265.914 279.841 279.962 2 0 0 14 0 2
266.159 266.224 5 0 2 6 0 0 280.15 280.245 8 1 0 0 0 0
266.315 266.359 3 0 0 12 0 0 280.867 280.931 6 0 0 6 0 0
266.765 281.586
267.09 281.747
267.267 282.318
267.523 267.547 5 0 0 6 0 2 282.472
268.335 268.293 7 0 1 2 0 0 282.963
268.863 268.87 6 1 0 4 0 0 283.213
269.183 283.514
269.618 283.517 283.452 6 2 0 4 0 0
270.002 283.69
270.175 283.864
270.482 270.514 2 0 1 14 0 0 284.15
271.099 271.061 4 0 0 10 0 0 284.362
271.438 271.431 6 0 2 4 0 0 284.584 284.585 5 0 1 8 0 0
271.535 284.704 284.61 3 0 0 12 0 2
271.768 285.528 285.461 4 1 0 10 0 0
271.933 286.131 286.159 7 0 0 4 0 0
272.125 286.71
272.979 272.859 6 0 0 4 0 2 287.413
273.21 288.247
273.52 288.439 288.392 4 0 2 10 0 0
273.811 288.651
274.103 273.991 8 0 1 0 0 0 289.108 289.099 7 2 0 2 0 0
274.349 274.429 7 1 0 2 0 0 289.363 289.372 4 0 0 10 0 2
274.867 288.89
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
289.537 289.585 6 0 1 6 0 0 304.92
290.427 290.381 5 1 0 8 0 0 305.372
290.909 305.539
291.41 305.568
291.626 291.623 8 0 0 2 0 0 305.865
291.999 305.917 305.939 9 0 1 0 0 0
292.576 306.325 306.348 8 1 0 2 0 0
293.223 306.946 306.918 4 0 1 12 0 0
293.845 307.638 307.652 6 0 0 8 0 0
294.168 307.727
294.261 294.279 5 0 0 8 0 2 307.861
294.726 294.79 7 0 1 4 0 0 308.115
294.888 295.008 8 2 0 0 0 0 308.75 308.773 8 0 2 2 0 0
295.481 295.481 6 1 0 6 0 0 309.234
295.991 309.369
296.587 309.754
296.731 310.024
297.198 310.636
297.451 297.352 9 0 0 0 0 0 310.923
298.216 298.172 6 0 2 6 0 0 311.144
298.246 298.22 4 0 0 12 0 0 311.559 311.531 5 0 1 10 0 0
298.422 311.874 311.726 3 0 0 14 0 2
298.842 312.036 312.175 9 1 0 0 0 0
299.099 312.6 312.64 7 0 0 6 0 0
299.322 299.361 6 0 0 6 0 2 312.799
299.527 312.965
299.752 313.48
299.957 314.021
300.239 300.231 8 0 1 2 0 0 314.284
300.773 300.794 7 1 0 4 0 0 314.42
301.21 314.859
301.545 315.316
301.944 315.511 315.329 7 2 0 4 0 0
302.345 316.287 316.305 6 0 1 8 0 0
302.404 302.436 3 0 1 14 0 0 316.323 316.29 4 0 0 12 0 2
302.847 302.855 5 0 0 10 0 0 316.459
303.342 303.355 7 0 2 4 0 0 316.622
303.654 317.113
303.98 317.306 317.199 5 1 0 10 0 0
304.17 317.825 317.85 8 0 0 4 0 0
304.679 304.648 7 0 0 4 0 2 317.918
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
318.103 334.991 335.13 3 1 0 16 0 0
318.575 335.089
319.336 335.421
319.905 335.541
320.199 320.139 5 0 2 10 0 0 335.733
320.568 336.499
320.788 337.352
320.973 320.985 5 0 0 10 0 2 337.63
320.994 320.974 8 2 0 2 0 0 337.941 337.994 9 1 0 2 0 0
321.198 321.27 7 0 1 6 0 0 338.469 338.451 5 0 1 12 0 0
322.085 322.071 6 1 0 8 0 0 339.047 339.103 7 0 0 8 0 0
323.305 323.311 9 0 0 2 0 0 340.354 340.415 9 0 2 2 0 0
323.565 341.59 341.541 7 2 0 6 0 0
323.882 340.968
324.413 341.084
324.637 341.649
324.89 342.289
325.186 342.795
325.55 343.008 343.003 6 0 1 10 0 0
325.781 325.841 6 0 0 8 0 2 343.703 343.838 10 1 0 0 0 0
325.841 344.018 344.062 8 0 0 6 0 0
325.968 344.326
326.074 344.95
326.191 345.121
326.477 326.457 8 0 1 4 0 0 345.955
326.857 346.445
326.921 326.899 9 2 0 0 0 0 346.668
327.155 327.14 7 1 0 6 0 0 347.118 346.926 8 2 0 4 0 0
327.789 347.666 347.732 7 0 1 8 0 0
327.917 347.681 347.666 5 0 0 12 0 2
328.931 348.176
329.136 329.056 10 0 0 0 0 0 348.69
329.322 348.779
329.638 348.975
329.781 329.834 7 0 2 6 0 0 349.216 349.26 9 0 0 4 0 0
329.838 329.776 5 0 0 12 0 0 349.415
330.716 330.854 2 1 0 18 0 0 349.599
330.869 330.889 7 0 0 6 0 2 349.938
331.837 331.897 9 0 1 2 0 0 350.107
332.407 332.438 8 1 0 4 0 0 350.253
334.332 334.351 6 0 0 10 0 0 350.37
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
350.9 372.511
351.017 374.177 374.176 7 0 1 10 0 0
351.612 351.588 6 0 2 10 0 0 374.348 374.321 5 0 0 14 0 2
352.265 352.3 6 0 0 10 0 2 375.121 375.199 9 0 0 6 0 0
352.574 352.576 9 2 0 2 0 0 375.73
352.652 352.669 8 0 1 6 0 0 376.417
353.509 353.469 7 1 0 8 0 0 377.292
354.717 354.727 10 0 0 2 0 0 377.836
355.09 378.458
355.415 378.728 378.737 6 0 0 12 0 2
355.556 378.74 378.867 8 0 1 8 0 0
355.841 379.825 379.779 7 1 0 10 0 0
356.06 380.269 380.391 10 0 0 4 0 0
356.337 380.654
356.801 381.475
357.05 357.111 7 0 0 8 0 2 382.286
357.29 382.799
357.736 383.249 383.316 7 0 0 10 0 2
357.886 357.845 9 0 1 4 0 0 383.704 383.542 5 0 0 16 0 0
358.531 358.522 10 2 0 0 0 0 383.917 383.782 9 0 1 6 0 0
358.543 358.513 8 1 0 6 0 0 384.613 384.574 8 1 0 8 0 0
360.452 360.492 11 0 0 0 0 0 385.842 385.869 11 0 0 2 0 0
361.043 361.028 6 0 0 12 0 0 387.043
361.143 387.493
361.377 387.824
361.543 387.994 388.089 8 0 0 8 0 2
362.101 362.13 8 0 0 6 0 2 388.37
362.236 362.299 3 1 0 18 0 0 388.876
362.986 389.277
363.153 389.515
363.226 363.289 10 0 1 2 0 0 389.586 389.599 9 1 0 6 0 0
363.849 363.802 9 1 0 4 0 0 391.433 391.661 12 0 0 0 0 0
365.483 365.547 7 0 0 10 0 0 392.084 391.974 7 0 0 12 0 0
366.409 366.475 4 1 0 16 0 0 393.064 393.086 9 0 0 6 0 2
369.356 369.366 10 1 0 2 0 0 393.388 393.421 4 1 0 18 0 0
369.791 369.679 6 0 1 12 0 0 394.097
370.184 370.261 8 0 0 8 0 0 394.363
370.674 395.036
370.832 396.048
371.518 396.398 396.445 8 0 0 10 0 0
372.301 397.459 397.502 5 1 0 16 0 0
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
397.568 423.847 423.756 10 0 0 6 0 2
398.146 423.984
398.994 424.407
400.586 400.602 7 0 1 12 0 0 424.885
400.987 401.127 9 0 0 8 0 0 425.243
401.803 401.709 6 1 0 14 0 0 426.776
401.846 426.976 427.045 9 0 0 10 0 0
402.592 428.269 428.211 6 1 0 16 0 0
403.44 429.029
403.699 429.731
405.004 431.191 431.22 8 0 1 12 0 0
405.134 405.051 8 0 1 10 0 0 431.614 431.7 10 0 0 8 0 0
405.181 405.151 6 0 0 14 0 2 432.451 432.346 7 1 0 14 0 0
405.982 406.049 10 0 0 6 0 0 435.625 435.671 7 0 0 14 0 2
406.135 406.072 7 1 0 12 0 0 435.727 435.627 9 0 1 10 0 0
406.635 436.573 436.613 11 0 0 6 0 0
407.709 436.75 436.654 8 1 0 12 0 0
408.313 437.47
409.009 438.583
409.355 439.933 439.963 8 0 0 12 0 2
409.496 409.502 7 0 0 12 0 2 440.2 440.26 10 0 1 8 0 0
409.591 409.71 9 0 1 8 0 0 441.232 441.164 9 1 0 10 0 0
410.274 441.819 441.814 12 0 0 4 0 0
410.42 444.412 444.451 9 0 0 10 0 2
410.692 410.621 8 1 0 10 0 0 445.003 444.774 7 0 0 16 0 0
411.15 411.242 11 0 0 4 0 0 446.046 445.908 10 1 0 8 0 0
411.211 448.777 448.772 8 0 0 14 0 0
412.58 449.218 449.167 10 0 0 8 0 2
413.649 449.49
414.031 414.033 8 0 0 10 0 2 449.868
414.487 414.317 6 0 0 16 0 0 450.27
414.539 450.444
415.024 452.744
415.428 415.387 9 1 0 8 0 0 452.923 452.952 9 0 0 12 0 0
416.718 416.737 12 0 0 2 0 0 454.24 454.139 11 0 0 6 0 2
418.714 418.774 9 0 0 8 0 2 454.523
419.269 455.481
419.716 457.285 457.345 10 0 0 10 0 0
420.264 458.691 458.603 7 1 0 16 0 0
420.42 420.4 10 1 0 6 0 0 461.489
422.611 422.616 8 0 0 12 0 0 461.911 461.981 11 0 0 8 0 0
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
462.826 462.673 8 1 0 14 0 0 551.978
465.829 552.455
466.834 466.891 12 0 0 6 0 0 552.778 552.757 8 0 3 20 0 0
467.047 466.931 9 1 0 12 0 0 553.228 553.255 8 0 0 22 0 0
470.133 553.471
471.526 471.409 10 1 0 10 0 0 554.244
474.441 554.541
474.622 554.91 554.943 13 0 1 10 0 0
474.973 474.914 8 0 0 16 0 0 554.946 554.943 13 0 1 10 0 0
478.888 478.849 9 0 0 14 0 0 555.126 555.07 11 0 2 14 0 0
482.963 482.983 10 0 0 12 0 0 555.761 555.932 12 1 0 12 0 0
487.298 487.347 11 0 0 10 0 0 556.088 556.01 15 0 0 6 0 0
491.896 491.97 12 0 0 8 0 0 556.115
492.829 556.178 556.146 9 0 3 18 0 0
495.775 556.475 556.479 9 0 0 20 0 0
496.873 496.903 10 1 0 12 0 0 556.505
497.207 557.059
500.064 557.854
501.346 501.354 11 1 0 10 0 0 558.265
504.376 558.804 558.781 7 0 1 24 0 0
504.794 504.736 9 0 0 16 0 0 559.119 559.086 12 0 2 12 0 0
508.61 508.615 10 0 0 14 0 0 559.533 559.537 14 0 1 8 0 0
508.729 559.62 559.611 11 1 1 14 0 0
512.66 512.71 11 0 0 12 0 0 559.928 559.859 10 0 0 18 0 0
517.01 517.05 12 0 0 10 0 0 560.118 560.241 11 3 1 12 0 0
530.771 530.612 9 0 0 18 0 0 560.214 560.35 13 1 0 10 0 0
534.221 534.24 10 0 0 16 0 0 560.423
538.041 538.07 11 0 0 14 0 0 561.286 561.302 16 0 0 4 0 0
542.088 542.131 12 0 0 12 0 0 561.691
542.895 542.796 10 0 1 16 0 0 561.817 561.855 8 0 1 22 0 0
544.015 544.169 9 1 0 18 0 0 562.725
546.462 546.455 13 0 0 10 0 0 562.905
546.538 546.603 11 0 1 14 0 0 563.427 563.427 11 0 0 16 0 0
547.628 547.702 9 0 2 18 0 0 563.66 563.601 12 1 1 12 0 0
548. 547.872 10 1 0 16 0 0 564.421 564.421 12 3 1 10 0 0
550.639 550.642 12 0 1 12 0 0 564.506 564.453 15 0 1 6 0 0
550.719 565.014 565.066 14 1 0 8 0 0
551.078 551.071 14 0 0 8 0 0 565.109 565.056 9 0 1 20 0 0
551.149 551.285 10 0 2 16 0 0 567.177 567.213 12 0 0 14 0 0
551.546 565.208
551.604 551.783 11 1 0 14 0 0 565.612
continued on next page
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
566.308 585.285 585.329 11 3 1 14 0 0
566.368 585.453 585.471 10 0 0 20 0 0
566.728 586.892
567.64 567.859 13 1 1 10 0 0 588.214 588.156 13 0 2 12 0 0
567.978 567.935 14 0 2 8 0 0 588.681 588.625 15 0 1 8 0 0
568.508 568.414 10 0 1 18 0 0 588.843 588.782 11 0 0 18 0 0
569.726 569.723 16 0 1 4 0 0 589.192 589.22 12 3 1 12 0 0
570.136 589.253 589.4 14 1 0 10 0 0
570.205 589.329
570.415 570.388 8 0 2 22 0 0 589.452
571.216 571.248 13 0 0 12 0 0 590.309
571.71 571.719 13 0 3 10 0 0 590.669
571.98 571.96 11 0 1 16 0 0 591.97
572.154 592.297 592.296 12 0 0 16 0 0
572.61 572.416 14 1 1 8 0 0 592.495 592.423 14 0 2 10 0 0
572.906 572.829 15 0 2 6 0 0 592.72
573.304 573.347 10 1 0 18 0 0 593.294 593.392 13 3 1 10 0 0
573.56 573.567 9 0 2 20 0 0 593.682
574.049 593.961
574.453 594.195
575.56 575.56 14 0 0 10 0 0 594.303 594.125 15 1 0 8 0 0
575.703 575.723 12 0 1 14 0 0 595.571
576.171 576.267 14 0 3 8 0 0 596.02 596.045 13 0 0 14 0 0
576.845 576.994 11 1 0 16 0 0 596.551 596.509 13 0 3 12 0 0
576.864 576.902 10 0 2 18 0 0 596.66 596.805 14 1 1 10 0 0
577.062 597.109 597. 15 0 2 8 0 0
577.421 597.396 597.314 11 0 1 18 0 0
578.86 578.854 8 0 3 22 0 0 598.97
579.274 579.341 8 0 0 24 0 0 600.077 600.059 14 0 0 12 0 0
579.706 579.735 13 0 1 12 0 0 600.823 600.806 12 0 1 16 0 0
580.254 580.182 15 0 0 8 0 0 601.12
580.33 580.425 11 0 2 16 0 0 601.363 601.371 15 1 1 8 0 0
580.774 580.864 12 1 0 14 0 0 601.92 601.917 16 0 2 6 0 0
580.974 602.127 602.201 11 1 0 18 0 0
581.828 602.676
582.62 603.804 603.869 9 1 1 22 0 0
583.762 604.376 604.367 15 0 0 10 0 0
584.032 584.025 14 0 1 10 0 0 604.519 604.532 13 0 1 14 0 0
584.262 584.166 12 0 2 14 0 0 605.761 605.797 12 1 0 16 0 0
584.879 584.989 13 1 0 12 0 0 606.282
585.093 606.94 606.915 10 1 1 20 0 0
continued on next page
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
607.892 607.863 9 0 3 22 0 0 631.924
608.54 608.523 14 0 1 12 0 0 632.967 633.029 14 0 1 14 0 0
609.079 609.001 16 0 0 8 0 0 632.967 632.876 16 0 0 10 0 0
609.244 609.248 12 0 2 16 0 0 634.29 634.283 13 1 0 16 0 0
609.571 609.634 13 1 0 14 0 0 634.46
610.175 610.141 11 1 1 18 0 0 636.807 636.676 10 0 0 24 0 0
610.914 636.996 637.006 15 0 1 12 0 0
610.932 610.933 10 0 3 20 0 0 637.539 637.528 17 0 0 8 0 0
612.335 637.76 637.753 13 0 2 16 0 0
612.821 612.809 15 0 1 10 0 0 638.05 638.092 14 1 0 14 0 0
612.947 612.952 13 0 2 14 0 0 638.885 638.98 17 0 3 6 0 0
613.737 613.741 14 1 0 12 0 0 639.361 639.483 11 0 0 22 0 0
613.972 613.991 17 0 0 6 0 0 639.577 639.525 11 0 3 20 0 0
614.098 614.02 12 3 1 14 0 0 641.385 641.294 16 0 1 10 0 0
614.143 614.134 11 0 0 20 0 0 642.21 642.189 15 1 0 12 0 0
616.093 642.485 642.466 12 0 0 20 0 0
616.913 616.92 14 0 2 12 0 0 642.57 642.4 13 3 1 14 0 0
617.345 617.381 12 0 0 18 0 0 643.145
617.489 617.421 16 0 1 8 0 0 644.257 644.289 18 0 3 4 0 0
617.955 617.894 13 3 1 12 0 0 645.594 645.656 13 0 0 18 0 0
618.167 618.151 15 1 0 10 0 0 645.909 645.924 17 0 1 8 0 0
619.278 646.38 646.263 14 3 1 12 0 0
620.753 620.848 13 0 0 16 0 0 646.63 646.603 16 1 0 10 0 0
621.23 621.184 15 0 2 10 0 0 649.021 649.082 14 0 0 16 0 0
621.455 649.44
621.653 651.026 650.974 12 0 1 20 0 0
622.047 622.065 14 3 1 10 0 0 651.53
622.642 622.665 11 0 1 20 0 0 652.78 652.776 15 0 0 14 0 0
623.068 654.093 654.141 13 0 1 18 0 0
624.27 656.89 656.767 16 0 0 12 0 0
624.513 624.566 14 0 0 14 0 0 657.502 657.544 14 0 1 16 0 0
625.304 625.264 9 0 2 24 0 0 657.952 657.93 16 0 3 10 0 0
625.727 625.773 16 0 2 8 0 0 659.214 659.233 18 0 2 6 0 0
625.88 625.889 12 0 1 18 0 0 661.102 661.086 17 0 0 10 0 0
627.016 661.207 661.215 15 0 1 14 0 0
627.921 662.391 662.515 17 0 3 8 0 0
628.065 628.117 10 0 2 22 0 0 662.46 662.452 14 1 0 16 0 0
628.578 628.565 15 0 0 12 0 0 662.781
629.261 629.334 13 0 1 16 0 0 665.236 665.184 16 0 1 12 0 0
629.558 629.491 15 0 3 10 0 0 666.33 666.239 15 1 0 14 0 0
630.619 668.942
continued on next page
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Eobs Ecalc n1 n2 n3 n4 n5 n6 Eobs Ecalc n1 n2 n3 n4 n5 n6
670.399 670.468 13 0 0 20 0 0 676.398 676.314 20 0 0 4 0 0
670.65 670.469 14 3 1 14 0 0 676.982 676.998 15 0 0 16 0 0
670.867 670.829 19 0 0 6 0 0 679.231 679.179 19 0 1 6 0 0
673.664 673.607 14 0 0 18 0 0 680.787 680.674 16 0 0 14 0 0
674.41 682.145 682.068 14 0 1 18 0 0
674.52 674.327 15 3 1 12 0 0 685.41 685.437 15 0 1 16 0 0
675.942 688.962 689.09 16 0 1 14 0 0
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APPENDIX B
MOLECULAR BEAM
This appendix describes the necessary equipment to make a gas mixture of
a carrier gas and Thiophosgene. Figure B.1 shows a schematic view of our
system. The following list details each important component:
1. A: Stainless steel integral-bonnet needle valve from Swagelok. This
valve allows bubbling rate adjustment (SCCl2 concentration in carrier
gas).
2. B: Stainless steel plug valve from Swagelok. One of them lets the carrier
gas in contact with SCCl2. The other one takes out carrier gas/SCCl2
mixture from the container.
3. C: Stainless steel male cross from Swagelok.
4. D: Pressure gauge.
5. E: Glass container (see Figure B.3).
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Figure B.1: Schematic representation of Figure B.2. See text for the
description of each item.
Figure B.2: Glove box picture highlighting the molecular beam apparatus.
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Figure B.3: Glass container close-up picture.
99
APPENDIX C
LASER ALIGNMENT NOTES
C.1 Dye Laser
A Continnum ND6000 dye laser was pumped by Nd-YAG second harmonic
(532 nm) for exciting Thiophosgene from the X˜ to the B˜. During my time
in the Gruebele Lab, we had to replace our old Surelite I by a new one. Even
though, the old and new lasers are from the same company (Continuum) and
they have the same specifications, the new Surelite I burnt out both dye laser
turning prisms. In order to avoid it two changes had to be introduced in the
dye laser layout.
First, a beam telescope was placed before the first beam splitter in the dye
laser. The new Surelite I beam profile is smaller and uneven in comparison
to the old Surelite I beam profile so the telescope makes the beam about
6 mm in diameter avoiding optics damage. The telescope is composed of a
positive and negative focal length lenses whose specifications can be found
in the dye laser manual.
Second, the first turning prism was replaced by two high-energy mirrors
(Thorlabs, NB1-K12) coated for Nd-YAG second harmonic. This was a major
change because their mount had to be machined from scratch. Initially both
prisms would be replaced; however, it turned out to be necessary the change
of only the first turning prism. These two changes took care of the problems
created by the new Surelite I beam profile and brought up to specification
the dye laser power output (∼1 W).
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C.2 Autotracker
The optimum working pump diameter is approximately 6 mm for the Auto-
tracker III (Inrad). Thus, the output from the dye laser has to be expanded
using a telescope to increase the beam diameter from 5 mm up to 6 mm.
This increment in diameter allows to get a 20 % doubling efficiency.
101
REFERENCES
[1] Fujiwara, T.; Moule, D. C.; Lim, E. C. Thiophosgene, a molecule tailor-
made for testing fundamental theoretical concepts of radiationless tran-
sitions: Intramolecular dynamics of s1cl2cs. Journal of Physical Chem-
istry A 2003, 107, 10223–10227.
[2] Ludwiczak, M.; Latimer, D. R.; Steer, R. P. The b-x laser-induced flu-
orescence excitation spectrum of jet-cooled cl2cs: Origin location and
partial vibronic analysis. J. Mol. Spectrosc. 1991, 147, 414–430.
[3] Simard, B.; MacKenzie, V. J.; P. A, H.; Steer, R. P. Optical-optical
double resonance study of the b(1a1) and a(3a2) states of thiophosgene.
Can. J. Chem 1994, 72, 745–757.
[4] Strickler, B.; Gruebele, M. Vibrational dynamics of sccl2 from the zero
point to the first dissociation limit. Physical Chemistry Chemical Physics
2004, 6, 3786–3800.
[5] Judge, R. H.; Moule, D. C. A vibronic analysis of the b1a1 electronic
transistion in thiophosgene. J. Mol. Spec. 1980, 80, 363–373.
[6] Brody, T. A.; Flores, J.; French, J. B.; Mello, P. A.; Pandey, A.; Wong,
S. S. M. Random-matrix physics: Spectrum and strength fluctuations.
Rev. Mod. Phys. 1981, 53, 385.
[7] Gruebele, M. Bose statistics triangle rule model for intramolecular vibra-
tional energy redistribution. J. Phys. Chem. 1996, 100, 12183–12192.
[8] Zhu, K.; Neale, N. R.; Miedaner, A.; Frank, A. J. Enhanced charge-
collection efficiencies and light scattering in dye-sensitized solar cells
using oriented tio2 nanotubes arrays. Nano Letters 2006, 7, 69–74.
[9] Busfield W. K., Taylor M. J., W. E. Far infrared and raman spectra and
structure of dithiophosgene. Canadian Journal of Chemistry 1964, 42,
2107.
[10] Frenzel, C. A.; Blick, K. E.; Bennett, C. R.; Niedenzu, K. Investigations
of raman and infrared spectra of thiophosgene and polymeric species.
Journal of Chemical Physics 1970, 53, 198–204.
102
[11] Durig, J. R.; Lord, R. C. Far infrared absorption, vibrational spectra
and structure of tetrafluoro-1,3-dithietane. Spectrochimica Acta 1963,
19, 769–774.
[12] et al., M. J. F. Gaussian 03, revision C.02; Gaussian, Inc.: Wallingford,
CT 2004.
[13] H.-J. Werner, P.J. Knowles, R. L. F. M. M. S. MOLPRO, version 2009.1,
a package of ab initio programs 2009.
[14] Jamorski, C.; Casida, M. E.; Salahub, D. R. Dynamic polarizabili-
ties and excitation spectra from a molecular implementation of time-
dependent density-functional response theory: N-2 as a case study. Jour-
nal of Chemical Physics 1996, 104, 5134–5147.
[15] Silva, M. R.; Schreiber, M.; Sauer, S. P. A.; Thiel, W. Benchmarks for
electronically excited states: Time-dependent density functional theory
and density functional theory based multireference configuration inter-
action. Journal of Chemical Physics 2008, 129.
[16] Fabian, J. Electronic excitation of sulfur-organic compounds - perfor-
mance of time-dependent density functional theory. Theoretical Chem-
istry Accounts 2001, 106, 199–217.
[17] Stanton, J. F.; Bartlett, R. J. The equation of motion coupled-cluster
method - a systematic biorthogonal approach to molecular-excitation
energies, transition-probabilities, and excited-state properties. Journal
of Chemical Physics 1993, 98, 7029–7039.
[18] Fujiwara, T.; Moule, D. C.; Lim, E. C. Optical-optical double resonance
probe of the dark state of thiophosgene in supersonic free jet. Chemical
Physics Letters 2004, 389, 165–170.
[19] Grayson, J. I. Industrial scale synthesis of thiophosgene and its deriva-
tives. Organic Process Research and Development 1997, 1, 240–246.
[20] Dellavedova, C. O.; Aymonino, P. J. Raman and infrared-spectra of
trichloromethanesulfenyl chloride (ccl3scl). Journal of Raman Spec-
troscopy 1986, 17, 485–486.
[21] Ham, N. S. The vibrational spectrum of trichloromethanesulphenyl chlo-
ride. Spectrochimica Acta 1963, 19, 385–386.
[22] Bowman, J. M.; Huang, X. C.; Handy, N. C.; Carter, S. Vibrational
levels of methanol calculated by the reaction path version of multimode,
using an ab initio, full-dimensional potential. Journal of Physical Chem-
istry A 2007, 111, 7317–7321.
103
[23] Herzberg, G. Spectra of diatomic molecules; Van Nostrand: New York,
1945.
[24] Field, R. W.; Capelle, G. A.; Revelli, M. A. Optical-optical double res-
onance laser spectroscopy of bao. J. Chem. Phys. 1975, 63, 3228–3237.
[25] Neckers, D. C., Jenks, W. S., Wolff, T., Eds. Advances in Photochem-
istry, Vol. 28; John Wiley: New York, 2005.
[26] Farnworth, E. R.; King, G. W. The 2780 absorption system of thio-
phosgene. J. Mol. Spectrosc. 1973, 46, 419–428.
[27] Levine, S. Z.; Knight, A. R.; Steer, R. P. Fluorescence from the second
excited singlet state of thiophosgene vapor. Chem. Phys. Lett. 1974, 29,
73–76.
[28] Oka, T.; Knight, A. R.; Steer, R. P. A spectroscopic study of fluorescence
from the second excited singlet state of thiophosgene vapor. J. Chem.
Phys. 1975, 63, 2414–2420.
[29] Strickler, B.; Gruebele, M. Potentials interpolated with potentials: the
six-dimensional b state surface of thiophosgene. Chem. Phys. Lett. 2001,
349, 137–145.
[30] Darling, B. T.; Dennison, D. M. The water vapor molecule. Phys. Rev.
Lett. 1940, 57, 128–139.
[31] Fermi, E. ber den ramaneffekt des kohlendioxyds. Z. Physik 1931, 71,
250–259.
[32] Chowdary, P. D.; Gruebele, M. An effective hamiltonian survey of the
anharmonic vibrational state space of sccl2 up to the dissociation energy.
Journal of Chemical Physics 2009, 130.
[33] Chowdary, P. D.; Gruebele, M. Regular vibrational state progressions at
the dissociation limit of sccl2. Journal of Chemical Physics 2009, 130,
024305–11.
[34] Weidinger, D.; Gruebele, M. Quantum computation with vibrationally
excited polyatomic molecules: effects of rotation, level structure, and
field gradients. Molecular Physics 2007, 105, 1999–2008.
[35] Stolyarov, D.; Polyakova, E.; Bezel, I.; Wittig, C. Rate coefficients for
photoinitiated {NO2} unimolecular decomposition: energy dependence
in the threshold regime. Chemical Physics Letters 2002, 358, 71–76.
[36] Miyawaki, J.; Yamanouchi, K.; Ysuchiya, S. State-specific unimolecular
reaction of no2 just above the dissociation threshold. J. Chem. Phys.
1993, 98, 1–11.
104
[37] Ionov, S. I.; Brucker, G. A.; Jaques, C.; Chen, Y.; Wittig, C. Prob-
ing the no2 → no + o transition state via time resolved unimolecular
decomposition. The Journal of Chemical Physics 1993, 99, 3420–3435.
[38] Jost, R.; Nygrd, J.; Pasinski, A.; Delon, A. Magnetic field control of the
no 2 photodissociation threshold. Phys. Rev. Lett. 1997, 78, 3093–3096.
[39] Logan, D. E.; Wolynes, P. G. Quantum localization and energy flow
in many-dimensional fermi resonant systems. J. Chem. Phys. 1990, 93,
4994–5012.
[40] Perry, D. S. Random matrix treatment of intramolecular vibrational
redistribution. i. methodology and anharmonic interactions in 1-butyne.
J. Chem. Phys. 1993, 98, 6665–6677.
[41] Oka, T. Vibration-rotation interaction in symmetric-top molecules and
the splitting between a1 and a2 levels. J. Chem. Phys. 1967, 47, 5410–
5426.
[42] Madsen, D.; Pearman, R.; Gruebele, M. Approximate factorization of
molecular potential surfaces. i. basic approach. J. Chem. Phys. 1997,
106, 5874–5893.
[43] Alexander, S.; Orbach, R. Density of states on fractals - fractons. Jour-
nal De Physique Lettres 1982, 43, L625–L631.
[44] Schofield, S.; Wolynes, P. G. A scaling perspective on quantum energy
flow in molecules. J. Chem. Phys. 1993, 98, 1123–1131.
[45] Chowdary, P. D.; Gruebele, M. Size- and energy-scaling of non-statistical
vibrational quantum states. Phys. Rev. Lett. 2008, 101, 250603.
[46] Choi, Y. S.; Moore, C. B. Quasistable extreme motion vibrational states
of hfco above its dissociation threshold. The Journal of Chemical Physics
1991, 94, 5414–5425.
[47] Gruebele, M. Intramolecular vibrational dephasing obeys a power law
at intermediate times. Proc. Nat. Acad. Sci. USA 1998, 95, 5965–5970.
[48] Boyarkin, O. V.; Rizzo, T. R.; Perry, D. S. Intramolecular energy trans-
fer in highly vibrationally excited methanol. ii. multiple timescales of
energy redistribution. J. Chem. Phys. 1999, 110, 11346.
[49] Bigwood, R.; Gruebele, M. Models of intramolecular energy redistribu-
tion spanning deterministic and statistical approaches. ACH Models in
Chemistry 1997, 134, 675.
105
[50] Nesbitt, D. J.; Field, R. W. Vibrational energy flow in highly excited
molecules- role of intramolecular vibrational redistribution. J. Phys.
Chem 1996, 100, 12735–12756.
[51] Solina, S. A. B.; O’Brien, J. P.; Field, R. W.; Polik, W. F. Dispersed
fluorescence spectrum of acetylene from the a1au origin: Recognition of
polyads and test of multiresonant effective hamiltonian model for the x
state. J. Phys. Chem. 1996, 100, 7797–7809.
[52] Keshavamurthy, S. On the nature of highly vibrationally excited states
of thiophosgene. Journal of Chemical Sciences 2012, 124, 291–300.
[53] Stewart, G. M.; McDonald, J. D. Intramolecular vibrational relaxation
from c-h stretch fundamentals. J. Chem. Phys. 1983, 78, 3907–3915.
[54] Berrios, E.; Sundaradevan, P.; Gruebele, M. Franckcondon fingerprint-
ing of vibration-tunneling spectra. The Journal of Physical Chemistry
A 2013.
[55] Fisher, J. A.; Xu, L. H.; Suenram, R. D.; Pate, B.; Douglass, K. Confor-
mational isomerism in 1-heptanal. J. Mol. Struct. 2006, 795, 143–154.
[56] Leitner, D. M.; Levine, B.; Quenneville, J.; Martinez, T. J.; Wolynes,
P. G. Quantum energy flow and trans stilbene photoisomerization: an
example of a non-rrkm reaction. J. Phys. Chem. 2003, 107, 10706–
10716.
[57] Leitner, D. M. Influence of quantum energy flow and localization on
molecular isomerization in gas and condensed phases. Int. J. Quantum
Chem. 1999, 75, 523–531.
[58] Leitner, D. M.; Gruebele, M. Quantum model of restricted vibrational
energy flow on the way to the transition state in unimolecular reactions.
Molecular Physics 2008, 106, 433–442.
[59] Lee, S.; Engel, M.; Gruebele, M. The state space model of vibrational
energy flow: An experimental test using sep spectra of jet-cooled thio-
phosgene. Chem. Phys. Lett. 2006, 420, 151–156.
[60] Chowdary, P. D.; Strickler, B.; Lee, S.; Gruebele, M. The x¡-a sep spectra
of jet-cooled thiophosgene. Chem. Phys. Lett. 2007, 434, 182–187.
[61] Sibert, E. L., I.; Gruebele, M. Molecular vibrational energy flow and
dilution factors in an anharmonic state space. J. Chem. Phys. 2006,
124, 024317.
[62] Jung, C.; Taylor, H. S.; Sibert, E. L. Assignment and extraction of dy-
namics of a small molecule with a complex vibrational spectrum: Thio-
phosgene. Journal of Physical Chemistry A 2006, 110, 5317–5325.
106
[63] Solina, S. A. B.; O’Brien, J. P.; Field, R. W.; Polik, W. F. The acetylene
s0 surface: From dispersed fluorescence spectra to polyads to dynamics.
Ber. Bunsenges. Phys. Chem. 1995, 99, 555–560.
[64] Kellman, M. E.; Xiao, L. New assignment of fermi resonance spectra. J.
Chem. Phys. 1990, 93, 5821–5825.
[65] Deutsch, D. Quantum-theory, the church-turing principle and the uni-
versal quantum computer. Proc. Roy. Soc. London Series A 1985, 400,
97–117.
[66] Doslic, N.; Kuhn, O.; Manz, J. A. coherent vs. incoherent hydrogen
dynamics across or through a barrier: Infrared laser pulse controlled ul-
trafast h-atom switching in two-dimensional asymmetric double well po-
tentials. Berichte der Bunsengesellschaft fr physikalische Chemie 1998,
102, 292–297.
[67] Bernstein, E.; Vazirani, U. Quantum complexity theory. Siam Journal
on Computing 1997, 26, 1411–1473.
[68] Knill, E. Quantum computing with realistically noisy devices. Nature
2005, 434, 39–44.
[69] Shor, P. W. Scheme for reducing decoherence in quantum computer
memory. Physical Review A 1995, 52, R2493–R2496.
[70] Troppmann, U.; Gollub, C.; de Vivie-Riedle, R. The role of phases and
their interplay in molecular vibrational quantum computing with mul-
tiple qubits. New Journal of Physics 2006, 8.
[71] Troppmann, U.; de Vivie-Riedle, R. Mechanisms of local and global
molecular quantum gates and their implementation prospects. Journal
of Chemical Physics 2005, 122.
[72] Amitay, Z.; Kosloff, R.; Leone, S. R. Experimental coherent computation
of a multiple-input and gate using pure molecular superpositions. Chem.
Phys. Lett. 2002, 359, 8–14.
[73] Nielsen, M. A.; Chuang, I. L. Quantum Computation and Quantum
Information; Cambridge University Press: Cambridge, 1 ed., 2000.
[74] Zhu, W.; Botina, J.; Rabitz, H. Rapidly convergent iteration methods
for quantum optimal control of population. J. Chem. Phys. 1998, 108,
1953–1963.
[75] Charbonneau, P. Genetic algorithms in astronomy and astrophysics. The
Astrophysical Journal Supplement Series 1995, 101, 309–334.
107
[76] Zhao, M. Y.; Babikov, D. Phase control in the vibrational qubit. Journal
of Chemical Physics 2006, 125.
[77] Tesch, C. M.; de Vivie-Riedle, R. Quantum computation with vibra-
tionally excited molecules. Physical Review Letters 2002, 89, 157901–
157904.
[78] Sundermann, K.; de Vivie-Riedle, R. Extensions to quantum optimal
control algorithms and applications to special problems in state selective
molecular dynamics. Journal of Chemical Physics 1999, 110, 1896–1904.
[79] Babikov, D. Accuracy of gates in a quantum computer based on vibra-
tional eigenstates. Journal of Chemical Physics 2004, 121, 7577–7585.
[80] Zhao, M. Y.; Babikov, D. Anharmonic properties of the vibrational
quantum computer. Journal of Chemical Physics 2007, 126.
[81] Gu, Y.; Babikov, D. On the role of vibrational anharmonicities in a
two-qubit system. Journal of Chemical Physics 2009, 131, 034306–11.
[82] Allen, L.; Eberly, J. H. Optical resonance and two-level atoms; Dover:
New York, 2 ed., 1987.
[83] Metcalfe, T. S.; Charbonneau, P. Stellar structure modeling using a
parallel genetic algorithm for objective global optimization. Journal of
Computational Physics 2003, 185, 176–193.
[84] Zitzler, E.; Deb, K.; Thiele, L. Comparison of multiobjective evolution-
ary algorithms: Empirical results. Evolutionary Computation 2000, 8,
173–195.
[85] Bigwood, R.; Gruebele, M. A simple matrix model of intramolecular
vibrational redistribution and its implications. Chemical Physics Letters
1995, 235, 604–613.
[86] Aliferis, P.; Gottesman, D.; Preskill, J. Quantum accuracy threshold for
concatenated distance-3 codes. Quant. Inf. Comput 2006, 6, 97–165.
[87] Press, W. H.; Teukolsky, S. A. Numerical recipes in Fortran; Cambridge
University Press: New York, 1 ed., 1992.
[88] Gruebele, M.; Wolynes, P. G. Quantizing ulam’s control conjecture.
Phys. Rev. Lett. 2007, 99, 060201.
[89] Fowler, T. K. Nuclear power - fusion. Reviews of Modern Physics 1999,
71, S456–S459.
108
[90] Wu, T. C.; Shi, C. H.; An, W. K.; Zhang, X.; Qiu, X. J. Muon motion
induced by a superintense laser in muon-catalyzed fusion. Contributions
to Plasma Physics 2008, 48, 307–310.
[91] Tabak, M.; Hammer, J.; Glinsky, M. E.; Kruer, W. L.; Wilks, S. C.;
Woodworth, J.; Campbell, E. M.; Perry, M. D.; Mason, R. J. Ignition
and high-gain with ultrapowerful lasers. Physics of Plasmas 1994, 1,
1626–1634.
[92] Smirnova, O.; Spanner, M.; Ivanov, M. Molecule without electrons:
binding bare nuclei with strong laser fields. Phys Rev Lett 2003, 90,
243001.
[93] Zhi, M.; Sokolov, A. V. Numerical study of nuclear collisions induced
by superintense ultrashort laser pulses incident on aligned molecules.
Physical Review A 2009, 80, 023415.
[94] Feit, M. D.; Fleck Jr, J. A.; Steiger, A. Solution of the schrdinger equa-
tion by a spectral method. Journal of Computational Physics 1982, 47,
412–433.
[95] Press, W. H.; Teukolsky, S. A.; T., V. W.; Flannery, B. P. Numerical
Recipes in Fortran 90: The art of parallel scientific computing; Cam-
bridge University Press: Cambridge, 1996.
[96] Vibok, A.; Balint-Kurti, G. G. Parametrization of complex absorbing
potentials for time-dependent quantum dynamics. The Journal of Phys-
ical Chemistry 1992, 96, 8712–8719.
[97] Bosch, H. S.; Hale, G. M. Improved formulas for fusion cross-sections
and thermal reactivities. Nuclear Fusion 1992, 32, 611–631.
109
