Abstract. The goal of this article is to give an exposition of some recent results on tensor products and restrictions for rational representations of the general linear group in positive characteristic. The exposition is based on our papers 13, 14, 15]. We also outline the relations with the LLT algorithm and the ideal structure of the group algebra of the nitary symmetric group.
Introduction
We begin with some motivating discussion about translation functors, following Jantzen 42] . Let G be a reductive algebraic group over an algebraically closed eld F of characteristic p > 0, and let C denote the category of all rational FGmodules. Writing X (resp. X + ) for the set of integral weights (resp. dominant integral weights) corresponding to the root system of G, we have for each 2 X + the modules L( ); ( ); r( ) and T( ) which are the irreducible, standard (Weyl), costandard (induced) and indecomposable tilting modules of highest weight respectively. We would of course like to describe the inverse decomposition numbers L( ) : ( )], allowing us to compute the formal characters of irreducibles as linear combinations of Weyl characters, and also the r-ltration multiplicities T( ) : r( )] r . Jantzen's translation functors have played a key role in attacking (and in the analogous quantum problems, solving) these questions.
We recall brie y the de nition of the translation functor T , for ; 2 X lying in the closure of the same alcove. Let C( ) denote the linkage class corresponding to , that is, the full subcategory of C consisting of all modules with composition factors of the form fL(w ) j w 2 W p g where W p denotes the a ne Weyl group, acting on X by the usual dot action. There is an exact projection functor pr : C ! C( ) given on objects by taking the largest submodule belonging to C( ). Then, the translation functor T : C( ) ! C( ) is the functor pr (? r( )) where is the unique dominant weight conjugate under the Weyl group to ( ? ). When and belong to the interior of the same alcove (or more generally, the same facet) the functor T is an equivalence of categories.
The key situation to consider is when 2 X + lies in some alcove A and lies on the interior of a wall in the upper closure of A. Let s denote the re ection of in the wall containing (s can viewed as a simple re ection in W p ). Then, T L( ) = L( ) but the module T L( ) is far more complicated. It is known that T L( ) has simple head and socle isomorphic to L( ), and also that T L( ) contains L( s) as a composition factor with multiplicity 1. In particular, this implies that T L( ) has Loewy length at least 3. Moreover, the Lusztig conjecture is equivalent to the statement that T L( ) has length exactly 3 for within a certain region. This equivalence was proved by Andersen 2, 2.16] and
Cline-Parshall- Scott 20] . So understanding the structure of T L( ) even for such special con gurations of and is a fundamental problem.
Question. What does T L( ) look like in general, for ; 2 X + lying in the closure of the same alcove but neither lying in the closure of the facet containing the other? For example, when is it non-zero? When is it irreducible or indecomposable? Can one give a lower bound on its Loewy length?
In this article, we will descibe some recent results 14] which answer these questions in special cases for G = GL n (F). For instance, we will see in our special cases that the Loewy length of T L( ) has a natural lower bound equal to 2 dim End G (T L( )) ? 1: This lower bound can take any odd value, for suitable choices of ; and su ciently large n. The lower bound 3 mentioned above is then a special case of our results. Actually, we will not work with the functor T in type A, but instead introduce functors F and E for 2 Z=pZ which roughly speaking are given by tensoring with the natural GL n (F) as at the level of representation theory, the`wall crossing functor' s = T T plays the role of the simple re ection s 2 W p , our functors E and F play the role (in a way we make precise later) of the simple root generators e ; f 2ĝl p .
The remainder of the article is organized as follows. We begin in section 1 with some quite general results from 15] about the structure of tensor products of the form M r( ) in characteristic p, remembering that for a G-module M, T M is by de nition a certain linkage class of M r( ) for suitable . Then for the remainder of the paper, we specialize to G = GL(n), when there are very close connections between the tensor product M r( ) for special and the restriction of M to the subgroup GL(n ? 1). In section 2, we state in detail the de nitions of the functors E and F and our main results from 14] . The proof of these depended on rst reformulating the results in terms of the branching problems from GL(n) to GL(n ? 1) studied in our earlier work 47, 48, 49, 51, 52, 10, 11, 17] . In section 3, we explain the connection between the functors F and the LLT algorithm 56, 55] , basing our account on the recent results of Varagnolo and Vasserot 69] . In section 4 we discuss some of the other connections between tensor products and restrictions in GL(n) obtained in 13] , in particular, the relationship with tilting modules and the work of Mathieu and Papadopoulou 58] . As applications of these techniques, section 5 contains the corollaries of our main results for the symmetric group, while the relations between tensor ideals 5, 32, 33] and ideals of group algebras of the nitary symmetric group 8] are outlined in section 6.
The material described here was presented in lectures at the Symposium on modular representation theory at the University of Virginia. The second author would like to thank the organizers M. Collins, E. Cline, B. Parshall and L. Scott for hospitality and for the possibility to publish this exposition in the proceedings of the conference.
Notation
General conventions: If G and H are two groups, L is an FG-module and M is an FH-module we write L M for the outer tensor product of L and M (which is a module over G H). If N is another FG-module we write L N for the inner tensor product of L and N (which is a G-module). If L is irreducible, I is indecomposable, and M is an arbitrary FG-module, then M : L] stands for the multiplicity of L as a composition factor of M, and (M : I) stands for the multiplicity of I as an indecomposable summand of M. If G is an algebraic group, a G-module will always mean a rational FG-module, unless otherwise stated.
Notation in arbitrary type: If G is an arbitrary reductive algebraic group over F, we will follow Jantzen 42] for notation. In particular, R denotes the root system of G with respect to a xed maximal torus T, R + R denotes the set of positive roots determined by a choice of Borel subgroup B + containing T, and f 1 ; : : : ; `g R + is the corresponding base for R. We write X(T) for the character group Hom(T; F ), Y (T ) for the cocharacter group Hom(F ; T) and let h ; i be the natural pairing X(T) Y (T ) ! Z. For 2 R, _ denotes the corresponding coroot in Y (T ), and X + (T ) = f 2 X(T)jh ; _ i i 0; i = 1; : : : ;`g denotes the set of dominant weights. Given a weight 2 X(T) and a T-module M, M will denote the -weight space of M, and the formal character of M is ch M.
Notation in type A: In addition, if G = GL(n) = GL n (F), we will make the following choices. We always take T to be all diagonal matrices in GL(n) and B + to be all upper triangular matrices. We identify the weight lattice X(T) with the set X(n) of all n-tuples = ( 1 ; 2 ; : : : ; n ) of integers, corresponding to the character diag(t 1 ; : : : ; t n ) 7 ! t 1 1 : : : t n n ; and X + (T ) with the set X + (n) = f 2 X(n) j 1 n g. We also write i for the weight (0; : : : ; 0; 1; 0; : : :; 0) with 1 in the ith position. The natural n-dimensional GL(n)-module with highest weight 1 will be denoted by V . Its dual V has highest weight ? n . Whenever we need to clarify the group GL(n) that we are referring to, we will add a subscript n to our notation, giving us GL(n)-modules V n ; L n ( ), n ( ), r n ( ) and T n ( ).
General results
Let G denote an arbitrary reductive algebraic group over F. Throughout the article, we consider two types of problems. Firstly, we are interested in tensor products of irreducible (standard, costandard, tilting) G-modules. Secondly, we study the restrictions of irreducible (standard, costandard, tilting) modules from G to its Levi subgroups. We also want to reveal various connections between the two types of problems. Some of the problems have`characteristic-free' answers but we try to consider those which do depend on the characteristic. For example, assume for a moment that the ground eld F has characteristic 0. Let c be the multiplicity of L( ) in L( ) L( ). If G = GL(n), the constant c is a Littlewood-Richardson coe cient. Then, in any characteristic, the tensor product r( ) r( ) has a r-ltration, with r( ) appearing c times. Indeed, the fact that a r-ltration exists follows from the fundamental Donkin-Mathieu theorem on good ltrations (see 68, 22, 57] ), and the multiplicities do not depend on the characteristic as the formal characters of costandard modules do not (they are given by Weyl's character formula).
Moreover 
for arbitrary triples ( ; ; ). Equivalently, we want to understand the primitive vectors in tensor products of the form L( ) r( ).
Our rst result on the space (3) generalizes a well known fact in characteristic 0.
Let Dist(G) be the algebra of distributions of G as in 42, I.7] , which is generated by Dist(T ) and the`divided power' root generators X (n) ; Y (n) for 2 R + ; n 1. (bi) i j 1 i `; b i > h ; _ i ig: Now suppose that G = GL(n) and embed GL(n ? 1) into the top left hand corner of GL(n). Observe that if we take = ?` n for` 0, then the space M ? appearing in 1.1 is precisely the space of vectors in M ? which are primitive with respect to the subgroup GL(n ? 1) , and satisfying in addition X (b) n?1 v = 0 for any b >`. Recalling that r n (?` n ) is precisely the`th symmetric power S`(V n ), one obtains a connection between GL(n)-primitive vectors in the tensor product M S`(V n ) and GL(n ? 1)-primitive vectors in the restriction M # GL(n?1) . We obtained the following extension in one important special case 15, Theorem C]: Theorem 1.2. Fix ; 2 X + (n) with n = n and set`= P n i=1 ( i ? i ). Then, for any submodule M of r n ( ), Hom GL(n) (L n ( ); M S`(V n )) = Hom GL(n?1) (L n?1 ( ); M # GL(n?1) ) where = ( 1 ; : : : ; n?1 ) denotes the restriction of to T \ GL(n ? 1).
We believe it is an important problem to nd the socle of L n ( ) # GL(n?1) for any 2 X + (n). This socle is described by the right hand side of the equation If we take`= 1 in 1.2, we see that the problems of computing the socle of L n ( ) V n and the socle of part of the restriction L n ( ) # GL(n?1) , known as the rst level, are equivalent. The rst level of such restrictions has been studied extensively in our earlier work, especially 49, 10] . This connection was exploited in 14]; we will discuss the results in detail in the next section.
Finally 
Translation functors in type A
For the remainder of the article, we specialize to the case G = GL(n). Given Fix a residue 2 Z=pZ. We can now de ne the functors E : C ! C and F : C ! C: We will rst de ne their restrictions to C( ) for any 2 X(n), and then extend additively to obtain the functors on the whole category C. Given On any xed linkage class C( ), the functor F (resp. E ), for a suitable choice of , coincides with the translation functor T de ned in 42, II.7.6], for any weight 2 X(n) such that the dominant conjugate of ( ? ) is equal to the highest weight of V (resp. V ). We note initially that the argument of 42, II.7.6] shows easily that the functors F and E are (left and right) adjoint to one another, and both are exact.
In the next combinatorial de nitions, the notions of normal and good rst appeared in 49], while the dual notions of conormal and cogood were introduced in 14]. (The reader may be more familiar with normal and good nodes { we reserve this terminology for the symmetric group setting when de nitions are`transposed'). In the de nitions, we call a map from a set M Z to a set N Z increasing (resp. decreasing) if (m) > m (resp. (m) < m) for all m 2 M.
Fix 2 X + (n) and 1 i n. We say i is -removable if either i = n or 1 i < n and i > i+1 ; equivalently, i is -removable if ? i 2 X + (n). We say i is -addable if either i = 1 or 1 < i n and i < i?1 ; equivalently, i is -addable if + i 2 X + (n).
Say i is normal for if i is -removable and there is a decreasing injection from the set of -addable j with i < j n and res(i; i ) = res(j; j + 1)
into the set of -removable j 0 with i < j 0 < n and res(i; i ) = res(j 0 ; j 0). Say i is good for if i is normal for and there is no j that is normal for with 1 j < i and res(j; j ) = res(i; i ).
Say i is conormal for if i is -addable and there is an increasing injection from the set of -removable j with 1 j < i and res(j; j ) = res(i; i + 1)
into the set of -addable j 0 with 1 < j 0 < i and res(j 0 ; j 0 + 1) = res(i; i + 1). Say i is cogood for if i is conormal for and there is no j that is conormal for with i < j n and res(j; j + 1) = res(i; i + 1). Example 2.1. We pause to give an example illustrating the de nitions. Consider n = 4; = (6; 5; 2; 0) and p = 3. The 3-residues of the addable and removable nodes are: In general, for a xed 2 Z=pZ, there is at most one good i for such that res(i; i ) = . Moreover there is exactly one such i if and only if there is at least one normal j for with res(j; j ) = . A similar result is true for conormal and cogood.
Our rst result 14, Theorem A] describes the e ect of F on standard modules (the analogous result for costandard modules follows easily since F commutes with contravariant duality): Theorem 2.2. Fix 2 X + (n) and a residue 2 Z=pZ. Then, F ( ) is zero unless there is at least one -addable i with 1 i n and res(i; i + 1) = . In that case, (i) F ( ) has a ltration with factors ( + j ) for all -addable j with 1 j n and res(j; j + 1) = , each appearing with multiplicity one;
(ii) the head of F ( ) is L j L( + j ) where the sum is over all j with 1 j n such that j is normal for + j and res(j; j + 1) = ;
(iii) if is p r -restricted, every element of the head of F ( ) is also p rrestricted. By contravariant duality, (iii) is a special case of 1.4.
To illustrate the theorem, take as in 2. j n such that j is conormal for and res(j; j + 1) = .
Again, we illustrate the theorem using the setup of 2.1. Then, F 0 L( ) has simple head and socle L( + 4 ), and L( + 1 ) appears in F 0 L( ) with multiplicity 1.
So we see at once that the Loewy length of F 0 L( ) is at least 3. In fact, this example is similar to the length 3 case of translation functors mentioned in the introduction: lies in the upper closure of the facet containing + 4 and + 1 is the re ection of + 4 across a wall containing . Now suppose quite generally that N is a G-module (for any reductive group G) such that It is easy to construct examples of so that the number b from 2.3(iv), 2.7 is arbitrarily large. Thus, we see by 2.7(v) that the Loewy length of F L( ) can be arbitrarily large.
We have not mentioned the functor E adjoint to F yet. In fact, there are entirely analogous statements to 2.2{2.7 in this case, all of which follow directly from the above and some combinatorial arguments. Roughly, one needs to swap addable' and`removable',`normal' and`conormal',`good' and`cogood' in the statements, but there are some other di erences too; for precise statements we refer the reader to 14, Theorems A 0 , B 0 , C 0 ] (where the functor E is denoted Tr ).
Connections with the LLT algorithm
We need to switch to working with polynomial representations. Let (n) X(n) denote all n-tuples ( 1 ; : : : ; n ) satisfying i 0 for i = 1; : : : ; n, and + (n) := (n) \ X + (n). Let (n; r) denote all n-tuples ( 1 ; : : : ; n ) 2 (n) satisfying j j := 1 + + n = r, and + (n; r) := (n; r) \ X + (n). We call elements of (n; r) compositions of r (with at most n non-zero parts), and elements of + (n; r) partitions of r (with at most n non-zero parts).
If is any partition we denote by t the transpose partition, i.e. the partition whose Young diagram is the transpose of the Young diagram of . The following result of Donkin from 24] will be important: Theorem 3.1. For ; 2 + (n; r), ( ) : L( )] = T( t ) : r( t )] r :
We note that 2 + (n; r) does not necessarily imply that t 2 + (n; r), but we can always nd some m > n so that t 2 + (m; r). The expression T( t ) : r( t )] r in the theorem needs to be interpreted as a r-ltration multiplicity inside of the group GL(m) for this larger m. Since Fix n and let F n denote the free Z q; q ?1 ]-module with basis f j 2 + (n)g. This can be regarded as a quotient of F as a U ? -module in an obvious way, so that 45, 56] give us a well-de ned action of U ? on F n satisfying for each 2 Z=pZ:
where the sum is over all -addable i such that res(i; i + 1) = , and a <i denotes the number of -addable j < i with res(j; j + 1) = and r <i denotes the number of -removable k < i with res(k; k ) = .
Now assume for simplicity that p n. Everything we are saying generalizes to the case p < n too, but the de nitions become considerably more technical.
Then it is quite easy to see (because p n) that F n is generated as a , on passing to the quotient F n of F. In fact, the Leclerc-Thibon construction gives similar bases of F n even for n < p. The strategy in the general case is to work not just with U q (ŝl p ) but with the algebra U q (ĝl p ), which is a sum of U q (ŝl p ) and a Heisenberg algebra, and its action on F constructed in 45] . There is also a more geometric construction of the canonical basis of F n in terms of the Hall algebra associated to the cyclic quiver of typeÂ p originating in 34] and exploited by Varagnolo and Vasserot 69] .
To state the main result of 69], we let be a primitive pth root of unity in C . For 2 + (n), write L ( ), ( ), r ( ) and T ( ) for the irreducible, standard, costandard and indecomposable tilting modules for \quantum GL n " over C at the root of unity . Let G denote the Grothendieck group of the category of polynomial representations of quantum GL n at root of unity . Then, there are three natural bases for G , namely, f ( )] = r ( )]g 2 + (n) , f L ( )]g 2 + (n) and f T ( )]g 2 + (n) corresponding to the standard, irreducible and tilting modules respectively. Then, the main results of 69] can be stated as: Now we wish to discuss how the results in section 2 relate to 3.3 in the quantum case. We will assume that all the earlier results described in section 2 in the classical setting have analogues for quantum groups. We have no doubt that this is true, even in the quantum mixed case, with precisely the same statements: there are no modi cations necessary resulting from the di erent Steinberg tensor product theorems in the two settings. However, to date, full proofs in the quantum case have only been given in roughly half of the results, see 10]; the remaining quantizations will be carried out in 16]. We remark that it is not obvious how to deduce all the results from section 2 in the quantum case directly from 3.3: the latter at present only gives information about multiplicities, not about submodule structure.
First, we observe that at q = 1, f = P i + i , summed over all -addable i with res(i; i + 1) = , which is precisely the same as the e ect of the (quantum analogue of the) functor F on the basis ( )] of G . Consequently, we can identify the operator f and the functor F in their actions on the Grothendieck group. So we can calculate the composition multiplicities (resp. the tilting module multiplicities) in F L ( ) (resp. F T ( )) algorithmically by rst computing f L (resp. f T ) using the known action of f on the 's, then rewriting the resulting expression in terms of the L 's (resp. the T 's). This observation was rst made One consequence of these remarks is that there should be an alternative approach to proving the quantum analogue of 2.5, very similar to the result of 29]. In the language of crystal bases, 2.5 is equivalent to describing precisely when the operator f sends an upper global crystal basis element to a single upper global crystal basis element. It would be interesting to determine in a similar way when f sends a lower global crystal basis element to a single lower global crystal basis element, that is, when f T = T for some . In terms of representation theory, this is:
Question. For 2 + (n), when is F T( ) an indecomposable tilting module?
Relating tensor products and restrictions
We have already mentioned in section 1 one source of connections between tensor products and restrictions to Levi subgroups. We will now describe two more ways such connections arise. The results in this section were all obtained in 13].
Fix a 1 and = (n 1 ; : : : ; n a ) 2 (a; n) (a composition of n with a nonzero parts). Let GL( ) = GL(n 1 ) GL(n a ) denote the standard Levi subgroup of GL(n) consisting of all invertible block diagonal matrices with block sizes n 1 ; : : : ; n a . Of course, if = (n) then GL( ) = GL(n) while, at the other extreme, if = (1; : : : ; 1) then GL( ) is the maximal torus T < GL(n). The following theorem is 13, Theorem 2.8].
Theorem 4.1. Let 2 (a; n) and (1) ; : : : ; (a) 2 + (n) be partitions such that (i) has at most n i non-zero rows for each i. Let (i) = ( (i) 1 ; : : : ; (i) ni ) 2 + (n i ).
For any polynomial GL(n)-module M, Hom GL(n) (M; r n ( (1) ) r n ( (a) )) = Hom GL( ) (M# GL( ) ; r n1 ( (1) ) r na ( (a) )):
The following corollary of 4.1 (with a = 2) should be compared with 1.2:
Corollary 4.2. Fix ; 2 + (n) with n = 0. Then, Hom GL(n) (L n ( ); r n ( ) S`(V )) = Hom GL(n?1) ( n?1 ( ); L n ( ) # GL(n?1) ) where`= j j ? j j.
The main tool used in the proof of 4.1 is a polynomial induction functor from Levi subgroups. This notion goes back to 23] (see also 27]). However we prove a new property of this functor (see 4.3 below), which is crucial for 4.1.
Let M F (n) (resp. M F (n; r)) be the category of polynomial GL(n)-modules (resp. of degree r), and analogously, let M F ( ) (resp. M F ( ; r)) be the category of polynomial GL( )-modules (resp. of degree r). The restriction of a polynomial module (resp. a polynomial module of degree r) from GL(n) to GL( ) is again a polynomial module (resp. a polynomial module of degree r). So we have the exact restriction functor R n : M F (n) ! M F ( ):
We now describe how to construct a functor which is right adjoint to R n . Let A(n) denote the subalgebra of the algebra of regular functions F GL(n)] generated by the functions fc ij j 1 i; j ng, where c ij picks out the ij-entry of a matrix g 2 GL(n). There are two commuting left actions of GL(n) on A(n), the left regular and right regular actions, which we de ne for g; g 0 2 GL(n); f 2 A(n) by (g l f)(g 0 ) = f(g ?1 g 0 ) and (g r f)(g 0 ) = f(g 0 g) respectively.
For M 2 M F ( ), we de ne the GL(n)-module (M A(n)) GL( ) where the GL(n)-action on the induced module comes from the right regular action of GL(n) on A(n) and the trivial action on M, and the action of GL( ) on M A(n) under which we are taking xed points comes from the given action on M and the left regular action on A(n). S n (V ) : Q n ( )); where Q n ( ) is the the injective hull of L n ( ) in the category of polynomial GL(n)-modules.
(ii) dim L n ( ) = (
Of these, (i) is a result of Donkin 24, Lemma 3.4(i)] and (ii) is due to Mathieu and Papadopoulou 58].
The symmetric group
The results in section 2 on translation functors can be translated into analogous results abouts symmetric groups using the techniques of the Schur functors. In this section we describe these results on the symmetric groups, most but not all of which can be found in 14], and shortly discuss the`translation' techniques.
Let r be the symmetric group on r letters. If is a partition of r we write `r. We denote by S (resp. Y , M ) the Specht (resp. Young, permutation) module over F r corresponding to a partition `r, and by D the irreducible F r -module, corresponding to a p-regular partition `r. The Now we want to say a little more about the translation techniques to go from the results on tensor products in section 2 to the results stated here about Ind (and analogously, how to deduce the results stated here about Res from branching rules from GL(n) to GL(n ? 1)).
Fix now integers n; r and compositions = (n 1 ; : : : ; n a ) 2 (a; n) and = (r 1 ; : : : ; r a ) 2 (a; r)
for some a such that n r and n i r i for i = 1; : : : ; a. We denote by = r1 ra < r the standard Young subgroup of r corresponding to the composition . Let GL( ) be the corresponding Levi subgroup of GL(n), and be the corresponding Young subgroup r1 ra of r . We rst consider the e ect of Schur functors (which amount to taking certain weight spaces) on restrictions from GL(n) to GL( Lemma 5.8. Fix 2 + (n; r) and 2 (n; r). (i) F n;r r n ( ) = S ;
(ii) F n;r n ( ) = (S ) = S t sgn;
(iii) F n;r L n ( ) is zero unless is p-restricted, in which case F n;r L n ( ) = D t sgn : (iv) F n;r (
S n (V )) = M ; (vi) F n;r T n ( ) = Y t sgn.
(vii) F n;r P n ( ) = F n;r Q n ( ) = Y , where P n ( ) (resp. Q n ( )) is a projective cover (resp. injective hull) of L n ( ) in M F (n; r).
Let Perm := Perm r \GL( ). Then Perm is isomorphic to the Young subgroup < r . We can now de ne a more general Schur functor (ii) Given modules M i 2 M F (n; r i ) for i = 1; : : : ; a, F n;r (M 1 M a ) = (F n;r1 M 1 F n;ra M a ) " as an element of + (n; r) and each ( (i) ) t as elements of + (n i ; r i ) or + (n; r i ).
Then, T n ( (a) ) : T n ( ) ;
The deduction of the results on Ind from the results in section 2 is also quite straightforward.
Finally, note that parts (iii) and (iv) of 5.4 and 5.7 are new so we sketch their proof here in more detail. The proof for Res is similar to that for Ind and we concentrate on the latter one.
So x a p-regular partition of r, an integer n > r, and a residue 2 Z=pZ. A. Zalesskii has shown (see 70] and the references there) that some ring theoretic questions on the group algebras of locally nite groups are closely related to the asymptotic behavior of the branching rules for nite groups. This fundamental observation accounts for the recent noticeable progress in the theory of group algebras of locally nite groups.
We illustrate the ideas for the case of the nitary symmetric group. Given a (two-sided) ideal I in the group algebra F 1 we can form a family of ideals I n := I \ F n < F n ; n = 1; 2; : : : :
This family has the property I n \ F m = I m ; for any 1 m n; (5) and I can be reconstructed from it as I = S n 1 I n : On the other hand, given a family of ideals I n < F n satisfying the property (5) we may form a union I = S n 1 I n , and then I \ F n = I n for any n. Thus the main problem is how to`glue' a big ideal from small ones or how to produce and classify the families of ideals satisfying (5) . The right formalism for doing this comes from a sort of`asymptotic' representation theory of symmetric groups.
De nition 6.1. (A. Zalesskii). Let n be a set of the isomorphism classes of irreducible F n -modules, n = 1; 2; : : : . The collection = f n g n2N is called an inductive system (for 1 ) if for any m; n 2 N with m < n the following two properties hold: it by h( ). If = f n g n2N is an inductive system we de ne its height h( ) by setting h( ) = supfh( ) j D 2 n for some n 2 Ng:
