We consider a 2mth-order strongly elliptic operator A subject to Dirichlet boundary conditions in a domain Ω of R n , and show the Lp regularity theorem, assuming that the domain has less smooth boundary. We derive the regularity theorem from the following isomorphism theorems in Sobolev spaces. Let k be a nonnegative integer. When A is a divergence form elliptic operator, A − λ has a bounded inverse from the Sobolev space W
Introduction
Let us consider a 2mth-order strongly elliptic operator in divergence form
subject to Dirichlet boundary conditions in a domain Ω of R n with n ≥ 2. The well known regularity theorem for the elliptic equation The aim of this paper is to improve the regularity theorem by replacing the smoothness assumption on the boundary ∂Ω of Ω by the condition that ∂Ω is of class C k+1 . Since k + m > k + 1 implies m > 1, our result is new for higher-order elliptic equations. We derive the regularity theorem from the isomorphism theorem, which states that the operator A−λ has a bounded inverse from W (Ω)∩W m p,D (Ω) for λ belonging to a suitable sectorial region in the complex plane. Since the regularity theorem is an immediate consequence of the isomorphism theorem, our main task in this paper is to construct the inverse of A − λ. In [16] (see also [13, 14, 15] ) we have already done so for k = 0 on the basis of the Hardy-type inequality for the Sobolev spaces satisfying Dirichlet boundary conditions.
We also consider a 2mth-order strongly elliptic operator in non-divergence form and if Ω is a C k+2m domain. For m = 1 we refer to [11, Chapter 9] , and for general m and k = 0 we refer to [3, Theorem 8.2] , [22, Chapter 5] . We can also find the regularity theorem for the operator (1.3); we refer to [8, Theorem 8.13] for m = 1 and p = 2, [18, Theorem 3.14] for general m and p = 2, and [2, Theorem 15.2] for general m, k, p. In this paper, we obtain these theorems for non-divergence form operators under the assumption that the boundary of a domain is of class C k+m+1 .
Main results
In order to state the main results we define some symbols. Let i = √ −1. Let x = (x 1 , . . . , x n ) be a generic point in R n and set for λ ∈ C \ {0}. This norm is equivalent to the usual norm, which corresponds to the case λ = 1. For s ∈ N the Sobolev space W −s p (Ω) of negative order is the set of functions f which can be written as
We also define the λ-dependent
where the infimum is taken over all the expressions of f in (2.1). Let s ∈ N 0 . By definition we have the inequalities
which will be frequently used. We first consider an elliptic operator A in divergence form given by (1.1). Let a 0 (x, ξ) be the principal symbol of A:
We fix a nonnegative integer k ∈ N 0 and assume the following conditions:
(HD1) There exists δ > 0 such that
If k = 0, then the leading coefficients are uniformly continuous.
We will define a special C k,1 domain in Definition 5.1 below. A uniformly C k,1 domain is defined in terms of special C k,1 domains, as a domain with minimally smooth boundary is defined in terms of special Lipschitz domains (see [21, Chapter VI] 
Note that the strong ellipticity implies θ A ∈ [0, π/2). We also use the function ω A on (0, ∞) which describes the modulus of continuity of the leading coefficients:
For R > 0 and θ ∈ (0, π] we set
has a bounded inverse and satisfies
Remark 2.2. When k = 0, we can rewrite (2.5) as
with |α| ≤ m, |β| ≤ m. Since these estimates are equivalent to those obtained in [16, Theorem 2.1], we know that Theorem 2.1 has been already proved for k = 0 in [16] .
We will prove Theorem 2.1 in Sections 3 through 5. Theorem 2.1 immediately yields the following corollary.
Proof. We write
The corollary is proved by induction on k. The assertion for k = 0 is obvious. Suppose that the assertion for k − 1 is true; we will show the assertion for k. Set Au = f . By the assertion for k − 1 we know that u ∈ W
(Ω). Writing (A + R)u = f + Ru and applying the above observation, we find that u = (A k + R)
The interpolation inequality gives (2.6). □
We next consider an elliptic operator A in non-divergence form given by (1.3). Let a 0 (x, ξ) be the principal symbol of A:
For a fixed k ∈ N 0 we assume the following conditions:
(HN1) There exists δ > 0 such that
In addition, the leading coefficients are uniformly continuous if k = 0.
We define the following symbols, which are similar to those in (2.3) and (2.4):
We will prove Theorem 2.4 in Sections 6 through 8.
Proof. The corollary can be proved in the same way as Corollary 2.3. □
We conclude this section with some remarks. In the proof of Theorem 2.1 we always assume that Ω ̸ = R n , since the case Ω = R n can be handled by a slight modification of the proof for the case Ω = R n + . We will prove Theorem 2.1 for the half space by the method of difference quotient and then for a special C k,1 domain by a method similar to that used in [14, 15, 16] . Once we establish the theorem for a special C k,1 domain, we can extend it to a uniformly C k,1 domain by a partition of unity. The detailed argument for carrying over the result to a uniformly C k,1 domain is found in [15] , where we derived the result for a uniformly C m domain under the assumptions (HD1) and (HD2) k with k = 0. We can also make the same remarks for the proof of Theorem 2.4.
For the case k = 0 we do not try to fully investigate whether the smoothness conditions on the coefficients can be relaxed or not, since this paper mainly targets the case k ≥ 1. In some cases Theorems 2.1 and 2.4 also hold for k = 0, if the smoothness assumption on the coefficients is weakened to VMO class. Heck and Hieber [10] showed this for nondivergence form operators in R n . Dong and Kim also showed this under the assumption that λ < 0 in [4] , and extended the result to the case of variably partially VMO coefficients for a Reifenberg flat domain in [5] . We also refer to Maz'ya et al. [12] who considered an elliptic equation with VMO coefficients in a domain whose boundary has exterior normal vectors belonging to VMO class.
Throughout this paper we use the abbreviation (2.8)
We often write a (α) for the derivative D α a, when a is the coefficient of an elliptic operator:
Some reductions for the proof of Theorem 2.1
In this section we will make some reductions for the proof of Theorem 2.1
(Ω), then the right inverse is exactly the inverse of A − λ.
Proof. The lemma is obvious by
W k+m p,D (Ω) ⊂ W m p,D (Ω). □ Lemma 3.2
. It is sufficient to prove Theorem 2.1 with the constant R which may depend on
, which may depend on k. We simply write R(k) for this constant. We will show by induction that for all k ∈ N we can take R(0) as the constant R in Theorem 2.1.
Suppose that the assertion for k − 1 is true; we will prove the assertion for k. If
R(k) ≤ R(0), then there is nothing to prove. So we may assume R(k) > R(0). We must show that
(Ω) has a bounded inverse for λ ∈ Σ(R(0), θ) with |λ| < R(k). We know that this operator is injective, since the corresponding operator for k = 0 is injective. So it remains to show the surjectivity and to evaluate the operator norm of its inverse.
Let
(Ω), and using the same argument as in the proof of Corollary 2.3, we have u ∈ W k+m p,D (Ω) and
Thus we conclude the assertion for k. □ Proof. Let A 0 be the principal part of A, i.e.
(Ω) has an inverse and satisfies
(Ω), and that
which follows by Lemma 3.3. Here we used the symbol given in (2.9). Then we have
consists of the terms with |α| + |β| < 2m. We write
By (3.1) and (3.2) the operator norm of Q is bounded by
(Ω) + Q has an inverse which is given by the Neumann series ∑ ∞ N =0 (−Q) N , and the operator norm of (I W k−m p +Q) −1 is bounded by 2. Therefore A − λ has a right inverse whose operator norm is bounded by 2C 0 . By Lemma 3.1 this right inverse is the inverse of A − λ. Summing up, if we set
−1 exists and satisfies
The rest of the proof runs as in Case 1. □ Lemma 3.
The case k > m in Theorem 2.1 for divergence form elliptic operators reduces to Theorem 2.4 for non-divergence form elliptic operators.
Proof. Let k > m. In view of Lemma 3.4 we may assume that A has no lower-order term. Leibniz's rule gives
In particular, the leading term of A as a non-divergence form operator is written as
Observe that a
(Ω) for |α| = m and γ ≤ α. Also note that Ω is a uniformly C k,1 domain, i.e. a uniformly C (k−m)+m,1 domain. Thus A satisfies conditions (HN1), (HN2) k−m , (HN3) k−m as a non-divergence form operator. Therefore we can apply Theorem 2.4 with k replaced by k − m. □
Proof of Theorem 2.1 for the half space
In this section we will prove Theorem 2.1 when Ω is the half space
To this end we prepare two lemmas. For h ∈ R and 1 ≤ j < n we define the translation τ j,h and the difference operator ∆ j,h by
where e j is the unit vector whose jth entry is 1. We note that
gives (i) for the general case by taking the limit in distributional sense.
To
Taking the infimum, we get (4.2). Inequality (4.3) follows by the definition of λ-norm.
The case k ≥ m + 1 can be handled similarly.
We can obtain (iii) by adjusting the proof of [11, Theorem 9.
Proof. This lemma corresponds to [1, Lemma 9.3] and [6, Lemma 17.2] which deal with the case p = 2. We follow the method which is based on Muramatu's integral formula [19] and was suggested by Muramatu [20] . We need only modify the argument given in the proof of [17, Lemma 10.7] , paying attention to the λ-norm. Muramatu's integral formula is written as
m and using the L p bounded theorem for Muramatu's formula, we
which gives the desired inequality. □ Proof of Theorem 2.1 for the half space. We prove Theorem 2.1 by induction on k. As stated in Remark 2.2, we know that Theorem 2.1 has been already proved for k = 0. In view of Lemmas 3.4 and 3.5 we may assume that A has no lower-order term, and that
(Ω) and |λ| ≥ 1. We write
(Ω). In view of Lemma 3.1 we need only prove that if the operator A k−1 − λ is invertible and satisfies
(Ω), we will show (4.6) in three steps.
Step 1. We will show that
We simply write ∆ h and τ h for ∆ j,h and τ j,h , respectively. Applying ∆ h to (A − λ)u = f with the help of (4.1), we have
For each α with |α| = m we choose γ so that
and rewrite (4.8) as
by (4.5), we have by
Then Lemma 4.1 (iii) yields (4.7).
Step 2. Set
We we will show that
(Ω) and Lemma 4.1 (ii) we know that v ∈ L p (Ω) and
Using (4.7) and Lemma 4.1 (ii), we find that
We now consider D k n v. For each pair of α and β with (α, β) ∈ N , we choose γ and j with 1 ≤ j < n so that γ ≤ α, |γ| = k, e j ≤ β + γ,
.
(Ω) and
We can now apply Lemma 4.2 to v with (4.10), (4.11), (4.12) and (4.13) 
The interpolation inequality gives (4.9).
Step 3. It follows from (4.7) that 
Therefore the interpolation inequality yields (4.6). □
Proof of Theorem 2.1 for a special C k,1 domain
Recall that we write a point x in R n as x = (x ′ , x n ) = (x 1 , . . . , x n ).
Definition 5.1. Let k ∈ N. We say that Ω is a special C k,1 domain if there exists a function ϕ 0 ∈ C 1 (R n−1 ) such that
and that
Throughout this section we assume that Ω and ϕ 0 are as in Definition 5.1, and that Ω is written in the form of (5.1).
C
∞ diffeomorphism on a special domain In order to reduce the problem to the half space R n + , we construct a suitable C ∞ map R n + → Ω. The arguments here are parallel to those in [16, Section 3] , which treated the case k = 0. The idea of constructing a C ∞ map goes back to Gagliardo [7] . We take a function φ ∈ C ∞ 0 (R n−1 ) satisfying
and set φ xn (
Proof. Simple calculations show that there exist functions
where β ∈ N n−1 0
. The lemma follows from these formulas. □
We define a
where the constant κ will be specified shortly. We note that
and that det Φ ′ (x) = ∂ n Φ n (x), where Φ ′ (x) denotes the Jacobi matrix of Φ. We take κ > 0 so that κ∥∂ n ϕ∥ L∞(R n + ) ≤ 2 −1 . Then Φ : R n + → Ω is a diffeomorphism. We denote by Ψ = (Ψ 1 , . . . , Ψ n ) the inverse function of Φ. Let Φ * and Ψ * be the pullbacks by Φ and Ψ, respectively. 
and that for every γ ∈ N n 0 the derivatives b
, where the sums are taken over integers τ satisfying
Proof. We first consider the statement for b αβ . Let y = Φ(x). By repeated use of the identity Φ * D yj Ψ * = ∑ n l=1 (∂Ψ l /∂y j )D x l we find that the first identity of (5.4) holds with the coefficients b αβ written in the form
where the sum is taken over j 1 , . . . , j l ∈ {1, . . . , n} and δ 1 , . . . , δ l such that |δ i | ≥ 1 with 1 ≤ i ≤ l and
Differentiating Ψ ′ (y) = Φ ′ (x) −1 in y repeatedly, and using Cramer's formula with det Φ ′ (x) = ∂ n Φ n (x), we have
where the sum is taken over h ∈ N 0 , j 1 , . . . , j l ∈ {1, . . . , n}, and δ 
Using the inequality max{t − k, 0} + max{s − k, 0} ≤ max{t + s − k, 0}, for t ≥ 0 and s ≥ 0, which can be easily proved by considering four cases according to the signs of t − k and s − k, we have
We can also claim the statement for the derivative b αβ is written in the form of the right-hand side of (5.6), and replacing |α| − |β| by |α| − |β| + |γ| in (5.5).
The statement for c αβ can be shown by observing that a variant of Leibniz's rule gives
and reducing the problem to the properties of b αβ . □
Isomorphisms between Sobolev spaces
, and satisfies
is an isomorphism, using the inequality
which follows by applying the Hardy-type inequality to the Taylor formula divided by x −l n :
(Ω) we write, by Lemma 5.3,
where τ ranges over
If |α| − |β| − k ≤ 0, then (5.8) implies τ = 0 and hence
This combined with (5.7) gives
which gives the first inequality of the lemma.
In the same way we can show that v ∈ W 
Proof. The proof is based on [16, Lemma 4.4] , which states that the operator
and
Taking the infimum of the right-hand side, we get the second inequality of the lemma. The first inequality can be proved similarly. □ 
Elliptic operators in a special
by Lemma 5.3. Since the principal symbol of A 0 is a 0 (Φ(x), t Φ ′ (x) −1 ξ), we see that A 0 satisfies the ellipticity condition corresponding to (HD1). Since a αβ ∈ W 
Hence A 0 satisfies (HD2) k . Therefore we can apply Theorem 2.1 for R n + to A 0 . On the other hand, the next lemma shows that A 1 is viewed as a perturbation.
with C = C(k, m, n, p, M k,A , Ω) .
we wish to evaluate A 1 u. To this end we set
, and evaluate them respectively.
Step 1. For |γ| ≤ k we write
3, where τ ranges over
So it follows by the Hardy-type inequality (5.7) that
Step 2. As stated prior to Lemma 5.6, the coefficientsã αβ belong to W
Step 3. We will show that
We take α 0 and γ so that
and write
Since
, and using Lemma 5.3 and (5.9), we write
which gives (5.10).
Step 4. Combining the above estimates for v, w and f , we get
Since |α ′ | + |β ′ | < 2m and k ≥ 1, we get the lemma. □ Proof of Theorem 2.1 for a special C k,1 domain. We continue to assume that 1 ≤ k ≤ m. LetÃ, A 0 and A 1 be as above. As already stated, we can apply the result for R n + to A 0 . Therefore for a given θ ∈ (θ A , π] there exist R 0 ≥ 1 and C 0 > 0 such that, for λ ∈ Σ(R 0 , θ), the inverse of A 0 − λ exists and satisfies
By Lemma 5.6 there exists C 1 such that
m , which corresponds to (3.2) . Then the same argument as in the proof of Lemma 3.4 shows thatÃ − λ has a right inverse, which we denote by R λ , if |λ| ≥ max{R 0 , (2C 0 C 1 
Preliminaries for Theorem 2.4
In the rest of this paper, we will prove Theorem 2.4 for a non-divergence elliptic operator A, which is written in the form (1.3), and satisfies (HN1) and (HN2) k for a fixed k ∈ N 0 . (Ω), and suppose that A − λ has a right inverse P λ which satisfies the estimate corresponding to (2.7). Let B be the elliptic operator obtained by freezing the coefficients of A at x = 0:
Some reductions for non-divergence form elliptic operators
We may also suppose that B − λ has a right inverse Q λ . It follows from δ B ≥ δ A , M k,B ≤ M k,A and ω B = 0 that the operator norm of Q λ has the same bound as that of P λ . Since B is also regarded as a divergence form elliptic operator from W 
with parameter t ∈ [0, 1], and using the method of continuity, we can derive the injectivity of A − λ from that of B − λ. Therefore P λ = (A − λ) −1 . We can show (ii) in the same way as Lemma 3.2. For (iii) set
respectively, defined in Section 4. Applying ∆ h to (A − λ)u = f , we have .
By Lemma 4.1 (iii) we get (7.3).
n u, N = {α ∈ N n 0 : |α| = 2m, α n < 2m}.
We will show that Thus we get (7.4).
Step 3. It follows from (7.3) that Then the interpolation inequality yields (7.2). Thus we complete the proof of Theorem 2.4 for the half space.
Proof of Theorem 2.4 for a special C k+m,1 domain
In this section we will prove Theorem 2.4 for a special C k+m,1 domain with k ∈ N 0 . In view of Lemma 6.1 we may assume that A has no lower-order term.
Let Ω be a special C k+m,1 domain, which is written as 
