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Using large-scale simulations based on matrix product state and quantum Monte Carlo techniques,
we study the superfluid to Bose glass-transition for one-dimensional attractive hard-core bosons at
zero temperature, across the full regime from weak to strong disorder. As a function of interaction
and disorder strength, we identify a Berezinskii-Kosterlitz-Thouless critical line with two different
regimes. At small attraction where critical disorder is weak compared to the bandwidth, the critical
Luttinger parameter Kc takes its universal Giamarchi-Schulz value Kc = 3/2. Conversely, a non-
universal Kc > 3/2 emerges for stronger attraction where weak-link physics is relevant. In this
strong disorder regime, the transition is characterized by self-similar power-law distributed weak
links with a continuously varying characteristic exponent α.
Introduction — The understanding of quantum inter-
acting disordered systems represents an extraordinary
challenge in condensed matter and quantum statistical
physics. This has been recently discussed in the context
of the transition to many-body localization (MBL) [1, 2],
for which a precise description is missing [3–5]. Besides
all these efforts made to understand such a localization
transition at high energy, there are still fundamental open
issues regarding the low-energy part of the problem.
The most dramatic situation occurs in one dimension
where quantum fluctuations plays a major role [6]. In
the absence of disorder, interacting bosons may stabi-
lize a quasi-ordered state at zero temperature, with a
finite superfluid (SF) density and power-law decaying
off-diagonal correlations Gij = 〈b†i bj〉 ∝ r−
1
2K at large
r ≡ |i − j|, K being the Luttinger liquid (LL) param-
eter [6]. In the presence of disorder, such a SF ground
state is generally expected to be unstable towards lo-
calization, thus forming the so-called Bose glass (BG)
phase [7–9]: an inhomogeneous gapless compressible fluid
with exponentially suppressed correlations. Disordered
interacting chains can be experimentally realized using
spin ladders [10, 11], ultra-cold atoms [12–14] and ar-
rays of disordered Josephson junctions [15–17]. Broadly
speaking, Luttinger liquid physics is expected to occur
in various contexts [18], e.g. quantum wires such as car-
bon nanotubes [19, 20], fractional quantum Hall edge
states [21], organic conductors [22] and 4He confined in
nanopores [23].
In their seminal work, based on a LL description and
renormalization group (RG) calculations at weak disor-
der, Giamarchi and Schulz (GS) [7, 8] have shown that
a Berezinskii-Kosterlitz-Thouless (BKT) quantum phase
transition should occur for a small but finite disorder
strength, provided the clean LL parameter K0 > 3/2. A
recent two-loop calculation confirmed this scenario, with
a universal jump at the BKT transitionKc = 3/2 [24, 25].
Below this value, SF is destroyed by quantum phase slips.
In order to go beyond this perturbatively weak disor-
der regime, an alternative picture has emerged [26–29],
based on a strong disorder scenario where the localiza-
tion transition is predicted to occur for Kc > 3/2 with a
different mechanism driven by rare weak links that effec-
tively cut the disordered chain. In this approach, whose
asymptotic validity relies on growing disorder under RG,
a power-law tail for the distribution of Josephson cou-
plings across weak links is expected
P (J) ∝ Jα, (1)
with α > 0 (< 0) in the SF (BG), and α = 0 at
the transition. In a similar spirit, building on the idea
of weak links, Pollet and co-workers [30–32] suggested
a third scenario. Connecting GS to strong disorder
physics, they included a renormalization of weak links a`
la Kane-Fisher [33] and proposed a new “scratched-XY”
universality class to describe the SF-BG transition for
Kc > 3/2. At weak-link criticality, their approach pre-
dicts that the critical LL parameter Kc = α˜/(α˜ − 1) is
governed by the non-universal bare exponent α˜ of clas-
sical Josephson couplings Eq. (1). Despite several nu-
merical studies [29, 32, 34–37], the extension of the weak
disorder regime remains unclear, and there is still no real
consensus concerning the scenario of the SF-BG transi-
tion at strong disorder.
In this Letter, we elucidate this controversy using
high-precision, large-scale numerical simulations of one-
dimensional hard-core bosons in a random potential with
nearest-neighbor attraction. Such a model is relevant to
recent experiments using spin ladders in solid state sys-
tems [10, 11].
In the regime where the clean LL parameter K0 > 3/2,
we map out the entire phase diagram of model Eq. (2)
as a function of interaction and disorder strengths (see
Fig. 1). We clearly identify a BKT transition line
separating SF and BG regimes by a jump Kc of the
LL parameter. While Kc = 3/2 for weak attraction
and small disorder, the situation is qualitatively differ-
ent when disorder exceeds the bandwidth, and weak
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2links start to proliferate. At criticality we clearly find
Kc > 3/2 and scale-invariant power-law distributions
for the SF density and the off-diagonal correlations. We
strikingly observe a similar power-law tail exponent α
for both quantities, which validates a weak-link scenario.
Our results for α and Kc along the critical line are
different from the aforementioned predictions [29, 32].
Fig. 1 summarizes our results.
Model and numerical approaches — We study hard-core
bosons on a chain, governed by the Hamiltonian
H =
∑
i
[
−1
2
(
b†i bi+1 + bi b
†
i+1
)
+ ∆nini+1 − µini
]
. (2)
Hard-core bosons can be exactly mapped onto spin-1/2
using a Matsubara-Matsuda transformation, yielding the
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Figure 1. Top: phase diagram, showing the SF and BG
regimes. Red and gray symbols denote the SF-BG critical
disorder hc for various values of the interaction ∆. Color con-
tours show the value of the power-law coefficient α from MPS
simulations for L = 100, with −1 ≤ α ≤ 20. α decreases
for stronger attraction along the critical line, i.e. power law
tails become fatter. Power-law fits fail in the white region
below the bandwidth BW (black dashed line). Inset: a ran-
dom field configuration sketch is compared to BWs within
weak (gray) vs. strong (green) disorder situations. Bottom:
Critical LL parameter Kc (MPS and QMC estimates: green
symbols, clean case value K0: dashed blue line) and power-
law coefficient α (red symbols) at the SF-BG transition for
various values of the interaction ∆. Red and green lines are
guides to the eyes. α diverges at the crossover from the weak-
link to GS regime. LMPS = 300.
corresponding XXZ chain in a magnetic field
H =
∑
i
[
− (Sxi Sxi+1 + Syi Syi+1)+ ∆Szi Szi+1−hiSzi ]. (3)
The random fields hi = µi −∆ are i.i.d. random vari-
ables box-distributed ∈ [−h, h]. The half-bandwidth
BW = 1+∆ is the relevant energy scale: in the absence of
disorder, the XXZ chain is a polarized ferromagnet (an
insulator in the bosonic language) for fields above BW
and below −BW. In the presence of disorder, if h > BW
(above the dashed line in Fig. 1 top) there is a non-zero
probability P (r) ∼ (1− BW/h)r to find a locally insu-
lating region of length r, across which the SF response is
exponentially suppressed, thus defining a weak link. In
this strong disorder regime, it is already known that the
classical local order parameter is power law-distributed
[38]. There, rare disorder configurations may qualita-
tively change the physics. Conversely, h < BW defines
the weak disorder regime.
We have explored the ground state properties of
model (2) with two state-of-the-art many-body nu-
merical techniques. The matrix product state (MPS)
formulation of the density-matrix renormalization group
[39] has been used to capture the off-diagonal correlator
Gij = 〈b†i bj〉 for open chains up to L = 300 sites. We
have further used the quantum Monte Carlo (QMC)
algorithm in its stochastic series expansion version [40]
to estimate the SF density ρSF and the compressibility κ
for closed rings up to L = 512. In the latter case, ground
state convergence is achieved at very low temperature
using the β-doubling scheme [41]. Disorder averaging is
performed over a large number of independent samples,
from several hundred up to a few thousand. Numerical
details are discussed in the Supplementary Material [42].
Luttinger parameter and BKT transition — We first fo-
cus on the LL parameter K which can be computed using
MPS from the one-body density matrix [43]
Gij ≡ 〈b†i bj〉 ∝ |i− j|−
1
2K , (4)
and with QMC using the compressibility κ and the SF
density ρSF through the hydrodynamic relation [6]
K = pi
√
κρSF. (5)
In the clean case K0(∆, h = 0) = (pi/2)(pi − arccos ∆)−1
is exactly known from the Bethe ansatz solution of the
XXZ chain [44] (dashed blue line in the lower panel of
Fig. 1). We therefore focus on the attractive part of the
phase diagram ∆ ≤ −0.5 where K0 ≥ 3/2 such that a
disorder-induced SF-BG transition is expected.
QMC results are displayed in Fig. 2 panel (a) for both
ρSF and κ as a function of disorder strength h for inter-
action ∆ = −3/4. In this case, a transition occurs (dis-
cussed below) at hc = 0.375(15) between a SF regime at
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Figure 2. QMC results for the SF density ρSF (a) left, the
compressibility κ (a) right, and the LL parameter K [Eq. (5)]
(b). The T = 0 converged data are averaged over > 103
independent random configurations. (a) Raw data for the SF
density ρSF (left) and the compressibility κ (right) across the
SF - BG transition for ∆ = −3/4. ρSF jumps (black cross)
at the transition point hc = 0.375(15) (gray region) while
κ remains smooth and featureless. (b) Scaling form of the
LL parameter Eq. (6) plotted against disorder strength h for
various system sizes (L = 32, . . . , 512) and various interaction
strengths ∆, as indicated on the plot. Crossings (gray area)
are obtained using an O(1) length scale `0.
weak disorder and a BG above hc. While the SF response
vanishes in the BG at the thermodynamic limit L→∞,
the compressibility remains smooth across the transition,
with almost no size dependence. On the other hand
ρSF(L), and therefore also K(L) from Eq. (5), displays
quite strong finite size effects which are naturally ex-
pected for a BKT transition with logarithmic corrections
at criticality of the form K(L) = Kc × fBKT(L/`0) [45–
47], with `0 a non-universal length scale:
fBKT(L/`0) = 1 +
1
Kc ln(L/`0)
. (6)
Assuming such a scaling form Eq. (6) [42], the SF-BG
transition is clearly detected [42]. In Fig. 2 (b), the
transitions for various values of ∆ are characterized by
different crossings obtained with a single free parameter,
namely the O(1) length scale `0, as indicated on the
plot. From such an analysis, we can extract both hc and
Kc which are reported in Fig. 1. The critical boundary
hc vs. ∆ shows two distinct behaviors: (i) in the strong
disorder regime hc >BW, Kc > 3/2 is not universal ; (ii)
in the weak disorder regime hc <BW, the LL parameter
takes the universal value Kc = 3/2 in agreement with GS
scenario. While it is more difficult to locate the SF-BG
critical point from MPS simulations, the one-body
density matrix G (4) has a decay controlled by K [48]
(see also [42]), whose value is in very good agreement
with QMC estimates, as shown in Fig. 1 (green symbols,
bottom).
Critical distributions: emergence of weak-link physics —
In order to further explore the qualitative differences be-
tween the two critical regimes, it is very instructive to
go beyond disorder averages and investigate the criti-
cal fluctuations. Two quantities of significant interest
are the distributions of the one-body density matrix G,
see Eq. (4), (computed from MPS) and of the superfluid
density ρSF (obtained from QMC). Using MPS, we have
considered the distribution Pr[ln G˜] at fixed r ≡ |i − j|
in the bulk of the system [49]. Here ln G˜ = lnG − lnG,
where · · · denotes disorder averaging. The subtraction
of the typical value lnG means that we are considering
the fluctuations of G on top of the characteristic decay
∝ r−1/2K . These distributions are self-similar for differ-
ent r [42], which allows us to consider the averaged dis-
tribution Q ≡ Pr over 20 different values of r ∈ [20, 40].
Using QMC, we study the distribution P [ln ρ˜SF] where
ln ρ˜SF = ln ρSF − ln ρSF, which again explores the fluctu-
ations around the typical SF response.
Representative results are shown in Fig. 3 for four dif-
ferent critical points. In the case of GS criticality (right-
most panel: ∆ = −0.625, hc = 0.32(3),Kc = 1.48(4)),
the two distributions are clearly distinct and their nar-
rowing with increasing system size signals self-averaging.
However, this is no longer the case in the strong disorder
regime. Instead of self-averaging, we observe self-similar
distributions with exponential tails
ln (P [lnO]) ∼ (1 + α) lnO, (7)
at low values of O = G˜ or ρ˜SF, which corresponds to the
aforementioned power-law distribution Eq. (1). More-
over, we strikingly observe a matching between the distri-
bution of G˜ and ρ˜SF, which are independently obtained.
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Figure 3. Distributions of the correlator ln G˜ = lnG − lnG (MPS, lines) and the superfluid stiffness ln ρ˜SF = ln ρSF − ln ρSF
(QMC, symbols) at the critical disorder hc for various values of ∆. For G we show Q = Pr[ln G˜], where error bars are obtained
from the dispersion of Pr (see main text). Two regimes can be clearly distinguished: In the weak disorder regime (right panel)
where hc <BW, the distributions of ln G˜ and ln ρ˜SF are distinct and self-averaging. Conversely, in the strong disorder regime
hc >BW, the distributions for both quantities overlap and do not depend on system size, indicating self-similarity. Moreover,
they develop an exponential tail at low values Eq. (7) controlled by the weak-link exponent α, which decreases as ∆ → −1
(very wide distributions, left panel) and diverges when approaching the GS regime (narrow distributions, second panel from
the right). Note the differing x-axis scale on the last panel, indicating much narrower distributions.
The agreement improves when the critical disorder hc
grows compared to the BW (see Fig. 3). This result can
be interpreted as a smoking gun for weak-link physics
in the strong disorder regime, characterized by a well-
defined scale-invariant exponent α.
The weak link exponent α can be estimated from both
G (MPS) and ρSF (QMC) data using Eq. (1). Fig. 1
(red symbols, bottom) shows quantitative agreement, in
particular at large hc/BW. When approaching the GS
regime, weak-link physics becomes irrelevant, and α di-
verges. The color map in the phase diagram (Fig. 1 top)
shows the evolution of α extracted from G for L = 100
chains. Note that in the BG regime this map has to
be understood as a finite-size snapshot. Indeed, above
the critical line self-averaging and self-similarity are lost
and the distributions get broader with increasing system
sizes [42]. This is true throughout the entire BG regime,
thus supporting the fact that despite the two different
critical mechanisms, there is only a single BG phase in
which distributions get flatter, with an asymptotic be-
havior α → −1, in agreement with an infinite disorder
scenario [28].
Conclusion. — Our numerical results convincingly show
that the SF-BG transition for attractive hard-core bosons
in a random potential follows two different routes, while
BKT universality is maintained. As summarized in
Fig. 1, the GS scenario with a universal jump of the
LL parameter Kc = 3/2 occurs over a finite region of
the phase diagram which corresponds to a critical disor-
der strength hc smaller than the bandwidth BW. In this
weak disorder scenario, self-averaging is observed at the
transition. On the other hand, for stronger attraction the
bandwidth is smaller, and when h > BW rare insulating
regions start to appear, yielding weak links across the
system. In this strong disorder regime, the SF-BG transi-
tion occurs with a non-universal (interaction-dependent)
jump of Kc > 3/2. Moreover, the critical fluctuations
have a power-law distribution Eq. (1) with a single expo-
nent α governing both the SF density ρSF and the one-
body density matrix G. Contrary to the strong disorder
RG approach by Altman et al. [28], the weak-link ex-
ponent α continuously varies along the critical line, and
diverges when approaching the GS regime. Our numer-
ics also contrast with the “scratched-XY” universality of
Pollet et al. [32] where the LL parameter is predicted to
obey Kc = max(
3
2 ,
α˜
α˜−1 ), which disagrees with our re-
sults, assuming the bare exponent α˜ = α [50].
Our conclusions clearly call for new analytical ap-
proaches to describe the strong disorder regime, as well
as for the boundary between weak link and GS critical-
ities. As a final comment, one expects that the richness
of the critical properties at play for the zero-temperature
localization transition may influence the MBL physics at
higher energy in the attractive regime we have studied.
Moreover, weak link physics being a central concept for
understanding rare regions at play for the MBL prob-
lem [51, 52], we have provided a quantitative proof for
such bottlenecks in the ground state. This should pave
the way towards a better understanding of rare regions ef-
fects in quantum disordered systems. Experimental ver-
ification of our results should be within reach using for
instance solid state spin ladder systems or disordered cold
atom setups.
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Supplementary material
Technical details (MPS)
In the following, we will outline the numerical approach
for the matrix product state (MPS) simulations. As a
reminder, we seek to obtain the ground state at half filling
of the following Hamiltonian:
H =
∑
i
[
−1
2
b†i bi+1 + H.c.+ ∆nini+1 + µini
]
, (S1)
where b
(†)
i destroys (creates) a hard-core boson at site i
on a chain of length L, ni ≡ b†i bi and ∆ is the strength
of nearest-neighbour interactions. The on-site disorder is
given by µi ∈ [−h, h] with a uniform distribution of the
disorder. MPS calculations are performed in the (con-
served) sector
∑
i〈ni〉 = L/2, such that exact half-filling
is imposed. We use Open Source Matrix Product States
(OSMPS) [53, 54]. Since the ground state algorithm uses
a variational approach starting from an initial educated
guess, convergence to the ground state is not formally
guaranteed. In particular, there is the risk of the al-
gorithm getting “stuck” in a metastable state, which is
known to affect disordered systems that may have sev-
eral local minima of the energy. To alleviate this risk,
we perform as many DMRG sweeps as necessary up to a
maximum of 10 (for a clean system, usually only a few
sweeps are necessary), using a maximum bond dimension
of χ = 300 until the following criterion is met:
〈H2 − 〈H〉2〉 < L, (S2)
where the tolerance per site  = 10−10. Numerically, our
results are obtained by finding the ground state of (S1)
using these parameters for a total of R realizations using
an embarrassingly parallel approach and storing the full
Gij ≡ 〈b†i bj〉 for each realization.
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Figure S1. Top (note the double log scale): Determination of
the Luttinger liquid parameter K using matrix product state
simulations for a system of size L = 300 for ∆ = −3/4, h =
0.375, close to the critical disorder hc. Each black dot repre-
sents the typical value of Gij over all R = 280 realizations,
plotted as a function of the rescaled distance d˜(i, j). The red
dashed line represents a least-squares fit to a function decay-
ing as a power law, yielding K ≈ 1.74(3) where the error
is estimated through a bootstrapping procedure. Bottom
(note the log scale): probability density function of lnGij in
small windows d˜ ∈ [19.5, 20.5] (blue), ∈ [29.5, 30.5] (green),
∈ [39.5, 40.5] (magenta). A fat power law-tail, indicating an
elevated probability of finding weak links, is visible for small
values of G. The distribution consists of all values of G in-
side the “slices” shown in the top panel (dotted lines), i.e.
R = 280 values per each black dot. Aside from the shift due
to the decay ∝ d˜−1/2K , the distributions are self-similar to
an excellent approximation. Black dashed lines indicate an
exponential fit, corresponding to a power law in G. Averag-
ing many such power law fits over different slices leads to the
estimate α = 7.7(3), where the error is determined through
the dispersion of the data.
Determining the Luttinger liquid parameter K.— We
describe in detail the procedure to determine the decay
of the single-particle density matrix or correlator G:
Gij = 〈b†i bj〉, (S3)
which in the superfluid (SF) regime obeys an algebraic
decay as ∝ r−1/2K with r ≡ |i−j|. In a finite system with
open (infinite wall) boundary conditions, G will vanish
at the boundary of the system. To correct for this, we
6use a method based on conformal field theory [43]. Ac-
cording to this theory, the value of G in a finite system
is described to leading order by:
Gij = ρ0B0
[
d˜(i, j)
]−1/2K
, (S4a)
d˜(i, j) ≡ d(i+ j|2L)d(i− j|2L)
ρ−10
√
d(2i|2L)d(2j|2L) , (S4b)
where d is the “chord function:”
d(i|L) = L
pi
| sin(pii/L)|. (S5)
B0 is a non-universal constant and ρ0 is the average
density (these constants are not important for our pur-
poses). The numerical procedure to determine K now
consists of computingG
(ν)
ij for each realization ν = 1 . . . R
and all i, j ∈ [1, L]. Next, we compute both the typ-
ical value Gij,typ ≡ exp( 1R
∑
ν lnG
(ν)
ij ) and the average
Gij,avg ≡ 1R
∑
ν G
(ν)
ij . K can now be determined using
the Levenberg-Marquardt least-squares fitting algorithm
using either the typical or average G.
Although the approach (S4) captures the most impor-
tant finite-size corrections, it is still more accurate in the
bulk than near the edges of the system or for very short-
range corrections. Hence, we consider only r > 10 and
discard values of G with i, j close to the edge of the sys-
tem, specifically we consider only |i − L/2| < L/3 and
|j−L/2| < L/3. In the clean case, the exact value for K
is known from the Bethe Ansatz solution [44]:
K =
pi
2(pi − arccos ∆) . (S6)
Benchmarking to the non-interacting case at ∆ = −0.75
gives a numerical result that is approximately 0.1% off
from this exact result. An example of this procedure to
determine K is shown in Figure S1 for ∆ = −3/4 and
h = 0.375, at the transition from SF to BG. For this
value and system sizes L = 100, L = 200 and L = 300
we obtain K = 1.76(5), K = 1.74(3) and K = 1.74(3) us-
ing 761, 368 and 280 realizations respectively. Although
no reliable finite-size scaling procedure is known to ex-
trapolate to L → ∞, these numerical results (consistent
with results for other values of ∆, h) suggest that the
finite-size corrections converge to the thermodynamic re-
sult more quickly than QMC results using the superfluid
density and compressibility, so that the finite-size result
for L = 300 is fairly close to the QMC estimate in the
thermodynamic limit (see Fig. 1 of the main manuscript).
This also opens up avenues for accurate experimental
measurements of K using finite systems yielding only a
modest overestimate of K, provided an accurate method
to measure the correlations 〈b†i bj〉 is used.
We briefly remark on the difference between using the
typical and average G for determining K. Numerically,
we find that in the SF regime they yield almost identical
results. However, in the BG regime they start to devi-
ate and moreover the estimate for K develops a strong
system size dependence. The point at which the typical
Ktyp and average Kavg estimates for K start to deviate
from each other yields a qualitative criterion for the SF-
BG transition which is in good agreement with estimates
of the critical disorder from QMC. However, an accurate
determination of the critical disorder would require de-
tailed knowledge of the scaling of |Ktyp −Kavg| close to
the transition, which is a priori unknown.
As a final remark, we stress that the decay of the cor-
relator as shown in Fig. S1 should not be confused with
the distribution of Pr[lnG] as discussed in the main text.
The distributions in the latter case are obtained by look-
ing at a fixed r = |i− j| (or fixed d˜, which yields similar
distributions for sufficiently small variations of r or d˜)
and then collecting all values of G (not just the typical
value) within a narrow window around r or d˜. Thus,
one takes a small “slice” of values in Fig. S1 and then
computes the probability density function Pr[lnG] using
R values per each Gij inside the slice. The total dis-
tribution Q =
∑
r Pr is then obtained by summing and
averaging several such contributions in consecutive slices,
while subtracting the typical value to correct for the in-
fluence of the decay∝ r−1/2K so that consecutive Pr’s are
self-similar. We illustrate this procedure in Fig. S1 (bot-
tom panel). After all these steps, only a modest number
of realizations is required for very accurate distributions
(see Fig. 3 of the main paper).
Technical details (QMC)
The Quantum Monte Carlo (QMC) simulations have
been performed using the Stochastic Series Expansion
(SSE) method [40]. While this is a rather standard tech-
nique for non-frustrated quantum spin models in the ab-
sence of disorder, in the presence of randomness one has
to pay some attention regarding several issues, as dis-
cussed in previous works [41, 58]:
1) Equilibration and thermalization.— In order to
achieve a fast equilibration, the β-doubling
scheme [41] is used, cooling down the system fol-
lowing β = 3, 6, 12, · · · , 3∗2p, with pmax = 10−11,
depending on the system size. At each temperature
step, Neq = 10
3 MC steps are used.
2) Ground state convergence.— The convergence to
T = 0 properties is also achieved using the β-
doubling procedure, as exemplified below in Fig. S2
for ∆ = −3/4 and various disorder strengths.
3) Monte Carlo vs. sample-to-sample fluctuations.—
In the strong disorder regime, using Nmes = 10
3
MC steps of measurement is enough since the dis-
tributions displays fat tails. On the other hand, in
70.0001 0.001 0.01 0.1 1
Temperature
0
0.05
0.1
0.15
0.2
0.25
0.3
s t i
f f n
e s s
 ρ s
L=32
L=48
L=64
L=96
L=128
L=192
L=256
L=512
h = 0.4 > hc (BG)
temperature T
0.0001 0.001 0.01 0.1 1
Temperature
1
1.2
1.4
1.6
1.8
2
c o
m p
r e s
s i b
i l i t
y  κ
L=32
L=48
L=64
L=96
L=128
L=192
L=256
L=384
su
p
er
fl
u
id
st
i↵
n
es
s
⇢
sf
co
m
p
re
ss
ib
il
it
y

0.0001 0.001 0.01 0.1 1
Temperature
0
0.05
0.1
0.15
0.2
0.25
0.3
s t i
f f n
e s s
 ρ s
L=32
L=48
L=64
L=96
L=128
L=192
L=256
L=384
h = 0.3 < hc (SF)
temperature T
0.0001 0.001 0.01 0.1 1
Temperature
1
1.2
1.4
1.6
1.8
2
c o
m p
r e s
s i b
i l i t
y  κ
L=32
L=48
L=64
L=96
L=128
L=192
L=256
L=384
0.0001 0.001 0.01 0.1 1
Temperature
0
0.05
0.1
0.15
0.2
0.25
0.3
s t i
f f n
e s s
 ρ s
32
48
L=64
L=96
=128
192
256
L=384
0.0001 0.001 0.01 0.1 1
Temperature
0
0.05
0.1
0.15
0.2
0.25
0.3
s t i
f f n
e s s
 ρ s
L=32
L=48
L=64
L=96
L=128
L=192
L=256
L=384
Figure S2. Ground state convergence using the β-doubling scheme. Quantum Monte Carlo results for the superfluid stiffness
ρsf (top) and the compressibility κ (bottom) are shown for ∆ = −0.75 and two disorder strengths h = 0.3 (SF regime, left) and
h = 0.4 (BG regime, right). Here the data have been averaged over ∼ 2000 disordered samples.
order to correctly sample such power-law tails, sev-
eral thousands of independent disordered samples
have been used. In the weak disorder regime, where
distributions are much narrower, we have used 104
and up to 105 MC steps in order to correctly cap-
ture self-averaging.
We also note that simulations have been performed in
the grand-canonical ensemble, where particle number can
fluctuate. Regarding the random field configurations, we
did not impose any constraint such as
∑
i hi = 0 over a
sample. Instead, each sample has an independent config-
uration taken in a uniform box distribution in the range
[−h, h]. We do not expect the distinction between canon-
ical vs. microcanonical ensemble for the disorder [59] to
change the critical properties, as demonstrated for a re-
lated study in two dimensions [60, 61].
Broadening of the superfluid stiffness distribution in
the Bose glass regime
As discussed in the main text, the weak-link distribu-
tions in the Bose glass regime (at h > hc) get broader
with increasing system size. This is shown in Figure S3
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Figure S3. Quantum Monte Carlo results for the distribution
of superfluid densities in the Bose glass regime, either above
(left) of below (right) the BW line. In both cases, broadening
with system size is clearly observed, i.e. an absence of self-
averaging.
where QMC results for P (ln ρsf) are displayed for two
representative values of interaction ∆ = −0.5 and −0.875
at the same disorder strength h = 0.4. Here we see that
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Figure S4. Critical distributions of the superfluid density ρ˜SF deep in the weak-link regime and in the weak disorder (Giamarchi-
Schulz) regime. In the weak-link regime, no system size L-dependence is observed, while the distributions are self-averaging
(shrinking with increasing L) in the weak disorder regime where dashed lines are gaussian fits. Note the differing x-axes.
both cases are qualitatively similar, despite the fact that
(i) at ∆ = −0.5, h/BW = 0.8, corresponding to “weak”
disorder;
(ii) at ∆ = −0.875, h/BW = 3.2, which is far above the
BW line, i.e. in the “strong” disorder regime.
From the behavior of these distributions, qualitatively
similar to what was observed for the Bose glass regime
in two dimensions [60], there is no distinction between
“weak” and “strong” disorder regime, and we expect only
a single Bose glass phase with α→ −1 when L→∞.
Critical distributions and power law α
As discussed in the main manuscript, the distributions
of the superfluid density ρ˜SF and correlator Q[ln G˜] show
two qualitatively different regimes: a self-similar regime
if hc > BW, and a self-averaging regime for hc < BW.
In Figures S4-S5 we show two characteristic examples
of critical distributions for QMC and MPS data sepa-
rately. Since ρSF and Gij are entirely different quantities,
there is no a priori reason to expect the distributions to
be similar. That they are, nonetheless, very similar at
the transition in the weak-link regime shows the crucial
importance of the power-law tails associated with weak
links in this regime. Indeed, in the weak disorder regime
hc < BW the distributions are very different although
still self-averaging for both QMC and MPS data.
It is also instructive to consider the behavior of the
power law α near the superfluid-Bose glass transition, as
shown in Figure S6. A qualitative difference between the
distributions of ρSF and G is that the distributions for
ρSF are self-similar only exactly at the transition, while
for MPS data they remain self-similar in the superfluid
regime. This means that the value of α shown in the
color contour plot of Fig. 1 of the main manuscript
should be a good approximation of the value of the power
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Figure S5. As Figure S4, but for Q[ln G˜] using MPS data.
law in the superfluid regime in the thermodynamic limit.
While we do not observe a change in the power law tail
as a function of L for Q[lnG] in the BG regime, we do
observe a broadening of the peak of the distribution (not
shown), which should eventually remove the power law
in the limit L → ∞. On the other hand, the data for
ρSF shows this trend already for modest L (see Figure
S6).
The prediction for the critical α can be compared to
the prediction of Yao et al. [32], assuming a direct cor-
respondence between the bare power law coefficient α˜
of the weak-link theory of Yao et al. and our numerical
results for α. Such a direct correspondence is justified
on the basis of the self-similarity of the distributions at
criticality that we observe. In Figure S7 we show the
comparison between both predictions for the power law
α at the critical LL parameter Kc.
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Figure S6. Power law coefficient α measuring the decay of the
distribution of the superfluid density ρSF at small values, as
a function of the ratio of disorder h and half-bandwidth BW.
In this case ∆ = −0.875, self-similarity occurs at hc ∼ 2.3BW
with a critical power-law αc ' 3.5.
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Figure S7. Critical LL parameter Kc in the strong disorder
regime plotted as a function of the inverse weak-link exponent
1/α. Both QMC and MPS estimates are shown together with
the prediction from Yao et al. [32] Kc = α˜/(α˜ − 1) (dashed
red line) where we assumed that the bare exponent α˜ = α
due to scale invariance at criticality.
Finite size scaling of the superfluid density at
criticality
Here we want to discuss the logarithmic corrections at
the SF-BG transition. While the standard BKT transi-
tion leads to the following finite size corrections [45, 47]
fBKT(L/`0) = 1 +
1
2 ln(L/`0)+ln[ln(L/`0)]
, the integra-
tion of the Giamarchi-Schulz renormalization equations
leads at the lowest order to a slightly different form:
fBKT(L/`0) = 1 +
1
Kc ln(L/`0)
.
In the main text (Fig. 2), we have therefore used the
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Figure S8. Crossing of the Luttinger parameter K/fBKT for
various system sizes using two slightly different finite size scal-
ing forms, as indicated on top of both panels. QMC data for
the XXZ chain at ∆ = −0.55. In both cases, the critical field
is the same within error bars as well as the crossing point
which gives the universal jump Kc ' 1.5 in excellent agree-
ment with the Giamarchi-Schulz prediction.
latter finite size expression to analyse our QMC data for
the Luttinger parameter in the critical region. In Fig. S8
we show two panels for our QMC data at ∆ = −0.55
using the aforementioned logarithmic corrections. Given
our finite size samples, we have observed that both forms
give a similarly good description, and the critical param-
eters (hc,Kc) remain unchanged within error bars.
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