We consider a differential equation with a random rapidly varying coefficient. The random coefficient is a Gaussian process with slowly decaying correlations and compete with a periodic component. In the asymptotic framework corresponding to the separation of scales present in the problem, we prove that the solution of the differential equation converges in distribution to the solution of a stochastic differential equation driven by a classical Brownian motion in some cases, by a fractional Brownian motion in other cases. The proofs of these results are based on the Lyons theory of rough paths. Finally we discuss applications in two physical situations.
Introduction
Limit theorems are very useful for approximation problems in many situations, for instance in physics [7] [8] [9] or mathematics for finance [6] . We consider in this paper a random field (Y ε (t)) t∈ [0,+∞) which is solution of the random differential equation:
where F is a smooth function, m is a continuous, stationary and centered stochastic process and ε > 0 is a small dimensionless parameter. For instance the vector Y ε can model the position of a particle driven by a random velocity field or a vector of prices in mathematics for finance. We want to study the asymptotic behavior of Y ε when ε goes to 0. Under boundedness conditions on F and m, it is clear that Y ε → x 0 when ε → 0. So our aim is to find the time scale which leads to a nontrivial effective evolution of the position of the particle or the vector of prices. In some cases it appears that the good scale is t → t/ε 2 . The rescaled quantity 
The limit of X ε when ε → 0 is well known under prescribed sets of hypotheses, in particular on the mixing properties of m. For instance, we may assume that m is an ergodic Markov process with generator G which satisfies the Fredholm alternative [23] , or that m is a φ−mixing process with sufficiently decaying mixing function φ [12] . Then, by classical approximation-diffusion theorem (see for instance [11, 25, 26] and the books by Kushner [12] and Ethier and Kurtz [5] ) the solution X ε converges in distribution in the space of continuous functions to the diffusion process X which is solution of the stochastic differential equation: dX(t) = σ 0 F (X(t)) • dW (t) for t ∈ [0, +∞),
where W is a classical Brownian motion (cBm), • stands for the Stratonovich integration and σ 2 0 = 2 +∞ 0 E[m(0)m(t)] dt which is nonnegative by the Wiener-Kintchine theorem [22] . As a consequence, if σ 0 > 0, then we get a time scale which leads to a nontrivial evolution of Y ε . A question that we can ask is: what does it happen if σ 0 = 0? The classical diffusion-approximation theorem still holds true and shows that X ε converges to 0. So it seems that we should consider a longer scale to capture the effective behavior of Y ε . We would like to address another issue. The classical diffusion-approximation theorem requires the covariance function to be integrable. What does it happen if the covariance function of m is not integrable? The influence of the random term is stronger, so it seems that we should consider a shorter scale to get the effective behavior of Y ε . In this article we address the two issues. We shall see that the suitable scale is not t/ε 2 anymore, but a longer scale in the case where σ 0 = 0 (the short-range case), and a smaller scale when the covariance function of m is not integrable (the long-range case). We shall establish that the rescaled process X ε converges to the solution of a stochastic differential equation of the same type of (3), not driven by a classical Brownian motion, but driven by a fractional Brownian motion. The Hurst parameter of this fractional Brownian motion will turn out to depend on the decay rate of the covariance function. The Hurst parameter will be smaller than 1/2 in the short-range case, and greater than 1/2 in the long-range case. Note that numerous papers [5, 7, 25, 26] have examined the limit of differential equations driven by a scaled noise verifying some general conditions (that we can find for instance in Kushner's book [12] ), and in all these papers the limit system is driven by a semi-martingale. So an original contribution of this paper is to show examples where the limit driving noise is not a semi-martingale.
Sometimes the dynamical system is driven by a forcing term resulting from the interplay between a random component and a periodic component [23] . For instance let us consider the system
It is well-known [5, 12, 25, 26] that if m is an ergodic Markov process with a generator which satisfies the Fredholm alternative, b ∈ (0, 2), then the rescaled quantity X ε = Y ε (·/ε 2 ) converges to the solution of (3) with σ the solution of a stochastic differential equation driven by a fractional Brownian motion? The answer is no; we prove in this paper that X ε converges to the solution of a stochastic differential equation driven by a classical Brownian motion like in the classical case, but with a normalization which depends on the decay rate of the covariance function and on the frequency of the periodic component.
The proofs for the classical cases are based on the perturbed test function method [5, 12, 25, 26] . This approach requires good mixing properties of the driving processes. These good mixing properties do not hold in our cases (in particular, the limit system is not always driven by a semi-martingale), so it seems that the perturbed test function method cannot be applied. We shall use the rough paths theory developed by Lyons (see [15] [16] [17] 19] for the theory and [3, 13, 14] for some applications). Moreover we propose a new approach to the classical approximation-diffusion theorem using the rough paths theory.
In a previous work [20] we addressed the case where m is a long-range process and we did not take into account a periodic component. In this paper we first extend this result to the short-range case, which requires deeper technical considerations, essentially due to the stronger roughness of the system. Second we consider the role of a periodic component on the evolution of the system. The interplay between randomness and periodicity leads to a diffusive asymptotic behavior, which is really different from the case without a periodic component. This is in dramatic contrast with the classical approximation diffusion situation where we get the same diffusive asymptotic behavior with or without periodic component.
The problem that we consider in this article is also triggered by some recent work [29] dealing with wave propagation in fractal random media. We expect that generalizations of our results will be obtained and applied to many situations: finance, wave propagation in random media, and other fields where dynamical systems are governed by differential equations with random forces. In this paper, we shall discuss applications in two physical situations.
The organization of the paper is as follows: Section 2 is a brief review of rough paths theory and stochastic differential equations driven by a fractional Brownian motion. In Section 3 we establish the main results which are proved in Section 4. In Section 5 we apply continuity theorem of Lyons to give a new proof of the classical approximation-diffusion theorem. Section 6 deals with generalizations of previous results in multi-dimensional cases. Finally we discuss in Section 7 some applications.
Some background

The fractional Brownian motion
This section is a brief review of fractional Brownian motion properties. We refer the reader to [27] for a more exhaustive presentation.
Let H ∈ (0, 1). We call the fractional (one-dimensional) Brownian motion (fBm) with Hurst parameter H the centered Gaussian process (W H (t)) t∈R with covariance function
Remark that if H = 1/2, the process W H is the classical Brownian motion (cBm). However, if H = 1/2, W H is nor a semi-martingale, neither a Markov process. As a consequence, the construction for the fBm of a stochastic calculus turns out to be more tricky than for the cBm. The aim of the following section is to give a short review of the method to construct solutions of stochastic differential equations driven by a fractional Brownian motion via rough paths theory introduced by Lyons [15] [16] [17] 19] and used for instance in [3, 13] .
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Rough paths
In this section we fix p ≥ 1, and we consider only functions defined on I := [0, 1]. We say that a function w : I → R n is of p−finite variation if
where sup D runs over all finite partitions
For any continuous function w : I → R n of finite variation, we construct the smooth rough path over w:
The space of all smooth rough paths is endowed with the p−variation distance
|u(t) − v(t)|
and is denoted by Ω ∞ p . The closure of this metric space is called the space of all geometric rough paths and is denoted by Ω p . One of the most important theorems of rough paths theory is the following one:
two smooth functions with all bounded derivatives up to the degree [p] + 1. We consider y the unique solution of the differential equation dy(t) = G(t, y(t)) dt + F (t, y(t)) dw(t), y(t = 0) = y 0 , where w is a finite variation function. Then the Itô map I : w → y is continuous with respect the p−variation
distance from Ω ∞ p (R n ) to Ω ∞ p (R d ). Therefore
there exists a unique extension of this map (that we still denote by I) to the space
This theorem is a consequence of the continuity theorem of Lyons (see [3, 13, [15] [16] [17] 19] ), where G is assumed to be zero. Indeed, it suffices to replace the noise w : t → w(t) by the noise w * : t → (t, w(t)). Then, by a straithforward calculation using integrations by part, we show that the application w → w * is continuous in the space of geometric rough paths (see for instance [18] pp. 140-141).
Stochastic differential equations driven by fBm
Let us consider the case n = 1. We can check that for any continuous function w : I → R of finite p−variation, there exists a geometric rough path w which has the explicit formulation: 
Note that if H = 1/2, the strong solution of (5) defined as above is the same as the strong solution defined by classical Stratonovich's calculus. Now we consider the case where n > 1. It is proved by Coutin and Qian in [3] that there exists a geometric rough path of order p with p > 1/H for all sample paths of a multi-dimensional fBm with Hurst index H > 1/4. So we can construct in this case a strong solution of stochastic differential equations driven by such a fBm. It is also shown that this construction can be extended to more general Gaussian processes.
Main results
Convergence to the solution of a stochastic differential equation driven by a fractional Brownian motion
In this section we consider the family of processes (X ε ) ε in R d which is defined by:
where G and F are two smooth functions (strict conditions will be given below), m is a continuous, stationary and centered stochastic process, and α ∈ (0, 2). We denote by r the covariance function of m, that is r(t) = E[m(0)m(t)]. We define the following assumptions:
Assumption (H1): α ∈ (0, 1) and there exists c 0 > 0 such that r(t) ∼ c 0 /t α when t → +∞. Assumption (H2): α ∈ (1, 2), there exists c 0 < 0 such that r(t) ∼ c 0 /t α when t → +∞ and
Before stating the main result of this section we give examples of processes which satisfy Assumption (H1) or (H2). Let H ∈ (0, 1). We call the fractional (one-dimensional) white noise with index H the process (m H (t)) t∈R defined by
where W H is a fBm with Hurst parameter H. This process is continuous, Gaussian, stationary, centered and his covariance function is given by
If we take α = 2 − 2H, we can check by straightforward calculations that m H satisfies (
We call the (stationary) fractional Orstein-Uhlenbeck process with index H the process (ν H (t)) t∈R defined by
where W H is a fBm with Hurst parameter H. As the white noise with index H, ν H is continuous, Gaussian, stationary, centered and, taking α = 2 − 2H, satisfies (H1) if H > 1/2, (H2) if H < 1/2.
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The main result of this section is the following. Let (X ε ) ε be the family of processes which is solution of (6) . When ε goes to 0,
to the process X which is solution of:
where W H is a fractional Brownian motion with Hurst index H = (2 − α)/2 and
In fact, the convergence holds in the space of geometric rough paths of order p > 2/(2 − α). Section 4.1 is devoted to the proof of this theorem.
Convergence to the solution of a stochastic differential equation driven by a classical Brownian motion
Now we consider the family of processes (X ε ) ε in R d which is defined by:
where G and F are two smooth functions (strict conditions will be given below), m is a continuous, stationary and centered stochastic process, and γ, β are two parameters. We denote by r the covariance function of m. We define the following assumptions: Let (X ε ) ε be the family of processes which is solution of (8) . When ε goes to 0, 
Proofs of the main results
Proof of Theorem 2
The proof of Theorem 2 under (H1) can be found in [20] . The proof of Theorem 2 under (H2) follows the same lines, but it requires to study geometric rough paths of order p with p sufficiently large. This is essentially due to the strong roughness of the fractional Brownian motion of Hurst index H < 1/2. Indeed, in the long-range case, p = 1 is sufficient. So we take p > 1/H. We let
and we denote by w ε the geometric rough path of w ε for p, that is
where w
By Theorem 1 it is sufficient to show that w ε converges in distribution when ε goes to 0 to the geometric rough path of the fBm W H for the metric d p :
|u(t) − v(t)|.
The aim of the first lemma is to prove the convergence of the finite-dimensional distributions of w ε . Then we prove an estimate on the increments of w ε that we use to conclude the proof by the tightness of w ε for the distance d p . 
Lemma 1. When ε goes to 0, the finite-dimensional distributions of
It is a straightforward extension to the continuous case of the result 7.2.11 p. 337 of Samorodnitsky and Taqqu [27] .
The following lemma is useful for the tightness of ( w ε ) ε>0 .
Lemma 2. There exists a positive constant C such that
for all t, s in [0, 1] and ε in (0, 1). 
Proof of Theorem 3 under (H3)
In this proof we take p > 2/(1 − α) and we denote
where b = 2 − β. This following proof follows the same lines as the proof of Theorem 2.
Lemma 4. For all s, t ∈ [0, 1], we have:
where t) ), where
To prove this lemma, it is sufficient to show
Let us begin by (10) . We can write I (10) is shown. Let us prove (11) . We can write I
By an integration by part:
so we can easily check that J ε 1,2 → 0 because b < 2 and 0 < α < 1. Moreover |K (11) is proved. Let us complete the proof of the lemma by showing (12) . We can write
where
Using trigonometric formulas and the basic estimate |sin| ≤ 1, we can easily check that J ε 1,2 (s, t) → 0. This shows (12) and concludes the proof of Lemma 4.
Lemma 5.
There exists a constant C > 0 such that for all t and s ∈ [0, 1], and ε ∈ (0, 1)
Proof. In this proof we adopt the same notations as previously. C stands for a constant which may vary from line to line but remains independent of s, t, and ε. Following the proof of (10) we get that |I
The modulus of the first term of this sum is smaller than C × (t − s) 1−α . For the second term we introduce the
Finally, using the estimate on r and |sin| ≤ 1, we easily check that |I
1−α . This concludes the proof.
Now we prove the tightness of ( w ε ) ε>0 .
Lemma 6. The family ( w ε ) ε>0 is tight in the space of geometric rough paths for the metric d p for all p > 2/(1 − α).
Proof. Using Lemmas 5 and 13 establishes the proof.
Proof of Theorem 3 under (H4)
Substituting Lemma 7 for Lemma 4 and Lemma 8 for Lemma 5 in the previous proof, we get the proof of Theorem 3 under (H4).
Lemma 7.
For all s, t ∈ [0, 1], we have:
Proof. Let s < t ∈ [0, 1]. Proceeding and using the same notations as in the proof of Lemma 4 we have
Hence, it is sufficient to show
Let us begin by (13) . We can write
In the following, C stands for a constant which may vary from line to line but remains independent of s, t and ε. J
. This proves (13) .
Let us show (14) . We can write I
The definite integral
This proves (14) . The proof of (15) is similar to the proof of (12).
Lemma 8.
Proof. The proof follows the same lines as the proof of Lemma 5 and essentially uses the calculations of the proof of Lemma 7.
Approximation-diffusion VIA rough paths
In this section we use our previous arguments, particularly the theorem of continuity of Lyons to give a new proof of a classical approximation-diffusion theorem. 
converge in distribution in the space Ω p to the geometric rough path of order p of the solution X 2 of the stochastic differential equation
The p−variation topology is stronger than the uniform topology, so that this result covers the standard formulation of the approximation-diffusion theorem. We let
First we establish two preliminary lemmas.
Lemma 9.
For all s and t in [0, 1], we have:
Proof. The proof consists in some algebra using trigonometric formulas, the dominated convergence theorem and the fact that r is integrable. 
Proof. The proof essentially uses the calculations and the arguments of the previous proof.
Now we can prove Theorem 4.
Proof of Theorem 4. Substituting Lemma 9 for Lemma 4 and Lemma 10 for Lemma 5 in the proof of Theorem 3 under (H3), we get the proof of Theorem 4.
6. About the multi-dimensional case
Extension of Theorem 2
We consider the following problem: This type of equation has some applications, for instance in the study of light propagation in a birefringent optical fiber [10] . It is well-known [25, 26] that if the multi-dimensional process (m 1 , ..., m k ) is continuous, centered, Markovian, ergodic with a generator which satisfies the Fredholm alternative, and satisfying good correlations conditions (for instance the m j 's are independent), then the solution X ε converges in distribution to a limit X which is solution of the stochastic differential equation
where the W j 's are independent standard Brownian motions and
The natural question that we can ask is: can we extend this result to the case where the m j 's satisfy the assumptions of Theorem 2, that is to say, can we establish a multi-dimensional version of Theorem 2? The following theorem establishes that the answer to this question is positive at least in the case where the m j 's are long-range processes. The case where the m j 's are short-range processes is more complicated and will be discussed at the end of this section. 
with bounded derivatives. Then, when ε goes to 0, the solution X ε of the equation
where the W Hj 's are independent fractional Brownian motions with Hurst indices
In fact, the convergence holds in the space of geometric rough paths of order p > 2/(2 − α 1 ).
Proof. We fix p ∈ (1/H 1 , 2) . Following the continuity theorem of T. Lyons, it is sufficient to show that the geometric functional of order 1 w ε of w ε ,
To prove that L ε 2 (t) converge to 0, we proceed as for I 
The aim of this section is to compute and to study the asymptotic behavior of the energy H of the random harmonic oscillator: 
We perform a change of variable
x(t) := e −iωt u(t)
so that, instead of (25) We get the main result of this section by letting ε = η 1+τ /2 and applying Theorem 6. One thus obtains linear diffusive growth of the energy, which is standard in the case of strongly decaying covariance function [2] . However the dependence of the energy growth with respect to the oscillation frequency ω exhibits a non-standard structure (E[H 0 (t)] = H(0) + 2|ω| 2α C
