Abstract. In this paper we propose a framework for recognition and retrieval tasks in the context of scene text images. In contrast to many of the recent works, we focus on the case where an image-specific list of words, known as the small lexicon setting, is unavailable. We present a conditional random field model defined on potential character locations and the interactions between them. Observing that the interaction potentials computed in the large lexicon setting are less effective than in the case of a small lexicon, we propose an iterative method, which alternates between finding the most likely solution and refining the interaction potentials. We evaluate our method on public datasets and show that it improves over baseline and state-of-the-art approaches. For example, we obtain nearly 15% improvement in recognition accuracy and precision for our retrieval task over baseline methods on the IIIT-5K word dataset, with a large lexicon containing 0.5 million words.
Introduction
Text can play an important role in understanding street view images. In light of this, many attempts have been made to recognize scene text [1] [2] [3] [4] [5] [6] . Scene text recognition is a challenging problem and its recent success is mostly limited to the small lexicon setting, where an image-specific lexicon containing the ground truth word is provided. Typically, these lexicons contain only 50 words [3] . This setting has many practical applications, but it does not scale well. As an example consider the scenario of assisting visually-impaired people in finding books by their titles in a library. Here the lexicon is populated with all the book titles. In this case, the small lexicon setting becomes less accurate as the lexicon sizes can range from a few thousands to a million. For instance, when lexicon size increases from 50 to 1000, the recognition accuracy drops by more than 10% [6, 7] . In other words, the general problem of scene text recognition, i.e., recognition with the help of a large lexicon (say a million dictionary words) is far from being solved. In this paper, we investigate this problem.
One way to address the task of recognizing scene text is to pose the problem in conditional random field (crf) framework and obtain the maximum a posteriori (map) solution as proposed in [3, 4, [7] [8] [9] [10] . In these frameworks, an energy function consisting of unary and pairwise potentials is defined, and the minimum of this function corresponds to the text contained in the word image. These methods demonstrated successful results in a small lexicon setting primarily due to the fact that the pairwise terms are computed with this lexicon have a positive bias towards the ground truth word. However, when the pairwise terms are computed from large lexicons, they become too generic, and often in such cases the map solution does not correspond to the ground truth. Besides this, map solutions suffer from drawbacks, such as (i) approximation errors in inference, (ii) poor precision/recall for character detection, (iii) weak unary and pairwise potentials. Consider the word "PITT" shown in Fig. 1 as an example. The map solution for the word is "PITA", which is incorrect. Our approach addresses this problem by using the top-M solutions to ultimately find text that is most likely contained in the image.
We begin by generating a set of candidate words with M-best diverse solutions [11] . With these potential solutions, we refine the large lexicon by removing words from it with a large edit distance to any of the candidates, and then recompute the M-best diverse solutions. These two steps are repeated a few times, which ultimately results in set of words most likely to represent the word contained in the image. Then a desired solution can be picked using various means (e.g., using minimum edit distance based correction using a lexicon). We show significant performance gain for recognition tasks in the large lexicon setting using this framework. We also present an application of computing the top-M solutions, i.e., text to image retrieval, where the goal is to retrieve all the occurrences of the query text from a database of word images. We will show that our strategy of re-ranking the words with the refined lexicon improves the performance over baseline methods.
Related Work. The problem of cropped word recognition has been looked at in two broad settings: with an image-specific lexicon [3] [4] [5] [6] 10] and without the help of lexicon [1, 7, 8] . Approaches for scene text recognition typically follow a two-step process (i) A set of potential character locations are detected either by binarization [1, 2] or sliding windows [3, 4] , (ii) Inference on crf model [4, 7] , semi Markov model [1, 8] , finite automata [9] or beam search [2] in a graph (representing the character locations and their neighborhood relations) is performed. Fig. 2 . Overview of the proposed framework. The input image is passed on to a multiple candidate word generation module which generates candidate words, each with a set of character regions and their corresponding unary potentials. With the help of an initial lexicon, pairwise priors are computed and diverse solutions are inferred from all the candidate words. These candidates are then used to reduce the lexicon. This process is repeated with the reduced lexicon until the lexicon is refined to a small size. The final solution is the word in the full lexicon closest to the diverse solutions computed in the last iteration.
These approaches work well especially in small lexicon settings, but suffer from two main drawbacks: (i) Obtaining a single set of true character windows in a word image in these methods is difficult, (ii) Pairwise information gets less influential as the lexicon size increases. We adopt a similar framework in this paper, but propose crucial changes to overcome the issues of previous approaches. First, we generate multiple word hypotheses and derive a set of candidate words likely to represent the word image. Second, we present a technique to prune the large lexicon based on edit distances between the candidate solutions and lexicon words. This proposed method allows us to significantly reduce the lexicon size and make the priors more specific to the image. Third, unlike prior works which yield a single solution, our method is also capable of yielding multiple solutions, and is applicable to the text-to-image retrieval task.
The remainder of the paper is organized as follows. In Section 2.1, we present crf framework for word recognition. We utilize multiple segmentations of word images to obtain potential character locations in Section 2.2. We then present details of the inference method in Section 2.3. Our lexicon reduction and pairwise term update steps are described in Section 2.4. The two problem settings, i.e., recognition and retrieval, are then discussed Section 3. Section 4 describes the experiments and shows results on public datasets. Implementation details are also provided in this section. We then make concluding remarks in Section 5.
Proposed Method
We model the scene text recognition task as an inference problem on a crf model, similar to [4] , where unary potentials are computed from character clas-sification scores and pairwise potentials from the lexicons. Small lexicon based pairwise potentials often help to recover from the errors made by character classification [12, 13] . However, when the pairwise potentials are computed from large lexicons, they become too generic, and the overall model cannot cope with erroneous unary potentials. To overcome this issue, starting from a large lexicon recognition problem, we automatically refine the problem statement and convert it to a small lexicon inference task.
The framework has the following components, as shown in Fig. 2 : (i) Candidate word generation module, where we generate multiple words with each word as a set of characters spanning over the image, (ii) crf inference module, where each word is represented as a crf and inferred to obtain diverse solutions, and (iii) Lexicon reduction module, where we prune the lexicon by removing distant words after re-ranking the lexicon with a novel group edit distance computed using the diverse solutions. It is accompanied by re-computation of pairwise potentials which become image specific as the lexicon size decreases. We use different stopping criteria for recognition and retrieval tasks as we alternatively reduce our lexicon and infer solutions.
CRF framework
The crf is defined over a set of random variables x = {x i |i ∈ V}, where V = {1, 2, ..., n}, denotes the set of n characters in a candidate word. Each random variable x i denotes a potential character in the word, and can take a label from the label set L containing English characters and digits. The energy function, E : L n → R, corresponding to a candidate word can be typically written as the sum of unary and pairwise potentials:
where N represents the neigbourhood system defined over the candidate word. The set of potential characters is obtained by a segmentation procedure, discussed in Section 2.2.
Unary Potentials. The unary potential of a node is determined by the svm confidence score. The unary term E i (x i = c j ) represents the cost of a node x i taking a character label c j , and is defined as:
where p(c j |x i ) denotes the likelihood of character class c j for node x i .
Pairwise Potentials. The pairwise cost of two neighbouring nodes x i and x j taking a pair of character labels c i and c j is defined as,
where p(c i , c j ) is the bigram probability of the character pair c i and c j occurring together in the lexicon. The parameter λ l determines the penalty for a character pair occurring in the lexicon. Similar to [4] , we use node-specific prior, where the priors are computed independently for each edge from the bigrams in the lexicon that have the same relative position to that of the edge in the crf. This enforces spatial constraints on prior computation, and are found to be more effective than the standard node prior [4] .
Generating Candidate Words
Obtaining potential character locations with a high recall is desired for our approach. There are two popular methods for character extraction based on: (i) sliding window [4, 7] , (ii) binarization [1, 2] . We follow the binarization based approach as it results in fewer potential character locations, in the form of connected components (CCs), than those generated by the sliding window based method. This avoids redundant character windows with similar size at a specific image location. Binarization based methods reduce the number of candidate windows with threshold parameters and by leveraging fast pruning techniques on the CCs. To ensure that all the characters are present in the candidate windows as CCs, we combine results with different thresholds. This significantly improves the character recall at the cost of generating some false windows that can be overcome in the latter steps.
To remove obvious false windows we use heuristics based on information such as character sizes, aspect ratio and spatial consistency, followed by a character specific non-maximal suppression. This step removes false positive windows occurring in the background or unwanted foreground text elements like text bounding boxes. We also detect other anomalous windows, like holes in characters and invalid windows present within the characters, by finding configurations where a smaller window is contained completely within a larger window, and then remove the smaller one.
After pruning, we get a set of potential character windows which are used to generate candidate words. We first build a graph by joining the potential character windows which are spatially consistent and likely to be adjacent characters. In other words, the windows are connected with an edge if (i) overlapping windows have an overlap less than a threshold, and (ii) non-overlapping windows are less than a threshold away. We remove a few edges connecting windows whose width or height ratio is not in a desired range, to ensure that only characterto-character links are preserved. Then we estimate the most probable words for further analysis as described in the following.
Selection of Candidate Words. Our objective is to find a set of probable candidate words from the directed graph described above. We define a candidate word as a set of character windows representing the text present in the image. We first find the most probable start and end character windows by selecting windows close to the left and right image boundaries. Representing these start and end windows as candidate start and end nodes, we find possible connected paths (i.e., candidate words) between all pairs of start and end nodes using a depth first all paths algorithm [14] . We reject candidate words which do not cover sufficient area over the word image. The shortlisted candidate words are represented as a crf, inferred and re-ranked according to their minimum energy value which is normalized by the number of nodes in the crf. The least energy candidate words are retained for the subsequent stage as the correct candidate words assuming they have nodes with better unary potentials.
Diversity Preserving Inference
Once the optimal candidate words are selected, we infer the text each of them contains by minimizing the energy (1). However, the minimum energy solution of the word may be at times incorrect due to poor unary or pairwise potentials. Hence, diverse solutions are preferred a over single solution. Inspired by [11] , we obtain M -best solutions instead of one map solution. This is done for all the selected candidate words from the previous stage individually. We approach the problem of diversity preserving inference with a greedy algorithm. First, we obtain the map solution with TRW-S [15] and then, the next solution is defined as the lowest energy state with minimum similarity from the previously obtained solutions.
Rewriting the problem of optimizing the energy function (1) we obtain, min µ i∈V s∈L
where α i (s) is the unary potential and α ij (s, t) is the pairwise potential. The terms µ i (s) and µ ij (s, t) are their corresponding binary indicator variables. This function (4) can be re-written with standard constraints on unary and pairwise potentials as well as the diversity constraint (to get the second best solution) in the form of function ∆(μ, µ), whereμ is the best solution found after inferring with the diversity constraint as follows,
s.t.
Here, (6) and (7) denote the constraints on unary and pairwise potentials. The constraint (8) is the diversity measure that has to be greater than a scalar k. The Langrangian relaxation of this optimization problem is formed by the dualizing the constraint (8), which yields,
Using a dot product dissimilarity (Hamming distance) as our ∆ function we obtain, min µ i∈V s∈L
which can be re-written as,
In summary, only the unary potentials need to be modified by adding the original solution scaled by the diversity parameter λ. The TRW-S [15] algorithm can be utilized again to infer the second best solution.
Lexicon Reduction
Once the solutions are obtained from all the selected candidate words, they are used to reduce the large lexicon and compute pairwise potentials iteratively. We prefer to use the diverse solutions over the map solution as they maximize the chances of inferring the correct solution. Our first iteration involves shrinking the lexicon to a smaller size, i.e., 50. This is done by re-ranking the lexicon words using group edit distance (described below) to the solutions obtained, and retaining the top matches. This iteration reduces the lexicon size significantly and retains a small subset with a high recall of ground truth words. From the second iteration onwards, we use the new pairwise potentials (computed from the reduced lexicon) and re-infer the diverse solutions. Thereafter, we remove the word in the lexicon with maximum group edit distance from the diverse solutions. This lexicon reduction procedure is summarized in Algorithm 1.
Group Edit Distance. The standard way of re-ranking a lexicon using a single solution is by computing the edit distance between the solution and all the lexicon words. However in a multiple solution scenario, where diverse solutions from multiple words come into the picture, the correct inferred label is most likely to be present in the solution set. To be able to compute the edit distance between a solution set and lexicon, we find the minimum edit distance for each lexicon word from the solution set. This modification ensures that if the ground truth is very close to one of the diverse solutions, it will be ranked higher than others in the lexicon.
Recognition and Retrieval
The method described so far reduces the size of the lexicon by alternating between the two steps of estimating candidate words and refining the lexicon. We then use this lexicon for the recognition and retrieval tasks. Recognition. In the recognition task, our goal is to associate a text label to a given word image. The process begins by forming multiple candidate words using the graph construction described in Section 2.2. Candidate words are re-ranked and k optimal candidate words are retained. We reduce the lexicon (using the method in Section 2.4) to a size of 10 words and obtain diverse solutions with the newly computed pairwise potentials from this reduced lexicon. We now select a word from the original lexicon with the minimum group edit distance from the diverse solutions as our result.
Retrieval. In a retrieval task, our objective is to retrieve word images for a given text query word from a dataset. The traditional approach would be to reduce the lexicon for each word to size one (hereafter referred to as singleton lexicon), and search for the query word in the singleton lexicons of all the words in the dataset. However, since this approach is prone to failures in recognition, we relax the constraint of reducing the lexicon to size one, and instead reduce the lexicon to a very small size, say five words. This allows us to overcome recognition errors and retrieve word images where the ground truth in present in the reduced lexicon but not in the singleton lexicon. Word images with reduced lexicons having low similarity among their constituent words are further reduced to a singleton lexicon. We measure the similarity of words in the lexicon with a measure called average edit distance (aed) which is defined as,
where L P is the lexicon with P words and ED(w i , w j ) is the edit distance between words w i and w j . A low aed implies that the reduced lexicon has similar words and hence, one more lexicon reduction iteration may result in arbitrary loss of ground truth from the reduced lexicon. On the other hand, in cases with high aed score, the words in the reduced lexicon are different from each other.
As a preprocessing step to our retrieval task, we prepare the dataset by reducing the lexicons for each word image to either a singleton or a reduced lexicon. The lexicon is reduced iteratively to a size n and the aed score is computed. If the score is found to be less than θ (i.e., showing high similarity among the words in the lexicon) we terminate the lexicon reduction process and associate the reduced lexicon of size n with the word image. We continue the process to get a singleton lexicon otherwise. For a given query word, we find all the word images in the dataset that have the query word in their respective singleton or reduced lexicons. All the selected images are then ranked using a combined score computed as the weighted sum of: (i) the lexicon size (one or n), and (ii) the position of the query word in the ranked lexicon. Note that in each iteration of the lexicon reduction process, the lexicon is ranked by group edit distance from the diverse solutions (Section 2.4). The intuition behind this combined score is that words retrieved from a small lexicon and words that rank better in the lexicon are more likely to be the correct retrieval, i.e., a low combined score. We give more weightage to the first term, as word images with smaller lexicons are more likely to retain the ground truth.
Experimental Analysis

Datasets
We used three public datasets, namely IIIT 5K-word dataset [7] , ICDAR 2003 [16] and Street View Text (svt) [17, 18] in our evaluations.
IIIT 5K-word. The IIIT 5K-word dataset contains 5000 cropped word images from scene texts and born-digital images, harvested from Google image search engine. This is the largest dataset for natural image word spotting and recognition currently available. The dataset is partitioned into train (2000 word images) and test (3000 word images) sets. It also comes with a large lexicon of 0.5 million words. Further, each word is associated with two smaller lexicons, one containing 50 words (known as small lexicon), another with 1000 words (known as medium lexicon).
ICDAR 2003. The test dataset contains 890 cropped word images. They were released as a part of the robust reading competitions. We use small lexicons provided by [17] of size 50 for each image in this dataset.
SVT. The svt dataset contains images taken from Google Street View. Since we focus on the word recognition task, we used the svt-word dataset, which contains 647 word images and a 50-word sized lexicon for each image.
Multiple Candidate Word Generation
We binarize the image using Otsu's method [19] with ten thresholds equally spaced over the grayscale range. This provides a good set of potential character locations, which are used to construct the graph (Section 2.2). The overlap, Fig. 3 . Effect of the lexicon reduction technique on the inferred label. Here we show four iterations for each example. We observe that with stronger pairwise potentials the method recovers from the errors in the map solution.
aspect ratio and width/height range parameters associated with the graph construction are chosen by cross-validating on an independent validation set. We add an edge between two overlapping windows if their X-axis projection intersection is less than 25% of the left window width. If they are non-overlapping, they must be no farther than 50% of the left window width. We remove edges with window width ratio or height ratio more than a factor of 4. For non-maximal suppression, we use 80% overlap as our threshold. Once the graph is constructed, all candidate words are found (Section 2.2). We then re-rank them using their energy score (1) normalized by word length and select the top-10 candidate words for the lexicon reduction phase.
Diversity Preserving Inference
We train one-vs-all character classifiers with linear svm for unary potentials, as described in [20] , with dense hog features [21] from character images. To obtain multiple crf solutions we infer the top-5 diverse labels by modifying the unary potentials in each iteration (Section 2.3). The λ parameter in (12) is set by cross validation. We found λ = 0.1 to be an optimal value to moderate the influence of diversity. Note that with a small λ, the unary potentials will be modified by a very small amount in the next iteration, which will result in inferring the same solution. On the other hand, a large λ gives very diverse solutions, and in some cases words that are significantly different from each other.
Recognition
In our recognition experiment, we stop the lexicon reduction process when the reduced lexicon reaches a size of 10, and then find the nearest word in the original lexicon with minimum group edit distance from the most recently inferred solution set. We evaluate the performance of the system by checking if the nearest word is the ground truth or not.
For the large lexicon experiments, the group edit distance re-ranking becomes computationally expensive due to the lexicon size. To speed up the process, we represent each word by its character histogram and build a k-NN classifier. Now, for a given solution set and a lexicon, we first find the top-100 nearest neighbours Table 1 . Word recognition accuracy comparison between various crf and non-crf methods. A word is said to be correctly recognized if the word nearest to result of a method in the lexicon is the ground truth. We compute top-5 diverse solutions and select one solution from the full lexicon with minimum group edit distance as the proposed method. We see that in the large and medium lexicon setting of IIIT 5K-word dataset, our method outperforms the existing ones. We also obtain similar performance as compared to the other crf methods on small lexicons. in the lexicon for each word in the solution set. We then consider the union of all top-100 nearest lexicon words to be the new lexicon and perform the group edit distance based re-ranking on it. This speeds up the process by around 200 times and reduces the computation time to less than a second.
Method
Discussion. Fig. 3 shows that lexicon reduction (and re-computation of priors using diverse solutions) corrects solutions in the first four iterations. We observe that the inferred label changes by one or more characters as the priors get stronger over iterations by assigning a lower pairwise cost to the bigrams from the ground truth. Table 1 compares the performance of the proposed method with the state of the art over the three datasets. We see that our method outperforms the state of the art in the large lexicon setting. We obtain 14% improvement over [7] because of stronger priors.
1 As a baseline, to evaluate the effectiveness of the diversity constraint, we searched for multiple candidate words using the crf energy without using the diversity constraint. For example, on the IIIT 5K-word dataset (with medium lexicon), this resulted in an accuracy of 55.6 without diversity compared to 62.9 (with diversity, shown in Table 1 ), when considering the top-5 candidate words. Table 2 . Top-1 precision for retrieval experiment on various datasets. We compare the results between two reduction methods, each with and without diverse solutions. The partial reduction method leaves some lexicons with around 5 words, while the full reduction method reduces all lexicons to size one. We see that our proposed method of partial reduction with diverse solutions works the best for the IIIT 5K-word dataset. For the small lexicon setting, non-crf methods, like beam search on a graph in [2] perform well on the svt dataset because of training the classifiers with millions of character images. This is around ten times larger than the amount of training data we use, and is unavailable to the public. The structured svm formulation [6] shows a good performance on the small lexicon of IIIT 5K-word but deteriorates as the lexicon size increases. This is due to the model being incapable of effectively minimizing the distance between the label and image features in the embedded space for larger lexicons.
Retrieval
In this experiment we retrieve a word image for a given query word from the dataset. The dataset comprises of a singleton or a reduced lexicon for each image which is used for the task as described in Section 3. As our proposed method, we preprocess the dataset by reducing the lexicon to singleton if the aed value θ at the 5th (last) iteration is less than 3.5. We call this process the partial reduction method as it reduces the lexicon to size one only for some word images, and for the rest, the lexicon contains 5 words. As a baseline method, we also do a full reduction, reducing lexicons for all the word images to one corresponding word. Both, the proposed and the baseline methods, are performed with and without the diversity constraint, thus creating four different variations. The parameter θ that gives the best precision for the proposed method is selected after cross validation over an independent query set. For quantitative evaluation, we compute the precision of the first retrieved word image as the datasets do not have a significant number of repeating ground truth labels (i.e., word images with the same text).
We show quantitative results in Table 2 , where we clearly see that partial reduction of lexicons with diversity outperforms full reduction without diversity on the IIIT 5K-word dataset. The diverse solutions improve the performance as they retain the ground truth in reduced lexicon after the lexicon reduction process in many cases. We also notice that on IIIT 5K-word dataset, the performance gap increases as the lexicon size increases, suggesting potential applicability to larger lexicon based query systems. Correct retrievals (in Fig. 4) show that a higher aed threshold based lexicon association has the ground truth in the reduced lexicon associated with it, as compared to its singleton lexicon. The method is less successful in cases (Fig. 5) where the ground truth is lost in the early stages of lexicon reduction leading to a reduced lexicon without the ground truth in it. This happens due to failure of the binarization method used to segment out the characters, which leads to abrupt short/long candidate word formation. Other cases have the ground truth word, but are retrieved for the wrong query word (rows 2, 6).
Summary
In this paper we proposed a novel framework for recognition and retrieval tasks in the large lexicon setting. We identify potential character locations and find words contained in the image. We reduce the large lexicon to a small imagespecific lexicon. The lexicon reduction process alternates between recomputing priors and refining the lexicon. We evaluated our results on public datasets and show superior performance on large and medium lexicons for recognition and retrieval tasks.
