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Abstract 
We developed an interface system by which a user can operate a computer with hand and finger movements. To implement the 
interface, we used a gesture sensor to acquire the movement-based data. A recurrent neural network (RNN) was included to 
discriminate types of gestures. Using the proposed interface, high recognition rates were obtained for simple gestures, while the 
recognition rates of complicated gestures were low. To improve the rate of accuracy in recognizing complicated gestures, we 
investigated the dependency of factors on the rate of recognition in the RNN learning process and identified settings to refine 
these factors. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-reviewed by KES International. 
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Introduction 
The standard user input interface comprises a keyboard and a mouse; the user always needs to be in physical 
contact with the two devices to enter data. On the other hand, gesture sensors, which can capture and measure the 
movement of hands and fingers, have been developed and popularized in recent years. To realize computer 
interfaces that do not require direct contact with input devices, novel computer interfaces with which users can 
operate a computer by gestures have been proposed. These gesture-based interfaces are seed technologies for life 
support systems that may prove to be instrumental in situations where bodily movements are limited or 
compromised.  
In numerous studies on gesture-based interfaces, feedforward neural networks (NNs) have been used for image 
recognition to discriminate among types of hand gestures [4, 5, 6] and lip movements [7]. NNs have also been used 
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to discriminate body gestures measured by both inertia sensors [8, 9] and the Kinect sensor [10, 11]. For 
discriminating dynamical features in gestures, the use of recurrent neural networks (RNNs) were found to be more 
efficient than static NNs, because RNNs can learn and predict input–output relationship in time series. In some 
studies, RNNs have been used for image recognition to discriminate types of gestures [12, 13]. Although the 
application of NNs/RNNs for the discrimination of gesture types has been widely studied, finding the most optimal 
combination of types of NNs/RNNs, gesture types, and types of motion sensors to maximize the performance 
gesture interfaces remains an open research question. 
To answer the question, we proposed a novel gesture-based interface. A RNN was applied to discriminate types 
of hand gestures. Gestures were measured as three-dimensional coordinates from the center of the hand using a 
sensor to detect hand and finger motions (i.e., the Leap Motion Controller by Leap Motion, Inc.) [1]. Using three-
dimensional coordinates from the center of the hand reduces the number of dimensions of an input layer in the 
RNN. This reduction is advantageous, as the amount of memory required to learn the RNN is minimized, 
particularly when compared with image-based methods. Another novel element of our proposed method is the use of 
only one learning data for each gesture. This notably reduces the amount of computational time required to learn the 
RNN.  
However, in our previous studies, it has been revealed that recognition rates for complicated gestures (e.g., 
waving the hand from side to side) were low, while high recognition rates were obtained for simple gestures (e.g., 
linear movements). To improve accuracy in recognizing the complicated gestures in this study, we investigated the 
dependency of factors in the RNN recognition learning process and identified ways to refine these factors.  
It should be noted that we also proposed a gesture-based interface in which a RNN discriminates types of hand 
gestures, which were measured as three-dimensional coordinates from the center of the hand, using a body motion 
sensor (i.e., Kinect, Microsoft Corporation) [2]; however the Kinect-based interface will not be presented in this 
paper. 
1. Method 
In our proposed system, the center coordinates of a user’s hand that will perform gestures are initially measured 
by the Leap Motion Controller. Then, a time series of the center coordinates are transferred and entered into a RNN. 
The RNN discriminate types of gestures based on the time series data. Finally, computer shortcut keys are defined 
and executed on the basis of the associated gesture types. A schematic of the proposed interface is shown in Fig. 1.  
The Leap Motion Controller begins by detecting the three-dimensional center coordinates of user’s hand when it 
is closed, until the user’s hand opens. The time required for convergence of the learning process of the RNN 
increases with the quantity of data (i.e., the length of the input time series). Thus, to effectively decrease the learning 
time, the entire input data set is down-sampled. In our proposed system, the time between the sequence of closed to 
open hand gestures took approximately 2 s and the input time series typically included approximately 140 sampling 
points. The time series were down-sampled into subsets of 10, 20, and 30 time points at regular and temporal 
intervals.  
Even for a single type of gesture, the three-dimensional coordinates were varied across performances of the 
gesture. These differences are attributed to the coverage and location of each performance. To reduce the range of 
variations, the down-sampled time series of the center coordinate was translated to a time series that describes 
vector differences. This time series was produced by recording increments between two successive coordinates, 
which were then normalized as unit vectors.  
In this study, three types of gestures were evaluated: the clockwise, circular hand rotation (referred to as 
“clockwise” in this paper), the counterclockwise, circular hand rotation (referred to as “counterclockwise”) and the 
movement of the hand from left to right, one and a half times in sequence (referred to as “waving”). Typical data 
obtained for each of the three aforementioned gestures are shown in Fig. 2, 3, and 4, respectively. In each of the 
figures, a time series of the center of the hand and fingers, a time series of down-sampled data into 10 samples, a 
time series of the difference vectors, and a time series of unit vectors are shown in (a)–(d), respectively. In all 
figures, the time series were drawn in the x-y plane; z-coordinates with slight variations were not shown. 
A schematic of the RNN used in this study is shown in Fig. 5. The RNN has an input layer, a hidden layer, an 
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output layer, and two context layers, one on the input and another on the output side [4]. The RNN can learn and 
predict outputs from the output layer of the RNN, which correspond to the time series data entered in the input layer. 
Delayed copies of feedback from the output context layer to the input context layer enable the RNN to predict 
outputs depending on the context of the inputs. In the proposed system, the time series of the unit vectors represent 
the input layer of the RNN. The three types of gestures are learned as three patterns in the output time series. In this 
study, the time series of correct outputs for the clockwise, counterclockwise, and waving gestures were defined as 
constant time series, in particular, (1, 0, 0), (0, 1, 0), and (0, 0, 1), respectively. After the RNN generated all outputs, 
the average of the last three output samples were calculated for each neuron in the output layer. If the average was 
greater than 0.7, the predicted output of the neuron was redefined as 1. If the average was less than or equal to 0.7, 
the predicted output was redefined as 0. In the proposed system, the input layer comprised three neurons, which 
corresponded to the three-dimensional input data. The output layer comprised three neurons, which corresponded to 
the three types of gestures. The input and the output context layers comprised three neurons. The number of neurons 
in the hidden layer was changed as a tuning factor for adjusting size of the RNN to improve the rate of accuracy, as 
described below. 
Computer shortcut keys execute defined operations based on the predicted results in the output layer of the RNN. 
In this study, when a user makes an identifiable gesture (i.e., clockwise, counterclockwise, or waving), a  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. System configuration. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. A clockwise gesture; (a) a time series of the center of the hand and fingers, (b) a down-sampled time series with 10 sample points, 
(c) a time series of difference vectors (ΔX, ΔY) and (d) a time series of unit vectors (ΔX’, ΔY’). 
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Fig. 3. A counterclockwise gesture (conventions as in Fig. 2.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. A waving gesture (conventions as in Fig. 2.). 
corresponding shortcut key (the “My Computer” folder, the “start” menu, and the “show desktop” respectively) is 
executed in a Windows-based graphical user interface (GUI). 
To implement the proposed system, Visual Studio C++ 2013 and Leap Motion SDK 2.2.1.24116 for Windows 
were used. The implemented system is shown in Fig. 6. 
In this study, the RNN was trained using one data set for each of the three target gestures. Batch learning via 
back propagation as a function of time [5] was conducted, with at learning rate of 0.8 and an inertia parameter set to 
0.5. The training was completed when the batch error was < 0.1. The learning process was conducted 20 times with 
different initial values. Another 100 data sets of three gestures were prepared as additional test data. For each 
learning procedure, the percentage of successful output predictions for the 100 test data sets was calculated. 
Recognition rates were calculated in terms of averages and standard deviations of the percentage across the 20  
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Fig. 5. Configuration of a RNN. 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Implementation of the proposed system. 
learning processes of the RNN. The recognition rate was calculated for each gesture, for each of the refinement 
parameters described below. 
2. Tuning (Refinement) Parameters 
In our previous studies, it has empirically revealed through a significant number of simulations that high 
recognition rates were obtained for relatively simple and consistent learned gestures (e.g., linear movements). 
However, a wide range of high to low recognition rates were obtained for learned gestures that were relatively more 
complicated and drastically variable (e.g., waving). For example, with the waving gesture, the normalized vectors 
significantly changed between −1 and 1 in the x-axis (shown in Fig 4 (d)). As a result of the observations, it was 
hypothesized that such notable discrepancies for the same types of gestures might cause difficulties in learning, 
which correlate to lower recognition rates. Therefore, to improve the level of accuracy associated with the 
recognition of complicated gestures, we investigated the dependency of factors in the RNN as they affect the rates of 
recognition and identified ways to tune the factors. The investigation began with the examination of four 
problematic factors that were identified to produce low recognition rates within the proposed system. 
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First, learned results may depend on the number of down-sampled points used to define the input time series. If 
the number of samples in a time series increases, a more detailed gesture movement can be learned by the RNN. In 
this study, we investigated the appropriate (or minimum) number of down-sampled points that should be considered, 
as a tuning factor. 
Second, the learned results may depend on the initial value assigned to the synaptic weight, as it has been 
documented in previous studies on neural network learning. In this study, the initial values are chosen at random 
over a given range. We hypothesized that the recognition rate may depend on the defined range for generating initial 
values. As a result, suitable ranges for generating initial values were examined as a tuning factor. 
Third, how learned results are affected by the chosen learning data sets is uncertain. As previously mentioned, 
one of novel elements of the proposed method is that it only uses one learning data set for each type of gesture, so 
that the computational time required to learn the RNN is minimized. This approach assumes that recognition rates 
are robust against changes in the learning data sets. To verify this assumption, we examined whether changing the 
learning data affects recognition rates. 
Finally, learned results may depend on the number of neurons defined in the hidden layer. If too many neurons 
are defined, given data can be overtrained, while an insufficient number of neurons results in the inability to learn 
the data in a sufficient way. Determining a suitable number of neurons in the hidden layer of RNN can prevent 
overtraining and achieve a high recognition rate. In this study, we investigated which number of neurons in the 
hidden layer would be sufficient. 
In summary, we verified the effect of changing the four factors described above, in relation to learning the RNN. 
We changed each of the four factors in isolation, while the other three factors and the test data were fixed.  
3. Result 
First, we investigated how the recognition rate is dependent on the ratio of down-sampling points chosen from the 
complete set. The RNN was learned under three down-sampled conditions (i.e., with 10, 20, and 30 time points). 
Ten neurons were defined in the hidden layer and initial values were generated ranging from −1.0 to 1.0. Fig. 7 
show that changes in recognition rates depend on down-sampling rates, 10, 20, and 30, for clockwise, 
counterclockwise, and waving gestures, respectively. Learning of the RNN converged with all the 20 initial values 
with down-sampling with 10 and 20 time points. However, learning converged with only 3 initial values with down-
sampling with 30 time points and did not converge with the other 17 initial values. In Fig. 7 (c), recognition rates 
with down-sampling with 30 time points was calculated on the basis of the results obtained with the 3 initial values. 
The results in Fig. 7 suggested that the recognition rate tended to decrease when the number of time points 
increased, particularly when a complicated gesture (e.g., waving) was learned. Furthermore, Fig. 8 showed changes 
in the learning step was dependent on down-sampling rates. In general, no evident trends were detected for the 
learning steps when changes to down-sampled points were made, while large variations were detected when down-
sampling was conducted with 20 time points. 
Second, we investigated how recognition rates were dependent on the range used to generate initial values. We 
tested the learned RNN under two ranges of initial values, from −0.5 to 0.5 and from −1.0 to 1.0. The input time 
series were down-sampled to 10 time points and 10 neurons were defined in the hidden layer. The results (Table 1) 
show that there were no distinguishable differences between the two evaluated ranges.  
Third, we investigated whether change to the learning data affected recognition rates. Fig. 9, 10, and 11 show 
changes in recognition rates depending on learning data chosen for clockwise, counterclockwise, and waving 
gestures, respectively. The learning data was selected from 10 different sets. The 20 sets of initial values were 
consistent for all sets of the learning data. The range for generating initial values was defined from −1.0 to 1.0. The 
input time series was down-sampled to 10 time points and 10 neurons were defined in the hidden layer. For the 
eighth set of learning data, learning did not converge at one of the 20 initial values and recognition rates were 
calculated with the 19 initial values at which convergence did occur. In Fig 11, the average recognition rate for the 
second learning data set is lower than that of the sets for the waving gesture. It was because timing of movement of 
the hand from left to right in the waving gesture in the second learning data had a small difference compared to one 
in the other learning data. 
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Excepting the aforementioned cases above, the results indicated that the recognition rate is not dependent on the 
learning data set, but rather varied across the use of different initial values.  
Finally, we investigated how the recognition rate depends on the number of neurons in the hidden layer. We tested 
the learned RNN under two conditions; 10 and 5 neurons were defined in the hidden layer. The input time series was 
down-sampled to 10 time points and initial values were generated between −1.0 and 1.0. The results (Table 2) 
showed that there were no distinguishable differences between the two evaluated conditions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Changes in recognition rates depending on down-sampling rates for the (a) clockwise gesture; (b) counterclockwise gesture; (c) waving 
gesture. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Changes in learning steps depending on down-sampling rates. 
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Table 1. Changes in recognition rates depending on ranges of initial values. 
Gestures 
Recognition rate 
range from −0.5 to 0.5 range from −1.0 to 1.0 
Clockwise 68% 77% 
Counterclockwise 98% 90% 
Waving 86% 93% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Recognition rate of the condition of different learning data for clockwise. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Recognition rate of the condition of different learning data for the counterclockwise gesture. 
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Fig. 11. Recognition rate of the condition of different learning data for the waving gesture. 
Table 2. Changes in recognition rates depending on the number of neurons in a hidden layer. 
Gestures 
Recognition rate step 
10 neurons 5 neurons 10 neurons 5 neurons 
Clockwise 77% 78%  
2878 
 
4370 
Counterclockwise 90% 84% 
Waving 93% 85% 
4. Discussion 
To improve recognition rates of the RNN, we examined the effects of changing four factors of interest, i.e., the 
number of down-sampled points, the range for generating initial values, the change of learning data sets, and the 
number of neurons defined in the hidden layer.   
From these investigations, two points of interest were revealed. The first point is that recognition rates decrease 
when the time points of the input time series increased. This was exemplified in the waving gesture, which is 
characterized by drastic changes in hand movements. As previously mentioned, more complex gesture movements 
can be learned more accurately by the RNN with the inclusion of more time points. It is assumed that a minimum 
degree of complexity in a given gesture is what allows for it to be discriminated from other complex gestures. 
However, the results contradicted this assumption and demonstrated that the inclusion of detailed features increase 
the level of difficulty in discriminating the gestures examined in the study, particularly when a complicated gesture 
(e.g., waving). We speculated that the low recognition rate might be due to overtraining. The unit vectors of the 
complicated gesture tends to become complex and might induce the overtraining when time points increased. Our 
findings suggested that our proposed system does not require many sample points to learn the RNN. These results, 
in addition to the advantages of using three-dimensional coordinates of the center of the hand and the use of only 
one learning data set per gesture, enables shorter computational times to learn the RNN. 
Second, the recognition rate was not clearly dependent on the range used to generate initial values, the change of 
learning data sets, and the number of neurons defined in the hidden layer. The percentages of successful output 
prediction varied across the different initial values under the different combinations of the factors of interest. Our 
finding suggested that our proposed system does not require careful tuning of the described parameters and an 
acceptable result may be obtained if the RNN was trained several times with random initial values. 
0
20
40
60
80
100
         
re
c
o
gn
iti
on
 ra
te
learning data
1395 Jiachen Yang and Ryota Horie /  Procedia Computer Science  60 ( 2015 )  1386 – 1395 
5. Conclusion 
To improve accuracy in recognizing complicated gestures with the proposed gesture interface, the dependency 
of four factors to learn the RNN was evaluated on the basis of the resultant recognition rates, and settings to refine 
the factors were assessed. It was found that the recognition rate was lowered when the time points of the input time 
series increased and that the recognition rate was indistinguishable for the different ranges that were defined to 
generate initial values, when learning data sets were changed and the number of neurons in the hidden layer 
redefined. The findings suggested that our proposed gesture interface can be used without dedicating an extensive 
amount of time to learn the network and without specific parameter tuning. Further studies should be conducted to 
verify the results, particularly in the case of increasing the quantity of learning data sets and the application of deep 
learning [5, 6] with the learning data. 
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