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The Free Lie Algebra over an alphabet A, denoted here by LIE[A], is the 
smallest subspace of the linear span of the A-words which contains the letters and 
is closed under the bracket operation [f; g] =fj- gj A permutation u acts on 
words by replacing each occurrence of the letter a, by a,,. This action linearly 
extends to LIE[A]. We are concerned here with the action of the symmetric group 
S, on the subspace of LIE[A] which is the linear span of bracketings of words 
which are permutations of the letters of the alphabet. It follows from the work of 
Hanlon, Stanley, and Joyal that this action and the action of S, on the top homol- 
ogy of the partition lattice II, indude similar representations (up to tensoring with 
the alternating character). It follows from the work of Garsia and Stanton that the 
action on the homology is similar to the action on a suitably defined top portion 
of the Stanley-Reisner ring. In this paper we derive a direct combinatorial proof of 
the similarity of these three actions by choosing natural bases in each of these three 
spaces and comparing the matrices corresponding to the simple reflections. I Cl 1990 
Academic Press. Inc. 
INTRODUCTION 
Let A = (a,, u2, . . . . uN} be an alphabet, and let A* and A” denote the 
collections of all A-words and respectively all A-words of length n. We shall 
denote by Q[A*] the non-commutative algebra of polynomials 
f= 1 f,.w 
weA* 
which are finite linear combinations of words in A* with rational 
coefficients. Multiplication in Q[A*] is carried out by means of the usual 
concatenation product of words in A *. The bracket of two polynomials 
f,seQCA*l is 
Cf,gl=fg-gf: 
*Work supported by NSF grant at U.C. San Diego. 
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The Free Lie Algebra on A, denoted by LIE[A] is the smallest subspace 
of Q[A*] which contains the letters of A and is closed under the bracket 
operation. Let Lie [ a, . .. a,] be the subspace of LIE[A] consisting of 
polynomials which are linear combinations of words 
a,, ax2 . . . axn 
which are permutations of the letters u1a2.. . a,. The left action of a 
permutation 0 = fri ... o’n on a word w  is obtained by replacing in w  each 
occurrence of the letter ai by a,. This action restricted to Lie[a, . . . a,] 
induces a remarkable representation of S,. We shall here and after refer to 
it briefly by LIE n. Its character was first calculated by Klyachko 
([17], 1974). Taking the nontrivial one-dimensional representation of the 
cyclic group C,, given by a primitive root of unity, and inducing it from 
C, to S, we obtain an (n - l)!-dimensional representation which we refer 
to as IND n. Klyacho shows that IND n and LIE n have the same charac- 
ter. A few years later (1981) Hanlon, in a difficult paper [ 143 calculates the 
Mobius function P,(O) of the poset of partitions fixed by a permutation 0. 
Shortly afterward, Stanley [28] in a study of actions on Cohen-Macaulay 
posets focuses on the representation induced by the action of S, on the top 
homology of the partition lattice 17,. We shall refer to this representation 
as HP1 n. A special case of a general result of Stanley is that the character 
of HP1 n is given by ~~(0). Combining, this with Hanlon’s result, Stanley 
derives the remarkable fact that IND n and HP1 n have the same character 
(up to a tensoring with the alternating representation). Now it can be 
shown, using some identities of Garsia and Stanton ([ 131, 1984), that the 
representation induced by the action of S, on a suitably defined quotient 
of the Stanley-Reisner ring of a CohenMacaulay poset is the transpose of 
that induced by the action on the top homology of the same poset. Let us 
refer to the representation obtained by specializing the poset to be ZZ, as 
SRPI n. 
In summary, we know then that LIE n, HP1 n, IND n, and SRPI n are 
all essentially similar representations. The character methods used in estab- 
lishing all of these results do not seem to shed light on the origin of these 
similarities. It is difficult to believe that they are purely accidental. The first 
indication that some fundamental mechanism is involved here, comes from 
a paper of Joyal ([16], 1986), where by a beautiful argument using the 
theory of species, it is shown directly that LIE n and HP1 n are similar (up 
to tensoring with the alternating representation). We should also mention 
the work of Lehrer and Solomon ([ 191, 1986) where another space closely 
related to HP1 n is shown to produce, under the action of S,, a representa- 
tion similar to IND n. As a by-product, Lehrer and Solomon thus obtain 
a new proof of Stanley’s and Hanlon’s results. 
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From the classical paper of Chen, Fox, and Lyndon ([9], 1858), then 
Garsia ([ 121, 1980) and Bjorner ([S], 1982), we can construct some very 
natural bases for the Free Lie Algebra, the Stanley-Reisner ring, and the 
homology of ZI,. Our point of departure in our work has been the belief 
that these bases (properly adjusted) should reveal that the similarity of 
LIE iz, SRPI n, and HP1 n is a consequence of an underlying mechanism 
which is identical in each of the corresponding spaces. It develops that it 
is not too difficult to construct the matrices, images of the simple reflec- 
tions, for each of these representations in these natural bases. Moreover, by 
an appropriate choice of the freedom available in the definition of these 
bases, we have been able to obtain, in each case, essentially identical 
images. And thus, with these choices, the representations are actually 
identical (up to a tensoring and a transposition). It seems that this 
approach of proving equivalence may have some advantages over the 
character approach, when some underlying combinatorial mechanism 
makes some bases very natural. It is difficult to be precise here, but we 
have found, in subsequent work, jointly with N. Bergeron [Z] that the 
method can be extended to other situations. In particular, we can recover 
the results of Lehrer and Solomon. There is good evidence that the results 
of Lehrer [18] may also be studied by the present approach. 
The contents of this paper are divided into essentially three parts. The 
Lie case, the Stanley-Reisner ring case, and the homology case. In each 
case we give first a brief review of basic material needed, then introduce our 
natural bases, and finally compute the matrices expressing the action of the 
simple reflections on the basis elements. The final conclusions are obtained 
by comparing these matrices. 
1. THE FREE LIE ALGEBRA 
As we mentionned in the Introduction, one of our objectives is a 
combinatorial study of the action of the symmetric group on the so-called 
Free Lie Algebra. This was defined to be the subspace of Q[A*] which is 
spanned by families of polynomials obtained by successive bracketing of 
elements of Q[A*]. It is easy to verify that the bracket operation has the 
following two properties for any f, g, h E Q[A*], 
cf, sl = - CsJl antisymmetry 
cf; cg, AlI + cs, Ckfll+ t-k CL sll =o Jacobi identity. 
It will be useful in this work to give a combinatorial construction of the 
Free Lie Algebra. To this end it will be convenient to give a visualisation 
of the bracketing operation. 
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Let T be a complete binary tree with n terminal nodes, and w  an element 
of A”. The pair (w, T) will represent the configuration obtained by append- 
ing the letters of w, successively and from left to right, upon the leaves of 
T. Let T, and T2 be the left and right subtrees of T and let wr and w2 be 
the subwords of w  respectively hanging from T, and T, in (w, T). The 
bracket of w  according to T will then be recursively defined by setting 
NW> T) = [NW,, T,), NW,, Tdl 
with the agreement that b(w, T) = w  when w  E A (of course, in this case T 
consists of a single node). 
For example, if w  = aaca and T is 
then (w, T) is 
4 a a 
a c 
while 
= CC4 [a, ~11, al 
= 3aaca - 3acaa + caaa - aaac 
Let us note that in general each word appearing in b(w, T) is a rearrange- 
ment of w. 
The subspace of Q[A*] spanned by the polynomials b(w, T) (for all 
WEA*, and all complete binary trees) is the Free Lie Algebra on the 
alphabet A, denoted by Lie[A]. This space is infinite dimensional, but it 
naturally decomposes into finite dimensional subspaces. More precisely let 
Re(afl . ..a?) be the collection of all the words of A* that are a rearrange- 
ment of the word af’l . . . a?. This given, we let 
Lie[afl . . . a?] 
be the (finite dimensional) subspace of Lie[A] spanned by the polynomials 
b(w, T) when w  E Re(afl ... a:). We shall deal here with the action of the 
symmetric group S, on the particular subspace Lie[a, ... a,]. This action 
is defined by linear extension of the action on words. The action of a 
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permutation c = err . . cn on a word LI = a, . . . a, is obtained by replacing 
each occurrence of the letter ai by a,. 
The literature on the Free Lie Algebra is extensive. The interested reader 
will find all the background needed here in [ll or 201. Here and after 
inequalities between words will always be understood in the lexicographic 
order. This given, we recall that a word MI E A* is said to be a Lyndon word 
if and only if it is strictly smaller than all its cyclic rearrangements. For 
example w = aab is a Lyndon word while w = aaba is not. 
The following is a useful characterization of Lyndon words (see [ll]): 
PROPOSITION 2.1. w is a Lyndon word if and only if w = w1 w2, where 
bt’l > w2 are Lyndon words and w, < wz. 
This factorization may not be unique, thus in our treatment we define as 
the standard factorization the one where w2 is the longest proper right 
factor that is Lyndon. Using this factorization we associate to each Lyndon 
word w  a polynomial b[w] as follows 
b[w] = M’ if WEA. 
Otherwise, if w  = w, u’? is the standard factorization, we recursively set 
b[wl = [NW, I> bCu~z1 I. 
The resulting bracketing of the letters of w  will be referred to as the 
standard bracketing of MI. The polynomials b[w] will be referred to as 
Lyndon polynomials. For example, if w  = aacac then wr = sac, w2 = ar, thus 
b[aaca] = [b[aac], b[ac]] 
Proceeding in this manner we find that the standard bracketing of w  is 
bCaacac1 = CCa, [a, cl I, Co, c-11. 
This bracketing of the word aacac corresponds to the tree 
0 a a c 
a c 
This geometric visualization of the standard bracketing of a Lyndon 
word shall be referred to as the standard bracketing tree of w. 
Let L(af* . . . 
Re(af* . . . 
u”,“) be the collection of Lyndon words that belong to 
a”,“). One of the basic results of the theory of the Free Lie 
-Algebra is 
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PROPOSITION 2.2. (b[w] :w E ,!,(af’ . . upNN} is a basis for Lie[ajQ . uz]. 
Proofs of these two propositions may be found in [ll or 201. 
2. THE SPACE Lie[u, .-a,] 
Our words here are permutations of the letters a,, uZ, . . . . a, and we may 
identify them with ordinary permutations of 1,2, . . . . n. 
Clearly a permutation is Lyndon if and only if it starts with 1. In 
particular, using Proposition 2.2, we see that Lie[u, . . . a,] is a space of 
dimension (n - l)!. The longest right Lyndon factor of a Lyndon permuta- 
tion is the one which starts with 2. More generally, an injective word w  is 
Lyndon if its initial letter is its smallest letter and its standard factorization 
is obtained by splitting w  at the next smallest letter. Thus, the standard 
bracketing of a permutation is obtained by recursively splitting subwords 
at their next smallest letter. Proposition 2.2 tells us that the polynomials 
b[a] as (T varies among the permutations that start with 1 give us the 
Lyndon basis for Lie[u, . ..a.,]. 
To study the action of a transposition (i .i + 1) on a basis element b[a] 
it will be more convenient to work with a top-down construction of 
the bracketing tree T,. This construction is best understood through an 
example. Let the permutation be 
CT = 156243. 




0 1234 5 
12340 6 
In general the righmost column of the tableau contains the numbers 
2, 3, . . . . n and the ith row contains 1,2, . . . . i+ 1. Moreover, in the ith row 
we circle the letter xi that is found immediately preceeding i + 1 in the word 
obtained from cr by erasing all letters bigger than i + 1. The essential infor- 
mation contained in this tableau is the sequence of pairs (xi, i + 1). These 
pairs govern the growth of the tree T, in the next step. 
Step 2. The pairs produced in Step 1 are now successively inserted. We 
start with the tree T,, consisting of a single node labelled 1. We successively 
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produce a sequence of labelled trees T,, where Ti is obtained from Tip I by 
adding to the node labelled xi a left and right child labelled xi and i + 1, 
respectively. This process carried out on our example yields the sequence of 




T4= 0 1 2 
2 
1 5 3 
2 4 
3 = * 
2 3 
1 
This construction yields not only the desired standard bracketing tree 
T,, but also a special labelling of its nodes. Here and afterward this 
labelled tree shall be referred to as the Lyndon tree associated with the 
Lyndon permutation C-J. Also it is not difficult to see that to each Lyndon 
tree T there corresponds a unique Lyndon permutation a(T). We simply 
reverse the sequence of insertions described in Step 2. Starting with 
Tap i = T then Tjp i is obtained from Ti by removing the pair of nodes 
consisting of i + 1 and its left sibling which we may call xi. Next, the pairs 
(xi, i + 1) thus obtained are used to reconstruct the tableau of Step 1 and, 
finally, the permutation a(T) is obtained by an obvious reversal of Step 1. 
In Fig. 1 we have depicted the Lyndon trees corresponding to each of the 
Lyndon permutations of S4. 
0 2 
b[1423] = 10 3+ 0 123 4 142 3 
0 2 
b[1324] = @ 2 3-h b[1243] = 
103 4 1 32 4 
b[1342] = 0 ‘2 3 j 1 b[1234] = 
FIGURE 1 
58?a:55il-8 
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For later developments it will be useful to have a simple characterization 
of these Lyndon trees. Let us say that a labelled tree has property L if and 
only if 
(1) The labels of its leaves are all distinct. 
(2) The label of each internal node and that of its left child are equal 
to the minimum of the labels of its descendants. 
(3) For each internal node the second minimum of the labels of its 
descendants is in its right subtree. 
Note that the labelled trees produced by our insertion algorithm are 
characterized by the fact that they and ail of their subtrees have property 
L. Let us keep this in mind, since it will give us a simple way of recognizing 
when a given labelled tree is Lyndon. 
We are now ready to study the action of S, on our Lyndon basis. 
3. THE ACTION OF S, ON Lie[a, . ..a.] 
To compute the action of a transposition (i i + 1) on a Lyndon polyno- 
mial b[w] we shall first act on the corresponding Lyndon tree, then 
decompose the resulting tree as a linear combination of Lyndon trees, and 
then interpret this decomposition as the expansion of (i i + 1) b[w]. 
To this end let us agree to denote by T(‘) the largest subtree of a labelled 
tree T whose root has i as a label. It will also be convenient to refer to T(” 
as the i-subtree of T. Let T be a Lyndon tree, to obtain the tree (i i-t 1) T 
we proceed as follows: We first interchange the labels i and i+ 1 in the 
leaves of T, then adjust the labels of the internal nodes by giving each node 
the minimum label of its descendant leaves. To get across what we have in 
mind we have carried this out in three typical cases: 
(2 3) & j g& 
1 5 3 6 1 5 2 6 
(3 4) & j lJ& 
1 5 3 6 1 5 4 6 
1 5 3 6 1 4 3 6 
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In fact, there are only three cases in general: 
(1) The subtrees T”’ and T(‘+ ‘) are not disjoint. 
(2) The subtrees T(‘) and T(‘+ ‘) are disjoint but 
(a) the parents of the roots of T”’ and T(‘+” have the same label; 
(b) the parents of the roots of T”) and T(‘+ ” have different labels. 
Case 1. This case only occurs when T’” ‘) is the right subtree of T(‘) 
and then the portion of T which contains the labels i and i+ 1 may be 
depicted as 
A 
i i +l 
#!cA A 1 i+l 
(3.1) 
The labels i and is 1 on the bottom left of these triangles represent the 
labels of the leftmost leaves in the corresponding subtrees. After applying 
(i i+ 1 ), and doing the adjusting this becomes 
i+l i 
(3.2) 




represents the labelled tree which is obtained from A in (3.1) by replacing 
all the labels i by i+ 1. Likewise, 
A B 
1 
is obtained from B by replacing all the labels i+ 1 by i. It is easy to see that 
these two subtrees in (3.2) are Lyndon. The reason for this is that, since the 
second minimums in both A and B in (3.1) are greater than i + 1, the inter- 
changing of i with i + 1 in these trees does not destroy property L which 
is characteristic of Lyndon trees. However, the whole subtree depicted in 
(3.2) is not Lyndon, since the label i which is the minimum is not on the 
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leftmost leaf. But this is easily fixed by interchanging the two subtrees. By 
the antisymmetry property of the bracketing operation this interchange 
only results in a change of sign. We may thus symbolically write 
(i i+l ) 
p$ =-jy 
(3.3) 
i i +l i 
This completes our computation since the tree in the right-hand side of 
(3.3) is now Lyndon. 
Case 2. (a) Let a be the common label of parents of the roots of 7”” 
and T(‘+ I). Then a moment’s reflection reveals that the root of T(‘+ l) must 
be the right child of the left child of the parent of the root of T”‘. This 
forces the following configuration in T: 
a i +l 




By an argument similar to that given in Case 1 we derive that the i-subtree 
and the i + 1-subtree of (i i + 1) T are both Lyndon. However, the whole 
subtree depicted in (3.5) is itself not Lyndon, since its second minimum 
label (which is i) is not in its right subtree. This time we shall use the 
Jacobi identity to get the expansion into Lyndon trees. To be precise, we 
use the Jacobi identity in the form 
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This gives 
(i i +I )T = II&p+ $f& 
a i +l i i +l 
(3.6) 
This completes our computation since both trees in the right-hand side of 
(3.6) are now Lyndon. 
(b) In this case we have the configuration (or its mirror image): 
(3.7) 
After applying (i i + 1 ), we simply get 
(3.8) 
There is no further work needed here since the two affected subtrees are 
still Lyndon. 
This completes the study of the action of (i 
Let us agree to denote by 
i + 1) on the Lyndon basis. 
E=(e,,e,,...,e(,-,,!) 
the Lyndon basis in the lexicographic order of the corresponding Lyndon 
words. This given, for a permutation D E S,, let us set 
A(a) = ll%k(~)ll, 
104 
A((1 2)) = .; ; : : ; : 
0 0 0 0 0 -1 





01000 0 r 1 00010 0 10 0 0 -1 0 00010 -1 
where ah.k denotes the coefficient of e,, in the expansion of gek. The map 
0 -+ A(a) 
is a representation of S, of dimension (n - l)!. Our reasoning above 
enables us to write down all the matrices A( (i i + 1 )), images of the 
simple transpositions. We give in Fig. 2 the three matrices we obtain for 
n = 4 with respect to the basis E with its elements reordered as 
e6, e5,e3, ez, e4,el. 
The significance of this reordering will be better understood in Section 7. 
4. THE STANLEY-REISNER RING OF THE PARTITION LATTICE 
Let P = (Q, Q ) be a ranked partially ordered set with &I, and with 
rank(f) = d+ 1. We recall that the Stanley-Reisner ring B[P] of P is the 
ring of polynomials in the elements of Q - 0 - i (considered as commuting 
variables) with multiplication table given by the rule that the product of 
two noncomparable elements is set equal to zero. The reader is referred to 
[6] for more background and basic results concerning B[P]. We shall 
adhere strictly to the notation introduced in [6]. In particular, we recall 
that the ith rank row polynomial is defined by setting 
ei= 1 x. 
rank(x) = i 
The quotient of .4t[P] by the ideal generated by the 0, is denoted by 
B*[P], that is 
a*rp1= arfwe,, b, . . . . d,). 
We shall study here the ring 9*[n,], where fin denotes the lattice of 
partitions of the set { 1, 2, . . . . n }. The reader is referred to [ 123 for the 
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necessary background and basic general results concerning the rings 9[P] 
and &?*[P]. Here we shall only review the notation and definitions. 
The collections of chains and maximal chains of P will be denoted by %? 
and JZ, respectively. We recall that if 
c=n,<n,< ... <Irk 
is a chain of 9 then its rank set is the set 
r(c) = {r(nl), r(n2h . . . . r(n,)). 
The collection of all chains with rank set equal to S is denoted by Vs. The 
linear span of the monomials corresponding to chains of rank set S is 
denoted by &. That is 
We also set 
B&s = J?sl((~l, ..., 0,) f-3 xs). 
In particular, when S= { 1, . . . . d}, we have that 
~{l,...,d) = =qx(m):m-q. 
Note that as a vector space B*[P] decomposes into the direct sum 
A natural method for constructing a basis for a ring B*[P] of a 
shellable poset P was given by Garsia in [12]. This method consists of 
finding an integer labelling of the edges of the Hasse diagram of P which 
shells the chain complex of P then taking the descent monomials of the 
maximal chains. More precisely, given an edge labelling, we say that a 
maximal chain 
m=y,-+y,+ ... -+ynp2 
has a descent at y, if 
The subchain composed of the elements at which m has a descent is 
referred to as the restriction of m and is denoted by R(m). The descent 
monomial of m is by definition the monomial of R(m). 
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To each maximal chain there corresponds a word obtained by reading 
the labels of its edges. Let m,, m2, . . . . mN be the maximal chains written in 
the lexicographic order of their words. It is shown in [12] that the label- 
ling yields a shelling if and only if the incidence matrix 
IINmJ G m j  II i, i (4.1) 
is upper triangular. It is shown in [12] that this condition implies the 
following basic result: 
THEOREM 4.1. The monomials 
(x(R(m)):m E d} 
are a basis for 9*[P]. Moreover, the system 
{x(R(m)):r(R(m)) = S> 
gives a basis for 99s. In particular, 
{x(R(m)):R(m)=m} 
is a basis for L4?r1,2 (..., dl. 
We recall that the poset IZ,, consists of the partitions of the n-set 
{ 1, ..., n} ordered by reverse refinement. This means that 6 is the partition 
with exactly n parts and i is the singleton part { 1, . . . . n}. We illustrate 
below the Hasse diagram diagram of n4. 
1234 
123.4 14.23 124.3 12.34 1.234 13.24 134.2 
12 13 14 23 24 34 
1.2.3.4 
Here and in the following we shall denote a partition by writing down 
its parts in order of increasing least elements and separated by dots. For 
convenience, an atom a will be represented by the pair of integers which lie 
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in the unique part of a which is not a singleton. For instance, 12 in D4 
represents the partition 12.3.4. 
If rc is a partition of the n-set into k parts, its rank I is n -k. In this 
case we shall have 
a*[n,]= @ c&. 
.sEjl,....fl-2} 
Our interest here is to study the action of S, on the subspace 
~{LJ-2)~ 
but we shall first have to choose one of the natural labellings for n,, and 
construct the corresponding basis. 
5. THE NBC BASIS FOR ~49(,,,,,,~-~) 
We start by labelling the edges of the Hasse diagram of 17,. To go from 
a partition x to a partition y immediately above x, we must join together 
a pair of parts. Let i< j be the minimal elements of these two parts. Then 
the label of the edge x -+y is taken as the pair (j, i). These labels are 
ordered lexicographically. As we mentioned above we let 
ml, m2r . . . . mN 
be the maximal chains in the lexicographic order of the words obtained by 
reading the labels of their edges. For instance, 17, has 18 maximal chains. 
We have displayed them below with all their edges labelled. 
h (2.1) 
InI = 0 + 12.3.4 
(3.1) (4.1) A 



















(4.2) (2.1) n 
__t 1.234 - 1 
*  (4.1) 
ml,= 0 --+ 14.2.3 
(3.1) (2.1) h 
----+ 134.2 - 1 
A (4.2) 
m13 = 0 1.24.3 
(2.1) (3.1) EI 
- + 124.3 - 1 
A (4.2) (3*2) (2.1) h 
55 = 0 - 124.3 + 1.234 - 1 
h (4.3) 




+ __t 1 
*  (2.1) 







(2,1) (4.1) A 






- - 1 
h (3.2) 
0 1.23.4 
(4.1) (2.1) A 
m8 = - - 14.23 - 1 
h (4.1) 
m,o= 0 --+ 14.2.3 
(2.1) (3.1) h 
- 124.3 - 1 
h (4.1) (3.2) (2.1) h 
92 = 0 - 14.2.3 __f 14.23 - 1 
h (4.2) (3.1) (2.1) h 
m14 = 0 -----+ 1.24.3 - 13.24 - 1 
h (4.3) (2.1) (3.1) h 
m16 = 0 - 1.2.34 ----+ 12.34 - I 
h (4.3) (3.2) (2.1) h 
ml8 = 0 - 1.2.34 + 1.234 - 1 
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Notice that six of them (m,,, m,2, m14, m15, m,,, mls) are strictly 
decreasing; that is, each element is a descent. This means they are the 
chains which coincide with their restriction. Thus (by the quoted result of 
[12]), their monomials give a basis for the subspace ~!$~i,~~. 
This basis has a striking combinatorial construction. Bjijrner [S] shows 
that in full generality, a basis for the homology of the chain complex of a 
geometric lattice may be constructed using the so called NBC subsets (that 
is subsets of edges with no broken circuits). Since in a sense that can be 
made precise [ 11, our space G9!j1,.,.,~P2) is dual to the above mentioned 
homology, the same idea should work here. As indicated above, we repre- 
sent an atom of I7,, by a pair (j, i) with j> i consisting of the two elements 
which are in the same part. We shall here and afterward consider the atoms 
ordered in the lexicographic order of the pairs (j, i). We should recall that 
the atoms of 17, correspond to edges of the complete graph on (1,2, . . . . n} 
and, if j> i, both edges i + j and j -+ i correspond to the atom (j, i). 
Furthermore, the circuits of ZZ, are sets of atoms corresponding to actual 
circuits on the complete graph. For instance, under our conventions, the 
geometric circuit 
3-+5+1-+7-+4+3 
of the complete graph on { 1, 2, . . . . 7) corresponds to the circuit 
(5, 3), (5, l), (7, I), (7,4), (4, 3) 
of I&. We also recall that a broken circuit is a set of atoms which is 
obtained by removing the smallest atom of a circuit. 
Now, it develops that, if the atoms are given the total order which 
corresponds to the lexicographic order of these pairs, the NBC subsets are 
exactly the subsets which do not contain broken circuits of length 2. More 
precisely we have: 
PROPOSITION 5.1. A set ~2 of atoms is NBC if and only if it does not 
contain a pair of atoms of the form 
(j, 4 CL k). 
Proof: The condition is clearly necessary. Thus we need only show that 
if A contains a broken circuit then it contains a broken circuit of lenght 2. 
To this end let the broken circuit correspond to the path 
j-i,+&+ . . . +ik--l+ik+i 
with j> i and i + j the removed edge. Since the edge i -+ j must be the 
smallest in the atom order we have adopted, we claim that ik is greater 
than both i and j. Indeed, assume if possible that i, < i. Then the edges i + j 
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and ik -+ i by our convention would correspond to the atoms (j, i) and 
(i, ik), but in the lexicographic order (i, ik) < (j, i) which contradicts the 
assumed minimality of (j, i). Thus i, > i and the edge ik + i corresponds to 
the atom (ik, i). Similarly, if ik < j then the atom (ik, i) would be smaller 
than (j, i), again contradicting the minimality of (j, i). This given, let i, be 
the maximum of j= i,, i,, i,, . . . . ik, ik+ i = i. By our previous remarks we 
can conclude that 0 < s < k + 1. Thus i, _ 1 and i, + 1 are both smaller than 
i,. But this implies that the subset {(i,, iSpI), (i,, iS+l)} of our broken 
circuit is itself a broken circuit. This completes our proof. 
It will be convenient to give a geometric visualization of this result. First, 
we shall visualize the atoms 
as edges of the graph depicted below 
1 2*.-m-I 
which we shall refer to as an m-hand and will here and afterward be 
denoted by H,. The edge (m, i) will be referred to as the ith linger of H,. 
With this terminology, Proposition 5.1 can be rephrased as follows: 
THEOREM 5.1. The NBC subsets of II, are the subsets of atoms obtained 
by selecting at most one finger from each of the hands 
H,, H,, . . . . H,. 
To construct a basis for our space ~3?~i..,,,,~ Zi we shall use Theorem 5.1. 
To this end we need to identify the strictly decreasing maximal chains. We 
have the following two crucial lemmas: 
LEMMA 5.1. The set of labels of a maximal chain is NBC. 
Proof: Let m be a maximal chain and let n, + 7t2 be the first edge of m 
(as we go up) that is labelled by a finger of Hj. Let this finger be (j, i) 
(j > i). This means that in going from n, to 7~~ we are joining a part of rci 
with minimum element i to another part whose minimum element is j. 
Since i < j, the resulting part will have i as minimum. This implies that 
whatever further joining takes place as we go up the chain, j will never 
again be the minimum element of its part. Thus j will never appear again 
as one of the element of a label of any of the successive edges of m. Thus 
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the set of labels can only have at most one finger from each hand. This 
proves our assertion. 
Notice, however, that since in a maximal chain we have exactly n - 1 
labels and there are a total of n - 1 hands, the set of labels of a maximal 
chain must contain exactly one linger from each hand. For a maximal 
chain to be strictly decreasing, the first label must therefore be from H,, 
the second from H,- ], etc., with the ith label from Hmdi+,. It develops 
that the converse is also true. To state this we need some notation. 
If z is a partition and e = (j, i) is an atom by rc v e we denote the 
partition obtained by joining together the parts of n which contain j 
and i. Of course, 7-t may have i and j in the same part. In this case we set 
n v e = 7~. Given an independent set of atoms, 
g13 g2, “‘> gs7 
it will be convenient to let 
represent the unrefinable chain 
1 7r~--+7c~-‘7r2~ ... +7-c,} 
obtained by letting rcO be the finest partition and recursively setting 
7c, = 71;-, v g;. 
Keeping this in mind we have: 
LEMMA 5.2. Given any sequence of fingers g, , g2, . . . . g, (s < n - 1) with 
gieffn-;+I> 
is the unique unrefinable chain joining n, to g, v g, v ... v g, with this 
sequence as its sequence of labels. 
Proof: Clearly, the edge rcO -+ ni has g, as a label. Note that since 
gj is in the hand H,- j+ ,, it will, in the step zji- i + njni_ i v gj (for 
j = 1, 2, . ..) i- l), join the part with n -j + 1 with a part with a smaller 
number. A moment of thought should reveal that, consequently, in the 
partition rc- i, any number a smaller than n - i+ 2 will be the smallest 
element in its part. Let gi be the linger (n - i + 1, b); since both n -i + 1 
and b are smaller than n - i + 2, they will be the smallest elements in their 
parts. Thus, the label of the edge 7ci-, + zi must necessarily be g, as 
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desired. To complete the proof of the lemma we must show uniqueness. 
However, this is immediate. 
A sequence of fingers 
with f, E Hi will here and afterward be referred to as an NBC sequence. 
Combining these two lemmas we derive that 
THEOREM 5.2. The map 
gives a bijection between the NBC sequence and the strictly decreasing 
maximal chains of II,. 
This result combined with Theorem 4.1 gives us an algorithm for 
constructing our desired basis for the subspace ~&9~~,...,, ~ 2j. Here and 
afterward we shall refer to the collection of the monomials 
as the NBC basis of %?{I ,,,_, n--2j. To study the action of S, on 39~1,.,,,~P2j we 
need to be able to calculate the expansion in 9*[I7,] of the maximal chain 
monomials in terms of the NBC basis. The basic result which enables us to 
do this can be stated as 
PROPOSITION 5.2. For any maximal chain m, we have 
x(Nm,)) n e,=x(mj)+ C xh)x(mi~Nmj)). (5.1) 
s$r(R(m,)) i>j 
The proof may be found in [12]. 
Note that, when mj is not a strictly decreasing maximal chain, the left- 
hand side of this equation is equal to zero in .%*[Z7,] (it is congruent to 
zero moduio the 8’s). It is not difficult to see then that this identity, 
combined with the upper triangularity of the matrix in (4.1), yields our 
desired expansions. 
6. THE ACTION OF S, ON ~‘49~ f  ,.... n _ 2j 
We can make a permutation o E S, act on a partition of I7, by replacing 
the elements in each of the parts by their images under cr. This action can 
be naturally extended to the elements of %?(n,). Since this action preserves 
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the number of parts in a partition, the polynomials ei are invariant. Conse- 
quently the ideal (0,) . . . . 6,- 2 ) is itself invariant and there is a well-defined 
action on the quotient 
a*rn,1= ~rn,ll(Q,, .“, 0,) 
and on its invariant subspace 
a jl,....n-2;. 
We are now ready to study this action. Our basic tool will be Theorem 5.2. 
For convenience the elements of the NBC basis of g!i1,,.,,nP2i shall be 
denoted (in the lexicographic order) by 
and the basis itself by @. We shall construct the image of an element 
under the action of the simple transposition (i i + 1). We can do this by 
working directly on the fingers. There are three cases to consider: 
(1) The fingerf,,, is equal to (i+ 1, i). 
(2) The finger h+ I is not equal to (i + 1, i) but 
(a) fi+I = (i+ 1, a) andf,= (i, a); 
(b) fi+I=(i+l,a) andf,=(i,b) and a#b. 
Case 1. fi, 1 = (i + 1, i). Let the element 4 E @ correspond to the NBC 
sequence 
F= {fn, ...,fr+2, (i+ 1, i), (k a),.f-l, ...yfi}. 
That is 4 = x(m(F)). To calculate (i i + 1) 4 we need only work with 
(i i + 1) F, where the action of a permutation on a finger is taken to be 
the same as that on the corresponding atom. Let then 
(i i+ l)F= {fm . . ..fi+l. (i+ 1, 4, (i+ 1, aLI--,, . . ..f.>, 
where if f, = (s, k) (for s b i + 2), we have 
fs? 
f3= (s, i+ l), 
i 
if k#i,i+l; 
if k = i; (6.1) 
(s, 4, if k=i+l. 
Clearly, the lingers in the hands Hip,, . . . . H; are not affected by (i i + 1). 
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Our goal is to express the monomial (i i + 1) 4 = x( (i i + 1) m(F)) in the 
basis @. Note that 
(i i+ l)m(F)=m((i i+ 1)F) 
= m(fn, . . . . .fi+z, (i+ l, i), (i+ l, a)J-lY . ..>fi). 
Clearly, (i i + 1) F fails to be an NBC sequence only because it has two 
lingers from Hi+ 1 and no linger from Hi. In fact, (i i + 1) F is not even 
the sequence of labels of (i i + 1) m(F). But it only needs one correction. 
Indeed by Lemma 5.2 
LJ- ,, . . . . fi,,. (ii- 1, i) 
is the sequence of labels of (i i + 1) m(F) up to the rank n - i. We need 
only relabel the step 
7c+ 71 v (i+ 1, a), (6.2) 
where 
7T=fn v ... Vfi,, v (i+ 1, i). 
Note that in this step we are joining the part that contains i+ 1 to that 
which contains a. However, in the previous step we had joined the part 
that contains i + 1 to that which contained i. Since (i+ 1, i) was the label 
of the previous step, i must have been the smallest element in its part. Thus 
in the step (6.2) above, we are actually joining the part with minimum 
element a with the part with minimum element i. Thus the proper label for 
that step is (i, a) and we deduce that 
(i i+ l)m(F)=m((i i+ 1) F) 
=m(L ...,A+2, (i+ Li), (6 ~),fi-~, . . ..fJ. 
Theorem 5.2 can now be applied and we can conclude that (i i + 1) m(F) 
is a strictly decreasing maximal chain and finally that (i i + 1) x(m(F)) is 
in @. 
Case 2. (a) f;+l=(i+La) and f, = (i, a). Let the element 4 E @ 
correspond to the NBC sequence 
F= {.L . . ..fi+~. (i+ 1, a), (k a),.f-,, . ..J.}. 
Then 
(i i+ l)F= {fm . . ..fi+z. (i, a), (i+ 1, u)J-l, . . . . fi}, 
where the fs’s are as given in (6.1). 
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Note that the sequence (i i + 1) F has exactly one finger per hand. Thus 
the corresponding set of fingers is NBC and therefore an independent set 
of atoms of ZI,,. Consequently, m( (i i + 1) F) is a maximal chain. Note 
further that, as previously remarked, in the partition 
7r=fn v .‘. vJ+*, 
all elements smaller than i+ 2 are the smallest elements in their parts. Thus 
a, i, i + 1 are all the smallest elements in their parts. This implies that the 
label of the step 
n-+n v  (&a) 
is precisely (i, a). Similarly, the label of 
71 v (i, a) --+ 71 v (i, a) v (i+ 1, a) 
must be (i + 1, a). So we see that (i i + 1) F is the sequence of labels of 
m((i i+ 1) F). To expand (i i+ l)x(m(F)) in the base @ we shall 
use Eq. (5.1). To do this we need R( (i i + 1) m(F)). But note that 
(i i + 1) m(F) is strictly decreasing except at the step 
7c v (i, a) + 71 v (i, a) v (i+ 1, a). 
So R((i i+ 1) m(F)) is the (n - 3)-chain obtained by removing the 
partition rc v (i, a) from (i i + 1) m(F). Note that in going from 7~ to 
7~ v (i, a) v (i+ 1, a) we are joining together the three parts with smallest 
elements a, i, i + 1. Now there are three ways to do this in two steps. Join- 
ing: 
(1) i to a then i+ 1 to a. 
(2) i+ 1 to a then i to a. 
(3) i+l toithenitou. 
This implies that there are exactly three maximal chains which contain 
R( (i i + 1) m(F)). They are, respectively, 
(1) (i i + 1) m(F) itself. 
(2) m’ = fNL, ...,L+2, (i+ 1, a), (6 a),fi- 1, . . ..fJ 
(3) m”=m(L, ..J+*, (i+ 1, ix (i, a),fi-,, . . ..f*). 
Formula (5.1) then gives 
O=x((i i+ l)m(F))+x(m’)+x(m”). 
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Thus 
x((i i+ 1)4)= -x(m’)-x(m”). (6.3 1 
Observe that both x(m’) and x(m”) are in @ and we are done. 
(b) f,, r = (i + 1, a) and f, = (i, b), a # 6. Let the element 4 E @ 
correspond to the NBC sequence 
F= (fn, . . ..fi+~. (i+ 1, a), (6 b)J-1, . ..&>. 
Then 
(i i+ 1) F= (fn, -.rA+~, (i, a), (i+ 1, b),fi-l, -.,fz}, 
where the fsys are again as given in (6.1). 
Note that again the sequence (i i + 1) F has exactly one finger per hand 
and it is also the sequence of labels of the corresponding maximal chain. 
So the situation is as in the previous case. Set again 
= =3”, . . ..3.+2, 
The same reasoning as before yields now that, in the partition 7c, 
the elements a, b, i, i+ 1 are the smallest elements in their parts. To 
expand (i i+ 1) x(m(F)) in the base Q, we need R((i i+ 1) m(F)). Again 
(i i + 1) m(F) is strictly decreasing except at the step 
7c v (i, a) --, n v (i, a) v (i+ 1, b). 
So R((i i + 1) m(F)) is the (n - 3)-chain obtained by removing from 
R((i i + 1) m(F)) the partition x v (i, a). Note that in going from n to 
n v (i, a) v (i+ 1, b) 
we are joining together the four parts with smallest elements a, b, i, i + 1. 
Now there are two ways to do this in two steps. Joining: 
(1) itoutheni+ltob. 
(2) i+ 1 to b then i to a. 
This implies that there are exactly two maximal chains which contain 
R((i i + 1) m(F)). They are respectively 
(1) (i i + 1) m(F) itself. 
(2) m’=m(f,,, ...,.fj+2, (i+ 1, b), (i u),S~-~, . . ..fd 
5R?a!5S11-9 
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Formula (5.1) then gives 
x((i i+ 1) m(F))= -x(m’). 
Observe that x(m’) is in @ and we are done. 
We have thus completely described the action of S, on c!+Y(,,,.,,~+~~, As an 
example, below we give the matrices corresponding to the actions of the 
simple reflections 
000-I 0 1 
Observe that looking back at the corresponding matrices for the action 
on LIE[a,, . . . . a,] we see that 
A((1 2))= -at1 2)h 
A((2 3))= -B((2 3)), 
A((3 4))= -B((3 4)). 
This is not an accident; indeed, in the next section we shall prove that the 
corresponding identities hold true for all n. 
7. RELATING THE ACTIONS ON LIE AND 98 
We start by giving a bijection between the bases E and @. This is best 
done through an example. Recall that to the Lyndon permutation 
o = 156243 




0 1234 5 
12340 6 
FIGURE 7.1 
ACTION OF THE SYMMETRIC GROUP 117 
Recall that the essential information contained in these tableaux is the 
sequence of pairs (x,, i+ 1). These pairs may now be interpreted as the 
fingers (i + 1, xi) of 17,. Reading the rows of the above tableau (from 
bottom to top) we get the NBC sequence 
(6, 51, (5, l), (4, 2), (3,2), (2, 1) 
and our bijection in this case is 
bC1562431 ~-x(4(6, 5) (5, 11, (4, 2), (3, 2), (2, 1))). 
We see that by reading the rows of the tableau corresponding to a 
Lyndon permutation in this manner we always get an NBC sequence. Thus 
this bijection can be carried out, in general, according to the following 
simple scheme. 
Lyndon permutation tt tableau H NBC sequence 
++ decreasing maximal chain. 
This given, it will be good to denote by gi the Lyndon polynomial which 
yields, under this bijection the decreasing maximal chain monomial di. Our 
main result can be stated as follows: 
THEOREM 7.1. Let A(o) be the matrix expressing the action of QE S, on 
the basis 
E= isi, g,, ..., g,,-I,!} 
of Lie[a,, . . . . a,,] and let B(o) be the matrix expressing the action of c on 
the basis @ of W, l.2 ,,,_, n_ 21. Then for any o we have 
A( a) = ( - 1 )slg”‘o) B(o). (7.1) 
Proof If we go over our derivations of the actions of the transposition 
(i i + 1) on E (Section 3) and @ (Section 6) and compare the three cases 
that occur in both situations we should discover a remarkable similarity. It 
develops that our bijection enables us to closely relate each case in one 
-situation to the corresponding case in the other situation. More precisely, 
note that if Case 1 occurs for Lie then we have seen that the Lyndon tree 
involved must be of the form of Fig. 7.2. 
A 
i i +1 
A A I i+l 
FIGURE 7.2 
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a i +l 
FIGURE 7.3 
But the ith line of the corresponding tableau will necessarily yield the 
pair (i, i + 1). This will give that the linger h+ 1 for the corresponding 
decreasing maximal chain must necessarily be (i + 1, i). This is Case 1 for 
58f1,.,,.nP2j. If we are in Case 2(a) for Lie then the Lyndon tree is of the 
form of Fig. 7.3 and, similarly, we deduce that the (i- 1)th and the ith 
rows of the corresponding tableau yield the fingers (i, a) and (i + 1, a), 
respectively, which places us in Case 2(a) for the corresponding NBC basis 
element. Finally, in Case 2(b) for Lie, from the tree of Fig. 7.4, we read 
that 
fi=(i,a) fr+,=(i+l,b) 
and this is Case 2(b) for the corresponding NBC basis element. We claim 
that this correspondence yields the following implications: 
Case (1) Zf(i i+ l)dj=4j, then (i i+ l)gj= -gj,. 
Case 2(a) Zf (i i + 1) 4, = - dji, - fjjl then (i i + 1) gj = gj, + gjz. 
Case 2(b) If( i i+ l)tij= -qSj, then (i i+ l)g,=g,,. 
These identities clearly imply that 
A((i i+ l))= --B((i i+ 1)). 
And this is all we need to prove (7.1). In order not to be unduly repetitious 
we shall only verify the identity in Case 2(a), which is the most interesting 
of the three. 
FIGURE 1.4 
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(i i +1 )T = I&$+ G 
a i +l i i +l 
FIGURE 1.5 
We have seen in Section 3 that applying the transposition (i i+ 1) to 
the Lyndon tree in Fig. 7.3 yields the sum diagrammed in Fig. 7.5. Note 
that in going from Fig. 7.3 to Fig. 7.5 that we are replacing (for the first 
tree) in the corresponding tableau possibly some pairs (c, i) by pairs 
(c, i + 1) and some pairs (b, i + 1) by pairs (b, i). On the other hand, for the 
second tree the corresponding tableau is obtained by replacing the pairs 
(i+ 1, a) in the (i- 1)th and ith rows by the pairs (i+ 1, i) and (i, a) and 
the additional changes that took place for the first tree. But these are 
precisely the replacements that we would have had to do to calculate the 
image by (i i + 1) of the decreasing maximal chain monomial correspond- 
ing to the Lyndon tree of Fig. 7.3. Formula (6.3) yields the desired minus 
signs. This completes our proof for Case 2(a). The reader will find no 
difficulty in verifying the other two identities. 
8. THE TOP HOMOLOGY OF ZI, 
The results obtained in the previous section yield, in particular, the 
character xR of the action of S, on g*[,P]. Indeed, a result of Klyachko 
(see [ 17 or ll]), gives the character xL of the action of S, on LIE 
Ca 1, . . . . a,], and Theorem 7.1 implies that for all 0 E S, we have 
X”(O) = (- l)+(o) x”(a). 
It follows from the work of Garsia [ 133 that the action of S, on the top 
homology of a Cohen-Macaulay poset is essentially the transpose of the 
action of S, on zZ*[P]. The reason for this latter fact is that homology 
and .@?*[sl] are essentially dual of each other. Thus combining the results 
of this paper with those in [13] we can also derive that the character X” 
of the action on the homology of Z7,, is identical to xR. In other words, we 
recover here the results of Hanlon [14] and Joyal [16]. However, it 
develops that the methods we have introduced here can be equally applied 
directly to the study of the action on homology with a minimum of notational 
change. Doing this ties our work in very well with previous work. In 
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particular, we discover a surprising connection between Lyndon bases and 
certain bases for the homology which may be obtained from Bjorner’s 
constructions. 
In this section we introduce a natural basis for the top homology of f17, 
which is in a natural bijection with the Lyndon basis for LIE[a,, a,, . . . . an], 
then we compute the matrices expressing the action of the simple reflections 
with respect to this basis, and we prove a result analogous to Theorem 7.1. 
To follow our presentation in this section the reader will need some of 
the elementary background on homology theory and some familiarity with 
the work of Bjorner [S]. In order not to make our treatment unduly long 
we shall have to refer to [S] and the references quoted there for this further 
information. 
As before let L be a geometric lattice of rank d+ 1. Define C,(L) to be 
the additive abelian group freely generated by all i-chains: 
xg < x, < . . . <x, 
of L - {a, I}. We consider the empty set to be the unique (- 1)-chain so 
that C,(L) z Z. Let us set C,(L) = 0 whenever there is no i-chain in 
L-(6, f }. For convenience, let 
(x,, . ..) <fj, . . . . Xi) 
represent the (i - 1)-chain obtained from the i-chain: x0 < . . . < 
X, < . . < xi by removing the jth element. 
We recall that 
ai: C,(L) I+ c;- ,(L) 
is defined by setting 
di(x03 xl > ...2 xt)= 
-& (-l),’ (x,, . ..) $i, . ..) xi) if i2 0 and C,(L) # 0; 
0 otherwise. 
The quotient 
l?,(L) = Ker 8JIm i3, + r 
is what is usually referred to as the ith order homology of L. Since the work 
of J. Folkman [lo] we know that these homologies vanish in all dimen- 
sions other than d- 1. Moreover, Folkman also calculated the dimension 
of f?,-,(L) for a finite geometric lattice L. Recall that if L is a finite 
geometric lattice, the Mobius function ,U is, for all X, y E L, defined to be: 
1, if x = y; 
Ax, Y) = -zL<=<.~ /4--G Z)> if x < y; 
0, if x 4 y. 
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Given this, the result of Folkman can be stated as follows: 
dim R,_ ,(I.) = l&j, ^1)\. 
Thus we need only be concerned with the top-homology of a geometric 
lattice, that is 8,_,(L). Note also that since there are no d-chains in 
L - (6,?) then by definition we have C,(L) = 0; therefdre, 
Our next goal is to construct a basis for I!?, _ ,(Z7,). For this we shall first 
see how an ordered base of a geometric lattice L is related to a (d- 1)-cycle 
of A,- ,(L). We recall that given a geometric lattice L of rank d+ 1, a set 
of atoms {a,, az, . . . . uk} is said to be a base of L if k= d+ 1 and if 
V~=,ai=?. Let &={~~,~.,a~+, } be an ordered base of L, and [XI] be 
the corresponding maximal chain: 
[d]=(u,,u, vu* )..., u,va,v ..’ VQ). 
To each permutation (T E Sd+ , of the indices we associated a new maximal 
chain given by: 
[do] = (a,,,,, a,(l) v Q,(2)> “‘> a,,,, v Qd2) v ... v %W)~ 
Bjorner defines the elementary cycle associated to d by setting 
p.& = c (- I)++) [da]. 
~ESdil 
Applying the operator ad- 1 on pJ yields, after a straightforward computa- 
tion, that ddPl p& =O. Thus p,& is a (d- 1)-cycle of A,+,(L). Let us now 
consider the case where L = 17,. First recall that we chose to represent an 
atom a of Z7, by the pair (m, i) (with m 2 i) and that we totally ordered 
them according to the lexicographic order of their pairs. We shall also 
recall that the NBC bases of 17, are those obtained by successively selecting 
exactly one finger of each of the hands: H,, H,_, , . . . . H, in this precise 
order. We already noticed that this hands order corresponds to the 
lexicographically decreasing order of the atoms. Therefore, here and 
afterward we shall always consider an NBC base of 17, as a lexicographi- 
tally decreasing ordered base. 
We shall now present an example. The partion lattice on the set f 1, 2, 3 > 
is given by: 
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123 
21 31 32 
1.2.3 
Clearly we have three different bases of II,: 
B, = ((3, l), (2, 1)); B,= ((312L (291)); 
B, = {(3,2), (3, U}. 
As we said, let the total order of the atoms be given by the lexicographic 
order of their pairs, i.e.: 
(2, I)<(39 1)<(3,2). 
This given, we see that { (3,2), (3, 1 )} is the broken circuit arising from the 
circuit ((2, l), (3, l), (3,2)}. On the other hand, it is easy to verify that B, 
and Bz are NBC, and they can be obtained by selecting exactly one finger 
from each of the hands: 
1 2 1 
I v 
2 3 
The two elementary O-cycles corresponding to B, and B, are 
Pe, = (3, 1) - (2, 11, PBS = (3, 2) - (2, 1). 
Let NBC be the set of all NBC bases of Z7,. We shall now state in our 
context the following crucial theorem which relates the NBC bases of I7, 
with a basis of finP,(Z7,,). 
THEOREM 8.1 (Bjorner). The set 
is a basis offi,-,(Z7,). 
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For a proof, see [S]. We see from this theorem that the cardinality of 
Q is (n - l)!. This was first shown by Whitney [30]. However, in a more 
general context Rota [26] proved that given a finite geometric lattice L 
and an element x E L, we have 
Ip(6,x)I= #{d)&NBCof.u}. 
We now study the action of S, on A,,-,,(n,,). For this, we need to be able 
to calculate the expansion in i?,-,(Z7,) of any elementary cycles in terms 
of those belonging to Q. The basic result, which enables us to do this, is 
again due to Bjorner [S] and can be stated, for our case, as follows: 
PROPOSITION 8.1. Let h E fi;r, _ ,(Z7,). Zf 
h= c L/P.~ then c,, = hj cd,’ 
.s’ENBC 
In plain words this means that to calculate the coefficients of pd in the 
expansion of h, we only need to know the number of occurrences of [L$] 
in h. This will prove essential in the following. 
9. THE ACTION OF A TRANSPOSITION ON R, _ ,(I7,) 
We already remarked that a permutation G E S, acts on a partition of 17, 
by replacing the elements in each of the parts by their images under 0. This 
action can be naturally extended to the elements of fir,-,(ZZ,). More 
precisely, given c( E S,, and pd E NBC we have 
up, = c (- l)sig”‘a’ a[%!zJo] = c (- l)sign(o) [r&o], 
UES-, r7ESn-, 
where [ado] is the maximal chain corresponding to 
We are ready to study this action. For this we shall construct the image 
of an element pd E NBC under the action of the simple transposition 
(i i + 1). However, since an element pd is completely determined by his 
corresponding NBC base & = (f,, f, _ ,, . . . . fz}, we can once more work 
directly with the fingers. We shall therefore consider three cases. We shall 
first note that the arguments about to be presented below, follow very 
closely the ones given in Section 6. Thus in order not to get into unne- 
cessary repetitions we refer the reader to this previous section, for the 
details ommited here. 
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Case 1. fi+i = (i + 1, i). Let the NBC base G? be given by 
d= {f,, . . . . fi+z, (i+ 1, i), (6 a),L-1, . . ..h}. 
with a < i. Then, as before, 
(i i+ I)&= {fn, -.,X+2. (i+ 1, i), (i+ 1; a),fipl, . . ..f2>. (9.1) 
where the fs’s are as given in Eq. (6.1) of Section 6. We shall first look at 
[(i i+ 1) da] for g = E. We recall (Section 6) that this set given in 
Eq. (9.1) above, is not the good set of labels representing the maximal 
chain [(i i + 1) &I. In fact, we showed that 
did’= {.Tn, . . . . .f+2, (i+ 1, i), (4 a),h-,, . . ..h) (9.2) 
is the good one, and that it is indeed the NBC base associated with the 
maximal chain [(i i + 1) d]. Therefore, in the expansion 
(i i+!)p~,= 1 (-l)sign(rr’ [(i i+l)da], (9.3) 
oeS,-, 
we have (- 1)’ [S’] for O=E. It is easy to see that this is the only 
permutation of the indices which yields [&“I. Therefore Proposition 1.1 
allows us to conclude that p&! appears with coefficient 1 in (i i + 1) p,&. 
Now it develops that there is exactly one further permutation of the indices 
which leads to another NBC base of 17,. 
Let (T be the transposition (n - (i + 1) n - i); then 
(i i+ 1) &r9a= { (fnn, . . . . fie2, (i+ 1, a), (i+ 1, i),f,-,, . . . . fi>. 
Note that this set is not an NBC base. But by an argument completely 
analogous to the one given in Section 6, we can derive that the NBC base 
associated with this set is given by 
d”= {L, . . ..JfZ. (i+ 1, a), (i, uhf-,, . . ..f2>. (9.4) 
Therefore [&“I occurs at least once in the expansion (9.3), with coefficient 
- 1. It is not difficult to see that this is the only occurrence of [&“I. 
Furthermore, we can also see that there is no other permutation of the 
indices that yields an NBC base. Thus we deduce that 
(i i+l)p,=p,,-p,.,, (9.5) 
where A%” and ~2” are respecitively given by (9.2) and (9.4). 
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Case 2. (a) fj+r = (i+l,a) andf,=(i,a) (a<i). Let the NBC base 
d be 
J&l= {f,, . . . ..fi+*. (i+ 1, a), (i, a),.f- I, . . ..f*l. 
Then applying the transposition (i i + 1) to d yields 
(i i+lW={jL ,..., ~+*,(i,a),(i+l,a),~fi,, . . . . f2}, (9.6) 
where the fs’s are as given in Eq. (6.1) of Section 6. This time the set 
(i i + 1) d is the set of fingers representing [(i i + 1) ~21. But it is not 
an NBC base, since two lingers are in the wrong order. We must therefore 
look for the permutations of the indices that would yield an NBC base. 
Obviously cr = (n - (i + 1) n - i) is one of those, since the set (i i + 1) da 
is given by 
(i i+ 1)&o=&‘= {fn,, . ..) fj+z, (i+ l,a), (i, a),f,+i, . ..) f2). 
It is not difficult to see that this is the only one. Therefore, from Proposi- 
tion 8.1 we deduce that 
(i i+l)P.d=(-l)p.,,. (9.7) 
(b) fi+i=(i+l,a) andh=(i,b) with a#b (u,b<i). Note that in 
the previous argument everything still holds true if we replace the linger 
(i, a) by (i, b). Therefore we obtain an analogous result. More precisely, if 
the NBC base is given by 
SJ = {f,, . ..&+2. (i+ l,a), (L b),h-,, . . . ..f*). 
we have that 
(i i+l)p,=(-l)p,., 
where d’ is given by 
&‘= {L? . ..rfj+*. (j+ l, b), (i, u),fi-13 . ..tf*}. 
(9.8) 
We, have thus completely described the action of S, on I?,-,(l7,). We give 
below the matrices corresponding to the action of the simple reflections 
(1 2), (2 3), (3 4) for the case fi,(n,) (see Fig. 9.1). 
qu 2)) =I;;;; ;) C((23jj=[-;;;;;) C((341]=[;;;;) 
FIG. 9.1. Matrices corresponding to the action of (i if 1) on 0. 
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Observe that this time, looking back at the corresponding matrices for 
the action on Lie[a,, a,, . . . . a,] (see Fig. 2 in Section 3) we see that: 
A((1 2))= -WC1 211, 
A((2 3))= -CT((2 3)), 
A((3 4))= -CT((3 4)). 
Again this is not an accident and the next section shall be devoted to the 
proof of these identities in the general case. 
10. RELATING THE ACTIONS ON LIE AND A,-,(ZZ,) 
We shall first give a bijection between the bases E an Q. We recall that 
the bijection, given in Section 7, between E and @ was carried out accord- 
ing to a simple scheme given by 
Lyndon permutation H tableau H NBC sequence 
H decreasing maximal chain 
Note that these NBC sequences are exactly what we here call NBC bases. 
This given, it turns out that all we need to do to describe our bijection 
between E and Q is to define the correspondence 
NBC sequence H elementary cvcle. 
An example should be sufficient to describe this step. Let u be the Lyndon 
permutation (156243). We recall that the NBC base associated with (T is 
d = ((6, 5), (5, 11, (4, 2), (3,2), (2, 1,) 
We simply set 
bC1562431 H~{(6,5),(5,1),~4,2).(3,2),(2,1):~ 
We see that this construction can be easily carried out, in general, and that 
our bijection can be described by the simple scheme 
Lyndon permutation H tableau H NBC base 
H elementary cycle. 
It is convenient here to reorder our basis for Lie[a,, . . . . a,]. Namely, we 
shall denote by gi the Lyndon polynomial given by the Lyndon permuta- 
tion which yields under this bijection, the elementary cycle p&, E 52. Note 
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that the order on Q is given by the lexicographically decreasing order on 
the p&,. Given this we have: 
THEOREM 10.1. Let A(a) be the matrix expressing the action of o E S, on 
the basis E= {g,,g,, . . . . g,,-,,!I of Lie[a,, . . ..a.] and let C(a) be the 
matrix expressing the action of c on the basis Q = (p,&, , p.&,, . . . . P,~(,_,)! f of 
A, _ ,(IZ,). Then for any (T E S, we have 
A(a) = (- 1 )sign(“’ CT(,). (10.1) 
ProoJ: First recall that the jth column of these matrices A and C 
respectively gives the image of gi and P,&,, under the action of cr. We shall 
show that given a simple transposition (i i + 1) E S, the jth column of 
A((i i+ 1)) is equal to (- 1) times thejth row of C((i i + 1)). This is all 
we need to prove Eq. (10.1). We first consider the case where g, is of the 
form 
(10.2) 
a i +l 
Note that the NBC base associated with this tree is given by 
~3$= (L --rh+2r (i+ 1, a), (4 aLf,- ,, . . ..f2)- 
We have seen previously that applying the transposition (i i + 1) to the 
tree in Eq. (10.2) yields the sum 
ii i +I )T = II&$+ * 
a i +l i i +l 
Ti, T,, 
(10.3) 
where, this time, the two associated NBC bases are given by 
Tjl++4,= If,,, . . ..fi+~. (i+ l,a),(i,a),fi~I,...,fi} 
Tj2++42= if", . ..J+z. (i+ 1, i), (i,a)J-,,...,f,). 
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Therefore, it remains to show that the jth row of C(( i i + 1)) is given by 
Cj3((i if l))= 
if s= 1 or 2 
3 elsewhere. 
But this is the same as asking that the images (under (i i+ 1)) of the 
elementary cycles p.,, and P,~ are the only ones to contain p&, (with 
coefficient ( - 1)) in their expanzion. Clearly, looking back at our study in 
Section 9 we see that Eqs. (9.5) and (9.7) (of Cases 1 and 2(a)), respec- 
tively, give precisely this result. 
To complete our proof we should first turn to the case where g, is given 
by 
A 
i i +l 
6 A 
1 i +l 
and, finally, to the case where g, is given by 
However, the proof of these two cases is completely analogous to the one 
just given above. Thus in order to avoid repetitions again, we leave the 
proof to the interested reader. 
We have therefore achieved our goal. More precisely, we gave a 
completely combinatorial proof that the action of the symmetric group S, 
on the space Lie[a,, . . . . u,], on &III ,,.,, n-2I, and finally on I?,_ 3(ZZ,) induce 
similar representations (up to the tensoring with the alternating character). 
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