Abstract
Introduction
The gradient of a function defined on a Riemannian manifold is one of the most important differential objects in data analysis. It has been used for a broad range of applications, from partial differential equations (PDEs) in scientific computing, to modeling deformations and simulations in graphics and visualization, to feature identification in image processing, and to inference problems in machine learning. It is often the first step before further geometric quantities, such as high-order derivatives, critical points, and Morse-Smale complex, can be computed.
Very often in practice, we need to compute gradients where the input function is only available at discrete points sampled from the underlying manifold, and the manifold is given by a mesh or simply a point cloud. While many methods have been used when the input function is defined over a mesh, computing gradients and related quantities such as critical points, of a function from a point cloud embedded in R k is a non-trivial task. Furthermore, even when a mesh structure is given, being a differential operator, gradient computation is sensitive to noise both in the input function and in the underlying manifold. Hence it is highly desirable to be able to smooth gradient fields at different scales.
In this paper, we aim at developing a unifying framework for approximating and smoothing gradients from discrete inputs that can be meshes and point clouds. Our framework is based on a novel view of considering gradients under a different metric space where the computation and smoothing are made easier, especially for point cloud inputs. It relies on the approximation of the so-called Laplace-Beltrami operator -The Laplace operator of a Riemannian manifold M encodes all of the intrinsic geometry of M. Hence intuitively, once we construct the Laplace operator, it is possible to retrieve various invariants, including gradients, from its spectrum and eigenfunctions.
Related work. Given a (finite element) mesh, the simplest and most common way to compute gradient is to interpolate the input function linearly (or in higher order) within each mesh element, based on its values at vertices of the mesh. This mesh-approximation of gradient is somewhat sensitive to both the shapes of mesh elements and noise [She02] , as its value at a vertex v depends only on the one-ring neighbors of v. For functions defined on a d-dimensional domain in R d , there is a rich literature in numerical analysis on the powerful finite element methods (FEMs), which can interpolate the input function non-linearly based on non-local neighborhoods. The same idea can also be extended to develop meshless finite elements methods for a point cloud sampled from a d-dimensional domain in R d . See [FM03] for a good survey. However, both FEMs and meshless FEMs are usually computationally inefficient in handling low-dimensional manifolds (such as surfaces) embedded in high-dimensional space, as well as changing the resolution at which we want to approximate the gradient.
In many tasks, the input is simply unstructured point sets. See [AGP * , GP07] for a good introduction of processing point clouds in graphics. For points inputs, gradients are usually estimated by solving a local optimization problem based on Taylor expansions. Specifically, let P be the set of discrete points such that the function values of f are available. The gradient ∇ f (p) at a point p ∈ P can be estimated as the best vector g * minimizing the following error:
where Neighbor(p) ⊆ P denotes a certain set of neighboring vertices of p, w(p, q) is a weighting function, and s is a positive integer, typically 1 or 2. For example, Sibson [Sib81] suggested to use the so-called natural neighbors of p as Neighbor(p), and choose s = 1 in the above optimization problem. This gradient estimation method is implemented in the Computational Geometry Algorithms Library (CGAL). For points sampled from a Riemannian manifold embedded in a high-dimensional space, Mukherjee et al. took a regularized version of this optimization and choose s = 2 [MW06, WGMM08] . They provided some theoretical guarantees of the accuracy of their estimates for points randomly sampled from probabilistic distribution. To make the estimation robust to noises in the underlying manifolds, one can use moving-least-squares (MLS) surfaces to locally approximate the surface [AK04, Lev98] . To estimate gradients at a coarser scale, one can potentially take a larger neighborhood and solve the optimization problem based on more points around each point p. This unfortunately means that the time complexity to estimate gradients is higher when the resolution is coarser.
In this paper we use a spectral method, deploying the eigenspace of the Laplace operator. Spectral methods have been widely used in many research fields including graph theory, vision, and machine learning, and have recently received great attention in geometric mesh processing, from shape matching, segmentation, optimization, to parametrization and meshing. See [PG01, ZvKD09] for general surveys and [Lev06, Sor06] for surveys of such methods using one of the most popular operator, the Laplace-Beltrami operator. In discrete setting, most previous discrete Laplace operators are either constructed from a graph [BN05] Our approach. In this paper, we aim to develop a unified approach that can both approximate and smooth gradients field of an input function defined on meshes or simply on point clouds. The main contributions are as follows:
(1) We initiate the study of gradients under a different metric on the underlying manifold M, instead of the usual metric induced from the ambient space. While gradient depends on the metric, certain related quantities such as critical points are metric independent, and metric may not be essential for some gradient-related applications (such as gradient descending to find global minimum). (2) We compute gradients by mapping the input manifold M to the space spanned by the eigenfunctions of the socalled Laplace-Beltrami operator of M. We show that when a certain Gaussian kernel is used to approximate the Laplace operator, this mapping is an isometry up to a scaling factor. Hence we can recover the original gradients from the eigen-gradients easily. (3) Laplacian eigenfunctions provide a natural basis for functions defined on the manifold M, and the mapping of M to its Laplacian frequency domain provides a natural way to smooth eigen-gradients. Contrary to what is typical in the original space, computing gradients at a coarser level in the eigenspace takes less time than at a higher resolution, and it is possible to smooth both the function itself and the underlying manifold simultaneously. (4) We present two applications of the eigen-gradients:
computing and simplifying critical points of one function and the so-called Jacobi sets of two functions from point clouds data. (5) We present a new discrete Laplace operator for point clouds data that converges to the true Laplacian when input points satisfy certain sampling conditions. Given the rich intrinsic geometry encoded in the Laplace operator, this discrete analog allows us to potentially perform shape analysis simply from point clouds, similarly to spectral mesh processing [Lev06, ZvKD09] . While the discrete Laplacian constructed in [BSW09] provides better theoretical guarantee than what we propose, our construction performs much better in practice. It also produces realvalued spectrum, which is often necessary in applications but not guaranteed by the operator proposed in [BSW09] .
Our approach can be applied to any d-dimensional compact Riemannian manifold embedded in R m . In this paper, we focus on surfaces embedded in R 3 .
Eigenspace and Diffusion Metric
Consider a smooth d-dimensional, compact Riemannian manifold M isometrically embedded in R m . Given a scalar function f : M → R, when we talk about its gradients, we usually implicitly assume the natural metric on M induced from the Euclidean metric in the ambient space R m . In this paper, we map M into a spectral domain and compute gradients under the diffusion metric associated with it. (A good exploration of general diffusion metrics can be found in [Laf04] .) Specifically, we will use the heat diffusion metric and its variant. Hence we focus on the heat operator below.
Heat operator. The heat (diffusion) operator
Ht with respect to t is an operator on L 2 (M), the space of square integrable functions on M. It is defined as
where h t (x, y) is the so-called heat kernel, and dµy is the volume form at y. Intuitively, given two points x, y ∈ M, h t (x, y) measures the amount of heat, out of unit heat at x, that passes from x to y within time t. Hence given a function f serving as the initial heat distribution on M, Ht f is the distribution of heat at time t. This intuitive physical interpretation makes the heat operator a popular tool to smooth both the manifold itself and functions defined on it. The heat operator is compact, self-adjoint, and positive semi-definite. Thus it has discrete spectrum ρ 0 ≥ ρ 1 ≥ . . . ≥ 0 with Ht φ i = ρ i φ i , and by the Spectral theorem, the heat kernel can be written as:
The largest eigenvalue ρ 0 is necessarily 1, because heat diffusion is an averaging process with M h t (x, y)dµy = 1. 
It is easy to show that Φ(M) is indeed an embedding of M. This embedding map Φ is similar to the diffusion map in [Laf04] and the GPS embedding in [Rus07] , but with different weights for each coordinate, and is a special case of the heat-kernel embedding studied in [BBG94] .
The eigenspace L 2 (M) is a vector space, and adapts a natural Euclidean distance. For two points x, y ∈ M, the diffusion distance between them w.r.t to t, denoted by Dt(x, y), is simply the Euclidean distance between Φ(x) and Φ(y). It then follows from Eqn (1) and the fact ρ i = e −tλi that
An intuitive stochastic view of the diffusion distance is as follows: Dt (x, y) is small if a random walk (Brownian motion) on M from x reaches y within time t with high probability. Compared to the Euclidean or geodesic distances, the diffusion distance is stable with respect to noise and even small topological changes.
Eigen-gradients
We propose to compute gradients in the eigenspace. Below we first introduce the new eigen-gradients for smooth manifolds. We then describe how to compute it from meshes and point clouds. 
Smooth Manifolds
is the gradient of f at x ∈ M under metric g M , which we also refer to as the original gradient in this paper. The eigen-gradient of f at x, denoted by ∇ E f (x), is defined as the gradient of f under the pullback of the metric g Ω onto M.
Specifically, let T Mx and T
) be the gradient of F at Φ(x) in the eigenspace under metric g Ω , and u ∈ T Mx the pullback of the vector v under the linear map DΦx :
u is simply the vector in the direction of u with length v .
Computation in the Eigenspace
Since the eigenfunctions φ i s of the Laplace operator (or more generally, of a well-behaved diffusion operator) form a set of orthonormal basis for the space of square integrable function
By definition, we have that
wherex denotes Φ(x). Hence the partial derivative of F with respect to any eigenfunction (coordinate in
At any pointx ∈ Ω, the gradient vector of F atx is simply the projection of Vx onto T Ωx, where Vx is the vector V translated to the base pointx. See Figure 1 for an illustration.
This implies that once the vector V, which only depends on the input function f and M, is given, the gradient ∇F(x) can be computed by locally approximating the tangent space at every point in the eigenspace. ∇ E f (x) can then be computed by pulling back ∇F(x) to T Mx.
Smoothing Gradients
Since the eigenfunctions with high eigenvalues correspond to harmonics with high frequency, a natural way to smooth the gradients in the eigenspace is by taking the subspace of L 2 (M) spanned by the top K Laplacian eigenfunctions with lowest eigenvalues. Specifically, consider the truncated
To compute gradients at a coarser level, we simply take a smaller K, compute the vector
T and project it to the tangent space of
There are two types of smoothing simultaneously involved in the above approach: The truncation of the coefficient vector V corresponds to removing the higher frequency components of the input function f , thus smoothing f ; while the projection onto the subspace of L 2 (M) spanned by the first few eigenfunctions corresponds to mapping the manifold to its lowest frequency modes, thus removing details from M. In this way, gradients estimated are robust to noise both in the input function and in the underlying manifold. In practice, one can control the resolutions of two smoothing operations separately, by taking the top K 1 coefficients for V, while projecting M to Ω K2 , for
In order to be able to pullback the gradients in the eigenspace, it is necessary that the map Φ K is a local homeomorphism; that is, Ω K is an immersion of M into R K . Indeed, it follows from Theorem 2.2.1 in [PMS09] that this is the case for K ≥ C, where C is some constant depending only on the intrinsic properties of M and it appears to be rather small in the models we test in practice (Results in [PMS09] are much stronger. The local homeomorphism is only a corollary of them).
Gaussian Diffusion
The relation between the diffusion metric and the original metric depends on which specific diffusion operator that we use. In this paper, we use the heat diffusion operator due to its natural physical interpretation and the nice properties its spectrum and eigenfunctions have. However, the analytical form of the heat operator is only known for very limited families of manifolds. In practice, the heat kernel h t (x, y) is usually approximated by the following Gaussian kernel:
. Indeed, h t = gt when the underlying manifold is the Euclidean space R d . For general manifolds, Belkin and Niyogi [BN05, BN08] gave explicit bounds of the difference between h t and gt , as well as between the resulting diffusion operators, and used that to approximate the Laplace operator with theoretical guarantees for points randomly and uniformly sampled. In this paper, we also use the Gaussian diffusion to approximate the heat diffusion process (via our new discrete Laplace operator that we will describe later). The Gaussian diffusion distance relates to the Euclidean distance in the original space by the following equations. This in turns leads to an explicit relation between the eigen-gradient and the original gradient, enabling us to reconstruct the original gradients based on eigen-gradients.
Lemma 3.1 Let D(x, y) denote the Gaussian diffusion distance between x and y. Then we have that
Proof : Set r = x − y . By Eqn (2), we have
Theorem 3.2
The eigen-gradient of f is related to the gradient in the original metric space by: , given any curve π(s) in R n , the length of the curve between two points that are close enough relates to the Euclidean distance between these two points by the following inequality:
This, combined with Lemma 3.1, implies that for two points close enough on γ, the length of the curve between them and that between their images inγ satisfy:
, where the big-O notation hides terms in t which is a constant when computing gradients. It then follows that
Now, take any two vectors u and v ∈ T Mx with their pushforwardsũ,ṽ ∈ T Ωx, we have that
where , X denotes the inner product under metric g X . Since the constant C remains the same for all points on M, the map CΦ induces the same inner product as , M and is thus an isometry. The claim then follows from elementary differential geometry.
Discrete Settings
We now consider the discrete settings where the input data is a mesh K with vertex set P, or simply a point cloud P, and the function values of f are given at vertices P. Set n = |P|. The proposed algorithm is summarized as follows, and we explain the implementation of each step after it.
PREPROCESSING: Construct discrete Laplace operator L and its top N eigenvalues {λ i } and eigenfunctions {φ i }. 
Pre-processing
Recently, Belkin et al. [BSW09] proposed a discrete Laplacian for general point clouds data with convergence guarantees. Unfortunately, their operator may have complex eigenvalues and eigenfunctions. Using observations from [BSW08, LSW09], we modify the approach from [BN05] to construct the following operator for a set of points P = {p 1 , . . ., pn}. A detailed description and intuition of this construction, together with it theoretical guarantee, can be found in Appendix A. If we are given a mesh input, then we construct the discrete Laplacian proposed in [BSW08] .
For simplicity, we assume the underlying manifold is a surface. For any point p i in P, let A i denote the Voronoi weight at p i , as defined and computed in [LSW09] , which roughly accounts for the area of the underlying manifold represented by the sample point p i . Each A i can be computed locally by taking points within certain distance to p i . If the input has a mesh structure, then A i is simply one-third of the one-ring area [BSW08] . Now set G h (i, j) = . The discrete Laplace operator L is an n × n matrix where
The matrix L is not symmetric. However, it can be decomposed into L = GD, where D is the diagonal matrix with 
This is an important property because, in the continuous case, the inner product between two functions is f , g = M f (x)g(x)dµ(x). In the discrete setting, it is natural to replace the integral with a summation
where A i corresponds to the volume form dµ(p i ) at point p i . This area weighting is necessary due to the nonuniform sampling of input points, and indeed, it is shown in [LSW09] that this discrete sum converges to the true integral for points satisfying certain sampling conditions. Hence Eqn (3) is the discrete analog of the fact that the Laplacian eigenfunctions are orthonormal. Similar property was established for previous mesh Laplacians as well [ZvKD09] .
Remark. We consider the construction of the discrete Laplace operator as a pre-processing step because first, it is independent of the input function given. Hence once constructed, it can be used for multiple functions, and for different resolutions of the same function. It can also be used for the same shape under isometric deformation (as will be demonstrated in our experiments in the next section). Furthermore, since the Laplace operator encodes all intrinsic geometry information, one can expect a general framework of estimating various geometric quantities directly from point clouds based on the Laplace operator constructed (see e.g [BN05, LSW09, RWP06] for data analysis under this framework). Our approach is simply one application of such spectral point-cloud processing framework.
Steps 1 To 3
Given a square integrable function f on M, it can be represented as a linear combination ∑ i α i φ i of Laplacian eigenfunctions φ i s, where α i = f , φ i = M f φ i dν in the continuous setting. As mentioned above, this integral can be approximated by the D-inner product f , φ i D in the discrete setting, for both point clouds and meshes, where D is the area-weight diagonal matrix that we constructed above.
Implementing
Step 3. For each vertex x, let knn(x) = {y 1 , . . ., y k } denotes the set of k-nearest neighbors of x for some constant k (k is typically 10 in our experiments). We approximate the tangent space at x or at Φ N (x) by finding the best d-dimensional space fitting knn(x) under least square error measure. To pull back the gradient vector vx from T Ωx to T Mx, we need to approximate the linear map DΦ : T Mx → T Ωx, which is simply a d × d matrix (2 by 2 matrix for surfaces). This is achieved by finding the best d × d square matrix that minimizes the following least square error:
where u i (resp.ũ i ) is the projection of the vector y i − x (resp. Φ(y i ) − Φ(x)) onto T Mx (resp. T Ωx). Specifically, let U (resp.Ũ)) denote the matrix with u i s (resp.ũ i ) as column vectors. We have that DΦ = U +Ũ where U + is the MoorePenrose pseudo-inverse of U. Since the eigen-gradient has the same magnitude as vx, the gradient in the eigenspace. Hence this pullback operation is not necessary if we only need the magnitudes of gradients in the applications.
Experiments
We present three sets of experiments. The first set compares the eigen-gradients from point clouds with the ground truth, as well as with gradients computed by a local quadratic fitting method. We then show how to use the eigen-gradients to simplify the critical points of a function, and the Jacobi sets of two functions. All eigen-gradients in this section are computed directly from point clouds. In general, The choice of t does not matter much as long as t is much larger than the square of the average distance (d 0 ) of any point to its k nearest neighbors. All experiments in this paper use t = 30d 2 0 . Appendix B compares the performance of our new discrete Laplacian for point clouds with previous PCD-Laplacian and mesh-Laplacian.
Eigen-gradients
We sample the unit sphere S non-uniformly to produce a set of about 2000 points, and consider the function f (x, y, z) = (sin(5x) + 5)(y 3 + 5)e z -the choice of the sphere is so that we can know the ground truth, and the input function is an arbitrary test function combining polynomials and exponential functions. Results from other test functions are similar. In the top row of Figure 2 , we show a sequence of the gradients computed with decreasing number of eigenvectors. The plots on the bottom row show the average error between the angle and the magnitude (length) of our eigen-gradient vectors compared with the true gradient vectors. We can see that in general, few eigenvectors (with lowest eigenvalues) suffice to reconstruct the gradient faithfully (with small error). The reconstruction error for uniformly sampled data or for more densely sampled data is much smaller, and is reported in Table 3 in Appendix B. In practice, we usually compute only the top 100 eigenvectors.
In Figure 3 , we study the performance of our eigengradients under noise. The eigen-gradients are computed with the top 100 eigenvectors. In addition to ground truth, we also compare our method with a discrete gradient computed from input points P by a local fitting method. Specifically, for every point p, we take its k-nearest neighbors (k = 15 in this experiments), and locally fit a quadratic function based on these neighboring points. We refer to the gradient computed from the fitting function as Fit-gradient. This method inherently smoothes both the underlying manifold (via fitting a tangent space) and the input function (via fitting a quadratic function) but in a local way. Hence it is reasonably robust under small amount of noise. The reconstruction errors of these methods are shown in Figure 3 (b) . In the absence of noise (function noise or surface noise), the quadratic fitting gives better results as measured by the average angular deviation and average magnitude deviation from the ground truth, however once noise is introduced the eigengradients method shows improvement over the quadratic fitting method. We have also performed 15 Laplace smoothing iterations on both the input function and the input surface, and even though the Fit-gradient field appears smoother afterwards, the reconstruction error does not improve much in the case of function smoothing (7.7 degree angular, 14.95% magnitude for 3% function noise), and it gets worse in the case of surface smoothing for surface noise. Our eigen-gradient is not only robust with respect to noise, but more importantly, it provides a simple way to simplify the gradient field at multiple scales, by using fewer eigenvectors. An example is shown in Figure 4 , where we have a molecular surface with 8952 sample points. The input function is the so-called Connolly function widely used to capture protrusions and cavities in molecules [Con86] . Figure 4 (a) shows the eigen-gradient field reconstructed using 1000 and 50 eigenvectors. Note that some small bumps (low-persistence critical points) are smoothed as we reduce the number of eigenvectors used. Figure 4 (b) shows the Fit-gradient fields computed by the quadratic fitting method (left) and the simplified version computed by first performing 30 iterations of Laplace smoothing operators (right).
To compare these two types of simplifications more quantitatively, we introduce a quantity to measure the smoothness of an input vector field V = {v(p)} p∈P : given a sample point p, the local smoothness ρ(p) at p is the average of the dotproduct between v(p) and the vectors associated with each of its 15-nearest neighbors. The smoothness ρ(V ) of the entire vector field V is ρ(V ) = 1 |P| ∑ p∈P ρ(p). It takes the localfitting method 30 iterations of Laplace smoothing operations (right image in Figure 4 (b)) to achieve a similar smoothness as the eigen-gradient field computed from 50 eigenvectors (right image in Figure 4 (a) ). Simplifying it at larger scale will require even more number of Laplace smoothing iterations. In other words, a coarser-resolution gradient field requires more iterations of smoothing when using quadratic fitting method (which eventually is equivalent to increasing the number of neighboring points that we need to consider for each input point). Hence it requires more time. On the other hand, smoothing using our method simply means using less eigenvectors, while in the eigenspace, still the same (small) number of neighboring points are needed to compute the projection (thus the time needed is in fact slightly smaller).
Jacobi Sets
The Jacobi set w.r.t to two scalar function f and g defined over a manifold is the set of points where the two gradients ∇ f and ∇g are aligned, i.e. ∇ f = λ∇g. In the continuous case the Jacobi set between two functions is a set of 1-manifolds. Intuitively, the Jacobi set represents points where f and g co-vary in the same way, and is a good way to show the correlation between f and g [EHNP04] . Edelsbrunner et al. [EH02] proposed an elegant algorithm to construct the Jacobi set from a mesh in a combinatorial manner. Given the differential nature of the Jacobi set, it is sensitive to noise, and Natarajan et al. [SN09] presents a method to simplify the set for meshes, by using level-set methods. Approximating and simplifying Jacobi sets from point clouds data remains a challenging problem.
Our framework can be easily extended to compute a set of points J that are potentially around the underlying 
Figure 4: (a) Gradient field computed from 1000 eigenvectors (left) and 50 eigen vectors (right). (Note the critical point on the leftmost protrusion on the left image disappearing on the right image). (b) Gradient field computed from quadratic fitting (left), and the same field recomputed after being smoothed for 30 iterations (right).
Jacobi set. Specifically, for each input point x ∈ P, we first compute the signed local comparison measure function
, nx introduced by Natarajan et al. [SN09] , where nx is the normal direction at point x. In the continuous case, the zero level set of κ is the Jacobi set. For points input, we check for every x, whether there a change of sign between x and one of its k-nearest neighbor (k = 10 in our experiments). If the answer is positive, we consider x to be a potential point in the Jacobi set and add it to J. In Figure 5 , we show the Jacobi set between the Connolly function and the coordinate function f (p) = x defined on the molecular surface. Note that reducing the number of eigenfunctions can simplify the Jacobi set as shown in (c).
Finally, since the Laplace-Beltrami operator is isometry invariant, for a model subjected to isometric deformation, it is sufficient to compute the Laplacian for one model only and use it for all the other deformed models. To illustrate this, we compute the contour of a sequence of human poses, roughly isometrically deformed from each other. The contour can be computed as the Jacobi set with respect to the two coordinates functions f (p) = x and g(p) = y. In Figure 6 , (b) -(f) show the contours for various poses using the same Laplacian computed from one single model. Figures (a) and (g) show the Jacobi curves computed from the mesh structure of the poses shown in (b) and (f), respectively. Other than producing cleaner looking contours, our method is meshless, and thus one need not to maintain a valid mesh structure as we deform the models.
Critical Points
Since Φ induces a homeomorphism between M and Ω, DΦ|x can be considered as a change of coordinate system for the local chart at x. Hence by the Morse Lemma [Mil63] , the criticality of a point and its index are not affected. When only point cloud is given, by virtue of the above claim, we can compute the critical points using solely the magnitudes of eigen-gradients. Specifically, for every point p, we say that it is a critical point if its eigen-gradient value is close to zero, and it has the smallest magnitude among its k nearest neighbors (k = 10 in our experiments). The latter criteria is because points close to a critical point may also have very small gradient value.
In Figure 7 , we consider the following function defined on the unit sphere: f (p) = sin(θ)sin(6θ)sin(2φ), where θ and φ are the spherical coordinates of p. All critical points computed by using the combinatorial mesh structure (shown in (a)) were recovered from the point cloud (with 2562 points) by the eigen-gradient method (shown in (b)). The recovered critical points either coincide exactly with mesh critical For general surfaces, critical points constructed by this eigen-gradient method tends to be a smoothed version of those computed from the mesh. Further reducing the number of eigenfunctions results in a further simplification of its critical points. Figure 8 shows this effect for a molecular surface (with 8952 points). In some sense, those less important critical points (w.r.t. the input function which captures protrusions and cavities) are removed.
Timing. The timing for computing the eigen-gradients for all models in this paper is summarized in Ta-ble 1. All the experiments in this paper were done in Matlab 7.8 on an Intel CPU Q6600 2.4GHz with 6GB RAM. The code is available on the web via http://www.cse.ohio-state.edu/∼luoc/eigen-gradient.htm.
The largest model we have tested is the dragon model with about 100K vertices. The main bottleneck is the computation of the eigenvectors for the discrete Laplace operators (the decomposition column in Table 1 ). Note that the discrete Laplacian is a sparse matrix. Furthermore, from the error plots (f) and (g) in Figure 2 , it appears that in general, only a few hundred eigenvectors are necessary to reconstruct the gradient field faithfully. Table 1 reports the timing required to compute the first 100 eigenvalues / eigenvectors of the discrete Laplacian, which is computed by the sparse eigen solver eigs function from the ARPACK package. For larger data sets, it will be necessary to use a more efficient method to either compute or approximate the top few eigenvectors [VL08] . We leave this as an important future direction. We also remark that the current implementation uses brute-force to compute the k-nearest neighbors in the eigenspace, which takes more than half of the timing needed to compute the eigen-gradients after the eigenvectors are given. This can be improved by using a space-decomposition data structure such as octrees or BSP trees.
Conclusion and Discussions
In this paper, we proposed to approximate the gradients of a function defined over a point cloud (or a mesh) by computing it under the so-called diffusion distance metric. One of the main advantages of this spectral approach is that one can simplify, at various scales, the gradient field with respect to both, the input function and the underlying manifold, in a unified and simple way. We demonstrate that our eigengradients can faithfully reflect true gradients, as well as effectively simplify them. We also present two preliminary applications for applying the eigen-gradients. Our results hold for points from any smooth and compact d-manifold embedded in R m .
Similar to previous spectral mesh processing methods [ZvKD09] , our approach is a spectral point-clouds processing method. It will be interesting to see what other types of information we can compute once the discrete Laplace operator for the point clouds is constructed. Our new discrete point-cloud-Laplace operator will potentially facilitate the investigation in this direction.
Our method requires the computation of Laplacian eigenfunctions, which can be costly for large data set. There have been several nice works for improving the efficiency of such computation, using the fact that the discrete Laplacian matrices are typically sparse (see e.g [VL08] and [ZvKD09] ). We remark that the Laplacian eigenfunctions seem to be well approximated even with a small number of sample points. Hence one potential way to handle large data (such as rangescan data) is to first sub-sample it. An alternative direction we will investigate is whether one can obtain sufficient information just by local approximation of the Laplace operator.
Finally, we will also explore other procedures / geometric quantities, whose computation can be made easier by considering a different metric space. 1 t(4πt) d/2 . For a set of points P = {p 1 , . . ., pn} randomly sampled from the uniform distribution, this can be easily achieved by using Monte Carlo integration, and computing
. This approximates ∆ f (p i ) as t goes to 0 based on the Law of Large Numbers. However, in non-statistical setting, it is necessary to augment the summation with certain weights.
On the other hand, given a twice-differential function g : M → R, it is shown in [LSW09] that one can approximate M g(y)dµ(y) by It g = ∑ n i=1 g(p i )A i , where A i is the Voronoi weight defined as follows. For each point p i , take the set of points Q that are within distance cερ for some constant c (say, c = 10). Locally approximate the tangent space T at p i by fitting the best plane through Q using the algorithm from [HV02] . LetQ denote the projection of the set of points Q onto T . Construct the Voronoi diagram forQ in T and A i is the volume (area for 2-manifolds) of the Voronoi cell containing p i . It is shown in [LSW09] that It g − M g ∞ = O(ε + ε 3 /δ 2 ) for an (ε, δ)-sample P with an appropriately chosen t, where δ ≥ ε 3/2−ξ for an arbitrary value ξ > 0. This implies that It g converges to M g as ε → 0.
Combining these two results, we approximate Lt f (p i ) by
Hence the discrete Laplace operator from a set of n points is an n × n matrix L with Note in 3.2.1 we replace the parameter t with h, this is to avoid confusion with the parameter t used in the diffusion metric.
