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INTRODUCTION AND PRELIMINARIES
In C121, we developed an approach for proving weak compactness and weak convergence of sequences of probability distributions of random variables which are approximate random solutions of random operator equations. This approach allows the simultaneous approximation of the underlying deterministic equation and of the stochastic inputs with respect to convergence in distribution. The proof Of the main convergence result ([12, Theorem 2.111 ) is essentially based on Prokhorov's Theorem (see [27, Theorem 1.121) . Another, but related approach for attacking this problem can be found in C 5 2 .
For concepts and general results concerning other modes of convergence of approximate random solutions (a.s.-convergence, convergence in probability) , we refer e .g . to [ 231 , 1: 111. In this paper, we considerably generalize the approach of C 121: Instead of compactness assumptions about the operators we need only more general regularity assumptions; the approximate equations are now allowed to be defined only on subspaces (and on different probability spaces); instead of convergence of subsequences, we will also be able to prove convergence (in distribution) of the whole sequence of approximate solutions. These extensions allow much more far-reaching applications than those considered in [12] . In order to achieve this, we have to develop an approximation concept for equations in spaces of probability measures ("stochastic equations"), which might also be of independent interest. We will be concerned with a random equation and its approximations where T is a mapping from Z x X into Y, Tn from Z x Xn into Y, and X, Xn, Y, Z are metric spaces with Xn G X; z, y and znr ynr n c N , are random variables (defined on possibly different probability spaces (n,A,P), (on, Ant Pn) , n E 1 .
We assume that the joint probability distributions (D(yn,zn)) converge weakly to D(y,z) (in the space of probability measures on Y x Z) and ask for conditions on T and (Tn) that imply weak convergence of (D(xn) ) to a "solution" of (J . I ) . Here (xn) is a sequence of Xn-valued random variables (defined on (an,A .
, pn)) that are almost surely solutions of (1.2). The basic convergence w i t h s u i t a b l e mappings Tn, n E N ( s e e (4.51, ( 4 . 6 ) )
I n S e c t i o n s 2 and 3 , we develop an approximation concept f o r g e n e r a l
s t o c h a s t i c e q u a t i o n s and e s t a b l i s h an a b s t r a c t convergence r e s u l t (Theorem 3.10) which i s a p p l i e d t o t h e s p e c i a l e q u a t i o n ( 1 . 3 ) i n Theorem 4.6. I t t u r n s o u t t h a t well-known concepts from ( d e t e r m i n i s t i c )
o p e r a t o r approximation t h e o r y such a s " d i s c r e t e convergence", " A -r e g u l a r i t y " e t c . ( s e e e. g. C 281 , C 291 , C 191 , C 21 ) a r e a l s o e s s e n t i a l t o o l s i n t h i s c o n t e x t .
I n S e c t i o n s 5 and 6 , we apply o u r convergence r e s u l t s t o approximations f o r random Fredholm i n t e g r a l e q u a t i o n s of t h e second kind and t o a G a l e r k i n scheme f o r a n o n l i n e a r e l l i p t i c p a r t i a l d i f f er e n t i a l e q u a t i o n w i t h random c o e f f i c i e n t s . W e d e d i c a t e t h i s paper t o t h e memory of our mentor and f r i e n d
A.T.Bharucha-Reid; h i s work, e s p e c i a l l y C41, was a major g u i d e l i n e f o r r e s e a r c h i n t h e f i e l d of random e q u a t i o n s f o r many people ( i n c l u d i n g both a u t h o r s of t h i s p a p e r ) . Furthermore, h i s s t e a d y i n t e r e s t i n our work and h i s encouragement was e s s e n t i a l f o r both a u t h o r s ' p r o f e s s i o n a l development. Moreover, a s can be seen from t h e l i s t of r e f e r e n c e s , some of h i s work i s of d i r e c t importance f o r t h i s paper.
W e now f i x t h e terminology of t h i s paper. For a m e t r i c space S we denote by B(S) t h e a -a l g e b r a of Borel s u b s e t s of S and by P(S) t h e s e t of a l l p r o b a b i l i t y measures d e f i n e d on ( S , B ( S ) ) equipped w i t h t h e topology of weak convergence ( s e e C6, p. 2361, 1271). I t i s known t h a t P(S) i s m e t r i z a b l e ( P o l i s h ) i f S i s s e p a r a b l e ( P o l i s h ) ( s e e C61). Suppose t h a t So i s a Borel s u b s e t of S and t h a t So i s endowed w i t h t h e r e l a t i v e touology Then f?(So) = { B n sol^ G B ( S ) ) . I f u i s a p r o b a b i l i t y measure on (So, B ( S o ) ) , l e t ue E P(S) d e n o t e t h e
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" c a n o n i c a l e x t e n s i o n " of u , d e f i n e d by p e ( B ) : = IJ (B n So) , f o r a l l B E B(S) ( s e e C 6 , p . 3 8 1 ) . I f x i s a n S-valued random v a r i a b l e d e f i n e d on some p r o b a b i l i t y s p a c e (n,A,P) ( i . e . , x -' ( B ) E A f o r a l l B E B ( S ) ) , l e t D(x) t P ( S ) d e n o t e i t s " p r o b a b i l i t y d i s t r i b u t i o n " , i. e. , I n t h e f o l l o w i n g , a sequence ( s n ) i n a c e r t a i n m e t r i c s p a c e S ' w i l l b e c a l l e d " r e l a t i v e l y compact" i f it c o n t a i n s a convergent subsequence.
( s n ) w i l l b e c a l l e d " d i s c r e t e l y compact" ( s e e e . g . C28, p.2881) i f e v e r y subsequence of ( s n ) c o n t a i n s a f u r t h e r subsequence t h a t i s c o n v e r g e n t i n S ' . The r e s p e c t i v e n o t i o n s f o r weak convergence i n P ( S ) (where S i s s e p a r a b l e ) w i l l b e c a l l e d " r e l a t i v e l y w-compact" and " d i s c r e t e l y -w-comoact". I t i s known from Prokhorov' s Theorem (C 271 , C 6 , Theorem 6 . 1 I ) t h a t a sequence ( u n ) i n P ( S ) w i t h a s e p a r a b l e m e t r i c s p a c e S i s d i s c r e t e l y w-compact i f i t i s ( u n i f o r m l y ) " t i g h t " , i . e . , f o r a l l E > 0 t h e r e e x i s t s a compact s u b s e t K c of S such t h a t
The c o n v e r s e i s t r u e i f S i s P o l i s h ( 1 6 , Theorem 6 . 2 1 ) .
A sequence ( u n ) i n P ( S ) w i l l b e c a l l e d "w-bounded" i f f f o r a l l E > 0 t h e r e e x i s t s a bounded Bore1 s e t BE c S such t h a t Note t h a t a sequence (xn) of S-valued random v a r i a b l e s i s D-bounded i n t h e s e n s e of [ 1 2 1 i f ( D ( x n ) ) i s w-bounded.
I f u , u n E P ( S ) , n 6 N , we d e n o t e by u n p t h e weak convergence of ( u n ) t o p. Note t h a t i f S i s P o l i s h , t h e n e v e r y weakly c o n v e r g e n t sequence ( u n ) i n P ( S ) i s t i g h t and, hence, w-bounded.
AN APPROXIMATION CONCEPT FOR EQUATIONS I N SPACES OF PROBABILITY MEASURES
L e t X and Y b e s e p a r a b l e m e t r i c s p a c e s and $ b e a mapping from P(X) i n t o P(Y). I n t h i s S e c t i o n , we c o n s i d e r t h e e q u a t i o n where v E P(Y) i s a g i v e n p r o b a b i l i t y m e a s u r e , and i t s a p p r o x i m a t i o n s where $n: P(Xn) + P ( Y ) a r e g i v e n mappings ( c o n v e r g i n g t o T i n some A s e n s e , s e e Def. 2 . 2 ) and vn, n E N , a r e g i v e n p r o b a b i l i t y measures i n P(Y) ( c o n v e r g i n g weakly t o v ) ; Xn ( n E N ) a r e Bore1 s u b s e t s o f X.
I n t h e f o l l o w i n g , we a r e i n t e r e s t e d i n c o n d i t i o n s g u a r a n t e e i n g " c o n v e r g e n c e " ( s e e N o t a t i o n 2 . l ) o f a s e q u e n c e ( p n ) of s o l u t i o n s of ( 2 . 2 ) t o a s o l u t i o n o f ( 2 . 1 ) . Note t h a t ( 2 . 1 ) and ( 2 . 2 ) ( f o r n E N ) c a n b e viewed a s e q u a t i o n s i n c e r t a i n m e t r i c s p a c e s ( o f p r o b a b i l i t y m e a s u r e s ) . Hence, t h e w e l l -d e v e l o p e d a p p r o x i m a t i o n t h e o r y f o r o p e r a t o r e q u a t i o n s i n m e t r i c s p a c e s ( s e e e . g .
[ I ] , C21, 1 1 9 1 , C261, C281, [ 2 9 1 , C 301) c a n b e a p p l i e d .
N o t a t i o n 2.1: ( s e e C 2 1 , S e c t . 31) L e t LI E P(X) and p n E P ( X n ) , n E N . ( p n ) w i l l be c a l l e d "weakly c o n v e r g e n t " t o IJ (unz u ) , i f (p:) i s weakly c o n v e r g e n t t o p i n P(X)
( s e e S e c t . 1 f o r t h e n o t a t i o n s ) . A n a l o g o u s l y , ( u n ) i s c a l l e d
" r e l a t i v e l y w-compact", " d i s c r e t e l y w-compact", " t i g h t " , "w-bounded", whenever (ME) h a s t h e s e p r o p e r t i e s i n P ( X ) .
The f o l l o w i n g a r e s t r a i g h t f o r w a r d a d a p t i o n s o f t h e c o r r e s p o n d i n g a~p r o x i m a t i o n c o n c e p t s i n [ 21 , C 281 , C 301 t o t h e c o n t e x t o f t h i s S e c t i o n . D e f i n i t i o n 2.2:
A a ) 6 and (Tn) a r e c a l l e d "w-closed" i f f f o r a l l n, < n2 < n3 < . .. E 3 4
and s e q u e n c e s ( p ) w i t h p
( a s y m p t o t i c a l l y ) " w -r e g u l a r " i f f f o r a l l n1 < n2 < n3 < . . . E N and s e q u e n c e s (U ) w i t h il E P(X )
we have t h a t ( u n ) i s r e l a t i v e l y w-comnact i f ( v ) i s k nk A w-bounded and (Tn ( p ) ) i s r e l a t i v e l y w-compact. (Note t h a t it k "k o b v i o u s l y s u f f i c e s t o p r o v e r e l a t i v e w-compactness o f ( p ) o n l y "k for those sequences ( u ) for which ($ (u ) ) is weakly convergent.) Let , (Pn) and V , (v,) be as above. Assume that (in) is w-regular, 4 and (Gn) are w-closed and that v n L v . Then, every w-bounded sequence (u,) of solutions of (2.2) (for the index n E R ) is discretely w-compact and every limit u E P ( X ) of a weakly convergent subsequence is a solution of (2.1).
If, furthermore, (2.1) is uniquely solvable, then ( 1 1 , ) converges weakly to the unique solution of (2.1) .
Proof:
Let (un) be a w-bounded sequence of solutions of (2.2): 
is relatively w-compact "k "k and (pn ) is w-bounded. An approach of this kind was used in C51 to k prove tightness of the set of probability distributions of approximate random solutions of random operator equations. However, we do not pursue this line of research here.
WEAK CONVERGENCE OF APPROXIMATE SOLUTIONS TO STOCHASTIC EQUATIONS
In this Section we present a general framework for proving convergence of approximate solutions of stochastic equations, i.e., equations between spaces of probability measures. In the following Sections,
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we apply t h e s e r e s u l t s t o more c o n c r e t e e q u a t i o n s (random o p e r a t o r e q u a t i o n s , random i n t e g r a l and d i f f e r e n t i a l e q u a t i o n s ) . . E x i s t e n c e and uniqueness of s o l u t i o n s of s t o c h a s t i c e q u a t i o n s of t h i s t y p e were f i r s t s t u d i e d by Ershov ( e . g . [ 143 , [ 151 ) ( i n a more g e n e r a l framework) .
I n t h e f o l l o w i n g , we a r e i n t e r e s t e d i n t h e s t u d y of approximations f o r ( 3 . 1 ) using t h e concepts of t h e preceding S e c t i o n . 
and t h e "approximate" s t o c h a s t i c e q u a t i o n s Now, we aim a t e s t a b l i s h i n g c o n d i t i o n s on ( T n ) and on T t h a t imply uniqueness of s o l u t i o n s of ( 3 . 1 ) , "w-closedness" and " w -r e g u l a r i t y " ( s e e D e f i n i t i o n 2 . 2 ) of t h e sequence of t h e a s s o c i a t e d mappings ( a s needed f o r t h e a p p l i c a t i o n of Theorem 2 . 3 ) .
Prowosition 3.1: L e t X and Y be P o l i s h spaces and T: X + Y be measureable and i n j e c t i v e . Then, f o r e v e r y v E P ( Y ) , t h e s o l u t i o n of ( 3 . 1 ) i s unique.
Proof: L e t p i E P(X) , i = 1 , 2 , b e s o l u t i o n s of (3.1) f o r some v c P(Y). Then, [ 25, Theorem 3.91 i m p l i e s t h a t f o r every B E 8 (X) , T(B) r 8 ( Y ) and hence pl( NOW, l e t n l < n2 < n 3 < . . . E N and ( u ) w i t h p E P(X ) , 
-pT a n d h e n c e u~-I = v , i . e . , + ( p ) = v . "k k "k "k "k "k To t h i s e n d , we f i r s t show t h a t t h e s e q u e n c e ( % ) s a t i s f i e s t h e "k a s s u m p t i o n s of t h a t Theorem. L e t x , xk E X , k E N , w i t h xk + x b e a r b i t r a r y . We have t o p r o v e t h a t ?nk xk + Tx.
( 3 . 3 )
I f t h e s e t K: = {k E N Ixk c Xnkl i s f i n i t e , t h e n ( 3 . 3 ) h o l d s b e c a u s e o f t h e c o n t i n u i t y o f T ( s e e Remark 3 . 3 ) . Now, l e t K b e i n f i n i t e , i . e . , K = { k l < k 2 < . . . 1 . S i n c e (Tn) c o n v e r g e s d i s c r e t e l y t o T , t h e r e e x i s t s a s e q u e n c e (sn) w i t h sn E Xn f o r a l l n E N , t h a t c o n v e r g e s i n X t o x. We d e f i n e a f u r t h e r s e q u e n c e by
xn , o t h e r w i s e .
C l e a r l y , (2,) c o n v e r g e s t o x T n k , x k j + Tx. T h i s , t o g e t h e r 3 e v e r y s u b s e q u e n c e of ( % x k ) "k and we c a n a p p l y C 6 , Theorem a n d , h e n c e , T, X, + Tx.
T h i s i m p l i e s w i t h t h e c o n t i n u i t y of T, y i e l d s t h a t
c o n v e r g e s t o Tx. Hence, ( 3 . 3 ) i s proved
and o b t a i n : T h i s c o m p l e t e s t h e p r o o f .
Remark 3 . 5 :
Note t h a t i n t h e proof o f P r o p o s i t i o n 3 . 4 we d i d n o t u s e t h e
A a s s u m p t i o n t h a t Tn ( p ) c o n v e r g e s weakly; i n d e e d , we p r o v e d t h a t k "k i f P ZP t h e n (p ) % GI I . T h i s i m p l i e s t h a t i f Xn
= X f o r a l l "k "k "k n n E Ti, t
h e n we can even conclude i n P r o p o s i t i o n 3 . 4 t h a t ( T n ) converges d i s c r e t e l y t o $ ( s e e D e f i n i t i o n 3 . 2 ) .
I f t h e Xn a r e n o t n e c e s s a r i l y a l l e q u a l , t h e n one would have t o
show t h a t f o r a l l p E P ( X ) t h e r e i s a sequence p E P ( X n ) w i t h u n s u i n o r d e r t o prove d i s c r e t e convergence. T h i s h o l d s f o r a l l p E P ( X ) w i t h t h e p r o p e r t y t h a t p ( X n ) + 1 , a s can be seen a s f o l l o w s : 1 For s u f f i c i e n t l y l a r g e n c N , l e t p n ( A ) :
f o r A E B ( X ) i we c o n s i d e r p n a l s o a s a p r o b a b i l i t y measure on X n .
One can conclude from t h e Portmanteau Theorem (C 6 ,Theorem 2.11 ) t h a t W p n -u .
However, i t can happen t h a t p n : p a l s o i f p ( X n ) % 1 , a s t h e 1 example X: = C o , l l , X,:
Here p n t P ( X n ) , u n z p , b u t p ( X n ) = 0 f o r a l l n s N . Thus, we do
A n o t know i f t h e c o n d i t i o n s of P r o p o s i t i o n 3 . 4 imply t h a t Tn converges d i s c r e t e l y t o !
$ i n g e n e r a l .
Another n a t u r a l q u e s t i o n i s i f d i s c r e t e convergence of (T,) t o T could b e r e p l a c e d by c l o s e d n e s s ( s e e C 2 8 1 ) of (T,), T i n t h e assumptions of P r o p o s i t i o n 3 . 4 . T h i s i s n o t t h e c a s e , a s t h e f o l l o w i n g example shows:
L e t X: = I R~, Y be t h e m e t r i c space of compact s u b s e t of CO,11,
A f t e r having made t h e o b s e r v a t i o n s 3 . 1 and 3 . 4 , we now t u r n t o s u f f i c i e n t c o n d i t i o n s f o r t h e w -r e g u l a r i t y of t h e sequence (Gn).
D e f i n i t i o n 3.6:
L e t S , S t , Sn s S , n E N , and A , An, n E 3 3 , be a s i n 3 . 2 . The n o t i o n s of r e g u l a r i t y and A -r e g u l a r i t y a r e known t o b e i m p o r t a n t f o r approximations of o p e r a t o r e q u a t i o n s ( s e e e . g . C 21 , C 191 , C 281 , C301). I n t h e s e q u e l , t h e " c o l l e c t i v e r e g u l a r i t y " of t h e sequence
(Tn) t u r n s o u t t o b e u s e f u l f o r t h e s t u d y o f a p p r o x i m a t i o n s of s t o c h a s t i c e q u a t i o n s (compare P r o p . 3 . 1 0 ) . The n e x t r e s u l t p r o v i d e s a l i n k between t h e i n t r o d u c e d r e g u l a r i t y c o n c e~t s .
Lemma 3 . 7 :
L e t S , S t , S n c _ S , n E N , a n d A , An, n E N , b e a s i n 3.2.
(An) i s c o l l e c t i v e l y r e g u l a r i f and o n l y i f (An) i s A -r e g u l a r and An i s r e g u l a r f o r e a c h n E N .
Proof: L e t (An) b e c o l l e c t i v e l y r e g u l a r . S i n c e t h e d e f i n i t i o n s imply t h a t
An i s r e g u l a r f o r each n E N , it remains t o b e shown t h a t (An) i s A-regular. To t h i s end, l e t n, i n 2 < n3 < ... E N , s 6 S ,
, b e such t h a t ( s ) i s bounded i n S and (A s ) i s con-"k "k "k v e r g e n t . We p u t B: = { s Ik E N } , d e f i n e K a s t h e c l o s u r e of "k {A s ( k E N } and c o n c l u d e t h a t w A :
r e l a t i v e l y compact and, hence, (A,) i s A-regular. For t h e c o n v e r s e , assume t h a t (An) i s A-regular and t h a t An i s r e g u l a r f o r e a c h n c N .
L e t B s S b e bounded and K c S f b e compact and l e t ( w k ) b e an a r b i t r a r y sequence i n u An1 ( K ) n B. I t s u f f i c e s t o prove t h a t n E hi (wk) h a s a c o n v e r g e n t subsequence. To t h i s end, we d i s t i n g u i s h two c a s e s .
Case 1: There e x i s t s no e hi such t h a t t h e s e t (A-I ( K ) n B) n {wkl k t N 1 i s i n f i n i t e . Then t h e r e g u l a r i t y o f An no 0 completes t h e p r o o f .
Case 2 : For each n c N t h e s e t (An1 ( K ) n B) n {wkl k E XI } i s f i n i t e . Now, we c o n s t r u c t a subsequence of (wk) by i n d u c t i o n a s f o l l o w s . L e t nl E N b e such t h a t w, e A-I ( K ) n B and kl : = 1. "1
Assume t h a t k l < k 2 < . . . < k i -l r n1 < n2 < . . . , n . c N a r e 1-1 a l r e a d y d e f i n e d w i t h w k ,
-1 ( X ) n B f o r 1 < j 5 i.
1-1
Then we have t h a t I n c N (
1-11 i s nonempty ( s i n c e t h e c o n t r a r y would imply c a s e 1 ) . Hence, t h e r e a r e ki ,ni E N such t h a t ki-l < k i t ni-l < ni and
T h i s i n d u c t i v e p r o c e d u r e d e f i n e s a subsequence ( w k , ) o f ( w k )
. sequence i n K , hence, i s r e l a t i v e l y compact.
Because o f t h e A -r e g u l a r i t y of (A,), t h i s i m p l i e s t h a t ( s ) i s Let S be a metric space, Sn, n E N , be subsets of S, S ' be a linear metric space and An, Cn: Sn + S', n c N , be such that (An) is collectively regular and (Cn) is "collectively compact", i.e., C,(B) is relatively compact for each bounded B c_ S. Proof:
t o c o l l e c t i v e l y r e g u l a r o p e r a t o r approximations. Note t h a t i n many a p p l i c a t i o n s t h e
Let B c S be bounded and K r S' be compact, and let us consider
We show that there is a relatively compact subset of S which contains V. To this end, let s e V be arbitrary.
By (3.6) there exists no E N such that (An + C )S e K and s E B.
Let X' be the closure of Cn(B) ; we obtain from (3.7) that n c N By (3.51, K' is compact in S ' and, therefore, (-Kt)+K is compact. This, together with the collective regularity of (An) and with (3.8), implies that V is contained in the relatively compact subset u A ; ' ( (-K1)+K) n B of S. Since B and K were chosen arbitrarily, n a N t h i s i m p l i e s t h a t (An + Cn) i s c o l l e c t i v e l y r e g u l a r .
P r o p o s i t i o n 3 . 1 0 :
A L e t Y b e P o l i s h , (T,) b e a s a b o v e a n d (T,) b e t h e s e q u e n c e o f a s s o c i a t e d m a p p i n g s .
A
Then (T,) i s w -r e g u l a r i f (T,) i s c o l l e c t i v e l y r e g u l a r .
L e t n1 < n 2 < n 3 < ..
w-bounded a n d (T ( u n ) ) b e w e a k l y c o n v e r g e n t i n P ( Y ) . By
"k k P r o k h o r o v ' s Theorem i t s u f f i c e s t o p r o v e t h a t ( u e
L e t E > 0 b e a r b i t r a r y , b u t f i x e d . By a s s u m p t i o n , t h e r e e x i s t a bounded BE E B ( X ) a n d a compact K E c Y s u c h t h a t
e l a t t e r a g a i n f o l l o w s f r o m P r o k h o r o v ' s Theorem C 6 , Theorem 6.21 s i n c e Y i s P o l i s h . ) L e t ifE d e n o t e t h e c l o s u r e o f u T i 1 ( K E ) n B E . S i n c e (T,) i s n r N
c o l l e c t i v e l y r e g u l a r , 2 i s compact i n X a n d we o b t a i n f r o m ( 3 . 9 ) t h a t
Hence ( u e i s t i g h t a n d t h e p r o o f i s c o m p l e t e . "k n The m a i n c o n v e r g e n c e r e s u l t o f t h i s S e c t i o n i s now a n i m m e d i a t e con-s e q u e n c e o f Theorem 2 . 3 , t h e P r o p o s i t i o n s 3 . 1 , 3.4 and 3 . 1 0 , and of Lemma 3.7. and l e t v , vn E P ( Y ) , n E N .
Assume t h a t (Tn) i s A -r e g u l a r and d i s c r e t e l y c o n v e r g e n t t o T and t h a t v n -% v.
Then, e v e r y w-bounded s e q u e n c e ( u n ) of s o l u t i o n s o f ( 3 . 2 ) ( f o r t h e i n d e x n E N ) i s d i s c r e t e l y w-compact and e v e r y l i m i t o f a weakly c o n v e r g e n t s u b s e q u e n c e i s a s o l u t i o n o f ( 3 . 1 ) .
I f , f u r t h e r m o r e , T i s i n j e c t i v e , t h e n (p,) even c o n v e r g e s weakly t o t h e u n i q u e s o l u t i o n o f ( 3 . 1 ) .
Remark 3.12:
Note t h a t t h e a s s u m p t i o n s of Theorem 3.11 imply t h a t t h e mapping
T: X -+ Y i s c o n t i n u o u s ( s e e Remark 3.3) and r e g u l a r . I n d e e d , i t c a n b e shown s i m i l a r l y a s i n [ 2 , Theorem 4
.13 t h a t t h e r e g u l a r i t y o f T i s i m p l i e d by t h e d i s c r e t e c o n v e r g e n c e o f (TI,) t o T and ( a l r e a d y )
by t h e A -r e g u l a r i t y of (Tn) . Q , A , P ) ) . L e t T b e a mapping from Z x X i n t o Y t h a t i s B o r e l m e a s u r a b l e , i . e . , m e a s u r a b l e w i t h r e s p e c t t o B ( Z x X) and B ( Y ) .
We w i l l b e c o n c e r n e d w i t h t h e random o p e r a t o r e q u a t i o n I n t h e s e q u e l , we make u s e o f t h e f o l l o w i n g s o l u t i o n c o n c e p t s f o r e q u a t i o n ( 4 . 1 ) and, i n p a r t i c u l a r , i n t r o d u c e t h e concept of a "weak s o l u t i o n " of ( 4 . 1 ) which t u r n s o u t t o be s u i t a b l e i n t h e c o n t e x t of "weak approximations": However, a weak s o l u t i o n need n o t be t h e d i s t r i b u t i o n of a D-solution. Hence, each s o l u t i o n concept of D e f i n i t i o n 4.1 i s a s t r i c t g e n e r a l i z a t i o n of t h e preceding one.
For t h e t r e a t m e n t of ( 4 . 1 ) and of i t s approximations we now aim a t u s i n g t h e concept and t h e r e s u l t s of t h e preceding S e c t i o n s . However, we f i r s t have t o t r a n s f o r m ( 4 . 1 ) t o a s u i t a b l e form, s i n c e i n ( 4 . 1 ) t h e " s t o c h a s t i c i n p u t s " do n o t o n l y appear i n t h e right-hand s i d e a s i n ( 3 . 1 ) (which i s c a l l e d a " s t a n d a r d s t o c h a s t i c e q u a t i o n " i n C161). To t r a n s f o r m ( 4 . 1 ) i n t o t h i s s t a n d a r d form,we make u s e of an i d e a of Ershov ([ 16, p.6061) Proof: a ) S i n c e B ( Y x Z) i s t h e s m a l l e s t o-algebra c o n t a i n i n g a l l s e t s of t h e form B, x B 2 , B, e B ( Y ) , B2 < B ( Z ) ( s e e C 25, p . 6 1 ) , it s u f f i c e s t o n o t e t h a t f o r s e t s of t h i s form we have
b) L e t LI f P ( Z x X) be a s o l u t i o n of ( 4 . 6 ) . I t f o l l o w s from ( 4 . 6 ) and 7 9 C ) L e t ( z l , x l ) , ( z 2 , x 2 ) 0 x X b e s u c h t h a t ? ( z l , x l l = % ( z 2 , x 2 ) . T h i s i m p l i e s z l = z2 and T ( z l , x , ) = T ( z 2 , x 2 ) = T ( z I , x 2 ) .
Thus, by assumption, x l = x2. T h i s shows t h a t % i s i n j e c t i v e .
Remark 4.4: P r o p o s i t i o n 4.3 seems t o m o t i v a t e a n a l t e r n a t i v e f o r d e f i n i n g a weak s o l u t i o n v X t P (X) of ( 4 . 1 ) , namely, by r e q u i r i n g t h e -1 e x i s t e n c e o f a s o l u t i o n p E P(Z x X ) of ( 4 . 6 ) such t h a t v X = upX . T h i s n o t i o n i s s t r o n g e r t h a n t h e o r i g i n a l one (Prop. 4 . 3 b 1 ) and seems t o b e advantageous i n some r e s p e c t s , s i n c e e x i s t e n c e and u n i q u c n e s s r e s u l t s f o r s o l u t i o n s of ( 4 . 6 ) a r e well-known (C 141 , I: 1 51 ,
Prop. 3 . 1 ) . However, it seems t o b e a d i s a d v a n t a q e t h a t t h i s n o t i o n depends on t h e c h o i c e of !? and, t h u s , on t h e p a r t i c u l a r way o f t r a n s f o r m i n g ( 4 . 1 ) i n t o some " s t a n d a r d form" and n o t on t h e o r i g i n a l e a u a t i o n a l o n e . For t h i s reason,we f e e l t h a t t h e o r i g i n a l d e f i n i t i o n of a weak s o l u t i o n o f ( 4 . 1 ) i s j u s t i f i e d and more s u i t a b l e t h a n t h e above a l t e r n a t i v e .
Now, l e t a d d i t i o n a l l y f o r a l l n E P J B o r e l s u b s e t s Xn of X , mappings Tn: Z x Xn + Y t h a t a r e B o r e l m e a s u r a b l e from 8 (Z x Xn) t o 8 ( Y ) and random v a r i a b l e s yn and zn w i t h v a l u e s i n Y and Z , r e s p e c t i v e l y
( d e f i n e d on some p r o b a b i l i t y s p a c e (",An,Pn)), b e g i v e n .
We c o n s i d e r t h e "approximate" random o p e r a t o r e a u a t i o n s
and d e f i n e mappings ?n: Z x Xn + Y x Z , n t IN , analogous t o ( 4 . 5 ) .
I n view of P r o p o s i t i o n 3 . 1 0 , t h e n e x t o b s e r v a t i o n i s i m p o r t a n t f o r t h e proof o f o u r b a s i c convergence r e s u l t (Theorem 4 . 6 ) . P r o p o s i t i o n 4.5:
L e t Tn and ?n, n E N , b e a s above and assume t h a t Because of (4. lo) , IT ( . ,xk) 1 k E N 1 (as a subset of "k {Tn(.,x)Ix E B n Xn, n E N 1) is equicontinuous on the compact set pZ (z) . This, together with (4.12) , implies by standard arguments that (T (z,xk)) also converges to y. Hence "k KO: = {T (z,xk)Ik E 3N 1 u [y} is compact in Y and we have "k
Because o f ( 4 . 9 ) and Lemma 3 . 7 , t h e s e t on t h e r . h . s . o f ( 4 . 1 3 ) i s r e l a t i v e l y compact. T h i s i m p l i e s t h a t ( x k ) h a s a c o n v e r g e n t s u b s e q u e n c e and h e n c e , by ( 4 . 1 2 ) , ( ( z k , x k ) ) h a s a c o n v e r g e n t subs e q u e n c e . T h i s c o m p l e t e s t h e p r o o f .
[?
Assume f o r t h e f o l l o w i n g t h a t random s o l u t i o n s xn: R n + Xn o f t h e a p p r o x i m a t e e q u a t i o n s ( 4 . 8 ) a r e g i v e n f o r a l l n E N . We a r e now i n t e r e s t e d i n s u f f i c i e n t c o n d i t i o n s on T and (Tn) t h a t imply weak c o n v e r g e n c e o f t h e s e q u e n c e ( D ( x n ) ) t o a weak s o l u t i o n o f ( 4 . 1 ) i f ( D ( y n , z n ) ) c o n v e r g e s weakly t o D ( y , z ) .
(Note t h a t we d o n o t d i s t i n g u i s h w h e t h e r D ( x n ) i s viewed a s a n e l e m e n t o f P(Xn) o f o f P ( X ) . T h i s i s j u s t i f i e d b e c a u s e t h e " e x t e n s i o n " D ( x~) E P(X) o f D ( x n ) E P(Xn) i s j u s t t h e d i s t r i b u t i o n o f Xn on X )
. Eecause of (4.14) and Proposition 4.5, (*n) is collectively regular.
Theorem 4.6: L e t T, (T,), Z , ( z , ) , y , ( y n ) b e a s above and l e t f o r a l l n E EJ x b e a random s o l u t i o n o f ( 4 . 8 ) f o r t h e i n d e x n. Assume t h a t (Tn) s a t i s f i e s t h e c o n d i t i o n s ( 4 . 9 ) and
Moreover, (4.15) implies that (%n) converges discretely to %.
Hence, we can apply Theorem 3.11 to the present situation noting that (pn) is w-bounded because of (4.1 7) , (4.16) (which in particular implies that (D(zn)) is w-bounded) and the simple inequality
yields that (pn) = (D(zn,xn)) is discretely w-compact and every limit p of a weaklv convergent subsequence of (un) is a solution of Let T and (T,) be as above and let y,z,yn,zn, n t N , be defined on the same probability space (O,A,P). Let for all n t N xn be a random solution (on (n,A,P)) of (4.8) for the index n.
Assume that (4.14) -(4.17) are fulfilled.
Then every subsequence (xn ) of (x,) has a further subsequence k that converges in distribution to a D-solution x of (4.1).
Proof:
A s i n t h e proof of Theorem 4.6 we have t h a t ( D ( z n , x n ) ) i s d i s c r e t e l y w-compact and e v e r y l i m i t p E P(Z x X) of a weakly convergent subsequence ( D ( z n k , x n k ) ) i s a s o l u t i o n of ( 4 . 6 ) . Then t h e main r e s u l t o i C131 i m p l i e s t h a t t h e r e e x i s t s a Z Hence, x i s a D-solution of ( 4 . 1 ) and t h e proof i s complete.
Our n e x t r e s u l t i s a sharpening of t h e convergence p a r t of Theorem 4.6 and t u r n s o u t t o be u s e f u l i n a p p l i c a t i o n s ( e . g . i n S e c t i o n 5 ) .
C o r o l l a r y 4.8: L e t t h e assumptions of Theorem 4.6 be f u l f i l l e d and assume t h a t Then ( D ( x n ) ) converges weakly t o a weak s o l u t i o n of ( 4 . 1 ) .
I f f u r t h e r m o r e ( 4 . 1 ) has a random s o l u t i o n x , t h e n (x,) converges i n d i s t r i b u t i o n t o x.
Proof:
A look a t t h e proof of Theorems4.6 and 2 . 3 , r e s p e c t i v e l y , shows t h a t t h e sequence (D(zn,x,)) (and hence D ( x n ) ) converges weakly i f the solution of (4.6) is unique. Thus, it suffices to show that under our assumptions u?-l = D(y,z) implies that u(B) is uniquely determined for all B E B(Z x X). Let B 6 B(Z x X) and p c P(Z x X) be such that u?' -' = D(y,z). Then (4.19) implies (with the coordinate projection pZ:
(4.20)
As in the proof of Proposition 4.3 c it follows that 3 viewed as a map from B n E x X into Y x Z is one-to-one. Then, C25, Theorem 3.91 implies that $ ( B n E x X ) is a Bore1 subset of Y x Z. This, together with (4.20), implies that
i.e., u(B) is uniquely determined.
Finally, let x be a random solution of (4.1).
Then, +(z(w) ,x(w)) = (T(z(w) ,x(w)) ,z(w)) = (y(o) ,z(w)) holds P-almost surely. Hence D(z,x) is the unique solution of (4.6) and, thus,
. This completes the proof. Now, let us consider two types of particular situations for which Theorem 4.6 and its Corollaries are applicable and which correspond to the applications we study in Section 5. (ii) Let X = Y be a sewarable Banach snace, C: Z 7 X + X and Cn: Z x Xn + X, n E P.I , be mappings such that ( c , ( : , . ) is collectively compact for all 2 E Z, and ( 4 . 1 5 ) , r e s p e c t i v e l y .
Remark 4.10:
I n Theorem 4.6 and i t s C o r o l l a r i e s we need a s e q u e n c e o f random s o l u t i o n s ( x n ) of ( 4 .
) . As a f i r s t remark a d d r e s s e d t o t h i s a s s u m p t i o n , we n o t e t h a t a l l t h a t i s r e a l l v needed i n t h e p r o o f of Theorem 4.6 i s t h a t t h e j o i n t d i s t r i b u t i o n D ( z n , x n ) s o l v e s t h e s t o c h a s t i c e q u a t i o n U'?'il
= D ( y n , z n ) ( n e N ) .
Our s e c o n d remark shows t h a t i t s u f f i c e s t o know a s o l u t i o n o f
( 4 . 8 ) o n l y on a m e a s u r a b l e s u b s e t o f xn whose rob ability t e n d s t o 1 a s n + Assume t h a t f o r a l l n t R t h e r e e x i s t An E A n and a m e a s u r a b l e manning xn: An -+ X s u c h t h a t T n ( z n ( w ) , x n ( u ) ) = y n ( w ) f o r Pn-almost a l l w E An, and t h a t l i m Pn (A,) = 1 . I n o r d e r t o a p p l y Theorem 4.6 t o t h e s e q u e n c e (x ) we n o t e t h a t - The assumptions (4.15) and (4.16) are natural in this approximation context, the "regularity assumption" (4.9) is known to be important also for deterministic operator approximation (see Sect. 3),and (4.10) is not too restrictive: These assumptions can be checked in concrete situations, as can be seen in the Sections 5 and 6, and in C12, Sect.31. Concerning the w-boundedness assumption (4.171, we feel that there exist various approaches to show this property. Some of them are used in the Sections 5 and 6. And after all, a-nriori bounds are also frequently used in deterministic approximation theory.
Finally we note that in view of Example 4.9 (ii) and Corollary 4.7, Theorem 4.6 extends and refines C12, Theorem 2.111. Theorem 4.6 can now be applied to more general equations and "approximations" and gives (together with Corollary 4.8) a criterion for weak convergence of (D(xn)) which is easy to check.
APPROXIMATION OF SOLUTIONS OF RANDOM FREDHOLM INTEGRAL EQUATIONS OF THE SECOND KIND
In this Section, we are concerned with random Fredholm integral equations of the second kind (for an introduction see C4, Chapt.41). We apply the results described in Section 4 to certain approximation procedures for such equations, namely, a mgthod based on the approximation of the random kernel by random degenerate kernels and a numerical method based on quadrature approximations. For a description of the underlying numerical methods in the deterministic case we refer e.g. to [ 17, vo1.41 . Selected references for the "stochastic" case are C 5, Sect. 41, C71, C 12, Sect. 31 and C 231.
Formulating our setup in the framework of Section 4, we put X = Y: = L2(C0,11), Z: = L2(C0,112) and define T: Z x X + X by 1 Tlz,~): = x -/ z(.,s) x(s)ds, for x E X, z t Z .
(5.1) 0 Note that T is well-defined and is (jointly) continuous (and thus Borel measurable as needed in Sect. 4).
Let z,zn, n t N and y,y,, n 6 N , be Z-valued and Y-valued random variables, respectively (on possibly different probability spaces (n,A,P) and (Rn,An,Pn), n E N ) . Consider the random Fredhom integral equation
and its "approximations"
We note that this framework already contains "kernel approximation methods" mentioned above (see e.g. C5, Sect.41) if the "awproximations" zn and yn (n e N ) are required to belong to certain finitedimensional subspaces of Z Lemma 5.1:
The set E: = { g E z \ T (~, . ) Let E E be arbitrary. Then T ( $ , .) is injective and Fredholm, hence, ~(g,.): X + X is continuously invertible. Let w E Z be such ENGL AND ROMISCH t h a t 1 1 w-211 < 4 11 C T (%, . ) I -' 1 1 -' , where t h e l a t t e r i s t h e o p e r a t o r norm and /I.iZ d e n o t e s t h e norm on 2. We have Then, t h e well-known p e r t u r b a t i o n lemma i m p l i e s t h a t T ( w , . ) : X + X i s c o n t i n u o u s l y i n v e r t i b l e , i . e . , w t E . Thus E i s open a n d , h e n c e , n-
0
Note t h a t , by t h e same a r g u m e n t s , t h i s r e s u l t i s a l s o t r u e f o r t h e c a s e t h a t 2: = C ( C 0 , 1 1 2 ) and X: = C ( C 0 , l I ) . L e t ; E FE and w E Z b e s u c h t h a t /I;-W//~ < a . Then we have a n d , by t h e p e r t u r b a t i o n lemma, T ( w , . ) i s c o n t i n u o u s l y i n v e r t i b l e
Hence, t h e r e e x i s t s a E > 0 s u c h t h a t I/CT(w, llw-ZIIZ < a . Thus,F, i s an open s u b s e t o f Z Then t h e P o r t m a n t e a u Theorem (C 6 ,Theorem 2 .
Hence, t h e r e e x i s t s
( 5 . 5 )
S i n c e ( D ( y n ) ) i s weakly c o n v e r g e n t and h e n c e t i g h t , t h e r e e x i s t s CE > 0 s u c h t h a t
L e t n r no b e a r b i t r a r y , b u t f i x e d and d e f i n e A1: = { W E n n l / I y n ( w ) / l y s C E J , A2: = { W E Rnlzn(w) E F E l and
L e t N E A n w i t h Pn(N) = 0 b e s u c h t h a t f o r a l l w E n n \ N , T ( z n ( w ) , x n ( o ) ) = yn(w) h o l d s : s u c h a n N e x i s t s , s i n c e x i s a random s o l u t i o n o f ( 5 . 3 ) . Now, l e t w E ( R \ N) n A1 n A2. Then we
This implies that and hence, because of (5.5) and (5.6) and the definitions of Al and A2, Pn(Rn \ A3) < P + 5 = ,.
2
Since n r no was arbitrary, this means
Since ID(xn)(l < n 5 no} is tight by C6, Theorem 1.41 and E > 0 was arbitrary,(5.7) implies that (D(xn)) is w-bounded.
Finally, since T(z(.) , . ) : il x X -+ X is a continuous random operator that is bijective P-almost surely, C24, Theorem 11 implies that (5.2) has a (P-almost surely) unique random solution x. Thus it follows from Corollary 4.8 that (xn) converges in distribution to x .
0
Remark 5.3:
An inspection of the above proof shows that D( z n ) 2 D (z) and
. This observation extends C5, Theorem 4.11 in the sense that instead of requiring the convergence of the sequence (zn) of kernels (defined on the common probability space (R,A,P)) P-almost surely to z we need only its convergence in distribution.
If ( and (D(xn)) is w-bounded, then (D(xn)) is discretely w-compact and every limit of a weakly convergent subsequence is a weak solution of (5.2). Now, we consider a method for solving (5.2) based on quadrature approximations for the integral operator; simultaneously, the "stochastic input" (y,z) will be approximated. For a descriution of this method we consider the integral operator as acting on C(C0,ll) and use the same setting as in C12, Sect. 3.21.
Let X: = Y: = C(CO,11), Z: = C ( C O , I I~) and define T: 2 x X + x to be the restriction of the mapping defined by (5.1) to spaces of continuous functions, and Tn: 2 x X + X , n e N , by where for each n E N, anO,. . . ,a are the weights of a quadrature nn formula with nodes s no ,..., snn (in [O,ll) .
Note that T and T , , n E N , are well-defined and (jointly) continuous.
Let z, zn, n E N , and y, yn, n E N , be Z-valued and X-valued random variables, respectively (on possibly different probability spaces (a,A,P) and (Rn,An,Pn), n E N ) . We again consider the equation Let (D(yn,zn)) be weakly convergent to D(y,z) and let for all n E N xn be a random solution of (5.10) (for the index n). Assume that and the quadrature rule is convergent, i.e., for each n 1 (5.12) v E C(CO,ll), lim E anjv(snj) = i v(s) ds holds. n+m j=o 0
Then (xn) converges in distribution to the ( a . 6 . ) uniaue random solution x of (5.2) .
Proof:
We proceed similar as in the proof of Theorem 5.2 and show that the conditions of Theorem 4.6 are fulfilled. To this end, we put 11 ) and t h a t t h i s i m p l i e s t h e e x i s t e n c e o f a n n l i N s u c h t h a t S i n c e ( D ( z n ) ) i s w-bounded, t h e r e e x i s t s R E > 0 s u c h t h a t r t i s well-known t h a t ( 5 . n K: = s u p E ( a n j n e N j=O RE}) 1 -5 f o r a l l n E N .
) i m p l i e s t h a t
* -h o l d s .
Then we have f o r 2 E Z w i t h 1211 5 RE t h a t c , . r , \ a n j I:! 5 K R~ f o r a 1 1 n i N .
J =o T h i s i m p l i e s t o g e t h e r w i t h ( 5 . 1 5 ) t h a t
Now, we define for each n E PJ hn: Z -t IR by
We note that hn is Borel measurable for each n t N , since ~( 2 , x )
, c,(;,x) , n t N , are continuous with respect to 2 for all x E X and because of the separability of Z.
Let 2, 2n 0 , n E PJ , with ; n + 2. Then, both (Cn(;n,x) ) and N , n t no, was arbitrary, this implies (by definition of It follows from the proof of Theorem 5 . 4 that for all E > 0 there exists no = no(€) E N s u c h that Pn(An) 2 1 -E for all n t no, One c a n a p p l y t h i s c o n c l u s i o n t o s t u d y c o n v e r g e n c e i n d i s t r i b u t i o n o f a s e q u e n c e of " g e n e r a l i z e d s o l u t i o n s " of (5. l o ) ( f o r n E N ) c o n n e c t e d w i t h t h e u s e of c e r t a i n k i n d s o f (random) g e n e r a l i z e d i n v e r s e s . W e g i v e a n o u t l i n e of s u c h a n a p p l i c a t i o n t o t h e c a s e o f t h e " D r a z i n i n v e r s e " ( s e e [221 f o r a s y s t e m a t i c t r e a t m e n t o f g e n e ra l i z e d i n v e r s e s ) . F i r s t we n o t e t h a t f o r e a c h 2 E Z and n 6 N t h e mapping T n ( 2 , . ) = I -C ('Lz,.) i s a bounded l i n e a r o p e r a t o r from X i n t o i t s e l f w i t h f i n i t e a s c e n t and d e s c e n t ( s e e e . g . C 2 2 , p . 7 7 1 ) . d
Hence, t h e D r a z i n i n v e r s e C T~( Z , . ) I o f T n ( 2 , . ) e x i s t s ( C 22, p. 9 9 / l 0 0 ] ) and i s a bounded l i n e a r o p e r a t o r from X i n t o i t s e l f . Now, we d e f i n e show t h a t f o r a l l w E R n , t h e a s c e n t a n ( w ) o f T ( z n ( w ) , . I i s bounded by a n i n t e g e r k ( n ) E N ( i n d e p e n d e n t o f w ) .
To s e e t h i s , one f i r s t o b s e r v e s t h a t f o r a l l 2 E Z = c ( [ 0 , 1 1 2 ) and n E N, R ( C n ( ; , . ) ) = s p a n ( { % ( . , s . ) ( j = 0,. .. , n ) ) a n d , h e n c e , n1 dim R ( c , ( % , . ) ) s n+l. S i n c e f o r a l l k e N , t h i s i m p l i e s t h a t t h e n u l l s p a c e N ([ Tn ( 2 , . ) l k ) i s c o n t a i n e d i n R ( C n ( 2 , . ) 1 a n d , t h u s , dim N([Tn(;, . ) l k ) s n+l f o r a l l k E N and % E 2. L e t % E Z b e a r b i t r a r y . We note that this result can also be proved without using our abstract setting if one proceeds as follows:
In a first step one shows that for all ?: e E: = iz E ZIT(;,.) is continuously invertible}, y E X, and all sequences (zn) in 2 , (7 ) in Y converging to and y , respectively, holds (e.g. using C1, Theorem 1.63 and the Banach-Steinhaus-Theorem).
Then one shows that the mappings f, fn: Z x X + X, n E N , defined Instead of the Drazin inverse, one could also use other generalized inverses for which a measurability result is available (see Clol, C231). We stress that in this way we prove only the weak convergence of a special sequence of approximate solution, while Theorem 5.4 yields a much more general result.
. APPROXIMATION OF SOLUTIONS OF A RANDOY NONLINEAR
ELLIPTIC BOUNDARY VALUE PROBLEM I n t h i s S e c t i o n , we p r e s e n t a n a p p l i c a t i o n o f Theorem 4 . 6 t o a method of G a l e r k i n t y p e f o r n o n l i n e a r random e q u a t i o n s i n v o l v i n g a monotone mapping. L a t e r on we i n d i c a t e t h a t t h i s r e s u l t i s r e l ev a n t f o r a f i n i t e e l e m e n t method f o r s o l v i n g a random n o n l i n e a r e l l i p t i c boundary v a l u e problem.
L e t X h e a r e a l s e p a r a b l e H i l b e r t s p a c e w i t h i n n e r p r o d u c t ( . , . ) and norm .I[ , r e s p e c t i v e l y . L e t ( X n ,Qn) ,, b e a G a l e r k i n scheme f o r X , i . e . , f o r e a c h n E N Xn c X i s a f i n i t e -d i m e n s i o n a l subs p a c e and Qn: X + Xn i s t h e o r t h o g o n a l p r o j e c t i o n o n t o Xn; t h e s e q u e n c e ( Q n ) i s assumed t o c o n v e r g e p o i n t w i s e t o t h e i d e n t i t y .
L e t Z b e a P o l i s h s p a c e , T: Z x X + X b e a Bore1 m e a s u r a b l e mapping, z and (2,) b e 2-valued random v a r i a b l e s , y b e an X-valued and yn b e a n Xn-valued random v a r i a b l e , n t hl, r e s p e c t i v e l y ( d e f i n e d on ( n , A , p ) and ( n n , A n , P n ) , n E N , r e s p e c t i v e l y ) .
We d e f i n e Tn: 2 x Xn -X by Tn(:,. Proof :
To show that Theorem 4.6 is applicable, we have to check the assumptions of that Theorem. It is easy to see that the properties of (Q,) and (6.3), (6.4) imply that (4.10) and (4.15) are fulfilled.
Because of (6.5), T(;, To prove (6.9) we proceed as usual in this context (cf. [31, p.2011):
Let 2 E Z be arbitrary and let n, < n2 < n3 < . .. c N and w E X , k E N , be such that (w ) is bounded (and hence discretely "k "k "k comnact w.r.t. the weak towology in X ) and (T (;,wn ) ) is relatively "k k comnact in X. We assume w.1.o.q. that (w ) is weaklv conversent to "k w E X and that (Tn (2 ,w ) ) convernes (in the norm on X) to some k "k element, sav y E X.
Then (w -Q w) converges weakly to zero and "k "k (T (2,wnk) -Q T(;,Q w) ) converges in the norm to y-T(?,W).
"k "k "k Hence From (6.5) we obtain (note that w -Q w = Q (W -Qn W) and that "k "k "k "k k is selfadjoint) : Thus ( 6 . 1 0 ) i m p l i e s t h a t l i m IIwn -Qn wl/ = 0 , i . e . , wn -L w.
k+-k k k
Hence, ( 6 . 9 ) h o l d s , which i m p l i e s ( 6 . 7 ) .
Hence we o b t a i n f o r e a c h n E N and f o r Pn-almost a l l o E R n t h a t L e t E > 0 b e a r b i t r a r y , b u t f i x e d . S i n c e ( b e c a u s e of ( 6 . 6 ) ) ( D ( y n ) ) i s w-bounded and ( D ( z n ) ) i s t i g h t , t h e r e e x i s t a c o n s t a n t [yn(w)ll 5 C E , Z n ( w ) E KEl E An, A~: = { W E o n ; n x n (~) / 1 s t (~2 D~J I A~.
By d e f i n i t i o n , A . n A, c A 2 ; t h u s it f o l l o w s from ( 6 . 1 2 ) and t h e ENGL AND ROMISCH fact that Pn(Ao) = 1 that Pn(n \ A2) s P ( 0 \ A~) < 5 + q = E .
Si.nce n E PJ was arbitrary, this means that which implies (6.8) .
C1
Finally, we outline how Theorem 6.1 can be applied to Galerkin type methods for solving random nonlinear partial differential equations. Hence, ( 6 . 4 ) i s f u l f i l l e d ; t h u s Theorem 6.1 i s a p p l i c a b l e t o a n e q u a t i o n o f t h e k i n d ( 6 . 1 ) l n v o l v l n g t h l s matming T. L e t y b e t h e u n i r r u e l v d e t e r m i n e d X-valued random v a r i a b l e ( o n ( R , A , P ) ) s u c h t h a t ( y ( w ) , h ) = I w ( w , S ) h ( c ) d g , f o r a l l w 6 fi a n d G h 6 X; i t f o l l o w s f r o m t h e R i e s z R e p r e s e n t a t i o n Theorem t h a t y e x i s t s ; s i n c e e a c h ( y ( . ) , h ) i s m e a s u r a b l e , we c a n c o n c l u d e t h e m e a s u r a b i l i t y o f y ( c f . L 4 1 ) . Now, ( 6 . 1 3 ) i s e q u i v a l e n t t o w h i c h i s i n t u r n e q u i v a l e n t t o ( 6 . 1 ) w i t h T d e f i n e d a s a b o v e . L e t (wn) a n d ( z n ) b e s e q u e n c e s o f L~ (G) -v a l u e d a n d L; ( G ) 
