ABSTRACT: Introduction: The diagnostic importance of audio signal characteristics in needle electromyography (EMG) is well established. Given the recent advent of audio-sound identification by artificial intelligence, we hypothesized that the extraction of characteristic resting EMG signals and application of machine learning algorithms could help classify various EMG discharges. Methods: Data files of 6 classes of resting EMG signals were divided into 2-s segments. Extraction of characteristic features (384 and 4,367 features each) was used to classify the 6 types of discharges using machine learning algorithms. Results: Across 841 audio files, the best overall accuracy of 90.4% was observed for the smaller feature set. Among the feature classes, melfrequency cepstral coefficients (MFCC)-related features were useful in correct classification. Conclusions: We showed that needle EMG resting signals were satisfactorily classifiable by the combination of feature extraction and machine learning, and this can be applied to clinical settings. 59:224-228, 2019 It has been well established that muscle action potentials have distinct auditory characteristics when played through a loudspeaker. For the clinical analysis of waveform identification, electromyographers often depend heavily on the sounds that are produced by different kinds of spontaneous and voluntary muscle potentials during needle electromyography (EMG).
It has been well established that muscle action potentials have distinct auditory characteristics when played through a loudspeaker. For the clinical analysis of waveform identification, electromyographers often depend heavily on the sounds that are produced by different kinds of spontaneous and voluntary muscle potentials during needle electromyography (EMG). 1, 2 With the recent advent in artificial intelligence and other technologies, use of audio data has facilitated the development of automatic speech recognition systems in smartphones, smart speakers, and other devices. Technologies such as machine learning are the basis of the ability of computer-aided data detection. A machine learning algorithm is a computational method based upon statistics, implemented in software, able to discover hidden nonobvious patterns in a dataset, and able to make reliable statistical predictions about similar new data. 3 To identify unique patterns for each class of data by machine learning, several parameters are extracted and calculated from each data set, followed by analysis using various algorithms.
Despite the large number of previous studies attempting to classify various EMG discharges, little attention has been paid to the examination of their audio characteristics by objective or quantitative methods. Surprisingly, the great majority of the previous studies have focused on motor unit action potentials (MUAPs). Of note, in the early 1980s, Heckmann and Ludin successfully distinguished between endplate potentials and fibrillation potentials by the regularity of inter-spike intervals. 4 For MUAPs, on the other hand, seveak methodologies and parameters have been attempted to characterize discharges, such as firing rate, interference pattern analysis, macro-EMG analysis, the peak ratio, turns-amplitude analysis. [5] [6] [7] Of interest, Spitzer and colleagues correlated Fourier domain features of isolated MUAPs with classic time domain measurements and concluded that the sound of the EMG is amenable to quantitative analysis. 8 The application of machine learning to EMG has been limited to surface EMG and MUAP analysis. 9 Previous studies mainly used techniques such as artificial neural networks, fuzzy logic, and support vector machines (SVMs).
Given the diagnostic usefulness of audio characteristics in clinical practice, we hypothesized that biological signals can be treated as audio signals (without conversion or transformation) and modern methodologies of audio research and machine learning can be applied to the "audio data" for classification of needle EMG discharges. Because several resting potentials are well-known for their characteristic audio features, we were particularly interested in resting EMG signals for testing our hypothesis of quantitative classification by the use of audio-based features and a machine learning approach to be able to perform classification among multiple resting discharges.
Thus, the aim of the present study was to assess the accuracy of the classification of resting discharges detected on EMG examination by machine learning algorithms.
METHODS
Subjects and Needle EMG. This study was approved by the institutional review board of Tokushima University Hospital and informed consent was obtained from all research subjects. Data were prospectively obtained from patients who had needle EMG testing in the EMG lab, Tokushima University Hospital, between January 2016 and December 2017 for routine clinical study. Viking Quest (Natus, Middleton, WI) was used for recordings with concentric, 30-gauge needle electrodes from either biceps brachii, first dorsal interosseous, vastus medialis, or tibialis anterior muscles. The low-and high-cut filters were set at 20 Hz and 10 kHz, respectively. Data files up to 10 s each were recorded and characteristic waveforms were recognized by experimenters and attending electromyographers. In this study, the following 6 resting potentials were assessed: complex repetitive discharges (CRDs); endplate potentials (including both endplate noise and endplate spikes); fasciculation potentials; fibrillation potentials/ positive sharp waves (PSW); myotonic discharges; and noise artifacts (including both 60-Hz and motion artifacts). The waveform diagnosis was made according to definitions of respective waveforms. 1 Data Analysis. .
Retrieval of Data and Extraction of
Features. Preparation of data files. To retrieve characteristic features of respective EMG discharges by methods commonly applied to audio research, "audio data" were used. Notably, signal and audio data are interchangeable and equivalent, thus there is no loss or alteration of data content by treating EMG signals as audio. The files were cut into 2-s segments using Adobe Audition 2017CC (Adobe Systems Inc, San Jose, CA), yielding up to 3 files from a single file. To avoid variability of signal intensities on different occasions, the audio root-mean-square volumes were normalized to −26 dB.
Extraction of features. OpenSMILE, version 2.1 (audEERING, Gilching, Germany) extracted features commonly used for audio classification tasks, such as music information retrieval and speech processing. Among the many audio features, 2 preselected audio feature sets were used in the present study (Supplementary Methods, which are available online) Machine Learning. Characteristic patterns for each EMG discharge were recognized by automated computer algorithms, or "machine learning." To assess the accuracy of classification by machine learning, 5 algorithms were tested using the IS_09 and IS_11 datasets (H2O flow, version 0.7.28 (https://www. h2o.ai/h2o-old/h2o-flow)). The "AutoML (Automatic Machine Learning)" interface with 5fold cross validation was used to fine-tune the hyperparameters to achieve the best accuracy. After selecting the best algorithm and hyperparameters for each dataset, 5 data parameters that were the most useful for classification were extracted. Detailed information of the AutoML algorithm and the overall concept of machine learning is provided in the Supplementary Methods.
11
Statistical Analysis. Selected attributes were tested with the Kolmogorov-Shimov normality test for distribution, followed by a Kruskal-Wallis test to compare across the 6 classes of EMG signals. The Steel-Dwass post hoc pairwise comparison was performed thereafter. The statistical analyses were performed by EZR on R commander, version 1.36 (Saitama Medical Center, Jichi Medical University, Saitama, Japan) 12 with the P value being set at a significance level of <0.05. The overall flow of analysis is summarized in Supplementary Figure S1 .
RESULTS
Clinical Characteristics. Recordings of EMG signals were available for 103 subjects. The clinical diagnoses for the subjects with regard to EMG signal were as follows: (1) CRDs (18 subjects): radiculopathy, amyotrophic lateral sclerosis; (2) endplate potentials (15 subjects): radiculopathy, myalgia of undetermined significance, central weakness, carpal tunnel syndrome, cubital tunnel syndrome; (3) fasciculation potentials (32 subjects): amyotrophic lateral sclerosis, multifocal motor neuropathy, Kennedy disease, benign fasciculation syndrome; (4) fibrillation potentials/PSW (28 subjects): amyotrophic lateral sclerosis, polymyositis, muscular dystrophy, radiculopathy, peripheral nerve injury; (5) myotonic discharges (17 subjects): myotonic dystrophy type 1, radiculopathy; (6) noise artifact (24 subjects) including 60 Hz and motion-artifacts: radiculopathy, carpal tunnel syndrome, polymyositis, peripheral nerve injury.
Analysis of EMG Signals. As shown in Table 1 , a total of 389 files of resting discharge were analyzed. The overall accuracies for classification and for each class of EMG signal are summarized in Table 1 . The set with smaller number of attributes (IS_09) yielded slightly higher overall accuracy (0.904) than the larger dataset (IS_11)(0.899) by the best classifiers. Confusion matrices show the trends regarding misclassification (Table 2 ). For example, in Panel A, 50 cases (45 + 1 + 0 + 1 + 3 + 0: the top row) of CRD data were classified by machine learning, resulting in correct classification in 45 (column A), whereas the 5 cases were misclassified (1 each as endplate potentials [ Table 2 , column B] and fibrillation/PSW [ Table 2 , column D]) and 3 as myotonic discharges (column E).
Although the overall accuracies were high, typical misclassifications are summarized as follows: (1) CRD misclassified as myotonic discharges, (2) endplate potentials misclassified as fibrillation/PSW, (3) fasciculation misclassified as noise artefact, (4) fibrillation/ PSW misclassified as fasciculation and noise artefact, (5) myotonic discharges misclassified as CRD and To analyze useful attributes for classification, attribute selection was performed. Among the 384 attributes in the IS_09 feature set, the top-10 most useful attributes belonged to either the mel-frequency cepstrum coefficients (MFCC) (N = 9) or the Energy (N = 1) classes. Similarly, among the 4,367 features in the IS_11 feature set, MFCC (N = 6), Spectrum (N = 3), and Energy (N = 1) were regarded as useful. The most useful features from the IS_09 and the IS_11 sets, respectively, were plotted (Fig. 1) . Although several pairwise comparisons were statistically significant, overlapping values among the classes were present for both attributes (see the Discussion section).
DISCUSSION
In this study, we assessed a large number of 2-s data files from 6 classes of resting potentials. Extraction of features that are commonly used for audio analysis and the use of machine learning algorithms achieved up to 90.4% accuracy in overall classification. Thus, our data suggest that classification of EMG signals by machine learning algorithms can be an accurate and promising method to be applied in clinical practice.
Identification of EMG Signals by Sound and Other
Methods. The sound of electromyographic discharges has been considered to be highly informative for the precise interpretation of EMG signals, perhaps more so than visualized waveforms alone.
1 Some clinically encountered EMG discharges have been thus described as characteristic sound patterns, for example: "dive bomber sound" for myotonic discharges, "fat in a frying pan" for endplate spikes, "sea shell" sound for FIGURE 1. Plots of representative features, which were, respectively, selected as being the most useful for classification: (A) the skewness of the MFCC-1 from the IS_09 feature set and (B) the linear prediction gain (lpgain) of the MFCC 8 by the IS_11 feature set. MFCC 1-12 are computed from a 26-band mel-scale band spectrum covering the frequency range of 0-8 kHz. Cepstral liftering is performed after the discrete cosine transformation. Skewness is 1 of the 12 functionals of each MFCC and one of the higher order statistical moments. The linear prediction gain is one of the parameters representing the spectral envelope of a digital signal, that is commonly used for high-quality encoding speech at a low bit rate. The P-values between the groups are shown in the boxes. endplate noise, and "ticking of a watch or the tocking of a clock" for fibrillation potentials/PSWs. 2 Although such descriptive EMG waveform analysis based on audio characteristics has been commonly recognized for some time, few studies have focused on quantitative analysis of audio features in EMG discharges. Okajima and colleagues reported that a sharp rise time, as observed in adequately recorded MUPs near the recording electrode, can be correctly identified using audio alone. 13 Furthermore, Spitzer and colleagues correlated Fourier domain features of isolated, individual MUAPs with classic time domain measurements and concluded that the Fourier domain features closely correlated with traditionally used measures of known diagnostic significance, such as amplitude or duration measurements. 8 Pattichis and Elia performed autoregressive and cepstral analyses of MUAPs and reported that duration was the best discriminative feature to distinguish 3 types of MUAP.
14 Kamali et al. extracted the time and frequency features of MUAPs and reported high accuracy in classification of 3 types of MUAP. 15 In addition, numerous attempts have been made to quantify and automate portions of needle EMG examination. 6, 16 Of note, all of the above-mentioned previous studies analyzed MUAPs. Among rare studies of resting potentials, a study by Heckmann and Ludin in the early 1980s measured inter-potential intervals to distinguish fibrillation and endplate potentials. 4 
Machine Learning Methods and Selection of Audio
Features. Detection and classification of audio events in various medical conditions has been previously reported, for example in emotion analysis, 17 classification of chest auscultation sound, 18, 19 and detection of snoring. 20 These studies extract audio features from audio files, which are then analyzed by machine learning algorithms to identify particularly useful features and patterns for classification. Such approaches to identify EMG signals using machine learning algorithms have been reported by many research groups. 9 Previous studies also used similar machine learning algorithms as those used here, such as SVM and Bayesian techniques. The great majority of such studies, however, have focused on the classification of MUAPs (e.g., myogenic vs. neurogenic patterns).
As attributes are sometimes redundant, attribute selection (feature selection) is a common method used to reduce the inputs for processing and analysis or to identify the most meaningful inputs. We selected consistently MFCC-related features from the IS_09 and IS_11 feature sets. To extract spectral features of sound samples for applications such as speaker and voice recognition systems, the MFCC algorithm has been widely used. Because MFCC approximates the human hearing system very closely, it has shown high accuracy in classifying spoken words, as well as environmental noise and other nonlanguage audio data. [21] [22] [23] Our data are consistent with previous reports in audio research that MFCC-related features are useful in the classification of EMG signals due to characteristic audio patterns found in each signal.
Of note, as shown in Figure 1 , even the most distinctive feature has overlapping distributions among classes. To overcome this, several algorithms have been proposed: 24, 25 (1) modification of the data distribution, such as normalization and log-transformation; and (2) increasing the data dimension by taking multiple features into consideration. For example, with the use of tree-based algorithms, feature #1 can separate 6 classes into 3 each, which follows the use of feature #2 that further separates the subclasses correctly into 6 classes.
Limitations and Future Perspectives. This study has limitations. First, because the audio files were collected from a single EMG laboratory, it is unknown whether our results can be generalized in other environments, such as the use of different EMG machines and filter settings. Second, the duration of audio files was arbitrarily set at 2 s. Shorter duration audio files could yield more accurate classification in the case of fairly uniform audio characteristics (e.g., fibrillation potentials) with less variation throughout the recording. On the other hand, longer duration would be desired for fasciculation potentials and myotonic discharges, which are best recognized by alteration of audio characteristics over time. The exact audio duration to yield the greatest classification accuracy remains an open question. Third, rare EMG signals, such as neuromyotonia and myokymic discharges, were not included. Also, the numbers of EMG files were unequal among classes due to the availability of samples.
Given the limited number of audio samples, we analyzed with cross-validation, to facilitate the use of a small number of samples as test data and the rest as training data, then rotated the roles 10 times to use all data as test data. Therefore, a prospective, multi-center study to collect a large number of EMG signals is needed to confirm our findings. Fourth, it is not uncommon to encounter mixed multiple discharges (e.g., concurrent fibrillation potentials/ PSWs) and fasciculation potentials in amyotrophic lateral sclerosis. Although classifying algorithms exist to distinguish multiple classes (e.g., top 3) with respective probabilities, we would limit this to only show the top-1 class. By using a top-1 classification scheme, classes with very high (e.g., 0.999) and low certainty (e.g., 0.51) can be equally classified. When a computer-based diagnostic algorithm is to be developed, the threshold should be set to predict certain top-1 (e.g., show if certainty >0.8). Fifth, we are aware that fine-tuning of parameter settings will have a significant effect on classification, for example, the necessity of audio-level normalization and choice of machine-learning algorithms. Given that audio-level normalization is performed in many areas of machinelearning on audio and sound, we decided to normalize the level, but such technical details should be analyzed in detail in future studies. Lastly, it is an open question whether the present audio-driven approach for classification could be extended to other EMG discharges, such as MUAPs. Given that chronic "neurogenic" and "myogenic" MUAPs are easily distinguishable by their characteristic audio patterns, our methodology would be applicable. Head-to-head comparison with other traditional methodologies for quantitative EMG analysis would also be necessary.
Despite all the potential limitations, the application of EMG audio signals along with feature extraction and machine learning algorithms presents a novel method for classification that is potentially applicable to clinical practice. A fine-tuned machine learning algorithm that trains a dataset covering a wide range of EMG discharge is expected to classify even short recording from individual patients at bedside.
