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CHAPTER I
INTRODUCTION
Manufacturing industries have recently sought to better understand the complicated
microstructural changes that occur in crystalline materials during metal forming operations. These
forming operations often involve high strains and deformation temperatures that result in a
continually evolving microstructure away from that of the base material. A non-homogeneous
distribution of the material microstructure often exists due to the non-uniform distribution of
temperatures and strains inherent during most metal forming and joining operations, such as
during friction stir welding (FSW) and friction stir spot welding (FSSW). The residual
microstructures present in crystalline materials after processing influence the overall strength and
performance of the manufactured components. As such predictive modeling of microstructural
changes provides manufacturers with opportunities to optimize the forming processes to achieve
the most desirable material properties and microstructures.
The current research effort focuses on developing a modeling capability that tracks the
evolution of the evolving microstructure during processing at conditions that promote the
occurrence of dynamic recrystallization (DRX). DRX processes, much like other classical
recovery mechanisms, allow for the stored energy potentials of deformed materials to reduce
through the consumption and re-orientation of the crystalline dislocation structures. The dynamic
removal of dislocations during deformation reduces the material’s propensity for dislocation
stack-ups and subsequent strain hardening. As such the material’s hardening response softens,
resulting in a reduction in the observed flow stress of the deformed material as the applied strain

1

UNCLASSIFIED
increases. Depending upon the nature of the deformed material, DRX softening can occur in a
continuous fashion over the full strain range or in multiply cycles as the material approaches a
stable equilibrium state.
In this study, an internal state variable (ISV) model is used to model phenomenologically
the evolving microstructure’s influence on a material’s flow stress response. The basic model
framework resulted from work performed by Bammann et al. (1993, 1996) on a coupled
thermomechanical, plasticity model that was later modified by Horstemeyer et al. (1999, 2000,
2001) to include the influence of damage evolution. In the current model implementation, the
influence of DRX is directly tied in with the isotropic hardening rate ( ̃ ) state parameter. Once
plasticity is achieved, the evolution of ̃ directly influences the flow stress response of the
deformed material. This allows for the material softening associated with the removal and
reorientation of lattice dislocations during DRX processes to directly influence the material’s
flow stress evolution.
The current model also considers the evolving microstructure’s influence in the
material’s stored energy potential. The cumulative grain boundary areas, which directly relate to
the average grain size distributions in the region of interest, are considered presently to behave as
a labyrinth of 3D geometric defects. These geometric defects directly influence the material’s free
energy potential by serving as kinematic constraints for thermal displacements such as dislocation
glide. In general an increase in the cumulative grain boundary area, i.e. a reduction in average
grain size, results in strength improvements in the material as shown in studies performed by Hall
(1951) and Petch (1953). The present model accounts for the influence of the evolving average
grain size ( ) on the flow stress response by adding an inverse grain size relation internal to the
isotropic hardening modulus definition. A reduction in grain size thus results in an increase in the
isotropic hardening modulus, which further results in an increase in material strength.

2
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Ultimately, the modeling capabilities described above were developed to serve in metal
forming and joining process optimizations. By accurately modeling the residual microstructures
and stresses inherent in post processed materials, improvements to the processing parameters can
be made such that the material’s structural strength and fatigue life are improved. The present
effort focuses on applying the developed DRX plasticity model towards simulations of FSSW
formations in magnesium AZ31 alloys. FSSW processes involve large amounts of internal heat
and plastic deformation that strongly promote the occurrence of DRX. The non-homogenous
grain size distributions incurred during weld formation could have a substantial influence on the
weld’s structural service life. As such the present modeling effort intends to capture the nonhomogenous grain size and residual stress distributions present following the weld formation.
These parameters can then be applied to subsequent fatigue life predictions for the welded
structural components.
Chapter II overviews the active deformation modes and slip systems in magnesium alloys
during tensile and compressive deformations at various deformation conditions, i.e. temperatures
and strain rates. A particular focus is paid towards a magnesium AZ31 alloy. The complex
deformation modes incurred due to magnesium alloy’s hexagonal closed packed (HCP)
crystallographic lattices are then discussed in light of their influence in subsequent DRX
processes. The influences of deformation modes and DRX processes on the flow stress evolutions
of various AZ31 alloys are then discussed.
Chapter III focuses on the development of the DRX plasticity model. A quick review of
previous modeling efforts focused on capturing microstructural evolutions during material
processing is initially given. The remaining sections of the chapter focus on the development of
the constitutive relations that are incorporated into the DRX model implementation. The
constitutive relations applied to the model are discussed in light of their physical significance
during actual DRX processes.
3
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Chapter IV reviews the steps taken during the DRX model development to calibrate and
fit the various model parameters and constants to experimental data. The steps taken to determine
each constant are described in detail. Plots are also provided that illustrate the overall influence of
each constant in the fitting process and the constant’s subsequent influence in the flow stress
prediction of a material experiencing a DRX process.
Chapter V then reviews the modeling steps currently taken towards implementing the
DRX plasticity model into a finite element model of a FSSW formation in magnesium AZ31
plates. The simulation schemes, meshing strategies, and parameter definitions chosen during the
FSSW simulation development are discussed. Initial comparisons are made between the initial
simulation results and experimental data.
Chapter VI ends by over viewing the conclusions drawn from the current research effort,
with a particular focus towards the DRX model development. A brief outline of future work is
then discussed concerning the implementation of the DRX model into future FSSW simulations
as outlined throughout the chapter.

4
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CHAPTER II
REVIEW OF MAGNESIUM DEFORMATION MODES AND DYNAMIC
RECRYSTALLIZATION
2.1 Introduction
Although the focus of this research effort is on dynamic recrystallization’s (DRX)
influence on the flow stress response and microstructure evolution of an AZ31 magnesium alloy,
a quick look at the crystalline structure and deformation response of hexagonal closed packed
(HCP) materials, such as magnesium, is needed. Once the general slip system activities in
magnesium alloys are characterized, more detailed discussions into microstructure kinetics that
occur due to DRX can proceed. The anisotropic dependence of deformation to crystalline
orientations in HCP materials complicates the deformation behavior. The various activities of
basal a , prismatic a , pyramidal c

a , and tensile twins influence the active recovery

mechanism, which ultimately affect the disposition of the material towards dynamic
recrystallization phenomena. Before any detailed material models can be generated to accurately
predict the flow stress dependence of metals to microstructural changes that occur during
deformation, the influence of the deformation parameters such as temperature, strain rate, and the
initial microstructure on the flow stress response of the material must be understood.
2.2

Crystallographic Deformation Response of Magnesium Alloys
Magnesium has a HCP crystalline structure that limits the metal’s formability under

certain deformation conditions (i.e. high strain, low temperature). According to the Von Mises
and Taylor criterion (Von Mises, 1928; Taylor, 1938), five independent slip systems are required
5
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for homogenous deformation to occur in polycrystalline materials. The primary deformation
mode in magnesium and many magnesium alloys at room temperature is basal slip along the
basal {0001} plane in the 1120 or a Burgers direction (Roberts, 1960; Jäger et al., 2006; Lou
et al., 2007; Agnew et al., 2005)1. The basal plane provides two independent slip systems. Three
more are required to achieve homogenous deformation.
Other common slip systems active in magnesium at room temperature are non-basal slip
along the prismatic {1010} a plane and pyramidal {1011} and {1012} planes in the a
direction, also known as first-order pyramidal slip (Lou et al., 2007; Agnew et al., 2005; Prasad
and Rao, 2006). The addition of the previously listed non-basal slip planes provides four
independent slip systems. Two other deformation mechanisms are needed to provide the
additional slip systems needed to satisfy the Von Mises and Taylor criterion. In the early 1970’s,
with the help of transmission electron microscopy (TEM), the presence of second-order
pyramidal slip along the pyramidal {1122} plane in the 1123 or c

a direction was

confirmed to be active in magnesium at elevated temperatures (Stohr and Poirier, 1972; Obara et
al., 1973, Agnew et al., 2005, Prasad and Rao, 2006). Refer to Figure 2.1 for an illustration of an
HCP crystal’s slip and twin plane orientations. The difficult deformation properties of magnesium
and magnesium alloys at room temperature arise from the large critical resolved shear stress
(CRSS) values required to initiate non-basal slip. At elevated temperatures, the CRSS for nonbasal slip is reduced, resulting in improved formability.
At temperatures below the temperature required to initiate second-order pyramidal slip
(~350°C), an additional slip mechanism is needed to allow limited plasticity (Stohr and Poirer,
1972; Obara et al., 1973, Prasad and Rao, 2006). The HCP structure of magnesium enables an
additional deformation mechanism to occur in the form of twinning. Deformation twins result in a
1

In the present text, slip planes are denoted using {####} notation while slip directions are written as
#### . HCP materials require four place holders in the plane and direction definition.
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sudden reorientation of the crystal, rather than the more gradual reorientation mechanism that slip
provides. Unlike other slip mechanisms, the amount of plasticity accommodated through
twinning is also limited through the volume fraction of twins that are generated (Agnew et al.,
2005). Thus, as the deformation continues to increase, the volume fraction of allowable twins
reaches a saturation point and twin deformation becomes less effective. At room temperatures the
CRSS required to initiate twinning in AZ31 (~15 to 35MPa) is close to the CRSS for basal slip
(~10 to 45MPa) but is also significantly less than that required for second-order pyramidal slip
(Lou et al., 2007). Thus, twinning provides an effected means of deformation at lower
temperature ranges under ideal initial textures, i.e. textures that promote c-axis extension. At
higher strains, when the twin volume fraction has reached a saturation point, twinning becomes a
less effective deformation mechanism.
The two most common twin modes observed in magnesium and magnesium alloys are
{1012} twins in the 101 1 direction and {1011} twins in the 101 2 direction (Lou et al.,
2007; Agnew et al., 2005). Since the {1012} tensile twin has a c/a ratio (1.624) that is less than
√3, the twin plane can only accommodate extension along the c-axis in the HCP crystalline
structure (Choi et al., 2007). One key difference between deformation due to twinning and
crystallographic slip, other than the different crystal orientations and activation energies, is that
twin deformation is a polar mechanism that only allows deformation to occur in one direction
(Agnew et al., 2005). For this reason the {1012} tensile twin plays an important role in the
anisotropic behavior of materials exhibiting uniform c-axis orientations, which often occurs
during rolling processes (Jäger et al., 2006; Choi et al., 2007; Barnett et al., 2004; Lou et al.,
2007; Agnew et al., 2005). A more detailed look at this topic will be undertaken later in Section
2.3.
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Figure 2.1

2.3

Hexagonal closed packed (HCP) crystal slip and twin planes with c-axis aligned
vertically. The following HCP crystallographic slip plane orientations are shown:
(a) basal a , (b) prismatic a , (c) second-order pyramidal c a , and (d) tensile
twin orientations. The arrows represent the direction of slip.

Anisotropic Deformation Response of Rolled AZ31 Sheet
Since the material of interest in this study is a hot rolled AZ31 magnesium plate, the

anisotropic deformation modes, crystallographic morphologies and microstructural changes are
discussed presently mainly in terms of rolled materials. Due to the anisotropic nature of the
forming process involved in rolling sheet material, three orientations need to be considered: the
rolling direction (RD), transverse direction (TD), and normal direction (ND). A figure illustrating
the three axis orientations with respect to the rolling plane is shown in Figure 2.2(a-c).
The texture of magnesium rolled sheets is generally characterized as having a basal
texture in which the crystals are oriented such that the c-axes are roughly parallel to the sheet ND
(Choi et al., 2007; Barnett et al., 2004; Lou et al., 2007). Refer to Figure 2.2(d) for an illustration
8
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of the crystallographic orientations with respect to the rolled geometry. It is important to note that
an ideal basal texture, where the c-axis is aligned perfectly in the ND (i.e. Schmid factor equals
zero), is difficult to achieve and is rarely experimentally observed2. Most experimental
observations indicate a slightly off basal texture (Jäger et al., 2006). The uniform crystallographic
orientations generated during sheet rolling contribute heavily to the anisotropic deformation
behavior of rolled materials.

Figure 2.2

Specimen and crystal lattice orientations with respect to plate geometry. The
specimen orientations are shown in the (a) rolling direction (RD), (b) normal
direction (ND), and (c) transverse direction (TD). The general orientation of the
HCP crystal lattice following rolling deformation is shown in (d).

Depending on the deformation temperatures and base crystallographic orientations, the
following deformation mechanisms are active in magnesium alloys during sheet rolling. As
discussed previously, basal slip has the lowest CRSS and should be the easiest slip system to
activate. At temperatures ranging between 177 and 225°C, prismatic slip initiates and causes an
increase in ductility. In this temperature range, recovery occurs due to the climb of edge
dislocations rather than cross slip. During deformation along the basal and prismatic planes, the
slip planes seek a stable state perpendicular to the applied loading, resulting in a decrease in
ductility along these planes. Elevated temperatures around 350°C activate first-order pyramidal
2

The Schmid factor is often used in computations for the critical resolved shear stress. A Schmid Factor of
zero indicates that the slip plane of interest lies perpendicular to the loading direction. As such, shear glide
is unlikely to occur along this plane.
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slip, while second-order pyramidal slip becomes active at temperatures ranging between 300 and
400°C. At these elevated temperatures, cross slip is the most active recovery mechanism (Prasad
and Rao, 2006).
After deformation due to rolling, {1012} tensile twins are frequently observed. The twins
are often observed to lie roughly perpendicular to the RD (Jäger et al., 2006). Some scientific
debate has evolved over how these twin formations are so predominant given that the rolled
texture is roughly basal (c-axis aligned in the ND). The {1012} tensile twin accommodates
extension but is not active during compression along the c-axis (Lou et al., 2007; Barnett et al.,
2004). Authors have previously concluded that c-axis compression is accommodated by double
twinning at lower temperatures, with the {1011} twin being the primary twin and the {1012}
twin being secondary (Barnett et al., 2004). The {1011} twin is favorable in this case, since it can
accommodate compressive deformation in the ND (Jäger et al., 2006). Barnett et al. (2004)
concluded during studies of cold rolled magnesium that double twinning did occur, but a majority
of the twins present after rolling were found to be {1012} tensile twins. One explanation for the
presence of tensile twins during compressive deformation along the c-axis is that the twins form
during unloading of the rolled sheet (Nave and Barnett, 2004). In this manner, twins are believed
to occur due to the redistribution of internal stresses during unloading such that reverse loading is
briefly achieved, placing the basal texture in tension (Barnett et al., 2004). Keeping these
observations in mind, the anisotropic deformation behavior of rolled magnesium sheets is now
reviewed.
2.3.1

Active Slip Modes during Deformation Parallel to Rolling Direction
The relative activity of slip systems during loading along the RD of an AZ31 alloy at low

strains can be characterized through a combination of experimental texture studies and
viscoplastic self-consistent simulations (VPSC). Using this technique, Choi et al. (2007)
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determined that the most active deformation mode in magnesium, loaded along the RD at strains
less than 0.05 and a deformation temperature of 200°C, is tensile twinning. The crystal structures
are generally orientated such that expansion occurs along the c-axis during compression, which is
favorable for tensile twinning as previously discussed. The basal a planes are oriented parallel
to the loading direction (refer to Figures 2.1 and 2.2) and are not favorably oriented for basal
slip3. However, basal slip was also shown to be the second most active slip mode. One
explanation for this is that texture reorientations incurred during twinning align the basal a
planes in a more favorable orientation and thus increase the activity of basal slip (Jiang et al.,
2007). This idea is reasonable since Choi et al. (2007) also showed that at a true strain of 0.4, the
texture orientations had been shifted such that the c-axes now aligned with the loading direction
(RD) instead of with the ND. These rapid reorientations were directly attributed to the occurrence
of twinning. After a strain of roughly 0.02, the occurrence of pyramidal c
activity, while tensile twinning reduces in activity, until pyramidal c

a slip increases in

a slip becomes the most

active slip mode at strains around 0.1.
2.3.2

Active Slip Modes during Deformation Parallel to Normal Direction
Due to the unfavorable orientation of the basal planes with the applied loading in the ND,

i.e. low Schmid factor, basal slip is not preferential. Unlike deformation in the RD and TD, a
reorientation of the c-axes and basal planes does not occur during deformation (Choi et al., 2007).
The basal planes remain perpendicular to the direction of the applied loading as shown in Figure
2.2. Prismatic a slip is also greatly reduced due to the slip plane having an orientation parallel to
the direction of the applied loading. The application of c-axis compression limits the activity of
tensile twinning, which favorably accommodates c-axis extension instead of c-axis compression.
The lack of tensile twin activity results in a more rounded flow curve instead of the sigmoidal
3

The most favorable orientation for slip activity is 45° to the loading direction.
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shape frequently observed when twinning occurs. Thus the most active deformation mode during
compression along the ND is second-order pyramidal slip in the c

a direction. First-order

pyramidal slip only experiences limited activity due to the unfavorable orientation of the a slip
direction (Prasad and Rao, 2006). From Choi et al.’s (2007) VPSC simulations, the active slip
modes were shown to remain relatively stable and constant throughout the deformation process.
This could be explained by the stable lattice alignment and lack of c-axis reorientation. Due to the
high CRSS value for second-order pyramidal slip and the increased stacking fault energy, the
activity of cross slip increases thus raising the propensity of dynamic recovery and consequential
dynamic recrystallization (Prasad and Rao, 2006). This concept will be further discussed in
Section 2.4.
2.3.3

Active Slip Modes during Deformation Parallel to Transverse Direction
As with compression along the RD, the basal planes are oriented parallel to the loading

direction and thus do not favor basal slip. Compression tests along the TD frequently indicate an
increase in strength over the strengths observed during compression parallel the RD. This trend is
constant across all deformation temperatures. Agnew et al. (2005) attributed this trend to the
greater angular spread of basal poles towards the RD rather than the TD. The greater Schmid
factor for basal slip during deformation in the RD allows for an increased softening rate. The
most favorable slip mode during loading in the TD is first-order pyramidal slip in the a
direction. Both the prismatic and second-order pyramidal slip planes are oriented such that
limited activity persists along these planes. Since first-order pyramidal slip is the most active slip
system, cross slip predominately occurs across the first-order pyramidal plane. As such the rate of
dynamic recovery and recrystallization is controlled by the rate of nucleation across the firstorder pyramidal slip system (Prasad and Rao, 2006).
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2.4

General Description of Dynamic Recrystallization
During plastic deformation processes in metals, a majority of the work supplied to the

system is dissipated in the form of heat. The rest is internally stored along grain boundaries and in
the dislocation structure of the material matrix. Taylor and Quinney (1934) referred to this stored
energy as ‘latent energy’. The internal dislocation structure tends to be consumed during static
thermal processes such as thermal recovery and static recrystallization, resulting in a lowering of
the stored energy potential of the material (Hallberg et al., 2010; Cram et al., 2009). When plastic
deformation processes are performed in environments containing sufficient thermal and
deformation energies, energy reductions can occur through dynamic recrystallization. Dynamic
recrystallization is a competing process between dislocation nucleation, mobility, and annihilation
and can occur in either a continuous or discontinuous manner (Cram et al., 2009).
Materials with moderate to low stacking fault energies, i.e. Cu and Mg alloys, often
undergo the more traditional discontinuous dynamic recrystallization (DDRX), while materials
with high stacking fault energies, i.e. Al and Zn alloys, undergo continuous dynamic
recrystallization (CDRX) (Cram et al., 2009; Qin et al., 2010; Gourdet and Montheillet, 2003).
Materials experiencing DDRX form a subgrain structure through a process known as
polygonization during the initial phases of deformation. Dislocations begin to stack up along the
increased network of grain and subgrain boundaries. The newly formed subgrains contain
relatively few dislocations due to their storage along the newly formed subgrain structure.
Continued deformation results in a local curvature of these dislocation grain boundaries (Cahn,
1950). When the grain boundary misorientations become sufficiently large such that low angle
boundaries have transitioned into high angle boundaries, recrystallized grain nuclei can form at
the expense of the plastically deformed grain structure. The new recrystallized grains then grow
by consuming the stored dislocations and thermal energies of the deformed microstructure,
resulting in the formation of a grain structure with a low dislocation density.
13
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Materials undergoing a CDRX process rather than a DDRX process experience a slightly
different morphology of the grain structure during plastic deformation. A subgrain structure is
formed in the same manner previously described for a DDRX processes. The main difference
being that CDRX behaves more as a typical recovery mechanism such that a new grain structure
is now formed from the transformation of subgrains into grains internal to originally deformed
grain structure. Dislocations are not removed from the system but rather are incorporated into the
evolving subgrain structure (Tan and Tan, 2003). CDRX processes lack the classical grain
nucleation that occurs during DDRX (Gourdet and Montheillet, 2003). As deformation continues,
new dislocations are introduced into the material matrix and are consumed by the growing
subgrain boundaries. The absorption of these additional dislocations into the subgrain boundary
results in a rotation of subgrain structure to accommodate the new dislocations. New
recrystallized grains are thus formed containing a high angle of misorientation with respect to the
low angle misorientation of the original subgrain structure (Su et al., 2003).
2.5

Flow Stress of AZ31 during Compressive Deformation
The true stress versus true strain response, or flow stress response, of AZ31 is now

considered for compressive deformation in rolled and extruded materials. In general the flow
stress of a magnesium AZ31alloy is characterized by having an initial hardening slope that
declines in magnitude until a maximum stress is reached. The maximum stress is commonly
referred to in the literature as the peak stress. The peak stress is the point in the flow stress curve
at which an equilibrium balance is reached between the hardening and softening mechanisms
active in the material. Many experimental studies have been performed to determine the influence
of temperature, strain rate, and grain size on the flow stress response of AZ31 (Wang et al., 2008;
Guo et al., 2005; Prasad and Rao, 2006, 2008; Watanabe et al., 2001; Al-Samman and Gottstein,
2008; Helis et al., 2006).
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In each of these studies, the peak stress demonstrated a strong temperature dependence
such that an increase in temperature resulted in a reduction in the peak stress. An increase in
temperature would be expected to increase the activity of dynamic recovery and recrystallization
phenomena as well as lower the CRSS for non-basal slip. As such the peak stress should be
reduced with an increase in temperature. The influence of strain rate on the peak stress follows a
similar trend. Elevated strain rates introduce a greater number of dislocations along the grain
boundaries. The greater density of dislocations along grain boundaries leads to localized stress
concentrations and ultimately an increase in the peak stress achieved (Guo et al., 2005). Upon
further deformation, a decline or softening of the stress occurs as the influence of the active
recovery and recrystallization processes exceed the hardening response of the material. The
severity of the softening slope strongly depends upon the deformation conditions, i.e. temperature
and strain rate, and the material microstructure. This concept will be expanded upon in a later
paragraph. For ease of discussion, the deformation response is broken up into a hardening and
softening phase.
2.5.1

Hardening in Compressive Flow Stress of AZ31
Due to the variability in crystalline orientations (c-axis) in magnesium alloys incurred

during the forming processes, the deformation response of the alloys exhibit large strain
anisotropy depending on the axis of deformation. As such two general types of flow stress
hardening slopes are commonly observed. During compression parallel to the RD, the basal
planes and c-axes are aligned such that tensile twinning has a significant influence on the
hardening response of the material. At low strains, the activation of tensile twins provides a brief
and sudden reduction in the stress of the material. Since the CRSS of tensile twins is relatively
low compared to basal and non-basal slip systems, the formation of twins occurs quickly during
deformation at low temperatures and soon reaches a saturation point. The newly formed twin
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planes now serve as additional barriers to dislocation mobility, resulting in a sharp increase in the
hardening response of the material (Barnett et al., 2004). The combination of the initial softening
generated during the formation of twin planes and the subsequent hardening caused by the
additional decline in dislocation mobility creates a sigmoidal hardening curve that is commonly
observed in HCP materials (Wang and Huang, 2007). Studies performed by Prasad and Rao
(2006) illustrated the influence of twinning during deformation of AZ31 sheets along the RD at
temperatures of 300°C. The sigmoidal hardening response was most evident in the flow stress at
elevated strain rates. Subsequent testing at a deformation temperature of 500°C indicated a
change in the evolution of the hardening slope. The sigmoidal shape of the hardening curve was
shown to reduce as the temperature increased and the strain rate decreased, indicating a reduction
in the activity and influence of twinning in the hardening of the material. The reduced influence
of twinning is expected since an increase in temperature increases the activity of non-basal slip
systems and a decrease in strain rate lessons the energy available for twin formation at lower
strains (Lou et al., 2007). The flow curves recorded by Prasad and Rao (2006) also exhibited
limited hardening at the lowest strain rates tested, i.e. 0.001 and 0.0003 s-1. Instead a steady state
stress was reached almost immediately after plasticity was achieved.
Flow curves generated during compressive deformation parallel to the ND in rolled AZ31
plates exhibit slightly different hardening responses. Due to the unfavorable orientation of the
basal planes during compression deformation along the ND, tensile twin formation is limited and
demonstrates a less significant role in the deformation response of the material. Without the
influence of twinning, the hardening occurs due to dislocation stack-ups along grain boundaries
and precipitates as commonly occur in other materials. As such the flow stress hardening
response takes on the more traditional rounded shape. Experimental studies on the flow stress
response of AZ31 compressed along the ND were performed by Guo et al. (2008) and Wang et
al. (2008). In each of these studies, a reduction in strain hardening occurred as the temperature
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increased and the strain rate decreased. Generally, the peak stress is expected to be lower for
materials compressed in the ND due to the lack of the additional hardening mechanism provided
by twin plane formation.
The influence of the initial microstructure on the flow stress hardening evolution of HCP
materials exhibits interesting trends. Traditionally, a reduction in grain size is expected to
increase the yield stress due to the increased percentage of grain boundaries that serve to inhibit
dislocation mobility as shown by Hall (1951) and Petch (1953). Both tensile and compressive
experiments performed on AZ31 alloys by Jain et al. (2008) and Barnett et al. (2004) have shown
the Hall-Petch effect to remain true in the yielding of magnesium alloys. Tensile studies
demonstrated that an increase in yield stress resulted in an increase in the peak stress attained.
The hardening slope exhibited a minor grain size influence and remained relatively constant
regardless of the changes in the initial microstructure. However, a different trend occurs during
compression tests that are favorably oriented for twinning to occur. Barnett et al. (2004) showed
that a ‘reverse’ Hall-Petch effect occurred after yielding in compression, such that the peak stress
increased as the grain size increased. The reason for the ‘reverse’ Hall-Petch effect is as follows.
Both Gray (1997) and Meyers et al. (2001) have shown that an increase in grain size results in an
increase in the percentage of twin formation that occurs during low strain deformation. The
increased grain area allows for a higher volume fraction of twins to form. The increased activity
of twins for HCP materials with larger grain sizes leads to a secondary hardening phase as twin
planes serve as additional barriers to dislocation motion. In essence the formation of twins causes
a similar effect as a reduction in grain size (Barnett et al., 2004).
The grain size studies performed by Barnett et al. (2004) also illustrated that a change in
the shape of the flow curve occurred as the grain size was reduced. One reason for this occurrence
was the decreased activity of twin formations for smaller grain sizes; however, a reduction in
grain size also served to increase the activity of additional slip systems by decreasing the CRSS
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required to initiate slip (del Valle et al., 2005). The increased activity of additional slip systems
resulted in the change in shape of the flow stress from a sigmoidal evolution to the more
traditional rounded hardening evolution. In essence a reduction in grain size caused the same
effect in the flow stress response as an increase in temperature (Barnett et al., 2004).
2.5.2

Softening in Compressive Flow Stress of AZ31
The softening response for compression both in the RD and ND occurs due to a

combination of both dynamic recovery and dynamic recrystallization. The influence and activity
of each of the active recovery and recrystallization processes are strongly dependent upon the
deformation conditions, i.e. temperature, strain rate, and initial microstructure. As with the
deformation responses discussed in Section 2.3, the active recovery mechanisms are strongly
anisotropic and depend on the deformation direction relative to the rolled geometry. Studies
performed by Prasad and Rao (2006, 2008) demonstrated that during deformation along the RD,
cross-slip of screw dislocations across pyramidal planes dominate the recovery process. Since
deformation along the RD favors the activity of multiple pyramidal slip systems, the rate of grain
boundary migration becomes the limiting factor in controlling the activity of dynamic
recrystallization. Deformation along the ND differs in that cross-slip of dislocations across
second-order pyramidal planes control the recovery process. The predominant activity of only
one slip system becomes the limiting factor in the rate of dynamic recrystallization. In the
literature, magnesium alloys are commonly referred to as undergoing either continuous (Tan and
Tan, 2003; Jin et al., 2006) or discontinuous (Guo et al., 2005; Myshlyaev et al., 2002; Spigarelli
et al., 2007) dynamic recrystallization processes. A change in either strain rate or initial grain size
can alter the governing recrystallization mechanism as was observed by Fatemi-Varzaneh et al.
(2007).
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As with dynamic recovery, dynamic recrystallization processes are closely influenced by
changes in temperature, strain rate, and initial microstructure. Due to the close linking between
dynamic recovery and dynamic recrystallization, higher amounts of strain are required to initiate
DRX at lower temperatures since dynamic recovery processes are less active (Belyakov et al.,
2003). At lower temperatures the mobility of dislocations is reduced, resulting in a slower
migration of grain boundary misorientations. As such more strain is required to form the
favorable misorientation needed for the formation of DRX nuclei and subgrains. An increase in
strain rate results in a suppression of the occurrence of DRX. During compression at higher strain
rates, the accumulated internal stress concentrations are difficult to relax due to the increased
accumulation of dislocation pile-ups. Thus at higher strain rate conditions, increased strains are
required to initiate DRX processes (Yin et al., 2005). Therefore, the restoration processes are
shown to exhibit increased stimulation when subjected to increased temperatures and decreased
strain rates (Fatemi-Varzaneh et al., 2007).
Multiple literature studies have shown that the initial grain size of a material influences
the kinetics of subsequent DRX processes. Humphreys and Hatherly (2004) relegated the
influence of the initial grain size on the rate of recrystallization as follows. As the average grain
size decreases, the stored energy accumulated during small strains tends to increase. Secondly, a
decrease in the average grain size also results in an increase in the number of grain boundaries,
which act as nucleation sites for recrystallization. The original grain boundaries are often more
preferential for DRX grain nucleation due to there higher angles of misorientation accumulated
during deformation when compared to the misorientations that evolve internal to the original
grain during the formation of the subgrain structure (Belyakov et al., 2003). Both of these effects
can result in an increase in the rate of recrystallization. Experimental studies performed by El
Wahabi et al. (2005) clearly demonstrated a delay in the occurrence of DRX softening for
samples compressed with larger initial grain sizes. A change in initial grain size and texture can
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also possibly affect the recrystallization texture such that subsequent recrystallization kinetics are
affected. In general the initiation of recrystallization is shown to occur sooner as the initial grain
size decreases. Further experimental work into the influence of initial grain size on
recrystallization kinetics is found in work performed by Barnett et al. (2004). Barnett’s study
demonstrated a decrease in the peak stress and a reduction in the deformation required to initiate
recrystallization as the initial grain size decreased. A reduction in grain size also resulted in a
shallower softening gradient and a switch in the deformation mode from twin dominated to slip
dominated.
Before a detailed discussion is undertaken on the specific activity of dynamic
recrystallization during compressive deformation of AZ31, a brief explanation on the critical
criterion required to initiate dynamic recrystallization is beneficial. Perhaps the most widely
accepted definition for dynamic recrystallization’s activation point is found in work performed by
Poliak and Jonas (1996). In this work, the authors specified that two conditions must be satisfied
before dynamic recrystallization could occur. Since the rate of recrystallization is driven by the
amount of stored energy that is available, the stored energy must reach a maximum value and the
rate of energy dissipation must approach a minimum value before recrystallization can occur. The
authors characterized the critical point for recrystallization as occurring when the rate of decrease
in the strain hardening rate (-∂θ/∂σ) reached a minimum value.
2.6

Dynamic Recrystallization in AZ31
Multiple experimental studies have shown that DRX plays an important role in the

deformation of magnesium alloys, such as those performed by Spigarelli et al. (2007) and Guo et
al. (2005). The occurrence of DRX in magnesium AZ31 is commonly reported to occur due to the
following microstructural processes. During deformation large strain fields occur along grain
boundaries where multiple basal, non-basal, and twinning slip systems interact with each other.
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Non-basal dislocations become active and begin to glide through cross-slip along the original
grain boundaries as the internal stresses increase beyond the CRSS required to initiate non-basal
systems. As strains increase and dislocations accumulate along grain boundaries, the grain
boundary misorientations begin to increase such that bulges occur, forming what is commonly
referred to as a necklace type grain boundary. Optical images of a uniaxial compressed AZ31
alloy were recorded by Fatemi-Varzaneh et al. (2007) in which grain boundary bulges were
clearly evident. After deformation at 250°C and 0.001 s-1, grain boundary bulges began to form.
An increase in temperature (300°C) and strain rate (0.01 s-1) caused the grain boundary bulges to
serve as nucleation sites for the formation of recrystallized grains along the original grain
boundaries. Beer and Barnett (2002) performed experimental studies to track the evolving
microstructure of AZ31 during compressive deformation. Their studies showed the formation of
DRX grains along the grain boundaries of the original microstructure that eventually grew during
subsequent straining to form a small, equiaxed recrystallized microstructure. Relatively small
concentrations of recrystallized grains were present initially. As the strain increased, the
concentration of recrystallized grains gradually increased until the initial microstructure was fully
consumed by recrystallized grains at a compressive strain of -1.0.
The activity of dynamic recovery plays an important role in DRX processes by increasing
the propensity for dislocation mobility and grain boundary migration (Prasad and Rao, 2006).
Observations performed by Yin et al. (2005) on the rolled microstructure of an AZ31 alloy
indicated the presence of an equiaxed recrystallized grain structure in the post rolled
configuration. The inhomogeneous distribution of recrystallized grains exhibited straight grain
boundaries that were often surrounded by smaller recrystallized grains. The influence of the
initial texture on the development of the recrystallized grain structure in an extruded AZ31 alloy
was studied by Al-Samman and Gottstein (2008). The experimental studies indicated that the
recrystallization structure is more dependent upon the deformation conditions, i.e. temperature
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and strain rate, than on the starting texture. The recrystallization texture was also shown to
experience little change with respect to the initial texture, which is contrary to observations
commonly seen in FCC metals.
Since Mg has a low stacking fault energy (SFE), dislocation networks commonly expand
and migrate across their respective slip planes to form pile-ups along the grain boundaries and
twin planes. The large amounts of distortion energy accumulated by dislocation pile-ups along
twin planes provide a favorable environment for the initiation of DRX phenomena (Yin et al.,
2005). Al-Samman and Gottstein (2008) studied the influence of twins in the activation of DRX.
During the uniaxial compression tests performed by Al-Samman and Gottstein (2008) on
extruded AZ31 samples, dynamically recrystallized grain were found to be present inside some of
the twin bands following deformation. In the case of two neighboring twins, one was observed to
have a large population of recrystallized grains internal to the twin structure, while the
neighboring twin exhibited no recrystallized grains. As discussed previously, the idea that tensile
twins can form during the unloading of compression samples provides a reasonable explanation
for the appearance of twins without recrystallized grains. Low angle boundaries were found
within the twins that underwent recrystallization. As deformation progressed, the low angle
boundaries incorporated additional dislocations, resulting in the formation of high angle grain
boundaries in a manner similar to a continuous recrystallization process.
Both Yin et al. (2005) and Jäger et al. (2006) found that twin planes frequently intersect
with one another. Depending on the deformation energy applied to the system, i.e. low strain
rates, the intersecting twins can impede the growth of neighboring twins. At a higher strain rate,
the intersecting twins are prone to grow through each other.4 Jäger et al. (2006) showed that
intersecting twin planes store large amounts of deformation energies and act as initiation sites for
4

This trend is similar to an increase in crack growth driving force as seen in fatigue studies. An increase in
crack length increases the crack driving force, allowing the crack to grow through impingements that may
otherwise hinder crack growth.
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the formation of recrystallized grains during static recrystallization. Studies performed by Guo et
al. (2005) and Myshlyaev et al. (2002) also showed that the large strain fields and basal
dislocation pile-ups occurring near twin boundaries contributed heavily to the formation of a
distinct subgrain structure and thus helped initiate DRX in the AZ31 alloy. These studies showed
that the recrystallized grains grew along the length of the neighboring twin planes. During tensile
deformation at 200°C and a strain rate of 0.0014 s-1, Yin et al. (2005) showed that at a strain of
0.3 a limited number of twins remained. At the ends of the visible twins were small equiaxed
DRX nuclei. Upon the completion of deformation, no twins were present. The DRX nuclei had
formed a uniform recrystallized structure.
Now that the mechanisms behind DRX grain formation is understood for magnesium
AZ31 alloys, the parameters that influence the DRX grain size need to be explored. The DRX
grain size has been extensively shown in experiments to manifest a strong dependence towards
both temperature and strain rate (Al-Samman and Gottstein, 2008; Fatemi-Varzaneh, 2007; Beer
and Barnett, 2008). In general an increase in temperature and a decrease in strain rate are shown
to culminate in the growth of larger DRX grains. At low temperatures and high strain rates,
suppression in the growth of DRX grains occurs. As stated previously, the kinetics of
recrystallization is closely linked to the kinetics of dynamic recovery. The attainable DRX grain
size is limited by the amount of work hardening that occurs in the newly formed DRX grains,
such that an increase in the rate of work hardening suppresses the driving force for further grain
growth. An elevation in temperature increases the propensity of dislocation mobility and thus
increases the rate of dynamic recovery while reducing the rate of work hardening. The reduced
work hardening rate allows for larger DRX grain sizes to be achieved. Conversely, an increase in
strain rate increases the rate of work hardening, resulting in a reduction of the DRX grain size
(Fatemi-Varzaneh et al., 2007). The influence of both temperature and strain rate on the evolving
microstructure of AZ31 was studied by Al-Samman and Gottstein (2008). One interesting
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observation gained by the microstructural studies performed by Al-Samman and Gottstein (2008)
was that the influence of strain rate on the DRX grain size increased as the temperature increased.
Although the DRX grain size is highly dependent upon temperature and strain rate, studies have
shown that the DRX grain size is not dependent upon the percentage of strain applied (Urai et al.,
1986). Once sufficient strain has been applied to nucleate DRX grains, their size remains constant
under steady deformation conditions.
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CHAPTER III
DYNAMIC RECRYSTALLIZATION (DRX) PLASTICITY MODEL DEVELOPMENT
3.1 Introduction
In the present study, a phenomenological representation of dynamic recrystallization
(DRX) was used to modify a coupled thermomechanical, internal state variable (ISV) plasticity
model developed by Bammann et al. (1993, 1996) and later modified by Horstemeyer et al.
(1999, 2000, 2001). The present model tracks non-homogenous microstructure evolutions in
polycrystalline materials exhibiting thermal and plastic flow fields. The present model differs
from most in that the flow rule is not directly modified to account for the softening of DRX.
Instead the ISV representing the isotropic hardening rate ( ̃ ) is modified to phenomenologically
capture microstructure history effects, which allows for DRX to be controlled through the state
parameter ̃ . The resulting grain size evolution is modeled with an exponential decay function
that includes the effects of temperature, strain, strain rate, and initial average grain size. For this
study, the grain boundaries are considered to be labyrinths of 3D geometric defects that affect the
free energy of the system by acting as kinematic constraints to thermal displacements. As such
the evolving grain size is modeled to influence the hardening modulus of the model’s isotropic
hardening rate expression in a form consistent with the Hall-Petch formulism (Hall, 1951; Petch,
1953). The removal and reorientation of the dislocation structure of the material during DRX
processes results in an additional reduction in the internal energy of the deformed material. The
reduction in energy is captured by adding an additional softening term in the isotropic hardening
rate expression along with the traditional softening mechanisms of static and dynamic recovery.
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A critical recrystallization temperature and isotropic hardening value are used as the initiation
sources for DRX in the present code implemenation.
In the present code, no attempt is made to distinguish between the different DRX
processes, i.e. continuous, discontinuous, or metadynamic recrystallization. Currently, no loading
history dependence has been added and no distinction is made between recrystallization in
tension, torsion, or compression. Future work is needed in these areas. The tracked softening
behavior of the material allows for the material’s processing history as well as the microstructure
evolutions occurring in the material’s grain structure to be captured in the model. Future work is
needed to implement the present phenomenological model into a thermodynamically consistent
ISV framework.
3.2

Microstructural Modeling Studies
As computing efficiencies have continued to increase over the past decade, new modeling

efforts have been undertaken to account for the evolving microstructures of materials undergoing
large deformations. Cho and Dawson (2008) developed a polycrystalline, plasticity model that
tracked the texture evolution of 304L stainless steels during friction stir welding. The simulations
were performed in 3D, thermo-mechanical, finite element simulations. Boyce et al. (2006) used a
weak coupling technique between crystal and macroscopic control volumes to study texture
evolutions during tensile testing of friction stir welded Al-6XN stainless steel specimens. The
model incorporated a polycrystalline, plasticity model into 3D, thermo-mechanical, finite element
simulations. Gourdet and Montheillet (2003) and Cram et al. (2009) performed modeling efforts
that tracked CDRX and DDRX processes, respectively. Ding and Guo (2001) incorporated a
cellular automaton (CA) method to model the microstructural evolution of OFHC Cu during
straining involving DRX. The flow stress was then computed using the average dislocation
density. More recently, Brown et al. (2006) developed a phenomenological, plasticity model that
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tracked dislocation densities and the spacing between geometrically necessary subgrain
boundaries through ISVs. The ISVs captured the evolution of the recrystallization volume
fractions, which allowed for the softening response of the material to be simulated. Their model
was able to capture both single and multiple cycle dynamic and static recrystallization processes.
3.3 Experimental

Studies

The experimental results used for the development and calibration of the DRX plasticity
model were performed by Al-Samman and Gottstein (2008) and Barnett et al. (2004) on extruded
AZ31 Mg alloys. In Al-Samman and Gottstein’s (2008) work, compression tests were run on
extruded AZ31 compression billets at temperatures ranging from 473 to 673 K and strain rates
ranging from 0.01 to 0.0001 s-1. The lowest temperature of 473 K was chosen since it corresponds
to the recrystallization temperature (θr) of Mg alloys, which happens to be slightly less than the
typical ductile-transition temperature needed to activate pyramidal slip. The experiments showed
that the kinetics of the DRX process and the evolving grain sizes for AZ31 were largely
influenced by the deformation conditions, i.e. temperature and strain rate. Before deformation
occurred, the average grain size in the material was measured to be approximately 35 μm. After
deformation to a compressive true strain of -1.2 (-120%), samples were machined and analyzed to
determine the final average grain size as a function of the applied deformation conditions.
The data collected by Al-Samman and Gottstein (2008) gives some insight into the
deformation behavior of the material (refer to Figures 3.7, 3.8, and 3.9). Once plasticity was
achieved, a hardening slope exhibiting the influence of compression twins occurred until a peak
stress was reached. At the inflection point of the initial hardening slope, DRX had begun to occur,
which soon resulted in a recrystallization softening slope. The severity of the softening slope was
strongly dependent upon the deformation conditions. At the higher strain rates and temperatures
near the θr, i.e. 473 K and 0.01 s-1, sharp softening gradients abruptly occurred. At higher
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temperatures and lower strain rates, i.e. 673 K and 0.0001 s-1, the softening gradients were much
more gradual and less distinguished. In general after the softening gradient leveled out to a
minimum, a secondary hardening phase occurred. Although Al-Samman and Gottstein (2008)
made no comment on the cause of these secondary hardening gradients, they are thought by the
author to have occurred due to the continual introduction of additional dislocations into the
material matrix during deformation and due to the continued decrease in the average grain size
away from that of the base material. A similar process occurs in multiple-peak dynamic
recrystallization, as indicated by Tanner and McDowell (1999) in OFHC Cu studies. The steepest
secondary hardening gradients occurred at higher strain rates and temperatures near the θr.
Figure 3.4 shows the microstructural data collected by Al-Samman and Gottstein (2008)
and provides insight into the nature of the evolving grain structure. At higher deformation
temperatures and lower strain rates, the variability in the average grain size was largest. As the
temperature decreased and strain rate increased, the variability lessened in severity. The increased
spread in the average grain size at 673 K revealed that the recrystallized grain size became more
strain rate sensitive as the temperature increased. A fine, partially-recrystallized microstructure
occurred at the θr. A coarse, fully-recrystallized microstructure was achieved at 673 K.
Barnett et al. (2004) performed experiments to determine the influence of initial grain
size on the flow stress response of extruded AZ31 Mg compression tests. Tests were performed
on specimens having initial grain sizes ranging from 3 to 22 µm, temperatures ranging from
ambient to 473 K, and a strain rate of 0.01 s-1 (refer to Figure 3.10). The results demonstrated a
decrease in the peak stress and a reduction in the deformation required to initiate recrystallization
as the initial grain size decreased. A reduction in initial grain size also resulted in a shallower
softening gradient and a switch in the deformation mode from twin dominated to slip dominated.
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3.4

DRX Constitutive Model
The uniqueness of the present model occurs through the inclusion of DRX terms in the

evolution expression for isotropic hardening. The expression for the isotropic hardening rate ( ̃ )
was first modified by multiplying the isotropic hardening modulus (H) by an additional function
that includes the effects of temperature, the current steps ̃ value, and the evolving grain size
( ). The addition of the grain size term in the denominator of the multiplicative function allows
for an increase in ̃ as the grain size decreases. This response is consistent with the grain size
and strength correlations established by Hall (1951) and Petch (1953). The general form of the
modified ̃ expression is shown in Equation 3.1, where

represents the plastic deformation

rate tensor and Rd and Rs represent dynamic and static recovery, respectively.
̃

1

The second change to

̃

̃

ξ

̃

C

Equation 3.1

is the addition of a recrystallization softening term. As

demonstrated in the experimental results obtained by Al-Samman and Gottstein (2008), softening
gradients occur in the flow stress due to the initialization of DRX. These softening gradients can
be rather extreme depending upon the material structure and the applied deformation conditions.
The data collected by Al-Samman and Gottstein (2008) exhibited a severe recrystallization
softening gradient at the θr (473 K) and at the highest strain rate (0.01 s-1) that slowly lessened in
severity as the temperature increased and the strain rate decreased. The temperature and strain
rate dependency of the softening gradients are included in the DRX activation term, i.e. critical
isotropic hardening value ( ̃ ), and in the thermal and strain dependent DRX coefficients (ξ1, ξ2,
and ξ3) that are described later in this chapter.
The nature of a DRX process requires an activation term to initialize the onset of
recrystallization softening and grain evolutions. Often times a critical strain is defined to serve as
the activation parameter (Qin et al., 2010; Kugler and Turk, 2004). Al-Samman and Gottstein
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(2008) defined the critical strain to occur at 80% of the peak flow stress. However, a critical
strain is not a state parameter, in that it does not affect the free energy of the system. In order to
remain consistent with the ISVs included in this study, a critical ̃ value ( ̃ ) was chosen to
serve as the activation parameter. The expressions used for ̃

are shown in Equations 3.2 and

3.3. These expressions were determined to be functions of the melting temperature (θm), the
), and the initial grain size (do). The

deformation temperature (θ), the deformation strain rate (

form shown in Equation 3.2 was found to provide a more versatile fit for the temperature and
strain rate dependence of the experimental data than an Arrhenius type function. The influence of
̃

in the activation of DRX is included in the thermal coefficients ξ1 and ξ2 as illustrated in

Equations 3.4 through 3.7. In Equations 3.4 and 3.6, ̃
̃ )) such that when ̃ is less than ̃

(Φ( ̃

greater than or equal to ̃

is used inside a heavyside step function

the step function equals zero and when ̃ is

the step function equals one.5
Equation 3.2

1
̃

The parametric dependence of ̃
parameter

1

Equation 3.3

to temperature and strain rate is captured in the

. In order to achieve a predictable relationship for ̃ ,

is plotted versus the

experimentally computed critical hardening values and modified by adjusting C28 until a
predictable curve is achieved. For this study, the critical hardening values were computed to be
90% of the difference between the experimentally determined peak stress and yield stress at each
temperature and strain rate condition tested. A plot demonstrating the exponential nature of the
experimentally computed ̃

values versus

is shown in Figure 3.1. After the computed data is

5

Throughout the remainder of this study, a general step function of the form Φ(x-a) is interpreted as
follows. When (x-a) is negative, the step function equals zero and when (x-a) in non-negative, the step
function equals one. A step function of the form Φ(x-a)-Φ(x-b) equals one between the bounds (a and b)
and zero elsewhere.
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put in an exponential form, the data is fit using the expression shown in Equation 3.3. For the
model calibration, both dom and do are equal to the initial grain size of the material used to collect
the experimental data (35 µm per Al-Samman and Gottstein, 2008). Therefore, the grain size
dependent portion of the function is equal to one and does not influence the fit. The influence of
do on ̃

will be fully discussed later in this section. The fitting process is begun by inputting the

values for κcrn and γn, where κcrn is equal to the largest experimentally determined ̃
smallest , and γn is equal to the corresponding value of . As such ̃

value, i.e.

directly equals κcrn when

equals γn and do equals dom. The exponential nature of the fit is captured by adjusting C29 until a
good fit is achieved. The fit used in this study (35 µm) is shown in Figure 3.1.

Figure 3.1

DRX model’s fit of critical isotropic hardening values ( ̃ ) required to initiate
dynamic recrystallization for an AZ31 Mg alloy versus values computed from
compression tests performed by Al-Samman and Gottstein (2008) at
temperatures between 473 and 673 K, strain rates between 0.01 and 0.0001 s-1,
and an initial grain size (do) of 35 µm.
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Multiple literature studies have shown that the do of a material influences the kinetics of
subsequent DRX processes. Humphreys and Hatherly (2004) relegated the influence of do on the
rate of recrystallization as follows. As the average grain size decreases, the stored energy
accumulated during small strains tends to increase. Secondly, a decrease in the average grain size
also results in an increase in the number of grain boundaries, which act as nucleation sites for
recrystallization. Both of these effects can result in an increase in the rate of recrystallization as do
decreases. A change in do can also possibly affect the recrystallization texture such that the
subsequent recrystallization kinetics are affected. In general the initiation of recrystallization is
shown to occur at lower strain values as do decreases. Further experimental work into the
influence of do on recrystallization kinetics is found in work performed by Barnett et al. (2004)
and El Wahabi et al. (2005). The influence of the do on the initiation of DRX is captured in
Equation 3.3 through the ratio of do to dom. As the do decreases away from the initial grain size
used during the model calibration (dom), ̃

is reduced as shown in Figure 3.1.

The results obtained by Al-Samman and Gottstein (2008) demonstrated the presence of a
secondary hardening gradient in the stress-strain response of the material. Although the flow
stress behavior does not exactly match the multiple-peak recrystallization behavior commonly
seen in Cu, the mechanism behind the secondary hardening is assumed to be similar. Tanner and
McDowell (1999) attributed the secondary hardening peaks in OFHC Cu to the continued
introduction of dislocations into the recrystallized microstructure. The subsequent increase in
dislocation densities resulted in multiple cycles of dynamic recrystallization and dislocation
consumption until a steady state stress was achieved. For the present case, the continued decrease
in the average grain size away from that of the original microstructure is also assumed to
contribute to the secondary hardening slope. The current model includes this effect by
multiplying the inverse of

by H in the expression for ̃ . The overall influence that the evolving

grain size has on the hardening rate of the material is controlled by adding the thermal parameter
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ξ1. During the model calibration, a temperature and grain size dependency was shown to exist for
ξ1. The temperature dependence was divided into three temperature regions as prescribed in
Equations 3.4 and 3.5.
In order for DRX to fully occur, the deformation temperature must meet or exceed the
experimentally determined θr of the material and ̃ must exceed ̃ . As such the model only
allows recrystallization to influence the evolving stress response after a user specified
temperature is exceeded. For simplicity, θr is assumed to remain constant and is not dependent
upon prior deformation and temperature histories. As the material’s temperature approaches θr, a
transition temperature (θt) is specified just below θr that allows for a smooth transition in the
material’s hardening response from a non-recrystallized state to a fully-recrystallized state. The
addition of θt helps the model avoid drastic changes in the softening gradients due to temperature
variations of a few degrees. Refer to Figure 3.13 to see the effect of θt on the stress response of
the AZ31 alloy modeled in this study at temperatures between θt and θr. Since DRX is not
modeled to occur when ̃ is less than ̃ , the expression for

is multiplied by a step function

of the form previously discussed. In this manner, the magnitude of
zero) when ̃ is less than ̃
̃

equals zero (i.e. ξ1 equals

for all deformation temperatures.

̃
0,

Equation 3.4
1

1

Equation 3.5

At temperatures below θt, grain evolutions have not initiated and do not affect the
material’s hardening response; therefore, the magnitude of ξ1 is set equal to zero using
temperature dependent step functions of the form previously discussed. After θt is reached, the
magnitude of ξ1 sharply increases until the maximum value is reached at θr. As the temperature
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continues to increase towards melting, the magnitude of ξ1 decreases until a value of zero is
reached, which effectively negates the influence of the evolving average grain size on the
secondary hardening response of the material (see Figure 3.11). The present implementation of
the DRX model does not allow ξ1 to decrease below zero. The inclusion of do in the expression
for ξ1 allows for the secondary hardening response to be adjusted depending on the initial grain
structure. In general a decrease in the secondary hardening response is shown to occur as do is
reduced.
In order to capture the temperature and grain size dependence of the recrystallization
softening slope, a temperature and grain size dependent coefficient (ξ2) was added to the
expression for ̃ . The results collected by Al-Samman and Gottstein (2008) reveal that the slope
of the softening curve is highly dependent upon temperature. Little variation is seen in the overall
magnitude of the softening slope as the strain rate is varied. Similarly to ξ1, the temperature
dependence is divided into three regions as shown in Equations 3.6 and 3.7. When ̃ is less than
̃ , the expression for

and thus ξ2 equals zero for all deformation temperatures. Refer back to
for a reference on the exact influence of each of the step functions

the discussion about
included in Equation 3.6.
̃

̃
0,

Equation 3.6
1

1

Equation 3.7

At temperatures below θt, no softening gradient occurs and ξ2 is set to zero. The
maximum magnitude of ξ2 is reached at θr. As the temperature increases beyond θr, ξ2 continues
to decrease in magnitude until a value of zero is reached, at which point DRX exhibits a
negligible influence in the material’s stress response (see Figure 3.11). As with ξ1, the inclusion
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of do allows for the recrystallization softening response to be adjusted based on the initial
microstructure. The magnitude of ξ2 is reduced as do decreases away from dom. This trend is
experimentally shown in work performed by Barnett et al. (2004) during compression testing of
Mg AZ31.
In order to avoid potential numerical singularities in the model, a strain transition
function was added (ξ3) that progresses from zero to one over a user specified strain range (C40),
once all conditions are satisfied for DRX to occur (refer to Equation 3.8). When the deformation
temperature is below θt and ̃ is below ̃ , ξ3 is set to zero. Once the temperature reaches θt and
̃ exceeds ̃ , the subsequent strain deformation is recorded as Δε. As Δε approaches the user
specified transition strain (C40), ξ3 goes from zero to one. The maximum allowable magnitude of
ξ3 is one as prescribed in Equation 3.8.
1,
̃

∆

∆

∆

̃

Equation 3.8

The last modification included in the DRX plasticity model is a grain size evolution
expression ( ) that accounts for the influence of temperature, strain, strain rate, and do on the
evolving average grain size. Beer and Barnett (2002) performed experimental studies on wrought
AZ31 Mg in compression and torsion. Various specimens were tested under the same
deformation conditions and analyzed using optical microscopy to determine the average grain
size distributions at strains ranging from -0.2 to -2.0. The original microstructure exhibited an
exponential decay in grain size as the strain increased until a steady state grain size was achieved.
In order for the DRX plasticity model to capture this trend, a grain size evolution
expression, as shown in Equation 3.10, was implemented that incorporated the recrystallization
volume fraction (X) along with do and the experimentally measured recrystallized grain size (dm).
Prior to the initiation of DRX, X equals zero and
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is not used to initiate DRX, the strain at which DRX activates is recorded in the model as εr.
When the magnitude of the total strain (

) is less than or equal to εr, the grain size equals do.

Essentially, changes in grain size are considered negligible until DRX occurs. This assumption
was used by Jin and Cui (2010) in recrystallization simulations they performed on low carbon
steels. After the strain exceeds εr, i.e. all conditions are satisfied for DRX to initiate, the
magnitude of X progresses from zero to one in a form similar to Avrami representations that are
commonly found in literature. Refer to Appendix A for an overview of the formulation used to
represent X. The expression for X (Equation 3.9) enables

to decrease in an exponential manner

at strains greater than εr until a steady state value is reached at dm. Refer to Figures 3.5 and 3.6 to
see the exponential nature of the simulated grain size evolution.
̃
1

̃

Equation 3.9
Equation 3.10

In Equation 3.10, dm is the model’s prediction of the experimentally measured
recrystallized grain size at a true strain of εm. For example, Al-Samman and Gottstein (2008)
experimentally determined the grain sizes for AZ31 Mg compression coupons after deformation
to true strains of -1.2 under various deformation conditions. Since the grain sizes were measured
at a relatively large strain of -1.2 and DRX processes initiate at relatively small strain values, the
grain sizes recorded at -1.2 are assumed to have reached the steady state DRX grain size for this
study. In this case, dm represents these experimentally measured recrystallized grain sizes and εm
is set to -1.2. Due to the competing nature of grain growth at temperatures beyond the saturation
temperature (θs), as termed by the authors, and grain size reductions due to DRX, the numerical
expression for dm is broken up into two temperature regions through the expression ω as shown in
Equations 3.12 and 3.13. The saturation temperature is defined to be the temperature at which
grain growth begins to override DRX grain size reductions. When neither the deformation
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temperature nor ̃ have exceeded their critical values, X equals zero and the influence of dm is
negated from the expression for .
Equation 3.11
1

1

Equation 3.12
Equation 3.13

The experimental studies discussed in Section 3.3 demonstrated a strong dependence in
the evolving grain size on the deformation temperature and strain rate. Various experimental
studies have shown a correlation between the evolving recrystallized grain size and the ZenerHollomon parameter (Z) (Al-Samman and Gottstein, 2008; Fatemi-Varzaneh et al., 2007; Guo et
al., 2005). The Zener-Hollomon parameter, as shown in Equation 3.11, combines the influence of
strain rate (

), grain activation energy (Q), ideal gas constant (R), and temperature (θ) into a

single parameter. These studies demonstrated a power law fit when the known DRX grain sizes
were plotted versus their equivalent Z value. To demonstrate this correlation, the grain size values
recorded by Al-Samman and Gottstein (2008) are now plotted versus their corresponding Z value
in Figure 3.2.
A power law fit is shown to accurately predict the grain size at a true strain of εm.
Equation 3.13 represents the power law prediction of the grain size at a true strain of εm and
temperatures less than θs. In this temperature range, ω equals 1 and a true power law
representation is maintained. At temperatures beyond θs, the expression for the grain size at εm
increases using an expression similar to the one described in Appendix A. The parameter C43
controls the peak value of dm and the parameter C44 controls the shape of the evolution curve.
Figure 3.3 illustrates the temperature dependence of dm at temperatures between θr and θm. As C43
increases in magnitude, dm increases beyond do and grain growth occurs.
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Figure 3.2

DRX model’s fits of experimental grain size data from an extruded AZ31 Mg
alloy deformed to a true strain of -1.2 (εm) versus the corresponding ZenerHollomon values (Z) at temperatures between 473 and 673 K and strain rates
between 0.01 and 0.0001 s-1 (Al-Samman and Gottstein, 2008).

do

θs

Figure 3.3

DRX model’s prediction of an extruded AZ31 Mg alloy’s grain size (dm) at a true
strain of -1.2 (εm) and strain rate of 0.01 s-1. Region 1 is the model’s predictions
at deformation temperatures between the recrystallization temperature (θr) and
the saturation temperature (θs), while Region 2 is the model’s prediction at
temperatures between θs and the melting temperature (θm). The parameter C43 is
adjusted to demonstrate the model’s ability to control grain growth at elevated
temperatures.
38

UNCLASSIFIED
The rate of recrystallization is strongly dependent upon both the deformation temperature
and strain rate. Numerous studies have shown that the volume fraction of recrystallized grains
progresses towards unity at a faster rate as the temperature increases. One such effort was
performed by Ding and Guo (2001) on OFHC copper. The study showed that an increase in
temperature not only increased the rate of convergence of X to unity but also decreased the
amount of strain required to initiate DRX. The temperature dependence in the rate of convergence
of X to unity is included in Equation 3.9 through the coefficient ξ4 (Equation 3.14). As the
temperature increases, the magnitude of ξ4 decreases, resulting in an increase in the convergence
rate of X to unity. The influence of ξ4 is only active when X is active as illustrated in Equations
3.9 and 3.10.
Equation 3.14
3.5 Results

and Discussion

By using the known experimental recrystallized grain size values and their uncertainties
as prescribed by Al-Samman and Gottstein (2008), the model’s grain size predictions at true
strains of -1.2 are plotted versus the known experimental values at an equivalent strain in Figure
3.4. The experimental results shown in Figure 3.4 were computed from curves included in AlSamman and Gottstein’s (2008) research using the fitting software DigXY. To aid in the
comparison of the model’s fits versus the collected experimental data, the digital fits and model
fits are presented in a single figure. No other changes to the experimental results have been made.
At the higher strain rates of 0.01 and 0.001 s-1, the DRX model’s predicted recrystallized
grain size (dm) is shown to match very closely with the experimental measurements at all
temperatures tested. A small amount of deviation exists between the model’s fits and the
experimental values at the lowest strain rate of 0.0001 s-1. The amount of uncertainty at each
strain rate was experimentally shown to increase as the temperature increased. Despite the small
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variations in accuracy at the lowest strain rate, the predicted DRX grain sizes at all deformation
conditions tested were within the experimentally determined uncertainty regions.
Once dm is determined, an accurate evolution expression is required to transition from the
initial grain structure (do) to the deformed and recrystallized grain structure (dm). In the present
study, do transitioned to dm as the recrystallization volume fraction (X) approached unity. Prior to
the initiation of DRX, i.e. κ < κ
DRX initiated,

and θ < θt, X remained steady at zero and

equaled do. Once

transitioned to dm in a manner consistent with Avrami type evolutions that are

commonly used to represent recrystallization volume fraction evolutions. The exact form of the
evolution expression used is discussed in Appendix A.

Figure 3.4

DRX model’s fits of an extruded AZ31 Mg alloy’s grain size (dm) at a true strain
of -1.2 (εm) versus experimental measurements recorded at temperatures between
473 and 673 K, and strain rates between 0.01and 0.0001 s-1 (Al-Samman and
Gottstein, 2008).

A plot illustrating the temperature and strain rate dependence of the grain size evolution
expression ( ) is shown in Figure 3.5. In order to gain a true understanding of both the
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temperature’s and strain rate’s influence on

, the results presented in Figure 3.5 need to be

analyzed in conjunction with the recrystallization volume fraction curves (X) shown in Figure 3.6.
The results presented in Figure 3.6 illustrate that an increase in temperature results in an increase
in the convergence rate of X to unity. The temperature dependence of X is controlled through the
coefficient ξ4. As such the evolution curves for

converge to dm at decreasing strain values as

the temperature increases. The trends in Figures 3.5 and 3.6 also indicate that an increase in
temperature and a decrease in strain rate reduce the amount of strain required to initiate DRX (εr).
At lower temperatures and higher strain rates, the magnitudes of εr were greatest and gradually
decreased as the temperature increased and the strain rate decreased. In Equation 3.10, the
influence of strain rate was accounted for in the computation of dm. The influence of strain rate on
dm gained importance as the temperature increased (refer to Figure 3.4). The results shown in
Figures 3.5 and 3.6 are consistent with experimental results collected by Beer and Barnett (2002),
Ding and Guo (2001), and Tan and Tan (2003).

Figure 3.5

Influence of deformation temperature and strain rate on grain size evolution per
the DRX model in an extruded AZ31 Mg alloy at temperatures between 473 and
673 K, strain rates between 0.01 and 0.0001 s-1, and an initial grain size (do) of 35
µm.
41

UNCLASSIFIED
1.2
1.0

X

0.8
0.6

473K, 0.01/s

0.4

573K, 0.01/s

473K, 0.0001/s
573K, 0.0001/s

0.2

673K, 0.01/s
673K, 0.0001/s

0.0
0

-0.2

-0.4

-0.6

-0.8

-1

-1.2

-1.4

True Strain (mm/mm)
Figure 3.6

Influence of temperature and strain rate on recrystallization volume fraction (X)
per the DRX model in an extruded AZ31 Mg alloy at temperatures between 473
and 673 K, strain rates between 0.01 and 0.0001 s-1, and an initial grain size (do)
of 35 µm.

The preceding trends are understood to occur due to the following mechanisms. From a
stored energy standpoint, the initiation of DRX requires a critical dislocation density. As the
temperature increases and the strain rate decreases, the dislocation accumulation rate increases.
As such the amount of strain required to initiate DRX decreases as greater percentages of
dislocations accumulate. The increased percentages of dislocations also result in increased
recrystallization rates, which are exhibited through the steeper DRX volume fraction convergence
slopes (Ding and Guo, 2001).
As the deformation temperature begins to increase well past θr, the grain size reductions
caused by DRX processes begin to lose effectiveness due to the competing nature of DRX and
grain growth. The results shown in Figures 3.4 and 3.5 demonstrate that as the temperature
increases, the recrystallized grain size increases and a greater sensitivity to strain rate occurs. In
experimental work performed by Tan and Tan (2003) on Mg AZ31 alloys, the greatest volume
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fractions of fine, recrystallized grains occurred at the lower deformation temperatures. Although
the rate of recrystallization may increase at higher temperatures, the recrystallized grain size will
increase, making a fine, recrystallized grain structure difficult to achieve without greatly
increasing the strain rate.
The flow stress response of the model is compared to the recorded experimental results in
Figures 3.7, 3.8 and 3.9 at each of the deformation conditions tested. As with Figure 3.4, each of
the experimental data sets were fit from experimental results included in Al-Samman and
Gottstein’s (2008) research using the digital fitting package, DigXY. No other changes were
made to the data. Both the fitted experimental data and model results are shown in the same
figure for direct comparison. Good agreement occurred for each test case. In Figure 3.7 the peak
stress, recrystallization softening slope, and softening dwell were accurately predicted at each
strain rate. The model slightly over predicted the softening slope at 0.0001 s-1. Good agreement
was seen for the secondary hardening slopes for each of the strain rates tested.

Figure 3.7

DRX model’s flow stress curves for an AZ31 Mg alloy versus experimental
results at a deformation temperature of 473 K, an initial grain size (do) of 35 µm,
and strain rates between 0.01 and 0.0001 s-1 (Al-Samman and Gottstein, 2008).
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Figure 3.8

DRX model’s flow stress curves for an AZ31 Mg alloy versus experimental
results at a deformation temperature of 573 K, an initial grain size (do) of 35 µm,
and strain rates between 0.01 and 0.0001 s-1 (Al-Samman and Gottstein, 2008).

Figure 3.9

DRX model’s flow stress curves for an AZ31 Mg alloy versus experimental
results at a deformation temperature of 673 K, an initial grain size (do) of 35 µm,
and strain rates between 0.01 and 0.0001 s-1 (Al-Samman and Gottstein, 2008).
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At temperatures of 473 K, the grain size evolution curves exhibited shallower
convergence slopes and tended to require larger applied strains to converge to a steady state grain
size (see Figure 3.5). The shallower convergence rates allowed for steeper hardening slopes to
occur in the stress response of the material as shown in Figure 3.7. Once a steady state grain size
occurred, a steady state stress was achieved (see Figure 3.7 at 0.0001 s-1). The increase in the
work hardening slope at temperatures near θr and at higher strain rates (increased Z) occurred due
to the increased restriction placed on grain growth by work hardening. The restriction to grain
growth resulted in a smaller recrystallized grain structure as seen in Figures 3.4 and 3.5 (FatemiVarzaneh et al., 2007). The peak stresses simulated in Figure 3.8 slightly over predicted the
experimental peak stresses for each strain rate. The recrystallization softening slope, softening
dwell, and secondary hardening slope almost perfectly match the experimental results for each
strain rate. A slight over prediction of the softening slope occurred at 0.0001 s-1. In Figure 3.9 the
simulated peak stresses slightly over predicted the experimental peak stresses. The severity of the
softening slope was slightly over predicted for each strain rate. Good agreement was achieved
between the secondary hardening slopes for each test case, but unlike the previous cases, the
softening dwells for 0.01 and 0.001 s-1 were under predicted.
The flow stress response is now analyzed for varying initial grain sizes and is compared
to experimental data collected by Barnett et al. (2004) during compression testing of an extruded
AZ31 Mg alloy with various values for do. The experimental results revealed a reduction in the
critical stress for DRX, i.e. critical strain, as the do decreased, which corresponds well with the
description given by Humphreys and Hatherly (2004) on the influence of do in a material’s stress
response. Humphreys and Hatherly (2004) stated that as

decreased, the stored energy potential

and grain boundary volume fractions increased, which potentially resulted in an acceleration of
the recrystallization kinetics. The DRX model’s fits of Barnett et al.’s (2004) experimental flow
curves along with one curve from Al-Samman and Gottstein (2008) for AZ31 Mg are shown in
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Figure 3.10. The experimental plots were similarly recorded using DigXY as discussed
previously and are plotted with the model results for direct comparison. The model accurately
tracked the reduction in ̃

as the do decreased. The model also captured a gradual reduction in

the severity of the softening slope as the
̃

decreased. In general the model tended to over predict

and under predict the critical strain for DRX. The model failed to capture the decreased strain

hardening gradient before the initiation of DRX. Barnett et al. (2004) attributed the change in
shape of the hardening slope and decrease in peak stress to the transition in deformation mode
from twin dominated to slip dominated.

Figure 3.10

DRX model’s fits of experimental data collected by Barnett et al. (2004) (do =
22, 11, 8, and 3 µm) for extruded AZ31 alloys and Al-Samman and Gottstein
(2008) (do = 35 µm) for an extruded AZ31 alloy. Various initial grain sizes were
used in each study.

In the present model, the steady state grain size did not vary with the choice of do.
Belyakov et al. (2003) came to a similar conclusion after studying the initial microstructures
influence in large deformations of stainless steels. The authors wish to note that the previously
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stated assumption may not always be true for all materials. The strain at which convergence was
achieved remained constant between each test since the convergence rate is governed by ξ4,
which is not sensitive to the initial microstructure.
A quick validation of the DRX plasticity model was performed by predicting the stress
response of an extruded AZ31 Mg compression coupon deformed at temperatures and grain sizes
outside the values used for calibration. Figures 3.11 and 3.12 show the DRX model’s predictions
for experimental work performed by Helis et al. (2006) on extruded AZ31 compression coupons
at a higher range of temperatures than those tested by Al-Samman and Gottstein (2008). DigXY
was used to plot the experimental results alongside the model’s flow stress predictions as
discussed previously. The do of the material tested was 42 μm. When the strain rate was held
constant at 0.0001 s-1 and the temperature was varied, the DRX model results agreed well with
the experimental data. The maximum deviation between the model solution and the experimental
solution in Figure 3.11 was 10 MPa. In general, for each test case presented in Figure 3.11, the
model over predicted the peak stress by 5 to 10 MPa, and reached a dwell that was slightly larger
than the experimental value. The secondary hardening slopes agreed well with the experimental
values.
The experimental results demonstrated that as the temperature continued to increase
towards melting, the magnitude of the recrystallization softening slope decreased until DRX had a
negligible influence on the material’s stress response (773 K). Figure 3.12 portrays a similar set
of experiments performed by Helis et al. (2006) in which the temperature was held constant at
723 K and the strain rates were varied. For this set of experiments, the model tended to over
predict the stress response by 5 to 7 MPa. As the strain rate decreased, the agreement between the
simulated and experimental solutions improved. Future work will be performed to fully validate
the accuracy of the DRX plasticity model presented in this paper against other materials.
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Figure 3.11

DRX model’s flow stress curves for an AZ31 Mg alloy versus experimental
results at a strain rate of 0.0001 s-1 , initial grain size (do) of 42 µm, and
temperatures ranging from 573 to 773 K (Helis et al., 2006).
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Figure 3.12

DRX model’s flow stress curves for an AZ31 Mg alloy versus experimental
results at a temperature of 723 K, initial grain size (do) of 42 µm, and strain rates
ranging from 0.001 to 0.00005 s-1 (Helis et al., 2006).
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The versatility of the DRX plasticity model is now checked by analyzing the flow stress
responses predicted by the model at temperatures between θt and θr (see Figure 3.13). Once the
temperature reached θt and

̃

exceeded

̃ , DRX was initiated. Just below θt, no

recrystallization influence on the stress response or microstructure evolution occurred. At θr the
greatest recrystallization softening gradients and secondary hardening slopes were achieved. The
results shown in Figure 3.13 demonstrate the model’s ability to smoothly transition from a nonrecrystallized stress response to a fully-recrystallized stress response as the temperature
approaches θr. The grain size evolution was also analyzed in Figure 3.14 for non-constant
deformation temperatures, which are likely to occur during deformation processes. The DRX
grain size evolves as a function of deformation temperature. Due to the form of Equation 3.10,
the evolving grain size ( ) will converge to the DRX grain size accordingly. In this manner, grain
growth is allowed to occur at elevated temperatures.
-600

473K
470K
464K

True Stress (MPa)

-500

472K
468K
460K

471K
466K
456K

-400
-300
-200
-100
0
0.0

Figure 3.13

-0.2

-0.4

-0.6

-0.8

True Strain (mm/mm)

-1.0

-1.2

-1.4

DRX model’s flow stress curves at temperatures between the user specified
transition temperature (θt) and the recrystallization temperature (θr) at a strain
rate of 0.01 s-1.
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Figure 3.14

DRX model’s prediction of evolving grain size ( ) for a non-constant
temperature evolution. The model tracks the evolution of the DRX grain size (dm)
as a function of temperature and converges to dm with the expression provided
in Equation 3.10.
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CHAPTER IV
DRX PLASTICITY MODEL CONSTANT CALIBRATION
4.1 Introduction
The calibration of the current DRX plasticity model implementation was broken up into
two separate fitting operations. Since the effects of DRX activation are only considered after a
critical temperature (θt) and isotropic hardening value ( ̃ ) are achieved, as discussed in Chapter
III, the model must first be fit without the influence of DRX terms in the computed flow stress. In
general, DRX processes initiate after a relatively small amount of strain. At the deformation
conditions analyzed in the present study (Al-Samman and Gottstein, 2008), DRX was shown to
occur prior to strains of -0.12.6
During initial straining, when DRX had a negligible influence on the flow stress response
of the selected AZ31 material, the model was fit using the following method. The yield point was
fit using a similar technique to that described in Bammann (1990). Once a satisfactory fit was
achieved for the yield point at each of the selected temperatures and strain rates, the hardening
slope was adjusted using the previously built-in parameters representing both kinematic and
isotropic hardening. Since the flow stress does not steadily increase until a saturation point is
reached due to the influence of DRX, the initial flow stress was fit such that the simulated flow
stress passed through the peak stress of the experimental data at approximately the same strain.
Depending upon the degree of DRX softening present in the experimental data, the initial fit will
6

The selected critical strain value is based on a general observation of the strain required to obtain the
maximum peak stress. In truth, the initiation of DRX occurs slightly before the peak stress is reached as
described by Poliak and Jonas (1996).
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likely not closely match the experimental data across the full strain range. However, a close fit
must be sought at stresses prior to the initiation of DRX. The initial fits need to be performed
with the understanding that subsequent fitting steps will incorporate the influence of DRX, and
should capture the softening and hardening associated with DRX processes at elevated strains.
The DRX model’s fits of data collected by Al-Samman and Gottstein (2008) are shown in Figures
4.1 through 4.3. As discussed in Chapter III, the experimental data was extracted from the flow
curve curves provided by Al-Samman and Gottstein (2008) using the digital fitting software
DigXY. For comparison purposes, both the model’s fit and the extracted experimental data are
plotted in the same figure. No other changes to the experimental data have been performed. The
same holds true for all subsequent experimental data sets that are represented in this chapter
unless specified. At each strain rate, the model’s fits are shown both with and without the
influence of the model’s DRX constants, whose influence will be discussed in the remaining
sections of this chapter.
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DRX model’s fits to experimental data collected for Mg AZ31 by Al-Samman
and Gottstein (2008) at a temperature of 473 K and strain rates between 0.01 and
0.0001 s-1. At each strain rate, the model’s fits are shown with and without the
influence of DRX.
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DRX model’s fits to experimental data collected for Mg AZ31 by Al-Samman
and Gottstein (2008) at a temperature of 573 K and strain rates between 0.01 and
0.0001 s-1. At each strain rate, the model’s fits are shown with and without the
influence of DRX.
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DRX model’s fits to experimental data collected for Mg AZ31 by Al-Samman
and Gottstein (2008) at a temperature of 573 K and strain rates between 0.01 and
0.0001 s-1. At each strain rate, the model’s fits are shown with and without the
influence of DRX.
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4.2

Thermal Constant Calibration (θt, θr, θs, θm)
The DRX plasticity model includes four thermal constants that must initially be chosen.

These constants include: transition temperature (θt), recrystallization temperature (θr), saturation
temperature (θs), and melting temperature (θm). All temperatures are stored in units of Kelvin. For
materials that commonly experience DRX processes, the θr and θm are commonly found in
literature and in some material data sheets. If required, experimental studies can be performed to
determine θr.
The θt is chosen by the user. Refer back to Section 3.5 for the contribution of θt in the
model flow curves. In general, the selection of θt allows the model to gradually transition from
the base configuration in which DRX terms are inactive to a configuration in which DRX terms
are fully active. To accomplish this goal, θt must be set to a lower temperature than θr. If θt were
set equal to θr, the model would instantly activate DRX terms when the deformation temperature
exceeded θr (assuming that ̃

had also been exceeded). If this were to occur, a small increment

in strain could potentially result in a large and instantaneous reduction in the flow stress. An
instantaneous decrease in stress would not be expected to occur in nature, unless localization
occurs, and could potentially result in numerical instability during the model implementation. In
order to avoid these problems, θt was designed to be slightly less than θr. The present study used a
value for θt that was 20 K less than θr. Figure 3.13 provides an illustration of how θt allows for
the gradual activation of DRX terms in the simulated flow stress response.
The last temperature of interest is θs. The θs was included in the model to allow grain
growth to occur at elevated temperatures once DRX has activated. After θs is exceeded, the DRX
grain size is allowed to increase suddenly at elevated rates as shown in Figure 4.4. The exact
influence of θs on the DRX grain size is controlled by adjusting C43 and C44. These parameters
will be discussed in a later section. The θs can be determined from experimental data. As shown
in Figure 4.4, a clearly delineated increase in grain size occurs after a temperature of 560 K is
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reached. In some cases, the rate of the DRX grain size reduction/growth may be steady and θs can
be set to equal θm, thus removing the influence of θs from the evolution of the DRX grain size.

θs

Figure 4.4

4.3

DRX model’s fits of DRX grain sizes recorded by Tanner and McDowell (1999)
for OFHC Cu samples compressed at a strain rate of -0.0004 s-1. Two fits are
provided. The first shows the model’s ability to capture grain growth when θs
was set equal to 560 K. The second shows the model’s prediction when θs was
set equal to θm (1356 K).

DRX Softening Exponent (C27)
Now that the thermal constants are known, the parameters that directly control the

influence of DRX on the stress and grain size evolutions are now discussed. The parameter C27 is
included in the isotropic hardening rate expression ( ̃ ) shown in Equation 3.1. Since C27 is the
exponent of the previous step’s

̃

value, C27 exhibits a greater influence at deformation

conditions that promote increased ̃ values (i.e. low temperatures and high strain rates). The
influence of C27 on the DRX model’s flow stress at various deformation temperatures and strain
rates is shown in Figure 4.5. For each deformation condition illustrated in Figure 4.5, an increase
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in C27 results in an amplification of the softening influence of DRX in the material’s flow stress
response.

Figure 4.5

4.4

Influence of C27 on simulated flow stress response of Mg AZ31 at temperatures
ranging from 473 to 573 K and between strain rates of 0.01 and 0.0001 s-1.

Critical Isotropic Hardening Constants (C28, C29, C30, C31, γn, κcrn)
Two conditions must be satisfied in order for the DRX parameters to activate in the DRX

plasticity model. First, the deformation temperature must exceed the user specified θt as discussed
in Section 4.2. Second, the current analysis step’s ̃ must exceed the determined value for ̃ .
The parameter ̃

was chosen to serve as a critical condition for the activation of DRX in order

to remain consistent with the choice of using ̃ to account for the influence of DRX throughout
the DRX model development. As described in Section 3.4, ̃
deformation temperature and strain rate. In the present study,

̃

is dependent upon both the
was chosen in to be 90% of the

difference between the peak stress and the yield stress. Table 4.1 provides the current studies ̃
values computed from experimental compression data collected by Al-Samman and Gottstein
(2008) for extruded AZ31 samples.
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As shown in Table 4.1, ̃

is a direct function of deformation temperature and strain

rate. In order to create a model prediction for ̃
parametric dependences of ̃

that depends on the deformation conditions, the

to temperature and strain rate were combined into the function

as shown in Equation 3.2. The function

includes the influence of strain rate, deformation

temperature, and melting temperature along with the user defined constant, C28. The constant C28
influences the spread in the experimentally computed data. A value is chosen such that a more
predictable trend is generated. Refer to Figure 4.6 for an illustration of the influence of C28 in the
data spread of the computed ̃

values listed in Table 4.1. The constant C29 was adjusted for each

value of C28 to achieve an optimal fit. The solution was considered optimal when the summation
of the absolute values of the difference between the experimental and model fits at each
deformation condition was minimized.
Table 4.1

̃ values computed from compression flow curves recorded by Al-Samman and
Gottstein (2008) on a Mg AZ31 alloy having an initial grain size (do) of 35 µm.

For the results portrayed in Figure 4.6, three values were chosen for the constant, C28. In
general, poor model fits are achieved for small values of C28 (<1.0E6). For this reason a relatively
small value of 2.0E5 was chosen for the first trend prediction. The results show that poor
agreement between the DRX model’s fit and the experimental values is achieved. The best
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agreement occurred between the model fit and experimental values when C28 was set equal to
2.0E11. As C28 was further increased to 2.0E15, an unrecoverable divergence began to occur.
The influence of C29 in the model fit of experimental ̃

values is shown in Figure 4.7.

The fitting process is begun by first selecting the normalization constants γn and κcrn. For the
present study, γn and κcrn were chosen to equal the smallest experimental
experimental ̃

and largest

values after C28 was optimized, respectively. The non grain size dependent

portion of Equation 3.3, which includes the influence of C29, is of a similar mathematical form as
discussed in Appendix A. When C29 is set equal to zero, the functional dependence of
removed and ̃

̃

to

is

remains constant at κcrn for all values of . As C29 increases in magnitude (larger

negative values), the DRX model’s fit progresses towards a non-linear, exponential decay. The
optimum agreement occurred when C29 was approximately equal to -5.

Figure 4.6

Experimental ̃ values (Table 4.1) plotted as a function of . The fitting
constant C28 is adjusted such that the best DRX model fit of ̃ at all
deformation conditions is achieved. Once C28 was chosen, the constant C29 was
adjusted to provide the minimal absolute error between the model fit and
experimental ̃ values. The minimized error for each data set is shown in the
model fit labels.
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As discussed in Section 3.4, an initial grain size dependence was included in the
calculation of ̃

through the constants C30, C31, and dom, where dom is the grain size used during

initial calibration (35 µm per Al-Samman and Gottstein, 2008). In general, a reduction in initial
grain size results in a reduction in the ̃

required to initiate DRX. For the present study, results

from experimental work performed by Barnett et al. (2004) on an extruded AZ31 alloy were used
to fit the constants C30 and C31. Each of the initial grain sizes tested by Barnett et al. (2004) were
smaller than the initial grain size of 35 µm tested by Al-Samman and Gottstein (2008). The data
presented in Figure 3.10 was recoded at a temperature of 473 K and a strain rate of 0.01 s-1.
Identical deformation conditions were used during Al-Samman and Gottstein’s (2008) studies. As
such direct comparison between the two studies is considered applicable.

Figure 4.7

Influence of C29 in DRX model fits of the experimental ̃ values provided in
Table 4.1. An increase in C29 is shown to produce a steeper exponential decay in
the experimental fit.

From the results shown in Figure 3.10, the percent reductions of ̃

at each of the initial

grain sizes tested were estimated using the following method. To begin, the difference was taken
between the peak stress in Figure 3.10 at each initial grain size value and the yield stress used
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during the computation of

̃

in Table 4.1 at identical deformation conditions. A slight

difference in the recorded yield stress was shown to occur between the two experimental studies
discussed previously. The percent ̃

was then computed by taking 90% the difference between

the selected peak stress and yield stress. The normalized stress was then computed by dividing the
computed stress by the ̃

value recorded in Table 4.1 at identical deformation conditions. For

the case of deformation at 473 K and 0.01 s-1, Table 4.1 indicates a ̃
this method, the percent reduction or growth for ̃

of 139.5 MPa. By using

as a function of initial grain size was

computed as shown in Figure 4.8.

Figure 4.8

DRX model’s fits of computed ̃ fractional percents as function of initial grain
size (do). dom represents the initial grain size used during initial calibration (35
µm). Various values for C30 and C31 are shown to illustrate their influence on the
model’s fit for the ̃ fractional percents. Data collected by Al-Samman and
Gottstein (2008) and Barnett et al. (2004) were used to compute the experimental
̃ fractional percents.

The results from Figure 4.8 are interpreted as follows. For the case of the plotted
experimental values, consider first the data point collected for an initial grain size of 3 µm, which
shows a fraction percent ̃

of 0.30 or 30%. The ̃
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grain size of 3 µm is thus shown to be 30% of the ̃

value recorded during initial calibration

(Table 4.1). Since dom equals 35 µm, the fractional percent is shown to equal 1 when an initial
grain size of 35 µm is used in the model. Therefore, ̃

is solely influence by C28 and C29 when

do equals dom.
Figure 4.8 illustrates the influence of C30 and C31 on the DRX model’s prediction of the
̃

fractional percent. The grain size dependent portion of Equation 3.3 is formulated in a similar

manner to the equation discussed in Appendix A. The constant C30 influences the steady state
value in the ̃

fractional percent. When C30 equals 0.4, the steady state fractional percent

reduces by 40% from the baseline case (100% at do = 35 µm). The constant C31 influences the
shape of the convergence curve. For the present case, the best model fit occurred when C30
equaled 0.8 and C31 equaled 0.25. The fit achieved using these constant values does not allow for
drastic increases in the ̃

fractional percent for initial grain sizes that are larger than dom (refer to

Figure 4.8). Although experimental data was not found during this study to support this trend, the
author assumes that the largest variations in ̃

would occur for smaller initial grain sizes. Refer

to Figure 3.10 for the DRX model’s fit of Barnett et al.’s (2004) experimental compression
curves. Note that the model’s fit does not account for changes in the material’s initial hardening
response before DRX initiates. The experimental results collected by Barnett et al. (2004), when
compared to the results collected by Al-Samman and Gottstein (2008), illustrate that a change in
the strain hardening mechanism occurs due to variations in the initial grain size before DRX even
occurs. These slope changes most likely occur due to the grain size’s influence on active slip
systems. A reduction in initial grain size often reduces the critical resolved shear stress similarly
to an increase in temperature.
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4.5

ξ2 Softening Coefficient Constants (C36, C37, C38, C39)
Now that the critical parameters required to initiate DRX are known, the influence of

DRX on the subsequent flow stress must be specified. Three parameters directly incorporate the
influence of DRX in the material’s flow stress response through the computation of ̃ as shown
in Equation 3.1. These parameters include ξ1, ξ2, and . Since ξ2 has a greater influence on ̃
immediately after DRX initiates, the influence of ξ2 is discussed first. The experimental flow
curves collected by Al-Samman and Gottstein (2008) exhibited the largest softening gradient at
temperatures near θr. The influence of ξ2 gradually decreased as the temperature increased until ξ2
eventually reached zero and no DRX softening occurred. The experimental flow curves
demonstrated a linear dependence in ξ2 to temperature.
Since a critical stress must be reached before DRX activates in the present study, the
following discussion only holds true when ̃ is greater than ̃ . When ̃ is less than ̃ , the
magnitude of ξ2 is zero regardless of the deformation temperature, thus negating the influence of
ξ2 in the evolution of ̃ until DRX activates. Figure 4.9 provides a schematic illustration of ξ2’s
evolution in magnitude as a function of temperature. Three temperature regions are shown:
Region I (θ < θt), Region II (θt ≤ θ < θr), and Region III (θ ≥ θr). In Region I, the critical
temperature required to initiate DRX (θt) has not been reached. As such the magnitude of ξ2 is set
equal to zero, thus negating the influence of ξ2 in the evolution of ̃ . Once the temperature
exceeds θt, the magnitude of ξ2 gradually increases until the maximum value is reached at θr. As
shown in Equations 3.6 and 3.7, the peak magnitude of ξ2 is specified using the constant C36.
After the temperature exceeds θr, the constant C37 controls the decline in ξ2 until ξ2 reaches and
maintains a value of zero, at which point DRX softening no longer occurs.

62

UNCLASSIFIED

Region I

Region III

Region II

Figure 4.9

Temperature dependence of the DRX softening parameter ξ2. The temperature
dependence is divided into three regions: Region I (θ < θt), Region II (θt ≤ θ < θr),
and Region III (θ ≥ θr). When ̃ is less than ̃ , ξ1 is zero regardless of the
deformation temperature.

Figure 4.10

DRX model’s fits of experimental data collected by Al-Samman and Gottstein
(2008) at temperatures between 473 and 673 K and 0.01 s-1. For each
experimental fit, the constant C36 equaled 1450. The influence of C37 is shown by
setting C37 equal to zero (negating the influence of temperature on ξ2) and equal
to 6 (reducing the magnitude of ξ2 by 6 for every 1 K increase in temperature).
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The constants C36 and C37 were determined in the present study using the following
method. Since the peak value of ξ2 occurred when the deformation temperature equaled θr, the
constant C36 was found using the experimental data collected at θr. Refer to Figure 4.10 and
Equation 3.7 during the upcoming discussion. When C36 equaled 1450, a good fit was achieved
for the data collected at a temperature of 473 K. However, when C37 was set equal to zero, the
parameter ξ2 directly equaled C36 for all temperatures greater than θr. The fits illustrated in Figure
4.10 indicate that the magnitude of ξ2 must decrease as the deformation temperature increases
beyond θr. In order to reduce the magnitude of ξ2 at elevated temperatures, the constant C37 was
varied until the best fit was achieved for all deformation temperatures at a constant strain rate.
The optimum fits occurred when C37 equaled 6.
As with ̃ , an initial grain size dependence is included for ξ2. From the experimental
results collected by Barnett et al. (2004), the softening due to DRX is shown to decrease as the
initial grain size is reduced (refer to Figure 3.10). The decrease in softening most likely results
from the activation of additional non-basal slip systems as the initial grain size decreases. The ξ2
fractional percents were computed in a similar manner to ̃ . Since all of Barnett et al.’s (2004)
data was recorded at 473 K, the parameter ξ2 was previously determined to equal 1450 at 473 K
for an initial grain size of 35 µm. The percent reduction was initially found by setting C38 equal to
zero. As shown in Equations 3.6 and 3.7, when C38 equals zero, the influence of the initial grain
size on ξ2 is removed. However, the initial grain size still influences the initiation of DRX
through ̃ . Since the deformation temperature equaled θr and ξ2 directly equaled C36, the
constant C36 was adjusted for each initial grain size to achieve the best fit of the softening slope.
The percent reduction in ξ2 for each initial grain size was then computed by dividing the adjusted
value for C36 by the known value for ξ2 at 473 K (1450). Once the experimental ξ2 fractional
percents were determined, the constants C38 and C39 were adjusted until the best fit was achieved
as shown in Figure 4.11.
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Figure 4.11

DRX model’s fit of experimental ξ2 fractional percent reductions computed from
experimental data recorded by Barnett et al. (2004) for AZ31 as a function of
initial grain size (do). dom represents the initial grain size used during initial
calibration (35 µm).

Figure 4.12

DRX model’s fits of experimental data collected by Barnett et al. (2004) (do =
22, 11, 8, and 3 µm) for extruded AZ31 alloys and Al-Samman and Gottstein
(2008) (do = 35 µm) for an extruded AZ31 alloy. Various initial grain sizes were
used in each study. The ξ2 fractional percents of ξ2 at dom are provided, where dom
represents the initial grain size during the initial calibration (35 µm).
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The constants C38 and C39 influence the fit shown in Figure 4.11 in a similar manner to
C30 and C31 as shown in Figure 4.8. In this study, C38 was found to equal 0.11 and C39 was set
equal to 0.19. A plot illustrating the experimental ξ2 fractional percent reductions along with the
DRX model’s fit of data collected in both Barnett et al.’s (2004) and Al-Samman and Gottstein’s
(2008) studies is provided in Figure 4.12. When the constants C38 and C39 are active in Equation
3.7, the model’s fit of Barnett et al.’s (2004) data improves.
4.6

ξ1 Hardening Coefficient Constants (C32, C33, C34, C35)
Now that the influence of DRX softening is known and captured in the parameter ξ2, the

influence of DRX in secondary hardening is now discussed. The experimental data collected by
Al-Samman and Gottstein (2008) exhibited a secondary hardening slope during some
deformation conditions. The most prominent hardening slope was evident at a deformation
temperature of 473 K and a strain rate of 0.01 s-1. The present author believes these secondary
hardening slopes to have occurred due to a secondary accumulation of dislocations during
continued straining. The reduction in initial grain size during DRX may also contribute to
hardening as stated by the Hall (1951) and Petch (1953) criterion. In order to capture the
secondary hardening in the model’s fits, the parameter ξ1 was added to the computation of ̃ in
Equation 3.1. As shown in Equations 3.4 and 3.5, the computation of ξ1 is broken up into three
temperature regions as was done for ξ2. A schematic illustration of ξ1’s temperature dependence is
provided in Figure 4.13. As with ξ2, the magnitude of ξ1 equals zero until ̃ is greater than ̃ ,
regardless of the deformation temperature.
Similarly to ξ2, the maximum hardening occurred at a deformation temperature of θr. At
temperatures lower than θt (Region I), DRX was not active and ξ1 was set equal to zero. After the
temperature exceeded θt (Region II), the magnitude of ξ1 increased until the maximum value was
reached at θr. According to the experimental data, the influence of secondary hardening reduced
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as the temperature increased (Region III). Eventually the temperature increased to the point where
DRX processes no longer influenced the flow stress. When this occurred, ξ1 equaled zero and
remained steady at zero during subsequent temperature increases.

Region I

Region III

Region II

Figure 4.13

Temperature dependence of the DRX hardening parameter ξ1. The temperature
dependence is divided into three regions: Region I (θ < θt), Region II (θt ≤ θ < θr),
and Region III (θ ≥ θr).

The constants C32 and C33 control the magnitude of ξ1 during the initial calibration. The
constant C32 was determined by analyzing the experimental data collected at θr. At θr the
parameter ξ1 directly equals the constant C32. By adjusting the constant C32, the best experimental
fit for the data collected at θr occurred when C32 equaled 13. By setting the constant C33 equal to
zero, the temperature dependence of ξ1 is removed at temperature greater than θr. As such, ξ1
remains constant at C32 for all temperatures greater than or equal to θr when C33 equals zero. The
results shown in Figure 4.14 illustrate that an over prediction of the secondary hardening gradient
occurs for elevated temperature when C33 is set equal to zero. The best experimental fit was
achieved when C33 equaled 0.065.
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Figure 4.14

DRX model’s fits of experimental data collected by Al-Samman and Gottstein
(2008) at temperatures between 473 and 673 K and 0.01 s-1. For each
experimental fit, the constant C32 equaled 13. The influence of C33 is shown by
setting C33 equal to zero (negating the influence of temperature on ξ1) and equal
to 0.065 (reducing the magnitude of ξ2 by 0.065 for every 1 K increase in
temperature).

As with ξ2 and

̃ , a grain size dependence was included for ξ1. The grain size

dependence of ξ1 is controlled through the constants C34 and C35. Although no data is provided
concerning the influence of initial grain on the secondary hardening slopes in either of the
previously mentioned studies, the trend is assumed to follow the same pattern as ξ2’s grain size
dependence. The influence of DRX on secondary hardening is shown to decrease as the
temperature increases. The constants C34 and C35 were adjusted until the expected trends
occurred. Figure 4.15 illustrates the evolution of ξ1 as a function of initial grain size when C34
equals 1 and C35 equals 0.8.
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Figure 4.15

DRX model fit of experimental ξ1 fractional percent reductions estimated from
experimental data recorded by Barnett et al. (2004) for AZ31 as a function of
initial grain size (do). dom represents the initial grain size used during initial
calibration (35 µm).

Figure 4.16

DRX model’s fits of experimental data collected by Barnett et al. (2004) (do =
22, 11, 8, and 3 µm) for extruded AZ31 alloys and Al-Samman and Gottstein
(2008) (do = 35 µm) for an extruded AZ31 alloy. Various initial grain sizes were
used in each study. The ξ1 fractional percents of ξ1 at dom are provided, where dom
represents the initial grain size during the initial calibration (35 µm).
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Figure 4.16 shows the model’s fits for the flow stress hardening of the data collected by
Barnett et al. (2004) and Al-Samman and Gottstein (2008) for various initial grain sizes. The
DRX model’s fits of the experimental data shown in Figure 4.16 revealed that the influence of ξ1
approached zero as the initial grain size reduced to approximately 8 µm. As such the fractional
percent of ξ1 at an initial grain size 8 µm was specified to approach zero. This meant that the
magnitude of ξ1 during calibration (13 at do = 35 µm) decreased by 100% as the initial grain size
approached 8 µm. The constant C34 controls the steady state value of the ξ1 fractional percent.
The steady state value for ξ1’s fractional percent was set equal to zero by making C34 equal 1. The
constant C35 then controlled the shape of the curve evolution towards the steady state.
4.7

ξ3 Smoothing Coefficient Constant (C40)
In order to avoid a sudden drop off in stress once the deformation temperature exceeds θt

and ̃ exceeds ̃ , the parameter ξ3 was added to serve as a smoothing function. The parameter
ξ3 requires the selection of the constant C40 as shown in Equation 3.8. The constant C40 specifies
the strain range over which DRX becomes fully active once all of the necessary conditions for
DRX are satisfied. The current implementation of the DRX plasticity model requires that C40 be
larger than zero. One potential drawback in the inclusion of C40 is that an increase in C40 results in
an increase in the peak stress attained before DRX softening fully occurs. Figure 4.17 shows the
influence of C40 in the activation of DRX softening. C40 was chosen to equal 0.04 in the present
study.
4.8

DRX Grain Size Constants (C41, C42, C43, C44)
The last parameter that directly influences the evolution of ̃ is the grain size ( ). The

grain size is controlled in the DRX model using the constants C41, C42, C43, and C44. As described
in Section 3.4 and 4.2, the prediction of the DRX grain size is broken up into two temperature
regions through the thermal constant θs. At temperatures below θs, drastic grain growth is
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assumed to not occur. For some materials, when the temperature exceeds some critical value (θs),
rapid DRX grain growth can occur.

Figure 4.17

Influence of the constant C40 in the DRX model’s fit of experimental data
collected by Al-Samman and Gottstein (2008) for an AZ31 alloy compressed at
473 K and 0.01 s-1.

The constants C41 and C42 control the DRX grain sizes at temperatures below the selected
temperature of θs. As discussed in Section 3.4, predictions for the DRX grain size in literature
commonly use a power law fit of the DRX grain size versus the corresponding Zener-Hollomon
parameter (Z). The Z parameter combines the influence of temperature and strain rate into a single
functional form (see Equation 3.11). A linear trend is usually observed when the DRX grain size
is plotted in this manner. Figure 4.18 demonstrates the linear fit achieved when a power law fit is
applied to the logarithmic DRX grain size versus the logarithmic Z value.
In this study, the experimental grain sizes were recorded by Al-Samman and Gottstein
(2008) during compression tests of AZ31 samples at various deformation conditions to a true
strain of -1.2. The applied strain of -1.2 was assumed sufficient enough to allow for the DRX
grain size to reach a steady state since the influence of DRX was noted in the flow curves at
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strains below -0.12. As such, the grain sizes recorded by Al-Samman and Gottstein (2008) are
assumed to directly equal the DRX grain sizes of the material at each deformation condition
tested. As shown in Figure 4.18, the constant C41 equals the coefficient of the power law fit, while
the constant C42 equals the exponent of the fit. For the fit shown in Figure 4.18, C41 equaled 159.2
while C42 equaled -0.16879.

dm = ω C41 ZC42

Figure 4.18

DRX model power law fit of experimental DRX grain sizes recorded by AlSamman and Gottstein (2008) during compression tests of an AZ31 alloy at
temperatures ranging from 473 to 673 K and strain rates between 0.01 and
0.0001 s-1. For this fit, ω was set equal to 1.

In the present study, no grain growth was shown to occur in the DRX grain sizes relative
to the initial microstructure. Each of the DRX grain sizes recorded were less than 50% of the
material’s initial grain size. However, the results shown in Figure 4.4 clearly illustrate that this
trend will not hold true for all materials and testing conditions. Since the microstructure
measurements used in the present study were only taken at temperatures between 473 and 673 K,
the potential for rapid grain growth still exists at temperature beyond 673 K and below θm. To
accommodate the potential for rapid increases in the DRX grain size, Equation 3.12 includes the
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constants C43 and C44. Equation 3.12 is structured in a similar manner to the expression described
in Appendix A. The influence of both C43 and C44 on the evolution of the DRX grain size is
shown in Figure 4.19. As the magnitude of C43 increases (larger negative value), the peak grain
size increases until grain growth occurs beyond the original grain size. The convergence rate of
grain growth to the peak value is controlled through the constant C44. The current implementation
set C43 equal to -0.94 and C44 equal to 0.11.

Figure 4.19

DRX grain size evolution as a function of deformation temperature. Rapid DRX
grain size increases are shown to occur for certain cases once the temperature
exceeds θs (618 K). The constant C43 controls the peak value in the grain size
increase while the constant C44 controls the shape of the evolution curve.

A plot similar to the one shown in Figure 3.2 is shown below in Figure 4.20. DRX model
predictions for the DRX grain size have been added for temperatures of 773 and 873 K. For
temperatures that exceed θs, a temperature layering effect is demonstrated in Figure 4.20. Each
series of fits performed at a constant temperature above θs occupies a new level in the figure
shown below. Between each layer, the rate of increase in the DRX grain size remains unchanged.
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Figure 4.20

4.9

DRX model’s fit of experimental DRX grain sizes recorded by Al-Samman and
Gottstein (2008) during compression tests of an extruded AZ31 alloy at
temperature ranging from 473 to 673 K and strain rates between 0.01 and 0.0001
s-1. θs was set at 618 K during the fitting process.

DRX Volume Fraction Constants (C45, C46)
The final two constants of interest are the constants C45 and C46. These constants control

the thermal dependence of the DRX volume fraction’s (X) evolution through the parameter ξ4.
Refer to Equations 3.9 and 3.14. The formulation of Equation 3.9 is similar to the formulation
described in Appendix A. An illustration of both C45 and C46’s influence on the evolution of X is
provided in Figure 4.21. The trends demonstrated in Figure 4.21 match closely with experimental
observations provided by Tan and Tan (2003) for Mg AZ31 and simulation results obtained by
Ding and Guo (2001) for OFHC Cu.
In general, an increase in temperature results in an increase in the rate of convergence of
X to unity. However, an increase in temperature also reduces the effectiveness of grain
refinement. A plot demonstrating the influence of temperature is provided in Figure 4.22. In the
present study, since direct experimental data was not available for fitting, the evolution for X was
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adjusted such that the expected trends were maintained at each deformation temperature and
strain rate.

Figure 4.21

Influence of C45 and C46 in the DRX model’s prediction for evolution of DRX
volume fraction (X).

Although a strain rate influence is not directly built into the expression for X as shown in
Equation 3.9, the strain rate does influence the evolution of X through the variable εr. Recall from
Section 3.4 that εr is stored in the model once all conditions required for DRX are satisfied, i.e. θ
≥ θt and ̃ ≥ ̃ . The influence of strain rate is contained within the parameter ̃ . As such the
value of εr directly depends upon the value of ̃ . In Equation 3.9, a change in εr influences the
progression of X in the following manner. The value of εr controls the activation of X. At strains
less than εr, no DRX occurs and X remains steady at zero. Once the strain exceeds εr, the
evolution of X becomes active and is under the influence of deformation temperature. Although
slower strain rates result in the activation of DRX at lower strains, the evolution of X will not
fully reach unity for some cases until a strain of εm is attained. As such, the slope of convergence
for X may be slightly influenced for variations in strain rate as shown in Figure 4.23.
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Figure 4.22

Influence of temperature in DRX model’s evolution of DRX volume fraction (X)
at a constant strain rate.
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Figure 4.23

Influence of strain rate in DRX model’s prediction for evolution of DRX volume
fraction (X) at a constant temperature.
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CHAPTER V
IMPLEMENTATION OF DRX PLASTICITY MODEL INTO FRICTION STIR SPOT WELD
SIMULATION
5.1 Introduction
With the shift of automobile manufactures seeking to use new lightweight aluminum and
magnesium alloys to replace traditional steel components, research has expanded to develop
improved joining techniques. Resistance spot welds and rivets have been the most widely used
joining techniques to date, but pose limitations when used with these new alloys. Resistance spot
welds work well with steel components due to their relatively cheap cost, flexibility with poor
part fit, and ease of maintenance. When this welding technique is applied to aluminum and
magnesium alloys, the following problems are likely to arise. The electrode tip life for resistance
spot welded aluminum is shorter than for steel welds; resulting in timely tip replacement
(Williams, 1984). Aluminum alloys also commonly exhibit a poor solidification microstructure
and are prone to experience porosity formation in the weld zones. Testing has shown a significant
loss in mechanical properties in the weld zone compared to the properties of the base material
(Mishra et al., 2005).
One potential replacement for resistant spot welding is friction stir welding (FSW) and
friction stir spot welding (FSSW). FSW processes occur continuously in a solid state and thus
remove many of the porosity issues that affect resistant spot welds. Due to the relatively recent
development of FSW processes, research efforts into the complicated thermo-mechanical
interactions inherent during weld formations are ongoing. The present effort looks to combine the

77

UNCLASSIFIED
microstructural modeling capability discussed in Chapter III with finite element simulations of a
FSSW process in Mg AZ31 sheets. The complex interaction between temperature, strain, strain
rate, microstructure, and stress evolution are thus tracked during the entire weld formation. The
final microstructure and stress state recorded during the weld simulation can then be used in
subsequent fatigue and service life studies of the welded joint.
5.2

Background to FSW Processes
A fundamental breakthrough in welding technology occurred at the Welding Institute of

UK in 1991 (Thomas et al., 1991). A new solid-state joining technique known as friction stir
welding (FSW) was developed that enabled reliable, strong welds to be applied to both aluminum
and magnesium alloys. Since the weld is created in solid state and does not require the use of a
filler material or shielding gas to form the weld, friction stir welds are not plagued by the porosity
and mechanical weakening that fusion welding techniques often exhibit during solidification
(Mishra et al., 2005; Pareek et al., 2006; Woo et al., 2008). As such the welded material should
maintain a comparable mechanical performance to that of the base material (Suhuddin et al.,
2009). Friction stir welding also offers the advantage of precise microstructure control during the
weld formation. Friction stir processing techniques are frequently employed to help modify and
improve the microstructure of the base material by creating a fine and equiaxed grain structure
with enhanced ductility. From a manufacturing standpoint, friction stir welds are desirable due to
their low energy requirements, limited number of process parameters, limited weld preparation,
and reduced operator skill (Pareek et al., 2006; Afrin et al., 2008).
The process of friction stir welding is actually quite simple. A rotating, non-consumable
pin and shoulder are placed on top of the material to be welded. The pin and shoulder are
revolved at a programmed speed and driven into the welding material at a specified load and
depth (Mishra et al., 2005). The pin and shoulder serve two distinct functions in the weld
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formation. The pin is primarily responsible for deforming the material in the region around the
pin’s periphery and generating material flow. Although the pin generates heat during the weld
formation, the shoulder is primarily responsible for the heat generation and containing the
plasticized material (Colegrove et al., 2003). Upon contact between the tool pin/shoulder and
weld surface, frictional heat is generated that raises the temperature of the weld material to
roughly the solidus temperature (Su et al., 2007; Gerlich et al., 2005; Colegrove et al., 2003)7.
The weld material then becomes highly plasticized and begins to move around the pin head in a
highly complex fashion. After the weld reaches the specified depth, the weld pin transverses
along the feed direction to form a continuous solid state joint. The pin geometry that is used
during the weld plays a key role in the flow pattern of the weld zone (Mishra et al., 2005).
Friction stir spot welds (FSSW) are formed in a similar fashion. The main difference results from
there being no transverse motion of the rotating pin in FSSW. During FSSWs, the rotating pin is
driven into the material much like during a FSW, except the rotating pin is allowed to dwell in the
material for a specified dwell period before being withdrawn from the material. This process
forms a localized weld in the region surrounding the penetration of the rotating pin such that a
spot weld is formed.
5.3

Microstructure Evolution during FSW and FSSW
Due to the combined effects of plastic flow, thermal generation, and texture evolution

inherent during FSW and FSSW processing, three distinct thermal/microstructural regions are
commonly formed. These regions include the stir zone (SZ), thermally affected zone (TMAZ),
heat affected zone (HAZ), and base metal (BM). The microstructural features in magnesium
alloys commonly observed in each of these thermal zones are discussed presently. However,

7

In material sciences, the material is considered to be entirely solid at temperatures below the solidus
temperature. The solidus temperature does not necessary coincide with the melting temperature, but instead
represents the point at which at least one phase of the material begins to melt.
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during the upcoming discussion, care must be taken to not over generalize the observations
observed in one experimental study. The evolving microstructures inherent during FSW and
FSSW processing are strongly dependent upon the deformation conditions employed during each
particular study. These conditions include: plunge rate, rotation speed, plunge depth, transverse
rate, dwell time, plunge force, pin/shoulder geometry and size, etc. Small variations in any one of
these process parameters could result in microstructural changes that differ and possibly
contradict observations from other studies.
Perhaps the most influential and well studied microstructural region of FSWs and FSSWs
is the SZ. The SZ, commonly referred to as the weld nugget in FSW processes, is formed during
transport of material from the upper plate surface into the lower regions of the weld as shown
during flow studies performed by Su et al. (2006) in aluminum FSWs and Yang et al. (2010) in
magnesium FSWs. After the material is driven to the bottom of the weld, the material is released
and subsequently pushed back to the upper surface to accommodate the further deposition of
upper plate material. The combination of increased material flow, elevated strain rates, and
temperatures approaching the solidus temperature result in the formation of a fine, dynamically
recrystallized grain structure near the pin and shoulder (Afrin et al., 2008). Processing parameters
are generally chosen such that the recrystallized grain size in the SZ is smaller than the grain size
of the base material as seen by Woo et al. (2008). A reduction in grain size generally results in an
improvement in material strength according to the Hall-Petch relation. Various researchers have
observed significant grain size variations throughout the thickness of the SZ in magnesium FSWs.
The distribution of the grain sizes vary depending upon the welding conditions used in each
particular study. Both Woo et al. (2008) and Pareek et al. (2007) analyzed cross sectional cuts of
AZ31 FSWs and observed fine recrystallized grain structures at the upper surface of the SZs. The
grains gradually increased in size as the weld depths increased. Afrin et al. (2008) observed the
exact opposite trend. The coarsest grain structure in the SZ was observed by Afrin near the upper
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surface of the weld. There are several process parameters that influence the heterogeneous grain
size distribution throughout the thickness of the weld.
In Chapter II, the dynamically recrystallized grain size was shown to strongly depend
upon both deformation temperature and strain rate. In general a decrease in strain rate and an
increase in temperature, results in an increase in the dynamic recrystallized grain size. When the
weld transverse speed is increased in FSWs, the material is subjected to higher strain rates and is
allowed to cool faster at the upper surface than at slower transverse speeds. The increased strain
rates and decreased temperatures result in a smaller recrystallized grain size (Pareek et al., 2007).
The opposite trend is observed as the transverse speed is reduced. Other factors that could
influence the size of the microstructure throughout the thickness of the plate are tool rotation
speed and shoulder diameter. A larger shoulder diameter and an increased rotation speed, both
result in an increase in temperature at the upper surface. The increased temperature should result
in an increased grain size in the upper regions of the weld under these conditions. Commin et al.
(2009) studied the influence of the shoulder diameter on the grain size distribution throughout the
various thermal regions of AZ31 FSWs and found that an increased shoulder diameter resulted in
an increase in grain size throughout each region.
In the present study, optical images recorded by Jordon et al. (2010) during FSSW of
AZ31 lap-shear joints were examined. Optical micrographs of the SZ illustrated a grain structure
that exhibited a wavy grain boundary distribution in which individual grains were difficult to
separately distinguish. Suhuddin et al. (2009) made a similar observation following FSW
processing of AZ31. Suhuddin described the grain structure in the stir zone as not exhibiting a
microstructure that could accurately be described in terms of grains. Instead Suhuddin described
the microstructure as consisting of an irregular mixture of high and low angle boundaries. A
similar description could apply to the microstructure observed in the present study. The optical
micrographs collected by Jordon et al. (2010) are shown below in Figure 5.1.
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Figure 5.1

Microstructure distribution recorded in the (a) SZ (~ 3.7 µm), (b) TMAZ (~5.7
µm), (c) HAZ (~ 6.3 µm), and (d) base metal (~ 3.0 µm) of a FSSW formed
during studies by Jordon et al. (2010) on Mg AZ31 plates. The average grain
sizes recorded using the linear intercept method are shown in parenthesis.

The microstructure of the SZ is typically described as exhibiting a fully recrystallized
microstructure in which the parent microstructure and twin planes have been fully converted to
equiaxed, recrystallized grains. The thermal zone adjacent to the SZ is the TMAZ. In magnesium
alloys, the microstructure of the TMAZ is observed to undergo dynamic recrystallization, the
percentage of which strongly depends upon the processing parameters used during weld
formation. Two microstructural descriptions are generally ascribed to the TMAZ. In some cases,
the microstructure is described as exhibiting an equiaxed, recrystallized microstructure in which
the aspect ratios of the individual grains are roughly uniform. Afrin et al. (2008) observed a
dynamically recrystallized TMAZ following FSW processing of an AZ31 alloy. The TMAZ is
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also frequently described as having a grain structure composed of elongated grains formed during
the heavy plastic deformation induced during welding. Xunhong et al. (2006) described the
TMAZ of FSW processed AZ31 in this manner. A similar description commonly applies to FSW
processed aluminum alloys, which generally exhibit a TMAZ with an elongated grain structure.
Optical images taken by Su et al. (2003) illustrate the elongated nature of the TMAZ in 7050T651 aluminum following FSW processing. The differences observed by Afrin et al. (2008) and
Xunhong et al. (2006) most likely occurred due to the different processing conditions that were
used in each study.
Relatively little focus is ascribed to the HAZ of magnesium FSWs and FSSWs. In
general, the HAZ experiences relatively little plastic deformation during weld formation.
However, the temperatures in this region often are sufficiently high such that grain growth occurs.
Since the grain growth is uninhibited by the competing nature of nucleation sites generated in
regions experiencing large amounts of strain, the grain sizes can increase beyond those of the
base material. The microstructure shown in Figure 5.1 exhibits a significant amount of grain
growth in the HAZ (~ 70% increase) compared to the base material. Using the results shown in
Figure 5.1, the average grain sizes in each thermal zone were computed with the Linear Intercept
Method. The results are shown in Table 5.1.
Table 5.1

Grain size distributions across thermal zones in AZ31 FSSW lap shear specimen.
Each mean grain size was recorded from images collected by Jordon et al. (2010)
using the Linear Intercept Method.
Thermal Weld Zone
SZ
TMAZ
HAZ
BASE

Mean Grain Size (µm)
3.687
5.656
6.264
2.989
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The general influences of processing parameters on grain size distributions are now
discussed briefly. In general processes that invoke larger heat inputs result in an increase in
average grain sizes. These processes may include: increasing the tool rotation speed, increasing
the tool shoulder diameter, and decreasing the tool transverse speed (Afrin et al., 2008; Commin
et al., 2009; Pareek et al., 2007). Conversely, an increase in tool transverse speed hinders the
growth of new grains and promotes grain size reductions (Pareek et al., 2007). Therefore, the tool
transverse speed is of critical importance for processes intended to reduce the base material’s
grain size. If the transverse speed is too slow, the increased temperature associated with the low
transverse speed may overcome the strain induced grain size reductions. In general the size of the
SZ has been shown to strongly depend upon the tool rotation and transverse speeds. Studies have
shown that the size and depth of the SZ increased as the tool travel speed decreased and the
rational speed increased due to the higher heat inputs (Peel et al., 2003; Abbasi Gharacheh et al.,
2006). Therefore, conditions that promote grain size reductions may also promote smaller SZ
sizes. Optimal processing conditions must be sought such that grain sizes are reduced and a
healthy SZ size is maintained.
5.4

Relevant Research Efforts Modeling FSW and FSSW Formation
Over the past several decades, numerous research efforts have focused on the

development of simulation capabilities to model the thermo-mechanical processes inherent during
FSW and FSSW processing. A majority of these efforts focused on capturing the thermal profiles
generated during weld formation. A few thermal studies of note were performed by Chen and
Kovacevic (2003), Song and Kovacevic (2003), and Schmidt et al. (2004). The simulation
techniques used for each study varied widely between purely numerical approaches, Eulerian
finite element, Lagrangian finite element, and in some cases, a combination of multiple schemes.
A few research efforts relevant to the present study are described below. Schmidt and Hattel
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(2004) developed a model of FSW processes in ABAQUS/Explicit to track the necessary
conditions for complete deposition of material behind the weld pin such that voids are not
formed. They incorporated an Arbitrary Lagrangian-Eulerian (ALE) scheme in order to model the
material transfer from the leading edge to the rear edge of the tool during weld transversal across
the seam to be joined. The plunge stage of the weld formation was not modeled in this effort.
Guerdoux and Fourment (2009) modeled the material flow and temperature evolution during the
three different stages of weld formation: plunge phase, dwell phase, and transverse phase. The
finite element package 3D FORGE3 was used along with a self developed ALE algorithm. The
plunge phase of a FSW processes were modeled by Mandal et al. (2004) and Muci-Küchler et al.
(2010) using similar ALE schemes as used by Schmidt and Hattel (2004).
One drawback of the modeling efforts described above is that they did not account for the
influence of the evolving microstructure. The present modeling effort will combine the influence
of temperature, strain, and deformation rate to determine the evolving grain size. The grain size is
then used to compute the evolving isotropic hardening response, which directly influences the
evolving stress state of the material as discussed in detail in Chapter III. The post weld simulation
results will include the microstructure distributions inherent in each of the thermal zones along
with the thermal and stress distributions across the welded joint.
5.5

FSSW Simulation Setup
In the present modeling effort, coupled thermo-mechanical finite element simulations of

FSSW formations in AZ31 plates were performed.

In general, the use of a Lagrangian

formulation provides distinct advantages in this application in the form of maintaining and
tracking contact surfaces as well as tracking post-weld residual stress distributions. However, one
key drawback of Lagrangian approaches compared to Eulerian approaches is their inability to
numerically capture large distortions in the mesh accurately (Guerdoux and Fourment, 2009). In

85

UNCLASSIFIED
order to help overcome the limited node mobility in Lagrangian mesh schemes, an Arbitrary
Lagrangian-Eulerian (ALE) scheme was implemented in this study. Refer to the ABAQUS
Version 6.9 documentation for the exact formulism of the ALE scheme used in this study. The
ALE formulation preserves the integrity of the boundary nodes and boundary interfaces such that
contact interactions and boundary conditions are precisely maintained while interior nodes are
allowed to arbitrarily reorient to optimize the mesh configuration. Through this technique, the
regions of highest deformation (i.e. highest nodal displacement) are allowed to reorient
themselves into a more favorable orientation without losing the complex interactions held
between the pin/shoulder and plate material. ABAQUS/Explicit version 6.9 provides a built in
ALE mesh scheme that allows for selected nodal regions to operate under the ALE formulation.
Although the ALE formulation will allow for the large deformations expected in the pin
plunge direction, the complex material flows generated by the pin during weld formation are
likely to not be captured in the simulation. For example, during spot weld formation with
threaded pin geometries, material is driven down from the top surface towards the bottom tip of
the pin. In order to accommodate the displaced material from the surface, material at the bottom
of the weld is then driven radially outward towards the upper surface. In this manner, a complex
vortical flow pattern is generated in which material near the pin periphery is driven down while
material away from the pin periphery is driven towards the surface (Su et al. 2006; Yang et al.,
2010). These complex flow patterns have little influence on the heat generated during weld
formation, but may play a larger role in strain driven processes such as microstructure evolution.
All modeling features described in the upcoming discussion were formulated in the
framework of ABAQUS/Explicit version 6.9. For a full description of the settings discussed in
the upcoming sections refer to the ABAQUS Version 6.9 documentation. The welding tool and
plate geometry were modeled in the present effort using the following technique. In order to
avoid the numerical complexities associated with material mixing between the upper and lower
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plate, the plate geometry was modeled with a continuous thickness. The removal of the seam
between the two plates may slightly affect the stress solution in the region nearest the crack tip
formed at the edge of the mixing between the upper and lower plate, but is expected to play a
negligible role in the overall stress evolution recorded. Refer to the work performed by Jordon et
al. (2010) to review the influence of the plate seems on the post weld structural performances of
FSSW lap joints. A 3D representation of the weld pin and shoulder mesh geometries along with
the plate geometry generated using ABAQUS/CAE is shown below in Figure 5.2. The
dimensions of the pin and shoulder were modeled according to the dimensions provided by
Jordon et al. (2010). All of the components of the mesh shown in Figure 5.2 were modeled using
ABAQUS’ built in element library. The specific elements chosen for this study were explicit, 8node thermally coupled brick elements, with reduced integration and trilinear displacement and
temperature fields (83D8RT). These elements are coupled temperature-displacement elements
that incorporate thermal effects into the deformation solution.

Figure 5.2

3D Mesh configuration of pin/shoulder and plate geometry used to model AZ31
FSSW formation. The entire shoulder assembly is not included in the 3D
representation. The influence of the shoulder assembly is accounted for through
the definition of the pin’s mass and rotational inertia.
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A representative cylindrical geometry was chosen to model the plate in order to increase
mesh densities in the region directly under the weld pin while allowing for courser mesh densities
to radiate away from the weld’s central axis. A similar technique was used by Schmidt and Hattel
(2004). The largest deformation will occur at the region of pin penetration into the plate. The
central region of the plate surface must have a sufficiently refined mesh to accommodate the large
nodal displacements incurred during pin penetration. Although the ALE formulation will
optimize the existing mesh to the current deformation step, a sufficiently structured and refined
mesh is required during the initial steps of the simulation.
By simplifying the weld geometry into a cylindrical form, care must be taken to verify
that the outward radial bounds of the cylindrical surface are sufficiently far enough removed from
the weld region such that no strain or deformation occurs along the outer radial surface. In this
manner artificial residual stresses are avoided along the outer periphery of the plate. Since the
cylindrical plate only represents a small portion of the plate that is truly being modeled, thermal
boundary conditions must also be applied to the plate boundaries in order to simulate the presence
of additional material. In essence the additional plate material serves as a heat sink for the internal
heat generated during weld formation, and must be simulated to capture an accurate thermal
profile of the weld.
The pin and shoulder mesh was bounded as follows. A reference point was created at the
central axis (y-axis) of the top surface of the pin and shoulder geometry. Refer to Figure 5.2 for
the axis orientations mentioned in the upcoming discussions. The reference point was then
constrained to only have translational motion in the y-direction (plunge direction) and rotational
degrees of freedom around the y-axis. The remaining nodes of the pin and shoulder were then
kinematically coupled to the reference node, tying the degrees of freedom of those nodes to the
degrees of freedom of the reference node. The translational and rotational inertial effects of the
pin inherent during plunging were accounted for by assigning a mass and area moments of inertia
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in the three respective axis of the pin and shoulder geometry to the reference node. The mass of
the whole pin and shoulder assembly was estimated using the known dimensions and material
properties for H13 tool steel. The mass moments of inertia were computed by treating the pin and
shoulder as two cylindrical bodies stacked on top of one another. A plunge velocity and rotational
speed were then applied to the reference node such that the given experimental rates of 20
mm/min and 1000 rpm were maintained, respectively. The specification of the pin and shoulder
assembly’s mass is important due to the masses influence in determining the inertial plunge force
exerted by the pin assembly on the welded plate. The plunge force directly influences the
frictional heat generated during the weld formation.
The plate was bounded such that the bottom surface nodes had no translational motion in
the y-direction, but were free to translate along the x-z plane. This mobility is required in order
for the mesh adaptation used in the ALE formulation to function properly. Nodes along the outer
surface are strictly preserved while interior nodes reorient to optimize the mesh configuration.
The outer circumferential surface nodes had all degrees of freedom bounded since this surface
was assumed to be far enough removed from the deformation induced by the plunging pin and
shoulder. This assumption may be changed later, depending upon the results analyzed during
future simulations. As stated previously, additional considerations need to be maintained in the
thermal boundary conditions of the plate’s outer periphery. In order for the presence of additional
material in the outward radial direction to be properly simulated, a heat flux that changes as a
function of temperature will be applied. ABAQUS currently does not provide a built in ability to
define flux fields that are time and temperature dependent. Therefore, a user defined field was
generated that fed into the iteration loop and computed the conductive flux values for each
element during each time step based upon the current temperature of each element. Similarly, a
conduction flux must be applied to the bottom surface of the weld plate to simulate the clamped
contact between the welded sheets and the base plate used to hold the sheets in place. The upper
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surface of the plate also requires a convective thermal boundary flux to represent convective heat
transfer. By incorporating each of these thermal boundary conditions on the plate geometry, a
fully bounded thermal problem is formed.
The pin and shoulder were initially positioned such that a small gap existed between the
bottom surface of the pin and top surface of the plate at the initiation of the simulation. The
contact properties between the pin/shoulder and plate geometries were both given tangential and
normal contact properties to accommodate both the plunging and rotational interactions present
during weld formation. The tangential behavior was set to the penalty friction formulation with a
frictional coefficient of 0.2 and the limiting shear stress was defined to equal the material’s shear
strength. The definition of the limiting shear stress allowed for a non-stick condition to exist
between the pin/shoulder and plate geometries when the specified shear stress was exceeded.
Studies have shown that non-stick conditions experimentally occur during FSW processes.
Gerlich et al. (2005) observed in aluminum and magnesium alloys that local eutectic films melted
at temperatures exceeding the material’s solidus temperature. The melted films reduced the
frictional energy generated during subsequent revolutions, resulting in a reduction in the amount
of heat generated. The reduced heat generation allowed the melted eutectic films to re-solidify.
As the material solidified, the heat generation began to increase until the process repeated.
Through this process, the global temperature remained steady at values slightly less than the
solidus temperature near the pin. The normal behavior was set to the default constraint
enforcement method with a hard contact pressure-overclosure. Contact separation was allowed
between the pin/shoulder and plate once contact was achieve, thus allowing for slippage to occur.
The contact interactions between the pin/shoulder and plate were set to the explicit surface-tosurface type with a penalty contact mechanical constraint formulation. The finite sliding
formulation was also used.
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In order to preserve the mesh integrity during the plunge of the pin and shoulder into the
plate, an ALE adaptive re-meshing scheme was incorporated into the plate geometry. No adaptive
re-meshing was used in the pin and shoulder elements. Both of the pin and shoulder were
operated under a purely Lagrangian formulation. Under the adaptive mesh controls, the mesh
smoothing formulation was given a priority to improve the mesh aspect ratio during each remeshing sweep. The smoothing algorithm was determined by the analysis product. All other
values under the adaptive mesh controls were left as default. The adaptive mesh domain was
given a re-meshing frequency of 400 with 400 re-meshing sweeps per increment. These values
need further experimentation to achieve optimized results.
5.6 Results

and Discussion

The results of some preliminary weld simulation studies for AZ31 FSSWs are now
discussed. Using the simulation strategy described in Section 5.5, a single spot weld formation
was simulated using a purely elastic solution. A purely elastic model was used initially to monitor
the mesh distortion and verify that the mesh integrity could be maintained during the entire
welding process. The deformed mesh obtained at the completion of the simulation is shown
below in Figure 5.3(a). For reference, a cross sectional image of the weld profile formed during
studies performed by Jordon et al. (2010) is provided in Figure 5.3(b). Note that the plunge depth
for the simulation is slightly less than the plunge depth used during the actual weld formation.
Overall, the simulated weld profile matches closely with the experimental cross section. More
importantly, the ALE mesh scheme appears to have adequately optimized the mesh such that the
weld simulation was able to run to completion. The bottom radius joining the pin’s bottom face
with the pin’s outer radius is one region of concern in the post welded mesh. A large
concentration of pan caked elements is located in this region that could pose potential numerical
problems during future simulations.

91

UNCLASSIFIED

Figure 5.3

(a) ABAQUS/Explicit simulation of the (b) experimental AZ31 FSSW formation
performed by Jordon et al. (2010).

A contour plot representing the temperature profile generated during the weld formation
is shown in Figure 5.4. Currently, the thermal boundary conditions have not yet been added to the
surfaces of the plate. As such, all thermal energy generated during the weld formation is not
allowed to dissipate throughout the welding process. Future simulations will incorporate a user
defined field that simulates the presence of additional material along the outer edges and that
allows for conduction and convection to occur through the bottom and top surfaces of the plate,
respectively. Due to the absence of heat dissipation, the weld contours in Figure 5.4 represent
temperature values that far exceed the temperatures expected to occur during actual weld
formation, but the overall contour trends match with the expected contour trends, such as those
computed during simulations performed by Guerdoux and Fourment (2009). As expected, the
greatest temperature values are shown to occur at the contact interface between the shoulder and
plate. This occurs due to the large frictional contact area and higher tangential velocities. The
temperature is thus shown to reduce down and away from the pin and shoulder geometry.
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Figure 5.4

Temperature contour generated during simulated FSSW formation in a Mg AZ31
plate. A purely elastic material model was used during this preliminary
simulation study.
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CHAPTER VI
CONCLUSIONS AND FUTURE WORK
The present work developed a phenomenological implementation of an ISV plasticity
model to account for the effects of an evolving, recrystallized microstructure on the flow stress
response of a material. Modifications were made to the isotropic hardening rate expression used
in the flow rule to include a grain size evolution term and an additional recrystallization softening
term. DRX was allowed to fully occur in the model when the recrystallization temperature and
critical isotropic hardening value were exceeded. The evolving grain size influenced the
percentage of polycrystalline grain boundaries, which were considered presently to act as a
labyrinth of 3D geometric defects that influenced the stored elastic potential of the material. As
such, the grain size directly influenced the internal free energy of the system. Future work needs
to be performed on the present model to fully implement the evolving grain size as a
thermodynamically consistent ISV as prescribed by Coleman and Gurtin (1967).
Calibration of the DRX plasticity model was performed against experiments on extruded
AZ31 Mg compression specimens recorded by Al-Samman and Gottstein (2008) and Barnett et
al. (2004). The model accurately captured the evolving grain size when compared to experimental
values measured after a compressive true strain of -1.2 (-120%). At each of the deformation
conditions tested, i.e. temperature and strain rate, the model accurately predicted the peak stress,
recrystallization softening slope, and secondary hardening slope of the stress flow curves. The
calibrated model was then compared to experiments performed by Helis et al. (2006). As with the

94

UNCLASSIFIED
previous set of experiments, good agreement occurred between the experimental and simulated
solutions.
From the FSSW simulation results illustrated in the present study, a framework has been
developed for future implementations that incorporate the DRX model. As stated previously, a
new round of simulations need to be performed in which the thermal boundary conditions are
accurately applied and in which the developed DRX plasticity model described in Chapter III is
implemented. The end result should allow for an accurate prediction of the thermal, stress, strain,
and microstructure profiles across the various weld zones listed in Section 5.3. Once the DRX
model is verified versus the microstructural results obtained by Jordon et al. (2010) and
subsequent residual stress measurements are performed on post weld coupons provided by Jordon
et al. (2010), the weld operating parameters can then be adjusted to achieve the optimal residual
stress and microstructure distributions.
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APPENDIX A
DEVELOPMENT OF MODEL FITTING EQUATION
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During the development of the DRX plasticity model, the general expression listed as
Equation A.1 was developed by the author to capture the non-linear trends often exhibited by
recrystallization phenomena. A similar form of the expression listed as Equaiton A.1 was used to
fit the following data sets in the current research effort: critical isotropic hardening variable (κcr),
initial microstructure dependence on DRX hardening (ξ1) and softening (ξ2), DRX volume
fraction (X), and DRX grain size (dm). Refer to Chapter III of the present work for a detailed
reference.
Output

D

D

1

1

Equation A.1

The expression shown above provides several advantages over any other expressions that
the author has been able to find to date. With the selection of a normalization constant (inputn)
and two fitting constants (D1 and D2), the expression is able to fit data sets exhibiting trends
towards exponential decay and growth, with concave up and down inflections, sigmoidal growth
and decay as described by Avrami (1939, 1940), and linear decay and growth.
The curves shown in Figures A.1 and A.2 demonstrate the functions ability to capture
typical exponential decay and growth progressions, respectively. When the function’s input
equals the normalization constant, the output equals 1. The saturation value of the function is
controlled by adjusting the constant D1. For example, when D1 equals 1, the function’s output
decays from 1 to 0. The opposite effect occurs when the sign of D1 changes. When D1 equals -1,
the function’s output grows from 1 to 2. The constant D2 controls the rate of convergence. For a
constant value of D1, an increase in the magnitude of D2 results in an increase in the rate of
convergence to the saturation level controlled by D1.
The curves shown in Figures A.3 and A.4 demonstrate the functions ability to capture
data sets exhibiting sigmoidal decay and growth, respectively. As with the previous trends, the
constant D1 controls the saturation level of the decay and growth progressions. During these
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progressions, the constant D2 has a significant influence on the rate of the function evolution. The
function exhibits the sigmoidal shape for lower values of D2. As the magnitude of D2 increases,
the shape begins to change into a typical exponential decay and growth as discussed previously.
The final sets of curves presented are shown in Figures A.5 and A.6. The curves
demonstrate the functions ability to fit data exhibiting concave-up exponential increases and
concave-down exponential decreases. The influence of the constants D1 and D2 change during
these progressions from the influences previously discussed. For this set of progressions, the
constants D1 and D2 both influence the rate of progression. When D1 remains constant, an
increase in the magnitude of D2 results in a change in the initial slope of the progression (i.e.
input values greater than 20). The slope is only slightly influence by changes in D2 at lower input
values. When D2 remains constant, the slope for all ranges of inputs appears to be influenced.
For the purpose of this study, the observations discussed for the developed function
proved useful in fitting complex, non-linear data sets. Modifications can be made to the function
to satisfy the specific needs of the data set in question.
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Plots demonstrating the function’s ability to capture exponential decay trends.
The normalization constant (inputn) is held constant at 35 and D2 is held at 2.0.
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Plots demonstrating the function’s ability to capture exponential growth trends.
The normalization constant (inputn) is held constant at 35 and D2 is held at 5.0.
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Plots demonstrating the function’s ability to capture sigmoidal decay. The
normalization constant (inputn) is held constant at 35 and D1 is held at 1.0.
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Plots demonstrating the function’s ability to capture sigmoidal growth. The
normalization constant (inputn) is held constant at 35 and D1 is held at -1.0.
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Plots demonstrating the function’s ability to capture concave up exponential
increases. The normalization constant (inputn) is held constant at 35 and D2 is
held at -0.1.
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Plots demonstrating the function’s ability to capture concave down exponential
decays. The normalization constant (inputn) is held constant at 35 and D2 is held
at -0.1.
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