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Abstract
The recent success of high-dimensional models, such as deep neural networks
(DNNs), has led many to question the validity of the bias-variance tradeoff principle
in high dimensions. We reexamine it with respect to two key choices: the model
class and the complexity measure. We argue that failing to suitably specify either
one can falsely suggest that the tradeoff does not hold. This observation motivates
us to seek a valid complexity measure, defined with respect to a reasonably good
class of models. Building on Rissanen’s principle of minimum description length
(MDL), we propose a novel MDL-based complexity (MDL-COMP). We focus
on the context of linear models, which have been recently used as a stylized
tractable approximation to DNNs in high-dimensions. MDL-COMP is defined via
an optimality criterion over the encodings induced by a good Ridge estimator class.
We derive closed-form expressions for MDL-COMP and show that for a dataset
with n observations and d parameters it is not always equal to d/n, and is a function
of the singular values of the design matrix and the signal-to-noise ratio. For random
Gaussian design, we find that while MDL-COMP scales linearly with d in low-
dimensions (d < n), for high-dimensions (d > n) the scaling is exponentially
smaller, scaling as log d. We hope that such a slow growth of complexity in high-
dimensions can help shed light on the good generalization performance of several
well-tuned high-dimensional models. Moreover, via an array of simulations and
real-data experiments, we show that a data-driven Prac-MDL-COMP can inform
hyper-parameter tuning for ridge regression in limited data settings, sometimes
improving upon cross-validation.
1 Introduction
Occam’s razor and the bias-variance tradeoff principle have long provided guidance for model
selection in machine learning and statistics. Given a dataset, these principles recommend selecting
a model which (1) fits the data well and (2) has low complexity. On the one hand, a model whose
complexity is too low incurs high bias, i.e., it does not fit the training data well (under-fitting). On the
other hand, an overly complex model memorizes the training data, suffering from high variance, i.e.
poor performance on unforeseen data (over-fitting). A good model can be chosen by trading off bias
and variance as a function of complexity. However, as stated, these principles are qualitative and their
widespread usage is often imprecise; it is generally unclear what class of models the tradeoff holds
for, and it is left to the user to choose the notion of complexity.
In statistics and machine learning, complexity has been investigated and used multiple times to
bound the out-of-sample prediction error of a fitted model and select between competing models. A
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common proxy for model complexity is the degrees of freedom [15, 17, 18] for linear models and
its variants (effective/generalized degrees of freedom) for more general models [18, 25, 39, 53, 70]
or high-dimensional sparse regression [26, 62, 72]. Intuitively, they reflect the effective number of
parameters used to fit the model, e.g., in linear regression with n samples and d features, it is equal
to d (for the case d < n). However, recent works [30, 31, 61] have shown that effective degrees of
freedom may poorly capture complexity in high dimensions. Even earlier, several other complexity
measures such as Vapnik-Chervonenkis dimension [66], Rademacher Complexity [4, 10, 64], Akaike
information criterion [2], Mallow’s Cp [37], and Bayesian information criterion [52] were proposed
in the literature. All of these measures simplify to parameter counting for linear models, and
they have been justified with well-conditioned design matrices for d  n. A more recent line
of work has derived Rademacher(like)-complexity based generalization bounds for deep neural
networks [9, 20, 36, 43, 44, 46], but such bounds have remained too loose to inform practical
performance [6]. Moreover, there is growing evidence that large-scale trained models are often not
complex, due to the implicit regularization induced by model architecture, optimization methods, and
training datasets [5, 42, 44, 45].
Using complexity measures based on counting parameters, several recent works [12, 24] have
demonstrated a seemingly contradictory behavior of the test error in the overparameterized setting.
Even in the simple case of linear regression, the test error of the minimum-norm ordinary least
squares (OLS) estimator does not follow the classical U-shaped curve (as would have been predicted
by bias-variance tradeoff), and can decrease when the number of parameters grows beyond d > n
(we reproduce this phenomenon in Fig. 1). Such a double-descent phenomenon was observed in
early works on linear discriminant analysis [56–58], and more recently in high-dimensional linear
regression [12, 24, 41], and in DNNs for classification [1, 42]. These observations have prompted
several researchers to question the validity of the bias-variance tradeoff principle, especially in
high-dimensional regimes [11, 12].
This apparent contradiction prompts our revisit to two choices underlying the bias-variance tradeoff:
(1) the class of estimators, and (2) the definition of complexity. With regard to the class of estimators,
we argue that the bias-variance tradeoff is only sensible when the class of estimators is reasonable
(Sec. 2). This observation motivates us to seek a valid complexity measure defined with respect
to a reasonably good class of models, building on the optimality principle used in the algorithmic
complexity of Kolmogorov, Chaitin, and Solomonoff [32, 33, 35] and the principle of minimum
description length (MDL) of Rissanen [8, 21, 23, 50] (Sec. 3). In Sec. 4, we propose an MDL-based
complexity measure (MDL-COMP) for linear models which is defined generally as the minimum
excess bits required to transmit the data when constructing an optimal code for a given dataset via
a family of models based on the ridge estimators. We focus on (high-dimensional) linear models,
which have been studied in several recent works as a stylized tractable approximation for deep neural
networks [3, 16, 29]. We provide an analytical and numerical investigation of MDL-COMP for both
finite n and d, and in the large scale settings when n, d→∞ such that d/n→ γ (Theorems 1 and 3).
We show that MDL-COMP has a wide range of behavior depending on the design matrix, and while
it usually scales like d/n for d < n, it grows very slowly—logarithmic in d—for d > n. Finally, we
show the usefulness of MDL-COMP by proving its optimality for in-sample MSE (Theorem 2) and
showing that a data-driven and MDL-COMP inspired hyperparameter selection (Prac-MDL-COMP)
provides competitive performance over cross-validation for ridge regression in several simulations and
real-data experiments in limited data settings (Sec. 5 and Appendix B, Figs. 3 and 4). Moreover, in
Appendix A.2, we propose a data-driven approximation to the (oracle) MDL-COMP, called Approx-
MDL-COMP, which can be computed in practice, to calculate the proposed complexity measure to
compare different high-dimensional models, and in future possibly for sample size calculations in
experimental design.
2 Revisiting the bias-variance tradeoff
We begin by revisiting recent results on the behavior of test-mean squared error (MSE) for minimum-
norm ordinary least squares (OLS), and cross-validation-tuned ridge estimators (Ridge) in high-
dimensional linear regression [24, 41]. As noted earlier, the bias-variance tradeoff should be studied
for a given dataset where only the choice of models fitted to the data is varied (and not the data
generating mechanism itself). Here we consider a dataset of 200 observations and 2000 (ordered)
features simulated from a Gaussian linear model (2) such that the true response depends on feature
index 1, 2, . . . , 60 = d?; and the true signal θ? ∈ R60 satisfies ‖θ?‖ = 1. Moreover, Gaussian noise
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with variance σ2 = 0.01 is added independently to each observation. We then fit OLS and Ridge
estimators with the first d features for different values of d ∈ {20, 40, 60, . . . , 2000}. Fig. 1 plots the
mean-squared error (MSE) on a held-out dataset of 1000 samples and the bias-variance tradeoff for
the OLS and Ridge estimator as a function of d.
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Figure 1. The bias-variance tradeoff for linear models fit to Gaussian data as d is varied. While the
OLS estimator shows a peaky behavior in test-error for d = n, the error of the ridge estimator shows
the typical U-shaped curve. Both OLS and Ridge estimator show the classical bias-variance tradeoff
for d ≤ d? = 60 (left of vertical dashed line). For d > d? the bias increases monotonically, while the
variance shows an increase till d = n, and a decrease beyond d > n.
In Fig. 1(a), we also plot the test-error of the trivial zero estimator for the Gaussian design (Zero-Est).
We observe that while the test error for ridge estimator shows a typical U-shaped curve (as the
bias-variance tradeoff principle suggests), the test MSE of OLS shows a peak at d/n = 1; although
the rest of the curve seems to track the Ridge-curve pretty closely. The peaking at d/n = 1 is caused
by the instability of the inverse of the matrix X>X when d ≈ n. Recently, this phenomenon has
been referred to as double-descent (because of the second decrease in test MSE of OLS for d > n)
and has reinvigorated the discussion whether a bias-variance tradeoff holds in high dimensional
models [12, 24, 41]. However, it is worth noting that: (I) The trivial (zero) estimator has constant bias
and variance, and thus does not exhibit any bias-variance tradeoff for all choices of d. (II) The OLS
estimator admits a bias-variance tradeoff for d ≤ d? (vertical dashed line); wherein the bias decreases
and the variance increases as d increases. However beyond d > d?, the variance peaks abruptly at
d = n and then decreases beyond d > n; and bias is negligible for d ∈ [d?, n], and then increases for
d > n. (III) The Ridge estimator shows a similar bias-variance tradeoff as OLS for most values of d.
However, a key difference is the absence of the peaking behavior for the variance (and hence the test
MSE) showing that the peaky behavior of OLS is indeed due to its instability in high dimensions.
In Appendix E, we further discuss the bias-variance tradeoff for a few different designs and also
consider the case d? > n. Figs. E1 and E2 show that for different choice of covariates X, the test
MSE of OLS can have multiple peaks, although overall the OLS estimator seems to have well-defined
global minima (over d) and can be a reasonable choice for model selection in all settings. The
observations for Ridge estimator remains qualitatively similar to that in Fig. 1, and its test-MSE is
always lowest at d = d?. These observations suggest that the bias-variance tradeoff is not merely
a function of the number of parameters considered; rather, it is tightly coupled with the estimators
considered as well as the design matrix X. Part of the surprise with the bias-variance tradeoff can be
attributed to the choice of x-axis where we treat d as the complexity of the estimator—but as we now
discuss such a choice is not well justified for d > n.
3 Revisiting complexity
The choice of parameter count as a complexity measure for linear models has been justified rigorously
for low-dimensional well-conditioned settings: The OLS is a good estimator when d n and its test
error increases proportionally to d, similar to most other complexity measures such as Rademacher,
AIC, and BIC which scale linearly with d. However, using d as the complexity measure when d > n
remains unjustified (even for linear models). Indeed, in Fig. 1, we observe that the variance term for
both OLS and Ridge first increase with d up to n, and then decreases as d further increases beyond n.
Such an observation has also been made in regards to the double-descent observed in deep neural
networks [68], wherein an increase in the width of the hidden layers beyond a threshold leads to
a decrease in the variance. In prior works, the variance term itself has sometimes been used as a
measure of complexity, e.g., in boosting [14]. However, since the fitted model does not match the
dimensionality of the true model (in Fig. 1), such a choice may be misinformed here.
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To define a complexity measure in a principled manner, we build on Rissanen’s principle of minimum
description length (MDL) with its intellectual root in the Kolmogorov complexity. Both Kolmogorov
complexity and MDL are based on an optimality requirement, namely, the shortest length program
that outputs the sequence on a universal Turing machine for the K-complexity, and the shortest
(probability distribution-based) codelength for the data for MDL. Indeed, Risannen generalized
Shannon’s coding theory to universal coding and used probability distributions to define universal
encoding for a dataset and then used the codelength as an approximate measure of Kolmogorov’s
complexity. In the MDL framework, a model or a probability distribution for data is equivalent
to a (prefix) code; one prefers a code that utilizes redundancy in the data to compress it into as
few bits as possible (see [8, 21, 50]). Since its introduction, MDL has been used in many tasks
including density estimation [71], time-series analysis [60], model selection [8, 23, 40], and DNN
training [13, 28, 34, 51].
3.1 Universal codes and MDL-based complexity
We now provide a very brief background on MDL relevant for our definitions later on. For readers
unfamiliar with MDL, sections 1 and 2 of the papers [8, 23] can serve as excellent references for
background on MDL. Suppose we are given a set of n observations y = {y1, y2, . . . , yn}. Let Q
refer to a probability distribution on the space Y (e.g., a subset of Rn) where y takes values, and
let Q denote a set of such distributions. Given a probability distribution Q, we can associate an
information-theoretic prefix code for the space Y , wherein for any observation y we need to use
log(1/Q(y)) number of bits to describe y. Assuming a generative model for the observations y∼P?,
a natural way to measure the effectiveness of a coding scheme Q is to measure its excess code-length
when compared to the true (but unknown) distribution P?. In such a case, the normalized regret or
the expected excess code-length for Q is then given by:
1
n
Ey∼P?
[
log
(
1
Q(y)
)
− log
(
1
P?(y)
)]
= Ey∼P?
[
1
n
log
(
P?(y)
Q(y)
)]
=
1
n
DKL(P? ‖ Q),
where we normalized by n to reflect that n observations are coded together. Here DKL(P? ‖ Q)
denotes the Kullback-Leibler divergence between the two distributions, and denotes the excess
number of bits required by the code Q, compared to the best possible code P?, which is infeasible
because of the lack of knowledge of P?. Given a set of encodings Q and a generative model P?, a
key quantity in MDL is the best possible excess codelength (or regret) defined as
Ropt = Ropt(P?,Q) := 1
n
min
Q∈Q
DKL(P? ‖ Q). (1)
This quantity is often treated as a complexity measure for the pair (P?,Q), and for it to be effective,
the set of codes Q should be rich enough; otherwise the calculated complexity would be loose. The
power of MDL framework comes from the fact that the set Q does not have to be a parametric class
of fixed dimension, and one should note that Q(y) does not denote the likelihood of the observation
y in general. MDL can be indeed by considered a global generalization of the maximum likelihood
principle (MLE) (see Appendix D.1 for further discussion on MDL vs MLE). In the recent MDL
universal coding form—known as normalized maximum likelihood (NML)—the distribution Q is
defined directly on the space Y , and is in general not explicitly parametrized by the parameter of
interest (e.g., the regression coefficient in linear models). However, when Q is a parametric model
class of dim d, several MDL-based complexities correspond to universal optimal codes in information
theory, and simplify to (d log n)/2 asymptotically (fixed d and n → ∞), and are thus equivalent
(asymptotically) to BIC [8, 19, 23] to the first order O(log n) term. In a recent work, Grünwald et
al. [22] further developed a framework to unify several complexities including Rademacher and
NML, and derived excess risk bounds in terms of the unifying complexity measure, for several low
dimensional settings. We now analyze a variant of the NML-encoding to obtain a valid complexity
measure in high dimensions, and investigate its dependence on the design matrix of covariates.
4 MDL-COMP for linear models
We now derive analytical expressions for MDL-COMP with Gaussian linear models. Given a
dataset
{
(yi, xi) ∈ R× Rd, i ∈ [n]
}
with yi called the response variable, and xi’s the d-dimensional
covariates such that
yi = x
>
i θ? + ξi, for i = 1, 2, . . . , n, or y = Xθ? + ξ (2)
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where ξi
i.i.d.∼ N (0, σ2) denotes the noise in the response variable when compared to the true response
x>i θ?. Our aim is to compare the hardness of different problem instances for this linear model as
(X, θ?, n, d) vary, especially, when d > n.
As in the MDL literature, we design codes on Rn (for y) conditional on the covariate matrix X or
assuming X is known. Since we are interested in an operational definition of complexity, we consider
encodings that are associated with a computationally feasible set of estimators that achieve good
predictive performance, here ridge estimators. We do not use the OLS-estimator since (i) it has poor
performance in the over-parameterized regime, and (ii) it is known that the excess-codelength of such
an estimator is typically infinite when Y is unbounded (see Example 11.1 [21]). Instead, we consider
the `2-regularized least square estimators, with the penalty θ>Λθ for a positive definite matrix Λ:
θ̂Λ(y) := argmin
θ∈Rd
(
1
2n
‖y −Xθ‖22 +
1
2
θ>Λθ
)
= (X>X + Λ)−1X>y. (3)
A common choice of for Λ is Λ = λI. Given the ridge estimator θ̂Λ, it remains to induce an encoding
based on it. Recall that we assume that the covariates X are known and only the information of y is
supposed to be encoded. We use the notation
h(y; X,Λ, θ) =
1
(2piσ2)n/2
exp
(
− 1
2σ2
‖y −Xθ‖2 − 1
2σ2
θ>Λθ
)
, (4)
for any y ∈ Rn, θ ∈ Rd. For a given Λ, we use the following code QΛ with its density qΛ given by:
qΛ(y) =
h(y; X,Λ, θ̂Λ(y))
CΛ
where CΛ :=
∫
Rn
h(z; X,Λ, θ̂Λ(z))dz. (5)
For regularized estimators, the choice of such a code (5) is called luckiness normalized maximum
likelihood (LNML) code (see, Chapter 11.3 [21]), where the first factor in equation (4) captures the
data fit, and the second factor corresponds to the regularization term, i.e., the luckiness factor. Both
the functions, h and g(·) := h(·; X,Λ, θ̂Λ(·)) do not correspond to probability densities thus do not
correspond to a valid prefix code since they do not satisfy Kraft’s inequality in general. Moreover, the
function g depends on y in two ways (since θ̂ also depends on y). Hence to associate a valid prefix
code, following the convention in MDL literature, we normalize the function g with CΛ to obtain the
density qΛ such that the codelength of log(1/qΛ(y)) is universally valid for any choice of y. See
Appendix D.2 for further connections with LNML. Next, to define the MDL-COMP, we choose the
class of codes QRidge = {QΛ} over a suitably defined set of positive definite matrices Λ. We note
that this family is not parametric in the classical sense (as it is not defined by the canonical parameter
θ). However, since the codes are induced by estimators, selecting a particular QΛ code corresponds
to choosing a particular Λ based-ridge estimator for all y.
To keep complexity analytical calculations tractable, we assume that the matrix X>X (6) and Λ are
simultaneously orthogonally diagonalizable. In particular, let
X>X = UDU> where D = diag(ρ1, . . . , ρd), and U>θ? = w. (6)
where for d > n, we use the convention that ρi = 0 if i > n. Here the matrix U ∈ Rd×d denotes the
(complete set of) eigenvectors of the matrix X>X. Moreover, letM denote the set of positive semi-
definite matricesM = {U diag(λ1, . . . , λd)U>|λj ≥ 0, j = 1, . . . d}. Given that our encodings
are based hyper-parameter λj’s, it remains to add the codelength required to encode these choices.
We do so via a simple quantization based encoding for these parameters (denoted by L(Λ), see
Appendix C.1.1). We are now ready to define the MDL-based complexity for linear models.
Definition 1. For the linear model with P? = Pθ? = N (Xθ?, σ2In), and the ridge-induced encod-
ings Q = {QΛ,Λ ∈M}, we define MDL-COMP as follows:
MDL-COMP(Pθ? ,QRidge) = Ropt + L(Λopt) (7)
where Ropt := 1nDKL(Pθ? ‖ QΛopt) denotes the minimum (normalized by n) KL-divergence (1)
between Pθ? and any Q ∈ Q, and L(Λopt) denotes the codelength needed to encode the optimal Λ
achieving the minimum in equation (1).
Note that the codelength L(Λopt) does not appear in the optimality principle (1), and is added in
MDL-COMP to reflect the bits required to transmit the choice of optimal hyper-parameter Λopt, in
the spirit of the two-stage encoding form of MDL in the parametric case [8, 21, 23].
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4.1 Analytic expressions of MDL-COMP for finite n, d
With the definition and notations in place, we now state our first main result.
Theorem 1. For the linear model (2), the MDL complexity (7) is given by
MDL-COMP(Pθ? ,QRidge)=
1
2n
min{n,d}∑
i=1
log
(
ρi +
σ2
w2i
)
, (8)
where {ρi} denote the eigenvalues of X>X and the vector w was defined in equation (6).
See Appendix C.1 for the proof. The expression (8) depends on the design matrix and noise variance
in addition to d and n. Depending on the interaction between the eigenvalues of the covariance
matrix X>X, and the scaled and rotated true parameter w/σ = U>θ?/σ, MDL-COMP exhibits a
wide-range of behavior. Appendix A contains expansions of MDL-COMP to demonstrate its wide
range of behaviors. In particular, we show that MDL-COMP scales as O(log d) in high-dimensions
for random iid Gaussian decreasing. For low dimensions d < n MDL-COMP—like most other
complexity measures—scales as O(d/n), but its scaling changes to O(log d) in high-dimensions
d > n. We numerically verify this scaling in Fig. 2 for a few other settings. See equations (12)
and (13) in Appendix A for mathematical expressions, where dependence on the ‖θ?‖2, σ2 and the
(intrinsic) dimensionality d? of the true parameter θ? is also highlighted.
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Figure 2. MDL-COMP exhibits non-linear scaling with d/n for various covariate designs. As we
vary the dimension d of the covariates used for computing MDL-COMP, we observe a linear scaling
of MDL-COMP with d for d < n, but a slow logarithmic or log d growth for d > n. We fix the
sample size (n = 200), and σ2 denotes the variance of the noise in the observations (2). The parameter
α ∈ {0, 1} denotes the decay of the eigenvalues of the (diagonal) covariance Σ ∈ R2000×2000 of the
full covariates Xfull ∈ R200×2000 such that Σii ∝ i−α; and d? denotes the true dimensionality of θ?
(i.e., the observation y in (2) depends on only first d? columns of Xfull).
The expression (8) is oracle in nature since it depends on an unknown quantity, the true parameter
θ? via equation (6). In Sec. 5, we propose a data-driven and MDL-COMP inspired smoothing
parameter selection criterion called Prac-MDL-COMP to tune a single smoothing parameter. Later in
Appendix A.2, we seek a data-driven approximation to MDL-COMP so that our proposed co can be
used as a practical complexity measure without requiring knowledge of θ?.
4.2 MDL-COMP versus mean-squared error (MSE)
Next, we show that the definition of MDL-COMP indirectly yields an optimality claim for the in-
sample MSE ‖Xθ̂ −Xθ?‖2 (this quantity is different than the training MSE ‖Xθ̂ − y‖2). In-sample
MSE can be considered as a valid proxy for the out-of-sample MSE, when the fresh samples have the
same covariates as that of the training data. The in-sample MSE has been often used in prior works to
study the bias-variance trade-off for different estimators [49]. Our next result shows that the Λopt that
defines MDL-COMP also minimizes the in-sample MSE. This result provides an indirect justification
for the choice of codes (5) used to compute the MDL-COMP. (See Appendix C.2 for the proof.)
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Theorem 2. For the ridge estimators (3), the expected in-sample mean squared error and the excess
codelength (7) admit the same minimizer over Λ ∈M, i.e.,
arg min
Λ∈M
E
[
1
n
‖Xθ̂Λ −Xθ?‖2
]
= arg min
Λ∈M
1
n
DKL(Pθ? ‖ QΛ) (9)
Later, we show that in experiments, tuning the ridge model via a practical (data driven) variant of
MDL-COMP achieves an out-of-sample MSE that is competitive with CV-tuned ridge estimator.
4.3 Expressions forRopt for large scale settings
More recently, several works have derived generalization behavior of different estimators for linear
models when both d, n → ∞ and d/n → γ [12, 24], to account for the large-scale datasets that
arise in practice. We now derive the expression forRopt, a key quantity in MDL-COMP (7) for such
settings. We assume that the covariate matrix X ∈ Rn×d has i.i.d. entries drawn from a distribution
with mean 0, variance 1/n and fourth moments of order 1/n2, and that the parameter θ? is drawn
randomly from a rotationally invariant distribution with E[‖θ?‖2/(σ2d)] = snr held constant.
Theorem 3. Let n, d→∞ such that d/n→ γ. Then we have
Eθ? [Ropt(Pθ? ,QRidge)] ≤ γ log(1 + snr−∆) + log(1 + γ · snr−∆)−
∆
snr
, (10)
almost surely, where ∆ = (
√
snr(1 +
√
γ)2 + 1−√snr(1−√γ)2 + 1)2/4.
See Appendix C.3 for the proof. We remark that the inequality in the theorem is an artifact of Jensen’s
inequality and can be removed whenever a good control over the quantity Ew2i log(1 + w
2
i a) is
available. The first term on the RHS of equation (10) has a scaling of order d/n when the norm of θ?
grows with d; but when ‖θ?‖ is held constant with d, the regret does not grow and remains bounded
by a constant. In Appendix A.2, we show that Theorem 3 provides a reasonable approximation for
Ropt even for finite n and d. Analytical derivation of the limit of the codelength for hyper-parameters
L(Λopt) (and thereby MDL-COMP) in such settings is left for future work.
5 Data driven MDL-COMP and experiments
This section proposes a practical version of MDL-COMP. Simulations and real-data experiments
show that this data-driven MDL-COMP is useful for informing generalization. In particular, we
first demonstrate that solving (11) correlates well with minimizing test error (Fig. 3). Next, we find
that, for real datasets, MDL-COMP is competitive with cross-validation (CV) for performing model
selection, actually outperforming CV in the low-sample regime (Fig. 4).
5.1 MDL-COMP inspired hyper-parameter tuning
As defined, MDL-COMP can not be computed in practice, since it assumes knowledge of true
parameter. Moreover, ridge estimators are typically fit with only one regularization parameter, shared
across all features. As a result, we propose the following data-driven practical MDL-COMP:
Prac-MDL-COMP = min
λ
1
n
(
‖Xθ̂ − y‖2
2σ2
+
λ‖θ̂‖2
2σ2
+
1
2
∑
log
(
1 +
ρi
λ
))
(11)
where θ̂ =
(
X>X + λI
)−1
X>y is the ridge estimator (3) for Λ = λId. This expression is the
sample-version of the expression (19) forRopt derived in the proof of Theorem 1 where we enforce
Λ = λI. Moreover note Prac-MDL-COMP is a hyperparameter tuning criteria, and we have omitted
the codelength for λ since we tune only a single scalar parameter. In Appendix A.2 (see Fig. A2), we
show how Prac-MDL-COMP can be tweaked to compute tractable and reasonable approximations
for MDL-COMP in practice (without the knowledge of θ?). Linear models (ridge) are fit using
scikit-learn [48] and optimization to obtain Prac-MDL-COMP (11) is performed using SciPy [67].
Prac-MDL-COMP informs out-of-sample MSE in Gaussian simulations: While Theorem 2
guarantees that the optimal regularization defining (the oracle) MDL-COMP also obtains the mini-
mum possible in-sample MSE, here we show the usefulness of the Prac-MDL-COMP for achieving
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good test (out-of-sample) MSE. Fig. 3 shows that the model corresponding to the optimal λ achieving
the minimum in equation (11), has a low test MSE (panels A-E), and comparable to the one obtained
by leave-one-out cross validation (LOOCV, panel F). The setup follows the same Gaussian design as
in Fig. 1, except the noise variance σ2 is set to 1. Here the covariates are d = 100 dimensional and
are drawn i.i.d. from N (0, 1). θ? is taken to have dimension 50 (resulting in misspecification when
d < 50); its entries are first drawn i.i.d. from N (0, 1) and then scaled so that ‖θ?‖ = 1. The noise
variance σ2 is set to 1.
Across all panels (A-E), i.e., any choice of d/n ∈ {1/10, 1/2, 1, 2, 10}, we observe that the minima
of the test MSE and the objective (11) for defining Prac-MDL-COMP often occur close to each
other (points towards the bottom left of these panels). Fig. 3F shows the generalization performance
of the models selected by Prac-MDL-COMP in the same setting. Selection via Prac-MDL-COMP
generalizes well, very close to the best ridge estimator selected by leave-one-out cross-validation.
Appendix B shows more results suggesting that Prac-MDL-COMP can select models well even under
different forms of misspecification.
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Figure 3. Minimizing the objective (Eq 11) which defines Prac-MDL-COMP selects models with low
test error. A-E. Different panels show that this holds even as d/n is varied. F. Prac-MDL-COMPselects
a model with Test MSE very close to Ridge cross-validation, avoiding the peak exhibited by OLS.
5.2 Experiments with real data
We now analyze the ability of Prac-MDL-COMP (11) to perform model selection on real datasets.
Datasets are taken from PMLB [47, 65], a repository of diverse tabular datasets for benchmarking
machine-learning algorithms. We omit datasets which are simply transformations of one another or
which have too few features; this results in 19 datasets spanning a variety of tasks, such as predicting
breast cancer from image features, predicting automobile prices, and election results from previous
elections [55]. The mean number of data points for these datasets is 122,259 and the mean number
of features is 19.1. Fig. 4A shows that Prac-MDL-COMP tends to outperform Ridge-CV in the
limited data regime, i.e. when d/n is large. d is fixed at the number of features in the dataset and n is
varied from its maximum value. As the number of training samples is increased (i.e., d/n decreases),
we no longer see an advantage provided by selection via Prac-MDL-COMP. Further details, and
experiments on omitted datasets are provided in Appendix B.2 (see Figs. B2 and B3 and Table 1).
6 Discussion
In this work, we revisited the two factors dictating the bias-variance tradeoff principle: the class of
estimators and the complexity measure. We defined an MDL-based complexity measure MDL-COMP
for linear models with ridge estimators. Our analytical results show that MDL-COMP depends on
d, n, the design matrix, and the true parameter values. It does not grow as d/n in high-dimensions,
and actually can grow much slower, like log d for d > n. Numerical experiments show that an
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Figure 4. Comparing test-error when selecting models using Prac-MDL-COMP versus using cross-
validation on real datasets. A. When data is most limited, Prac-MDL-COMP based hyperparameter
tuning outperforms Ridge-CV. B, C. As the amount of training samples increases, Prac-MDL-COMP
performs comparably to Ridge-CV. Each point averaged over 3 random bootstrap samples.
MDL-COMP inspired hyperparameter tuning for ridge estimators provides good generalization
performance, often outperforming cross-validation when the number of observations is limited.
Many future directions arise from our work. Ridge estimators are not suitable for parameter estimation
with sparse models in high-dimensions, and thus deriving MDL-COMP with codes suitably adapted
for `1-regularization can be an interesting future direction. Additionally, it remains to define and
investigate MDL-COMP beyond linear models, e.g., kernel methods and neural networks, as well
as models used for classification. Indeed, modern neural networks contain massive numbers of
parameters, sometimes ranging from 1 million [59] to 100 million [27], while the training data
remains fixed at a smaller number (e.g., n = 10k examples). Directly plugging in the logarithmic
scaling of MDL-COMP (when d > n), we obtain that such an increase in number of parameters
leads to an increase by a factor of log(100M)/ log(1M) = 2 (and not 100M/1M = 100 times).
This suggested complexity increase is much more modest, possibly explaining the ability of such
large models to still generalize well. While such a conclusion does not directly follow from our
results, we believe this work takes a useful step towards better understanding the bias-variance
trade-off, and provides a proof of concept for the value of revisiting the complexity measure in
modern high-dimensional settings. We hope this path can eventually shed light on a meaningful
comparison of complexities of different DNNs and aid in the design of DNNs for new applications
beyond cognitive tasks.
Broader impacts
As with any machine-learning methodology, a blind application of the results here can have harmful
consequences. Using MDL-COMP for model selection in a prediction setting without external
validation may result in a model that does not work well, resulting in potentially adverse effects. That
being said, most of the results in this work are theoretical in nature and can hopefully lead to a more
precise understanding of complexity and the bias-variance tradeoff. In addition, from an applied
perspective, we hope MDL-COMP can help to select and develop better models in a wide variety
of potential applications with real-world impacts. In particular, it can help with model selection in
practical settings when labeled data is scarce, such as in medical imaging.
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A Further discussion on MDL-COMP
In this appendix, we discuss the scaling of MDL-COMP for several settings (deferred from the main
paper) in Appendix A.1. Then in Appendix A.2, we provide (a) comparisons of our theoretical results
in Theorems 1 and 3, and (b) a practical strategy to approximate MDL-COMP via Prac-MDL-COMP
which does not involve the knowledge of the unknown parameter (see Fig. A2).
A.1 Scaling of MDL-COMP for random Gaussian design
We now describe the set-up associated with Fig. 2 in more detail.
When we say that the true dimensionality is d?, we mean that that the observations y = X˜θ? + ξ
depend only on first d? covariates of the full matrix Xfull, Given a sample size n (fixed for a given
dataset, fixed in a given plot), the matrix Xfull ∈ Rn×d, and X˜ ∈ Rn×d? where d denotes the
maximum number of covariates available for fitting the model (and in our plots can be computed
by multiplying the sample size with the the maximum value of d/n denoted on the x-axis). When
we vary d, we use X ∈ Rn×d (selecting first d columns of Xfull) for fitting the ridge model and
computing the MDL-COMP.
Next, to compute MDL-COMP equation (8), we need to compute the eigenvalues ρi of X>X, where
X ∈ Rn×d denotes the first d columns of the full matrix Xfull that are used for fitting the ridge
model, and computing the corresponding encoding and MDL-COMP. We use Scipy LinAlg library to
compute ρi and U (the eigenvectors of X>X). Moreover, we need to compute the vector w defined
equal to U>θ? in (6). Note that U has size d × d and θ? is d? dimensional. So when d < d?, the
vector w is computed by restricting θ? to first d dimensions (in equation (6)), i.e., using θ˜? = (θ?)[1:d]
(the orthogonal projection of θ? on X>X) and define w = U>θ˜?. On the other hand, for d > d?, we
simply extend the θ? by appending d− d? 0’s, i.e., θ˜? =
[
θ?
0d−d?
]
and then set w = U>θ˜?.
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In the next figure, we plot the behavior of MDL-COMP for even larger d (up to d = 10000), to
illustrate the slow growth of MDL-COMP for d > n. Here we plot the results only for the iid
Gaussian design.2
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101
Behavior of MDL-COMP for large d
MDL-COMP
MDL-COMP (With  Term) 
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100
101
Behavior of MDL-COMP for large d
MDL-COMP
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(a) d? < n case : d? = 50, n = 100 (b) d? > n case : d? = 200, n = 100
Figure A1. MDL-COMP shows an O(d/n) scaling in small dimensions, and a log d scaling for d > n
for both the low-dimensional design (i.e., d? < n) and the high-dimensional design (d? > n). Here, d?
denotes the true dimensionality of the signal θ? and d denotes the dimensionality of the covariates used
for fitting the ridge estimator (and thereby the encoding QΛ). We also plot MDL-COMP with the ∆
term in (24) and observe that the adjusted line remains parallel to MDL-COMP and thereby does not
change the conclusions qualitatively.
Let us now unpack the expression for MDL-COMP from Theorem 1, namely, equation (8), and
illustrate (informally) why MDL-COMP has a scaling of order O(d/n) for d < min {n, d?}; and a
slow O(log d) scaling for d > max {n, d?}. Note thatMDL-COMP (8) depends on two quantities ρi
and w2i ; both of which change as the fitting dimension d varies. For simplicity, we assume ‖θ?‖ = 1
and σ2 = 1; the argument can be sketched for other values in a similar fashion.
Using standard concentration arguments, we can argue that for d - n, the matrix X>X ≈ Id and
hence ρi ≈ 1. For d - n, the matrix X>X has rank n, and one can argue that its (n) non-zero
eigenvalues are roughly equal to d/n. On the other hand, for the term w2i (where w = U
>θ?),
we note that since U (eigenvectors of X>X) can be seen as a random orthogonal matrix of size
d × d, the terms w2i would roughly be equal. Since
∑d
i=1 w
2
i =
∑min{d,d?}
i=1 ‖θ?‖2, and when the
different coordinates of θ? are drawn iid, we conclude that
∑d
i=1 w
2
i =
min{d?,d}
d?
‖θ?‖2 and hence
that w2i ≈ min
{
1
d ,
1
d?
}
. Plugging in these approximations, when d? < n, we find that
MDL-COMP =
1
2n
min{n,d}∑
i=1
log
(
ρi +
σ2
w2i
)
=

O
(
d
n
log (1 + d?)
)
if d ∈ [0, d?]
O
(
d
n
log (1 + d)
)
if d ∈ [d?, n]
O
(
log d+ log
(
1 +
1
n
))
if d ∈ [n,∞).
(12)
2We also plot an adjusted MDL-COMP to account for the codelength caused by the finite resolution (we
choose ∆ = 0.005 in the plot) in encoding Λ (24). This adjustment leads to an extra O(min {d/n, 1}) offset
and does not affect the qualitative trends in the figure.
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For the case when d? > n, i.e., the true dimensionality is larger than sample size, we find that
MDL-COMP =
1
2n
min{n,d}∑
i=1
log
(
ρi +
σ2
w2i
)
=

O
(
d
n
log (1 + d?)
)
if d ∈ [0, n]
O
(
log
(
d
n
+ d?
))
if d ∈ [n, d?]
O
(
log d+ log
(
1 +
1
n
))
if d ∈ [d?,∞).
(13)
In both cases (12) and (13), we find that the MDL-COMP admits the scaling of O(d/n) for small
d, and O(log d) for d n. Overall, our sketch above, and Figs. 2 and A1 suggest that d/n should
not be treated as the default complexity for d > n; and that MDL-COMP provides a scaling of order
log d for d > n.
A.2 Data-driven approximation to MDL-COMP
We now elaborate on how we can tweak Prac-MDL-COMP to derive an excellent approximation for
MDL-COMP which can be computed in practice without the knowledge of θ?. Note that Prac-MDL-
COMP (11) is composed of three terms:
‖Xθ̂ − y‖2
2σ2︸ ︷︷ ︸
training error
+
λ‖θ̂‖2
2σ2︸ ︷︷ ︸
theta-term
+
1
2
∑
log
(
1 +
ρi
λ
)
︸ ︷︷ ︸
Eigensum
, (14)
From the proof of Theorem 1 we find that MDL-COMP derived in Theorem 1 (cf. (8)), is closely
associated with the “Eigensum” term. In fact, noting the expression for L(Λopt) from equation (24)
in the proof of Theorem 1, we find that to approximate MDL-COMP a suitable adjustment would
be an addition of the term 1n
∑min{n,d}
i=1 log λopt to the “Eigensum” where λopt denotes the optimal
value of λ which achieves the minimum in the optimization problem (11). We call this quantity
Approx-MDL-COMP:
Approx-MDL-COMP =
1
n
min{n,d}∑
i=1
log
(
1 +
ρi
λopt
)
+
1
n
min{n,d}∑
i=1
log λopt
=
1
n
min{n,d}∑
i=1
log (ρi + λopt) . (15)
Fig. A2(a) shows that the Approx-MDL-COMP provides an excellent approximation of the (oracle)
MDL-COMP for all range of d/n in the iid Gaussian design case. Further extensive investigation of
Approx-MDL-COMP in real data settings is left for future work.
In Fig. A2, we also compare the Ropt expressions stated in Theorem 3 derived for d, n→∞, and
that obtained for finite n, d in the proof of Theorem 1 (see equation (16a)). From Fig. A2(b), we
observe that the Theorem 1 provides a good approximation of Ropt even for finite n and d for iid
Gaussian random design.
B Further numerical experiments
We now present additional experiments showing the usefulness of the data-driven Prac-MDL-
COMP (11). In particular, we show that Prac-MDL-COMP informs out-of-sample MSE in Gaussian
as well as several misspecified linear models (Appendix B.1), and then provide further insight on the
performance of real-data experiments (deferred from Sec. 5.2 of the main paper) in Appendix B.2.
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Figure A2. Comparison of different MDL bounds for iid Gaussian design with σ2 = 1, n = 100, d? =
50 and ‖θ?‖ = 1. (a) The Approx-MDL-COMP (15) provides an excellent approximation of the (oracle)
MDL-COMP, where once again we observe the linear growth of MDL-COMP in low dimensions and
the slow logarithmic growth in high dimensions. (b) We observe that the asymptoticRopt (1) bound from
Theorem 3 for large-scale settings closely approximates the exact expression equation (16a) derived in
the proof of Theorem 1 for finite n, d.
B.1 Misspecified linear models
We specify three different types of model misspecification taken from prior work [69] and analyze the
ability of MDL-COMP to select models that generalize. Fig. B1 shows that under these conditions,
MDL-COMP still manages to pick a λ which generalizes fairly well. T-distribution refers to errors
being distributed with a t-distribution with three degrees of freedom. Decaying eigenvalues refers
to the eigenvalues of the covariance matrix λi decaying as 1/2i, inducing block structure in the
covariance matrix. Thresholds refers to calculating the outcome using indicator functions for X > 0
in place of X .
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Figure B1. Model selection under misspecification. Under various misspecifications, Prac-MDL-COMP
still manages to select models which generalize reasonably well. Different from other figures presented
in the paper, here d is fixed and the sample size n is varied.
B.2 Real data experiments continued
We now provide further investigation. First, the good performance of Prac-MDL-COMP based
linear model also holds ground against 5-fold CV, see Fig. B2. Next, we show results for 28 real
datasets in Fig. B3 where the plot titles correspond to dataset IDs in OpenML [65]. In the limited
data regime (when d/n is large, the right-hand side of each plot), MDL-COMP tends to outperform
Ridge-CV. As the number of training samples is increased, the gap closes or cross-validation begins
to outperform MDL-COMP. These observations provide evidence for promises of Prac-MDL-COMP
based regularization for limited data settings.
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Figure B2: Results for Fig 4 hold when using 5-fold CV rather than LOOCV.
Dataset name
(OpenML ID)
No. of
observations (n)
No. of
features (d)
Ridge-CV
MSE (d/n = 1)
Prac-MDL-COMP
MSE (d/n = 1)
1028_SWD 1000 11 1.17 0.97
1029_LEV 1000 5 NaN* 1.10
1030_ERA 1000 5 NaN* 1.05
1096_FacultySalaries 50 5 NaN* 2.01
1191_BNG_pbc 1000000 19 1.02 1.00
1193_BNG_lowbwt 31104 10 0.98 1.01
1196_BNG_pharynx 1000000 11 1.03 1.00
1199_BNG_echoMonths 17496 10 1.47 1.00
1201_BNG_breastTumor 116640 10 2.61 1.12
192_vineyard 52 3 NaN* 1.57
201_pol 15000 49 0.82 0.87
210_cloud 108 6 3.41 0.73
215_2dplanes 40768 11 0.88 0.85
218_house_8L 22784 9 4.37 1.01
225_puma8NH 8192 9 3.26 0.87
228_elusage 55 3 NaN* 1.44
229_pwLinear 200 11 0.83 0.67
230_machine_cpu 209 7 2.48 0.71
294_satellite_image 6435 37 0.47 0.44
344_mv 40768 11 0.85 1.06
4544_GeographicalOriginalofMusic 1059 118 0.67 0.60
519_vinnie 380 3 NaN* 0.92
522_pm10 500 8 2.31 0.96
523_analcatdata_neavote 100 3 NaN* 1.15
527_analcatdata_election2000 67 15 0.50 0.49
529_pollen 3848 5 NaN* 0.94
537_houses 20640 9 3.00 1.06
542_pollution 60 16 0.88 0.82
Table 1. Prac-MDL-COMP vs Cross-validation for a range of datasets when the training data is limited.
This table contains details about the datasets used in Figs. 4, B2 and B3. The first column denotes the
name of the datasets, and the second and third columns report the size of the datasets. In the last two
columns, we report the performance for CV-tuned Ridge (LOOCV), and Prac-MDL-COMP tuned ridge
estimator, trained on a subsampled dataset such that d/n = 1. The reported MSE is computed on a
hold-out testing set (which consists of 25% of the observations), and the better (of the two) MSE for
each dataset is highlighted in bold. We observe that Prac-MDL-COMP based tuning leads to superior
performance compared to cross-validation for most of the datasets. *When too few points are available,
cross-validation fails to numerically fit for low values of λ, returning a value of NaN.
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Figure B3. Test MSE when varying the number of training points sampled from real datasets (lower is
better). MDL-COMP performs well, particularly when the number of training points is small (right-hand
side of each plot). Each point averaged over 3 random bootstrap samples.
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C Proofs
In this appendix, we collect the proofs of our main theorems 1, 3 and 2.
C.1 Proof of Theorem 1
We claim that
Ropt = 1
2n
min{n,d}∑
i=1
log
(
1 +
ρiw
2
i
σ2
)
(16a)
L(Λopt) = 1
2n
min{n,d}∑
i=1
log
σ2
w2i
, (16b)
Putting these two expressions directly yields the claimed expression for MDL-COMP:
MDL-COMP = Ropt + L(Λopt)
=
1
2n
min{n,d}∑
i=1
[
log
(
1 +
ρiw
2
i
σ2
)
+ log
(
σ2
w2i
)]
=
1
2n
min{n,d}∑
i=1
log
(
ρi +
σ2
w2i
)
. (17)
Computing the codelength Ropt (claim (16a)): For the linear model with the true distribution
Pθ? , we have y ∼ N (Xθ?, σ2In). Let p(y; X, θ?) denote the density of Pθ? . To simplify notation,
we use the shorthand θ̂ = θ̂Λ(y).
DKL(Pθ? ‖ QΛ) = Ey
[
log
p(y; X, θ?)
qΛ(y)
]
= Ey
log
 1(2piσ2)n/2 exp (− 12σ2 ‖y −Xθ?‖2)
1
CΛ(2piσ2)n/2
exp
(
− 12σ2 ‖y −Xθ̂‖2 − 12σ2 θ̂>Λθ̂
)

= −Ey
[
1
2σ2
‖y −Xθ?‖2
]
︸ ︷︷ ︸
=:T1
+E
[
1
2σ2
‖y −Xθ̂‖2 + 1
2σ2
θ̂>Λθ̂
]
︸ ︷︷ ︸
=:T2
+ log CΛ︸ ︷︷ ︸
=:T3
.
(18)
Noting that the term T1 simplifies to n/2, and then dividing both sides by n yields that
Ropt = min
Λ∈M
{
E
[
‖y−Xθ̂‖2+θ̂>Λθ̂
2nσ2
]
+
1
2n
d∑
i=1
log
(
1 +
ρi
λi
)}
− 1
2
(19)
We note that the expression (19) was used to motivate Prac-MDL-COMP in Sec. 5.1. Next, we claim
that
T2 =
(n−min {n, d})
2
+
1
2
min{n,d}∑
i=1
(ρiw
2
i /σ
2 + 1)λi
λi + ρi
, and (20a)
T3 =
1
2
min{n,d}∑
i=1
log
(
ρi + λi
λi
)
(20b)
Assuming these claims as given at the moment, let us now complete the proof. We have
1
n
DKL(Pθ? ‖ QΛ) = T1 + T2 + T3
= −min {n, d}
2n
+
1
2n
min{n,d}∑
i=1
(
(ρiw
2
i /σ
2 + 1)λi
λi + ρi
+ log
(
ρi + λi
λi
))
︸ ︷︷ ︸
=:fi(λi)
. (21)
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Finally to compute the Ropt (19), we need to minimize the KL-divergence (21) where we note the
objective depends merely on λ1, . . . , λmin{n,d}. We note that the objective (RHS of equation (21)) is
separable in each term λi. We have
f ′i(λi) = 0 ⇐⇒ −
(ρiw
2
i /σ
2 + 1)
(1 + ρi/λi)2
+
1
1 + ρi/λi
= 0 ⇐⇒ λopti =
σ2
w2i
. (22)
Moreover, checking on the boundary of feasible values of λi = [0,∞), we have fi(λi) → ∞ as
λi → 0+, and fi(λi)→ 1+ρiw2i /σ2 as λi →∞. Noting that 1+log a ≤ a for all a ≥ 1, we find that
minimum value of fi is attained at λ
opt
i . Finally plugging the value fi(λ
opt
i ) = 1 + log(1 + ρiw
2
i /σ
2)
in the expression (22), we obtain the conclusion
Ropt = −min {n, d}
2n
+
1
2n
min{n,d}∑
i=1
(
1 + log
(
1 +
ρiw
2
i
σ2
))
=
1
2n
min{n,d}∑
i=1
log
(
1 +
ρiw
2
i
σ2
)
. (23)
We now prove the claim (16b) before turning to the proof of our earlier claims (20a) and (20b) in
Appendices C.1.2 and C.1.3.
C.1.1 Computing the codelength L(Λopt) (claim (16b))
Now we provide the codelength for the simple quantization based encoding scheme for the regulariza-
tion parameters λ1, · · · , λd. In MDL, a (bounded) continuous hyper-parameter is typically encoded
by quantizing to some small enough resolution ∆; and thus, for a real value a, one can associate a
(prefix) code-length log(a/∆). With such an encoding scheme, and recalling that (i) the optimal
value of λi = w2i /σ
2 (equation (22)), and (ii) for d > n, the λi’s for i > n can be chosen to be zero
and hence do not contribute to the codelength; we conclude that the number of bits needed to encode
Λ is given by
L(Λopt) = 1
2n
min{n,d}∑
i=1
log(λi/∆) =
 1
2n
min{n,d}∑
i=1
log
w2i
σ2
− min {n, d}
2n
log ∆. (24)
Here we have normalized by the number of observations to account for the fact that n observations
are encoded together. In fact, we normalize by a factor of 2n (and not n) for analytical convenience.
Nonetheless, the additional factor 2 can be assumed without any difficulty by apriori deciding to
always transmit the quantity
√
λi up to a resolution
√
∆ (for a difference choice of ∆) and thereby
the code length becomes 12 log(λi/∆). We note that, the ∆ term in equation (24) contributes a factor
of O(d/n) in low dimensions and a constant term for d > n; and is generally omitted in MDL
conventions. Moreover, we show in Fig. A1, that adding this factor does not distort the conclusions.
We now turn to proving our earlier claims (20a) and (20b). We prove them separately. We start with
the low-dimensional case, i.e., when d < n. Since the proof for the high-dimensional case is similar,
we only outline the mains steps in Appendix C.1.3.
C.1.2 Proof of claims (20a) and (20b) for the case d < n
We now expand the terms T2 and T3 from the display (18). To do so, we first introduce some notations.
Let the singular value decomposition of the matrix X be given by
X = V
√
DU>. (25)
Here the matrix D ∈ Rd×d is a diagonal matrix, with i-th diagonal entry denoting the i-th squared
singular value of the matrix X. Moreover, the matrices V ∈ Rn×d and U ∈ Rd×d respectively
contain the left and right singular vectors of the matrix X, i.e., the i-th column denotes the singular
vector corresponding the i-th singular value. Consequently we have that UU> = U>U = V>V =
Id, and that VV> is a projection matrix of rank d. Finally, let Λ = diag(λ1, . . . , λd) be such that
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Λ = UΛU>. With this notation in place, we claim that
(In −X(X>X + Λ)−1X>)2 = VΛ2(D + Λ)−2V> + (In −VV>) (26a)
X(X>X + Λ)−1Λ(X>X + Λ)−1X> = VDΛ(D + Λ)−2V> (26b)
X(X>X + Λ)−1X>Xθ? = V
√
D(D + Λ)−1DU>θ?
= V
√
D(D + Λ)−1Dw (26c)
These claims follow from standard linear algebra techniques. For completeness, we provide their
proofs in Appendix C.4.
Proof of claim (20a) (term T2): We have
1
2σ2
‖y −Xθ̂‖2 + 1
2σ2
θ̂>Λθ̂
=
1
2σ2
‖ (In −X(X>X + Λ)−1X>)y)‖2 + 1
2σ2
‖
√
Λ(X>X + Λ)−1X>y‖2
(i)
=
1
2σ2
y>
(
VΛ
2
(D + Λ)−2V>
)
y +
1
2σ2
y>(In −VV>)y + 1
2σ2
y>
(
VΛD(D + Λ)−2V>
)
y
=
1
2σ2
y>
(
V(Λ
2
+ ΛD)(D + Λ)−2V>
)
y +
1
2σ2
y>(In −VV>)y
=
1
2σ2
y>
(
VΛ(D + Λ)−1V>
)
y +
1
2σ2
y>(In −VV>)y (27)
where step (i) follows from equations (26a) and (26b). The later steps make use of the fact
that diagonal matrices commute. Next, we note that y ∼ N (Xθ?, σ2In), and thus E[y>Ay] =
θ>? X
>AXθ? + σ2 trace(A). Using equations (18) and (27), we find that
T2 = E
[
1
2σ2
‖y −Xθ̂‖2 + 1
2σ2
θ̂>Λθ̂
]
=
1
2σ2
θ>? X
> (VΛ(D + Λ)−1V>)Xθ? + 1
2σ2
[σ2 trace(VΛ(D + Λ)−1V>)]
+
1
2σ2
θ>? X
>(I−VV>)Xθ? + 1
2σ2
[σ2 trace(I−VV>)]
(i)
=
1
2σ2
θ>? X
> (VΛ(D + Λ)−1V>)Xθ? + 1
2σ2
[σ2 trace(VΛ(D + Λ)−1V>)] (28)
0 +
1
2
· (n− d)
(ii)
=
1
2σ2
(
w>DΛ(D + Λ)−1w + σ2 trace[Λ(D + Λ)−1]
)
+
1
2
· (n− d)
=
(n− d)
2
+
1
2
d∑
i=1
(
ρiw
2
i
σ2
+ 1
)
λi
λi + ρi
(29)
where step (i) follows from the facts that the matrix (In − VV>) is a projection matrix of rank
n− d, and is orthogonal to the matrix X, i.e., (In −VV>)X = 0. Step (ii) follows from a similar
computation as that done to obtain equation (27), along with claim (26c), and the following trace
trick:
trace(VΛ(D + Λ)−1V>) = trace(Λ(D + Λ)−1V>V) = trace(Λ(D + Λ)−1Id).
Proof of claim (20b) (term T3): Using the normalization term for a multi-variate Gaussian density,
we know that for any positive definite matrix A ∈ Rn×n we have
1
(2piσ2)n/2
∫
y∈Rn
exp
(
−y
>Ay
2σ2
)
dy =
√
det(A−1). (30)
Putting together the definition (5) of CΛ and equation (27), we find that
CΛ =
1
(2piσ2)n/2
∫
y∈Rn
exp
(
−y
>AΛy
2σ2
)
dy where AΛ =
(
VΛ(D + Λ)−1V>
)
+ (In −VV>)
= In −VD(D + Λ)−1V>. (31)
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The eigenvalues of the n×nmatrix AΛ are given by
{
λ1
λ1+ρ1
, λ2λ2+ρ2 , . . . ,
λd
λd+ρd
, 1, 1, . . . , 1
}
, where
the multiplicity of the eigenvalue 1 is n− d. Finally, applying equation (30), we find that
T3 = log CΛ = log
√
det(A−1Λ ) =
1
2
d∑
i=1
log
(
ρi + λi
λi
)
(32)
and the claim follows.
C.1.3 Proof of claims (20a) and (20b) for the case d > n
In this case, the dimensions of the matrices in the singular value decomposition (25) changes. The
argument for the proof remains similar with suitable adaptations due to the change in the size of the
matrices. As a result, we only outline the main steps.
We write
X = V
[√
D˜ 0
]
U> =⇒ X>X = U
[
D˜ 0
0 0
]
︸ ︷︷ ︸
D
U> (33)
where V ∈ Rn×n, D˜ ∈ Rn×n and U ∈ Rd×d. Note that the non-zero entries of the matrix D are
precisely the ones denoted by D˜.
Let Λn = diag(λ1, . . . , λn) denote the n× n principal minor of the matrix Λ, where Λ = UΛU>.
With these notations, we find that the claims (26) are replaced by
(In −X(X>X + Λ)−1X>)2 = VΛ2n(D˜ + Λn)−2V> (34a)
X(X>X + Λ)−1Λ(X>X + Λ)−1X> = VD˜Λn(D˜ + Λn)−2V> (34b)
X(X>X + Λ)−1X>Xθ? = V
[√
D˜ 0
]
(D + Λ)−1D U>θ?︸ ︷︷ ︸
=:w
= V
√
D˜(D˜ + Λn)
−1D˜w1:n (34c)
where w1:n denotes the first n entries of the vector w. The proof of these claims can be derived in a
similar manner to that of claims (26) (see Appendix C.4).
Applying equations (34a) and (34b), we find that the equation (27) is modified to
1
2σ2
‖y −Xθ̂‖2 + 1
2σ2
θ̂>Λθ̂ =
1
2σ2
y>
(
VΛn(D˜ + Λn)
−1V>
)
y
which along with equation (34c) implies that the equation (29) is now replaced by
T2 = E
[
1
2σ2
‖y −Xθ̂‖2 + 1
2σ2
θ̂>Λθ̂
]
=
1
2
n∑
i=1
(
ρiw
2
i
σ2
+ 1
)
λi
λi + ρi
.
Thus, we obtain the claimed expression (20a) for T2 when d > n.
Next, to prove (20b) for this case, we find that the matrix AΛ (defined in equation (31)) for this case
gets modified to
AΛ = In −VD(D + Λ)−1V>.
Since VV> = In, we find that the eigenvalues of the n × n matrix AΛ are given by{
λ1
ρ1+λ1
, . . . , λnρn+λn
}
. Therefore, we conclude that
T3 = log CΛ = log
√
det(A−1Λ ) =
1
2
n∑
i=1
log
(
ρi + λi
λi
)
.
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C.2 Proof of Theorem 2
For θ̂ = θ̂Λ(y), we claim that
1
n
E
[
‖Xθ̂ −Xθ?‖2
]
=
1
n
min{n,d}∑
i=1
λ2i ρiw
2
i + σ
2ρ2i
(ρi + λi)2︸ ︷︷ ︸
=:hi(λi)
(35)
Let us assume the claim as given at the moment. Recalling the optimal choice λopti of the regularization
parameter for MDL-COMPfrom equation (22), and noting that the in-sample MSE is separable in
each term λi, it remains to show that
argmin
λi∈[0,∞)
hi(λi) = λ
opt
i =
σ2
w2i
(36)
To this end, we note that
h′i(λi) = 0 ⇐⇒ 2
ρ2iw
2
i λi
(ρi + λi)3
− 2 ρ
2
iσ
2
(ρi + λi)3
= 0 ⇐⇒ λ˜opti =
σ2
w2i
.
On the boundary of feasible values of λi = [0,∞), we have hi(0) = σ2, and hi(λi) → ρiw2i as
λi →∞. Noting that
hi(λ˜
opt
i ) =
ρiw
2
i σ
2
ρiw2i + σ
2
≤ min{ρiw2i , σ2} ,
yields the claim (36).
It remains to establish our earlier claim (35). The proof for this part can be done separately for the
two cases d > n and d < n by using the claims (26) and (34) as needed. Following steps similar to
that in Theorem 1 proof, we find that
E
[
‖Xθ̂ −Xθ?‖2
]
= E
[‖X(X>X + Λ)−1X>y −Xθ?‖2]
= ‖X(X>X + Λ)−1X>Xθ? −Xθ?‖2 + E
[‖X(X>X + Λ)−1X>ξ‖2]
(i)
= ‖V
√
D((D + Λ)−1D− I)w‖2 + E
[
‖V
√
D(D + Λ)−1
√
DV>ξ‖2
]
= ‖
√
D((D + Λ)−1Λ)w‖2 + σ2 trace
(√
D(D + Λ)−1D(D + Λ)−1
√
D
)
=
min{n,d}∑
i=1
(
ρiλ
2
iw
2
i
(ρi + λi)2
+
σ2ρ2iw
2
i
(ρi + λi)2
)
,
and we are done.
C.3 Proof of Theorem 3
Our result involves the function
g(a, b) :=
1
4
(√
snr(1 +
√
γ)2 + 1−
√
snr(1−√γ)2 + 1
)2
, for a, b > 0. (37)
The proof of this theorem makes use of the analytical expression of MDL-COMP from Theorem 1
and few random matrix theory results. Let Fd : a 7→ 1d
∑d
i=1 1(a ≤ ρi) denote the empirical
distribution of the eigenvalues of the matrix X>X.
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First, we note that since θ? is assumed to be drawn from rotationally invariant distribution, we can
rewrite the MDL-complexity expression as
Eθ? [Ropt] = Ew
 1
n
min{n,d}∑
i=1
log
(
1 +
ρiw
2
i
σ2
) (i)≤
 1
n
min{n,d}∑
i=1
log
(
1 +
ρiEw[w2i ]
σ2
)
(ii)
=
1
n
d∑
i=1
log (1 + ρi · snr)
=
d
n
(
1
d
d∑
i=1
log (1 + ρi · snr)
)
=
d
n
·
∫ ∞
Z=0
log(1 + Z · snr)dFd(Z),
where step (i) follows from Jensen’s inequality, i.e., E[log(1 +W )] ≤ log(1 + E[W ]), and step (ii)
follows from the fact that θ? is drawn from rotationally-invariant distribution and hence w = U>θ?
d
=
θ?, and that E[w2i ] = E[‖θ?‖2]/d.
Next, we recall a standard result from random matrix theory. Under the assumptions of Theorem 3,
as d, n → ∞ with d/n → γ, the empirical distribution Fd of the eigenvalues of the matrix X>X
converges weakly, almost surely to a nonrandom limiting distribution MPγ with density
mγ(a) =
(
1− 1
γ
)
+
δ(a) +
√
(a− b1)+(a− b2)+
2piγa
, where b1 = (1−√γ)2 and b2 = (1 +√γ)2.
(38)
This distribution is also known as the Marc˘enko-Pastur law with ratio index γ. (See [38, 54], or
Theorem 2.35 [63] for a quick reference.)
Next, we claim that as d, n→∞ with d/n→ γ, we have
Ropt = d
n
·
∫ ∞
0
log(1 + Z · snr)dFd(Z) −→ γ · EZ∼MPγ [log(1 + snr · Z)] , (39)
almost surely. Assuming this claim as given at the moment, let us now complete the proof. In general,
the analytical expressions for expectations under the distribution MPγ are difficult to compute.
However, the expectation EZ∼MPγ [log(1 + γZ)] is known as the Shannon transform and there exists
a closed form for it (see Example 2.14 [63])3:
EZ∼MPγ [log(1 + snr · Z)] =: VZ(snr) = log (1 + snr−∆) +
1
γ
log (1 + γ · snr−∆)− ∆
snr · γ .
(40)
where ∆ = g(snr, γ) and the function g was defined in equation (37). Putting the equations (39)
and (40) together yields the expression (10) stated in Theorem 3.
Proof of claim (39): This part makes use of the Portmanteau theorem and a few results from [7].
Consider the bounded function defined on [0,∞), f : a 7→ log(1 + snr · a)1(a ≤ 2b2), where
b2 = (1 +
√
γ)2 was defined in equation (38). As n, d→∞ with d/n→ γ, we have∫ ∞
0
f(Z)dFd(Z)
(i)
=
∫ 2b2
0
f(Z)dFd(Z)
(ii)−→
∫ 2b2
0
f(Z)dMPγ(Z)
(iii)
=
∫ ∞
0
f(Z)dMPγ(Z)
= EZ∼MPγ [1 + log(snr · Z)],
where steps (i) and (iii) follow from the definition of f , i.e., f(Z) = 0 for any Z > 2b+ 2. Moreover,
step (ii) follows from applying the Portmanteau theorem, which states that the weak almost sure
3The transform in the reference [63] uses the log2 (base-2 logarithm) notation. The results stated here have
been adapted for loge (base-e, natural, logarithm) in a straightforward manner.
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convergence (38) implies the convergence in expectation for any bounded function, and f is a bounded
function. Finally, we argue that for large enough n, we have∫ ∞
0
log(1 + Z · snr)dFd(Z) (iv)=
∫ 2b2
0
log(1 + Z · snr)dFd(Z) (v)=
∫ ∞
0
f(Z)dFd(Z)
To establish step (iv), we invoke a result from the work [7] (Corollary 1.8). It states that for large
enough n, the largest eigenvalue of the matrix X>X is bounded above by 2(1 +
√
γ)2 almost surely,
and thus, we can restrict the limits of the integral on the LHS to the interval [0, 2b2]. Step (v) follows
trivially from the definition of the function f . Putting the pieces together yields the claim (39), and
we are done.
C.4 Proof of auxiliary claims
a For completeness, we discuss the proofs of the linear-algebra claims (26) and (34). Here we
establish the claim (26a) (for n > d) and (34a) (for n < d). The other claims in the equations (26)
and (34) can be derived in a similar fashion. Note that for both cases n > d and n < d, our
notations (25) and (33) are set-up such that
(X>X + Λ)−1 = U(D + Λ)−1U>,
where the inverse is well-defined since Λ = diag(λ1, . . . , λd) is assumed to be a positive definite
matrix. We use the fact that diagonal matrices commute, several times in our arguments.
Proof of claim (26a): Using the decomposition (25) for n > d and noting that U>U = Id, we
find that
(In −X(X>X + Λ)−1X>)2 = (In −V
√
DU>U(D + Λ)−1U>U
√
DV>)2
= (In −VV> + VV> −V
√
D(D + Λ)−1
√
DV>)2
= (In −VV> + V(Id −
√
D(D + Λ)−1
√
D)V>)2
= (In −VV> + VΛ(D + Λ)−1V>)2
= In −VV> + VΛ2(D + Λ)−2V>,
where the last step follows from the following facts (a) I −VV> is a projection matrix, (b) (I −
VV>)V = 0, and (c) V>V = Id.
Proof of claim (34a): Note that for the decomposition (33), we have VV> = V>V = In and
UU> = U>U = Id. Using these facts along with the notation Λn = diag(λ1, . . . , λn) for d > n,
we find that
(In −X(X>X + Λ)−1X>)2 = (In −V
[√
D˜ 0
]
U>U(D + Λ)−1U>U
[√
D˜
0
]
V>)2
= (In −V
[√
D˜ 0
]
(D + Λ)−1
[√
D˜
0
]
V>)2
= (In −V
√
D˜(D˜ + Λn)
−1
√
D˜V>)2
= (VV> −VD˜(D˜ + Λn)−1V>)2
= (V(In − D˜(D˜ + Λn)−1)V>)2
= VΛ
2
n(D˜ + Λn)
−2V>,
which yields the claim.
D Further background on MDL
In this appendix, we provide an in-depth discussion on several aspects of MDL-COMP that were
deferred from the main paper.
We start with a further discussion on the difference between MDL and MLE.
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D.1 MDL vs MLE
In MDL, the set of codes Q (in equation (1)) can correspond to many classes of models. In contrast,
in MLE likelihood is maximized over a fixed model class. MLE is generally used when a model class
is fixed; and is known to break down when considering even nested classes of parametric models [23].
In fact, the definition (1) can be suitably adjusted even for the case when there is no true generative
model for y. Indeed the quantity Q(y) does not denote the likelihood of the observation y in general
and, the distribution Q may not even correspond to a generative model. In such cases, the optimal
choice of Q in equation (1) is supposed to be optimal not just for y from a parametric family, but also
for y from one of many parametric model classes of different dimensions.
However, when Q is a single parametric family, i.e., Q = {Pθ} where θ denotes the unknown
parameter of interest, the MDL principle does reduce to the MLE principle. Put more precisely, MLE
can be seen as the continuum limit of two-part MDL (see Chapter 15.4 [21]). In fact, for such a case
the optimal codeQ? (equation (1)) in the NML framework, the valueQ?(y) is given by the logarithm
of the likelihood computed at MLE plus a term that depends on the normalization constant of the
maximum likelihood over all possible observations (hence the name normalized maximum likelihood
NML).
For the low-dimensional linear models (fixed d and n→∞), while several MDL-based complexities,
namely two-part codelength, stochastic information complexity, and NML complexity are equivalent
to the first O(log n) term—which in turn scales like d log n)/2. Moreover, the NML complexity can
be deemed optimal when accounting for the constant term, i.e., NML complexity achieves the optimal
O(1) term which involves Jeffrey’s prior [8], asymptotically for low-dimensional linear models. We
refer the readers to [8, 23, 50] for further discussion on two-part coding, stochastic information
complexity, and Sections 5.6, 15.4 of the book [21] for further discussion on MDL versus MLE.
D.2 MDL-COMP as Luckiness-normalized maximum-likelihood complexity
Note that the code QΛ is also known as the luckiness normalized maximum likelihood (LNML)
code corresponding to a certain luckiness function (see Chapter 11 [21]). In particular, LNML was
introduced to generalize the notion of normalized maximum likelihood to regularized estimators.
Given a luckiness function pluck : Rd → R+, and the data distribution (y; X, θ)→ pdata(y; X, θ),
the LNML code is defined as
qLNML(y) =
maxθ (pdata(y; X, θ) · pluck(θ))∫
z∈Rn
max
θ′
(pdata(z; X, θ
′) · pluck(θ′)) dz
. (41)
Note that in both equations (5) and (41), the normalization is done to ensure that the code corresponds
to a probability distribution. In particular, a probability distribution satisfies Kraft’s inequality and
hence there exists a code corresponding to it. For the linear model described above, using
pdata(y; X, θ) =
1
(2piσ2)n/2
exp
(
−‖y −Xθ‖
2
2
2σ2
)
, and pluck(θ) = exp
(
−θ
>Λθ
2σ2
)
, (42)
we find that
argmax
θ
(pdata(y; X, θ) · pluck(θ)) = θ̂Λ(y) =⇒ qLNML(y) = qΛ(y). (43)
As a result, we can also consider MDL-COMP as the LNML complexity over the choice of luckiness
functions parameterized by Λ ∈M.
E Bias-variance tradeoff with different designs
In this section, we show that the bias-variance tradeoff for OLS heavily depends on the design
matrix and we may observe double-descent, or multiple descent in the test MSE when we vary the
dimensionality of the covariates. Nonetheless, for CV-tuned Ridge estimator the Test MSE resembles
the familiar U-shaped behavior for all the choices shown here. From the presented results, we
conclude that the test MSE for OLS can have many peaks depending on the design, and at different
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values of d/n given the data-generating mechanism. The data is generated from a Gaussian linear
model:
y = Xθ?︸︷︷︸
y?
+ξ, (44)
where ξ ∈ Rn ∼ N (0, 0.01In). Next, we present results for several different choices of X and two
choices of θ?. We keep the training sample size fixed at n = 200, and the maximum size of covariates
is fixed at 2000.
Choice for X: Let A ∈ R200×2000 denote a matrix whose entries are drawn iid from N (0, 1). Let
B ∈ R2000×2000 denote a diagonal matrix such that Bii = | cos i| for i even, and 0 otherwise. Then
the two choices of X are (I) Gaussian design: X = A, and (II) Cosine design: X = AB.
Choice for θ?: The true observation y? depends on only a few covariates: (A) d? < n: We choose
θ? to have non-zero entries for the index {11, 12, . . . , 60}, i.e., the true dimensionality of the dataset
is d? = 60, which is less than the sample size n = 200. (B) d? > n: We choose θ? has non-zero
entries for the index {1, 2, . . . , 400}, i.e., the true dimensionality of the dataset if d? = 400 which is
more than the sample size n = 200. The non-zero entries of θ? are drawn iid from N (0, 1), and then
normalized such that ‖θ?‖ = 1.
Overall we have four design choices: IA, IB, IIA, IIB. We plot the test MSE of OLS and LOOCV-
tuned Ridge for all the choices in Fig. E1; and the bias-variance tradeoff curves for IA, and IIA
in Fig. E2. Given a particular setting, e.g., Gaussian design with d? = 60 < n (IA), we generate
a dataset of n observations and then fit different estimators with a varying number of covariates
(denoted by d); i.e., the response variable y remains fixed and we only vary the dimensionality of
the design matrix for fitting OLS or Ridge model. We then compute the test MSE (computed on
an independent draw of ytest? of size ntest = 1000). We redraw the noise in the observation 50 times
(ytrain? and y
test
? remain fixed), and plot the average of test MSE over these runs. For a given d, the
bias and variance for a given estimator (OLS or Ridge) are computed as follows:
Bias(d) =
1
ntest
‖ytest? − yest‖2, and
Variance(d) =
1
50
50∑
r=1
1
ntest
‖yestr − yest‖2,
where r denotes the index of the experiment (redraw of noise ξ), yestr denotes the estimate for the
response for the test dataset for the r-th experiment, and yest denotes the average of the predictions
made by the estimator across all 50 experiments.
From Figs. E1 and E2, we conclude that while the test MSE of the CV-tuned Ridge-estimator exhibits
the classical U-shaped curve for all the settings, the behavior of OLS is heavily dependent on the
covariate design and the d?. For d < d?, both OLS and Ridge show the classical tradeoff between
bias and variance. For d > d?, the bias of ridge increases monotonically with d, but the variance
increases until a threshold (which depends on the design), and then decreases. The bias of OLS for
d > d? (almost always) monotonically increases with d, but the variance term can show multiple
peaks depending on the design (which sometimes gets reflected in the test MSE).
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Figure E1. Plots of test mean squared error for OLS and CV-tuned Ridge for various designs, as the
dimensionality of the covariates in the fitted model varies. Noise variance is fixed at 0.01, and the
training sample size is n = 200. OLS estimator can have a double-descent behavior (Gaussian design),
or multiple descent (Cosine design) depending on the covariate matrix. Dotted vertical line shows the
true dimensionality (d? ∈ {60, 400}) of the data generating mechanism Ridge estimator shows the
classical U-shaped curve across all choices. See Fig. E2 for the bias-variance tradeoff for the settings in
panels (a) and (c).
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Figure E2. Bias-variance tradeoff of OLS and CV-tuned Ridge estimators for different covariate design.
In panels (a) and (b), we decompose the test MSE of OLS and Ridge estimators for Gaussian design
with d? < n (Design: IA), corresponding to the Fig. E1(a). In panels (c) and (d), we plot similar curves
for Cosine design with d? < n (Design: IIA), corresponding to Fig. E1(c). We observe that both OLS
and Ridge show the classical bias-variance tradeoff for d < d?. The bias of Ridge for both designs
increases monotonically after d > d?, but the variance increases upto a certain value of d, and then
decreases for even larger d; however the overall test MSE (Fig. E1(c)) shows a classical U-shaped curve.
For OLS, the tradeoff is more nuanced, and can show multiple peaks in variance (and thus in test MSE)
for the cosine design.
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