In random graph models, the degree distribution of an individual node should be distinguished from the (empirical) degree distribution of the graph that records the fractions of nodes with given degree. We introduce a general framework to explore when these two degree distributions coincide asymptotically in large homogeneous random networks. The discussion is carried under three basic statistical assumptions on the degree sequences: (i) a weak form of distributional homogeneity; (ii) the existence of an asymptotic (nodal) degree distribution; and (iii) a weak form of asymptotic uncorrelatedness. We show that this asymptotic equality may fail in homogeneous random networks for which (i) and (ii) hold but (iii) does not. The counterexample is found in the class of random threshold graphs. An implication of this finding is that random threshold graphs cannot be used as a substitute to the Barabási-Albert model for scale-free network modeling, as has been proposed by some authors.
Introduction
In the past three decades considerable efforts have been devoted to understanding the rich structure and functions of complex networks, be they technologically engineered, found in nature or generated through social interactions. These developments have been recorded in surveys, e.g., [1, 14, 26] , research monographs, e.g., [3, 11, 15, 20, 27] , and anthologies of research papers, e.g., [28] .
The questions of interest often relate to a collection of entities (alternatively called nodes, agents, etc.) and to a set of relationships between them. The pairings can be physical, logical or social in nature; when pictured as links or edges between nodes, they naturally give rise to graphs and graph-like structures (customarily referred to as networks) on the set of nodes. Often the pairwise relationships are best viewed as inherently random, suggesting that random graph models be used to frame the relevant issues -Here we understand a random graph to be a graph-valued random variable (rv), with possibly both sets of nodes and edges being random.
A popular research direction has been concerned with designing random graph models that are "good" in the sense of exhibiting key properties observed in real networks -Historically attention has been given to the simplest of network properties, namely the degree of nodes and their various distributions. The discussion invariably starts with the work of Erdős and Rényi [17] : With n nodes and link probability p, the (binomial) Erdős-Rényi graph G(n; p) postulates that the n(n−1) 2 potential undirected links between these n nodes are each created with probability p, independently of each other. The degree distribution in Erdős-Rényi graphs is announced to be Poisson-like, the justification going roughly as follows: (i) With D n,k (p) denoting the degree rv of node k in G(n; p), the rvs D n,1 (p), . . . , D n,n (p) are identically distributed, each distributed according to a binomial rv Bin(n − 1; p); (ii) If the link probability scales with n as p n ∼ λ n for some λ > 0, then Poisson convergence ensures the distributional convergence D n,1 (p n ) =⇒ n D
where the rv D is a Poisson rv with parameter λ. Over the past five decades, a rich asymptotic theory has been developed for Erdős-Rényi graphs in the many node regime; see the monographs [6, 13, 15, 21] . However, as more networks have been studied, the data suggest in many cases that the degree distribution is not Poissonian but displays instead a power-law behavior: If the network comprises a large number n nodes and N n (d) is the number of nodes with degree d in the network, then the data reveals a behavior of the form
for some α in the range [2, 3] (although there are occasional exceptions) and C > 0. See [15, Section 4.2] for an introductory discussion and references, and the paper by Clauset et al. [10] for a principled statistical framework. Statements such as (2) are usually left somewhat vague as the range of d is never carefully specified; networks where (2) was observed are often called scale-free networks. On account of this observation, Erdős-Rényi graphs were deemed inadequate to model many networks of interest, including scale-free networks, and new classes of random graph models have been proposed in an attempt to capture the behavior (2), e.g., the configuration model [4, 5, 24, 25] , generalized random graphs [8] , and exponential random graphs [19, 34] to name some of the possibilities. In that context, the Barabási-Albert network model came to prominence for its ability to formally "explain" the existence of power law degree distributions in large networks via the mechanism of preferential attachment [2] .
However, the statement (2) concerns an empirical degree distribution computed networkwide, whereas the convergence (1) addresses the behavior of the (generic) degree of a single node, its distribution being identical across nodes. A natural question is then whether these different points of view can be reconciled, at least asymptotically, in large networks and if so, under what conditions. The purpose of this paper is to explore this issue in some details. What follows is an outline of some contributions along these lines: 1. A general framework to investigate this discrepancy is introduced in Section 2 through a sequence of random graphs {G n , n = 1, 2, . . .} with increasingly large and unbounded vertex sets. The discussion is carried out under a set of three assumptions presented in Section 3, namely (i) A weak form of distributional homogeneity: In particular, for each n = 1, 2, . . ., the degree rvs in G n are identically distributed across nodes -Let D n denote the generic degree rv in G n ;
(ii) Existence of an asymptotic (nodal) degree distribution: There exists an N-valued 
is the empirical degree distribution in G n (with P n (d) denoting the fraction of nodes with degree d in G n ), then
where the pmf (p(d), d = 0, 1, . . .) on N is as in (ii) above. A strengthening of this result in terms of total variation distance is provided as Proposition 4.5, and is established in Section 10.
3. In Section 5 we introduce a broad class of models where the underlying assumptions (i)-(iii) can be checked; this provide a natural and convenient setting for applying Proposition 4.4. Erdős-Rényi graphs (under the scaling yielding (1)) are readily subsumed in this framework, as are many other homogeneous networks of interest in applications; see [29] for details. In particular, this resolves the discrepancy mentioned earlier in that the appropriate version of (4) does hold for both Erdős-Rényi graphs (by virtue of Proposition 4.4) [29] and the Barabási-Albert model (for which (4) holds with limiting pmf satisfying
4. Next we turn our attention to the proposition, perhaps too often taken for granted, that in homogeneous random graphs the convergence (3) of the generic degree distribution might automatically imply the convergence (4) of the empirical degree distribution. In Section 6 we provide a counterexample drawn from the class of random threshold graph models [9, 18, 23, 33] . For this class of models under exponentially distributed fitness, although (3) is known to take place with power tail behavior
, we show that (4) nevertheless fails to hold. This is the content of Proposition 6.2; its proof occupies Section 7 to Section 9, and relies on the asymptotics of order statistics for i.i.d. variates [16, 22] . 5 . One implication of this last finding is that such random threshold graphs cannot be used as an alternative scale-free model to the Barabási-Albert model (see below) as claimed by some authors [9, 33] . Indeed, only the convergence (4) has meaning in the preferential attachment model while (3) is meaningless there, with the situation being reversed for random threshold graphs. In other words, leaving aside the issue of which value of α is appropriate, the two models cannot be compared in terms of their degree distributions! This highlights the fact that even in homogeneous graphs, the networkwide degree distribution and the nodal degree distribution may capture vastly different information.
Some of the results discussed in this paper were announced in the conference paper [30] , mostly without proofs. Different proofs to establish Proposition 6.2. were originally given in the Ph.D. thesis of the first author [29] .
A simple framework
First some notation and conventions: The random variables (rvs) under consideration are all defined on the same probability triple (Ω, F, P). The construction of a probability triple sufficiently large to carry all required rvs is standard, and omitted in the interest of brevity. All probabilistic statements are made with respect to the probability measure P, and we denote the corresponding expectation operator by E. The notation P −→ n (resp. =⇒ n ) is used to signify convergence in probability (resp. convergence in distribution) (under P) with n going to infinity. If E is a subset of Ω, then 1 [E] is the indicator rv of the set E with the usual understanding that
. With X and Y two R-valued rvs, we say that X is smaller in the strong stochastic order than Y ,
The following situation is often encountered in the literature; see Section 5: We are given a sequence of random graphs {G n , n = 2, 3, . . .} defined on the probability triple (Ω, F, P): Fix n = 2, 3, . . .. With V n a finite and non-empty set, the random graph G n is an ordered pair (V n , E n ) defined on the set of nodes V n with random edge set E n ⊆ V n × V n . The edge set E n is equivalently determined by a set of {0, 1}-valued edge rvs {χ n (k, ℓ), k, ℓ ∈ V n } -Thus, χ n (k, ℓ) = 1 (resp. χ n (k, ℓ) = 0) if there is a directed edge (resp. no edge) from node k to node ℓ, so that E n = {(k, ℓ) ∈ V n × V n : χ n (k, ℓ) = 1}. We do not necessarily assume that G n is an undirected graph, and we do allow self-loops. There is no loss in generality in taking V n = {1, . . . , k n } for some positive integer k n . In most cases of interest V n = {1, . . . , n} so that k n = n.
For each k in V n , the degree of node k in the random graph G n is the rv D n,k given by
counts the number of nodes in V n which have degree d in G n . The fraction of nodes in V n with degree d in G n is then given by
This defines the random pmf
on N with support contained in V n ∪ {0}. Strictly speaking, the expression (5) defines the out-degree of a node. However, everything said for out-degrees can also be developed for in-degrees with no substantive changes. In what follows the term degree will refer interchangeably to either out-degree or in-degree, the point being moot when considering undirected graphs as is the case in many situations.
Assumptions
We explore the convergence of the sequence {P n (d), n = 2, . . .} for each d = 0, 1, . . . under the assumption that the sets {V n , n = 1, 2, . . .} grow unboundedly large with n, namely lim n→∞ |V n | = ∞. Equivalently, we assume the sequence n → k n to be monotone increasing with lim n→∞ k n = ∞.
Several assumptions used during the discussion are presented next. First we specify what we mean by networks to be homogeneous for the purpose of this paper.
and
Obviously condition (8) implies condition (7). In many settings (see Section 5), Assumption 1 follows from the fact that for each n = 1, 2, . . ., the edge rvs {χ n (k, ℓ), k, ℓ ∈ V n } are exchangeable. Under Assumption 1, for each n = 2, 3, . . ., it is appropriate to speak of the degree distribution of a node in G n , namely the distribution of D n, 1 . In many such cases it is typical for the degree rvs {D n,1 , n = 2, 3, . . .} to converge in the following sense.
Assumption 2. (Existence of an asymptotic degree distribution) Under Assumption 1, there exists an
N-valued rv D such that D n,1 =⇒ n D. (9) Let p = (p(d), d = 0, 1, . . .
) denote the pmf of the limiting rv D.
Assumption 2 can be rephrased as
The central issue discussed here is whether under Assumptions 1 and 2, the convergence
takes place where the pmf
is the pmf postulated in Assumption 2.
The following assumption turns out to be both necessary and sufficient.
Assumption 3. (Asymptotic uncorrelatedness) Under Assumption 1, for each
Assumption 3 amounts to the convergence statement
for each d = 0, 1, . . .; it is implied by the following stronger assumption which is easier to check in practice; see Section 5 for some examples in a commonly occurring setting. 
where D 1 and D 2 are independent N-valued rvs, each distributed according to the pmf p postulated in Assumption 2.
While Assumption 4 reads
note that Assumption 3 does not require the joint convergence (14) to hold. However, if (14) were known to hold (but with no further characterization of the limit), then under Assumption 2 it is easy to check that Assumption 3 is equivalent to the independence of the binary rvs
Indeed, the existence of the limit (14) implies (13) is now equivalent to 
A little theory
We begin with some easy facts: Fix n = 2, 3, . . . and d = 0, 1, . . ., and let L(d) denote an arbitrary scalar. Standard properties of the variance give
Proceeding in the usual manner, the definition (6) of the rv N n (d) yields the expressions
by the binary nature of the involved rvs. Under Assumption 1, these expressions become
respectively. Collecting terms we conclude that
Let n go to infinity in (18) with lim
For bounded sequences of rvs, mean-square convergence and convergence in probability are equivalent, namely
The three facts below are simple consequences of these observations: 
where
The necessity of Assumption 3 for the convergence (11) is explored next. 
is the one postulated in Assumption 2, and the limit
must exist with C(d) = 0. This converse has the following consequence to be used later: Under Assumptions 1-2, whenever we have lim
then (11) 
A commonly encountered setting
In many situations of interest the sequence of random graphs {G n , n = 1, 2, . . .} arises in the following natural manner: Given is an underlying parametric family of random graphs, say
where A is some parameter set and r is a positive integer. With α in A, for each n = 2, 3, . . ., the random graph G(n; α) is a random graph on V n whose statistics depend on the parameter α. For each k in V n , let D n,k (α) denote the degree of node k in G(n; α); it is often the case that the rvs {D n,k (α), k ∈ V n } constitute an exchangeable family, as we assume thereafter in this section. There is then no ambiguity as to the (nodal) degree distribution in G(n; α) because all nodes have the same degree distribution, namely that of the rv D n,1 (α). We construct the collection {G n , n = 2, 3, . . .} by setting
for some scaling α :
The scaling α : N 0 → A is the (usually unique) scaling which ensures the convergence
for some non-degenerate N-valued rv D; this scaling is often the critical scaling associated with the emergence of a maximal component. Under these circumstances, Assumptions 1 and 2 are automatically satisfied, and only Assumption 3 needs to be verified. The setting outlined above applies to a number of examples routinely discussed in the literature; see [29] for details: Here for each n = 1, 2, . . ., we take V n = {1, . 2. Geometric random graphs G(n; ρ) on a unit square (ρ > 0) with scaling ρ : N 0 → R + given by πρ 2 n ∼ c n [31] ; and 3. Random key graphs K(n; K, P ) (K < P in N 0 ) with scalings K, P : N 0 → N 0 given by scaling
As mentioned earlier, Assumptions 1 and 2 are readily satisfied in these examples. In each case, it is a simple matter to check that D in (25) is a Poisson rv with parameter c, and that the stronger Assumption 4 holds. Yet, as the remainder of the paper illustrates, it is nevertheless possible to find homogeneous random networks in the sense of Assumption 1 where (9) occurs but where the convergence (11) fails. This is taken on in the next section.
6 A counterexample 6 
.1 Random threshold graphs
The setting is that of [9, 18, 23, 33] : Let {ξ, ξ k , k = 1, 2, . . .} denote a collection of i.i.d. R + -valued rvs defined on the probability triple (Ω, F, P), each distributed according to a given (probability) distribution function F : R → [0, 1] with F (x) = 0 for x ≤ 0. With ξ acting as a generic representative for this sequence of i.i.d. rvs, we have
Once F is specified, random thresholds graphs are characterized by two parameters, namely a positive integer n and a threshold value θ > 0: The network comprises n nodes, labelled k = 1, . . . , n, and to each node k we assign a fitness variable (or weight) ξ k which measures its importance or rank. For distinct k, ℓ = 1, . . . , n, the nodes k and ℓ are declared to be adjacent if
and a bidirectional edge exists between nodes k and ℓ. The adjacency notion (26) defines the random threshold graph T(n; θ) on the set of vertices V n = {1, . . . , n}. The degree D n,k (θ) of node k in T(n; θ) is clearly given by
Under the enforced assumptions, the rvs D n,1 (θ), . . . , D n,n (θ) are exchangeable, thus equidistributed.
Applying Proposition 4.4 under exponential fitness
From now on we focus on the special case when ξ is exponentially distributed with parameter λ > 0, written ξ ∼ Exp(λ), that is
where we have used the standard notation x + = max(x, 0). While other distributions could be considered to develop counterexamples to Proposition 4.4, the exponential distribution was selected for two main reasons: This case was considered in [9, 18, 33] to show that scale-free networks can be generated through the fitness-based mechanism used in random threshold graphs; more on that later. Moreover, calculations are greatly simplified in the exponential case.
With random threshold graphs as the underlying family (23), the definition (24) here takes the form
with scaling θ ⋆ :
We are in the setting of Section 5. Having in mind to apply Proposition 4.4 to the random graphs {G n , n = 1, 2, . . .}, we recover the notation of Section 2 by setting (d), d = 0, 1, . . .) given by
Therefore, Assumption 2 holds with
Assumption 3 fails
The remainder of the paper is devoted to showing the following convergence result.
exists and C(d) > 0.
Proposition 6.1 is established from Section 7 to Section 9 where expressions are given for the limits (32): For instance, we show at (56) that
− max(e λξ 1 ,e λξ 2 ) − E e −(e λξ 1 +e λξ 2 ) > 0.
The expression (60) of the limit C(d) for d = 0 is rather cumbersome and is omitted at this point. However, the fact that C(d) > 0 on the entire range suffices to establish the desired counterexample via the observation following 4.6.
does not converge in probability to any constant.
has been shown to hold where
Details are available in [29] . The failure of the convergence (11) in the context of random threshold graphs is significant for the following reason: Caldarelli et al. [9, 33] have proposed this subclass of hidden variable models as an alternative scale-free model to the preferential attachment model of Barabási and Albert [2] . The basis for their proposal was the provable power-law behavior
See Fujihara et al. [ 18, Example 1, p. 366] for details. However, a meaningful comparison between the two models would have required at minimum the validity of the convergence
As we now know through Proposition 6.2 this last convergence fails to happen, and the two models cannot be meaningfully compared since for the Barabási-Albert model it only holds
7 Preparing the proof of Proposition 6.1
For every n = 2, 3, . . . and θ > 0, the decomposition
holds where we have set
Fix d = 0, 1, . . .. It is a simple matter to check that
Next, for each n = 2, 3, . . . we substitute θ by θ ⋆ n in the bound (37) and let n go to infinity in the resulting inequality. Since lim n→∞ θ ⋆ n = ∞, we conclude that 
Two different cases arise: First, with d = 0 we find
Next we consider the case d = 1, 2, . . .. Under the enforced independence assumptions we have
In the next step, carried out in Section 9, we replace θ by θ ⋆ n in the expressions above, and let n go to infinity in the resulting expressions. To evaluate these limits we shall rely on asymptotic properties of the order statistics which are discussed next.
Asymptotic results for order statistics
We begin with a one-dimensional result. For each s = 1, 2, . . ., consider the mapping G s :
where G : R → R + denotes the well-known Gumbel distribution given by
It is a simple matter to see that G s : R → R + is a probability distribution function: Note the representation 
where the scaling θ ⋆ : N 0 → R is given by (29) .
With s = 1, Lemma 8.1 expresses the well-known membership of exponential distributions in the maximal domain of attraction of the Gumbel distribution [16] We now turn to the two-dimensional result we need: For each s = 1, 2, . . ., define the mapping J s : R 2 → R + given by
with x s and x s+1 ranging over R. In these expressions we use the convention 0 0 = 1.
Let Λ 1 denote a rv which is distributed according to the Gumbel distribution (47), and which is independent of the i.i.d. rvs ξ 1 and ξ 2 . By Lemma 8.1 (for s = 1 and p = n − 2), since lim n→∞ θ ⋆ n − θ ⋆ n−2 = 0, it is now plain that
Note that C(d) > 0 as the variance of the non-degenerate rv
A proof of Proposition 4.5
Pick V ⊆ N 0 arbitrary with |V | < ∞. For each n = 1, 2, . . ., we note the decomposition
By Proposition 4.4 we have P n (d)
Taking expectations in (61) and (62), and using these limiting values we obtain lim sup
Since the finite set V is an arbitrary subset of N and p is a pmf on N, we conclude that lim sup n→∞ E [d TV (P n , p)] = 0, and the desired conclusion (19) follows by Chebyshev's inequality. 
Fix s = 1, 2, . . ., and pick x s and x s+1 in R. Two cases are possible: (i) If x s ≤ x s+1 in R, then for each p = s + 1, s + 2, . . ., it holds that u p (x s ) ≤ u p (x s+1 ), whence P η p|s+1 ≤ u p (x s+1 ), η p|s ≤ u p (x s ) = P η p|s+1 ≤ u p (x s ), η p|s ≤ u p (x s ) = P η p|s ≤ u p (x s ) since η p|s+1 ≤ η p|s . It follows from Lemma 8.1 that (ii) If x s+1 ≤ x s in R, then for each p = s + 1, s + 2, . . ., the equivalence (64) yields The convergence (50) follows upon using the equivalence (66) together with the observation that u p (x s ) = λ −1 (log p + x s ) and u p (x s+1 ) = λ −1 (log p + x s+1 ) for p sufficiently large.
