Particle filters are computational methods opening up for systematic inference in nonlinear/non-Gaussian state space models. The particle filters constitute the most popular sequential Monte Carlo (SMC) methods. This is a relatively recent development and the aim here is to provide a brief exposition of these SMC methods and how they are key enabling algorithms in solving nonlinear system identification problems. The particle filters are important for both frequentistic (maximum likelihood) and Bayesian nonlinear system identification.
INTRODUCTION
The state space model (SSM) offers a general tool for modeling and analyzing dynamical phenomena. The SSM consists of two stochastic processes; the states {x t } t≥1 and the measurements {y t } t≥1 , which are related according to
and the initial state x 1 ∼ µ θ (x 1 ). We use bold face for random variables and ∼ means "distributed according to". The notation x t+1 | (x t = x t ) stands for the conditional probability of x t+1 given x t = x t . The state process {x t } t≥1 is a Markov process, implying that we only need to condition on the most recent state x t , since that contain all information about the past. Furthermore, θ denotes the parameters, f θ (·) and h θ (·) are probability density functions, encoding the dynamic and the measurement models, respectively. In the interest of a compact notation we will suppress the input u t throughout the text. The SSM introduced in (1) is general in that it allows for nonlinear and non-Gaussian relationships. Furthermore, it includes both black-box and gray-box models on state space form. Nonlinear black-box and gray-box models are covered by link to << ''Nonlinear system identification: A survey of common approaches'', Qinghua Zhang >>. The off-line nonlinear system identification problem can (slightly simplified) be expressed as recovering information about the parameters θ based on the information in the T measured inputs u 1:T {u 1 , . . . , u T } and outputs y 1:T . For a thorough exposition of the system identification problem we refere to link to << ''System Identification -An Overview'', Lennart Ljung >>. Nonlinear system identification has a long history and a common assumption of the past has been that of linearity and Gaussianity. This assumption is very restrictive and we have now witnessed well over half a century of research devoted to finding useful approximate algorithms allowing this assumption to be weakened. This development has significantly intensified during the past two decades of research on sequential Monte Carlo (SMC) methods (including particle filters and particle smoothers). However, the use of SMC for nonlinear system identification is more recent than that. The aim here is to introduce the key ideas enabling the use of SMC methods in solving nonlinear system identification problems and as we will see it is not a matter of straightforward application. The development of SMC-based identification follows two clear trends (that are indeed more general); 1. The problems we are working with are analytically intractable and hence the mindset has to shift from searching for closed form solutions to the use of computational methods. 2. The new algorithms have basic building blocks that are themselves algorithms. Both these trends call for new developments.
Before the SMC methods are introduced in Section 2 their need is clearly explained by formulating both the Bayesian and the maximum likelihood identification problems in Sections 1.1 and 1.2, respectively. Solutions to these problems are then provided in Sections 3 and 4, respectively. Finally, we give some intuition for online (recursive) solutions in Section 5 and in Section 6 we conclude with a summary and directions for future research.
Bayesian Problem Formulation
In formulating the Bayesian problem the parameters θ are modelled as unknown stochastic variables, i.e. the model (1) needs to be augmented with a prior density for the parameters θ ∼ p(θ). The aim in Bayesian system identification is to compute the posterior density of θ given the measurements, p(θ | y 1:T ). More generally, we typically compute the joint posterior of the parameters θ and the states x 1:T ,
By explicitly including the state variables x 1:T in the problem formulation according to (2) they take on the role of auxiliary variables. The reason for including the state variables x 1:T as auxiliary variables is that the alternative of excluding them would require us to analytically marginalize the states x 1:T . This is not possible for the model (1) under study. However, once we have an approximation of p(θ, x 1:T | y 1:T ) available, the density p(θ | y 1:T ) is easily obtained by straightforward marginalization.
Maximum Likelihood Problem Formulation
In formulating the maximum likelihood (ML) problem the parameters θ are modelled as unknown deterministic variables. The ML formulation offers a systematic way of computing point estimates of the unknown parameters θ in a model, by making use of the information available in the obtained measurements y 1:T . The ML estimate is obtained by finding the θ that maximizes the so called log-likelihood function, which is defined as
Note that we use θ as a subindex to denote that the corresponding probability density function is parameterized by θ, analogously to what was done in (1). The one step ahead predictor p θ (y t | y 1:t−1 ) is computed by marginalizing p(y t , x t | y 1:t−1 ) = h θ (y t | x t )p θ (x t | y 1:t−1 ) w.r.t. x t , i.e. integrating out x t from p(y t , x t | y 1:t−1 ). To summarize, the ML estimate θ ML is obtained by solving the following optimization problem
This problem formulation clearly reveals the important fact that the nonlinear state inference problem (here computing p θ (x t | y 1:t−1 )) is inherent in any maximum likelihood formulation for identification of SSMs. For linear Gaussian models, the Kalman filter offers closed form solutions for the state inference problem, but for nonlinear models there are no closed form solutions available.
SEQUENTIAL MONTE CARLO
Solving the nonlinear system identification problem implicitly requires us to solve various nonlinear state inference problems. We will for example need to approximate the smoothing density p(x 1:T | y 1:T ) and the filtering density p(x t | y 1:t ). The SMC samplers offer approximate solutions to these and other nonlinear state inference problems, where the accuracy is only limited by the available computational resources. This section only deals with the state inference problem, allowing us to drop the θ in the notation for brevity.
Most SMC samplers hinge upon importance sampling, motivating Section 2.1. In Section 2.2 we make use of importance sampling in computing an approximation of the filtering density p(x t | y 1:t ) and in Section 2.3 a particle smoothing strategy is introduced to approximately compute p(x 1:T | y 1:T ).
Importance Sampling
Let z be a random variable distributed according to some complicated density π(z) and let ϕ(·) be some function of interest. Importance sampling offers a systematic way of evaluating integrals of the form
without requiring samples directly generated from π(z). The density π(z) is referred to as the target density, i.e. the density we are trying to sample from. The importance sampler relies on a proposal density q(z), from which it is simple to generate samples, let z i ∼ q(z), i = 1, . . . , N . Since each sample z i is drawn from the proposal density rather than from the target density π(z), we must somehow account for this discrepancy. The so called importance weights w i = π(z i )/q(z i ) encodes the difference. By normalizing the weights w i = w i / N j=1 w j we obtain a set of weighted Schön and Lindsten (2014) provides an introduction to importance sampling within a dynamical systems setting, whereas Robert and Casella (2004) provides a general treatment.
Particle Filter
The solution to the nonlinear filtering problem is provided by the following two recursive equations,
In the general case (1) there are no analytical solutions available for the above equations. The particle filter maintains an empirical approximation of the solution, which at time t − 1 amounts to
where δ x i t−1 (x t−1 ) denote the Dirac delta mass located at x i t−1 . Furthermore, w i t−1 and x i t−1 are referred to as the weights and the particles, respectively. We will now derive the particle filter by designing an importance sampler allowing us to approximately solve (6). The derivation is performed in an inductive fashion, starting by assuming that p(x t−1 | y 1:t−1 ) is approximated by (7). Inserting (7) 
, which is used in (6a) to compute an approximation of the filtering density p(x t | y 1:t ) up to proportionality. Hence, this allows us to target p(x t | y 1:t ) using an importance sampler, where the form of p N (x t | y 1:t−1 ) suggests that new samples can be proposed according to
It is worth noting that we can obtain a more general algorithm by replacing f (x t | x i t−1 ) in the above mixture with a density q(x t | x i t−1 , y t ). However, in the interest of a simple, but still highly useful algorithm we keep (8). The proposal density (8) is a weighted mixture consisting of N components, which means that we can generate a sample x i t from it via a two step procedure; first we select which component to sample from, and secondly we generate a sample from that component. More precisely, the first part amounts to selecting one of the N particles {x
where the selected particle is denoted x t−1 . By repeating this N times we obtain a set of equally weighted parti-
, constituting an empirical approximation of p(x t−1 | y 1:t−1 ), analogously to (7). We can then draw x i t ∼ f (x t | x i t−1 ) to generate a realization from the proposal (8). This procedure which turns a weighted set of samples into an unweighted one is commonly referred to as resampling.
Finally, using the approximation p N (x t | y 1:t−1 ) in (6a) and the proposal density according to (8) allows us to compute the weights as w i t = h(y t | x i t ). Once all the N weights are computed and normalized we obtain a collection of weighted particles {x
targeting the filtering density at time t. We have now (in a slightly non-standard fashion) derived the so called bootstrap particle filter, which was the first particle filter introduced by Gordon et al. (1993) two decades ago. Since the introduction of Algorithm 1 the surrounding theory and practice have undergone significant developments, see e.g. Doucet and Johansen (2011) for an are random variables and in executing the algorithm we generate one realization from these. This is a useful insight both when it comes to understanding, but also when it comes to the analysis of the particle filters. There is by now a fairly good understanding of the convergence properties of the particle filter, see e.g. Doucet and Johansen (2011) for basic results and further pointers into the literature.
Particle Smoother
A particle smoother is an SMC method targeting the joint smoothing density p(x 1:T | y 1:T ) (or one of its marginals). There are several different strategies for deriving particle smoothers. Rather than mentioning them all we introduce one powerful and increasingly popular strategy based on backward simulation, giving rise to the family of forward filtering/backward simulation (FFBSi) samplers.
In an FFBSi sampler the joint smoothing density p(x 1:T | y 1:T ) is targeted by complementing a forward particle filter with a second recursion evolving in the time-reversed direction. The following factorization of the joint smoothing density
immediately suggests a highly useful time-reversed recursion. Start by generating a sample x T ∼ p(x T | y 1:T ). We then continue generating samples backwards in time by sampling from the so called backward kernel p(x t | x t+1 , y 1:t ) according to x t ∼ p(x t | x t+1 , y 1:t ), for t = T − 1, . . . , 1. The resulting sample x 1:T ( x 1 , . . . , x T ) is then by construction a sample from the joint smoothing density. Hence, in performing M backward simulations we obtain the following approximation of the joint smoothing density
For details on how to design algorithms implementing the backward simulation strategy, derivations, properties and references we refere to the recent survey on backward simulation methods by .
BAYESIAN SOLUTIONS

Strategies
The posterior density (2) of the chain can then be used to draw inference about the target distribution. Two constructive ways of finding a suitable Markov chain to simulate are provided by the Metropolis Hastings (MH) and the Gibbs samplers, where the latter can be interpreted as a special case of the former. See e.g. Robert and Casella (2004) The second step is hard, since it requires us to generate a sample from the joint smoothing density. Simply replacing step ii) with a backward simulator does not result in a valid method (Andrieu et al., 2010) .
One interesting solution is provided by the family of particle MCMC (PMCMC) sampler, first introduced by Andrieu et al. (2010) . PMCMC provides a systematic way of combining SMC and MCMC, where SMC is used to construct the proposal density for the MCMC sampler. The so called Particle Gibbs (PG) sampler resolves the problems briefly mentioned above by a non-trivial modification of the SMC algorithm. Introducing the PG sampler lies outside the scope of this work, we refer the reader to the ground breaking work by Andrieu et al. (2010) . During the past three years the PG samplers have developed quite a lot and improved versions are surveyed and explained by .
A non-trivial example
To place PMCMC in the context of nonlinear system identification we will now solve a non-trivial identification problem. The PG sampler is used to compute the posterior density for a general Wiener model (linear Gaussian system followed by a static nonlinearity) (Giri and Bai, 2010) ,
Based on observed inputs u 1:T and outputs y 1:T we wish to identify the model (10). We place a matrix normal inverse Wishart (MNIW) prior on { (A, B) , Q}, an inverse Gamma prior on r and a Gaussian process (Rasmussen and Williams, 2006) prior on the function g, resulting in a semiparametric model. We can without loss of generality fix the matrix C according to C = (1, 0, . . . , 0). For a complete model specification we refere to . The posterior distribution p(θ, x 1:T | y 1:T ) is computed using a newly developed PG sampler referred to as particle Gibbs with ancestor sampling (PGAS), see . In the present experiment we make use of T = 1 000 observations. The dimension of the state space is 6, the linear dynamics contains complex poles resulting in oscillations as seen in Figure 1 and the nonlinearity is non-monotonic, see Figure 2 . A subspace method is used to find an initial guess for the linear system and the static nonlinearity in initialized using a linear function (i.e. a straight line). It is worth pausing for a moment to reflect upon the posterior distribution p(θ, x 1:T | y 1:T ) that we are computing. The unknown "parameters" θ lives in the space Θ = R 64 × F, where F is an appropriate function space. The states x 1:T lives in the space R 6×1 000 . Hence, p(θ, x 1:T | y 1:T ) is actually a rather complicated object for this example. with p(θ, x 1:T | y 1:T ) as its stationary distribution. We run this Markov chain for R = 25 000 iterations, where the first 10 000 are discarded. The result is visualized in Figures 1-2 , where we plot the Bode diagram for the linear system and the static nonlinearity, respectively. In both figures we also provide the 99% Bayesian credibility interval. MATLAB code for Bayesian identification of Wiener models is available from user.it. uu.se/˜thosc112/research/software.html.
The resonance peaks are accurately modelled, but the result is less accurate at low frequencies (likely due to a lack of excitation). The fact that the posterior mean is inaccurate at low frequencies is encoded in our estimate of the posterior distribution as shown by the credibility intervals.
In Figures 1-2 we have visualized not only the posterior mean, but also the uncertainty for the entire model. We could do this since the model is a linear dynamical system followed by a static nonlinearity. It would be most interesting if we can come up with ways in which we could visualize the uncertainty inherent in general nonlinear dynamical systems.
MAXIMUM LIKELIHOOD SOLUTIONS
Identifying the parameters θ in a general nonlinear SSM using maximum likelihood amounts to solving the optimization problem (3). This is a challenging problem for several reasons, for example, it requires the computation of the predictor density p θ (y t | y 1:t−1 ). Furthermore, its gradient (possibly also its Hessian) are very useful in setting up an efficient optimization algorithm. There are no closed form solutions available for these objects, forcing us to rely on approximations. The SMC methods briefly introduced in Section 2 provide rather natural tools for this task, since they are capable of producing approximations where the accuracy is only limited by the available computational resources.
To establish a clear interface between the maximum likelihood problem (3) and the SMC methods it has proven natural to make use of the expectation maximization (EM) algorithm (Dempster et al., 1977) . The EM algorithm proceeds in an iterative fashion to compute ML estimates of unknown parameters θ in probabilistic models involving latent variables. The strategy underlying the EM algorithm is to exploit the structure inherent in the probabilistic model to separate the original problem into two closely linked problems. The first problem amounts to computing the so called intermediate quantity 
where we have already made use of the fact that the latent variables in an SSM are given by the states. Furthermore, θ denotes a particular value for the parameters θ. We can show that by choosing a new θ such that Q(θ, θ ) ≥ Q(θ , θ ) the likelihood is either increased or left unchanged, i.e. T (θ) ≥ T (θ ).
The EM algorithm now suggests itself in that we can generate a sequence of iterates {θ k } k≥1 that guarantees that the log-likelihood is not decreased for increasing k by alternating the following two steps; 1. (Expectation) compute the intermediate quantity Q(θ, θ k ), 2. (Maximization) compute the subsequent iterate θ k+1 by maximizing Q(θ, θ k ) w.r.t. θ. This procedure is then repeated until convergence, guaranteeing convergence to a stationary point on the likelihood surface.
The FFBSi particle smoother offers an approximation of the joint smoothing density p θ (x 1:T | y 1:T ) according to (9), which inserted into (11) provides an approximative solution Q M (θ, θ ) to the expectation step. In solving the maximization step we typically want gradients of the intermediate quantity ∇ θ Q M (θ, θ ). These can also be approximated using (9). The above development is summarized in Algorithm 2, providing a solution where the basic building blocks
