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Estimation Methods
Abstract
Traditionally, there are two basically reciprocal energy efficiency indicators: one, in
terms of energy intensity, that is, energy use per unit of activity output, and the other, in
terms of energy productivity, that is, activity output per unit of energy use. A number of
approaches characterize the efforts to measure these indicators. The present paper attempts
at a a comprehensive documentation of some of the analytical methods of such measurement.
We start with a comprehensive list of the estimation methods of energy productivity indicators.
Note that the methods fall under three heads: traditional single factor productivity analysis,
decomposition analysis and multi-factor productivity analysis. The paper takes up each of these
in detail, starting with the traditional indicators identified by Patterson to monitor changes in
energy efficiency in terms of thermodynamic, physical-thermodynamic, economic-
thermodynamic and economic indicators. When we analyze the indicator in terms of energy
intensity changes, the corresponding index falls under two major decomposition methods,
namely, structural decomposition analysis and index decomposition analysis. The
structural decomposition analysis is discussed in terms of its two approaches, viz., input-
output method and neo-classical production function method; and the index
decomposition analysis in terms of Laspeyres’ and Divisia indices. In the multi-factor
productivity approach, we consider the parametric and non-parametric methods, viz., stochastic
frontier model and data envelopment analysis respectively.
Energy Efficiency Indicators:
Estimation Methods
1. Energy Efficiency Indicators
Energy efficiency research in general has opened up three avenues of enquiry, namely, the
measurement of energy productivity, the identification of impact elements (such as the three
factors mentioned above) and the energy efficiency assessment. The traditional interest in energy
efficiency has centred on a single energy input factor in terms of productivity that has become
famous through an index method proposed by Patterson (1996). The enquiry that has proceeded
from the problems associated with this method has led to identifying the effect source of
variation, in terms of some decomposition analysis. Finally, a new energy efficiency estimation
method, criticizing the single factor energy efficiency method, has come up utilizing a multi-
variate structure. This trajectory is explained in detail in the following Figure 2.3 and Table 2.3.
Figure 1: Energy Efficiency
Source: Adapted from Ou (201
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Table 1: Energy Efficiency Indicators: Estimation Methods
Indicator Estimation method Problems and applicability
Energy productivity
(reciprocal of energy
intensity)
Ratio between useful
output and energy
input
Easy for data acquisition and calculation
Productivity does not equate to efficiency
Calculation commonly using GDP and energy use,
and unable to remove other impacts on GDP
Unable to reflect individual elements of efficiency
Unable to reflect the differences between resource
allocation efficiency and technical efficiency
Energy productivity
after factor
decomposition
Laspeyres Index
Divisia Index
Driven by energy productivity changes analysis, the
relation between energy consumption and economy
being purified
Limited by decomposition method, and difficulty to
get empirical support
Comprehensive
energy efficiency
index
Technical efficiency
Allocative efficiency
Economic efficiency
(Commonly used
estimation methods
include:
stochastic frontier
analysis,
DEA)
Can be used to compare efficiency differences
between manufacturers, can also estimate efficiency
changes trend over time
Can be applied to the comparisons in the levels of
manufacturer, industry, region, and nation
Unable to evaluate the efficiency of individual
elements, (Hu and Wang (2006) further proposed
TFEE method for the relative analyses)
Source: Adapted from Yang(2012); Ou(2014).
2. Traditional Energy Productivity Indicator
Recognizing that the actual measure of energy efficiency varies with the context in which the
concept is used with different numerators and denominators, Patterson (1996) has identified
four indicators to monitor changes in energy efficiency: thermodynamic, physical-
thermodynamic, economic-thermodynamic and economic.
First we have thermodynamic indicators, the ‘most natural and obvious way to measure
energy efficiency’ as thermodynamics is the ‘science of energy and energy processes’
(Ibid.). Traditionally, it measures the heat content, or work potential. The thermodynamic
indicators are a measure of the thermal, or enthalpic, efficiency, the sum of the ratio of
useful energy output of a process to input into a process. As a thermodynamic indicator,
Patterson uses the example of a light bulb: it has an enthalpic efficiency of around six
percent. This means that six percent of the input of energy (electricity) is converted to the
desired output (light energy) and 94 percent is converted to ‘waste’ heat (Patterson, 1996,
378). One flaw with this straightforward measurement of energy is that it does not
differentiate between energy quality. This means that thermodynamic indicators are
unsatisfactory indicators in general in a policy context as they are related to a process and do
not allow for a comparison across different processes with different energy input and
output. They are thus less suited for macro-level use (Patterson, 1996, 386).
Second, physical-thermodynamic indicators: Unlike in thermodynamic efficiency ratios,
numerator in this indicator is not heat content or work potential, but output measured in
physical units rather than in thermodynamic units. Physical units specifically reflect the
end use service that consumers require. For instance, in relation to transport, the output is
given as distance. That is, the energy efficiency is the sum of the ratio between output in a
physical unit (kilometers) and the change in energy input.
Third, economic-thermodynamic indicators: these are hybrid indicators in which energy
input is measured in thermodynamic units and output is measured in terms of market prices
(Rs). The most commonly used aggregate measure of a nation’s ‘energy efficiency’ is the
GDP (Gross Domestic Product)-energy ratio, being reported annually by international
organisations (for example, European Environment Agency, 2016; International Energy Agency,
2017); this ratio is also used in its inverse form as energy intensity (Patterson, 1996: 377,
footnote). Even though this concept is of utmost importance in national energy policies, “there
are [many] critical methodological problems that stand in the way of the establishment of such
operational indicators of energy efficiency.” (Patterson, 1996: 386). However, he argues that
“indicators such as energy-GDP ratio are more useful for macro-level policy analysis” that
however, “encounter problems with separating the structural effects from the underlying
technical energy efficiency trends.” (Patterson, 1996: 387; Wilson et al. 1994). There are
many other factors such as changes in the sectoral mix in the economy, energy for labour
substitution, and changes in the energy input mix that can influence changes in energy-
GDP ratio, though they have nothing to do with technical energy efficiency (Patterson
1996). Note that the other measure, energy productivity ratio, is the reciprocal of energy-
GDP ratio, suffering from the same problems.
Last, we have economic indicators, in which output is measured in terms of economic
value (Rs) and energy input is still measured in thermodynamic terms. Some critics argue
that both the input and output measurements be in terms of economic value (Rs), using
monetary values of input and output. The most widely advocated pure economic indicator
of energy efficiency (intensity) is the ratio of national energy input (Rs) to national output
(GDP in Rs), or its reciprocal, productivity measure. The greatest advantage of this
measure is its ease of applicability regarding data acquisition and calculation, using
GDP and energy use. However, it also suffers from a number of problems: productivity in
general cannot be equated to efficiency, as it is highly unable to remove the other impacts
on GDP, and thus to reflect individual elements of efficiency; it is again difficult to reflect
the differences between resource allocation efficiency and technical efficiency
3. Factor Decomposition Analysis
As we know, energy intensity is obtained by dividing energy consumption by GDP, which
implies the quantum of energy consumption that must be input in order to increase one unit
of GDP. Analyzed in terms of energy intensity changes, the index falls under two major
decomposition methods, namely, Structural Decomposition Analysis and Index
Decomposition Analysis.
Structural Decomposition Analysis (SDA)
SDA has both inputs and outputs as its theoretical foundation, and is hence also known as
equilibrium analysis. There are two approaches here: input-output method and neo-
classical production function method.
Input–output model is a quantitative representation of the interdependence among various sectors
of a national economy. It was Wassily Leontief (1906–1999; a Russian-American economist)
who developed this method, for which he earned the Nobel Prize in Economics in 1973. The
model development was highly influenced by the work of the classical economist Karl Marx
(1818–1883; German), who had represented an economy as consisting of two interdependent
departments. Even before Marx, a cruder version of this model of sectoral interdependence of an
economy had been provided by Francois Quesnay (1694–1774; a French economist and
physician of the Physiocratic school) in terms of Tableau économique. The general equilibrium
theory of Léon Walras (1834–1910; a French mathematical economist) in his Elements of Pure
Economics also was a forerunner and a generalization of Leontief's seminal model.
Input-output model functions under three assumptions: (1) fixed coefficient; (2) fixed
proportion; and (3) single product (Miller and Blair, 2009). The first assumption stipulates
that the technical relation between input and output be constant; this is possible when the
production function of each industry exhibits constant returns to scale; that is, when all
the inputs simultaneously increase n times, its output also increases n times. The second
assumption requires that each industry uses the same fixed input proportion to the product,
implying an irreplaceable nature among the inputs of production. And the third
assumption is that each industry produces only one kind of product.
The second approach is in terms of a production function. A production function of a firm is a
mathematical expression of the technological relationship between the quantities of inputs and
quantities of outputs that the firm produces with those inputs. One of the key concepts of
orthodox neoclassical economics, the production function helps in defining marginal products of
inputs and in distinguishing between allocative efficiency and technical efficiency, the two
components of economic efficiency, which is the main focus of orthodox economics. In the
neoclassical economics, allocative efficiency in the use of inputs in production is very significant
in the resulting process of distribution of income to those factor inputs, based on their marginal
products.
The Cobb–Douglas production function is the first specific functional form, widely used in
empirical studies on the technological relationship between two or more inputs (physical capital,
labor and energy, for example) and the corresponding output. This function was developed and
empirically tested with data by Charles Cobb ((1875–1949; an American mathematician and
economist) and Paul Douglas (189 –1976; an American politician and economist) during 1927–
1947. A few other more flexible production functions, such as the constant elasticity of
substitution (CES and its variant versions) and transcendental logarithmic (translog) production
functions, have also appeared in a large number of empirical studies. However, the Cobb–
Douglas production function is generally preferred to these more complex forms as the use of the
latter has in general yielded nothing better in many cases and the former has got a lot of
empirical justification for its use in the light of the fact that the factor shares are roughly constant
(Felipe and McCombie 2013, pp. 1-2).
However, the wider popularity of the Cobb–Douglas production function does not mean that it is
free from errors, especially when its aggregate form is used at the national economy level. “Most
notably, there are the problems posed by both the Cambridge capital theory controversies and
what may be generically termed the ‘aggregation problems.’” (Felipe and McCombie 2013, p. 3).
4. Index Decomposition Analysis (IDA)
As already mentioned, the 1973 oil crisis opened the eyes of the world countries to the prime
need for energy consumption reduction through energy use efficiency improvements; this in turn
essentially required complete evaluation of energy consumption patterns and identifying the
driving factors of changes in energy consumption.
Second of all, the growing awareness of environmental issues and especially of the need to
reduce carbon dioxide (CO2) and other greenhouse gases (GHG) in order to prevent global
warming also created a demand for effective tools to decompose aggregate indicators. As the
ultimate objective of the Kyoto protocol is to achieve stabilization of GHG in the atmosphere
(UNFCCC 1992), emission level targets are given to every committed country. Since energy
consumption is the main cause of GHG emissions, there is a need to understand the patterns of
energy use and how they affect GHG emissions. Information on the factors contributing to
emission growth becomes therefore more and more important.
This need led to the development of the Index Decomposition Methodology in the late 1970s in
the United States (Myers and Nakamura 1978) and in the United Kingdom (Bossanyi 1979).
These pioneering studies then spurred a number of different decomposition methods, most of
which were derived from the index number theory, initially developed in economics to study the
respective contributions of price and quantity effects to final aggregate consumption. A variant of
factor decomposition analysis, IDA takes energy as a single factor of production, and explores
various effects on energy intensity changes, by decomposing these changes into pure intensity
changes effect and industrial structure changes effect. The first component (pure intensity
changes effect) implies that when the industrial structure remains unchanged, the energy
intensity change may be taken as the result of energy use efficiency changes in some sector, and
the second implies that given the fixed energy efficiencies of various industries and their
different energy intensity levels, the total energy intensity changes effect may be taken as the
result of the dynamic changes of the yield of each industry.
IDA, as applied to time series data of a specific period, involves results which are very sensitive
to the choice of the base period during the study period. In terms of the selection of base period,
the approach usually considers Laspeyres Index of fixed weights and Divisia Index of variable
weights.
Laspeyres Index
The Laspeyres Index was developed by the German economist Etienne Laspeyres (Ernst Louis
Étienne Laspeyres; 1834 – 1913) in 1871 as a price index for measuring inflation (price rise),
and is a base year quantity weighted method. This index has the advantage of being
mathematically simple and easy to understand. If Pi0 and Pit are the prices and qi0 and qit, the
quantities of the ith good in the base year and current year respectively, then the Laspeyres price
index is given by  = ∑        ∑         .
Here the numerator is the total expenditures on all the goods in the current period (t) using base
(0) quantities, and the denominator is the total expenditures on all the goods in the base period
using base quantities. A Laspeyres index of unity (when the numerator = the denominator)
means that a consumer is able to afford the same basket of goods in the current period as he was
in the base period. The quantities remaining the same, it is only the price that varies; and this
simple method helps determine inflation rate. This situation gives rise to the economic concept
of compensating variation: by how much do we need to raise a consumer’s income in order to
meet a price rise (inflation)?
Divisia Index of variable weights
Divisia Index was proposed by Francois Divisia (1889–1964), a French economist, in 1925 for
continuous-time data on prices and quantities of goods consumed. The biggest advantage of this
index is that it can almost fully explain the changes effect of energy intensity in terms of those
of its components, as the residual effect involved is much less compared with other indices;
moreover, the Divisia Index gives the weights of each effect as functions of time (varying with
time). An important property of this index is that a Divisia price (quantity) index has a rate of
growth equal to a weighted average of rates of growth of its component prices (quantities).
Divisia factor decomposition analysis of Energy Efficiency
Divisia index decomposition approach has become very popular these days in the context of
analysis of energy intensity changes (see Ang and Zhang (2000), and Ang (2004) for a survey of
index decomposition analysis in this field). There are two common Divisia index decomposition
methods: Arithmetic mean (AMDI) and Logarithmic Mean Divisia index (LMDI). The AMDI
method was first used by Gale Boyd, John McDonald, M. Ross and D. A. Hansont in 1987, for
“separating the changing composition of the US manufacturing production from energy
efficiency improvements” using Divisia index approach (as the title shows). This was followed
by a number of studies, some attempts directed towards modifying the index. Since then, a large
number of studies have followed, some in the direction of modification of the index; these efforts
have finally fulfilled in LMDI, proposed by Ang and Choi (1997), using logarithmic mean
function as weights for aggregation that leaves no residual in the decomposition results. Ang et
al. (1998) introduced the term “LMDI” for the ﬁrst time to denote this model. There are two 
LMDI measures: LMDI-I and LMDI-II. Ang (2004) presents a number of desirable properties
LMDI (I and II) measures possess that elevate LMDI as a popular method, and Ang (2005)
reports a practical guide to it. In this study, we use LMDI-I, which we denote simply by LMDI.
For both the measures, decomposition can be done either additively or multiplicatively. In
additive decomposition method, we decompose the aggregate indicator (total energy
consumption) in terms of its arithmetic change (or difference), with both the aggregate and
decomposed changes given in physical unit. In multiplicative model, the aggregate indicator is
decomposed in terms of its ratio change, with both the aggregate and decomposed changes given
in indexes. The present study employs the multiplicative model.
5. Decomposition of Energy Consumption Change
The changes in energy consumption over time (E) may be attributed to three different effects:
(i) an activity effect that refers to the overall level of activity (Q) in an economy; in general
different units are used for different sectors of the economy to measure activity (for example, for
the residential (or commercial) sector, we use either square footage of floor space or number of
households (or commercial units), for the industrial sector, we use the money value of output
produced, for the transport sector, we have passenger-miles, and so on);
(ii) a structural effect which refers to changes in the structure of activities in terms of their inter-
sectoral or intra-sectoral shares (Si); this reflects the impact on energy use emanating from the
changes in the relative importance of sectors or sub-sectors with different absolute energy
intensities; and
(iii) an intensity effect that represents the effect of changing energy intensity for sectors or sub-
sectors (Ii).
Thus the decomposition identity may be written as  = ∑    = ∑             = ∑         
where E is the total energy consumption, Q (= ∑     ) is the activity level, Si (= Qi /Q ) is the ith
sector’s activity share and Ii (= Ei /Qi) is that sector’s energy intensity.
Assuming from period 0 to T, the aggregate (E) changes from E0 to ET, our objective is to find
out the contributions of the components to the change in the aggregate. Thus, the change in
energy use in multiplicative decomposition model is given by
       =   /   =                              
This equation simply indicates that change in total energy consumption is due to changes in
activity level, Q (activity effect), sectoral shares, Si (structural effect) and sectoral energy
intensities, Ii (energy intensity effect).
These effects evaluated for the multiplicative model of the LMDI‐I are:
          = exp       ln       
           = exp       ln          
           = exp       ln         
where    = (       )/(            )(     )/(          )
6. Frontier Production Function Analysis
A production function in microeconomic theory is defined in terms of maximum output
producible from a given combination of inputs in the framework of the given technology. It
was the seminal paper of Farrell (1957) that characterized the maximum output, represented
by the production function, as the frontier output, representing economic efficiency, and thus
the production function itself as the frontier function.
Farrell's concept of the production function (or frontier) can be explained with reference to
the following figure, involving one input and one output.
A measure of the technical efficiency of the firm which produces output, y, with input, x,
denoted by point A, is given by y /y*, where y* is the 'frontier output' associated with the
level of inputs, x (point B).
In empirical exercises, there are two types of frontiers: deterministic and stochastic frontier
functions.
Deterministic frontier
The deterministic frontier model is defined by:
Yi = f(xi;)exp( -ui), i = 1,2, ... ,N (1)
where Yi = the possible production level for the ith sample firm;
f(xi; ) = a suitable function (e.g., Cobb-Douglas or Translog) of the input vector, X i, for the
ith firm and a column vector, , of unknown parameters;
ui = a non-negative random variable associated with firm-specific factors which contribute to
the ith firm not attaining maximum efficiency of production; and
N = the number of firms involved in a cross-sectional survey of the industry.
The technical efficiency of a given firm is defined to be the factor by which the level of
production for the firm is less than its frontier output. Given the deterministic frontier model,
the frontier output for the ith firm is
Yi * = f(xi;)
and so the technical efficiency for the ith firm,
TEi = Yi/Yi*
= f(xi;) exp(-Ui)/f(xi;)
= exp(-Ui)
Thus the technical efficiencies for individual firms = the ratio of the observed
production values to the corresponding estimated frontier values,
TEi = Yi / f(xi; b),
where b = either the ML estimator or the corrected ordinary least-squares (COLS) estimator
for.
This model was estimated by Aigner and Chu (1968) using programming technique.
Richmond (1974) improved upon the COLS estimates to make them unbiased and
consistent. In order to give statistical content to the programming estimators proposed by
Aigner and Chu (1968), Schmidt (1976) estimated the model by the maximum likelihood
(ML) method assuming exponential and half-normal distribution.
Although the deterministic frontier approach of Aigner and Chu (1968) and Schmidt (1976)
estimates the frontier function respecting its frontier property, an obvious limitation of this
approach is that one cannot isolate the effect of inefficiency from that of the random noise as
both are lumped together in the disturbance term of the model. Also, it violates one of the
regularity conditions required for application of ML method viz. the support of the
distribution of y must be independent of the parameter vector.
Stochastic frontier
The stochastic frontier approach of efficiency analysis aimed to rectify the above mentioned
limitation of the deterministic frontier approach, introduced by Aigner, Lovell and Schmidt
(1977), Meeusen and van den Broeck (1977) almost simultaneously. Kumbhakar and Lovell
(2000) provide a survey of this literature. The novelty of the stochastic frontier approach lies
in decomposing the disturbance term into two random components representing the
"random noise" and the "inefficiency".
Panel Data Stochastic Frontier
Suppose that a producer has a production function f(xit; ). In a world without error or
inefficiency, in time t, the ith firm would produce
yit = f(xit; ).
the disturbance term in a stochastic frontier model is assumed to have two components. One
component is assumed to have a strictly nonnegative distribution, and the other is assumed to
have a symmetric distribution. In the econometrics literature, the nonnegative component is
often referred to as the inefficiency term, and the component with the symmetric distribution
as the idiosyncratic error.
A fundamental element of stochastic frontier analysis is that each firm potentially produces
less than it might because of a degree of inefficiency. Specifically,
yit = f(xit; )it
where it is the level of efficiency for firm i at time t; i must be in the interval (0;1 ]. If it =
1, the firm is achieving the optimal output with the technology embodied in the production
function f(xit; ). When it < 1, the firm is not making the most of the inputs xit given the
technology embodied in the production function f(xit; ). Because the output is assumed to
be strictly positive, (that is, qit > 0), the degree of technical efficiency is assumed to be strictly
positive (that is, it > 0).
Note that output is also assumed to be subject to random shocks so that
yit = f(xit; ) it exp(vit)
Taking the natural log of both sides yields
ln(yit) = ln f(xit; ) +ln(it) + vit.
If we define uit =  ln(it) we have
ln(yit) = ln f(xit; ) + vituit.
Because uit is subtracted from ln(qit), restricting uit  0 implies that 0 < it 1, as specified
above. Note that vit is the idiosyncratic error and uit is a time-varying panel-level effect.
There are two models:
1. Time-invariant inefficiency model, where the inefficiency term is assumed to have a
truncated-normal distribution, and
2. Time-varying decay model, where the inefficiency term is modeled as a truncated-
normal random variable multiplied by a function of time.
The time-invariant inefficiency model is the simplest specification; the inefficiency term uit
is a time-invariant truncated normal random variable N+( ;2), truncated at zero with mean
 and variance2 . In the time-invariant model, uit = ui, and
uiiid N+( ;u2), vitiid N(0;v2),
and ui and vit are distributed independently of each other and the covariates in the model.
In the time-varying decay specification,
uit = exp{(tTi)}ui
where Ti is the last period in the ith panel, δ is the decay parameter,
where ui  iid N+( ;u2), vit  iid N(0; v2), and ui and vit are distributed independently of
each other and the covariates in the model.
Note that when  > 0, the degree of inefficiency decreases over time; and when  < 0, the
degree of inefficiency increases over time. Because t = Ti in the last period, the last period for
firm i contains the base level of inefficiency for that firm. When  = 0, the time-varying
decay model reduces to the time-invariant model.
7. Data Envelopment Analysis (DEA)
DEA is a non-parametric linear programming method to envelop observed input-output
relations (Bousso ane, Dyson, and Thanassoulis 1991), for assessing the efficiency and
productivity of firms, called in the literature as decision making units (DMUs).
As already pointed out, Farrell (1957), based on Pareto optimality, proposed the concept of
production frontier, and thereby established the theoretical basis for measuring the overall
efficiency. He divided the productivity of a decision making unit into two parts: technical
efficiency and price efficiency, which had non-parametric advantages as well as no
limitation by functional forms. Farrel (1957) proposed a technical measuring method based
on single-input-and-single-output applied to the production efficiency analysis of
multiple production factors.
Charnes, Cooper and Rhodes (1978) extended Ferrell’s model into the field of multiple
inputs and outputs in terms of what they called data envelopment analysis (DEA). Under
the assumption of constant returns to scale (CRS), they calculated the optimum piecewise
linear efficiency frontier using the mathematical linear programming, wherein the relative
efficiencies of all DMUs may be further compared. The DEA was a fast success, and has
since been widely used in large number of researches related to efficiencies of not only
various industries, including banking, manufacturing, and health care, but also the
performance of universities, cities, regions, and countries.
As the original model is based on CRS principle, it cannot measure the inefficiencies caused
by inappropriate setting of the scale of production. Therefore, Banker, Charnes and Cooper
(1984) amended this model to propose variable returns to scale (VRS) model. DEA’s CRS
and VRS models are the two most influential models recognized by scholars, which not only
can be used to assess an organization's performance, but also can be applied in many fields
(Seiford and Zhu 1998; Wu and Ho 2009; Chang and Hsieh 2009, Charnes et al., 1995, Ray
2004, and Huang et al., 2009)
DEA uses the mathematical linear programming (LP) to obtain an optimal solution based
on non-parametric method from the observed multiple-input-and-multiple output vectors,
wherein a line segment (piecewise) non-parametric production frontier is estimated. Ji
and Lee (2010) improved Coelli et al. (2005) and Cooper et al. (2006) to further explain the
basic concepts of DEA. Literatures using multi-stage DEA model are: Coelli et al. (2005),
Copper et al. (2006).
For each DMU we would like to obtain a measure of the ratio of all outputs over all inputs,
such as u' yi/v' xi, where u is an Mx1 vector of output weights and v is a Kx1 vector of input
weights.
To select optimal weights we specify the mathematical programming problem:
maxu,v (u'yi/v'xi),
st u'yj/v'xj 1, j = 1, 2,..., N,
u, v 0.
This involves finding values for u and v, such that the efficiency measure of the ith DMU is
maximised, subject to the constraint that all efficiency measures must be less than or equal
to one. One problem with this particular ratio formulation is that it has an infinite number of
solutions. To avoid the problem of having infinite number of solutions one can impose the
constraint
'xi = 1,
which provides:
Max , (’yi),
st 'xi = 1,
’yj –'xj 0, j = 1, 2,..., N,
,0, (1)
where the notation change from u and v to µ and  reflects the transformation.
This form is known as the multiplier form of the linear programming problem.
Using the duality in linear programming, one can derive an equivalent envelopment form of
this problem:
min,,
st -yi + Y0,
xi - xo,
0, (2)
where  is a scalar and  is a Nx1 vector of constants.
This envelopment form involves fewer constraints than the multiplier form (K+M < N+1),
and hence is generally the preferred form to solve. The value of  obtained will be the
efficiency score for the ith DMU. It will satisfy   1, with a value of 1 indicating a point on
the frontier and hence a technically efficient DMU, according to the Farrell (1957) definition.
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