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Abstract
Suppose that we discretize an elliptic boundary value problem and obtain a linear equation Ax = f. In
many case, the inverse matrix A−1 is closely related to the Green function of the original boundary value
problem. This fact is called Yamamoto’s principle. In this paper, using Yamamoto’s principle, we develop a
precise error analysis of the piecewise linear $nite element method for two-point boundary value problems
with discontinuous and not necessarily positive coe8cient functions. We show that precise error estimations,
similar to known error bounds, are obtained even in this case.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let I := (a; b). Let p, si, i = 1; 2 be measurable functions on I . In this paper we consider the
following two-point boundary value problem: for a given f(x) $nd w(x) such that
− (p(x)w′(x))′ + s1(x)w′(x) + s2(x)w(x) = F(x) in I with w(a) = w(b) = 0; (1.1)
where F(x)=(−1)k(9kf)(x), k=0; 1 for f∈Lr(I) with r, 16 r6∞. Here, (90f)(x) := f(x), and
(91f)(x) := f′(x) is derivative of f in the sense of distribution.
Throughout this paper we suppose that the coe8cient functions p and si, i = 1; 2, satisfy the
following conditions:
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Assumption 1.1. The measurable function p satis4es, with positive constants  and ,
(1) 0¡6 |p(x)|6  for a:e: x∈ I , hence p; 1=p∈L∞(I).
(2)
∫
I
d x
p(x) = 0.
(3) There exist subintervals Jk , k = 1; : : : ; M (M is a 4xed number) such that
Jk ∩ Jl = ∅; k = l;
M⋃
k=1
Jk = I
and p|Jk ∈W 2; q(Jk) with q, 16 q6∞.
(4) si ∈L∞(I), i = 1; 2.
Note that, under Assumption 1.1, p is neither smooth nor entirely positive in general.
Let W 1; r0 (I) and H
1
0 (I) denote the usual Sobolev spaces with r, 16 r6∞. Let also W−1; r(I) and
〈·; ·〉 denote the dual space of W 1; r′0 (I) with r, 1=r+1=r′=1 and its duality pairing, respectively. Let
Wr := {f′|f∈Lr(I)}. It is well known that W−1; r(I)=Wr for r with 1¡r6∞ and W1 ( W−1;1(I).
We de$ne the linear operators P; S; Q : W 1; r0 (I)→ Wr by
〈P ; v〉 := (p ′; v′); 〈S ; v〉 := (s1 ′ + s2 ; v) for ∀v∈W 1; r′0 (I);
Q := P + S; (1.2)
where ( ; v) :=
∫
I  (x)v(x) dx. Then, Eq. (1.1) is written by
“For F := (−1)k9kf∈Wr; (f∈Lr(I); k = 0; 1);
$nd w∈W 1; r0 (I) such that Qw = F:”
To consider the equation Qu= F , we have to understand the properties of the principal operator P
thoroughly. To this end, we consider the following problem:
Find u∈H 10 (I) such that B(u; v) := 〈Pu; v〉= 〈F; v〉; ∀v∈H 10 (I); (1.3)
where 〈F; v〉 := ∫I (−1)k(9kf)(x)v(x) dx. Of course, F ∈W−k; r(I), k = 0; 1.
Note that, under Assumption 1.1, the bilinear form B associated with P is continuous but not
coercive in H 10 (I). For the unique solvability of (1.3) we have the following theorem:
Theorem 1.2. Suppose that the measurable function p satis4es Assumption 1.1(1), (2). Let r be
16 r6∞. Then,
(1) Eq. (1.3) has a unique solution u∈W 1; r0 (I) for any F := −f′ with f∈Lr(I). That is, the
operator P : W 1; r0 (I)→ Wr is an isomorphism.
(2) The operator Q : W 1; r0 (I)→ Wr is Fredholm with index 0.
Proof. To prove (1), see the proof of [6, Lemma 4.1]. Since S : W 1; r0 (I) → Wr is compact, (2)
follows from the general theory of Fredholm operators.
The objective of this paper is to develop a precise error analysis of the piecewise linear $-
nite element approximation for (1.1). Using Yamamoto’s principle we show that if the operator
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Q :W 1; r0 (I) → Wr , 16 r6∞, is an isomorphism and triangulation of I is su8ciently $ne, then,
there exists a unique $nite element solution wh. Moreover, the expected error bounds such as
‖w − wh‖Wm; r(I) = O(h2−m), m= 0; 1, are obtained.
In Section 2 piecewise linear $nite element solution for (1.3) is de$ned in a usual way. Then, the
meaning of Yamamoto’s principle is explained. It follows immediately from Yamamoto’s principle
that a $nite element solution uh exists uniquely on each triangulation of I if the triangulation is
su8ciently $ne. Let u be the exact solutions to (1.3). Associating u with uh the projection %h in
W 1; r0 (I) onto the piecewise linear $nite element space is de$ned by %hu := uh. It is observed that er-
ror u−%hu is regarded as a sum of approximation and interpolation errors of the Green function of
(1.3). In Sections 3 and 4 we estimate the error u−%hu precisely. Using the estimations of u−%hu,
we show the existence of wh in Section 5. We furthermore show that ‖w − wh‖6C‖w − %hw‖.
Hence, the error bounds of w − %hw dominate the error of the $nite element solution wh. In
Section 6 we discuss a post-processing technique to obtain a better approximation of the deriva-
tives of exact solutions. First we de$ne the recovered derivatives of $nite element solutions. Then,
using Yamamoto’s principle, we show that the recovered derivatives have superconvergence prop-
erties. Those results are associated with [7, Section 1.11] which deals with equations of smooth
coe8cients.
2. Yamamoto’s principle
In this section we de$ne piecewise linear $nite element solution to (1.3). Then, we explain what
Yamamoto’s principle means. Let P := {a = x0 ¡x1 ¡ · · ·¡xN−1 ¡xN = b} be a triangulation
of the interval I , where N is a positive integer. Let also Ij := (xj−1; xj), hj := xj − xj−1 and
h := max16j6N hj. Throughout this paper we suppose that the following condition is satis$ed on
triangulation of I :
Assumption 2.1. Let {9Jk} be the set of discontinuous points of the coe8cient function p appeared
in Assumption 1.1. Let {xl} be the set of nodes of triangulation of I . We suppose that {9Jk} ⊂ {xl}.
That is, the discontinuous points are always taken as nodal points of triangulation.
De$ne the $nite element space of piecewise linear functions by
Sh := {u∈H 10 (I) | u|Ij ∈P1; j = 1; : : : ; N};
where P1 is the set of polynomials of degree less then or equal to 1. Then, the $nite element
solution uh ∈ Sh for Eq. (1.3) is de$ned by
B(uh; vh) = 〈F; vh〉; ∀vh ∈ Sh: (2.1)
Let ’i ∈ Sh be de$ned by ’i(xi) = 1 and ’i(xj) = 0 (i = j) for i; j = 1; : : : ; N − 1. Then, {’i}N−1i=1
is the basis of Sh. The matrix form of (2.1) is written as AU˜ = f˜, where U˜ := (,1; : : : ; ,N−1)t ,
uh = ,1’1 + · · · + ,N−1’N−1, f˜ := (〈F; ’1〉; : : : ; 〈F; ’N−1〉)t , and A is the stiQness matrix in the
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form of
A :=


a1 + a2 −a2
−a2 a2 + a3 −a3
−a3 . . . . . .
. . . . . . −aN−1
−aN−1 aN−1 + aN


with al :=
∫
Il
p(x) dx=h2l . By the explicit inversion formula given in [8–10], we know that G=(gij) :=
A−1 is written by
gij :=


(
N∑
l=1
1
al
)−1( i∑
l=1
1
al
) N∑
l=j+1
1
al

 (i6 j)
(
N∑
l=1
1
al
)−1( j∑
l=1
1
al
)(
N∑
l=i+1
1
al
)
(i¿ j)
=


(
N∑
l=1
h2l∫
Il
p(x) dx
)−1( i∑
l=1
h2l∫
Il
p(x) dx
) N∑
l=j+1
h2l∫
Il
p(x) dx

 (i6 j);
(
N∑
l=1
h2l∫
Il
p(x) dx
)−1( j∑
l=1
h2l∫
Il
p(x) dx
)(
N∑
l=i+1
h2l∫
Il
p(x) dx
)
(i¿ j):
(2.2)
Note that GA=AG= I may be con$rmed easily by a straightforward computation. As is pointed out
by Fang et al. [2], we immediately notice that each entry gij of the matrix G is an approximation
of G(xi; xj), where G(x; y) is the Green function of the two-point boundary value problem (1.3),
whose explicit form is
G(x; y) :=


(∫ b
a
ds
p(s)
)−1 ∫ x
a
ds
p(s)
∫ b
y
ds
p(s)
(x6y);
(∫ b
a
ds
p(s)
)−1 ∫ y
a
ds
p(s)
∫ b
x
ds
p(s)
(x¿y):
(2.3)
This close relationship between A−1 and the Green function G(x; y) pointed out by Yamamoto [9]
is called Yamamoto’s principle in short. In [9] it is shown that Yamamoto’s principle holds for
the cases of the Shortley–Weller $nite diQerence approximation of (1.3) and Poisson’s equation on
rectangular domain in R2. In [2] it is con$rmed that Yamamoto’s principle also holds piecewise
linear $nite element and $nite volume approximations for (1.3). In [5] Yamamoto’s principle plays
an essential role to extend the theorems given by BabuRska and Osborn [1] to Eq. (1.3).
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Let us recall the main point of [2,5]. By Yamamoto’s principle the value of the $nite element
solution uh at a node xi is written by, with k = 0; 1,
uh(xi) = ,i =
N−1∑
j=1
gij((−1)k(9kf); ’j) =
∫ b
a
(−1)k(9kf)(y)
N−1∑
j=1
gij’j(y) dy
=
∫ b
a
(−1)k(9kf)(y)
N−1∑
j=1
(G(xi; xj) + (gij − G(xi; xj)))’j(y) dy
=
∫ b
a
(−1)k(9kf)(y)%2hG(xi; y) dy −
∫ b
a
(−1)k(9kf)(y)
N−1∑
j=1
eij’j(y) dy;
where eij := G(xi; xj) − gij and %2hG(xi; y) :=
∑N−1
j=1 G(xi; xj)’j(y) is the usual linear interpolation
of G with respect to the second argument. Thus, the $nite element solution uh is written by
uh(x) =
∫ b
a
(−1)k(9kf)(y)%1h(%2hG(x; y)) dy −
N−1∑
i=1
ei(f; k)’i(x);
ei(f; k) :=
∫ b
a
(−1)k(9kf)(y)
N−1∑
j=1
eij’j(y) dy;
where %1h(%
2
hG(x; y)) :=
∑N−1
i=1 ’i(x)(%
2
hG(xi; y)) is the linear interpolation of G with respect to
the $rst argument. Hence, the error of the $nite element solution uh is
u(x)− uh(x) =
∫ b
a
(−1)k(9kf)(y)(G(x; y)−%1h(%2hG(x; y))) dy +
N−1∑
i=1
ei(f; k)’i(x)
= IEf;k(x) + AEf;k(x); (2.4)
where
IEf;k(x) :=
∫ b
a
(−1)k(9kf)(y)(G(x; y)−%1h(%2hG(x; y))) dy; (2.5)
AEf;k(x) :=
N−1∑
i=1
ei(f; k)’i(x): (2.6)
The $rst term IEf;k(x) is interpolation error of the Green function and the second term AEf;k(x) is
approximation error of the Green function. Since estimating IEf;k and AEf;k is reduced to estimating
integration errors, formula (2.4) makes the $nite element error analysis easier and more precise. In
particular, we can see precisely how smoothness assumptions on p(x) and f(x) aQect the error of
the $nite element solution uh.
First of all, we show that there exists the $nite element solution uh to (2.1) for su8ciently small
h¿ 0.
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Lemma 2.2. Let Il := (xl−1; xl) ⊂ R be a bounded interval and hl := xl−xl−1, xl−1=2 := (xl−1+xl)=2.
Then, for  ∈W 2; q(Il) with 16 q6∞, we have∫
Il
 (s) ds= hl (xl−1=2) +
∫
Il
KIl(s) 
′′(s) ds; (2.7)
where
KIl(s) :=
{
(s− xl−1)2=2 for xl−16 s6 xl−1=2;
(xl − s)2=2 for xl−1=26 s6 xl
and
‖KIl‖Lq′ (Il) =
h3−1=ql
8(2q′ + 1)1=q′
6K0h
3−1=q
l with q
′ ∈R ∪ {∞}; 1
q
+
1
q′
= 1; (2.8)
where K0 is a positive constant independent of q.
Proof. By the Taylor expansions of
∫ 
x  (s) ds and
∫ x
  (s) ds, we have∫ 

 (s) ds=  ()( − ) + 1
2
 ′()( − )2 + 1
2
∫ 

( − t)2 ′′(t) dt
=  ()( − )− 1
2
 ′()( − )2 + 1
2
∫ 

(t − )2 ′′(t) dt
for any (; ) ⊂ Il. Letting (; ) := (xl−1; xl−1=2) and (; ) := (xl−1=2; xl), we obtain∫ xl−1=2
xl−1
 (s) ds=
hl
2
 (xl−1=2)− h
2
l
8
 ′(xl−1=2) +
1
2
∫ xl−1=2
xl−1
(t − xl−1)2 ′′(t) dt;
∫ xl
xl−1=2
 (s) ds=
hl
2
 (xl−1=2) +
h2l
8
 ′(xl−1=2) +
1
2
∫ xl
xl−1=2
(xl − t)2 ′′(t) dt;
respectively. Adding the above two equations we obtain (2.7). It is by a straightforward computation
to con$rm (2.8).
Lemma 2.3. Suppose that Assumption 1.1 holds. Then, for any Il ⊂ Jk , we have∣∣∣∣∣
∫
Il
ds
p(s)
− h
2
l∫
Il
p(s) ds
∣∣∣∣∣6C0h3−1=ql ; (2.9)
where C0 is a positive constant depending on , , Il, and p.
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Proof. Since p∈W 2; q(Il) ⊂ C1;1−1=q( SI l), we may assume without loss of generality that 0¡6
p(x)6  for x∈ Il. In this case, from the Cauchy–Schwarz inequality, we have
06
∫
Il
ds
p(s)
− h
2
l∫
Il
p(s) ds
:
Applying Lemma 2.2 to  := p and 1=p, we have∫
Il
ds
p(s)
=
hl
p(xl−1=2)
+
∫
Il
KIl(t)(1=p)
′′(t) dt;
∫
Il
p(s) ds= hlp(xl−1=2) +
∫
Il
KIl(t)p
′′(t) dt:
Using the above equations and (2.8) we obtain∫
Il
ds
p(s)
− h
2
l∫
Il
p(s) ds
=
(∫
Il
p(s) ds
)−1{(∫
Il
ds
p(s)
)(∫
Il
p(s) ds
)
− h2l
}
=
(∫
Il
p(s) ds
)−1( hl
p(xl−1=2)
∫
Il
KIl(t)p
′′(t) dt + hlp(xl−1=2)
∫
Il
KIl(t)(1=p)
′′(t) dt
+
∫
Il
KIl(t)p
′′(t) dt
∫
Il
KIl(t) (1=p)
′′ (t) dt
)
6
‖KIl‖Lq′ (Il)
hl
(
hl

‖p′′‖Lq(Il) + hl‖(1=p)′′‖Lq(Il) + ‖KIl‖Lq′ (Il)‖p′′‖Lq(Il)‖(1=p)′′‖Lq(Il)
)
6
(
K0
2
‖p′′‖Lq(Il) +
K0

‖(1=p)′′‖Lq(Il) +
K20h
2−1=q
l

‖p′′‖Lq(Il)‖(1=p)′′‖Lq(Il)
)
h3−1=ql
6C0h
3−1=q
l ;
which completes the proof.
Theorem 2.4. Suppose that Assumptions 1.1 and 2.1 hold. Then, the 4nite element equation (2.1)
has a unique solution uh ∈ Sh for su8ciently small h¿ 0.
Proof. Since the inverse of the stiQness matrix A of the $nite element equation (2.1) is written by
(2.2), the su8cient and necessary condition to unique solvability of (2.1) is
∑N
l=1(h
2
l =
∫
Il
p(s) ds) =
0. We have assumed that 0 = ∫I ds=p(s) =∑Nl=1 ∫Il ds=p(s). From (2.9) we have∣∣∣∣∣
N∑
l=1
(∫
Il
ds
p(s)
− h
2
l∫
Il
p(s) ds
)∣∣∣∣∣6C0(b− a)h2−1=q: (2.10)
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Therefore,
∑N
l=1(h
2
l =
∫
Il
p(s) ds) = 0 for su8ciently small h¿ 0, and (2.1) has a unique solution
uh ∈ Sh.
Let u∈W 1; r0 (I), 16 r6∞. Then, with F := −(pu′)′ ∈Wr ⊂ W−1; r(I) and by Theorem 2.4, the
$nite element equation (2.1) has a unique solution uh ∈ Sh if h is su8ciently small. We denote this
uh by %hu. This %h is regarded as a projection %h : W
1; r
0 (I)→ Sh which satis$es
B(u−%hu; vh) = 0; ∀vh ∈ Sh: (2.11)
Lemma 2.5. Suppose that Assumptions 1.1 and 2.1 hold. Then, for su8ciently small h, there exists
a positive constant C1 independent of r, h, and u such that
‖%hu‖W 1; r0 (I)6C1‖u‖W 1; r0 (I); ∀u∈W
1; r
0 (I); 16 r6∞:
Proof. Let f := pu′ ∈Lr(I). Then, using the symbol gij de$ned in (2.2), we may write
(%hu)(xi) =
N−1∑
j=1
gij(f;’′j) =
N−1∑
j=1
gij
∫
I
f(y)’′j(y) dy =
N∑
j=1
∫
Ij
f(y)
gij − gi; j−1
hj
dy;
(%hu)(xi)− (%hu)(xi−1)
hi
=
N∑
j=1
∫
Ij
f(y)Qij dy;
where Qij := (gij − gi; j−1 − gi−1; j + gi−1; j−1)=hihj. It follows from a straightforward computation
using (2.2) that
Qij = 4ij
(∫
Ii
p(x) dx
)−1
+ Rij;
Rij := −
(
N∑
l=1
h2l∫
Il
p(x) dx
)−1
hihj∫
Ii
p(x) dx
∫
Ij
p(x) dx
;
where 4ij := 0, (i = j) and 4ii := 1. Therefore, we have
(%hu)(xi)− (%hu)(xi−1)
hi
=
(∫
Ii
p(x) dx
)−1 ∫
Ii
p(y)u′(y) dy +
N∑
j=1
Rij
∫
Ij
p(y)u′(y) dy:
De$ne 6 := (b− a)| ∫I ds=p(s)|−1. Let h be su8ciently small so that the right-hand side of (2.10)
is smaller than or equal to (b− a)=(26). Then, we have∣∣∣∣∣
N∑
l=1
h2l∫
Il
p(x) dx
∣∣∣∣∣
−1
6
26
b− a :
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Therefore, we $nd |Rij|6 26=(2(b− a)) for su8ciently small h. Hence, we obtain
|(%hu)(xi)− (%hu)(xi−1)|r
hri
6
2rrh−1i
r
∫
Ii
|u′(y)|r dy + 2
2rr6r(b− a)−1
2r
∫
I
|u′(y)|r dy;
‖(%hu)′‖Lr(I)6 2
(
1 +
2r6r
r
)1=r
‖u′‖Lr(I):
Thus, Lemma 2.5 is proved with C1 := 4max{1; 26=}=.
3. Estimations of approximation errors
In this section we present several estimations of the approximation error AEf;k .
Lemma 3.1. Suppose that Assumptions 1.1 and 2.1 hold. Let AEf;k , k=0; 1, be the approximation
error de4ned by (2.6). Then, for su8ciently small h, we have the following estimations of AEf;k :
|AEf;0(xi)|6C2h2−1=qu˜(xi);
‖AEf;0‖Lr(I)6C2h2−1=q‖Ihu˜‖Lr(I); for ∀r; 16 r6∞;
where u˜∈H 10 (I) is the solution to the following equation:
− u˜′′(x) = |f(x)| in I; with u˜(a) = u˜(b) = 0; (3.1)
and Ih is the usual interpolation on 8, and C2 is a positive constant depending only on , , I ,
and p.
Proof. Recall that A is the stiQness matrix of the $nite element equation (2.1). Then, by Yamamoto’s
inversion formula, the inverse matrix A−1 = (gij) is written by (2.2). Now, suppose that xi6 xj.
De$ne bl := h2l =
∫
Il
p(s) ds and cl :=
∫
Il
ds=p(s). Then, from (2.3), the approximation error eij :=
G(xi; xj)− gij is given by
eij =
(
N∑
l=1
cl
)−1( i∑
l=1
cl
) N∑
l=j+1
cl

−
(
N∑
l=1
bl
)−1( i∑
l=1
bl
) N∑
l=j+1
bl


=
(
N∑
l=1
(bl − cl)
)(
N∑
l=1
cl
)−1( N∑
l=1
bl
)−1( i∑
l=1
cl
) N∑
l=j+1
cl


+
(
N∑
l=1
bl
)−1{ i∑
l=1
(cl − bl)
} N∑
l=j+1
cl

+
(
N∑
l=1
bl
)−1( i∑
l=1
bl
)

N∑
l=j+1
(cl − bl)

 :
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We notice that we may apply Lemma 2.3 to estimate the diQerence cl−bl because of the assumptions.
From |bl|6 hl=, |cl|6 hl=, and Lemma 2.3, we have∣∣∣∣∣
N∑
l=1
bl
∣∣∣∣∣6 (b− a)=;
∣∣∣∣∣
i∑
l=1
cl
∣∣∣∣∣6 (xi − a)=;∣∣∣∣∣∣
N∑
l=j
(cl − bl)
∣∣∣∣∣∣6C0(b− xj)h2−1=q; etc:
As in the proof of Lemma 2.5, de$ne 6 := (b − a)| ∫I ds=p(s)|−1 = (b − a)|∑Nl=1 cl|−1. Then, for
su8ciently small h we have∣∣∣∣∣
N∑
l=1
cl
∣∣∣∣∣
−1
=
6
b− a ;
∣∣∣∣∣
N∑
l=1
bl
∣∣∣∣∣
−1
6
26
b− a :
Gathering the above inequalities, we obtain
|eij|6C2h2−1=qG˜(xi; xj); C2 := 26C0
( 6

+ 2
)
;
where
G˜(xi; xj) :=
(b− xj)(xi − a)
b− a ; xi6 xj:
If xi¿ xj, we also obtain |eij|6C2h2−1=qG˜(xi; xj) by the exactly same manner after de$ning
G˜(xi; xj) :=
(b− xi)(xj − a)
b− a ; xi¿ xj:
We now realize that G˜(xi; xj) is the Green function of the two-point boundary value problem (3.1).
Therefore, since
∑N−1
j=1 G˜(xi; xj)’j(y) = G˜(xi; y), we obtain
|AEf;0(xi)| = |ei(f; 0)|6
∫
I
|f(y)|
N−1∑
j=1
|eij|’j(y) dy
6C2h2−1=q
∫
I
G˜(xi; y)|f(y)| dy = C2h2−1=qu˜(xi);
which is the $rst estimation in Lemma 3.1. The second estimation is now obtained easily because
|AEf;0(x)|6
N−1∑
i=1
|ei(f; 0)|’i(x)6C2h2−1=q
N−1∑
i=1
u˜(xi)’i(x) = C2h2−1=qIhu˜(x):
Lemma 3.2. Suppose that Assumptions 1.1 and 2.1 hold. Let AEf;k , k=0; 1, be the approximation
error de4ned by (2.6). Then, for su8ciently small h, we have the following estimations of AE′f;0:
‖AE′f;0‖Lr(I)6C3h2−1=q‖f‖L1(I); ∀r; 16 r6∞;
where C3 is a positive constant depending only on , , I , and p.
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Proof. Since AE′f;0(x) =
∑N−1
i=1 ei(f; 0)’
′
i(x) and AE
′
f;0(x) = (ei(f; 0)− ei−1(f; 0))=hi in Ii, we have
to estimate (ei(f; 0)− ei−1(f; 0))=hi to estimate ‖AE′f;0‖.
Let i6 j. Recall that eij := G(xi; xj)−gij. From (2.2) and (2.3), eij−ei−1; j=G(xi; xj)−G(xi−1; xj)−
(gij − gi−1; j) is written by
eij − ei−1; j =
(
N∑
l=1
cl
)−1
ci

 N∑
l=j+1
cl

−
(
N∑
l=1
bl
)−1
bi

 N∑
l=j+1
bl


=

( N∑
l=1
cl
)−1
−
(
N∑
l=1
bl
)−1 ci

 N∑
l=j+1
cl

+
(
N∑
l=1
bl
)−1
(ci − bi)

 N∑
l=j+1
cl


+
(
N∑
l=1
bl
)−1
bi

 N∑
l=j+1
(cl − bl)

 :
Using the notation in the proof of Lemma 3.1, we see
|eij − ei−1; j|6C2hih2−1=q b− xjb− a ; therefore
|eij − ei−1; j|
hi
6C2h2−1=q
b− xj
b− a :
By the same manner, we obtain
|eij − ei−1; j|
hi
6C2h2−1=q
xj − a
b− a ; for i − 1¿ j:
Note that
b− xl−1
b− a ’l−1(y) +
b− xl
b− a ’l(y) =
b− y
b− a for y∈ (xl−1; xl) ⊂ (xi; b);
xl−1 − a
b− a ’l−1(y) +
xl − a
b− a ’l(y) =
y − a
b− a for y∈ (xl−1; xl) ⊂ (a; xi−1):
Note also that, for y∈ (xi−1; xi),
xi−1 − a
b− a ’i−1(y) +
b− xi
b− a ’i(y) =
y − a
b− a +
a+ b− 2xi
b− a ’i(y)6
y − a
b− a + 1:
Therefore, with the function F˜(x; y) de$ned by
F˜(x; y) :=
{
(b− y)=(b− a) for x6y
(y − a)=(b− a) for x¿y; 0¡F˜(x; y)6 1;
we may write
|AE′f;0(x)|=
|ei(f; 0)− ei−1(f; 0)|
hi
6
∫
I
|f(y)|
N∑
j=1
|eij − ei−1; j|
hi
’j(y) dy
6C2h2−1=q
(∫
I
F˜(xi; y)|f(y)| dy +
∫
Ii
|f(y)| dy
)
6C2h2−1=q(‖f‖L1(I) + ‖f‖L1(Ii))6 2C2h2−1=q‖f‖L1(I)
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in x∈ Ii. Hence, we conclude
‖AE′f;0‖Lr(I)6 2(b− a)1=rC2h2−1=q‖f‖L1(I)6 2max{1; b− a}C2h2−1=q‖f‖L1(I):
De$ning C3 := 2max{1; b− a}C2, the above inequalities complete the proof.
Lemma 3.3. Suppose that Assumptions 1.1 and 2.1 hold. Let AEf;k , k=0; 1, be the approximation
error de4ned by (2.6). Then, for su8ciently small h, we have the following estimations of AEf;1:
|AEf;1(xi)|6C2h2−1=q‖f‖L1(I); ∀i; i = 1; : : : ; N − 1;
‖AEf;1‖Lr(I)6C4h2−1=q‖f‖L1(I); ∀r; 16 r6∞;
where C2 and C4 are positive constants (C2 appeared in Lemma 3.1) depending only on , , I ,
and p.
Proof. Since
AEf;1(xi) = ei(f; 1) =
∫
I
(−f′(y))
N−1∑
j=1
eij’j(y) dy =
∫
I
f(y)
N−1∑
j=1
eij’′j(y) dy
=
N∑
j=1
∫
Ij
f(y)
eij − eij−1
hj
dy;
we have to estimate |ei; j − ei; j−1|=hj to estimate |AEf;1(xi)|. This is done by the same way in the
proof of Lemma 3.2 and we have
|eij − eij−1|
hj
6C2h2−1=q:
Hence, we $nd
|AEf;1(xi)|6
N∑
j=1
∫
Ij
|f(y)| |ei; j − ei; j−1|
hj
dy6C2h2−1=q‖f‖L1(I);
which is the $rst estimation. The second estimation follows immediately from the $rst one with
letting C4 := max{1; b− a}C2.
4. Estimations of interpolation errors
Next, we consider estimations of IEf;k(x) and IE′f;k(x), k = 0; 1. Since G(x; y) is smooth unless
x = y, we may use general theory of interpolation. We however give constructive and elementary
proofs here to estimate various constants explicitly.
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De$ne Cj(x), Dj(x), and Ej(x) for x∈ Ij by
Cj(x) :=
∫ x
xj−1
ds
p(s)
− ’j(x)
∫
Ij
ds
p(s)
; x∈ Ij;
Dj(x) :=
∫ xj
x
ds
p(s)
− ’j−1(x)
∫
Ij
ds
p(s)
; x∈ Ij;
Ej(x) :=
1
p(x)
− 1
hj
∫
Ij
ds
p(s)
=
d
dx
Cj(x) =− ddxDj(x); x∈ Ij:
Lemma 4.1. Suppose that Assumptions 1.1 and 2.1 hold. Then, we have the following estimations:
|Cj(x)|6 (x − xj−1)
h1−1=qj
2
‖p′‖Lq(Ij); |Dj(x)|6 (xj − x)
h1−1=qj
2
‖p′‖Lq(Ij); (4.1)
|Ej(x)|6
h1−1=qj
2
‖p′‖Lq(Ij): (4.2)
Proof. Let ;∈W 1; q(Ij) and S; :=
∫
Ij
;(s) ds=|Ij|. It is elementary to derive |;(x)− S;|6 h1=q
′
j ‖;′‖Lq(Ij)
for x∈ Ij. Therefore, since (1=p)′ = −p′=p2, we obtain (4.2) by inserting ; := 1=p into the above
inequality. Integrating both sides of (4.2), we immediately obtain (4.1).
In the following we summarize the explicit forms of G(x; y)−%1h%2hG(x; y) which are obtained by a
straightforward computation. Let <−1 := (
∫
I ds=p(s))
−1. For x; y with xj−16y6 xj6 xi−16 x6 xi,
G(x; y)−%1h%2hG(x; y)
=<−1Di(x)
∫ y
a
ds
p(s)
+ <−1
(∫ b
xi
ds
p(s)
+ ’i−1(x)
∫
Ii
ds
p(s)
)
Cj(y): (4.3)
For x; y with xi−16 x6 xi6 xj−16y6 xj,
G(x; y)−%1h%2hG(x; y) = <−1Ci(x)
∫ b
y
ds
p(s)
+ <−1
(∫ xi−1
a
ds
p(s)
+ ’i(x)
∫
Ii
ds
p(s)
)
Dj(y): (4.4)
For x; y with xi−16y6 x6 xi,
G(x; y)−%1h%2hG(x; y) = <−1Di(x)
∫ y
a
ds
p(s)
+ <−1
(∫ b
xi
ds
p(s)
+ ’i−1(x)
∫
Ii
ds
p(s)
)
Ci(y)
+’i−1(x)’i(y)
∫
Ii
ds
p(s)
: (4.5)
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For x; y with xi−16 x6y6 xi,
G(x; y)−%1h%2hG(x; y) = <−1Ci(x)
∫ b
y
ds
p(s)
+ <−1
(∫ xi−1
a
ds
p(s)
+ ’i(x)
∫
Ii
ds
p(s)
)
Di(y)
+’i(x)’i−1(y)
∫
Ii
ds
p(s)
: (4.6)
Lemma 4.2. Suppose that Assumptions 1.1 and 2.1 hold. Then, for su8ciently small h, we have
the following estimation:
|IEf;k(xi)|6K1h2−k−1=q‖f‖L1(I);
where K1 is a positive constant depending only on , , I , and p.
Proof. From (4.3) and (4.4), we know that the explicit form of IEf;k(xi) is written by
IEf;k(xi) = <−1
∫ b
xi
ds
p(s)
i∑
j=1
∫ xj
xj−1
(−1)k(9kf)(y)Cj(y) dy
+ <−1
∫ xi
a
ds
p(s)
N∑
j=i+1
∫ xj
xj−1
(−1)k(9kf)(y)Dj(y) dy:
Hence, using (4.1) and notation in the proof of Lemma 3.1 and letting H := maxi‖p′‖Lq(Ii), we
obtain
|IEf;k(xi)|6 6H3
b− xi
b− a h
1−1=q
i∑
j=1
∫ xj
xj−1
|f(y)|(y − xj−1)1−k dy
+
6H
3
xi − a
b− a h
1−1=q
N∑
j=i+1
∫ xj
xj−1
|f(y)|(xj − y)1−k dy6 6H3 h
2−k−1=q‖f‖L1(I):
Thus, the proof is completed after de$ning K1 := 6H=3.
Lemma 4.3. Suppose that Assumptions 1.1 and 2.1 hold. Then, for su8ciently small h, we have
the following estimations: for any r, 16 r6∞,
‖IEf;0‖Lr(I)6K2h2‖f‖Lr(I) + K3h2−1=q‖f‖L1(I);
‖IE′f;0‖Lr(I)6K2h‖f‖Lr(I) + K3h1−1=q‖f‖L1(I);
where K2 and K3 are positive constants depending only on , , I , and p.
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Proof. Suppose that xj−16y6 xj6 xi−16 x6 xi. Then, by (4.3) and (4.1) with the notation in
the proof of Lemma 4.2, we obtain∣∣∣∣∣
∫
Ij
f(y)(G(x; y)−%1h%2hG(x; y)) dy
∣∣∣∣∣
6
6H
3
h1−1=q
b− a
(
(xi − x)
∫
Ij
(y − a)|f(y)| dy + (b− x)
∫
Ij
(y − xj−1)|f(y)| dy
)
6
26H
3
h2−1=q
∫
Ij
|f(y)| dy:
Using (4.4) and (4.1) we obtain the same estimation even in the case xi−16 x6 xi6 xj−16y6 xj.
Now suppose that xi−16y6 x6 xi. From (4.5) and (4.1), we obtain∣∣∣∣
∫ x
xi−1
f(y)(G(x; y)−%1h%2hG(x; y)) dy
∣∣∣∣6
(
xi − x

+
26H
3
h2−1=q
) ∫ x
xi−1
|f(y)| dy:
Similarly, in the case xi−16 x6y6 xi, we have∣∣∣∣
∫ xi
x
f(y)(G(x; y)−%1h%2hG(x; y)) dy
∣∣∣∣6
(
x − xi−1

+
26H
3
h2−1=q
) ∫ xi
x
|f(y)| dy:
Combining the above inequalities we have
|IEf;0(x)|6 hi
∫
Ii
|f(y)| dy + 26H
3
h2−1=q‖f‖L1(I):
Using HUolder’s inequality, we $nd
hi

∫
Ii
|f(y)| dy6 h
1+1=r′
i

‖f‖Lr(Ii)
for r, 16 r6∞, and 1=r + 1=r′ = 1. Thus,
‖IEf;0‖Lr(Ii)6
h2i

‖f‖Lr(Ii) +
26H
3
h2−1=qh1=ri ‖f‖L1(I):
Therefore, we conclude
‖IEf;0‖Lr(I)6K2h2‖f‖Lr(I) + K3h2−1=q‖f‖L1(I);
K2 := 1=; K3 :=
26H
3
max{1; b− a}
and we have proved the $rst estimation.
Showing the second estimation is an easy task now. If xj−16y6 xj6 xi−16 x6 xi, it follows
from (4.3) that
9
9x (G(x; y)−%
1
h%
2
hG(x; y)) =−<−1Ei(x)
∫ y
a
ds
p(s)
− <
−1
hi
∫
Ii
ds
p(s)
Cj(y):
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Hence, from (4.1) and (4.2) we have∣∣∣∣∣
∫
Ij
f(y)
9
9x (G(x; y)−%
1
h%
2
hG(x; y)) dy
∣∣∣∣∣6 6Hh
1−1=q
3
(
1 +
h
b− a
) ∫
Ij
|f(y)| dy:
We obtain the same estimate in the case of xi−16 x6 xi6 xj−16y6 xj. If xi−16y; x6 xi, by
(4.5) and (4.6), we obtain the following estimations:∣∣∣∣
∫ x
xi−1
f(y)
9
9x (G(x; y)−%
1
h%
2
hG(x; y)) dy
∣∣∣∣
6
1
hi
∫ x
xi−1
(y − xi−1)|f(y)| dy + 6Hh
1−1=q
3
(
1 +
h
b− a
) ∫ x
xi−1
|f(y)| dy;
∣∣∣∣
∫ xi
x
f(y)
9
9x (G(x; y)−%
1
h%
2
hG(x; y)) dy
∣∣∣∣
6
1
hi
∫ xi
x
(xi − y)|f(y)| dy + 6Hh
1−1=q
3
(
1 +
h
b− a
) ∫ xi
x
|f(y)| dy:
Combining those inequalities we obtain
|IE′f;0(x)|6
1

∫
Ii
|f(y)| dy + 6Hh
1−1=q
3
(
1 +
h
b− a
)
‖f‖L1(I):
Thus,
‖IE′f;0‖Lr(Ii)6K2hi‖f‖Lr(Ii) +
6H
3
(
1 +
h
b− a
)
h1−1=qh1=ri ‖f‖L1(I);
(recall that K2 := 1=, K3 := 26H max{1; b− a}=3) and
‖IE′f;0‖Lr(I)6K2h‖f‖Lr(I) + K3h1−1=q‖f‖L1(I)
for su8ciently small h¿ 0. This is the second estimation and the proof is completed.
Lemma 4.4. Suppose that Assumptions 1.1 and 2.1 hold. Then, for su8ciently small h, we have
the following estimations: for any r, 16 r6∞,
‖IEf;1‖Lr(I)6K2h‖f‖Lr(I) + K3h1−1=q‖f‖L1(I);
where K2 and K3 are positive constants appeared in Lemma 4.3.
Proof. The proof is quite similar to that of Lemma 4.3. If xj−16y6 xj6 xi−16 x6 xi or xi−16
x6 xi6 xj−16y6 xj, using (4.3) and (4.4), we $nd∣∣∣∣∣
∫
Ij
f(y)
9
9y (G(x; y)−%
1
h%
2
hG(x; y)) dy
∣∣∣∣∣6 6Hh
1−1=q
3
(
1 +
h
b− a
) ∫
Ij
|f(y)| dy:
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If xi−16 x; y6 xi, using (4.5) and (4.6), we also $nd∣∣∣∣
∫ x
xi−1
f(y)
9
9y (G(x; y)−%
1
h%
2
hG(x; y)) dy
∣∣∣∣
6
1

∫ x
xi−1
|f(y)| dy + 6Hh
1−1=q
3
(
1 +
h
b− a
) ∫ x
xi−1
|f(y)| dy;
∣∣∣∣
∫ xi
x
f(y)
9
9y (G(x; y)−%
1
h%
2
hG(x; y)) dy
∣∣∣∣
6
1

∫ xi
x
|f(y)| dy + 6Hh
1−1=q
3
(
1 +
h
b− a
) ∫ xi
x
|f(y)| dy:
Hence, for any x∈ Ii,
|IEf;1(x)|6 1
∫
Ii
|f(y)| dy + 6Hh
1−1=q
3
(
1 +
h
b− a
)
‖f‖L1(I):
Therefore, we obtain the desired estimation by the exactly same way as in the proof of Lemma
4.3.
Gathering the results which have been obtained so far, we have shown the following theorem
which is consistent with the known error bounds for the cases of smooth and positive p(x).
Theorem 4.5. Suppose that Assumptions 1.1 and 2.1 hold. Let u and uh be the exact and piecewise
linear 4nite element solutions to (1.3) and (1.4) for F = (−1)k9kf with f∈Lr(I), 16 r6∞,
k = 0; 1, respectively. Then, we have the following estimations on the error u− uh:
|(u− uh)(xi)|6Ch2−k−1=q‖f‖L1(I); ∀i = 1; : : : ; N − 1;
‖u− uh‖Lr(I)6Ch2−k‖f‖Lr(I) + Ch2−k−1=q‖f‖L1(I)
and if k = 0,
‖u′ − u′h‖Lr(I)6Ch‖f‖Lr(I) + Ch1−1=q‖f‖L1(I);
for r, 16 r6∞, where C denotes generic constant depending only on , , I , p and are inde-
pendent of h and r.
Corollary 4.6. Suppose that Assumptions 1.1 and 2.1 hold. Let u∈W 1; r0 (I), 16 r6∞. Then, we
have the following estimations on the error u−%hu:
|(u−%hu)(xi)|6Ch1−1=q‖u′‖L1(I); ∀i = 1; : : : ; N − 1;
‖u−%hu‖Lr(I)6Ch‖u′‖Lr(I) + Ch1−1=q‖u′‖L1(I):
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Moreover, if u|Jk ∈W 2; r(Jk) in each Jk , k = 1; : : : ; M , then we have, for m= 0; 1,
|(u−%hu)(xi)|6Ch2−1=q
M∑
k=1
‖u‖W 2; r(Jk); ∀i = 1; : : : ; N − 1;
‖u−%hu‖Wm; r(I)6Ch2−m
M∑
k=1
‖u‖W 2; r(Jk) + Ch2−m−1=q
M∑
k=1
‖u‖W 2; r(Jk):
In particular, from Lemma 2.5 we have
lim
h→0
‖u−%hu‖W 1; r0 (I) = 0; ∀u∈W
1; r
0 (I): (4.7)
Here, C denotes generic constant depending only on , , I , p and are independent of h and r.
Remark. (1) The estimations stated in Theorem 4.5 and Corollary 4.6 might look simple. We,
however, have to remember that the coe8cient function p is neither continuous nor entirely positive
in general. Hence, the bilinear form B(u; v) de$ned by (1.3) is not coercive and the basis results
of the $nite element method such as CVea’s lemma may not be applied to our situation. Therefore,
Theorem 4.5 and Corollary 4.6 are an essential extensions of usual error bounds. Probably, the error
bounds given in this section could not be obtained by the usual approach in a functional analysis
setting.
(2) We can show Theorem 4.5 and Corollary 4.6 using Lemma 2.5. For example, it is easy to
see
‖u−%hu‖W 1; r0 (I)6 (1 + C1)‖u− Ihu‖W 1; r0 (I);
where Ih is the usual piecewise linear interpolation whose error is estimated precisely and easily. In
this paper we take a more direct approach to see “anatomy” of the piecewise linear $nite element
method.
5. General cases
Let w and wh be the exact and $nite element solutions to (1.1). In this section using the error
bounds obtained in Section 4 we show that the error ‖w − wh‖ is equivalent to w −%hw.
Let us recall the setting of Section 1. Let f∈Lr(I), 16 r6∞, and F := (−1)k9kf∈Wr ⊂
W−1; r(I), k = 0; 1. Let the bilinear form B˜(w; v) be de$ned by
B˜(w; v) :=
∫
I
(p(x)w′(x)v′(x) + s1(x)w′(x)v(x) + s2(x)w(x)v(x)) dx:
Then, our problem is to $nd w∈W 1; r0 (I) such that
B˜(w; v) = 〈F; v〉; ∀v∈W 1; r′0 (I): (5.1)
Let Q; P; S ∈L(W 1; r0 (I); Wr) be de$ned in (1.2). Remember that, under Assumption 1.1, P : W 1; r0 (I)
→ Wr is an isomorphism. Then, solving (5.1) is equivalent to solving Qw = F . As usual, the $nite
element solution wh ∈ Sh is de$ned by
B˜(wh; vh) = 〈F; vh〉; ∀vh ∈ Sh: (5.2)
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Let %h : W
1; r
0 (I) → Sh be the projection associated with P de$ned by (2.11). Then, we have the
following lemma whose proof is an easy exercise.
Lemma 5.1. Suppose that Assumptions 1.1 and 2.1 hold. Let h¿ 0 be su8ciently small so that
the projection %h is well de4ned. Let Hh ∈L(W 1; r0 (I); Sh) be de4ned by
Hhw := %hP−1(Qw − F):
Then, we have, for wh ∈ Sh,
Hhwh = 0⇔ wh ∈ Sh is the finite element solution to (5:2):
Theorem 5.2. Suppose that Assumptions 1.1 and 2.1 hold. Suppose also that the operator Q :
W 1; r0 (I) → Wr de4ned by (1.2) is an isomorphism. Therefore, for any F := (−1)k9kf∈Wr ,
f∈Lr(I), k = 0; 1, Eq. (5.1) has the unique solution w∈W 1; r0 (I). Moreover, we claim that, for
su8ciently small h¿ 0, there exists unique 4nite element solution wh ∈ Sh to (5.2) which satis4es
the following estimates:
‖wh −%hw‖W 1; r0 (I)6C‖w −%hw‖W 1; r0 (I); (5.3)
where the positive constant C is independent of h.
Proof. Let DHhw := %hP−1Qw be the Fr>echet derivative of Hh. We $rst show that there exists a
positive constant L independent of h such that
‖DHhvh‖W 1; r0 (I)¿L‖vh‖W 1; r0 (I); ∀vh ∈ Sh: (5.4)
By de$nitions (1.2) we may write
DHhvh = P−1Qvh − (I −%h)P−1Svh:
Since the operator S is compact and (4.7), we $nd
lim
h→0
‖(I −%h)P−1S‖L(W 1; r0 (I);W 1; r0 (I)) = 0:
Since we have assumed that Q is an isomorphism, we obtain (5.4) for su8ciently small h after
de$ning L by
L :=
1
2
(‖Q−1P‖L(W 1; r0 (I);W 1; r0 (I)))
−1:
The $nite element space Sh may be regarded a Banach space equipped with W
1; r
0 (I)-norm. Then, it
follows from (5.4) that the operator DHh|Sh : Sh → Sh is one-to-one. Since Sh is $nite dimensional,
this means DHh|Sh ∈L(Sh; Sh) is an isomorphism. Therefore, there exists the unique solution wh ∈ Sh
of DHhwh =%hP−1F . Of course, wh is the $nite element solution to (5.2).
Since DHhw = DHhwh = %hP−1F and DHh(wh − %hw) = DHh(w − %hw), we obtain estimation
(5.3) by inserting vh := wh −%hw into (5.4) and de$ning C := L−1‖DHh‖.
Remark. Schatz [3] presented a theorem similar to Theorem 5.2. However, since he assumed co-
erciveness of the bilinear form B, his theorem is not applicable to our case. Here, we showed
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Theorem 5.2 by a linearized version of nonlinear $nite element analysis such as [4,6] and the
references therein.
Corollary 5.3. Suppose that Assumptions 1.1 and 2.1 hold. Suppose also that the operator Q :
W 1; r0 (I)→ Wr de4ned by (1.2) is an isomorphism. Let F=f∈Lr(I), 16 r6∞. Let w and wh be
the exact and 4nite element solution to (5.1) and (5.2), respectively. Then, for su8ciently small
h¿ 0, we have the following estimation:
‖w − wh‖W 1; r0 (I)6Ch
1−1=q(‖w‖W 1; r0 (I) + ‖f‖Lr(I)): (5.5)
Moreover, if s1 ∈W 1; r′(I), we also have the following estimations:
‖w − wh‖Lr(I)6Ch2−2=q(‖w‖W 1; r0 (I) + ‖f‖Lr(I)); (5.6)
|(w − wh)(xi)|6Ch2−2=q(‖w‖W 1; r0 (I) + ‖f‖Lr(I)); ∀i = 1; : : : ; N − 1: (5.7)
Proof. Let f˜ := −s1w′−s2w+f∈Lr(I). Then, w and %hw is the exact and $nite element solutions
to
B(w; v) = (f˜; v); ∀v∈W 1; r′0 (I);
respectively. Therefore, the estimation (5.5) is a direct consequence of Theorems 4.5 and 5.2. The es-
timation (5.6) is obtained by a usual duality technique using (5.5). Let eh := w−wh and sgn(eh)(x) :=
1 if eh(x)¿ 0, sgn(eh)(x) := −1 if eh(x)¡ 0. Let  ∈W 1; r′0 (I) is the unique solution of
B˜(v;  ) = (sgn(eh)|eh|r−1; v); ∀v∈W 1; r0 (I):
The unique solvability of the above adjoint equation follows from the assumption that Q : W 1; r0 (I)→
Wr is an isomorphism. Inserting v := eh in the above equation we obtain
‖w − wh‖rLr(I) = B˜(w − wh;  ) = B˜(w − wh;  −%h )6C‖w − wh‖W 1; r0 (I)‖ −%h ‖W 1; r′0 (I):
Let Sf := −(s1 )′ − s2 + sgn(eh)|eh|r−1 ∈Lr′(I). Since the function  is the solution of
B( ; v) = ( Sf; v); ∀v∈W 1; r0 (I);
it follows from Theorem 4.5 that
‖ −%h ‖W 1; r′0 (I)6Ch
1−1=q‖ Sf‖Lr′ (I)6Ch1−1=q‖sgn(eh)|eh|r−1‖Lr′ (I) = Ch1−1=q‖eh‖r−1Lr(I):
Inserting this inequality into the above estimation we obtain (5.6) from (5.5). Finally, (5.7) follows
from the technique given in the proof of [7, Theorem 1.2.1].
6. Recovered derivative of uh at nodes
In this section we consider a post-processing to uh which de$nes a recovered derivative of uh at
nodes. Let xi ∈ I be an interior point of Jk . Suppose that the exact solution u of (1.3) is smooth
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enough at xi so that u′(xi) exists in the classical sense. To approximate u′(xi) precisely, we de$ne
the recovered derivative Dhuh(xi) at xi by
Dhuh(xi) :=
hi
hi + hi+1
(
uh(xi+1)− uh(xi)
hi+1
)
+
hi+1
hi + hi+1
(
uh(xi)− uh(xi−1)
hi
)
: (6.1)
Theorem 6.1. Suppose that Assumption 1.1 and 2.1. Let u and uh be the exact and 4nite ele-
ment solutions to (1.3) with F := f∈Lr(I), respectively. Let xi be an inner point of Jk . Let
Dhuh(xi) be the recovered derivative de4ned by (6.1). If f∈W 1; r( SI i ∪ SI i+1) with 16 r6∞,
we have
|u′(xi)− Dhuh(xi)|6Ch2−1=q‖f‖L1(I) + Ch2−1=r‖f‖W 1; r( SI i∪ SI i+1); (6.2)
where the positive constant C depending on I , p, ‖p‖W 2; q(Jk), k = 1; : : : ; M but is independent of h
and r.
Proof. By Yamamoto’s principle and (6.1), Dhuh(xi) is written by, with dj :=
∫
Ij
p(s) ds,
Dhuh(xi) =−<−1h ?i
i−1∑
j=1
∫
I
f(y)’j(y) dy
(
j∑
l=1
h2l
dl
)
− <
−1
h hihi+1
(hi + hi+1)di+1
∫
I
f(y)’i(y) dy
(
i∑
l=1
h2l
dl
)
+
<−1h hihi+1
(hi + hi+1)di
∫
I
f(y)’i(y) dy
(
N∑
l=i+1
h2l
dl
)
+ <−1h ?i
N−1∑
j=i+1
∫
I
f(y)’j(y) dy

 N∑
l=j+1
h2l
dl


=−<−1h ?i
i−1∑
j=1
∫
I
f(y)’j(y) dy
(
j∑
l=1
h2l
dl
)
− <−1h ?i
∫
Ii
f(y)’i(y) dy
(
i∑
l=1
h2l
dl
)
+ <−1h ?i
∫
Ii+1
f(y)’i(y) dy
(
N∑
l=i+1
h2l
dl
)
+ <−1h ?i
N−1∑
j=i+1
∫
I
f(y)’j(y) dy

 N∑
l=j+1
h2l
dl


+
hihi+1
(hi + hi+1)
(
1
di
∫
Ii
f(y)’i(y) dy − 1di+1
∫
Ii+1
f(y)’i(y) dy
)
;
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where <h :=
∑N
j=1 h
2
j =dj, ?i := (1=di + 1=di+1)hihi+1=(hi + hi+1). Note that
i−1∑
j=1
’j(y)
(
j∑
l=1
h2l
dl
)
=


j−1∑
l=1
h2l
dl
+
h2j
dj
’j(y); if y∈ Ij; j ¡ i;
(
i−1∑
l=1
h2l
dl
)
’i−1(y) if y∈ Ii:
With a similar calculation we may write
Dhuh(xi) =−<−1h ?i
i∑
j=1
∫
Ij
f(y)
(
j−1∑
l=1
h2l
dl
+
h2j
dj
’j(y)
)
dy
+<−1h ?i
N∑
j=i+1
∫
Ij
f(y)

 N∑
l=j+1
h2l
dl
+
h2j
dj
’j−1(y)

 dy
+
hihi+1
(hi + hi+1)
(
1
di
∫
Ii
f(y)’i(y) dy − 1di+1
∫
Ii+1
f(y)’i(y) dy
)
: (6.3)
Of course we have
u′(xi) =− <
−1
p(xi)
∫ xi
a
(∫ y
a
ds
p(s)
)
f(y) dy +
<−1
p(xi)
∫ b
xi
(∫ b
y
ds
p(s)
)
f(y) dy; (6.4)
where < :=
∫ b
a ds=p(s). It follows from (2.10) that |<−1 − <−1h |6Ch2−1=q. Using Lemmas 2.2 and
2.3 and their proofs, we $nd |1=p(xi)− ?i|6Ch2−1=q. Combining Lemmas 2.3 and 4.1, we also $nd∣∣∣∣∣
j−1∑
l=1
h2l
dl
+
h2j
dj
’j(y)−
∫ y
a
ds
p(s)
∣∣∣∣∣6Ch2−1=q for y∈ Ij with j6 i;∣∣∣∣∣∣
N∑
l=j+1
h2l
dl
+
h2j
dj
’j−1(y)−
∫ b
y
ds
p(s)
∣∣∣∣∣∣6Ch2−1=q for y∈ Ij with j¿ i:
Gathering the above inequalities we conclude from (6.3) and (6.4) that∣∣∣∣∣∣−
<−1
p(xi)
∫ xi
a
(∫ y
a
ds
p(s)
)
f(y) dy + <−1h ?i
i∑
j=1
∫
Ij
f(y)
(
j−1∑
l=1
h2l
dl
+
h2j
dj
’j(y)
)
dy
∣∣∣∣∣∣
6Ch2−1=q‖f‖L1(I);∣∣∣∣∣∣
<−1
p(xi)
∫ b
xi
(∫ b
y
ds
p(s)
)
f(y) dy − <−1h ?i
N∑
j=i+1
∫
Ij
f(y)

 N∑
l=j+1
h2l
dl
+
h2j
dj
’j−1(y)

 dy
∣∣∣∣∣∣
6Ch2−1=q‖f‖L1(I):
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From the assumption we have∫
Ii
f(y)’i(y) dy =
hi
2
f(xi)−
∫
Ii
f′(y)
(y − xi−1)2
2hi
dy;
∫
Ii+1
f(y)’i(y) dy =
hi+1
2
f(xi) +
∫
Ii+1
f′(y)
(xi+1 − y)2
2hi+1
dy:
Since
di = p(xi)hi − h
2
i
2
p′(xi) +
∫
Ii
p′′(t)
(t − xi−1)2
2
dt;
di+1 = p(xi)hi+1 +
h2i+1
2
p′(xi) +
∫
Ii+1
p′′(t)
(xi+1 − t)2
2
dt;
we obtain∣∣∣∣ hihi+1(hi + hi+1)
(
1
di
∫
Ii
f(y)’i(y) dy − 1di+1
∫
Ii+1
f(y)’i(y) dy
)∣∣∣∣
6Ch2−1=r‖f‖W 1; r( SI i∪ SI i+1)‖p‖W 2; q( SI i∪ SI i+1):
Therefore, (6.2) is proved.
Suppose that xi is a node at one of discontinuous points of p or xi = a or xi = b. In this case
although u′(xi) is not de$ned u′(xi ± 0) exists in the classical sense. De$ne now
D+h uh(xi) :=
2(uh(xi+1)− uh(xi))
hi+1
− Dhuh(xi+1); (6.5)
D−h uh(xi) :=
2(uh(xi)− uh(xi−1))
hi
− Dhuh(xi−1): (6.6)
For D±h uh(xi) the following theorem holds. Since the proof is very similar to that of Theorem 6.1
we skip it here.
Theorem 6.2. Suppose that Assumption 1.1 and 2.1. Let u and uh be the exact and 4nite element
solutions to (1.3) with F := f∈Lr(I), respectively. Let xi be one of end points of Jk . Let D±h uh(xi)
be the recovered derivative de4ned by (6.5) and (6.6). If f∈W 1; r( SI i+1∪ SI i+2) and f∈W 1; r( SI i−1∪ SI i)
with 16 r6∞, we have
|u′(xi − 0)− D−h uh(xi)|6Ch2−1=q‖f‖L1(I) + Ch2−1=r‖f‖W 1; r( SI i−1∪ SI i);
|u′(xi + 0)− D+h uh(xi)|6Ch2−1=q‖f‖L1(I) + Ch2−1=r‖f‖W 1; r( SI i+1∪ SI i+2);
where the positive constant C depends on I , p, ‖p‖W 2; q(Jk), k = 1; : : : ; M but is independent of h
and r.
As usual Dhuh may be regarded as a piecewise linear and continuous function on each subinterval
Jk . Then, we have the following corollary.
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Corollary 6.3. Suppose that Assumptions 1.1 and 2.1 hold. Let u and uh be the exact and 4nite
element solutions to (1.3) with F := f∈Lr(I), respectively. Suppose also that f∈W 1; r(Jk) in each
subinterval Jk , k = 1; : : : ; M . Then, we have, with t := min{r; q},
‖u′ − Dhuh‖Lt(Jk)6Ch2−1=t‖f‖W 1; t(Jk):
Proof. Let Ih be the usual piecewise linear interpolation on each Jk . From the assumptions, we have
u|Jk ∈W 3; t(Jk). Hence, we $nd
‖u′ − Dhuh‖Lt(Jk)6 ‖u′ − Ihu′‖Lt(Jk) + ‖Ihu′ − Dhuh‖Lt(Jk)
6Ch2(‖u′‖W 2; t(Jk) + ‖f‖L1(Jk)) + Ch2−1=t‖f‖W 1; t(Jk);
which completes the proof.
We generalize the results obtained in this section to the general equation (1.1).
Lemma 6.4. Suppose that Assumptions 1.1 and 2.1 hold. Let w and wh be the exact and 4nite
element solutions to (1.1) with F := f∈Lr(I), respectively. Suppose also that s1 ∈W 1; r′(I). Then,
we have
‖w′h − (%hw)′‖Lr(I)6C‖w − wh‖Lr(I); (6.7)
where the positive constant C is independent of h and r.
Proof. The proof is very similar to that of [7, Theorem 1.3.2]. From the de$nitions we have
〈P(w −%hw); @h〉= 0 = 〈Q(w − wh); @h〉= 〈P(w − wh); @h〉+ 〈S(w − wh); @h〉
for any @h ∈ Sh. Hence, we $nd
〈P(wh −%hw); @h〉=−〈P(w −%hw); @h〉 = 〈S(w −%hw); @h〉
6C‖w −%hw‖Lr(I)‖@h‖W 1; r′ (I):
At the last inequality we used the assumption s1 ∈W 1; r′(I).
Take any  ∈L1(I). From Theorem 2.4 we know there exists @h ∈ Sh uniquely which satis$es
〈PAh; @h〉= 〈P@h; Ah〉= ( ; A′h); ∀Ah ∈ Sh:
We now set Ah := wh −%hw. Combining the above observations with the stability of %h (Lemma
2.5), we obtain
( ; (wh −%hw)′)6C‖w −%hw‖Lr(I)‖@h‖W 1; r′ (I)
= C‖w −%hw‖Lr(I)‖%h(P−1 )‖W 1; r′ (I)6C‖w −%hw‖Lr(I)‖ ‖Lr′ (I);
for any  ∈Lr′(I). Thus, (6.7) is proved because
‖A′h‖Lr(I) = sup
 ∈Lr′ (I)
‖ ‖Lr′ (I)=1
(A′h;  ):
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Theorem 6.5. Suppose that Assumptions 1.1 and 2.1 hold with q := ∞. Let w and wh be the
exact and 4nite element solutions to (1.1) with F := f∈L∞(I), respectively. Suppose also that
s1 ∈W 1;1(I) and f∈W 1;∞(Jk) in each subinterval Jk , k = 1; : : : ; M . Then, we have
|w′(xi)− Dhwh(xi)|6Ch2‖f‖W 1;∞(Jk); xi ∈ Jk ;
|w′(xi ± 0)− D±h wh(xi)|6Ch2‖f‖W 1;∞(Jk); xi ∈ 9Jk ;
‖w′ − Dhwh‖L∞(Jk)6Ch2‖f‖W 1;∞(Jk):
Proof. From the de$nitions (6.1), (6.5), and (6.6) the operator Dh and D±h are linear. For example,
Dh%hw − Dhwh = Dh(%hw − wh). Also, we obviously have
|Dhvh(xi)|6 ‖v′h‖L∞(I); ∀vh ∈ Sh:
Therefore, the estimations of Theorem 6.5 follow from Corollary 5.3, Theorem 6.1, Theorem 6.2,
Corollary 6.3, and Lemma 6.4.
Remark. As is stated in Section 1 the results obtained in this section correspond to [7, Theorem
1.11.1]. Using the techniques developed in this paper, we can show other superconvergence properties
of the $nite element solutions of (1.1), which are known for the cases of smooth coe8cients. For
example, it is now easy to see∣∣(w − wh)′(xi−1=2)∣∣6Ch2‖f‖L∞(I)
for q=∞ and r=∞ in Assumption 1.1. This estimate is a re$nement of [7, Theorem 1.5.1] in the
case of piecewise linear approximations. We also can show that
‖wh − Ihw‖W 1; r0 (I)6Ch
2‖f‖L∞(I); 16 r6∞
with q=∞ in Assumption 1.1, which, in the piecewise linear case, is a generalization of
‖wh − Ihw‖H 10 (I)6Ch
2‖w‖H 3(I)
shown by ZlVamal [11] on uniform meshes.
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