Introduction
The problem of controller reduction plays an important role in control theory and has attracted lots of attentions [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] in the fields of control theory and application. As noted by Anderson and Liu [2] , controller reduction could be done by either direct or indirect methods. In direct methods, designers first constrain the order of the controller and then seek for the suitable gains via optimization. On the other hand, indirect methods include two reduction methodologies: one is firstly to reduce the plant model, and then design the LQG controller based on this model; the other is to find the optimal LQG controller for the full-order model, and then get a reduced-order controller by controller reduction methods. Examples of direct methods include optimal projection theory [3] [4] and the parameter optimization approach [5] . Examples of indirect methods include LQG balanced realization [6] [7] [8] , stable factorization [9] and canonical interactions [10] . In the past, several model reduction methods based on the information theoretic measures were proposed, such as model reduction method based on minimal K-L information distance [11] , minimal information loss method(MIL) [12] and minimal information loss based on cross-Gramian matrix(CGMIL) [13] . In this paper, we focus on the controller reduction method based on information theoretic principle. We extend the MIL and CGMIL model reduction methods to the problem of LQG controller reduction. The proposed controller reduction methods will be introduced in the continuous-time case. Though, they are applicable for both of continuous-and discrete-time systems. 
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While in the latter part, the optimal control law u would be replaced with the reduced-order suboptimal control law, such as r u and G u .
The optimal controller is given by [12] Different from minimal K-L information distance method, which minimizes the information distance between outputs of the full-order model and reduced-order model, the basic idea of MIL is to minimize the state information loss caused by eliminating the state variables with the least contributions to system dynamics. Consider the n-order plant
Model Reduction via Minimal Information Loss Method (MIL)
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where ( ) From (5), (6) and (7), we obtain , , .
In information theory, the information of a stochastic variable is measured by the entropy function [15] . The steady-state entropy of system (5) and (6) 
The steady-state information loss from (5) and (6) is defined by
From (11), (12) can be transformed to
The aggregation matrix  minimizing (13) consists of l eigenvectors corresponding to the l largest eigenvalues of the steady-state covariance matrix  .
MIL-RCRP: Reduced-order Controller Based-on Reduced-order Plant Model
The basic idea of this method is firstly to find a reduced-order model of the plant, then design the suboptimal LQG controller according to the reduced-order model. We have obtained the reduced-order model as (6) . The LQG controller of the reduced-order model is given by 
where 1 r S and 1 r P are respectively the non-negative definite solutions to two certain Riccati equations as following:
The stability of the closed-loop system is not guaranteed and must be verified.
MIL-RCFP: Reduced-order Controller Based on Full-order Plant Model
In this method , the basic idea is first to find a full-order LQG controller based on the full-order plant model, then get the reduced-order controller by minimizing the information loss between the states of the closed-loop systems with full-order and reduced-order controllers.
The full-order LQG controller is given by as (3) and (4). Then we use MIL method to obtain the reduced-order controller, which approximates the full-order controller.
The l-order Kalman filter is given by
And the l-order control gain is given by In what follows, we will propose an alternative approach, the CGMIL method, to the LQG controller-reduction problem. This method is based on the information theoretic properties of the system cross-Gramian matrix [16] . The steady-state entropy function corresponding to the cross-Gramian matrix is used to measure the information loss of the plant system. The two controller-reduction methods based on CGMIL, called CGMIL-RCRP and CGMIL-RCFP, respectively, possess the similar manner as MIL controller reduction methods.
Model Reduction via Minimal Cross-Gramian
Information Loss Method (CGMIL) [16] In the viewpoint of information theory, the steady state information of (5) can be measured by the entropy function ( ) H x , which is defined by the steady-state covariance matrix  .
Let   denote the steady-state covariance matrix of the state x  of the dual system of (5). When Q , the covariance matrix of the zero-mean white Gaussian random noise ( ) w t is unit matrix I ,  and   are the unique definite solutions to
respectively.
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From Linear system theory, the controllability matrix and observability matrix satisfy the following Lyapunov equation respectively: 0 0.
By comparing the above equations, we observe that the steady-state covariance matrix is equal to the controllability matrix of (5), and the steady-state covariance matrix of the dual system is equal to the observability matrix. We called
( ) H x and
( ) H x  the "controllability information" and "observability information", respectively. In MIL method, only "controllability information" is involved in deriving the reduced-order model, while the "observability information" is not considered. In order to improve MIL model reduction method, CGMIL model reduction method was proposed in [13] . By analyzing the information theoretic description of the system, a definition of system "cross-Gramian information" (CGI) was defined based on the information properties of the system cross-Gramian matrix. This matrix indicates the "controllability information" and "observability information" comprehensively. Fernando and Nicholson first define the cross-Gramian matrix by the step response of the controllability system and observability system. The cross-Gramian matrix of the system is defined by the following equation: 
which satisfies the following Sylvester equation:
From [16] , the cross-Gramian matrix satisfies the relationship between the controllability matrix and the observability matrix as the following equation:
As we know that, the controllability matrix C W corresponds to the steady-state covariance matrix of the system, while the observability matrix O W corresponds to the steady-state covariance matrix of the dual system, which satisfy the following equations:
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Combine equation (25) (26) and (27), we obtain:
The cross-Gramian matrix corresponds to the steady-state covariance information of the original system and the steady-state covariance information of the dual system. Here we define a new stochastic state vector ( ) t  , and the relationship among ( ) t  , ( ) x t and ( ) x t  satisfies the following equation:
We called ( ) t  as "cross-Gramian stochastic state vector", which denotes the cross-Gramian information of the system.
From the above part, we know that the steady-state covariance matrix of ( ) t 
And the following equation can be obtained:
From the above, we get that the cross-Gramian matrix indicates the controllability matrix and observability matrix comprehensively. CGMIL model reduction method is suit for SISO system. The basic idea of the algorithm is www.intechopen.com
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presented as follows, for continuous-time linear system. The cross-Gramian matrix of the full-order system and the reduced-order system are as follows:
When the system input is zero mean Gaussian white noise signal, the cross-Gramian information of the two systems can be obtained as: 
The cross-Gramian information loss is: 
In order to minimize the information loss, we use the same method with the MIL method: where the aggregation matrix  is adopted as the l ortho-normal eigenvectors corresponding to the l th largest eigenvalues of the cross-Gramian matrix, then the information loss is minimized. Theoretical analysis and simulation verification show that, cross-Gramian information is a good information description and CGMIL algorithm is better than the MIL algorithm in the performance of model reduction.
CGMIL-RCRP: Reduced-order Controller Based-on
Reduced-order Plant Model By CGMIL
In this section, we apply the similar idea as method 1 of MIL model reduction to obtain the reduced-order controller. The LQG controller of the reduced-order model consists of Kalman filter and control law as follows:
The r-order filer gain and control gain are obtained:
where 1 G S and 1 G P satisfy the following Riccati equations
And the state space equation of the r -order closed-loop system is as follow:
CGMIL-RCFP: Reduced-order Controller Based on Full-order Plant Model By CGMIL
Similar to the second method of MIL controller reduction method the reduced-order controller obtained by the full-order controller using CGMIL method is: 
Illustrative Example
Lightly Damped Beam
We applied these two controller-reduction methods to the lightly damped, simply supported beam model described in [11] as (5) . The full-order Kalman filter gain and optimal control gain are given by The proposed methods are compared with that given in [11] , which will be noted by method 3 later. The order of the reduced controller is 2. We apply the two CGMIL controller reduction methods and the first MIL controller reduction method (MIL-RCRP) to this model. The reduced-order Kalman filter gains and control gains of the reduced-order closed-loop systems are given as follows:
MIL-RCRP: We compare the reduced-order controllers with the full-order one by using relative error indices
where ( ) y t is the system output of the full-order closed-loop system.
c)
We also use the LQG performance indices given by following equations, to illustrate the controller performances
T T T J x t Qx t u t Ru t dt T
The performances of the reduced-order controllers are illustrated by simulating the responses of the zero-input and Gaussian white noise, respectively. The simulation results are shown in the following figures and diagrams. As shown in Fig. 1 (Response to initial conditions), when input noise and observation noise are zero, the system initial states are set as (0) 1/ , 1,...10
The reduced-order closed-loop system derived by method 3 is close to the full-order one. Fig. 1 . Zero-input response for full-order system and reduced-order system
In Fig. 2 (Response of Gaussian white noise), almost all the reduced-order closed-loop system are close to the full-order one except the reduced-order system obtained by CGMIL 2. Fig. 2 . Gaussian white noise response for full-order system and reduced-order system
As illustrated in Fig. 3 (Bode Plot), the reduced-order closed-loop systems obtained from method 1 and 3 are close to the full-order closed-loop system. Step response for full-order system and reduced-order system Fig. 6 (Gaussian white noise Response): When the system input is Gaussian white noise, the reduced-order closed-loop system is close to the full-order system and outputs are near zero. This paper proposed two controller-reduction methods based on the information principle-minimal information loss(MIL). Simulation results show that the reduced-order controllers derived from the proposed two methods can approximate satisfactory performance as the full-order ones. 2.
