We consider the down/up crossing property of weighted Markov branching processes . The joint probability distribution of multi crossing numbers of such processes are obtained. In particular, for Markov branching processes, the probability distribution of death number is given and for bulk-arrival queueing model, the joint probability distributions of service number and arrival number is also given.
Introduction
The ordinary Markov branching processes (MBPs) play an important role in the classical field of stochastic processes. Some related references are Harris [10] , Athreya and Ney [3] , Asmussen and Hering [4] .
The basic property governing the evolution of an MBP is the branching property, different particles act independently when giving birth or death. In most realistic situation, however, the independence property is unlikely to be realized. Indeed, particles usually interact with each other. So the branching property may be lost through collision or some other mechanism. This might be the reason why there always have been an increasing effort to generalise the ordinary branching processes to more general branching models(see, for instance, Athreya and Jagers [26] ). Models like this were first studied by Sevast'yanov [5] . Some authors, including Zubkov [6] , Vatutin [17] , Li & Chen [7] and Li, Chen & Pakes [18] researched the branching process with state-independent immigration. Moreover, Li & Liu [19] added state-independent migration to the above branching process. Yamazato [20] investigated a discrete branching process with immigration which only occupies at state zero. He then investigated the continuous version in which once the process reaches zero it remains there for an exponentially distributed time and then jumps to state j with rate α j ; in this model the condition α j < ∞ is imposed and is necessary for the related treatment. Being viewed as an extension of Yamazato's model, Chen [21] discussed a more general branching process with or without resurrection. For the further discussion of this model, see Chen [22] [23], Chen, Li & Ramesh [24] and Chen, Pollett, Zhang & Li [25] considered weighted Markov branching process.
Within this structure, Chen, Li and Ramesh [29] proved the uniqueness and extinction of Weighted Markov Branching Processes, which is the further consideration of branching models discussed in Chen [23] . Before the above result, they [28] revealed that any weighted Markov branching process is a random time change of a compound Poisson process. Also, in [27] , there was a criteria on such process about potentially-explosive by providing an alternative criterion.
Since zero is the absorbing state in the branching structure, it is nature to consider the crossing property of such process, i.e., for some fixed m( = 0), what is the distribution of m-range crossing number for the process before its extinction? The aim of this paper is to consider such problems for weighted Markov branching processes.
In order to start our discussion, we first define our model by specifying the infinitesimal generator, i.e., the so-called Q-matrix. Throughout this paper, let Z + = {0, 1, 2, · · · }.
A weighted Markov branching process ( henceforth referred to as a WMBP) is a continuous-time Markov chain with state space Z + whose transition function P (t) = (p ij (t); i, j ∈ Z + ) satisfies
Chen, Li & Ramesh (2005) [24] derived the regularity conditions for WMBPs in terms of the death rate b 0 and birth rate m b = ∞ j=1 jb j+1 . Therefore, we assume the process is regular in this paper.
Preliminaries
Let N ⊂ Z + be a finite subset with 1 / ∈ N and b k > 0 for all k ∈ N. The number of elements in N is denoted by N, i.e., N = |N|. We consider the (N − 1)-range crossing number of the process until its extinction, i.e., the distribution of the N-dimensional random vector (N i ; i ∈ N), where N i is the (i − 1)-range crossing number of the process until its extinction.
In order to begin our discussion, define
Since our main purpose is to count the crossing numbers. We define a new Q-matrix
Therefore,Q determines a (N + 1)-dimensional Markov chain (X(t), Y(t)), where X(t) is the weighted Markov branching process, Y(t) = (Y k (t); k ∈ N) (assume Y k (0) = 0 (k ∈ N)) count the (N − 1)-range crossing numbers until time t. In particular, if N = {0} then Y 0 (t) counts the down crossing number (i.e., the death number)of
) counts the death number and the (m − 1)-range up corssing number of {X(t) : t ≥ 0} until time t.
Let P (t) = (p (i,k),(j,l) (t); (i, k), (j, l) ∈ Z N +1 + ) denote the transition probability of (X(t), Y(t)).
Proof. It follows from Kolmogorov forward equation and some algebra.
The following lemma is due to mathematical analysis and thus the proof is omitted here.
will plays a key role in our discussion. The following theorem reveals its properties.
possesses at most 2 roots in [0, 1]. The minimal nonnegative root ofB
can be expanded as a multivariate Taylor sieris
(i) follows from Li and Chen [12] . Next to prove (ii). Without loss of generality, suppose that N = {2, 3} and thus
Similarly, by induction recursion, we know that ρ(v 2 , v 3 ) ∈ C ∞ ([0, 1) 2 ). Now suppose that
Substituting above expression into (2.7) yields
We next prove ρ l ≥ 0 using mathematical induction respect to l · 1. If l · 1 = 0, then ρ 0 = ρ(0) ≥ 0 since it is the minimal nonnegative root ofB N (u) + B N (u, 0) = 0. If l · 1 = 1, i.e., l = e k for some k ∈ N. Then,
Assume ρ l ≥ 0 for l satisfying l · 1 ≤ m, then forl · 1 = m + 1, there exists l and k ∈ N such thatl = l + e k and l · 1 ≤ m, therefore,
Down/up crossing property
In this section, we consider the down/up crossing properties of weighted Markov branching process. Let
be the extinction time of {X(t); t ≥ 0}. Let N be a finite subset of Z + , the following theorem gives the probability generating function of (N − 1)-crossing numbers conditioned on τ < ∞.
Theorem 3.1. Suppose that {X(t); t ≥ 0} is a weighted Markov branching process with X(0) = 1. Then the probability generating function G(v) of (N − 1)-crossing numbers conditioned on τ < ∞ is given by
where ρ 0 is the minimal nonnegative root ofB N (u) = 0 and ρ l (l = 0) are given by the following recursion.
Proof. LetQ = (q (i,k),(j,l) ; (i, k), (j, l) ∈ Z N +1 + ) be the Q-matrix defined in (2.3) and (X(t), Y(t)) be theQ-process. Then Y(t) = (Y k (t); k ∈ N) counts the (N − 1)-crossing numbers until time t and Y(τ ) = (Y k (τ ); k ∈ N) counts the (N − 1)-crossing numbers conditioned on τ < ∞.
Let P (t) = (p (i,k),(j,l) (t); (i, k), (j, l) ∈ Z N +1 + ) denote the transition probability of (X(t), Y(t)). It follows from Lemma 2.1 that
Letting t → ∞ on both sides of (3.4) and noting that lim t→∞ p (1,0),(j,l) (t) = 0 for j ≥ 1 (since (j, l) are transient states for j ≥ 1) yield
where a l = lim t→∞ p (1,0),(0,l) (t). By Theorem 2.1, let u = ρ(v) in (3.5), we obtain that
which implying a l = ρ l (l ∈ Z N + ). Finally,
The proof is complete.
Remark 3.1. Theorem 3.1 gives the probability generating function of (N − 1)-crossing numbers conditioned on τ < ∞. Therefore, the joint probability distribution of (N − 1)-
If X(t) starts from X(0) = i(> 1), then the probability generating function of (N − 1)crossing numbers conditioned on τ < ∞ is
and the joint probability distribution of (N − 1)-crossing numbers Y(τ ) conditioned on τ < ∞ P (Y(τ ) = l |τ < ∞) = ρ −i ρ * (i) l , l ∈ Z N + . As direct consequences of Theorem 3.1 and remark 3.1, the following corollaries gives the probability distribution of death number and (m − 1)-range up crossing number conditioned on τ < ∞ for fixed m > 1.
Corollary 3.1. Suppose that {X(t); t ≥ 0} is a weighted Markov branching process with X(0) = 1. Then the probability generating function G(v) of death number conditioned on τ < ∞ is given by
and hence the probability distribution of death number Y 0 (τ ) is given by
where ρ 0 = 0 and ρ k (k ≥ 1) are given by the following recursion.
Proof. Note that N = {0}, ρ 0 = 0 is the minimal nonnegative root of
By Theorem 3.1, we immediately obtain the result.
Remark 3.2. By checking the proof of Theorem 3.1, we find that the conclusion does not depend on w i > 0 (i ≥ 1), therefore, we have (i) For Markov branching process, the probability distribution of death number Y 0 (τ ) conditioned on τ < ∞ is given by
where ρ k (k ≥ 0) are given in Corollary 3.1.
(i) For M X /M/1 queueing process, the probability distribution of service number Y 0 (τ ) in a busy period is given by
Corollary 3.2. Suppose that {X(t); t ≥ 0} is a weighted Markov branching process with X(0) = 1, m > 1. Then the probability generating function G(v) of (m − 1)-range upcrossing number conditioned on τ < ∞ is given by
and hence the probability distribution of (m − 1)-range up-crossing number Y m (τ ) conditioned on τ < ∞ is given by
where ρ 0 is the minimal nonnegative root of B m (u) = j =m b j u j = 0 and ρ k (k ≥ 1) are given by the following recursion.
Proof. It follows directly from Theorem 3.1 with N = {m}.
Theorem 3.2. Suppose that {X(t); t ≥ 0} is a weighted Markov branching process with
where ρ k (k ≥ 0) are given in Corollary 3.1 (in the case m = 0) and in Corollary 3.2 (in the case m > 1).
Proof. Since ρ = 1, we know that G(v) is the probability generating function of Y m (τ ), therefore,
The results follow from Corollaries 3.1 and 3.2.
Finally, we give an example to illustrate the conclusions obtained above. The minimal nonnegative root of (3.16) is P ((Y 0 (τ ), Y 2 (τ )) = (1, 0)) = µ µ+λ , P ((Y 0 (τ ), Y 2 (τ )) = (n, n − 1)) = (2n−3)!!2 n−1 µ n λ n−1 n!(µ+λ) 2n−1 , n ≥ 2 P ((Y 0 (τ ), Y 2 (τ )) = (n, m)) = 0, otherwise,      P (Y 0 (τ ) = 0) = 0, P (Y 0 (τ ) = 1) = µ µ+λ , P (Y 0 (τ ) = n) = (2n−3)!!2 n−1 µ n λ n−1 n!(µ+λ) 2n−1 , n ≥ 2, P (Y 2 (τ ) = 0) = µ µ+λ , P (Y 2 (τ ) = n) = (2n−1)!!2 n µ n+1 λ n (n+1)!(µ+λ) 2n+1 , n ≥ 1.
Using Tailor series
(ii) if µ < λ, then      P ((Y 0 (τ ), Y 2 (τ )) = (1, 0) |τ < ∞) = λ µ+λ , P ((Y 0 (τ ), Y 2 (τ )) = (n, n − 1) |τ < ∞) = (2n−3)!!2 n−1 µ n−1 λ n n!(µ+λ) 2n−1 , n ≥ 2 P ((Y 0 (τ ), Y 2 (τ )) = (n, m)) = 0, otherwise,      P (Y 0 (τ ) = 0 |τ < ∞) = 0, P (Y 0 (τ ) = 1 |τ < ∞) = λ µ+λ , P (Y 0 (τ ) = n |τ < ∞) = (2n−3)!!2 n−1 µ n−1 λ n n!(µ+λ) 2n−1 , n ≥ 2, P (Y 2 (τ ) = 0 |τ < ∞) = λ µ+λ , P (Y 2 (τ ) = n |τ < ∞) = (2n−1)!!2 n µ n λ n+1 (n+1)!(µ+λ) 2n+1 , n ≥ 1.
