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Surrogate-assisted parallel tempering for Bayesian
neural learning
Rohitash Chandra, Konark Jain, and Arpit Kapoor
Abstract—Parallel tempering addresses some of the drawbacks
of canonical Markov Chain Monte-Carlo methods for Bayesian
neural learning with the ability to utilize high performance
computing. However, certain challenges remain given the large
range of network parameters and big data. Surrogate-assisted
optimization considers the estimation of an objective function
for models given computational inefficiency or difficulty to obtain
clear results. We address the inefficiency of parallel tempering for
large-scale problems by combining parallel computing features
with surrogate assisted estimation of likelihood function that
describes the plausibility of a model parameter value, given
specific observed data. In this paper, we present surrogate-
assisted parallel tempering for Bayesian neural learning where
the surrogates are used to estimate the likelihood. The estima-
tion via the surrogate becomes useful rather than evaluating
computationally expensive models that feature large number
of parameters and datasets. Our results demonstrate that the
methodology significantly lowers the computational cost while
maintaining quality in decision making using Bayesian neural
learning. The method has applications for a Bayesian inversion
and uncertainty quantification for a broad range of numerical
models.
Index Terms—Bayesian neural networks, parallel tempering,
Surrogate-assisted optimization, high performance computing
I. INTRODUCTION
Although neural networks have gained significant atten-
tion due to the deep learning revolution [1], a number of
limitations persist. As new neural networks architectures and
learning algorithms are proposed, the challenge widens for
uncertainty quantification in decision making. Bayesian neural
learning provides a probabilistic viewpoint where Markov
Chain Monte-Carlo methods for sampling weights and biases
that are represented as probability distributions [2], [3]. The
use of probability distributions to represent the weights, rather
than single-point estimates by gradient-based learning meth-
ods, naturally account for uncertainty in parameter estimates.
Through Bayesian neural learning, uncertainty can be propa-
gated into the decision making process. Markov Chain Monte
Carlo methods (MCMC) implement Bayesian inference [4],
[5] by constructing a Markov chain after a number of steps
such that the desired distribution becomes the equilibrium
distribution [6], [7]. The likelihood function describes the
plausibility of the model parameters given observed data.
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MCMC methods provide numerical approximations of multi-
dimensional integrals [8]. Due to the curse of dimensionality
and the requirement for computational resources, MCMC
methods have not gained as much attention when compared to
gradient based counterparts used for neural learning. MCMC
methods usually require thousands of samples to be drawn
depending on the network architecture which becomes a major
limitation in applications such as deep learning [1], [9],
[10]. Furthermore, the challenge of MCMC methods is in
sampling in multi-modal and irregular posterior distributions
for convergence without being trapped in a local minimum.
Parallel tempering is a MCMC method that [11], [12] fea-
tures multiple replicas to provide global and local exploration
during sampling which makes them suitable for irregular and
multi-modal distributions [13], [14]. During sampling, parallel
tempering features the exchange of neighboring replicas that
provide efficient balance between local and global exploration.
In contrast to canonical MCMC sampling methods, parallel
tempering can be more easily implemented in a multi-core
or parallel computing architecture [15]. In the case of neural
networks, parallel tempering has been used for sampling
restricted Boltzmann machines (RBMs) [16], [17] and it was
shown that [18] parallel tempering is more effective than Gibbs
sampling. Parallel tempering for RBMs has been improved by
featuring efficient exchange of information among the replicas
[19]. These studies motivate the use for parallel tempering
in Bayesian neural learning for pattern classification and
regression tasks that are typically approached using gradient
based learning.
Surrogate assisted optimization [20], [21] considers the use
of machine learning methods such as Gaussian process and
neural network models [22], [23] to estimate the objective
function during optimization. This is handy when the evalua-
tion of the objective function is too time consuming, especially
in cases where gradient information is not present and meta-
heuristic or evolutionary optimization methods are used [22],
[23]. Surrogate assisted optimization has been applied to a
range of engine design and aerospace applications that feature
engine and wing design to provide high quality replications
of the actual model [24], [25], [26], [20]. Such methods
give motivations for improving parallel tempering where low
cost replications of the actual model via a surrogate can be
helpful in lowering the computational cost and enhancing
convergence.
In the case of conventional Bayesian neural learning, much
of the literature concentrated on smaller problems such as
datasets and network architecture [27], [28], [3], [2], [3] due to
limitations in computational inefficiency of MCMC methods.
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Therefore, high performance computing has been used in
multi-core implementation of parallel tempering for Bayesian
neural learning [] where it was reported that computational
time can be significantly decreased while the performance ac-
curacy can be retained using high performance computing. We
believe that this can be further improved through incorporating
notions from surrogate assisted optimization in parallel tem-
pering, where likelihood function at times is estimated rather
than evaluated in a high performance computing environment.
We note that up to now little work has been done using
surrogate assisted Bayesian inference. To our knowledge, there
has not been much work on theory behind such methodologies
and no work has been done using parallel tempering. Recently,
Zeng et. al presented surrogate assisted Bayesian inference
material identification method for estimating the parameters
of advanced high strength steel used in vehicles [29]. Since
surrogate assisted methods have mostly beneficial in enhanc-
ing optimization methods, its use for inference via multi-
core parallel tempering can address some of the challenges.
However, the challenge would be in developing an efficient
paradigm where the different replicas that run in separate
processing units in a high performance computing environment
can efficiently communicate with inter-process communication
with additional tasks of training surrogates and communication
across multiple processing units.
In this paper, we present surrogate-assisted parallel tem-
pering for Bayesian neural learning. A surrogate is used to
estimate the likelihood rather than evaluating the actual model
that feature large number of parameters and datasets. We
present a framework that seamlessly incorporates the decision
making by a master surrogate in different different processing
cores that execute the replicas of parallel tempering. Although
the proposal is general which could be used for a wide range of
expensive models, we test using neural network model used for
classification problems. The major contribution of this paper
in in providing a synergy of methodologies across different
fields to address the limitations of parallel tempering given
models that are computationally expensive.
The rest of the paper is organized as follows. Section
II provides background and related work while Section III
presents the methodology. Section IV presents experiments
and results and Section V concludes paper with discussion
for future research.
II. RELATED WORK
A. Bayesian neural learning
In Bayesian inference, the probability for a hypothesis is up-
dated as more evidence or information becomes available [30].
Bayesian neural networks or neural learning use MCMC meth-
ods to sample from the posterior distribution that represent
free parameters such as network weights and biases [27], [28],
[3]. The posterior distribution is sampled using a ’likelihood
function’ that evaluates the model given the observed data and
prior distribution. A probabilistic perspective views learning
or optimization methods equivalent to maximum likelihood
estimation (MLE) [31]. The neural network can be viewed as
the model and the prior is based on belief or expert opinion
without observing the evidence such as training data [27]. An
example of the prior in the case of neural networks is the
concept of weight decay that states that having smaller weights
are better for generalization [32], [2], [2], [33], [34].
Since MCMC sampling methods face challenges in con-
vergence due to scalability and computational requirements,
progress in development and applications of Bayesian neu-
ral learning has been slow. When considering larger neural
network architectures and datasets, further challenges appear
such as in the case of deep learning methods. A number of
techniques have been applied to improve sampling methods
by incorporating approaches from the optimization literature.
Neal et al. [35] presented Hamiltonian dynamics that involve
using gradient information to form efficient MCMC proposals
during sampling. On the other hand, gradient based learning
using Langevin dynamics refer to use of gradient information
with Gaussian noise [36] which Chandra et al. incorporated
via gradient based proposals in Bayesian neural networks for
time series prediction [37].
Moreover, Hinton et al.[38] used complementary priors
for deep belief networks to form an undirected associative
memory for handwritten digit images. Furthermore, parallel
tempering has been used in improving the Gaussian Bernoulli
Restricted Boltzmann Machine’s (RBMs) [39]. Prior to this
Cho et al. [40] demonstrated the efficiency of Parallel Tem-
pering in RBMs. Desjardins et al. utilized parallel tempering
for maximum likelihood training of RBMs [41] and later used
it for deep learning using RBMs [42]. Thus parallel tempering
has been vital in development of one of the fundamental
building blocks of deep learning - RBMs.
B. Parallel tempering
Parallel tempering is a MCMC method that considers multi-
ple chains (known as replicas) which are executed at different
temperature levels that determine the extent of exploration
and exploitation [43], [14], [44]. Typically, the neighboring
replicas are typically exchanged given the Metropolis-Hastings
criterion. In some implementations, non-neighboring replica
swap is also considered where the acceptance probabilities of
all possible swap moves are calculated a priori and the specific
swap move is then selected which is useful when a limited
number of replicas are available [45]. Although typically
uniform temperature levels have been used for the respective
replicas, determining the optimal tempering assigned for each
of the replicas has been a challenge that attracted some
attention in the literature [46], [47], [47], [48], [13].Typically,
gradient free proposals within chains are used for proposals
for exploring multi-modal and discontinuous posteriors [49],
[50], however, it is possible to incorporate gradient based
information.
Although denoted ”parallel”, the replicas can be executed
sequentially in a single processing unit; however, multi-core
or high performance computing systems can feature parallel
implementations improving the computational time [51]. A
number of challenges are there when considering multi-core
implementations since parallel tempering features exchange
or transition between neighboring replicas. One needs to
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consider efficient strategies that take into account interprocess
communication in such systems [51]. A decentralized imple-
mentation was proposed that eliminates global synchronization
of parallel tempering and reduces the overhead caused by
interprocess communication in exchange of solutions between
the chains [51]. Parallel tempering has also been implemented
in a distributed volunteer computing network via crowd-
sourcing for multi-threading and graphic processing units [52].
Furthermore, implementation with field programmable gate
array (FPGA) has shown much better performance than multi-
core and GPU implementations [53].
C. Surrogate-assisted optimization
Surrogate assistant optimization refers to the use of machine
learning or statistical models to develop approximate computa-
tionally inexpensive simulation of the actual model [21]. The
major advantage is that the surrogate model can be compu-
tationally efficient when compared to the exact model used
for evolutionary algorithms and related optimization methods
[22], [23]. In the optimization literature, such approaches are
also known as response surface methodologies [54], [55] that
has been applicable for a wide range of engineering problems
such as reliability analysis of laterally loaded piles [56].
In the case of evolutionary computation methods, Ong
et. al [22] presented a parallel evolutionary optimization for
solving computationally expensive functions with application
to aerodynamic wing design where surrogate models used
radial basis functions. Zhou et. al [23] combined global and
local surrogate models to accelerate evolutionary optimization
and Lim et. al [57] presented a generalized surrogate-assisted
evolutionary computation framework to unify diverse surrogate
models during optimization and taking into account uncer-
tainty in estimation. Jin [21] presented a review on surrogate-
assisted evolutionary computation that covered single and
multi-objective optimization problems, dynamic, constrained,
and multi-modal optimization problems. In terms of appli-
cations, surrogate models have been widely used in Earth
sciences such as modeling water resources [58]. Moreover,
Daz-Manrquez et. al [59] presented a review of surrogate
assisted multi-objective evolutionary algorithms that showed
that the field has been successful in a wide range of application
problems.
The search for the right surrogate model is a major challenge
given different types of likelihood or fitness landscape given
by the actual model. Giunta et. al [60] presented a comparison
of quadratic polynomial models with least square method and
interpolation models that featured Gaussian process regression
(kriging). They discovered that the quadratic polynomial mod-
els were more accurate in terms of errors for estimation for the
optimization problems. Jin et. al [61] presented another study
that compared several surrogate models that include polyno-
mial regression, multivariate adaptive regression splines, radial
basis functions, and kriging based on multiple performance
criteria using different classes of problems. They found that
radial basis functions as one of the best for scalability and
robustness given different types of problems and also reported
kriging to be computationally expensive.
III. SURROGATE-ASSISTED PARALLEL TEMPERING
A. Parallel tempering
Parallel tempering consists of an ensemble where slightly
different versions of MCMC samplers are implemented as
replicas. The difference between the replicas are defined by the
temperature ladder which affects or transforms the likelihood
that slightly changes the acceptance criterion. In this way,
parallel tempering provides a balance between exploration and
exploitation during sampling and has the feature to sample
multi-modal distributions. During sampling, the neighboring
replicas communicate and exchange their state depending
on the Metropolis-Hastings criterion. This further helps in
providing better exploration compatibilities.
Given N replicas of a ensemble defined by multiple tem-
perature levels, the state of the ensemble is specified by
X = x1, x2, ..., xN , where xi is the replica at temperature
level Ti. The equilibrium distribution of the ensemble, X is
given by
Π(X) =
N∏
i=1
exp(− 1TiE(xi))
Z(Ti)
(1)
where E(xi) is the energy function and Z(Ti) =∫
exp(− 1TiE(xi))dxi is the partition function of the replica
at Ti. A Markov chain is constructed to sample E(xi) at
each temperature ladder Ti. At every iteration, the Markov
chains can feature two types of transitions that include 1) the
Metropolis transition and 2) a replica transition.
In the Metropolis transition phase, each replica is sampled
independently to perform local Monte Carlo moves defined by
the temperature which is implemented by a change in th energy
function, E(xi) for each temperature ladder Ti. The configu-
ration x∗i is sampled from a proposal distribution qi(.|xi) and
the Metropolis-Hastings ratio at temperature ladder Ti is given
as
Llocal(xi → x∗i ) = exp(−
1
Ti
(E(x∗i )− E(xi))) (2)
where, L, represents the likelihood at the local replica and
the new state is accepted with probability min(1,WL(xi →
x∗i )). The detailed balance condition holds for each replica
and therefore it holds for the ensemble system.
Typically, the Metropolis-Hastings update consists of a sin-
gle stochastic process that evaluates the energy of the system
and accepted is based on the temperature ladder. There is
higher probability of acceptance at higher temperature levels.
The selection of the temperature ladder for the replicas is
done before sampling using a geometric spacing methodology,
where we utilize the following formula provided by [62].
Ti = T
(i−1)/(M−1)
max (3)
where i = 1, . . . ,M and Tmax is maximum temperature
which is user defined and dependent on the problem.
The Replica transition phase, given a probability θ, pairs of
replica defined by two neighboring temperature levels, i and
i+ 1 are exchanged.
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xi ↔ xi+1 (4)
The exchange is accepted by Metropolis-Hastings criterion
with probability
PR(xi ↔ xi+1)
= P ({x1, ..., xi, xi+1, ..., xN}|{x1, ..., xi+1, xi, ...xN})
= min
(
1,
∏{x1, ..., xi, xi+1, ..., xN}∏{x1, ..., xi+1, xi, ...xN}
)
= min
(
1, exp(
1
Ti+1
E(xi+1)− 1
Ti
E(xi))
)
Based on the Metropolis criterion, the configuration (po-
sition in the replica ) of neighboring replicas at different
temperatures are exchanged. This results in a very robust
ensemble which is able to sample both low and high energy
configurations.
The replica exchange enables a replica that could be stuck
at a local minimum with low temperature level to exchange
configuration with a higher neighboring temperature level and
hence improve exploration. In this way, the replica exchange
can shorten the sampling time required for convergence. The
frequency of determining the exchange and the temperature
level is user defined which needs to be determined from trial
experiments. These are highly dependent on the nature of the
problem in terms of energy or likelihood landscape and multi-
modality.
B. Bayesian neural networks
In Bayesian neural networks or Bayesian neural learning,
the posterior probability is sampled using a ’likelihood func-
tion’ that evaluates the model given the observed data and
prior probability. Given input xt, f(xt) is computed by a
feedforward neural network with one hidden layer defined by
the function
f(xt) = g
(
δo +
H∑
h=1
vjg
(
δh +
I∑
d=1
wdhxt)
)
(5)
where δo and δh are the bias weights for the output o and
hidden h layer, respectively. vj is the weight which maps the
hidden layer h to the output layer. wdh is the weight which
maps xt to the hidden layer h and g is the activation function
for the hidden and output layer units.
Let θ = (w˜,v, δ, τ2), with δ = (δo, δh), denote L = (IH+
HO+H+O) vector of parameters that includes weights and
biases. I,H,O refers to number of input, hidden and output
neurons, respectively.
The prior distribution is then given by:
log (p(θ)) = −L
2
log(σˆ2)
− 1
2σˆ2
(
H∑
h=1
I∑
d=1
w2dh +
H∑
h=1
(δ2h + v
2
h) + δ
2
o
)
(6)
In general, the log-posterior is
log (p(θ|y)) = log (p(θ)) + log (p(y|θ))
In the case of regression problems, the log likelihood is
log
(
p(yAD,T |θ)
)
= −n− 1
2
log(τ2)
− 1
2τ2
∑
t∈AD,T
(yt − E(yt|xt))2 (7)
where E(yt|xt) is given by (5).
For classification problems, we use the multinomial likeli-
hood function that is formulated by taking the neural network’s
prediction and comparison with given data as shown in Equa-
tion 8.
log
(
p(yAD,T |θ)
)
=
∑
t∈AD,T
K∑
k=1
zt,k log pik (8)
for classes k = 1, . . . ,K, where pik is the output of the neural
network which given by the transfer function. In this case, the
transfer function selected is the softmax function [63].
pik =
exp(f(xp))∑K
k=1 exp(f(xk))
(9)
for k = 1, . . . ,K. zt,k is an indicator variable for the given
sample t and the class k as given in the dataset. The indicator
is defined by:
zt,k =
{
1, if yt = k
0, otherwise
(10)
C. Surrogate-assisted multi-core parallel tempering
Surrogate models essentially learn to mimic true models
using their behavior, i.e. how the true model response to a
set of input parameters. A surrogate model would essentially
capture relationship between the input and output given by the
true model. In our case, the input is the set of proposals giving
by sampler in parallel tempering that includes the weights and
biases (parameters) of the neural network (model) at hand.
Hence, the surrogate model is utilized to approximate the
likelihood for the true model, which is defined as pseudo-
likelihood. We train the surrogate model on the data that is
composed by the history of proposals for weights and biases
of the neural network with corresponding true likelihood.
In the multi-core parallel tempering algorithm, the replica
transition or swapping procedure needs to be implemented
at regular intervals. Since each replica is executed on a
different processing core, we need to take in account the
cost of inter-process communication which must be limited
to avoid computational overhead. Therefore, we define the
swap interval, which refers to the number of iterations after
which each replica pauses and can undergo a replica transition.
After the swap proposal is accepted or rejected, the replicas
are resumed and they continue iterating undergoing Metropolis
transition, in between the swap intervals.
The goal of the surrogate model is to save computation
time taken for evaluation of the true likelihood given that
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the model at hand is complex or features large dataset and
thus computationally expensive. We note that although neural
network is used as the model, the framework can be applied
to any other model - which could include those from other
domains such as Earth science models that are computationally
expensive [64], [65].
The overall problem is to use a neural network model for
regression or classification task that is defined the training
dataset. The goal of parallel tempering is to provide infer-
ence for the respective weights and biases that constitute the
parameters for the model.
Given that the actual or true model is represented as y =
f(x), the surrogate model provides an approximation in the
form yˆ = fˆ(x), such that y = yˆ + e, where e represents
the difference or error. The feature of the surrogate model is
to provide pseudo-likelihood such that the true likelihood is
replicated or estimated by training from past experience which
is given by the set of input xr,s and likelihood ys where s
represents the sample and r represents the replica. Hence, the
training dataset Φ for the surrogate is developed by fusion of
xr,s across all the replica for a given surrogate interval ψ.
Therefore, this can be formulated as follows.
Φ = (x1,s, . . . ,x1,s+ψ, . . . ,xM,s, . . . ,xM,s+ψ)
λ = (y1,s, . . . , y1,s+ψ, . . . , yM,s, . . . , yM,s+ψ) (11)
where xr,s represents the set of parameters proposed at sample
s, yr,s = log
(
p(yAD,T |xr,s)
)
is the likelihood (Gaussian or
multinomial), M is the total number of replicas. The training
surrogate dataset Θ features input Φ and response λ at the
end of every surrogate interval denoted by s+ ψ. Hence, the
pseudo-likelihood yˆ is given by yˆ = fˆ(Θ), where fˆ is the
surrogate model. The likelihood in training data is relaxed
with respect of the temperature since it has been changed by
taking Llocal/Tr for given replica r. We undo this change by
multiplying the likelihood by the respective temperature which
is a data processing procedure prior to training the surrogate
model.
Algorithm 1 provides the details for execution of surrogate-
assisted multi-core parallel tempering for Bayesian neural
learning. The algorithm begins by initializing the replicas that
sample θn that represents the network weights and biases.
This is done by drawing from a uniform distribution in a
range [−α, α] where α defines the range of the respective
parameters. The temperature ladder is also assigned which is
done by geometric ladder as given in Equation 3. Other key
parameters include: 1. replica swap-interval Rswap, 2. maxi-
mum number of samples for each replica Rmax, 3. surrogate
interval, Sinterval, and 4. surrogate probability Sprob. All of
these values are determined experimentally. Once they are set,
the algorithm begins sampling for the respective replicas.
All the samples in the first surrogate interval are evaluated
by the likelihood function. Afterwards the data from the
respective replicas are concatenated into training data Θ and
used for training the surrogate model as shown in Algorithm
1. Once the surrogate is trained, it can be used to provide the
pseudo-likelihood. Note that the implementation is intended
for high performance computing environment where each
replica is executed in a separate processing unit. Therefore,
a master processing unit is used to manage all the respective
replicas as shown in Figure 1. The master process executes
all the replicas in parallel for the given surrogate interval. The
master process waits for all the replicas to reach the surrogate
interval. Once this is done, the replica transition probability
is calculated for the possibility of swapping the neighboring
replicas. The communication between the master process and
the replica process requires interprocess communication pro-
tocols (shown in Figure 1) that is featured by the operating
system and implemented by the programming language and
respective multi-processing libraries 1.
We employ the pseudo-likelihood, which is defined by the
surrogate probability as shown in State 6 in Algorithm 1.
The surrogate interval and the surrogate probability are hyper-
parameters that are experimentally evaluated in this study and
also can be considered as user defined. The surrogate model is
re-trained for rest of the surrogate intervals until the maximum
iteration is reached. In this way, the surrogate model remains
up-to-date and thus gets better in estimation for the pseudo-
likelihood. Note that only the samples associated with the true-
likelihood becomes part of the surrogate training dataset. We
note that surrogate training can consume a significant portion
of time which is dependent on the size of the problem in terms
of number of parameters and also the surrogate model used,
along with the training algorithm. We will evaluate the trade-
off between quality of estimation by pseudo-likelihood and
overall cost of computation for the true likelihood function
for different types of problems. In State 6, Part 1 and 2
predicts pseudo-likelihood (Lsurrogate) given proposal θ∗i .
Part 3 calculates the likelihood moving average of past three
likelihood values, Lpast = mean(Li−1, Li−1, Li−2). In Part 4,
the likelihood moving average is combined with the pseudo-
likelihood to give a prediction that considers the present replica
proposal and the past behavior, Llocal = (0.5 * Lsurrogate) +
0.5 * Lpast.
Note that the training is done in the master process which
features the global surrogate model as given in Figure 1. The
replica processes provide the training dataset by file output
which is read and concatenated by the master process.The way
this is implemented is through having copies of the surrogate
model (untrained one) in each of the replicas. After training,
the knowledge (eg. weights of surrogate model) are transfered
to each of the replicas as demonstrated in Figure 1. At the time
of estimation for the pseudo-likelihood in each replica, we
call the local surrogate that contains the knowledge from the
global surrogate gained from the training data in the previous
surrogate interval. In this way, the surrogate model keeps
updating its knowledge gained by data through observing
the true likelihood from all of the replicas. The algorithm is
flexible and hence the surrogate model at hand can be chosen
by the user according to the nature of the likelihood surface.
The quality of pseudo-likelihood from the surrogate model
can be validated by experiments using a smaller size or portion
1We used Python multiprocessing library for implementation of multi-core
parallel tempering: https://docs.python.org/2/library/multiprocessing.html
IEEE TNNLS 2018 6
of the problem. The root mean squared error (RMSE) of the
likelihood vs the pseudo-likelihood. This can be seen as a
regression problem with multi-input (parameters) and unitary
output (likelihood). The RMSE is calculated by the following
RMSE =
√√√√ 1
N
N∑
i=1
(yi − yˆi)2
where, yi and yˆi are the true likelihood and the pseudo-
likelihood value respectively and N is the number of cases
the surrogate is employed during sampling.
Furthermore, the framework features parallel tempering in
the first stage of sampling that transforms into a local mode
or exploitation in second stage where the temperature ladder
is changed such that Ti = 1, for all replicas, i = 1, 2, ..., N .
This is done in State 22 and 23 of Algorithm 1. We note that
emphasis to exploration is given in the first stage and emphasis
to exploitation could be given in second stage. The duration of
each stage is problem dependent and needs to be determined
from trial experiments.
Alg. 1 Surrogate-Assisted Parallel Tempering
Data: Classification or Regression dataset
Result: Posterior distributions for neural network weights
1 1. Define and initialize M replica θ1, θ2, ..., θM
with corresponding temperature values T1, T2, ..., TM
2. Initialize number of samples for replica, i = 0
3. Set replica swap-interval, Rswap
4. Set maximum samples for each replica, Rmax
5. Set surrogate interval, Sinterval
6. Set surrogate probability, Sprob
7. Set maximum samples for entire framework, Fmax
8. Set number of replicas, Rnum
2 while convergence is reached (i < Fmax)/Rnum do
3 for each replica R do
4 *Metropolis Transition
for each i in Rmax do
5 1. Sample θ∗i using random-walk as θ
∗
i = θi + 
2. Llocal calculated:
Draw κ from a Uniform distribution [0,1]
if κ < Sprob and i > Sinterval then
6 Estimate Llocal from local surrogate’s prediction,
Lsurrogate
1. Load global surrogate model parameters to local
surrogate
2. Predict Lsurrogate value with the proposed θ∗i .
3. Lpast = mean(Li−1, Li−1, Li−2)
4. Assign Llocal = (0.5 * Lsurrogate) + 0.5 * Lpast
5. Save Li = Llocal
7
8 else
9 Llocal is calculated using likelihood function (8)
10 end
11 4. Draw α from a Uniform distribution [0,1]
if α ≤ Llocal(θi → θ∗i ) then
12 Update chain, θi ← θ∗i
13 end
14 end
15 * Replica Transition
if i mod Rswap then
16 Signal master-process to calculate replica transition probability
P (θi ↔ θi+1)
for each replica do
17 Draw β from a Uniform distribution [0,1]
if β ≤ P (θi ↔ θi+1) then
18 Exchange neighboring Replica, θi ↔ θi+1
19 end
20 end
21 end
22 if i > Rmax then
23 *Adapt: Treplica = 1
(Move to canonical MCMC for local exploration)
24 end
25 if i mod Sinterval then
26 Signal master process
Set Θ which features history of proposals Φ (θ) and response
λ ( Llocal )
27 end
28 end
29 *Global Surrogate Training
if t mod Sinterval then
30 for each replica do
31 1. Get Θwhich features history of proposals Φ (θ) and
response λ ( Llocal )
2. Append proposal list to X
3. Append likelihood list to Y
32 end
33 1. Train global surrogate model with input X and output Y
2. Save global surrogate model parameters
34 end
35 Increment i
36 end
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D. Langevin gradient-based parallel tempering
In the case of using Langevin-gradient proposals instead of
random-walk, we utilize Langevin Dynamics for calculating
gradients to update the parameters at each iteration as done in
[66]. The gradients are calculated as follows:
θp ∼ N (θ¯[k],Σθ), where (12)
θ¯
[k]
= θ[k] + r ×∇EyAD,T [θ
[k]],
EyAD,T [θ
[k]] =
∑
t∈AD,T
(yt − f(xt)[k])2,
∇EyAD,T [θ
[k]] =
(
∂E
∂θ1
, . . . ,
∂E
∂θL
)
r is the learning rate, Σθ = σ2θIL and IL is the L×L identity
matrix. So that the newly proposed value of θp, consists of 2
parts:
1) An gradient descent based weight update given by
Equation 12.
2) Add an amount of noise, from N (0,Σθ).
E. Surrogate model
The choice of the surrogate model needs to consider the
computational resources taken for training the model during
the sampling process. We note that Gaussian process, neural
networks, and radial basis functions [67], have been popular
choices for surrogates in the literature.
In our case, we consider the inference problem that features
hundreds to thousands of parameters, hence the model needs
to be efficiently trained without taking lots of computational
resources. Moreover, the flexibility of the model to have
incremental training is also needed. Therefore, we rule out
Gaussian process models since they have imitations in training
given that the size of the dataset increases [68]. We use neural
networks as the choice of the surrogate model in this study.
The training data and neural network model can be formulated
as follows.
The data given to the surrogate model is Φ and λ as in (11),
where Φ is the input and λ is the desired output of the model.
The prediction of the model is denoted by λˆ. We explain the
surrogate models used in the paper as follows.
In our surrogate model, we consider a single hidden layer
feedforward neural network as shown in Equation (5). The
only difference is that we use a different activation function
g(.) We use ReLU (rectified linear unitary function) as the
activation function. In this case, after forward propagation, the
errors in the estimates are evaluated using the cross-entropy
cost function [69] which is formulated as:
J(W,b) = − 1
ψ
ψ∑
i=0
(λ(i)log(λˆ(i)) + (1− λ(i))log(1− λˆ(i))
(13)
The learning or optimization task then is to iteratively up-
date the weights and biases to minimize the cross entropy loss
J(W,b). This is done using gradient update of weights using
Adam (adaptive moment estimation) learning algorithm [70]
which has shown better results when compared to stochastic
gradient descent, RMSprop [71], AdaGrad (adaptive gradients)
[72]. Hence, we consider Adam as the designated algorithm
for training feedforward network for the surrogate model.
The learning procedure through weight update for iteration
number t can be formulated as:
Θt−1 = [Wt−1,bt−1]
gt = ∇ΘJt(Θt−1)
mt = β1.mt−1 + (1− β1).gt
vt = β2.vt−1 + (1− β2).g2t
mˆt = mt/(1− βt1)
vˆt = vt/(1− βt2)
Θt = Θt−1 − α.mˆt/(
√
vˆt + ) (14)
where mt, vt are the respective 1st and 2nd Moment vectors
for iteration t; β1, β2 are constants ∈ [0, 1], α is the learning
rate, and  is a close to zero constant.
IV. EXPERIMENTS AND RESULTS
In this section, we present experimental analysis of
surrogate-assisted parallel tempering (SAPT) for Bayesian
neural learning. The experiments consider a wide range of
issues that test the accuracy of estimation by the surrogate,
the quality in decision making given by the classification per-
formance, and the amount of time saved. Furthermore, we test
the method on Langevin-gradient proposals which has more
computationally complexity due to gradients when compared
to random-walk proposals, however better in decision making
as shown in previous results [73].
A. Implementation
We used the implementation of multi-core parallel tem-
pering for neural networks 2 to implement surrogate assisted
parallel tempering. We used feedforward neural network with
one hidden layer to implement Bayesian neural network for
classification problems. Note that the framework is flexible and
the designated model can change to recurrent neural networks
for wide range of problems or models from other domains.
The Keras machine learning library’s implementation is
used for implementing the surrogate 3 where Adam learning
algorithm was selected [70]. The surrogate neural network
model architecture consists of [i, h1, h2, o] where i refers to
number of inputs that consists of total number of weights
and biases used in the Bayesian neural network for the
given problem. In our experiments, we used hidden units
h1 = 64, h2 = 16 for the Iris and Cancer problems. In the
Ionosphere and Bank problems, we used used hidden units
h1 = 120, h2 = 40. For Pen-Digit and Chess problems, we
used used hidden units h1 = 200, h2 = 50. All problems
used one output unit for the surrogate model, o = 1. The
SAPT framework is flexible such that the surrogate can be
2Multi-core parallel tempering: https://github.com/sydney-machine-
learning/parallel-tempering-neural-net
3Keras: https://keras.io/
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Fig. 1: Surrogate-assisted multi-core parallel tempering features surrogates to estimate the likelihood function at times rather
than evaluating it.
replaced with any other machine learning algorithm depending
on the problem. The complete algorithm implementation for
this paper along with data and sample results is given here
4. SAPT can be executed in multi-core processing systems
such as laptops and desktops and in large problems, high
performance computing can be utilized.
B. Experimental Design
We selected six benchmark pattern classification problems
from the University of California Irvine machine learning
repository [74]. The problems were selected according to
their computational complexity and learning difficultly in
terms of number of features number of instances, number
of attributes, and number of classes as shown in Table I.
The multinomial likelihood given in Equation 8 is used for
the selected classification problems. The experimental design
follows the following strategy in evaluating the performance
of some of the selected parameters from Algorithm 1.
• Evaluate the effect of the surrogate probability (Sprob on
the computational time and classification performance.
• Evaluate the effect of the surrogate interval (Sinterval on
the computational time and classification performance.
• Evaluate the effect of using Langevin-gradients for pro-
posals in surrogate assisted parallel tempering.
.
4Surrogate-assisted multi-core parallel tempering:
https://github.com/sydney-machine-learning/surrogate-assisted-parallel-
tempering
TABLE I: Classification Dataset Description
Dataset Instances Attributes Classes Hidden Units
Iris 150 4 3 12
Ionosphere 351 34 2 50
Breast Cancer 569 9 2 12
Bank Market 11162 20 2 50
Pen-Digit 10992 16 10 30
Chess 28056 6 18 25
The remaining parameter settings for the respective exper-
iments are as follows. We use a burn-in time Rburn = 0.50
of the samples for the respective replica which is standard
practice for MCMC methods. The maximum number of sam-
ples, Fmax = 50000 for all the respective problems. We
use Rnum = 10 replicas which run on separate processing
cores. The other key parameters include replica swap-interval
Rswap = 50, maximum samples for each replica Rmax =
Fmax/Rnum, surrogate interval, Sinterval (experimentally
evaluated), and surrogate probability Sprob (experimentally
evaluated). The experiments were executed in a computer with
6 cores that features hyper-threading which essentially enables
12 processes to efficiently run in parallel. The details for the
pattern classification datasets with details of Bayesian neural
network hidden units is given in Table I.
In the case of parallel tempering random-walk proposals,
we draw and add a Gaussian noise to the weights and biases
of the network from a standard normal distribution, with mean
of 0 and standard deviation of 0.025. The random-walk step
becomes the standard deviation when we draw the weights
IEEE TNNLS 2018 9
and η from the normal distribution centered around 0. The
parameters of the priors (see Equation 6) were set as σ2 =
25, ν1 = 0 and ν2 = 0.
In the respective experiments, the results are compared
with performance of sampling with parallel tempering featur-
ing random-walk proposals (PTRW) and Langevin-gradients
(PTLG) taken from the literature [73]. Surrogate-assisted
parallel tempering also features Langevin-gradients (SAPT-
LG) given in Equation (13). We used a learning rate of 0.01
for computing the weight update via the gradients. Further-
more, the Langevin-gradient was applied with a probability
Lprob = 0.5. In case when Langevin-gradient proposal was
not used, random-walk was used. Note that the respective
methods feature parallel tempering for the first 50 percent of
the samples. The remaining is sampled with canonical MCMC
where temperature T = 1 is used, however, implemented in
parallel computing environment similar to parallel tempering,
which featuring swapping via interprocess communication as
outlined in Algorithm 1.
C. Results
We first present the results for SAPT-RW with random-walk
proposals as shown in Table II, where different combinations
of selected values of surrogate interval, Sinterval surrogate
probability Sprob are experimentally evaluated. Looking at the
elapsed time, we find that SAPT-RW is more costly for the
Iris and Cancer problems when compared to PT-RW. This is
because this is a small problem when compared to rest of
the problems, considering the size of the dataset in terms
of number of instances and attributes as shown in Table I.
The Ionosphere problem saved computation time with both
instances of SAPT-RW. In general, this means that the chance
of the surrogate usage is higher and hence more computation
time will be saved. This is clearly visible in the Pen-Digit and
Chess problems. The Bank Marketing problem does not save
the time but retains the accuracy in classification performance.
Furthermore, we find that instances of SAPT improved Iris,
Ionosphere, Pen-Digit and Chess problems. In Cancer and
Bank problems the performance was close or similar.
The results for Langevin-gradient proposals in SAPT is
given in Table III. In general, the classification performance
has been greatly improved when compared to random-walk
proposals in Table II. The time elapsed has not improved for
Iris, Ionosphere and Cancer problems, howsoever, the rest of
the problems have improved their computational time.
The accuracy of the surrogate in predicting the likelihood
is shown in Table IV for the smaller problems that feature
Ionosphere, Cancer and Iris. We notice that the RMSE for
surrogate prediction is lower for the Iris when compared to the
others, however, as shown in Figure 2, Figure 3 and 4, this is
relative to the range of log-likelihood prediction. We observe
that the log-likelihood estimation by the surrogate model is
much better for the smaller problems (Iris and Cancer) when
compared to the larger problems (Pen-Digit and Chess).
V. DISCUSSION
The results in general have shown that surrogate-assisted
parallel tempering can be beneficial for larger datasets and
0 5000 10000 15000 20000
Samples per Replica [R-1, R-2 ..., R-N] 
120
100
80
60
40
20
 L
og
-L
ik
el
ih
oo
d
Surrogate 
True
0 5000 10000 15000 20000
Samples per Replica [R-1, R-2 ..., R-N] 
300
250
200
150
100
50
 L
og
-L
ik
el
ih
oo
d
Surrogate 
True
Fig. 2: The Iris (top) and Cancer (bottom) surrogate accuracy.
The dashed line denotes the real likelihood function while the
blue line gives the surrogate likelihood estimation.
models such as the Bayesian neural network architecture for
Pen-Digit and Chess classification problems. This implies that
the method would be very useful for large scale models
where computational time can be lowered while maintaining
performance in decision making such as the classification
accuracy. We observed that in general the Langevin-gradients
greatly improves the accuracy of the results. Although neural
networks are used to demonstrate the challenge in using com-
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TABLE II: Classification Results (Random-walk proposal)
Dataset Method Train Accuracy Test Accuracy Elapsed Time
SAPT(Sprob) [mean, std, best] [mean, std, best] (minutes)
Iris PT-RW 51.39 15.02 91.43 50.18 41.78 100.00 1.26
SAPT-RW (0.25) 69.31 2.05 80.00 65.24 4.04 78.38 1.93
SAPT-RW (0.50) 44.11 11.93 78.89 50.01 5.65 70.30 1.81
Ionosphere PT-RW 68.92 16.53 91.84 51.29 30.73 91.74 3.50
SAPT-RW (0.25) 76.60 4.42 86.94 61.23 8.05 86.24 2.93
SAPT-RW (0.50) 70.34 6.15 83.27 73.42 14.06 95.41 2.43
Cancer PT-RW 83.78 20.79 97.14 83.55 27.85 99.52 2.78
SAPT-RW(0.25) 89.75 6.91 96.32 92.80 4.57 99.05 3.41
SAPT-RW(0.50) 91.17 6.29 96.52 97.64 3.17 99.52 2.84
Bank Marketing PT-RW 78.39 1.34 80.11 77.49 0.90 79.45 27.71
SAPT-RW(0.25) 78.44 0.67 79.69 77.79 0.63 79.60 28.67
SAPT(0.50) 77.82 1.05 79.69 77.16 0.91 78.80 27.38
Pen Digit PT-RW 76.67 17.44 95.24 71.93 16.59 90.62 57.13
SAPT-RW(0.25) 88.74 1.94 92.87 83.60 2.14 88.74 49.25
SAPT-RW(0.50) 80.85 1.28 82.87 77.66 1.08 80.02 36.05
Chess PT-RW 89.48 17.46 100.00 90.06 15.93 100.00 252.56
SAPT-RW(0.25) 97.17 8.35 100.00 97.66 6.83 100.00 197.61
SAPT-RW(0.50) 90.87 13.35 100.00 90.71 13.31 100.00 143.75
TABLE III: Classification Results (Langevin-gradient proposal)
Dataset Method Train Accuracy Test Accuracy Elapsed Time
[mean, std, best] [mean, std, best] (minutes)
Iris PT-LG 97.32 0.92 99.05 96.76 0.96 99.10 2.09
SAPT-LG (0.25) 98.91 0.16 100.00 99.93 0.39 100.00 2.85
SAPT-LG (0.50) 99.09 0.43 100.00 98.63 1.57 100.00 2.49
Ionosphere PT-LG 98.55 0.55 99.59 92.19 2.92 98.17 5.07
SAPT-LG (0.25 ) 100.00 0.02 100.00 90.82 2.43 96.33 6.17
SAPT-LG (0.50 ) 99.51 0.60 100.00 91.24 1.82 97.25 4.76
Cancer PT-LG 97.00 0.29 97.75 98.77 0.32 99.52 5.09
SAPT-LG(0.25) 99.36 0.11 99.39 98.00 0.76 99.52 8.18
SAPT-LG(0.50) 99.37 0.12 99.59 98.61 0.65 100.00 6.64
Bank Marketing PT-LG 80.75 1.45 85.41 79.96 0.81 82.61 86.94
SAPT-LG(0.25) 79.86 0.15 80.30 80.53 0.28 79.22 75.96
SAPT-LG(0.50) 80.86 0.15 80.30 81.53 0.28 79.25 65.11
Pen Digit PT-LG 84.98 7.42 96.02 81.24 6.82 91.25 86.62
SAPT-LG(0.25) 82.12 7.42 94.02 82.24 6.82 93.25 66.62
SAPT-LG(0.50) 83.98 7.42 95.02 83.14 6.82 92.25 56.62
Chess PT-LG 100.00 0.00 100.00 100.00 0.00 100.00 323.10
SAPT-LG(0.25) 100.00 0.00 100.00 100.00 0.00 100.00 223.70
SAPT-LG(0.50) 100.00 0.00 100.00 100.00 0.00 100.00 173.10
putationally expensive models with large datasets, surrogate-
assisted parallel tempering can be used for a wide range
of models across different domains. We note that Langevin-
gradients are constrained to data driven and machine learning
models where gradient information is more easily available.
In large and computationally expensive geo-scientific models
such as modeling landscape [64] and modeling reef evolution
[75], it is difficult to obtain gradients from the models, hence
random-walk and other meta-heuristics are are more applicable
for proposal during sampling.
Another feature of the proposed method is that it employs
transfer learning for the surrogate model where the knowl-
edge form the past surrogate interval is utilized and refined
with new surrogate data. Moreover, the method incorporates
parallel programming which requests efficient communication
between processes in order to avoid deadlock situation. Since
each replica of parallel tempering is executed on a separate
processing core, inter-process communication is used for ex-
changing information between the different replicas. Inter-
process communication is also used for collecting history of
information in terms of proposals and associate likelihood for
creating training datasets for surrogate model.
The proposed method could be seen as a case for online
learning that considers a sequence of predictions from previous
tasks and current available information [76]. This is because
the surrogate is trained at every surrogate interval and the
surrogate gives an estimation of the likelihood until the next
interval is reached for further retraining based on accumulated
data of proposal and true-likelihood for previous interval.
The proposed method featured a global-local surrogate
framework where surrogate training is executed in the mas-
ter replica while likelihood estimation is executed by the
local surrogate model during replica sampling. While this
approach has the advantage of combining information across
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TABLE IV: Surrogate Accuracy
Dataset Method Surrogate Prediction Surrogate Training
RMSE RMSE [mean, std]
Iris SAPT-RW 3.55 3.84e-05 8.40e-05
Ionosphere SAPT-RW 2.63 7.20e-05 1.62e-04
Cancer SAPT-RW 11.08 6.12e-05 1.58e-04
Bank SAPT-RW 131.26 3.09e-05 1.53e-04
Pen-Digit SAPT-RW 1246.60 3.93e-06 1.47e-05
Chess SAPT-RW 4026.44 1.34e-06 3.58e-06
the different replicas, it faces challenges of dealing with large
surrogate training dataset which accumulates over sampling
time. Furthermore, we need to lower the time taken for
exchange of knowledge needed for decision making by the
local surrogate model and the master replica. It is worthwhile,
in future work to study if training can take place within the
local replicas. Furthermore, we found that in bigger model
architectures (such as Pen-Digit and Chess) gives further
challenges for surrogate estimation. In such cases, it will be
worthwhile to take a time series approach, where the history
of the likelihood is treated as time series. Hence, the goal of
the local surrogate would be to learn from the past tend of
the likelihood, rather than the history of past proposals. This
could help in addressing computational challenges given large
number of model parameters to be considered for surrogate
training.
Although we ruled out Gaussian process models as the
choice of the surrogate model due to computational in training
large surrogate data, we need to consider that Gaussian process
models naturally account for uncertainty quantification in de-
cision making. This is a major advantage for its use despite the
limitations of training. Recent techniques to address the issue
of training Gaussian process models for large datasets could
be a way ahead in future studies [77] . Another option is to
use Bayesian neural networks, rather than conventional neural
networks for the choice of the surrogate model. Howsoever,
given that MCMC methods are used for training them, this will
take additional computational overload. Therefore, given the
challenges as evident from the results, gradient-based neural
network training is suitable choice for surrogate models for
the type of problems studied.
Moreover, we note that there has not been much work
done in the literature that employs surrogate assisted machine
learning. Most of the literature considered surrogate assisted
optimization, whereas here we considered inference for ma-
chine learning problems. The results open the road to use
surrogate models for machine learning. Surrogates could be
helpful in case of big data problems and cases where there are
inconsistencies in the data stream or noisy data. Furthermore,
other optimization methods could be used in conjunction with
surrogates for big data problems rather than parallel tempering.
VI. CONCLUSIONS AND FUTURE WORK
We present surrogate-assisted parallel tempering for imple-
menting Bayesian inference for large scale computationally ex-
pensive problems. The method is implemented using high per-
formance computing environment that harnesses the advantage
of parallel processing. The selected model is a Bayesian neural
network used to demonstrate the effectiveness of the approach
for other computationally expensive problems. The goal of
the experiments is to demonstrate two major implementations
of incorporating past information to build surrogate model for
predicting a pseudo-likelihood that mimics the true likelihood.
The results from the experiments reveal that the method gives
promising performance where computational time is reduced
for larger problems.
The proposed method is flexible and hence can incorporate
different surrogate models and be applied to problems across
various domains that feature computationally expensive mod-
els and require parameter estimation and uncertainty quantifi-
cation. In future work, it will be worthwhile to find strategies
to further improve the surrogate estimation for large models
and parameters. Strategies that utilize local surrogate via time
series prediction could help in alleviating the challenges.
Furthermore, the framework could be applied to problems
in different domains such as geo-scientific models used for
landscape and reef evolution.
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