Abstract Gastrointestinal polyps are treated as the precursors of cancer development. So, possibility of cancers can be reduced at a great extent by early detection and removal of polyps. The most used diagnostic modality for gastrointestinal polyps is video endoscopy. But, as an operator dependant procedure, several human factors can lead to miss detection of polyps. In this peper, an improved computer aided polyp detection method has been proposed. Proposed improved method can reduce polyp miss detection rate and assists doctors in finding the most important regions to pay attention. Color wavelet features and convolutional neural network features are extracted from endoscopic images, which are used for training a support vector machine. Then a target endoscopic image will be given to the classifier as input in order to find whether it contains any polyp or not. If polyp is found, it will be marked automatically. Experiment shows that, color wavelet features and convolutional neural network features together construct a highly representative of endoscopic polyp images. Evaluations on standard public databases show that, proposed system outperforms state-of-the-art methods, gaining accuracy of 98.34%, sensitivity of 98.67% and specificity of 98.23%. In this paper, the strength of color wavelet features and power of convolutional neural network features are combined. Fusion of these two methodology and use of support vector machine results in an improved method for gastrointestinal polyp detection. An analysis of ROC reveals that, proposed method can be used for polyp detection purposes with greater accuracy than state-of-the-art methods.
Introduction
Cancer is the most leading cause of death in the whole world. Again, the most commonly occuring cancer is gastrointestinal cancer, which originates from gastrointestinal polyps. Actually, gastrointestinal polyps are the abnormal growth of tissue on gastric and colonic mucosa. This growth is a slow process and in majority of the cases, before reaching a large size, they do not produce symptoms. However, cancer is preventable and curable, if polyps could be detected earlier.
Video endoscopy is the most used diagnostic modality for gastrointestinal polyps. As an operator dependant procedure, it's not possible for a medical person to examine it with sufficient attentiveness during such long and back-toback endoscopy. However, accuracy of the diagnosis depends on doctor's experience. So, while the examination, some polyps may remain undetected. This miss detection of polyps can lead to malignant tumors in future. So, computer aided polyp detection methods are of great value for reducing polyp miss detection rate.
A large number of methods have been proposed and applied for computer aided polyp detection system. Covariances of the second-order statistical measures over the wavelet frame transformation (CWC) of different color bands have been used as the image features in [1] for colonoscopy tumor detection with 97% specificity and 90% sensitivity. In their consecuitive work [2] , an intelligent system of SVM and color-texture analysis methodologies was developed having accuracy 94%. Adaptive neuro fuzzy based approach for polyp detection in video Capsule Endoscopy (VCE) was proposed by Kodogiannis et al. [3] . Using texture spectrum from different color channels, they obtained 97% sensitivity over 140 images. Combination of Color and shape features were used to discriminate polyp from normal regions in [5] . About 94.20% accuracy was gained when they used multilayer perceptron (MLP) as the classifier. Alexandre et al. [4] showed the comparison of texture based and color and position based methods performed in database of 4620 images and obtained area under the curve (AUC) value of 94.87% for the texture histogram of RGB ? XY. Another computer aided lesion detection system based on convolutional neural network (CNN) is utilized for more features of endoscopy images in [7] . They also showed comparison between CNN features and combination of color histogram features and LBP features in the experiment. Features learned by CNN outperformed the other method. Tajbakhsh et al. [8] presented a new method integrating global geometric constraints of polyp and local patterns of intesity variation across polyp boundaries. A deep convolutional neural network based classification problem was studied for classifying digestive organs in wireless capsule endoscopy in [6] . In the work [9] , CNN features have been used to improve the accuracy of colonic polyp classification with sensitivity of 95.16% and specificity of 74.19%. A unique 3-way image presentation and convolutional neural network based polyp detection method have been proposed by Tajbakhsh et al. [10] . Jia et al. [11] used 10,000 WCE images for automatic bleeding detection strategy. They also used convolutional neural network (CNN) for this purpose. Ribeiro et al. [12] sugested that, if CNN is trained from scratch, learned features are more relavant for automated polyp detection system. CNN derived features show greater invariance to viewing angles and image quality factors when compared to the eigen model [13] .
In this paper, an improved method, based on the fusion scheme of wavelet color texture analysis and convolutional neural network features has been proposed as a support to gastrointestinal polyp detection.
The rest of the paper is organised as follows: proposed system architechture used in this study is described in Sect. 2. In Sect. 3, experimental results are analyzed.
Finally, the conclusions of this study is presented in Sect. 4.
Proposed improved method
The main problem in medical image processing research is lackings of enough dataset. So, a large number ofvendoscopic video and images are collected. Color wavelet features are good representative of color texture of an image. Again, in convolutional neural network (CNN), features are better suited for recognition tasks, because they combine all the primitive features into a richer image representation. CNN and Color wavelet features are extracted from every region of an endoscopic image using sliding window technique. These features are used for training a classifier. Then a target endoscopic image is given to the classifier as input to find whether it contains any polyp or not. If polyp is found, it will be marked automatically. Figure 1 illustrates the proposed method.
Data collection
Though feature selection is an important factor for computer aided (CAD) medical image analysis, but data availibility is another important issue for this purpose. The performance of any CAD depends on data set. How ever, the strength of this proposed system is that, it utilizes more than 100 standard videos from different sources including own dataset. Most of the data have been collected from department of Electronics, University of Alcala (http:// www.depeca.uah.es/colonoscopy_dataset/) [14] . Another important source of data set is Endoscopic Vision Challenge (https://polyp.grand-challenge.org/databases/) [15] . Also the proposed system is assesed against standard dataset. From the endoscopy videos, more than 14,000 images are collected using sliding window method in matlab for training classifier, amomg which, one-third images are polyp and rest are non polyp. There are different categories of polyps such as: Lumen, Diverticula, Adenoma, Hyperplastic and Serrated polyp (Table 1) .
Wavelet color texture feature extraction
The size of polyps varies in different patients. So, multiresolutional analysis such as wavelet performs better for textural analysis. But [1] As textural information is localized in the middle wavelet detailed channels original image, only the detail images for CL = 4, 5, 6 are taken into account (Fig. 2) . So, finally total nine images {D C CL } are considered for further processes, where CL = 4, 5, 6 and C = r, g, b.
For finding information about spatial relationships of pixels in an image another statistical method named cooccurance matrix is calculated over above nine images. These matrics are calculated in four different directions 0°, 45°, 90°and 135°generating 36 matrics.
In the paper [18, 19] various statistical features were proposed among which four statistical measures are considered in this proposed system: Correlation, Energy, Homogeinity and Entropy. Finally, four statistical measures for 36 matrices results in total 144 color wavelet features.
Convolutional neural network (CNN) feature extraction
A simple Convolutional Neural Network (CNN) is a sequence of layers where every layer of a CNN transforms one volume of activations to another through a differentiable function. CNNs apply consecuitive filters to the raw pixel data of an image to extract and learn different features that can be used for classification. The architecture of a typical CNN is composed of multiple layers where each layer performs a specific function of transforming its input into a useful representation. The CNN proposed by this work is inspired by [14, 16, 17] . It contains following layers, parameters and configuration ( Fig. 3 ):
• Input Layer slided window image from video frame of size 227*227*3.
• Two combination of convolutional and pooling layers first convolutional layer consisting of 96 filters of size 11 9 11 has padding 0 and stride set to 4.The second convolutional layer consisting of 256 filters of size 5 9 5 with padding 2 and stride 1. Both layers are followed by a ReLU rectifier function. After each convolutional layer there is a max-pooling layer consisting of windows with size 3 9 3 and stride set to 2.
• Three convolutional layer and a pooling layer The Third fourth and fifth convolutional layers are followed by ReLU function contains 384, 384,256 filters respectively. After this three convolutional layer, there is a max pooling layer with size 3 9 3 and stride set to 2.
• Fully connected layer and the output layer Total three fully connected layer first and second fully connected layer has 4096 neurons each and the third fully connected layer also called output layer has two neorons (polyp and non Polyp). This output layer can be activated by a softmax regression function.
Each layer of a CNN produces a response, or activation, to an input image. However, there are only a few layers within a CNN that are suitable for image feature extraction. The layers at the beginning of the network capture basic image features, such as edges and blobs. These ''primitive'' features are then processed by deeper network layers, which combine the early features to form higher level image features. These higher level features are better suited for recognition tasks because they combine all the primitive features into a richer image representation. In this system, features have been extracted from fully connected layer 2.
Training SVM
Many classifier have been used for computer aided medical system including Linear discriminant analysis (LDA) [1, 20] , neural networks [5, 21] , Adaptive neuro fuzzy Inference System [3] , Support Vector Machine (SVM) [5, 22] . In this proposed system, SVM has been used for better performance in the case of noisy and sparse data. SVM performance is less affected by feature-to-sample ratio. Many applications have gained better result using SVM for medical image analysis [23, 24] .
A Support Vector Machine (SVM) is a binary classifier that tries to find the best hyperplane between data points of two classes. The hyperplane broadens the margin between two classes. The support vectors are the points closest to the hyperplane. An illustration of SVM is given in Fig. 4 where Blue represents class 1data points and Red represents class 2 data points.
Proposed system launches a multiclass support vector machine using a fast linear solver. For all the polyp and non polyp images, color wavelet and CNN features are extracted. Each image generates 144 color wavelet features and 4096 CNN features which are fused together to form the input feature vector for training SVM classifier.
After the SVM has been trained, it can can be used for further polyp and non polyp classification tasks. So, using the extracted features of an image, classifier gives the decision whether the window is polyp or non polyp. If the window is detected as polyp it goes to the output segment.
Output
The output of clsssification segment is processed in this part to mark possible polyp region. As the size of polyps varies in size, different portion of a polyp region may be marked as possible polyp like Fig. 5a . In this situation score values of each marker region given by SVM is assesed. After the regions with higher scores are found their position are averaged to find the final marker like Fig. 5b .
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Results and discussion
In conventional validation (e.g. partitioning the data set into two sets of 70% for training and 30% for test), there is not enough data available to partition it into separate training and test sets without losing significant modelling or testing capability. In these cases, a fair way to properly estimate model prediction performance is to use crossvalidation as a powerful general technique. Cross-validation is a technique to evaluate predictive models by partitioning the original sample into a training set to train the model, and a test set to evaluate it.
In k-fold cross-validation, the original sample is randomly partitioned into k equal size subsamples. Of the k subsamples, a single subsample is retained as the validation data for testing the model, and the remaining k -1 subsamples are used as training data. The cross-validation process is then repeated k times (the folds), with each of the k subsamples used exactly once as the validation data. The k results from the folds can then be averaged (or otherwise combined) to produce a single estimation.
For evaluating proposed system, tenfold cross-validation is applied. Extracting features from training dataset, support Vector machine is trained with those features. Then features from test dataset is extracted and passed through the trained classifier.
For medical data classification, sensitivity (true positive rate) and specificity (true negative rate) are more reliable to accuracy (rate of successful detection). For this system, following measures are calculate:
From the Fig. 6 and information above, it is observed that proposed fusion model color wavelet features and convolutional neural network features gives much satisfactory outcome when choosing SVM as the classifier.
Comparison with other methods using dataset used in this study
A comparison among different polyp detection methods using same dataset used in this study is shown in Table 2 . Proposed method gains better result than other methods with higher accuracy.
Conclusion
Computer aided endoscopic polyp detection is of great interest now a days as a support to the medical persons. Selection of proper features is more important than selection of classifier in automated polyp detection methods. In this paper, the strength of color wavelet features and power of convolutional neural network features are combined. Fusion of these two methodology and use of support vector machine results in an improved method for gastrointestinal polyp detection. Evaluations on standard public databases show that, proposed system outperforms state-of-the-art methods, gaining accuracy of 98.34%, sensitivity of 98.67% and specificity of 98.23%. An analysis of ROC reveals that, proposed method can be used for polyp detection with greater accuracy than state-of-the-art methods. In future, fusion of CW and CNN features will be used for ultra sound image analysis.
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