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ABSTRACT 
Generalized Gaussian Process Models with Bayesian Variable Selection 
by 
Terrance D. Savitsky 
This research proposes a unified Gaussian process modeling approach that extends 
to data from the exponential dispersion family and survival data. Our specific interest 
is in the analysis of datasets with predictors possessing an a priori unknown form of 
possibly non-linear associations to the response. We incorporate Gaussian processes 
in a generalized linear model framework to allow a flexible non-parametric response 
surface function of the predictors. We term these novel classes "generalized Gaussian 
process models". We consider continuous, categorical and count responses and extend 
to survival outcomes. Next, we focus on the problem of selecting variables from a set 
of possible predictors and construct a general framework that employs mixture priors 
and a Metropolis-Hastings sampling scheme for the selection of the predictors with 
joint posterior exploration of the model and associated parameter spaces. 
We build upon this framework by first enumerating a scheme to improve efficiency 
of posterior sampling. In particular, we compare the computational performance of 
the Metropolis-Hastings sampling scheme with a newer Metropolis-within-Gibbs al-
gorithm. The new construction achieves a substantial improvement in computational 
efficiency while simultaneously reducing false positives. Next, leverage this efficient 
scheme to investigate selection methods for addressing more complex response sur-
faces, particularly under a high dimensional covariate space. 
Ill 
Finally, we employ spiked Dirichlet process (DP) prior constructions over set par-
titions containing covariates. Our approach results in a nonparametric treatment of 
the distribution of the covariance parameters of the GP covariance matrix that in 
turn induces a clustering of the covariates. We evaluate two prior constructions: The 
first employs a mixture of a point-mass and a continuous distribution as the center-
ing distribution for the DP prior, therefore clustering all covariates. The second one 
employs a mixture of a spike and a DP prior with a continuous distribution as the 
centering distribution, which induces clustering of the selected covariates only. DP 
models borrow information across covariates through model-based clustering, achiev-
ing sharper variable selection and prediction than what obtained using mixture priors 
alone. We demonstrate that the former prior construction favors "sparsity", while 
the latter is computationally more efficient. 
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This research supplies a newer Bayesian construction to better accomplish response 
surface generation and variable selection under a covariate space composed of a het-
erogenous mix of lower and higher order associations to an observed or latent response 
than is possible using the popular linear variable selection methods, both Bayesian and 
classical. The simultaneous selection of covariates and response surface construction 
in a supervised setting are among the most common problems that appear in broad 
areas of research from biomedical applications, on the one hand, to social science and 
business experiments, on the other hand. Acquisition of subjects for biomedical ex-
periments, including pharmaceutical clinical trials, is difficult and relatively expensive 
which tends to keep sample sizes, n, low. The associated measurement of covariates, 
such as gene expression intensities, however, are relatively inexpensive and result in 
sometimes thousands of covariates associated to each subject, thus setting up the 
well-known statistical challenge to conduct inference for data sets characterized by 
n <C p; (see Sha et al. (2006) for examples of time-to-event gene expression data sets 
where n <C p). Brain imaging experiments which record neural impulse expression 
intensities supply another set of high dimension covariate space examples. The di-
mension of covariate spaces under these type of experiments is likely to continue to 
grow as studies incorporate longitudinal public health data and other environmental 
variables to complement gene expression data in an attempt to capture more the 
causes for diseases such as cancer. 
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As biomedical experiments increase the scope of genetic data employed, as well as 
including environmental data, there is a greater likelihood that some or many covari-
ates will express non-linear associations to a dependent response. When variables are 
all of the same type, it is sometimes possible to apply a linearizing transformation to 
accommodate application of easier-to-estimate linear statistical models; for example, 
expressions of gene intensities are normalized with division by typical/normal expres-
sion levels and linearized with a logarithm transformation. Some may argue that 
important distinctions in the data may be lost by such strong transformations, which 
may impact subsequent selection and prediction results. When the covariates are of 
different types, a characteristic referred to as "heterogenous", it may not be at all clear 
how to execute a linearizing transformation. While not typically characterized by high 
dimension covariate spaces, social science data may combine lab-based experimental 
measurements with observational data, producing a covariate space characterized by 
a large degree of heterogeneity; see Long (1997) for examples. Such data as these call 
for methods that directly account for heterogeneity of the covariate space. 
Chapter 2 presents a review of the development of statistical methods for variable 
selection. We briefly mention, here, the development of linear Bayesian variable selec-
tion models designed to address the n <C p problem. This construction accomplishes 
simultaneous response surface generation and variable selection under generalized lin-
ear models in a manner that accommodates low n and efficiently handles high p. In 
particular, we see that the constructions of Smith & Kohn (1996) and Brown et al. 
(1998, 2002) employ fully conjugate (univariate and multivariate) regression mod-
els in both the variance and mean, enabling marginalization over the error variance 
and slope parameters under a linear model construction. Such models employ a set 
of {0,1} indicators to index the model space (and define a prior on the associated 
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slope coefficients that is conditional on whether a given covariate is included or ex-
cluded from the model space). A closed form expression is achieved for the joint 
posterior over the space of models, up to a normalization constant. This fortuitous 
outcome allows for computationally-efficient posterior sampling (through exploration 
of the space of models) and readily accommodates low sample sizes. A particular fea-
ture of these linear Bayesian variable selection constructions is that they account for 
model sparsity by automatically incorporating a multiplicity correction penalty with-
out compromising ease to conduct posterior inference; see Scott &, Berger (2008). The 
linear Bayesian variable selection construction is now a standard method employed 
to conduct variable selection and prediction and is one important driver for such 
transformations of the covariate space as the logarithm transform for gene intensity 
expression data to allow the data to fit the model. 
With the development of models that employ a Gaussian process (GP) prior con-
struction in a Bayesian implementation, in lieu of the noted linear construction, we 
remove the requirement to conduct a linearizing transformation of the covariate space 
to directly accommodate variable selection and prediction under heterogenous covari-
ate spaces. The Gaussian process construction allows each covariate to express a 
low-to-high order association to the response in joint estimation with all other co-
variates. The result is a method that produces response surfaces spanning the space 
of mathematically smooth functions based on the chosen parameterization for the 
covariance matrix of the Gaussian process prior construction. This covariance matrix 
may be arbitrarily complex. We may even employ a covariance matrix formulation 
(Matern) that uses an explicit smoothness parameter to allow response surfaces of 
fractal expression. A particular feature of the Gaussian process variable selection 
construction developed in this thesis is that there is no a priori requirement to define 
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the functional form that relates the covariates to the response. The construction for 
the probability model allows the data to select the form in posterior updating. 
As with the linear construction, the Gaussian process prior is employed for the 
exponential dispersion family under the generalized linear model framework, a formu-
lation labeled in this research as "generalized Gaussian process models". As with the 
linear construction, a set of {0,1} parameters are introduced to index the model space 
to accomplish variable selection. While the generalized Gaussian process models en-
joy the same theoretical properties as the linear case, including supplying multiplicity 
correction, the greater complexity of this construction produces a non-conjugate for-
mulation disabling the marginalization over the parameter space associated to the 
model space. This research adapts, modifies and extends MCMC sampling methods 
(of Madigan k York (1995), Gottardo & Raftery (2008), Neal (2000)) to the Gaus-
sian process construction to accomplish a set of relatively efficient posterior sampling 
schemes. 
The implementation of posterior sampling schemes for generalized Gaussian pro-
cess models in this work also includes data structure innovations that produce suf-
ficient computational efficiency to accommodate high dimension covariate spaces. 
These innovations focus on reducing multivariate computations to a set of easily ac-
complished inner products, which are optimized with application of linear algebra 
libraries. 
Of course, rarely is one able to get "something for nothing", meaning although 
the generalized Gaussian process models produce a more general construction for 
accommodating non-linearities than does the linear construction and equally accom-
modates high dimensional covariate spaces, the greater complexity tends to require 
higher sample sizes, even though we successfully address n <C p in the sequel. This 
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thesis adapts and develops efficient methods to reduce the computational intensity 
to conduct matrix decompositions required to compute the inverse of the Gaussian 
process covariance matrix. These innovations reduce computation time (of 0(n3)) 
to invert the GP covariance matrix so that the construction in this work is able to 
address higher sample sizes than the n = 1000 suggested by Neal (1999). Yet, the 
generalized Gaussian process construction is not well-suited to n larger than a few 
thousand. There still remain a large class of data applications with large p in a 
heterogenous covariate space that are addressed in the sequel. 
Context for the research captured in this thesis is supplied with a literature review 
in Chapter 2. The chapter sketches the development of Bayesian variable selection for 
linear models, including the development of posterior sampling algorithms. Gaussian 
process models and associated forms for covariance matrices are introduced. Classical 
methods to accomplish variable selection, including the Lasso of Tishirani (1996) and 
elastic net of Zou & Hastie (2005), are reviewed. Lastly, this chapter concludes with an 
overview of Bayesian non-parametric formulations for clustering models that will be 
coupled with the generalized Gaussian process formulation. This thesis next develops 
a methodological core that includes enumeration of the generalized Gaussian process 
models in Chapter 3 equipped with Bayesian variable selection to simultaneously ac-
complish variable selection and response surface generation. A full complement of 
univariate and multivariate generalized Gaussian process models are developed for 
continuous, categorical and count data. The model framework is also extended to 
the multiplicative hazard model of Cox (1972) for time-to-event data. Lastly, this 
chapter supplies a substantial modification to the Metropolis-Hastings posterior sam-
pling method used for linear data to accommodate the joint sampling of model and 
parameter spaces for generalized Gaussian process models. The core methodology 
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is expanded in Chapter 4, first, by adapting and applying a new Metropolis-within-
Gibbs scheme to more efficiently conduct posterior inference. This scheme is then 
leveraged under a more complex covariance structure and selection construction, de-
veloped in this chapter to address a broader class of possible response surfaces; in 
particular, to accommodate high non-linearity across multiple covariate dimensions. 
The generalized Gaussian process framework is next equipped in Chapter 5 with prior 
constructions that permit clustering of covariates to strength variable selection and 
also to generalize the distribution construction of the error term for continuous data 




This research effort addresses a rather classic problem; selecting covariates related 
to an (observed or latent) response from among a large set of candidates. We focus 
our efforts on Bayesian methods to simultaneously select covariates and construct 
a response surface under the usual set of data types, including continuous, count, 
categorical and event time observed data. The formulations for the set of probability 
models and associated posterior sampling algorithms to accomplish selection are col-
lected in the term, Bayesian variable selection (BVS); see Brown et al. (1998). The 
following section will supply context and introduce the core BVS concepts we will 
later employ in our work. We begin this section with an overview of the mixture 
prior construction that enables posterior sampling within the space of (2P) possible 
covariate models that may be formed from p candidate covariates. We will learn 
in the sequel how the recent evolution of the mixture prior formulation provides a 
theoretically robust and practical formulation for addressing multiplicity correction. 
We next briefly examine how this prior construction is employed in linear continuous 
data regression to accomplish Bayesian variable selection. The evolution of associ-
ated Markov chain Monte Carlo (MCMC) methods to sample the resulting posterior 
mixture under the linear model formulation are reviewed. We next introduce the 
Gaussian process modeling focus our research as a capstone to tie together and il-
lustrate our use of BVS methods. We first motivate the use of Gaussian process 
(GP) models by re-constructing the linear regression model into a Gaussian process 
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formulation and then introduce a more general covariance formulation that allows 
us to build response surfaces of arbitrary complexity within the space of mathemat-
ically smooth functions. We employ this covariance formulation to illustrate a more 
generalized GP univariate regression model. We next conduct a review of the family 
of weakly stationary covariance matrices we may utilize in our GP variable selection 
models. Also included is an introduction to clustering using a Dirichlet process (DP) 
formulation. We construct DP probability models and enumerate the posterior sam-
pling procedures under conjugate and non-conjugate models. Inclusion of this topic 
stems from our later development of GP probablity models that address clustering on 
both covariates and observations to enhance the performance of our model selection 
and robustify the distribution over error or random effects terms, respectively. This 
section concludes with an overview of the lasso and elastic net penalized likelihood 
methods to perform variable selection as an alternative to BVS. Classical methods 
are introduced, as well as a Bayesian construction for the elastic net. Comparisons 
of posterior sampling methods between the BVS and Bayesian elastic net models are 
discussed. 
2.1 Mixture Priors 
Introduce the univariate linear regression formulation with the likelihood, y|/3, a2 ~ 
Af(X.(3, cr2In), for n x 1 response, y and nxp design matrix, X with (3 = (/3i,..., /3P) 
associated to each of the p covariates. In is an n x n identity matrix. In the original 
formulation of George &; McCulloch (1993), a mixture prior formulation is placed on 
Pk\lk, n, cfc ~ (1 - JkW(0, rl) + <ykAf(0, c2krl), (2.1) 
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Mixture Prior for 0: i = .1, c = 10 
Figure 2.1 : Density functions constructed from Mixture Prior of George k, McCulloch 
(1993). Each plot shows two density functions obtained from each component of the 
mixture prior. The component concentrated on 0 uses standard deviation, r = 0.1, 
while the diffuse component component employs multiplication factor, c = 10. 
where k = 1 , . . . ,p, p the number of candidate covariates. Introduce % 6 {0,1} to 
index the model space, T = { 7 1 , . . . , 7 2 P } , where |T| = 2P. The variance parameter, 
r | is chosen sufficiently small such that the mixture component associated to j k = 0 
is concentrated around 0, meaning that associated covariate, xk is effectively excluded 
from the model. A further prior bernoulli prior is imposed for jk\a ~ Bern(a), where 
a is the a priori probability for inclusion of xk in the model. 
In particular, the use of Lebesgue measures - instead of simply choosing a Dirac 
measure that would set fik = 0 for 7*, = 0 - was chosen to retain a fixed dimension, 
p, for visited model spaces for ease of posterior sampling. Figure (2.1) illustrates the 
mixture prior for r = 0.1 and multiplication factor, c = 10. We may place further 
priors on r and c, though George & McCulloch (1993, 1997) suggest using the desired 
width, 6, formed from the intersection of the two components to choose these values. 
Together with an inverse gamma prior on a2, a valid probability model is produced 
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from which we may conduct posterior sampling. Carlin & Chibb (1995), Smith & 
Kohn (1996) and George & McCulloch (1997), among others, evolve this mixture 
prior to allow for the explicit exclusion of covariate, Xk, using the construction, 
fa\lk, i>fc ~ (1 - lk)50 + ik AA(0, vk), (2.2) 
where So is a Dirac measure which places point mass at 0. While this model more 
readily allows for covariate exclusion and reduces the number of hyperparameters 
to be tuned or estimated a posteriori, the dimension of the model and associated 
parameter spaces now change based on which covariates are excluded from a given 
model. We will discuss implications of the changing dimension for the model space 
in the next section where we review MCMC methods. 
Introduce (3y where fatl = fa if jk — 1 or faa — 0 if jk = 0 to allow the vector of 
regression coefficients to vary in dimension for specific model, 7 . Then re-state the 
probability model for linear regression from Smith & Kohn (1996) and Liang et al. 
(2008) employing conjugate prior formulations, 
nxl nxp^pyXl 
y = X 7 /37 + e (2.3) 
e ~ Af(0,a2In) (2.4) 
p{a2) oc \ (2.5) 
/ 3 > 2 ~ ^ ( ( ^ ( X p g - 1 ) (2.6) 
y\a ~ 0^(1-a)*-1* (2.7) 
where a2 is the error term variance parameter and p 7 < p captures the number of 
covariates in model 7 and I„ is the n x n identity matrix. The prior formulation 
for /37|<T2 sets Vk = go-2 (X^X 7 ) in the mixture prior formulation of (2.2), a con-
struction termed the g—prior from Zellner (1986), which Smith & Kohn (1996) note 
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incorporates the least squares estimate for the variance of (3. The parameter, g, scales 
the prior variance for (3 and is typically set to produce a diffuse distribution. We may 
also place a further prior on g to instantiate a fully Bayesian construction, the impli-
cations of which we will discuss further, below. Collect parameters in 0 7 = (/37, a2). 
Scott & Berger (2008) show multiplicity correction for the implied multiple hy-
pothesis test is provided in the resulting marginal prior construction on 7 achieved by 
placing a 13(1,1) weak uniform prior on a to establish a fully Bayesian construction, 
7r(7) = f17r(7\a)7T(a)da = - J - ( P ) (2.8) 
Jo p+l \p-fj 
This marginal prior induces a non-linear (decreasing) penalty for adding an extra 
covariate for a given-sized model space; for example, when moving from the null 
model to a model with one covariate, the log-prior favors the null model by a factor 
of 30 for p = 30. The penalty increases with the dimension of the model space, p. In 
practice, fixing a < 0.5, which is typical under prior expectation for model sparsity, 
supplies multiplicity correction as also noted by Scott & Berger (2008); also see Brown 
et al. (1998) among many others. We conclude that the mixture prior formulation 
automatically adjusts for multiplicity without the requirement to explicitly introduce 
a complexity penalty term. 
Compute the marginal posterior for model 7, 
P(Y|7) = f p<y\ejp{0Md6^ (2.9) 
from which we compose the Bayes factor, the ratio of posterior probabilities given 
models 7 and 70, respectively, to compare model, 7 with the null model, 70 = 
( 0 , . . . , 0 ) , 
B F [ 7 : 7 0 ] = (l + 5 ) i : l z i F i l [ l + 5 ( l - J R 7 ) ] - ^ , (2.10) 
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where R^ is the coefficient of determination for regression model, 7 . (Note that we 
may accommodate p > n by replacing p 7 with the rank of the projection space, 
XyX^). Smith & Kohn (1996) observe from (2.10) that fixing a value for g where a 
large value is chosen for noninformativeness favors the null model as g —> 00 when 
n and p 7 are also fixed; a phenomenon termed Bartlett's paradox. Another asymp-
totically inconsistent result when using fixed g, termed the Information Paradox is 
also observed from (2.10). As we accumulate overwhelming support for model, 7 , 
we expect i?7 —>• 1, meaning the associated F— statistic goes to 00; but we see that 
(n — p-y — 1) 
(2.10) tends to a constant, (1 + g) 2 for a fixed g. Liang et al. (2008), however, 
show these inconsistencies are resolved when either an empirical Bayes (maximum 
likelihood) estimate or a fully Bayes model is utilized by placing a continuous prior 
on g. Again, in practice, Smith & Kohn (1996) show that choosing relatively large 
fixed values for g E [10,1000] produce good selection results. 
Lastly, we note a result from Brown et al. (2002) that suggests to utilize an 
independent diagonal construction for the prior variance on /37 , [pcr2]IPT, in lieu 
of the usual [gcr2] (X^X 7 ) when X 7 is ill-conditioned due to a highly correlated 
covariate space. Suppose our design matrix is of rank r < p. Employ the singular 
value decomposition (SVD) to isolate unstable directions, 
X = U D V r , (2.11) 
for n x p design matrix, X, where n x r matrix U and p x r matrix V are column 
orthonormal and D is diagonal matrix with entries the square root of the non-zero 
eigenvalues of X r X . If we multiply both sides of (2.3) by U r , we achieve a reformu-
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lated regression model, 
m3- = y/TjOj + ej (2.12) 
83 ~ Af ( o , - ^ r 2 ) , (2.13) 
where A., is the j t h eigenvalue of X ^ X 7 for j = 1 , . . . , r. Finally, derive E(6j\rrij) = 
[g/(l + g)] OJ,LS, where O^LS is the least-squares solution. Alternatively, if we employ 
the diagonal prior construction, then E(9j\irij) = [A_,-/(Aj + g)\ OJ,LS- From this pos-
terior expectation under the g—prior we see that the shrinkage factor retains much 
more information on ill-conditioned directions whereas the diagonal prior construc-
tion readily shrinks these directions (due to small Aj) to 0. We conclude that the 
use of g—prior should be replaced with the diagonal prior construction under an 
ill-conditioned design matrix. 
2.2 M C M C for Model Selection 
The original mixture prior formulation of George & McCulloch (1993) expressed in 
(2.1), is non-conjugate, which explains the choice of a Lebesgue measure for both 
components; the desire to maintain constant dimension between proposed moves in an 
MCMC for /3, which must be directly sampled a posteriori. An important method for 
posterior sampling under moves across changing dimensions for the parameter space 
is the reversible jump of Green (1995). To gain a brief insight into the construction 
of this method, describe the probability of move between x = (1, 9^) G C\ to x = 
(2,0(2)) G C2, where we assume space, C2 is of higher dimension than C\. We first 
randomly generate u^ of length p\ = \C2\ — \C\\ (the difference in dimension between 
the larger and smaller spaces), independently of 8^ and then set 8^ equal to some 
deterministic function of 8^ and u^l\ Let j(2,9^) be the probability of choosing a 
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move (from a set of possibilities) from x to x and analogously for j(\,6^). Then we 
may express the probability of move as, 
m i n a <r(2,*»ta,y(2,*») d{oM) 
d(0W,uW) 
where 7r(2,0^\y) is the posterior probability for 6^ G €2- The last term is the usual 
Jacobian associated to transforming from one space to another. In practice, this 
construction may require definition and associated computation for multiple move 
types, (e.g. "split", "merge", "birth", "death"), to achieve acceptable chain mixing, 
so other less complicated constructions are often substituted. 
Though the mixture construction of Lebesgue measures from George &; McCulloch 
(1993) avoided a parameter space dimension change, it proved difficult to set the 
variance parameter, r , in (2.1) sufficiently large enough to produce a fast converging 
chain, while being set adequately small to effectively exclude nuisance covariates. The 
result was a slow-converging Gibbs sampler for (3. 
Carlin & Chibb (1995), Smith & Kohn (1996) and George k McCulloch (1997) 
subsequently defined conjugate probability models using the mixture prior with a 
Dirac measure component shown in (2.2) and the prior over j3 in (2.7). The fully 
conjugate model through both mean and variance allow marginalization over both 
/37 and a2 achieve the following posterior construction for the {0,1} model space 
indicators, 7 , 
7r(7 |y) <x TT(7) I L ( y | / 3 7 , a > ( / 3 > V ( a 2 ) d / V ^ 2 (2-14) 
c< 5 ( 7 ) = (l + c ) " ^ / 2 5 ( 7 ) - " / 2 , (2.15) 
where S(-f) = y 'y — [c/(l +c) ]y 'X 7 (X! y X 7 ) " 1 X 7 ' y - Now we are left to only sam-
ple this posterior construction on
 7 , a vector of bernoulli random variables where 
7^ € {0,1}, k — l,...,p, which is a fortuitous outcome. Smith &; Kohn (1996) 
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and Brown et al. (1998) developed alternative transformations of (y ,X 7 ) to sup-
port fast computation of (2.15) for posterior updating. Brown et al. (1998) em-
ploy a component-by-component, Metropolis-within-Gibbs algorithm, but switch to 
a joint updating for 7 with a Metropolis-Hastings scheme in Brown et al. (2002). The 
Metropolis-Hastings scheme is based on the model comparison, or MC3, algorithm of 
Madigan & York (1995) and proposes a new model through a random exploration of 
the model space. Randomly choose between two move types that change one or two 
components in 7; the moves are defined as, 
1. A d d / D e l e t e : Randomly choose 7 ^ 7 = {71 , . . . ,jp} and propose j ' k = 1 if 
7fc = 0 or vice versa. 
2. Swap: Perform both an Add and Delete move for randomly chosen positions, 
ke{l,...,p}. 
This construction produces a symmetric proposal density, 5 (7 ,7 ) = 9(7 ,7) , so that 
the probability of move reduces to, 
It is well to note that though only one or two components are changed on each 
iteration, the entire model, 7 , is proposed. A random exploration of the model space 
proves more efficient than a component sampling Metropolis-within-Gibbs approach 
in this special case. Repeated visits to the same model during posterior sampling are 
duplicate since we have marginalized over the parameter space (which is absolutely 
continuous with respect to the Lebesgue measure). The availability of (2.15) to 
compute the joint posterior for each model (up to a normalization constant) means 
that we don't employ posterior sample counts for this estimation. The significance 
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of these two observations is that we only require the chain to visit a model of high 
posterior density once, so that we don't need convergence in our stochastic search 
over the posterior space and use the MC3 algorithm to produce a well-mixing chain, 
resulting in chains with fewer iterations. 
2.3 Introduction to Gaussian Process Models 
We develop a model formulation based on Gaussian processes to supply a more gen-
eral non-parametric framework for simultaneously generating the response surface 
(for an observed or latent response) and accomplishing variable selection. Our work 
leverages BVS methodology, but broadens the class of response surfaces that may be 
constructed, formulates new probability models that employ a mixture prior construc-
tion for robust variable selection, and provides new computationally-efficient Markov 
Chain Monte Carlo (MCMC) algorithms to jointly sample model and associated pa-
rameter spaces. In particular, our construction imposes a Gaussian process prior 
function of covariates in, for example, the univariate regression model, y = z(X) + e, 
where: 
z ( X ) | C ~ J V ( 0 , C ) . (2.16) 
Then, z(X) is an n x 1 realization of a Gaussian process with covariance matrix, 
C. We may produce a response surface of arbitrary complexity within the space of 
continuous surfaces of any order of differentiability based on how we parameterize C. 
It will be further shown how we may even use this more general prior construction to 
produce the linear model. Most satisfying, we are able to embed our new framework 
within the generalized linear model framework of McCullagh & Nelder (1989) to 
produce a semi-parametric formulation for the regression problem with an either 
latent or observed response. We term this new construction, generalized Gaussian 
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process models. One variation of our model employs a mixture of Dirichlet processes 
as enumerated in Antoniak (1974) to allow clustering of observations that provides 
a nonparametric formulation for the error term in a regression model or the random 
effects in a generalized Gaussian process mixed effects model. In such case, we provide 
a fully nonparametric formulation for continuous data regression. 
The use of Gaussian process regression models are recently common in machine 
learning approaches and spatial applications as a means to generalize the function 
relationship between predictors and a response; see Rasmusen & Williams (2006) and 
Linkletter et al. (2006). The statistical applications emerged due, in large part, from 
the work of Neal (1996), who showed that Bayesian regression models based on neural 
networks converge to Gaussian processes in the limit of an infinite network. Early ap-
plications in statistics may be found in O'Hagan (1978). The emergence of Gaussian 
process regression and classification models for spatial data coincided with the imple-
mentation of the exponential covariance function as described by Sacks et al. (2000) 
and Neal (1999). This covariance function is an anistropic construction based on the 
squared Euclidean distance among the set of covariates associated to observations, so 
that two observations with similar covariate locations would be expected to produce 
similar response values; a continuous construction very appropriate for spatial data. 
Recently, however, Banerjee et al. (2008) apply the more general Matern covariance 
formulation that implements a separate smoothness parameter allowing for rougher 
(though continuous) processes. 
Possibly the most intuitive way to introduce Gaussian process models is to employ 
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the approach of Neal (1999) and begin with the linear regression model, 
v 
Vi = a + Yl Xi,kPk + Si 
fc=l 
ex ~ Af{0,a2£),a~Af(0}a2a), 
from which we extract the dot product covariance function, 
Cov(yi,yj) = dj = E {a + J2 xhkPk + £i) f a + J2 xi,kh + £•» j 
=
 al + Y, xi,kX3Mal + tijVe-
fc=l 
We achieve covariance n x n covariance matrix, C = a\J„ + X H X + a2In, with Jra a 
matrix of l 's and I n the identity matrix and H = diag (of, . . . , a2). Marginalize over 
{/3, a, e} by simply summing over Gaussian priors to define a Gaussian likelihood on 
y|cr^,,H,c7| with covariance C. Place a further set of priors on {<7^,,H, crjj:}. We've 
now defined a Gaussian process probability construction from which we may sample 
posterior distributions through the priors on the these parameters and the likelihood 
on y; of course, we would not employ this construction for the linear model due to 
the added computational burden to generate C, though we have performed the most 
basic and intuitive construction for the GP probability model. 
We are able, however, to generalize the construction for C in the GP formulation 
to allow for more interesting, mathematically rougher response surfaces within the 
space of continuous functions; see Rasmusen & Williams (2006). Construct a more 
general probability model from Savitsky et al. (2009a) with, 
n x l 
y = z(X) + e 
z(X) = (z(x 1 ) , . . . , z (x n ) ) '~^ T l (0 ,C) 
e - ATn(o, [ \ ] ) , 
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where z is an n x 1 realization of a Gaussian process with covariance, C. We may 
marginalize over z and e, as before to provide the likelihood, 
y f c ! r ~ A / ; ( 0 , [ \ + c ] ) (2.17) 
We employ an exponential covariance term, formally introduced in Chapter 3, 
which is related to the formulation of Linkletter et al. (2006), 
C = Cov(z(X)) = ~3n + f e x p ( - G ) , (2.18) 
where G = {gij} with elements <?», = (XJ—Xj)'P(x,— Xj) and P = diag (— log(pi , . . . , pp)), 
with pk G [0,1] associated to Xk, k = 1 , . . . ,p; AQ and Xz are precision parameters 
associated to the regression intercept and weight on the non-linear exponential term, 
respectively. To better understand this construction, extract a cell from C, 
1 1 P ( ^2 
^ij - T~ + T~ 11 Pk 
Aa *z
 k=i 
We readily note that when pt~ = 1, covariate xk doesn't influence y (through C), 
a designed property we will later employ to accomplish variable selection. The for-
mulation of Savitsky et al. (2009a) is a transformation of the covariance function of 
Sacks et al. (2000), Q j = I H U I exp(—6k\xik — Xjk\R), where we define pk = exp(—6k) 
for 6k £ [0, oo) and set R — 2; the latter choice for smoothness we will review in 
more detail, shortly. The exponential covariance function derives from the family of 
translation invariant or stationary covariance functions and supplies a parsimonious 
formulation to capture both lower and higher order non-linear surfaces. In particular, 
this construction also incorporates the linear response modeled by the special case 
dot product covariance. Figure 2.2 provides a graphical illustration of the types of 
surfaces captured by Gaussian processes. The two lines in each chart are random 
realizations of a GP. Plots (a) — (c) show response curves produced by utilizing a GP 
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Figure 2.2 : Response curves drawn from a GP. Each plot shows two (solid and 
dashed) random realizations. Plots (a) — (c) were obtained by employing the expo-
nential covariance (2.18) and plot (d) with a 2-term formulation. All curves employ 
a single dimension covariate, x 
with the exponential covariance matrix (2.18) and three different values of p. One 
readily notes how higher order polynomial-type response surfaces can be generated 
by choosing relatively lower values for p, whereas the assignment of higher values 
provides lower order polynomial-type that can also include roughly linear response 
surfaces (plot (c)). The fourth plot, (d), demonstrates how we many overlay higher 
and lower order surfaces by employing a second exponential covariance term in an 
additive construction, which we explore in Chapter 4. Chapter 3 performs simulations 
to compare the single-term exponential covariance construction to one that also in-
cludes the usual quadratic term to separately model linear associations. Results show 
the duplication to model linear associations from including this separate quadratic 
term. 
Neal (1999) composes a univariate regression and binomial classification employing 
a GP prior construction; only he chooses a similar parameterization for the exponen-
tial covariance term as Sacks et al. (2000) where the covariance parameter for the 
covariate k is 4>k G (0,oo). He does not, however, conduct variable selection though 
he notes the possibility to do so. This work places some focus on an efficient calcu-
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lation of the inverse of the n x n GP covariance matrix for likelihood computation, 
which under regression is A = 1/r I„ + C by employing the cholesky decomposition, 
A = LL', with L a lower triangular matrix. The log-likelihood involves the quadratic 
product, y A _ 1 y . Use Gaussian elimination to solve Lu = y for u and next compute 
the quadratic product with u 'u. This computation requires 0(n 2 ) operations; faster 
computation is possible, though Neal (1999) notes simulation work has shown this 
approach produces a more numerically stable result. 
Variable selection is enabled in Savitsky et al. (2009a) by employing, 7 = {7!, • • • , jp} 
to index our model space, as before, with prior, 7 ~ Bernoulli(a), where a is the 
prior probability of covariate inclusion (on which we may place a further Beta(a, b) 
prior, as per Scott & Berger (2008)). Select {pk} with {7^} by employing a similar 
mixture prior construction as for the linear model: 
n{pk\lk) = Ik W(0,1) + (1 - ik)5i{pk), 
where our parameterization allows pk\{lk = 1) ~ W(0,1), which improves ease-of-
posterior-sampling (as we will use an independence chain with U(0,1) proposals and 
the prior will drop out of our Metropolis-Hastings probability of move). Our mixture 
prior selects predictors, Xk, with selection of p^. The Dirac measure component sets 
Pk = 1, which recall is equivalent to excluding Xk from the model space. Employing 
a Dirac measure to exclude nuisance covariates provides simple and efficient MCMC 
schemes that we will show in Chapter 3 are entirely equivalent to the more complex 
reversible jump formulation of Green (1995). In effect, while our methods maintain 
the dimension of the parameter space, p, we employ the Dirac component to allocate 
nuisance covariates to a degenerate hyperplane and thereby accomplish automatic 
dimension modification. 
Formally parameterize C := C ( © 7 ) , where we extend our notation to include 
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the selection parameter 7 by using 0 7 = (p7,Aa,Az) to indicate that pk = 1 when 
7^ = 0, for k = 1 , . . . ,p. Our model development to this point reveals that 0 controls 
the shape of the response surface and that the model space parameters, 7, act in the 
likelihood (2.17) through p. 
Finally, we may fully state our GP probability model for univariate regression, 
n x l 












K(o, Y+c(e7) ) 




Q(ar, K ) 
Linkletter et al. (2006) also develop a variable selection methodology for the uni-
variate regression model. While the model construction is Bayesian, variable selection 
is accomplished in a frequentist manner through post-processing of posterior samples. 
In particular, while Linkletter et al. (2006) do employ a mixture prior construction 
with pk € (0,1], they marginalize over the selection parameter (though the posterior 
formulation for their covariance parameters are still of a mixture form) and define 
their "reference distribution variable selection" (RDVS) algorithm to select covari-
ates. RDVS adds a known inert or nuisance covariate to the design matrix. A dis-
tribution for the median statistic of the covariance parameter for the inert covariate, 
/0p+i, is computed by running the MCMC multiple times (100 in their simulations) 
and recording the median value at each run. Covariates are then selected by choosing 
those pk, k G { 1 , . . . ,p} with median values below the a percentile cutoff of the dis-
tribution of medians for pp+\. Care must be exercised in choosing the inert covariate 
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such that it is not related by chance to any of the other covariates, particularly un-
der a high dimension covariate space. This strategy is computationally expensive for 
practical use due to the requirement for multiple MCMC runs and Linkletter et al. 
(2006) constrain their simulations to simple cases with only 1000 iterations per chain. 
Also of concern, because the selection is based on the distribution for an inert co-
variate, all the covariates should be of the same type - all linear or all non-linear -
for optimal performance. We noted from Figure (2.2) where covariates possessing a 
linear relationship express values for pk close to 1, whereas a highly non-linear associ-
ations results in pk closer to 0. So, for example, RDVS under a mixture of linear and 
non-linear covariates may tend to more readily select the non-linear covariates than 
linear ones at some given a. 
2.4 Gaussian Process Covariance Functions 
We have already seen that the exponential covariance provides a parsimonious con-
struction to capture both linear and non-linear response surfaces. One approach 
through which we may demonstrate the dot product, linear model construction as 
a particular case of the exponential covariance comes from Rasmusen & Williams 
(2006). They achieve the exponential covariance function by expanding the input x 
by Gaussian-shaped basis functions centered densely in the space of x, 
<j)c{x) = exp {-UJ(X - c) 2) , 
where c denotes the center of the basis function and u> = log(p), a term analogous 
to our earlier definition that describes the wavelength or period of our underlying 
process. Enumerate the regression model, f(x) — 4>c{x) z, with a Gaussian prior on 
z ~ A/*(0,CTpI). This gives rise to covariance function, Cp>g = cr^)Yl^=i(t)c{xp)(t>c{xq)-
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Expanding into an infinite number of basis functions and scaling down the variance 
with the number of basis functions obtains the limit, 
r 2 N 0-
i i m -^^2Mxp)Mxg) = aP (l>c{Xp)<Pc{xq)dc, 
N-^oo iV
 c = 1
 y
 J-co 
which produces the exponential construction of (2.18). 
Among the important qualities we use to describe Gaussian process covariance 
functions is the continuity for the Gaussian processes they generate. In particular, 
let Xi, X2, . . . be a sequence of points and x* be a fixed point in the covariate space, 
X, Xj £ M.p, j = 1 , . . . , n such that |Xj• — x*| —» 0 as j —> oo. Then a Gaussian process, 
z(x) is continuous in mean square at x* if E [|Z(XJ) — z(x*)|2] —> 0 as j —> oo. If this 
holds V x* 6 X, then z(x) is mean square continuous over X. Lastly, we may define 
the associated mean squared derivative of z{x) in the usual way through the limit in 
mean square. 
We may anchor the exponential covariance within the class of stationary covari-
ance functions where Cov(x,,x.,) = fc(x, — Xj). There is a useful theorem, Bochner's 
theorem, enumerated by Rasmusen & Williams (2006), that specifies a spectral con-
struction which may be used to formulate any positive semi-definite stationary co-
variance. We may use this theorem to better understand the exponential covariance 
by anchoring it in the family of weakly stationary covariance functions that satisfy 
Bochner's theorem, 
Theorem 2.1 
(Bochner's Theorem) A complex-valued function k on M.n is the covariance function 
of a weakly stationary mean square continuous complex-valued random process on 
R" if and only if it can be represented as 
M r ) = / exp(2ms • r)cfyt(s) 
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where \i is a positive finite measure, r = (x — x ), {x, x } 6 X and s is a frequency. 
If \i has a density, S(s), then S is known as the spectral density or power spectrum. 
Re-express 
M T ) = / <SYs)exp(27rzs • r)ds. 
Then the covariance function, k, is a function of the inverse Fourier transform of the 
spectral density. Said differently, the covariance function is a mixture of basis eigen-
functions, evaluated across the frequency spectrum, weighted by non-negative powers. 
This construction for weakly stationary covariance matrices is equivalent to the re-
quirement of non-negative definiteness. We may assure ourselves of the non-negative 
definiteness of the exponential term in (2.18) because we enumerate it's spectral den-
sity. In the case of a single covariate with associated parameter p under our parame-
terization, the spectral density is expressed as, 5(s) = (—ir/ log(p))"/2exp (TT2S2/ log(p)) 
Rasmusen & Williams (2006) note that the widespread use of the exponential 
covariance in (2.18) receives some criticism due to the strong smoothness assumption 
of infinite differentiability. Linkletter et al. (2006) and others, however, note that 
using an exponent < 2 to introduce roughness, in this case fractal roughness, is more 
characteristic of random jitter or noise and best modeled with an error term. Banerjee 
et al. (2008) model random effects in a spatial process (which may be expected to 
contain fractal roughness) using the more general Matern class of covariance functions 
which employs an explicit smoothness parameter, i/, that is a member of the family of 
weakly stationary covariance matrices. In fact, we recover the exponential covariance 
in the limit of infinite smoothness, that is, v -> oo. The Matern covariance produces 
processes which are fc-times mean-squared differentiable for k < v. Banerjee et al. 
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(2008) provide a general expression for the Matern covariance function, 
C(z(x i ) , z (x J ) ) = 2v_lT{u) [2y/ud(xi,xj)\''Kv [ 2 ^ d ( x 4 , X j ) j , (2.19) 
where v e [0, oo) is a smoothness parameter, Kv is the modified Bessel function of the 
second kind and d(xj,x_,-) expresses a Mahalanobis-like distance metric in Euclidean 
space. Under the construction of Savitsky et al. (2009a), parameterize d(xj,x_,-) = 
(Xi — Xj) P ( X J — Xj) under our Gaussian process model formulation, where recall 
P = d i a g ( - l o g ( p i , . . . , p p ) ) . 
In practice, the exponential covariance is equivalent to the Matern construction 
for v > 7/2. Banerjee et al. (2008) employ v = 0.5 in their spatial modeling of 
random effects. Figure (2.3) presents random realizations generated from a Gaussian 
process with the Matern covariance. Sub-plot (a) employs p = 0.05 that we used in 
figure (2.2) to generate a higher-order non-linear surface, but here we use smoothness 
parameter, u = 0.5. Comparing the two figures, we observe the same higher order 
pattern, but with an overlay of fractal roughness for the Gaussian process generated 
with the Matern covariance. We see a similar result for sub-plot (b), which also uses 
v = 0.5, but here we choose p = 0.95 to generate a nearly linear response. Lastly, we 
readily note from sub-plot (c) that we essentially recover the exponential covariance 
by employing smoothness, u = 4. 
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(a) Matem Covariance: v * 0.5, p = 0.05 (b) Matem Covariance: v * 0.5, p = 0,95 






(c) Matem Covariance: v = 4,0, p * 0.05 
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Figure 2.3 : Response curves drawn from a GP using Matern covariance. Each plot 
shows two (solid and dashed) random realizations. Plots (a) — (c) were obtained 
by employing the Matern covariance (2.19) with varying values for the smoothness 
parameter, u, and covariance parameter, p. All curves employ a single dimension 
covariate, x. 
2.5 Introduction to Clustering with Dirichlet Processes 
Suppose we desire to impose a non-parametric prior formulation on 9 = {# i , . . . , #„} , 
an exchangeable vector of parameters. As one might guess, Bayesian methodology 
instantiates a non-parametric construction by placing a prior on a distribution which 
may also be described as placing a distribution on a distribution. In this way, our 
prior distribution on 0 is, itself, a random (measure) variable G [0,1]. We now 
introduce the construction of Ferguson (1973) to describe a Dirichlet process (DP) 
non-parametric prior construction, 
e1,...,en\G ~ G 
G ~ DP(a ,G 0 ) , 
where Go is the base distribution such that E(G) = G0 and a 6 R is a concentration 
(or precision) parameter that expresses how much confidence we place on Go as the 
rule generating 0; lower values of a (e.g. a = 1) indicate low confidence and the 
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random measure, G generated from the DP will less resemble Go. Ferguson (1973) 
defines this DP measure on G with, 
Definition 2.1 (Definition) Let (tt,B) be a measurable space with Go a probability 
measure on the space, and let a be a positive real number. A Dirichlet process is the 
distribution of a random probability measure G over (fl,B) such that, for any finite 
partition (A\,..., AT) of fl, the random vector {G{A\),..., G(Ar)) is distributed as 
a finite-dimensional Dirichlet distribution: 
(GiAi),..., G(Ar)) ~ V (aGo(^l i ) , . . . , aG0(Ar)) 
We write G ~ DP(«, Go) if G is a random probability measure distributed according 
to the Dirichlet process. Call Go the base measure of G and call a the concentration 
parameter. 
This definition constructs the DP prior for G using arbitrary finite divisions of the 
measureable space (on which G is a measure) into r G N components, such that G is 
a point in the (r — 1) simplex. 
Realizations from G are almost surely discrete (with probability 1) as may be seen 
through an alternative and equivalent construction of the DP probability model; see 
Neal (2000), 
4>k ~ Go 
pk ~ V(a0/M,...,a0/M) 
M 
G = ^Pkhk 
j t=i 
Bi\G ~ G, 
where G is becomes a possibly infinite mixture in the limit as M —>• oo. We may 
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Figure 2.4 : Conceptual Illustration of G ~ DP(a, G0) using Sethuraman (1994). G 
is composed of an infinite collection of point masses 4>j~ with weights pk 
Sethuraman (1994). We note that G becomes an infinite mixture of point masses with 
locations fa and weights pk, as we illustrate in Figure 2.4. We pause to note that 
since realizations from G are almost surely discrete, there is a non-zero probability 
of ties for realizations from G. In particular, let M be equal to the number of 
unique locations for G, fa,...,<j>M', then for 8i,...,0n\G ~ G, M < n, so that 
we expect clustering where multiple observations, 9i, may share a given location 
value, fa. Introduce Si,..., SM, M < n to capture the clustering among covariates 
enabled due to the almost surely discrete realizations from G, where Sj = {i : 9i = 
<fij}. Collect the indices for the n observations in the disjoint union of their cluster 
memberships, { 1 , . . . , n} = Ujii Sj. Next, extract the set of distribution indicators, 
s = (si,..., sn)', where s, = j =3- i € Sj. 
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We may better understand G by noting how observations, 6\,... ,9n update G. 
Describe the posterior for G with, 
G | 0 X ) . . . A oc ir(G)f[n(9t\G) (2.20) 
= DP(a+ n,G1), (2.21) 
where G\ oc aGo + nG, G = (1/n) £ " = 1 5(#»). So we see that observations update 
the base distribution by adding point mass spikes at the observed locations in an 
empirical-type construction. Also note the satisfying property that the confidence 
placed on the new base distribution, formed using observations, increases to a + n. 
As we are not able to work with an infinite mixture, many implementations of the 
DP construction use a result from Blackwell & MacQueen (1973) to marginalize over 
G and produce the so-called Polya urn scheme for the conditional prior construction, 
^ - ^ r + ^ E W + s z f ^ ^ <2 2 2» 
where 0__j = {6i,..., #i_i, 0j+i, • •. , 0n} and we have used exchangeability of observa-
tions in this construction. Let us now shift our parameterization from 6 to {s, 4>} for 
posterior sampling with the Polya urn scheme. Posterior sampling using 0 ignores 
the clustering of observations. Some groups of observations will associate to a par-
ticular <f>k with high probability. Since we propose only one Bi at a time from this 
group under the prior formulation (5.3), 0j will rarely change value since it requires 
acceptance of the low-probability transition state where all the observations in the 
group don't share the common location value, fa. 
We next introduce the Dirichlet process mixture model we will later use in our work 
to separately cluster covariates and observations. Let us use our new parameterization 
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in the intuitive construction of Neal (2000), 
p ~ V(a/M,...,a/M) 
<t>k ~ Co 
Si\p ~ M(pi,...,pM) 
yi\si}4> ~ L((f>Si), 
where i = l , . . . , n and k = 1,...,M < n. This formulation uses the clustering 
property of the DP to instantiate a mixture distribution over y where it is assumed 
that each observation derives from a single mixture component. We marginalize over 
p (which is equivalent to marginalizing over G) and let M —> oo, to achieve the Polya 
urn prior construction, 
7T(S, = s|s_j) oc — — (2.23) 
n — 1 + a 
ir(si ^
 Sjyj ^ i\s-i) oc ? — . (2.24) 
n — 1 + a 
This construction allows us to see the so-called "Chinese restaurant process" property 
of the DP prior construction whereby observations are more likely to be allocated in 
proportion to the number of observations in the clusters. There may be some occasions 
where this prior tendency is inappropriate, such as where spatial similarity is more 
important than observation counts; see Dahl et al. (2008). 
When the DP base distribution, Go and the likelihood L(yi,(j>s) are conjugate, we 
outline the Gibbs sampler enumerated in Neal (2000) to provide posterior values for 
our state space, {s, cf>}, 
1. For i — 1 , . . . , n: If Si is associated to no other observation, remove the cluster 
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(by deleting 4>Ci). Draw a new st from the conditional posterior, 
7r(si = Sj = s|s_j, y i ; 0) a =^—L{y h 4>s) 
n — 1 + a 
a. f 
7r(si = s / Sj,Vj ^i\s-i,y-i,<j>) oc _ / L(yh(j)s)dG0 
ft J. I Ct •/ 
2. If Sj is assigned to a new cluster, draw (f)Si from i/ j , the posterior based on Go 
and a single observation, y,. 
3. While not required for ergodicity, speed chain mixing by drawing a new 0 s | y s ~ s 
for each s € { s i , . . . , s„}. 
MacEachern & Miiller (1995) and Neal (2000) employ a data augmentation method 
to handle the non-conjugate case. Conceptually, the approach samples some posterior 
distribution, irx for x by sampling some 7rXJ/ for (x,y) where irxy marginalizes to wx. 
Then y is introduced temporarily to facilitate computation. More specific to our 
state space, {s, 0 } , augment <fi with components not associated to any observations, 
so these 4>k are just drawn from the prior, GQ. Then update st with respect to 
the distribution including the <^. Subsequent to updating Sj, retain only those <fik 
associated to observations. 
The "no gaps" algorithm of MacEachern &; Miiller (1995) augments the M clusters 
containing observations with n — M candidate clusters drawn from GQ. The scheme 
employs a rule that any cluster between two adjacent clusters containing observations 
must contain at least one observation, which results in leaving s, unchanged where 
its associated cluster contains only one observation with probability M~/(M~ + 
1); otherwise, a similar draw is conducted as for the Gibbs sampler, but with the 
probability of a new cluster now constructed as, a/ [M~ + 1] L(yi, <j>s) for s G {M~ + 
l , . . . , n } , where M~ counts the number of total clusters for all observations less 
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observation, i. We see this method readily avoids the intractable integral, but reduces 
the probability to create a new cluster by a factor of M~ +1, which Neal (2000) notes 
slows mixing, producing an inefficiently converging chain. 
The "auxiliary Gibbs" formulation of Neal (2000) resolves this problem by creating 
w new candidate clusters on each posterior draw for Sj. If Sj is a singleton cluster, then 
this cluster is not associated with observations and is re-labeled as cluster, M - + 1. 
Then w — 1 new candidate cluster locations are drawn from GQ. Otherwise, the 
number of observations in cluster, s, is greater than 1 (nSi > 1) and draw w new 
candidate cluster locations. Then draw a new value for Si from { 1 , . . . , h = M~ + w} 
from conditional posterior, 
! ^ t h (yt, <j>8) if 1 < s < M~ 
7T {Si = S|S_i, JJi, (px, . . . , <ph) (X < 
{^hL(yiAs) HM-<s<h. 
The number of new candidate clusters created in each MCMC iteration, w, is a tuning 
parameter with value typically chosen 2 — 3. The greater is w, the less correlated are 
sample draws over the iterations, though at the expense of greater computation for 
the likelihood associated to each candidate mixture component. Note that we retain 
probability a for assignment to a new cluster. 
In the sequel, we employ a DP prior construction for (j,p), the model indices 
and associated parameter space of our GP nonparametric construction. By including 
these parameters in a DP formulation, we effectively allow for covariate clustering 
such that our variable selection algorithm will choose clusters rather than covariates, 
an approach that allows us to borrow strength across covariates in each cluster. A 
similar formulation is used for the linear model in Dunson et al. (2008), Cai & Dunson 
(2007) and MacLehose et al. (2007), though these implementations marginalize over 
7 and employ a conjugate DP model (in a looser definition of conjugate where the 
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integral may be computed in closed form). Our implementation directly samples 
7 in a non-conjugate formulation, so we will use a variation on the the auxiliary 
Gibbs sampler. In particular, posterior sampling under model sparsity presents some 
unique challenges for constructing a well-mixing chain. We further define a fully non-
parametric regression model framework by simultaneously constructing a separate 
DP prior on the regression error term to instantiate a non-parametric distribution. 
2.6 Penalized Methods 
We noted that the BVS mixture prior formulation provides multiplicity correction 
without the requirement to define a specific penalty term, though the mixture prior 
construction does include a hyperparameter for prior probability of covariate inclu-
sion. We now briefly review the leading penalized likelihood approaches for variable 
selection and contrast them with the BVS formulation. 
Typical classical forward and backward selection methods are computationally 
greedy and induce multiplicity correction problems. A new class of penalized like-
lihood models has emerged, most prominent among these the Lasso construction of 
Tishirani (1996) that optimizes the residual between actual and predicted response 
(in the linear model construction, y = X/3 + e) subject to penalty on the l\ norm of 
the regression coefficients. Specify the lasso likelihood with, 
L(A)/3) = | | y - X / 3 | | ! +AH/311!, (2.25) 
where \ ^ = £?=i 1/3,1 and ||y - X/3 | | | = £?=i |y - X/3|2. 
The objective function of lasso is then, /3 = arg ming [L(A,/3)]. This problem 
is equivalent to, (3 = arg min^ [||y — X/3H2] subject to the constraint, \\/3\\i < s, 
where s is a tuning parameter. Let I = log(L(/3)) and 77 = /3'X, fi = dl/drj, A = 
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—d2ljdr\r]r and z = r\ + A~/i. Then a one term Taylor series expansion of I = 
(z — rj)TA(z — 77), which is the function we minimize in an iterative procedure using 
quadratic programming subject to the l\ constraint. A is not of full rank, since 
the rows and columns sum to 0 and Tishirani (1996) suggest to replace A with a 
matrix, D, containing the diagonals of A for inverse computation. Alternatively, Gui 
&; Li (2004) note that where n is small, the computational burden to compute the 
psuedo-inverse is generally feasible. The penalty term, s is typically chosen by some 
cross-validation procedure. 
This construction is not feasible for p^> n; Gui k, Li (2004) employ the least angle 
regression algorithm of Efron et al. (2004) as a less greedy version of forward selection 
in place of the quadratic programming minimization. Because least angle regression 
algorithm admits only those covariates possessing the largest absolute inner product 
between the predictor and the current residuals of y on any iteration, the number of 
included covariates is typically small under model sparsity. Gui & Li (2004) label their 
revised algorithm as "LARS-Lasso". This property produces desirable computational 
properties akin that of the BVS formulation associated to dimension reduction in 
posterior computation. 
An £2 ridge-type penalty is added to (2.25) by Zou & Hastie (2005) to improve 
variable selection under an ill-conditioned X T X matrix, presumably due to correlation 
among covariates. The revised likelihood becomes, 
L(\}(3) = ||y - X(3\\l + A i p l l ! + A2||0||!j, (2.26) 
where \\f3\\22 = £ J = 1 1 / ^ | 2 . Zou & Hastie (2005) label this model, the "elastic net" and 
develop and associated LARS-EN algorithm for efficient optimization. The global 
tuning parameters are not adaptive (or varying) in the penalty applied to different 
regression coefficients. An approach with a vector of adaptive penalties is provided 
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by Zou (2006). We earlier noted the adaptive shrinkage property of the BVS con-
struction. 
A recent work to develop a Bayesian formulation for the elastic net construction is 
offered by Chen et al. (2009). Important goals for any Bayesian model would include 
a prior construction for the tuning parameters to avoid manual setting and achieving 
adaptive shrinkage. The Bayesian elastic net model of Chen et al. (2009) is provided 
with, 
y ~ Af(y;X(3,r-1l) 
fr ~ ^(PJ;0,r~1(aJ + X2)-1) 
T ~ Q(r;co,do) 
(«j,7i) ~ v(ocj/(aj + \2))*IQ[ajil,^)g('yj]a<i,bo), 
for j — 1 , . . . ,p where r is the precision of the error term and r\ is a normalizing 
constant. This construction places a gamma prior on the jj to avoid tuning. Note 
that 7j influences the distribution over, a,-, the precision parameter for /3j to determine 
how concentrated is 0j around 0; So in this way, the otj play the role of the l\ penalty. 
One easily notes that this construction achieves the elastic net model by marginalizing 
over a. from the joint likelihood, 
vr ( y , ^ , ^ , T ) « /(T-,T)exp ^ - ^ ( 1 ^ - X/3||l + ^ 2 v ^ 7 ^ | / 3 i | + A2||/3||i) J . 
While it is possible to place a further (non-conjugate) prior on A2 to produce a 
fully Bayesian construction, Chen et al. (2009) fix this value (chosen through cross-
validation) because they found results highly sensitive to the choice of A2. The de-
stabilizing effects of covariate correlation may be partly avoided in the linear BVS 
construction by using the ridge prior formulation in lieu of the g—prior, as earlier 
noted. 
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As compared to the linear BVS formulation, the Bayesian elastic net construc-
tion disables the ability to marginalize over f3. Chen et al. (2009) construct a varia-
tional Gaussian approximation to the joint distribution over the data, 7r(y, f3, r, a , 7) , 
which is further approximated with a lower-bound product of marginal distributions, 
Q((3, T, a , 7) = Q(f3)Q(r)Q(cx)Q('y). The marginal distributions define update equa-
tions with iterations conducted to maximize the lower bound. This method compro-
mises (relative to MCMC algorithms) between accuracy and computational intensity. 
The lack of ability of the elastic net prior to marginalize over the regression coef-
ficients is not an issue for a GP implementation, since we are disabled from marginal-
izing over p; nevertheless, we are also not able to marginalize over the GP variate, z 
under the elastic net construction, as we are under the BVS continuous data regres-
sion formulation. Sampling this latent variate is expected to significantly lengthen 
the variational (or alternatively, the MCMC) iterations to convergence. Of course, 
it is well to note that we must sample z under the BVS-GP construction for other 
GLM, such as categorical models. 
Maybe most importantly, we design the BVS-GP construction to have the for-
tuitous feature that we exclude covariate k from the model without changing the 
dimension of the parameter space, p, by simply setting pk = 1 (because then covari-
ate k has no contribution in the computation of the GP covariance, C). The most 
computationally-intensive portion of the BVS-GP model is the construction of C, 
where each Cy is formed from a p—dimensional inner product. Yet, we are able to 
drop the computation for those k, where pk = 1, meaning the effective dimension of 
the inner product reduces to py < p, a significant reduction under model sparsity. 
The elastic net construction doesn't provide this feature. It is interesting to note 
that re-scaling of the (3 posterior estimation is required under regression as Zou & 
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Hastie (2005) note that the elastic net mode has the problem of double shrinkage 
since the lasso and ridge shrinkage simultaneously occur. A post-processing step is 
added where parameter, e, is introduced and estimated such that, J3 = e • f3. Chen 
et al. (2009) estimate e = arg mine | |y — e • X/5111-
Similar to using a fixed A2 in the elastic net formulation, GP models employ a 
small fixed jitter, J , along the diagonals to better condition the computation; see 
Neal (1999). The likely reason why A2 in the Bayesian elastic net model and J in the 
BVS-GP model must be fixed (rather than imposing a prior) is because the optimal 
setting for these parameters is the smallest value required to sufficiently condition 
the associated computations to allow for accurate variable selection. The data have 
no ability to update a prior on these parameters to choose such a value. 
Lastly, an ill-conditioned design matrix will tend to produce correlated p in pos-
terior sampling, reducing the efficiency of random walk MCMC schemes by requiring 
proposals of smaller variance. A similar effect would be observed under Bayesian 
elastic net formulations for sampling of slope coefficients, (3. 
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Chapter 3 
Generalized Gaussian Process Models 
3.1 Introduction 
We instantiate the focus nonparametric construction of this thesis with proposal of 
a unified Gaussian process modeling approach that extends to data from the ex-
ponential dispersion family and to survival data. Begin by broadening the class of 
generalized linear models of McCullagh & Nelder (1989) to incorporate arbitrarily 
complex continuous response surfaces. We accomplish this by introducing latent 
variables on which we impose a Gaussian process prior. With the advent of kernel-
based methods, models utilizing Gaussian processes have become very common in 
machine learning approaches to regression and classification problems, see Rasmusen 
& Williams (2006). In the statistical literature Gaussian process regression models 
have been used as a nonparametric approach to model the nonlinear relationship be-
tween a response variable and a set of predictors; see for example O'Hagan (1978) and 
Neal (1999). This approach considers a generalized linear model and replaces the lin-
ear relationship in the link function with a Gaussian process prior that depends on the 
predictors. This allows definition of a prior distribution over the infinite-dimensional 
space of possible regression functions. The representation we adopt adds flexibility to 
these models by allowing the inclusion of linear and non-linear terms, as well as noise 
terms that account for unexplained sources of variation in the data. This approach 
extends to latent regression models used for continuous, categorical and count data. 
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Also considered is a class of models that incorporate survival data. We term these 
novel classes "generalized Gaussian process models" (GGPM). 
We next look at the important problem of selecting variables from a set of pos-
sible predictors. Our generalized modeling approach allows us to put forward a gen-
eral framework that employs Bayesian methods for the selection of the predictors. 
Bayesian variable selection has been a topic of much attention among researchers 
over the last few years. When a large number of predictors is available the inclu-
sion of noninformative variables in the analysis may degrade the prediction results. 
Bayesian variable selection methods that use mixture priors were first investigated 
for the linear regression model by George & McCulloch (1993, 1997). Contributions 
have been given by various authors on special features of the selection priors and on 
computational aspects of the method, see Chipman et al. (2001) for a nice review 
and Liang et al. (2008) for a recent contribution on aspects of the selection priors. 
In particular, extensions to linear regression models with multivariate responses were 
put forward by Brown et al. (1998) and to multinomial probit by Sha et al. (2004). 
Some approaches to Bayesian variable selection for generalized linear models can be 
found in Chen et al. (1999) and Raftery et al. (1995). Survival models were consid-
ered by Volinsky et al. (1997) and, more recently, by Lee & Mallick (2004) and Sha 
et al. (2006). Here we employ mixture priors with a spike at zero on the parameters 
of the covariance matrix of the Guassian process prior. We transform the covariance 
parameters and explore designs and MCMC strategies that aim at producing a mini-
mally correlated parameter space and an efficiently convergent sampling process. We 
investigate performances on simulated and benchmark datasets. 
There are some contributions in the literature that relate to our work. Neal 
(1999) considered both linear regression models and logit models replacing the linear 
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relationship to the observed response with a Gaussian process function of the pre-
dictors. Linkletter et al. (2006) investigated Bayesian variable selection methods in 
the linear regression framework. We further extend this line of work by embedding 
Gaussian processes into broader classes of generalized linear and survival models and 
by investigating methods for the selection of the predictors under more complex data 
structures. In addition, our contribution includes a substantial revision of the com-
monly deployed MC3 Metropolis-Hastings scheme used for Bayesian variable selection 
in linear models, Madigan & York (1995) and Raftery et al. (1997). We also address 
practical computational issues that arise in the application of Gaussian processes 
due to numerical instability in the construction of the covariance matrix. Results 
from simulations and benchmark datasets demonstrate that we are able to improve 
prediction and interpretation without the requirement of pre-specifying higher order 
and non-linear additive functions of the predictors. We show via simulations that a 
Gaussian process covariance matrix with a single, exponential term is able to map a 
mixture of linear and non-linear associations with excellent prediction performance. 
In Section 3.2 we introduce our class of generalized Gaussian process models and 
provide specific derivations for continuous, categorical and count data. In Section 3.3 
we extend our generalized class to include models for survival data. Prior distributions 
for variable selection are enumerated in Section 3.4 and posterior inference, including 
MCMC algorithm and prediction strategies, in Section 3.5. We address computational 
issues in Section 3.6. We include simulated data illustrations for continuous, count 
and survival data regression in Section 3.7, followed by benchmark applications in 
Section 3.8. Concluding remarks and suggestions for future research are in Section 
3.9. 
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3.2 Generalized Gaussian Process Model 
The generalized linear model (GLM) of McCullagh & Nelder (1989) is defined through 
the exponential dispersion family of distributions 
f(y\ V, <t>) = exp{ + c(y, <j))}, 
for some specific functions a(-), &(•), c(-), with r\ and (p the canonical and scale param-
eters, respectively. The monotone link function <?(•) relates the linear predictor to the 
canonical parameter as 
g{m) = ^P, (3.1) 
with Xj = ( 2 ^ 1 , . . . ,XitP)' a p x 1 column vector of predictors for the i-th subject 
and P the coefficient vector (3 = (/?!,... ,/?p)'. Breslow & Clayton (1993) proposed 
generalized linear mixed models (GLMM) that extend GLM's by introducing random 
effects, 
^ ) = x f ) > + xf)'bl, (3.2) 
with x | and x,- the p x 1 and g x 1 covariate vectors for the i-th subject, and 
Pip x 1) and bi{q x 1) the fixed and random effects vectors, respectively. 
In this chapter we propose a new class of models, which we term generalized 
Gaussian process models (GGPM), that broadens the class of GLM's to incorporate 
arbitrarily complex continuous response surfaces. We accomplish this by introducing 
latent variables on which we impose a Gaussian process prior. More specifically, we 
define the values of the link function (3.1) by latent variables 
gift) = z(xi), i = l,...,n (3.3) 
and specify a Gaussian process (GP) prior on the n x l latent vector 
z(X) = ( z ( X l ) , . . . , z(x„))' - N(0, C) , (3.4) 
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where the n x n covariance matrix C may be an arbitrarily complex function of the 
predictors. Here we consider covariance functions that include a constant term and 
a non-linear, exponential term, that is, 
C = Cov(z(X)) = ±-3n + f exp ( - G ) , (3.5) 
with J„ an n x n matrix of l 's and G a matrix with elements g^ = (x* — XJ ) 'P (XJ — x^) 
and P = diag (— log(p! , . . . , pp)). The parameters (Aa, Az) in (3.5) capture the vari-
ance of the intercept term and the weight for the non-linear term, respectively. The 
parametrization of G we adopt allows simpler prior specifications (see Section 3.4) 
and it is also used by Linkletter et al. (2006), as a transformation of the exponential 
term used by Neal (1999) and Sacks et al. (2000) in their covariance matrix formula-
tions. This construction is sensitive to scaling and we find best results by normalizing 
X to lie in the unit cube, [0, l ] p , though standardizing the columns to mean 0 and 
variance 1 produces similar results. 
In the sequel we collect the unknown covariance function parameters in 0 = 
(p,Xa,\z) and write C = C ( 0 ) . Rasmusen & Williams (2006) note that the choice 
of C in (3.5) results in a response surface that spans the space of all mathematically 
smooth functions relating X to the response. 
This single-term exponential covariance provides a parsimonious representation 
that enables a broad class of linear and non-linear response surfaces. We recall from 
Figure 2.2 in Chapter 2 how higher order polynomial-type response surfaces can be 
generated by choosing relatively lower values for p closer to 0, whereas the assignment 
of higher values for p approaching 1 produces a lower order polynomial-type response 
surface that may also include the linear response. 
Neal (1999), among others, explicitly include a quadratic term to model linear 
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associations between covariates and the response. In particular, 
C = Cov(z(X)) = -!-J„ + X H X ' + - U x p ( - G ) , (3.6) 
where H = diag (— log(^ i , . . . , i/p)) supplies the linear portion of the response surface 
associated to X. We adopt a similar transformation for the linear term as the non-
linear construction, e.g. Vk = exp(—<r|), for G\ G (0,OO), which localizes the support 
to [0,1], and then replace erf with — l o g ^ ) . As noted above, such transformations 
allow simpler prior specifications. 
The employment of a quadratic term to separately model linear associations may 
be redundant, however, adding unneeded complexity to the resulting probability 
model as compared with (3.5), since the latter construction maps linear response 
surfaces. We may intuit an ability for the exponential covariance term to incorporate 
the quadratic term (modeling linear associations) by noting that the Taylor series 
expansion for exp (—G), converges to a linear term in —G as p^ —> 1 <£=> log(pfc) —> 0, 
which captures the quadratic product of the covariates and variance. In a similar 
vein, Rasmusen & Williams (2006) show how the exponential form (3.5) can be de-
rived from a linear construction by expanding the inputs, Xj, into an infinite basis 
of Gaussian kernels centered densely in the space of X. We choose (3.5) to parsi-
moniously represent arbitrarily complex response surfaces in the covariance matrix. 
Later we will demonstrate the ability of the single exponential term to express a linear 
surface as a subset of the more general form allowed by this construction. 
In the literature on Gaussian processes a noise component, called "jitter", is some-
times added to (3.5), in order to make the matrix computations better conditioned, 
see Neal (1999). This is consistent with the belief that there may be unexplained 
sources of variation in the data, perhaps due to explanatory variables that were not 
recorded in the original study. In general, any plausible relationship between the 
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covariates and the response can be represented through the choice of C, as long as 
the condition of positive definiteness of the matrix is satisfied, see for example Thrun 
et al. (2004). 
Clearly, model (3.3) can be extended to the GLMM framework of equation (3.2) 
by including two sets of predictors, x\ ' and x,- , for the i-th subject, and by defining 
the covariance matrix of the GP as 
C ( 0 ) = ~3n + ~ exp ( - G O + f exp ( - G 2 ) , 
with an obvious extension of the notation used in (3.5). 
3.2.1 Continuous and Categorical Responses 
Our class of generalized models extends to latent regression models used for contin-
uous, categorical and count data. In this section we address the specifics of these 
models. 
Univariate Models 
Linear regression models are obtained by choosing the link function in (3.1) as the 
identity function. Our generalized Gaussian process model (3.3) essentially replaces 
the linear combination of the covariates x^/3 with a Gaussian process Z(XJ) that de-
pends on the covariates. The model can be written as 
y = z(X) + e, (3.7) 
with y the n x 1 observed response vector, z(X) an n-dimensional realization from a 
GP as in (3.4), and e ~ A/"(0, -In) with r a precision parameter. We impose a Gamma 
prior on r, that is, r ~ Q(ar,br). Linear models of type (3.7) were also studied by 
Neal (1999). 
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Let us now consider the case of a categorical response, and in particular binary 
data. We observe class labels t{ € {0,1} for i = 1 , . . . , n with U ~ Binomial(l;pj) 
and define pi = P (U = 1|Z(XJ)) with z(X) as in (3.4). For logit models we have 
Pi = F (zfei)) = 1/[1 + exp (—2r(xj))] and the likelihood function is 
L(t\z(X)) = f[^(l-Pi)1-u. (3-8) 
Similarly, for binary probit we can directly define the inverse link function as pi = 
<J? (Z(XJ)) , with $(•) the cdf of standard normal distribution. However, a more common 
approach to inference in probit models uses data augmentation, see Albert & Chib 
(1993). We therefore define latent values y; which are related to the response via a 
regression model, i.e., in our latent GP framework, t/i = Z(XJ) +e j , with e^  ~ A/"(0,1), 
and associated to the observed classes, ti, via the rule 
r 
| 1 if 2/i > 0 
U = <{ (3.9) 
[0 if y, < 0. 
Notice that the latent variable approach results in a GP on y with a covariance 
function obtained by adding a jitter of variance one to (3.5), with a similar effect 
of the noise component in the regression model (3.7). Neal (1999) argues that an 
effect close to a probit model can be produced by a logit model by introducing a large 
amount of jitter in its covariance matrix. 
Multinomial Models 
Let us now consider the case of a response variable with M > 2 categories. We 
observe class labels Vi € { 0 , 1 . . . , M — 1} for i = 1 , . . . , n. We then form a matrix 
T, where the z-th row, t j , defines an M x 1 category indicator for the z-th subject, 
i.e., titk = 1 if vi = k and Uj = 0 for j ^ k, for i = 1 , . . . , n and k = 0 , . . . , M — 1. 
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Here tj ~ Ai(l; Pi$,... ,P%,M-I)- By choosing 0 as the baseline class pitk defines the 




= l + E«i:'expWx,))' * = ' - . . , M - l 
and, for the reference class, pifi = „ M _ I * , , ,,• Here Z(X) = {zk(Xi)}, for 
i = 1 , . . . , n and k = 1 , . . . , M — 1, defines a latent continuous matrix-variate zero-
mean Gaussian process response. In practice, we may think of Z(X) as M — 1 
zero-mean Gaussian Processes, { z ^ X ) , . . . ,zj^^i(X)}, with covariance matrix (3.5). 
We use the notation of Dawid (1981) and write our GP prior distribution as 
Z(X)-0 ~ Af(C{Q),ft). (3.10) 
In this notation both arguments of J\f(.,.) are proportional to covariance matrices, 
the first argument refers to rows and the second argument to columns. We specify an 
inverse Wishart prior of the type O ~ XW(5, Q), where we use again the notation of 
Dawid (1981), which implies that E[fl] = Q/(S — 2). The multinomial likelihood for 
the observations, T, is 
n rM-1 L(Tiz(x)) = n n ^ • (3-n) 
i=l lk=0 
For the probit model, we adapt the formulations of Aitchison & Bennett (1970) 
and Hausman & Wise (1978) to our Gaussian process model. In our construction, 
we interpret the y ^ as the latent propensity for observation i to belong to class k 
and define a regression model using a matrix variate Gaussian process function of 
covariates, Z, 
Vi,k = Zitk + Ci,fc, (3.12) 
for i = 1 , . . . , n and k = 1 , . . . , M — 1. In matrix notation we write 
Y = Z(X) + E. (3.13) 
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nxq 
The matrix variate, Y provides the (latent) response for a multivariate regression 
model where for identifiability reasons, we choose 0 as our baseline class and set 
yifl = 0 and q = M — 1. We adopt a conjugate formulation of the model by assuming 
E ~ A/* (!„, ft). This model formulation permits averaging over Z and ft, see Section 
3.5. 
Represent the density of the ith observation, y, by / , (yiti,... ,yi,q) with corre-
sponding cumulative distribution function, F, (citi,..., ciq). Then define the inverse 
link function, pitk, with 
Pi,k = P{U,k = 1) = P (0 < Vi,k = max (yiA,..., yi>q), Vj ^ 0) 
= P {{Vi,k > Vv, Y7 ± {k, 0}] f l [yitk > 0]) 
= P ([yid < yitk, Vj ± {k, 0}] f| [yhk > 0]) 
f°° ryi^k fPi,k 
= / / • • • / fi(yiA,---,yi,q)dyi,i---dyiik-idyitk+i---dyiiqdyiti$.n) 
JO J—co J—oo 
and for our reference class, 
Pi,o = P(U,0 = 1) = P(yid < 0,Vj ? 0) 
M rO i-O 
= / • • • / fi(yi,i,---,yi,q)dyitl---dyitq (3.15) 
J — oo J—co J—oc 
1 
such that Vi, pifi + ^Pi,k = 1-
fc=i 
Express the multinomial likelihood for the latent response, Y, as 
7r(T|Y) = n 
i = l Lfc=0 
' I ! * (3.16) 
In practice, the multivariate student-^ integral in (3.14) is intractable, so we will 
utilize the data augmentation scheme of Albert & Chib (1993) and Sha et al. (2004) 
in a similar fashion as for the binary case. In this data augmentation framework, we 
also model the latent matrix variate, Y as a regression model using (3.13). The data 
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augmentation scheme assigns { y ^ } to the observed class, Vi, using, for example, the 
'rule of largest probability' 
! 0 if max (%*•) < 0 
vt = <j I < * < M - I W - W - (3.17) 
As noted, the model (3.13) also generalizes the regression model (3.7) to the case of 
a multivariate continuous response. 
3.2.2 Count Data 
We use the canonical link function for the Poisson distribution to define our regression 
model for count data. As outlined in McCullagh & Nelder (1989) we have 
7T (si\\i) = AlSiexp(-Ai)—r oc exp (s*log(Ai) - A;) 
where E(s») = Var(sj) = Aj and s» € NU{0}. We connect the log-link function to the 
latent GP via log(A) = z(X) for —oo < 2(xj) < oo with z(X) as in (3.4). 
Over-dispersed Data 
In practice, a Poisson regression model rarely fits count data, in part due to over-
dispersion from lack of inclusion of all possible predictors. We follow Long (1997) 
and model this extra variability by introducing random effects, it*, in the inverse link 
function, 
Aj = exp(z(xj) + Ui) = exp(z(xj))exp(uj) = A ^ . 
Then, s» is Poisson distributed with mean E(SJ ) = exp(2(xj))<5j = A ^ , i.e., 
7T (3i\Xi, 6t) = (A85t)s*exp(-A^t) —r (3.18) 
50 
For identifiability reasons we let E(<5j) = 1. We further define a conjugate model by 
placing a gamma prior on Si of the type TT (Si) = Q(T, T). We then integrate over Si 
in (3.18), producing a negative binomial likelihood, 
with same mean as the poisson regression model, i.e., E(s,) = A^ , and Var(s,) = 
A; + At2/r, with the added parameter r capturing the variance inflation associated with 
over-dispersion. 
3.3 Gaussian Process Models for Survival Data 
The modeling approach via Gaussian processes that we have adopted extends to other 
classes of models, for example, those for survival data. In survival studies the task is 
typically to measure the effect of a set of variables on the survival time, i.e. the time 
to a particular event or "failure" of interest, such as death or occurrence of a disease. 
The proportional hazard model of Cox (1972) is an extremely popular choice. The 
model is defined through the hazard rate function 
h(t\xt) = h0(t)exp(x'l(3) (3.20) 
where h0(-) is the baseline hazard function, t is the failure time and /3 the p-dimensional 
regression coefficient vector. The cumulative baseline hazard function is denoted as 
Ho(t) = fo ho(u)du and the survivor function becomes 
S(t\xi) = exp{-tf0(*)exp(x:/3)} = So(t)ex^0), 
where So(t) = ex.p{—Ho(t)} is the baseline survivor function. 
Our class of generalized Gaussian process models may be readily extended to 
include survival data by introducing latent variables on which we impose a Gaussian 
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process prior. Let us indicate the data as (ti,X\,di),..., (tn,xn,dn) with censoring 
index di = 0 if the observation is right censored and rfj = 1 if the failure time tt is 
observed. A GGPM is defined as follows 
/i(tj|z(xi)) = h0(ti)exp(z(xi)), i = l,2,...,n (3.21) 
with z(X) as in (3.4). 
3.3.1 Likelihood Function 
In the general setting, denning a probability model for Bayesian analysis in the propor-
tional hazard model requires identification of a prior formulation for the cumulative 
baseline hazard function. One choice employs a non-parametric gamma process prior 
enumerated by Kalbfleisch (1978) and it is popular because the prior for Ho(t) can 
be marginalized over to produce a parsimonious representation for the likelihood in 
terms of the parameters for the base distribution of the gamma process. Alterna-
tively, one may revert to the partial likelihood non-parametric formulation of Cox 
(1972) for continuous right-censored event time data in order to avoid prior specifi-
cation and estimation of the baseline hazard, altogether, if such estimation is not the 
main purpose of the analysis. 
In the next sections, with variable selection being the purpose of our analysis, 
we adopt the latter strategy and utilize the partial likelihood to achieve a parsi-
monious representation for our probability model. Suppose there are no ties among 
event/failure times and let £(i) < tp) < • • • < £(£>) be the D < n distinct, non-censored 
failure times. The partial likelihood is defined as 
£ exp (*(x(i))) " r e x p ^ x , - ) ) 1 * L(t|z(X)) = n y = n A, (3.22) 
52 
where Aj = YlieR(t-) exP(-z(xi))) ^vith R(tj) being the set of individuals at risk at time 
tj and v4(i) the Aj evaluated at the i-th failure time, and similarly for z(x.^). In the 
simulation study of Section 3.7 we also conduct a comparative study with the model 
of Kalbfleisch (1978), marginalized over the gamma process prior on H0(ti), 
n n 
L(t |z(X)) = exp ( - Y.cBiHSfc)) Y[{cBth*0(tt)}d% (3.23) 
t = l i = l 
with Bi = — log{l — exp(z(xi))/(c + Ai)} and H^U) the parametric base distribution 
of the gamma process prior. We use an exponential base distribution parameterized by 
A for HQ(U) and impose a gamma prior on A. Notice that formulation (3.23) reduces 
to the partial likelihood (3.22) as the concentration parameter c of the gamma process 
prior tends to 0, meaning we place no confidence in the initial parametric guess. 
3.4 Pr ior Model for Bayesian Variable Selection 
Our generalized modeling approach allows us to put forward a general framework for 
variable selection that employs Bayesian methods and mixture priors for the selection 
of the predictors. Here, in particular, we show how variable selection can be achieved 
by imposing selection priors on the covariance parameters of our GGPM. In order to 
facilitate the discussion we write the single elements of the covariance matrix (3.5) as 




Bayesian variable selection methods that use mixture priors have been thoroughly 
investigated in the literature, in particular for linear models, see George & McCulloch 
(1993, 1997) for multiple regression, Brown et al. (1998) for extensions to multivariate 
responses and Sha et al. (2004) for probit models. The only contribution in the 
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literature that considers variable selection priors for Gaussian processes is Linkletter 
et al. (2006), who address the univariate linear regression framework (3.7). In a similar 
spirit we introduce selection parameters, 7 = {71 , . . . ,jp} and select the predictors 
XkS that contribute to (3.24) by associating the selection parameters to the covariance 
parameters /Vs. We do this by defining a "spike-and-slab" prior on pk defined as 
<Pk\lk) = 7*I[0 < Pk < 1] + (1 - Ik)Si(pk), (3.25) 
with ^i(-) a point mass distribution at one. Clearly, pk = 1 causes the predictor xk 
to have no effect on the computation for the GP covariance matrix. As noted earlier, 
we transform the covariance parameters of the matrix C to have support in [0,1]. 
This allows us to place non-informative U(0,1) priors for the slab portion in (3.25), 
which is the equivalent to placing a Q(l, 1) prior on the original parameters. We 
further impose Bernoulli priors on the selection parameters, i.e., 7^ ~ Bernoulli(a*,). 
We complete our prior specification on 0 by placing individual gamma priors on 
the precision terms, (Aa, A2), representing the variance of the constant term and the 
weight on the non-linear term in the covariance function (3.5), respectively. 
3.5 Posterior Inference 
We first enumerate the distributions we need for the different models considered above 
and then follow with a discussion of the implementation of the associated Markov 
chain Monte Carlo algorithm. 
We extend our notation to include the selection parameter 7 by using 0 7 = 
(pT , Aa, A2) to indicate that pk = 1 when j k — 0, for k — 1 , . . . ,p. Let us consider 
first the univariate regression model (3.7). Integrating z(X) out we obtain 
y | 0 7 , r ~ A / - ( o , [ \ + C ( 0 7 ) ] j 
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This is also the marginal likelihood of the latent y in the case of a binary probit, with 
r — 1 and truncation rule given by (3.9). Also, we employ Gaussian conjugacy to 
first marginalize over Z (X) in the multivariate formulation expressed in (3.13) and 
next, using the inverse Wishart conjugate prior, we marginalize over fl to obtain the 
multivariate marginal distribution 
Y | 0 7 , Q, 5 ~ T(6,In + C ( 0 7 ) , Q), (3.26) 
which, in the case of a multinomial probit model, is truncated according to the rule 
(3.17). For completeness, we report a detailed derivation of (3.26) in the Appendix, 
although this result is now well established in the literature. 
For logit models, with a binary response we combine the likelihood function (3.8) 
and the GP prior (3.4) to compute the posterior 7r (z(X)|t, 0 7 ) oc L(t |z(X)) x 
7r(z(X) |0 7 ) . With a multinomial response we use the likelihood (3.16) to obtain 
T T ( Z ( X ) | T , 0 7 , Q , 5 ) OC L (T |Z(X)) x T T ( Z ( X ) | 0 T , Q , 5 ) , where, similarly to the 
derivation of (3.26), we can show that 
Z ( X ) | 0 7 , Q, 5 ~ T(5, C ( 0 7 ) , Q). (3.27) 
The latent GP variate, z(X), for our Poisson count data model is vector-valued 
with posterior formulation supplied with 
7 r ( z ( X ) | s , 0 7 ) c < n [ e x p ( s ^ ( x l ) - e x p ( z ( x i ) ) ) ] x e x p ( - i z , C ( 0 7 ) - 1 z ) . (3.28) 
In the case of over-dispersed data similar derivations lead to the posterior z(X) |s, © 7 , r 
where we replace the likelihood part in (3.28) with (3.19). For survival data, we use 
the likelihood (3.22) to compute the full conditional of our latent GP variate z(X) 
as 7r(z(X)|t, © 7 ) oc L(t |z(X))7r(z(X)|07) . For the logit, count and survival mod-
els we resort to Metropolis-Hastings algorithms to sample the latent GP from the 
non-standard full conditional distributions enumerated above. 
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3.5.1 Weak Consistency of Posterior Distribution 
Our uniform prior construction on the set, V = {p 7 = {pj\jj = l),j = 1, • • • ,p '• Pj € [0,1)}, 
places positive measure on arbitrarily small neighborhoods of any p 7 , uniformly. We 
use this property to demonstrate convergence of our posterior on p 7 e V to the true 
generating density. Our theorem on this point and the resulting proof are closely moti-
vated by a similar result for the induced posterior on the covariance in the latent factor 
model from Bhattacharya & Dunson (2009). We suppress the 7 notational subscript 
in the sequel for readability Construct the GP covariance, A = ^In + C = {ij,h}-
Define the sup-norm distance metric, 
doc(Po, P) - m a x i ^ / K ^ / j - £°jh\, 
for covariance matrices L and L0. Fix [Xz, Xa G 0 ] , r, X : t^h := ijth(p) for Vp € V. 
Theorem 3.1 
Fix po G V. Assume our covariate matrix, X £ X is space filling in the fashion of 
Ghosal k Roy (2006). For any e > 0, 3 e* > 0 such that {p : doo(Po,p) < e*} C 
{p : K(po, p) < e}, a sufficient condition to establish the posterior distribution of p 
is weakly consistent. 
We note that Theorem 3.1 relies on the result of Schwartz (1965) that if the 
posterior distribution on the space of distributions for p, Up, places positive measure 
on all Kullback-Leibler neighborhoods of the true generating distribution, then Up is 
weakly consistent at the true distribution. This result supplies assurance that as our 
posterior sampling algorithm discovers the region of high posterior density, we are 
able to explore this region with small changes in p. Please see the Appendix for a 
detailed proof the theorem. 
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By weak convergence, we refer to our employment of the Kullback-Liebler diver-
gence for measuring the closeness of two densities, as compared to stronger divergence 
measures such as the Hellinger distance, for example. Walker & Damien (2000) note 
that we only require weak convergence for making strongly consistent decisions. When 
making decisions from a discrete and finite dimensional action space by maximizing 
a continuous and bounded expected utility (or minimizing an expected loss) function 
over the posterior on the space of distributions, the Portmanteau theorem assures 
us of almost sure convergence of these posterior expectations in the case where the 
underlying posterior distribution converges to the true distribution in the presence of 
increasing evidence/data. 
3.5.2 Markov chain Monte Carlo Algorithm 
We first introduce a generic notation that we need for the MCMC scheme which 
we enumerate using a common framework across all generalized Gaussian process 
models. Let D := {D\,..., Dn} capture data observations augmented by the un-
observed GP variate, Z(X), used for constructing the likelihood across all models, 
that is Di e {y-j, {vi, z(x;)}, {si, U} U z(xi)}, where y; represents the continuous data 
response from the regression or probit models and {vi,Si,ti} the categorical, count 
and failure time data, respectively. Let h := {r ,r , A,c} group unique parameters for 
the univariate regression model, count and survival data, respectively. Finally, let us 
collect all hyperparameters in m := {a, b, 8, Q}, with a = {a\a, a\z,ar, aT, a\, ac} and 
similarly for b , with a and b the shape and rate hyperparameters of the gamma priors 
on the various parameters. Recall that {8, Q} capture hyperparameters associated to 
the inverse Wishart prior on ft for multivariate and multinomial models. 
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We write an augmented likelihood for (7, p 7 ) across all model formulations as 
La (7, p 7 | 0 7 \ p 7 , D, h, m) = 7T ( D | 7 , B 7 , h, m ) . (3.29) 
We then enumerate a general form of the joint posterior on (7, p 7 ) as 
7 r ( 7 , p 7 | 0 7 \ p 7 , D , h , m ) oc La ( 7 , p 7 | G 7 \ p 7 , D , h , m ) 7r(7)7r(p7|7) 
<x L a ( 7 , P - Y | e 7 \ p 7 , D , h , m ) 7 r ( 7 ) , (3.30) 
where Tt(pk\jk) = 1, for A; = 1 , . . . ,p, since the density function for pk\ (jk — {0,1}) 
is 1, (either a Dirac measure at 1 or U(0,1)). We use similar constructions for AQ, \ z 
and the parameters in h. 
We utilize a Metropolis-Hastings scheme within Gibbs sampling to jointly sample 
(7 ,p 7 ) , as an adaptation of the MCMC model comparison (MC3) algorithm, orig-
inally outlined in Madigan & York (1995) and Raftery et al. (1997) and used for 
variable selection in regression models by Brown et al. (2002) and in probit models 
by Sha et al. (2004), among others. Unlike these typical linear settings, we are unable 
to marginalize over the parameter space and therefore need to modify the algorithm 
in a hierarchical fashion, using the move types outlined below. Additionally, we need 
to sample all the other nuisance parameters. 
A generic iteration of our MCMC procedure comprises the following steps: 
1. Update ( 7 , p 7 ) : Randomly choose between three between-models transition 
move types, {Add, Delete, Swap) to propose new (*y',p ,) that differ from the 
current (7, p 7 ) by one or two components, according to which move type has 
been selected. These moves are used to traverse the posterior model space. 
(i) Add: set j k = 1 and sample pk from a U(0,1) proposal. Position k is 
randomly chosen from the set of fc's where jk = 0 at the previous iteration. 
58 
(ii) Delete: set (j'k = 0, p'k = 1). This results in covariate x^ being excluded 
in the current iteration. Position k is randomly chosen from among those 
included in the model at the previous iteration. 
(ii) Swap: perform both an Add and Delete move. This move type helps to 
more quickly traverse a large covariate space. 
The proposed value (7 , p /) is accepted with probability, 
. j \ 7 K 7 \ p ' ' l © 7 ' \ p ' ' , D , h , m ) g ( 7 | 7 ' ) l 
a = min < 1, —-. —— > 
[ 7 r ( 7 . P 7 l ® 7 W D > h > m M 7 l 7 ) J 
where the ratio of the proposals q{p-,)/q{f> /) drops out of the computation 
since we employ a U(0,1) proposal. 
In addition, we execute a Gibbs-type move, that we call Keep, by re-sampling 
from a U(0,1) all pks such that j ' k = 1, as resulted from the between-models 
steps above, to perform a refinement of the parameter space within the ex-
isting model. Similar move-types are utilized by Neal (2000) with Dirichlet 
process mixtures, where unique cluster locations are re-sampled after sampling 
the cluster indicators conditionally on previously sampled values for the unique 
locations. See also Gottardo & Raftery (2008) for a similar 2-step proposal 
used for variable selection to jointly update the model space and the associated 
parameters. The Keep move is not required for ergodicity, but it helps to speed 
up the convergence of the chain by supplying relatively more sampled values of 
the parameters at a given iterations. Without it, if the k-th covariate is highly 
associated to the response, the only way to change the value of pk would be to 
move through the low-probability state 7fc = 0. 
2. U p d a t e {Aa, Xz}: These are updated using Metropolis-Hastings moves. Pro-
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posals are generated from the gamma distribution with mean equal to the previ-
ously sampled value; for example, q (A^|A0) ~ Q[a = 1,6 = Aa), with b specified 
as the scale parameter. The proposed value Aa is accepted with probability, 
. f. 7 r ( A : | 7 ' , e y \ A : , D , h , m ) g ( A a l A : ) | 
a = mm < 1 — — > 
\ ' 7 r ( A a | 7 ' , © v \ A a , D , h , m ) g ( A ; | A a ) / ' 
An update for Az is performed in the same manner. 
3. Update h : the variance parameters r (in the univariate regression model) 
and r (in the count data model) and {A,c} in the model of Kalbfleisch (1978) 
are updated using Metropolis-Hastings moves. Proposals are generated from 
the gamma distribution with mean equal to the previously sampled value, 
q(h'i\hi) ~ 0 (1 , fcj) with hi a generic element of h. The proposed value ht 




4. Update z: For logit, count and survival data models. Neal (1999) notes that 
conditionally sampling each of the Zi in a Gibbs scheme does not work well, 
especially because the latent values can be highly correlated. He suggests to 
jointly sample z with a proposal, z — (1 — e2)1/2z + eLu, where u is a vector of 
iid standard Gaussian values and L is the Cholesky decomposition of the GP 
covariance matrix (3.5). To speed convergence of our MCMC, we re-sample z, 
R = 10 times at each iteration re-using previous posterior computations from 
each sub-iteration. 
Independent chain samplers with U(0,1) proposals for the p^'s have worked well 
in all applications reported in this chapter, where we have always approximately 
a = mm 
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achieved the target acceptance rate of 40% — 60%, with very low correlations between 
covariance parameters, indicating efficient posterior sampling. In addition, for the 
sampling of the GP variates we have targeted an acceptance rate of approximately 
0.23, which is shown by Roberts & Rosenthal (2001) to be optimal for smooth densities 
with finite Fisher information in random walk MCMC models. 
Estimates of the marginal posterior probabilities of jk = 1, for A; = 1 . . . ,p, can 
be computed based on the MCMC output. Under their scheme, Brown et al. (2002) 
compute those by adding, for a given covariate, the joint posteriors across the unique 
visited models that include that covariate. An unnormalized log joint posterior is 
distinctly computed for each model since they marginalize over the parameter space 
with the practical result that their scheme does not require convergence to capture 
models with high posterior density, but rather only that the chain visits that region. 
The joint posteriors for replicate models in our GP scheme are, however, all distinct 
with probability 1 because they are computed jointly with their associated parameter 
values. We therefore choose to estimate the marginal posterior probability of 7* = 1 
by counting the number of appearances of the &-th covariate across the visited models. 
More specifically, we count the number of sampled values where pk 7^  1 restricted to 
between-models moves, which supplies a posterior estimate for 7& = 1 since 7^ acts in 
the likelihood only through pk- This helps avoiding over-estimation in cases where a 
covariate not associated to the response is included in the selected model along with a 
strongly associated covariate for a number of iterations before it is randomly sampled 
and excluded. 
Inference on the selected variables can be done by looking at the largest marginal 
posterior probabilities of inclusion of single variables. A useful criterion for determin-
ing a cutoff value for the marginal probabilities can be derived by fixing an expected 
61 
False Discovery Rate (EFDR), similarly to what suggested by Newton et al. (2004). 
For example, let ^ be the posterior probability of the event 7& = 1, i.e. a significant 
association of the £>th predictor to the response. We fix a to the expected number 
of false discoveries and select those covariates for which 1 — £t < K, that is, 
F D ( K ) = £ ( 1 - & ) I ( i - & < " ) (3.31) 
fc=i 
with I(.) the indicator function. Kim et al. (2009) note that the threshold, K, is chosen 
as the maximum value in the set, {K : F D ( K ) < a}. A different strategy is adopted by 
Linkletter et al. (2006), who select covariates with a "reference distribution variable 
selection" (RDVS) algorithm that includes in the model an additional inert or null 
covariate a priori constructed to be unrelated to the response. A distribution for the 
median statistic of the parameter for the inert covariate, pp+i, is calculated by running 
the MCMC multiple times and recording the median value at each run. Covariates 
are then selected by choosing those pk, k € { 1 , . . . ,p} with median values below the 
a percentile cutoff of the distribution of medians for pp+\. This latter strategy is of 
course computationally quite expensive, since it requires multiple MCMC runs. 
3.5.3 Metropolis-Hastings Equivalence with Reversible Jump 
Our Metropolis-Hastings scheme modifies the MC3 algorithm of Madigan & York 
(1995) by co-sampling the associated parameter vector, p 7 , from a product of mixture 
priors, each with one component a Dirac measure. This conditional prior construction 
for p 7 allows us to automatically achieve dimension matching across our sampling 
iterations by allocating those parameters, pk, to lie in a degenerate hyperplane via the 
Dirac measure, whenever the associated jk are excluded from the model by setting 
them equal to 0. We may assert ergodicity of our resulting construction because 
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our proposal places a positive measure on both the Lebesgue and Dirac measure 
components, readily achieving irreducibility. Since our proposal and posterior are 
both absolutely continuous with respect to the same composition of Lebesgue and 
Dirac measures, we achieve positive Harris recurrence in the fashion of Tierney (1994). 
We further demonstrate the dimension matching feature of our Metropolis-Hastings 
formulation in comparison to the reversible jump scheme of Green (1995). As we've 
noted, our Metropolis-Hastings formulation maintains a constant dimension for the 
parameter space, it reduces the (effective or) Hausdorff dimension by allocating pa-
rameters associated to excluded covariates to a degenerate hyperplane. The reversible 
jump formulation achieves the same end through a direct change of variables with 
the associated Jacobian to move from state spaces of differing dimensions. We will 
show that these approaches produce equivalent results, though the dimension shifting 
is automatic with our Metropolis-Hastings construction. We focus on the Add move 
type from our Metropolis-Hastings algorithm as the probability of move for the delete 
move type is simply the inverse of that for the Add and all other moves are composed 
of combinations of these two. 
Begin by defining {Me : £ £ £} to index our countable collection of models where, 
Me = {j : jej = 1}- Recall that 7 = ( 7 1 , . . . , jp)' captures the set of {0,1} indicators 
to supply a p length index our model space. Denote the associated Gaussian process 
(GP) parameter space with, pe = {pe,j,Vj & Me}- Then describe the support for 
the parameter space with pe e (0,1)1-^1. One readily notes from our notation the 
equivalence of prior constructions over the space of models and associated parameter 
values where 7r (Me, Pe) = 7r (7^, pe). Set £ = 0 to index our baseline model, MQ. Let 
£ = 1 index the addition of a covariate to the model, where Mi = {Mo, k} for some 
position, k, randomly chosen. Construct the associated probability of move for the 
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addition of a covariate, from M.o to Mi, under the reversible jump scheme with, 
dipi) 
a ({7o, Poj, 17i, Pi}) = mm i 1, 
d(po,pi,k) 
(3.32) 
TT (70 , po|D) j(7o, Po)f(Pi,k) | 
where 7r(7i ,p i |D) = La (7 i ,p i |D) 7r(7i)7r (pi |7i) and we recall La is the likelihood 
for the data augmented by the GP variate, z, for latent response generalized Gaussian 
process models (GGPM). The probability to choose the particular move type from 
the space, ("ye, Pe) is captured in j(lt,pt)- We may construct this probability for 
the reversible Add move with, j (71, pi) = p(D) x p(k\D) and we abbreviate "delete" 
with D with p(k\D) representing the probability to choose a particular position k 
under the delete move. Similarly, j(7o,Po) = p(A) x p(k\A) where A abbreviates 
"add". We move from lower dimension space, 70, to higher dimension space, 71, 
with the random generation of pitk from density, f(pi,k) = W(0,1). Next, note that 
7r (P^ |T^) = 1, the product of some mix ofU(0,1) and Dirac measures. Similarly, the 
Jacobian, d(Pi) , reduces to 1 since p\ = {po,pitk}-\9(po,Pi,k) 
We may then re-state the probability of move, in succession, with; 
ts 1 r i^ • J i La(~y1,p1\D)Tr(ll)p(D)p(k\D) \ 
a ({7o, Po}. {7i. Pi}) = mm 1, — ' / v / v , , , ' ' / > \ (3.33) 
I La (70, p 0 |D) 7r(7o)p(i4)p(A;|i4)/(/9iifc) J 
= min ( l , L ° fr^'ff' ^ M T b l T i , Pi) frfo.*) |
 ( 3 3 4 ) 
I ^ a (7o, Po|D) 7r(7o)g(7i|7o, Po)q[pi,k) J 
m i n / l L " (7i, Pi |D) 7r(7i)g(7o|7i, Pi)g(po|7o) U
 3 5 ) 
I '^ a(7o,Po|D)7r(7o)g(7i |7o,Po)g(pi |7i)/k ' 
which is exactly the probability of move for our Metropolis-Hastings scheme. In 
particular, we see in (3.34) how the use of a prior with one component a Dirac 
measure simply allocates the parameter component, pitk, to the Dirac measure to 
remove it. Then we achieve the equivalency between the ratio of proposals under 
the Metropolis-Hastings construction, 8i(pitk)/q(pi,k), and the inverse of reversible 
jump density used to move from 70 to 71 under the Add move, l/f(pitk), where 
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q{pi,k) = f{pi,k) = W(0, !)• Lastly, the probability of move for the delete move is just 
the inverse of that for the Add move we just constructed. 
3.5.4 Posterior Prediction 
We use the multinomial logit model to demonstrate prediction under the GGPM 
framework. Let Z/ = Z(X/) be a n n / x g matrix of future cases. The joint distribution 
over training and test sets is defined to be Z„ := [Z/,Z] ~ T(5,Cn+nf,Q) with 
covariance: 
/ C(x,x) C(X>X/) \ 
\ C(X/,x) C(x,,x.f) J 
where C(x,x) :== C(x,x.)(®f)- We may utilize a standard property of the multi-
variate T distribution to derive the conditional joint predictive distribution over 
the test cases, Z/ |Z , as another Student-t distribution with expectation E[Z/|Z] = 
C(x / l x)C^ i X xZ. We sample Z from its posterior in our MCMC and define 
D ( 0 7 ) := C ( X / ) X ) C ^ X ) Z (3.36) 
where Z is the mean of all Z's sampled during the MCMC. Then 
E [ Z / | Z ] ^ £ D ( e « ) (3.37) 
n
 t-i 
with K the number of MCMC iterations. We use every 10t/l value of the MCMC 
to provide a relatively independent sample and improve prediction accuracy. We 
accomplish prediction of new observations through inverting the link function using 
Zf. We predict new observations, vy, in the polychotomous logit model through the 
inverse link function by utilizing the rule of largest probability, with similar form as 
shown in (3.17), replacing yitk with ziyk- When computing the variance product term in 
the posterior mean response prediction (3.36) we employ the Cholesky decomposition 
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C(x,x) = LL' in a similar fashion as in Neal (1999). In particular, this avoids direct 
computation of the inverse of C(x,x) by using Gaussian elimination to first solve 
LU = C / x X) for U and then LV = Z for V, which is used to compute the product 
term of the type U V. 
3.5.5 Survival Function Estimation 
For survival data, again we compute E [z/|z] from (3.36) for zj := z(X/) , where z/ = 
(z/ti,..., Zf}7lf). Additionally, it may be of interest to estimate the survivor function 
for a new subject with unknown event time, Tj, and associated Zfj := Zfjfafj). This 
is defined as 
PiTi^tlz^z) = Sl(t\zLhz) = S0(t\z)exP^\ (3.38) 
When using the partial likelihood formulation (3.22) an empirical Bayes estimate of 
the baseline survivor function, So(t\z), must be calculated, since the model does not 
specifically enumerate the baseline hazard. Breslow (1972) derives an estimator for 
the baseline hazard as the maximum likelihood estimate for the cumulative hazard 
from the full profile likelihood. Weng &; Wong (2007), instead, conduct their optimiza-
tion directly on a discretized version of the baseline survivor function (the Lehmann 
alternative model) in the full profile likelihood to produce an estimator of similar 
bias and variance as Breslow (1972), but with the useful property that it cannot take 
negative values. We follow Weng & Wong (2007) and define our estimator as 
S0(t\z) « n ( l - Y ^ ) . (3-39) 
with A~ equal to At, as defined in Section 3.3.1, with the index for the i-th failure 
excluded. We can now enumerate our estimate for the survivor function as 
P(Ti>t\zfii,z) « S0(t\Z)exV^. (3.40) 
66 
Accuracy may be potentially improved by Rao-Blackwellizing the computation with 
averaging over the MCMC runs. The estimated survivor function (3.40) produces 
discrete realizations with probability 1, due to our formulation in (3.39), as compared 
to the absolutely continuous estimates achieved from the fully Bayesian models, such 
/ \ c\t 
as Kalbfleisch (1978), where P(Tj > t\zfti, z, c, A) = ( c + exp( z w • We s ^ m achieve a 
high degree of smoothing in our formulation by choosing a grid with relatively small 
steps, as we demonstrate in Section 3.7. 
3.6 Computational Aspects 
Here we provide a discussion on parameter settings and some of the major computa-
tional challenges we encountered with the construction of GP models. 
3.6.1 H y p e r p a r a m e t e r Se t t ings 
The prior model on the covariance parameters 0 7 requires the choice of the hyper-
parameters. We did not observe any strong sensitivity to the priors on Aa and A2. 
In all simulations and applications reported in this chapter we set them both to a 
Q(l, 1), producing slightly informative priors. Also, recall that we center and normal-
ize the response in order to produce a small intercept term, which supplies a better 
conditioned GP covariance matrix (by avoiding numerical round off errors). 
In the univariate regression model (3.7), the parameters of the prior on the preci-
sion error term, r ~ G(ar, br), should be set to estimate the a priori expected residual 
variance. We chose (ar,br) = (2,0.1) for all simulation and benchmark data appli-
cations of this chapter. For the multivariate regression and the multinomial models, 
following Sha et al. (2004), we set the parameters of the inverse Wishart prior distri-
bution on the error covariance matrix as 6 = 3 and Q = kl, where again £ should 
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be a priori comparable in size with the error variance of Y given Z(X). For count 
data models, we set Q(l, 1) as a slightly informative prior on the variance inflation 
parameter r of the negative binomial model (3.19). Moreover, for survival data when 
using likelihood (3.23), from Kalbfleisch (1978), we specified a Q(l, 1) prior for both 
the hyperparameter of the exponential base distribution, A, and the concentration 
parameter, c, associated to the Gamma process prior on the baseline. In particular, 
by placing a prior on c we let the data determine the confidence in the parametric 
guess. 
Some sensitivity on the Bernoulli priors on j^s is, of course, to be expected, given 
that these priors drive the sparsity of the model. Generally speaking, parsimonious 
models can be selected by specifying ojfc, the prior probability for inclusion of the k-th 
covariate, as a^ = a with a a small percentage of the total number of variables. We 
provide additional comments in the simulation studies. 
3.6.2 Project ion Method for Large n 
Generating posterior samples from our GGPM's through the MCMC scheme requires 
repeated construction of the n x n covariance matrix (3.5). When working with 
simulated data we noted that this covariance matrix becomes ill-conditioned as n 
approaches 125 — 150, compromising the accuracy and stability of the posterior com-
putation. In order to overcome this problem we propose an adaptation of a dimension 
reduction method proposed by Banerjee et al. (2008) for spatial data that achieves a 
reduced-dimension computation of the inverse of the full (n x n) covariance matrix. 
To begin, randomly choose m < n points (knots), sampled within fixed intervals on 
a grid to ensure relatively uniform coverage and label these m points z*. Then define 
zm_).n as the orthogonal projection of z onto the lower dimensional space spanned by 
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z*, computed as the conditional expectation 
zm_+n = E(z|z*) = C'(a.iB)C^1.ia„)z*. 
We use the univariate regression framework in (3.7) to illustrate the dimension re-
duction from constructing the projection model using zm_>.n in place of z(x). Re-cast 
the model from (3.7) to 
y = zm_>.n + e = C(2,)Z)C(Z»)!S»)Z + e, 
where e{ ~ A/"(0, ±). Then derive An = Cov(y) = % + C'(a.iB)C^1.iB.)C(,.,a). Finally, 
employ the Woodbury matrix identity to transform the inverse computation, A"1 = 
r l —r2C/z ,z) [C(Z»)Z*) + rC(z« iZ)C/z. jZJ C(z*jZ), where the quantity inside the square 
brackets, now being inverted, is m x m, supplying the dimension reduction for inverse 
computation we seek. We note that, in the absence of the projection method, a 
large jitter term would be required to invert the GP covariance matrix for posterior 
computation on each MCMC iteration, trading accuracy for stability. Though the 
projection method approximates a higher dimensional covariance matrix in a lower 
dimensional projection, we yet improve performance and avoid the accuracy/stability 
trade-off. We do, however, expect to use more iterations for MCMC convergence 
when employing a relatively lower projection ratio. 
3.7 Simulation Study 
3.7.1 Use of Variable Selection Parameters 
We first demonstrate the advantage of introducing selection parameters in the model. 
Figure 3.1 shows results with and without the inclusion of the variable selection 
parameter vector 7 on a simulated scenario with a kernel that incorporates both linear 
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and non-linear associations. The observed continuous response, y, is constructed 
from a mix of linear and non-liner relationships to 4 variables, each generated from a 
W(0,1), 
y = xi + x2 + sin (3x3) + sin (5xi) + e, 
with e ~ A/"(0, a2) and a = .05. Additional variables are randomly generated, again 
from U(0,1). In this simulation we used (n,p) = (80,20). We ran 70,000 MCMC 
iterations, of which 10,000 were discarded as burn-in. We also employed the projection 
method for large n described, as in Section 3.6.2, with m/n = 0.35. 
The upper portion of Figure 3.1 displays boxplots of the MCMC samples for 
the p'ks, k = 1 , . . . , 20, for the case of no variable selection, i.e., by using a simple 
"slab" prior on the pfc's. As both Linkletter et al. (2006) and Neal (2000) note, the 
single covariates demonstrate an association to the response whose strength may be 
assessed utilizing the distance of the posterior samples of the p^'s from 1. One notes 
that, according to this criterion, the true covariates are all selected. It is conceivable, 
however, for some of the unrelated covariates to be selected using the same criterion, 
since the p^s all sample below 1, and that this problem would be compounded as p 
grows. This effect is also noted by Linkletter et al. (2006). The right hand chart of 
Figure 3.1, instead, captures results from employing the variable selection parameters 
7 and shows how the inclusion of these parameters results in the sampled values of 
the pfc's for variables unrelated to the response being all pushed up against 1. 
This simple simulated scenario also helps us to illustrate a couple of other features 
of our GGPM framework. First, a single exponential term in (3.5) is able to capture a 
wide variety of continuous response surfaces, allowing a great flexibility in the shape 
of the response surface, with the linear fit being a subset of one of many types of 
surfaces that can be generated. Second, the effect of covariates with higher-order 
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Posterior Samples of p Posterior Samples of p 
1 2 3 4 5 6 7 6 9 10 11 12 13 14 15 16 17 18 19 20 
Predictor 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Predictor 
Figure 3.1 : Use of Variable Selection Parameters: Simulated data (n = 80,p = 20). 
Box plots of posterior samples for pk £ [0,1]. Values closer to 0 indicate stronger 
association to the response. Upper (lower) plot demonstrates selection without (with) 
the inclusion of the selection parameter, 7 , in the model. 
polynomial-like association to the response is captured by having estimates of the 
corresponding pkS further away from 1, see for example covariate x4 in Figure 3.1 
which expresses the highest order association to the response. 
3.7.2 Large p 
We show simulation results on our continuous data, count data and event time (Cox) 
data models for (n,p) = (100,1000). Though response variables for the latter two 
models are unobserved, we employ a common additive term as a kernel in all models 
to generate response values as a function of covariates. 
Model-specific coefficient values are displayed in Table 3.1 where note the use of 
relatively higher magnitudes for latent response models as compared to the continuous 
data model. Methods employed to randomly generate the observed count and event 
time data from the latent response kernel are outlined in the table. For example, the 
kernel captures the log-mean of the Poisson distribution used to generate count data, 
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while the kernel is used to generate the survivor function that is inverted to provide 
event time observations for the Cox model. The functional form for the simulation 
kernel is designed so that the first four covariates express a linear relationship to the 
response while the next two express non-linear associations. This mixed linear/non-
linear kernel composition allows us to again demonstrate the flexibility of a single non-
linear covariance function term to adapt to both linear and non-linear associations. 







































log(A) = y 
t ~ Vois(X) 














H0(t) = At, A = 0.2 
t = M/ (Aexp(j/)), M ~ Exp(l) 
5% uniform randomly censored, 
^cens ^» V ' ^even t / 
5 of 6 
0 
100/60 
see figure 3.4 
Table 3.1 : Simulations: y = a\X\ +0,2X2 + 03^3 + 04X4 + 05 sin(a6^5) + a-j sin(a8X6) + e 
We set the hyperparameters as described in Section 5.5.1. We also set a^, the 
prior probability for inclusion of covariate k in the model, to 0.025 due to the typical 
a priori expectation of model sparsity, though this value is higher than the 0.006 
set by design. We observed little sensitivity in the results for small changes around 
this value, in the range of 0.01 — 0.05, though we would expect to see significant 
sensitivity for much higher values of a^. This specification would be desirable in the 
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atypical case where an a priori sparsity expectation is not expected. We employed 
the projection method using ratio m/n = 0.35 in all models because we observed 
enhanced selection acuity in additional simulation studies, even with relatively small 
sample sizes (n = 50 — 100). We increased the number of total MCMC iterations, 
with respect to the simpler simulation with only p = 20, to 800,000 iterations and 
discarded half of them for burn-in, for all cases. All simulations were run multiple 
times with varying number of 7^ set equal to 1 as starting values and consistent 
results were observed across the different runs. Variables were selected based on 
the false discovery criterion (5.14) applied to the marginal posterior probabilities of 
j k = 1, k = l,...,p. 
Figures 3.2, 3.3 and 3.4 display variable selection results for each of the continuous 
data, count data and Cox models, respectively. The posterior distributions for 7* = 1 
and the box plots for the posterior samples of pk are shown only for the first 20 
covariates for readability. While the continuous and count data models readily select 
the correct number of covariates, the Cox model correctly chooses 5 of 6, though we 
observe a tight fit between the estimated survivor function curve and the Kaplan-
Meier empirical estimate constructed from the test data. The predictive power for 
the continuous and count data models is assessed by normalizing the mean squared 
prediction error (MSPE) with the variance of the test set. Excellent results are 
achieved in our simulations. 
Though for our Cox model we only report results obtained using the partial like-
lihood (3.22), we conducted the same simulation study with the model based on 
likelihood (3.23) of Kalbfleisch (1978), deploying additional gamma priors on the 
concentration parameter c of the gamma process prior and for A, the parameter of 
the base exponential distribution, as outlined in Section 3.3.1. The partial likelihood 
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Selected Predictors, yk, based on EFDR = 0 
* * • * • * • . • . • • 





Variable Selection Parameters: ! ... y 
8 9 10 11 12 13 14 15 16 1 
Predictor 
Figure 3.2 : Continuous Data Model Variable Selection: Simulated data (n = 100, p = 
1000). Posterior distributions for 7*. = 1 and box plots of posterior samples for p^. 
First six covariates should be selected. 
model formulation produced more consistent results across multiple chains, with the 
same data, and was able to detect much weaker signals (as enabled using coefficient 
values in our simulation kernel). The poorer performance of model (3.23) seemed to 
depend on the varying accuracy in estimation of A. Inaccuracy in posterior estima-
tion of the cumulative baseline hazard function accounts for much of the attention it 
receives in the literature. The Kalbfleisch (1978) model did, however, produce lower 
posterior values near 0 for non-selected covariates, unlike the partial likelihood for-
mulation, which shows values typically from 10% — 40%, pointing to a potential bias 
towards false positives. 
3.7.3 Large n 
We repeated the simulation study above for larger sample sizes. We report here 
the results for the continuous data model with n = 300 training sample, and where 
another 50 randomly selected observations were set aside for validation. We again 
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Selected Predictors, y , based on EFDR * 0 
+ • • • • * • • * • . • • • • 
Posterior Samples of p. 
2 4 6 *i*t*t*t*t*t*t VariaWe Selection Parameters:? .,, y 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Predictor 
Figure 3.3 : Count Data Model Variable Selection: Simulated data (n = 100, p = 
1000). Posterior distributions for 7* = 1 and box plots of posterior samples for /?*.. 
First six covariates should be selected. 
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Variable Selection Parameters:y.... y 
16 18 20 
-2 0 2 
log Survival Time 
Figure 3.4 : Cox Model Variable Selection: Simulated data (n — 100,p = 1000). 
Posterior distributions for j k = 1, box plots of posterior samples for pk and average 
survivor function curve for validation set (the dashed line) compared to Kaplan-Meier 
empirical estimate (the solid line). First six covariates should be selected. 
employed the projection method enumerated in Section 3.6.2 using ratio m/n = 0.35. 
Figure 3.5 demonstrates we readily select the correct covariates with no false positives. 
All simulations above show again how the parsimonious use of a single (exponen-
tial) term covariance function is able to capture both linear and non-linear associa-
tions. The exponential covariance function readily adapts to the linear response as 
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Selected Predictors, y , based on EFDR * 0 
* * * * * * . • • • • r -
Posterior Samples of p 
0.7 
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Variable Selection Parameters:^... y 
3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Predictor 
Figure 3.5 : Large Sample size (n): Simulated data (n = 300,p = 1000). Continuous 
data simulation generated in same manner as Figure 3.2. Top left plot shows pos-
terior distributions for j k = 1 for variable selection parameters would select correct 
predictors. Box plot posterior samples indicate only the actual predictors demonstrate 
association to the response. 
a subset of the broader non-linear surfaces allowed by our construction. We observe 
that different surface fits are possible in each covariate dimension to produce a multi-
variate continuous fit across the full space of covariates. The box plots in the figures 
demonstrate this effect, since we see higher values for pk for the first four covariates, 
expressing a linear relationship to the response, and much lower pk values for the fifth 
and sixth covariates, both expressing non-linear relationships. 
3.7.4 Interaction Terms 
Given the ability for response surfaces generated from a GP to lie in the space of 
continuous functions, it is well to ask to if our GP construction models quadratic 
interaction terms. To assess this question, we devise a univariate regression simulation 
kernel that includes two interaction terms, 
y = X1 + X2 + sin (x3) sin (x4) + sin (3x5) + sin (5xe) + x7x$ + e, 
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Posterior Samples of p. 
1 2 3 4 6 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Predictor 
Figure 3.6 : Inclusion of Interaction Terms: Simulated data (n = 120,p = 1000). 
Continuous data simulation generated in same manner as Figure 3.2. Box plots of 
posterior samples for pk demonstrate selection of the correct 8 covariates. 
with e ~ A/"(0, a2) and a = .05. We employ a training sample set of n = 120 and 
set side an additional 30 randomly chosen observations for test. Our covariate space 
is p = 1000 as used for other simulations. Figure 3.6 demonstrates the correct 8 
covariates (out of 1000 total) are readily selected with a robust normalized MSPE of 
0.009. The result is not surprising, given the flexibility for possible response surfaces 
that may be generated. We will, again, see the ability for our GGPM to model 
interactions in Section 3.8 that compares performance on an ambient ozone count 
dataset between a linear model including all quadratic terms composed from the 
available covariates, on the one hand, to the GGPM based on these covariates, on the 
other hand. 
3.7.5 Including Quadratic Covariance Term 
Next demonstrate the redundancy to include a separate quadratic term in the covari-
ance formulation of (3.6) to model linear associations. Employ a response kernel with 
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relatively weak signal strength in a univariate regression, 
y = 0.2xi + 0.2x2 + 0.2x3 + 0.2x4 + 0.5 sin (3x5) + 0.5 sin (5x6) + e, 
with e ~ J\f(0,a2) and a = .05. Figure 3.7 presents 3 plots; Plots (a), (6) show 
posterior samples for Vk,Pk, respectively, under (3.6) employing both quadratic and 
exponential terms. Only the first 20 covariates are shown for readability, though 
our covariate space of dimension, p = 1000. While the correct covariates are readily 
selected under employment of the added quadratic term, one sees the duplication in 
modeling linear associations on the first four covariates between the quadratic (em-
ploying parameters, u) and exponential (employing parameters, p) terms, where the 
latter expresses posterior samples close to 1 on these covariates for modeling linear 
associations. Plot (c) shows marginal posterior samples for pk under the employment 
of a single exponential covariance with no quadratic term where the first four covari-
ates demonstrate values close to 1, as would be expected for linear associations under 
(3.5). The added complexity of the probability model induced with the addition of 
quadratic term parameters, u, achieves normalized MSPE of 0.02 as compared to 
0.008 when excluding the quadratic term, degrading the prediction accuracy of the 
resulting model. We conclude that the exponential covariance term parsimoniously 
captures both linear and non-linear associations. 
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(a) Posterior Samples of v (b) Posterior Samples of p (c) Posterior Samples of p 
Predictor Predictor Predictor 
Figure 3.7 : Covariance with Linear Term for Weak Signal: Simulated data (n = 
100,p = 1000). Plots (a), (6), (c) display box plots of posterior samples for Vk, Pk for 
covariance formulations including ((a), (6)) and excluding ((c)) the quadratic covari-
ance term. First six covariates should be selected. 
3.8 Benchmark Da ta Applications 
We now explore performances of some of our generalized GP models on benchmark 
data. 
3.8.1 Ozone data 
We start by re-visiting the ozone data first analyzed for variable selection by Breiman 
& Friedman (1985) and more recently by Liang et al. (2008). This data set supplies 
integer counts for the maximum number of ozone particles per one million particles 
of air near Los Angeles for n = 330 days and includes an associated set of 8 meteo-
rological predictors. Table 3.2 provides a description of all variables. We held out a 
randomly chosen set of 165 observations for validation. 
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Dzone concentration (max one hour avg, ppm) at Upland, C 
Vandenburg 500 millibar pressure height (m) 
Wind speed (mph) at LAX 
Humidity (%) at LAX 
Sandburg Air Force Base Temperature (F°) 
Inversion base height at LAX 
Inversion base temperature at LAX 
gett Pressure gradient (mm Hg) from LAX to Daggett, CA 
Visibility(miles) at LAX 
Table 3.2 : Ozone Data: Variables Description 
Liang et al. (2008) use a linear regression model including all linear and quadratic 
terms for a total of p = 44 covariates. They achieve variable selection by imposing a 
mixture prior on the vector (3 of regression coefficients and specifying a g-prior of the 
type /37 |0 ~ JV(0, a ( X ^ X T ) " ). Their results are reported in Table 3.3 with various 
formulations for g. In particular, the local empirical Bayes method offers a model-
dependent maximizer of the marginal likelihood on g, while the hyper-p formulation 
with a = 4 is one member of a continuous set of prior distributions that provides an 
a priori uniformly distributed shrinkage factor, g/(l + g). Since the design matrix 
expresses a high condition number (O(103)), a situation that can at times induce poor 
results with g-priors, we additionally applied the method of Brown et al. (2002) who 
used a mixture prior of the type /3 7 ~ jV(0, cl). Results shown in Table 3.3 were 
obtained from the Matlab code made available by the authors. 
Though previous variable selection work on the ozone data all choose a Gaussian 
likelihood, a more precise approach employs a discrete Poisson or negative binomial 
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formulation on data with low count values, or a log-normal approximation where 
counts are high. With a maximum value of 38 and a mean of 11 we chose to model 
the data with our negative-binomial count data framework of Section 3.2.2. We used 
the same hyperparameter settings as in our simulation study, except that we lowered 
the projection ratio to rain = 0.25 to enhance computation stability in the presence 
of the high condition number for the design matrix. We ran the MCMC with 800,000 
iterations, with half discarded as burn-in. Results are shown if Figure 3.8. The 
selected model achieves a notable decrease in the root-MSPE as compared to the 
linear models. Also, by allowing an a priori unspecified functional form for how 
covariates relate to the response, we end up selecting a more parsimonious model 
compared to traditional linear models and interpret the functional form for each 
selected predictor based on the posterior samples for p 7 . 
Prior on g M-, p 7 RMSE(M7) 
Local Empirical Bayes X5,XQ,X7,XQ,X7,X3X5 6 4.5 
Hyper-g(a=4) X5, X6,X7,Xi,XlX3X5 6 4.5 
Fixed (BIC) X5,X6,X7,Xl,XlX3X5 6 4.5 
Brown et al. (2002) XiX6,XiX7,X6X7,Xf,X^X^ 6 4.5 
GP model X3,X6,X7 3 3.7 
Table 3.3 : Ozone Data: Results 
f 
3.8.2 Bos ton Housing data | 
Next we utilize the Boston Housing dataset, also analyzed by Breiman & Friedman 
(1985). This dataset relates p = 13 predictors to the median value of owner-occupied 
homes in each of n = 506 census tracts in the Boston metropolitan area. As with the 
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Selected Predictors, -^, based on EFDR = 0.09 Posterior Samples of p 
TTT 
1 2 3 4 5 6 7 8 
Predictor 
Figure 3.8 : Count Data Model Variable Selection: Ozone Benchmark data. Posterior 
distributions for 7^ = 1 and box plots of posterior samples for pk. Projection method 
used with m/n = 0.25. 
previous dataset we held out a random set of 250 observations to assess prediction. 
Table 3.4 provides a description of the variables. 
We used the continuous data model (3.7) with the same hyperparameter settings as 
used in simulation, except that we again lowered the projection ratio to m/n = 0.25, 
also due to a high condition number for the design matrix. We used again 800,000 it-
erations with half discarded as burn-in. Seven predictors, (x5,x6, xg, x9, xw, xn, xu), 
are selected, fully containing the subset of four, (x6, xw, Xu, a:13), chosen by Breiman 
& Friedman (1985) who used an additive model and employed an algorithm to em-
pirically determine the functional relationship for each predictor. The adaptability of 
the GP response surface is illustrated with closer examination of covariate x5 which 
measures the level of nitrogen oxide (NOX), a pollutant emitted by cars and facto-
ries. At low levels, indicating proximity to jobs, x§ presents a positive association 
to the response, and at high levels, indicating overly industrialized areas, a negative 
association. This inverted parabolic association over the covariate range probably 
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Variable Label Description 
Median value of owner occupied home (in $000) 
Per capita crime rate by town 
Proportion of residential land zoned for lots > 25, OOOf2 
Proportion of non-retail business acres per town 
Charles River dummy variables (= 1 if tract bounds river; 0 otherwise) 
Nitrogen oxide concentration in parts per 10 million 
Average number of rooms per home 
Proportion of homes built prior to 1940 
Weighted distance to fixed employment centers in Boston region 
Index of accessibility to radial highways 
Full property tax rate ($/$000) 
Pupil-teacher ratio by town school district 
African-American proportion of total population 
Percentage of population of lower status 





























drove its exclusion in the model of Breiman h Friedman (1985). The GP formulation 
is, however, able to capture this strong non-linear relationship as is noted in Figure 
4.10. The subset selected by the GP model achieves a normalized MSE of 0.1 or a 
prediction R2 of 0.9, very close to the value of 0.89 reported by Breiman & Friedman 
(1985) on the training data. 
Lastly, we also modeled the Boston Housing data with the Matern covariance 
construction of Chapter 2.4 which we recall employs an explicit smoothing parameter, 
v € [0, oo). We recover our exponential construction from the Matern for values of v 
larger than approximately 3.5. Our model utilizing the Matern covariance formulation 
excludes a separate error term as we have used with the regression model including 
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Figure 3.9 : Continuous Data Model Variable Selection: Boston Housing Benchmark 
data. Posterior distributions for j k = 1 and box plots of posterior samples for pk-
Projection method used with m/n = 0.25. 
the exponential covariance as the Matern is capable to model fractal surfaces. In this 
way, me assume our data don't derive from separate independent mean and error 
processes. While selection results are roughly similar, the prediction results for the 
Matern model are significantly worse than the exponential model, with a normalized 
MSPE of 0.16, possibly because the data choose a value for v well-above 4, indicating 
the more parsimonious exponential construction may be better suited to these data. 
Is is well to note that the more complex form for the bessel function increases the 
CPU computation time by a factor of 5 —10 under the Matern covariance as compared 
to the exponential construction. 
3.8.3 DLBCL Failure Time Data 
Rosenwald et al. (2002) studied 240 patients with diffuse large-B-cell lymphoma (DL-
BCL) from time of chemotherapy, recording 138 patient deaths with median death 
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Table 3.5 : DLBCL Failure Time Data: Top 10 Genes Associated to Survival Time 
BCL, an aggressive malignancy of mature B lymphocytes, is the most common type 
of lymphoma among adults in the United States. Rosenwald et al. (2002) utilize the 
Lymphochip cDNA microarray, which includes 7399 clones representing 4128 genes. 
Of the 240 patients, 160 are used to train the predictor (of which 45% are censored) 
and another 80 cases (of which 30% are censored) are set aside for validation. Table 
3.5 presents the top genes selected by our GP survival model with partial likelihood 
(3.22), along with the associated marginal posteriors. Other studies selecting the 
same genes are also indicated. We employed the same hyperparameter settings as 
in the simulations and utilized a projection ratio of m/n = 0.25. With a much 
larger number of variables, with respect to the previous two benchmark datasets, we 
increased the number of iterations to 1,400,000, discarding half of them for burn-in. 
The right-most field of Table includes the following studies: (a) Gui & Li (2004), 
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Figure 3.10 : Cox Model Variable Selection: Rosenwald et al. (2002) DLBCL data. 
Average survivor function curve for validation set (the dashed line) compared to 
Kaplan-Meier empirical estimate (the solid line) 
selection results from other studies. In particular, we select 3 of 4 genes from the MHC 
class II signature chosen by Rosenwald et al. (2002). This signature is associated with 
favorable survival outcomes. Figure 3.10 displays the associated predicted survivor 
curve using (3.38) with the top 13 selected features for the 50 (of 80 total) non-
censored test cases. One notes that our model over-predicts survival, possibly due to 
a concentration of genes from the MHC class II signature in our selection set, or from 
the non-random assignment of patients to the test set. Our survivor curve, however, 
demonstrates a similar slope to those shown in Gui & Li (2004). 
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3.9 Discussion 
In this chapter we have proposed a unified Gaussian process modeling approach that 
extends to data from the exponential dispersion family and to survival data. Such 
model formulation allows for non-linear associations of the predictors to the response. 
We have considered in particular continuous, categorical and count responses and 
survival data. We have termed these novel classes of models GGPM, "generalized 
Gaussian process models". Next we have addressed the important problem of se-
lecting variables from a set of possible predictors and have put forward a general 
framework that employs Bayesian variable selection methods and mixture priors for 
the selection of the predictors. We have developed strategies for posterior inference 
and demonstrate performances on simulated and benchmark data. 
Results demonstrate that we are able to improve prediction and interpretation 
without the requirement of pre-specifying higher order and non-linear additive func-
tions of the predictors. This provides a parsimonious approach to model formulation 
with a great degree of freedom for the data to define the fit. The benchmark data 
applications show that our GP formulation may be appropriate in cases of hetero-
geneous covariates, where the inability to employ an obvious transformation would 
require higher order polynomial terms in an additive linear fashion, or even in the case 
of a homogeneous covariate space where the transformation overly reduces structure 
in the data. Our simulation results further highlight the ability of the GP formulation 
to manage datasets with p > n. 
A challenge in the use of variable selection methods in the GGPM framework is 
to manage the numerical instability in the construction of the GP covariance matrix 
(3.5). For this we have adapted a projection method to reduce the effective dimension 
of this matrix. We have also employed the Cholesky decomposition in lieu of directly 
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computing the resulting mxm (where m < n) inverse. Additionally, we have designed 
a Metropolis-Hastings within Gibbs scheme for variable selection that employs within-
models moves and multiple re-samplings of the latent responses in a joint sampling 
scheme, to speed up convergence. Our MCMC procedure has required an adaptation 
of the Metropolis schemes typically employed for variable selection in linear regression 
and probit settings, such as those used by Brown et al. (2002) and Sha et al. (2004), 
since, unlike in these settings, we cannot marginalize our model parameters. It is 
worth emphasizing that our general approach to the use of Gaussian processes and 
mixture priors for variable selection readily extends to many types of data, including 
count and survival data, without requiring the use of complicated reversible jump 
MCMC schemes. 
Some generalization of the proposed methods are possible. Our simulation study 
has demonstrated the ability of a GP covariance with single, exponential term to 
map a mixture of linear and non-linear associations with excellent prediction perfor-
mance. Additional terms can be added to (3.5), to capture a variety of association 
patterns. Additional selection parameters should then be considered and appropriate 
modifications of the MCMC sampling scheme will need to be investigated. Finally, as 
with GLM's, we may employ an additional set of variance inflation parameters in a 
similar construction to Neal (1999) and others to allow for heavier tailed distributions 
while maintaining the conjugate framework. Alternatively, we may utilize a Dirichlet 





The methods in this chapter improve and broaden the Bayesian variable selection 
(BVS) framework developed along with the generalized Gaussian Process model 
(GGPM) construction in Chapter 3. We begin by introducing a new MCMC formu-
lation that directly samples posterior mixture constructions for model and parameter 
spaces with one or more components that are absolutely continuous with respect to a 
Dirac measure. The new construction achieves a substantial improvement in compu-
tational efficiency while simultaneously reducing probability for false positives. We 
next leverage our more efficient MCMC algorithm to further generalize the complex-
ity of response surfaces that may be enabled using a GGPM framework with the 
addition of a second exponential covariance matrix term to the 1-term formulation. 
We devise and evaluate alternative variable selection prior formulations. 
The Gaussian process (GP) construction generalizes the relationship between a 
response variable (observed or latent) and a set of covariates to include regression 
functions that span the infinite dimensional space of continuous response surfaces. 
This formulation requires no a priori specification of a functional form, such as in the 
additive constructions of Breiman & Friedman (1985) and, more recently, the spline-
based additive formulation of Chibb & Greenberg (2009). This flexibility accounts 
for the common utilization of GP models in machine learning applications; see Ras-
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musen & Williams (2006) and Linkletter et al. (2006). In Savitsky et al. (2009a) we 
proposed a unified GP modeling approach for data from the exponential dispersion 
family and for survival data by introducing latent variables on which we imposed 
a Gaussian process prior. For inference, we substantially revised the model com-
parison (MC3) Metropolis-Hastings scheme of Madigan & York (1995) and Raftery 
et al. (1997), designed to accomplish BVS in linear models, to jointly sample the 
model and associated parameter spaces for the GGPM. Here we make a major im-
provement in computational efficiency by formulating a new Metropolis-within-Gibbs 
scheme. We employ and extend a result from Gottardo & Raftery (2008) to construct 
mixture proposals that directly sample the joint posterior for the model and param-
eter spaces with posterior formulations that are absolutely continuous with respect 
to some additive combination of Lebesgue and Dirac measures. This represents a 
computationally-efficient alternative to previous approaches for addressing dimension 
changes in model and parameter spaces, see Madigan & York (1995), Carlin & Chibb 
(1995), Green (1995) and Raftery et al. (1997), among others. In particular, our 
mixture proposals allow us to build a component-by-component sampling scheme for 
the model and parameter spaces, rather than randomizing moves as we do in the 
MC3 scheme. We achieve rapid model space convergence and reduce the rate of false 
positives. 
Next, we investigate the complexity of the regression function response surfaces 
that may be enabled by the GP formulation by including a second exponential co-
variance term to obtain what we call a 2-term formulation, a possibility suggested 
by Neal (1999), among others. Such formulation induces response surfaces that are 
mathematically rougher and highly non-linear across multiple covariate dimensions. 
We design alternative selection prior formulations that select covariates for each co-
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variance term as well as accomplishing selection at the covariate level. Both selection 
schemes are implemented with our more efficient Metropolis-within-Gibbs algorithm. 
We consider settings where functional associations may dramatically vary across co-
variates in a high-dimensional covariate space. Our simulation results show both 
improved detection and prediction for the 2-term formulation when applied to highly 
non-linear regression kernels. Our results further reveal a superior detection result 
for the variable selection construction that selects at the covariate level. 
The remainder of the chapter is organized as follows. We first introduce the 
2—term covariance construction in Section 4.2. In Section 4.3 we construct variable 
selection priors for the generalized Gaussian process models (GGPM) of Chapter 3 
that select at either the term or covariate levels. In Section 4.4 we recall our re-
vised MC3 scheme and then develop the new Metropolis-within-Gibbs algorithm. We 
compare the two MCMC schemes using simulated data in Section 4.6 and also con-
trast the 1-term and 2-term covariance formulations and the two selection methods. 
We illustrate the 2-term covariance construction using the new MCMC scheme on 
benchmark data in Section 4.7. Section 4.8 concludes the chapter. 
4.2 1-term vs. 2-term Covariance 
Savitsky et al. (2009 a) considered a covariance function that includes a constant term 
and an exponential term, that is, 
C = Cov(z(X)) = ~Jn + 1 exp ( - G ) , (4.1) 
with J n an n x n matrix of l's and G a matrix with elements g^ = (x, — XJ ) 'P (XJ — Xj) 
and P = diag(—log(pi, . . . ,pp)), with pk € [0,1] associated to Xk, k = l,...,p. 
This single-term exponential covariance provides a parsimonious representation that 
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enables a broad class of linear and non-linear response surfaces. In this chapter we 
also consider a two-term covariance obtained by adding a second exponential term to 
(4-1), 
C = Cov(z(X)) = ~ J „ + - L e x p ( _ G : ) + - U x p ( - G 2 ) , (4.2) 
where Gi and G2 are parameterized by P i = diag (— \og(piti,..., pitP)) and 
P2 = diag(—log(/o2,i, • • • >P2,p)), respectively. As noted in Neal (2000), adding mul-
tiple terms results in more complex covariance structures. For example, plot (d) of 
Figure 2.2 shows examples of random surfaces that can be generated by employing 
the 2-term covariance formulation with (pi,P2) = (0.5,0.05) and (AiiZ = 1, A2,z = 8). 
In particular, this compound curve motivates employment of a second exponential 
covariance term by noting that we may construct a relatively (mathematically) rough 
response surface from an overlay of smoother surfaces provided from each exponen-
tial term. Of course, we may continue this process to map surfaces of ever greater 
roughness by adding any number of exponential terms (since their term-by-term sum 
will also be positive semi-definite), as noted by Neal (2000). The construction for our 
selection prior formulations and associated MCMC algorithms are easily generalizable 
to a covariance with any number of exponential terms. We will see, however, that 
the introduction of additional sets of parameters for each exponential term increases 
computational intensity. So we are encouraged to choose the minimum number of ex-
ponential terms that will map response surfaces with a high degree of roughness. We 
start with employment of 2 exponential terms for our simulation work in the sequel. 
4.3 Pr ior Model for Bayesian Variable Selection 
Recall from Chapter 3 that variable selection can be achieved within the GGPM 
framework with covariance matrix of the type (4.1) by imposing "spike-and-slab" 
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mixture priors on the covariance parameters, that is, 7r(pfc|7fc) = 7fcl[0 < Pk < 1] + 
(1 — 7fc)^i(pk), for yOfc, A; = 1 , . . . , p, where we employ a U(0,1) prior for p*;|7fc = 1 and 
Si(-), a point mass distribution at one, where jk = 0. This formulation is similar in 
spirit to the use of selection priors for linear regression models employed in George 
& McCulloch (1993, 1997) and generalized to multivariate responses by Brown et al. 
(1998) and to probit models by Sha et al. (2004), among others. 
Variable selection with a covariance matrix that employs two exponential terms 
as in (4.2) is more complex. In particular, one can select covariates separately for 
each exponential term by assigning a specific set of variable selection parameters to 
each term, i.e., (71,72) associated to (pi,P2), and simply extending the single term 
formulation via independent spike-and-slab priors of the form 
*Wl7i , fc) = 7 i , f c l [0<a fc< 1 ] + (l-7i,fc)<5i(pi;fc) (4-3) 
7r(/02,fc|72,fc) = 72,fcl[0 < p2,k < 1] + (1 - 72,fc)<*l(P2,k), ( 4 ' 4 ) 
with k = 1 , . . . , p. We can assume a priori independence of the two model spaces and 
impose Bernoulli priors on the selection parameters, i.e., 7 ^ ~ Bernoulli(ajifc),z = 
1,2. This variable selection framework identifies the association of each covariate, 
Xk, to one or both terms. Final selection can then be accomplished by choosing the 
covariates in the union of those selected by either of the two terms. An alternative 
strategy for variable selection may employ a common set of variable selection param-
eters, 7 = ( 7 1 , . . . ,7p) for both p\ and P2, in a joint spike-and-slab (product) prior 
formulation, 
Tr(pi,k, P2,khk) = 7*I[0 < Pi,k < 1]I[0 < P2,fc < 1] + (1 - jk)Si(pi,k)Si(p2,k), (4.5) 
where we assume a priori independence of the parameter spaces, p\ and p2- This 
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prior choice focuses more on overall covariate selection, rather than simultaneous se-
lection and assignment to each term in (4.2). While we lose the ability to align the 
Pitk to each covariance function term, we expect to improve computational efficiency 
by jointly sampling (7, pi, P2) in each iteration of our MCMC scheme as compared 
to a separate joint sampling on (71, pi) and (72,02)- We investigate selection per-
formances and computational efficiency in Section 4.6.4. For all selection choices the 
prior specification on the parameters of the GP covariance matrix is completed by 
placing individual gamma priors on the precision terms, (Aa, Ai_2, A2iZ), representing 
the variance of the constant term and the weight on each of the two exponential terms 
in (4.2), respectively. 
The induced prior constructions for the nxn matrices Gi and G2 in (4.2) appear to 
present an identifiability issue for posterior inference since the two exponential terms 
are interchangeable. We don't require identifiability of the Pi G Gi and p 2 € G2 
under the variable selection prior construction of () because we conduct inference at 
the higher covariate level where covariate selection is accomplished based on the signal 
present in both terms. This is a feature of this prior construction. We demonstrate 
in Section 4.6 that the correct covariates are selected, even under the case where 
all covariates express identical associations the the response and further, that such 
selection produces non-trivial values in both p\ and p 2 for selected covariates with 
excellent prediction results. 
In the case of the variable selection prior construction of (4.3) and (4.4), identi-
fiability for (p i ,p 2 ) is required because we perform selection at the lower term level. 
So a lack of identifiability would be expected to induce label switching that would 
compromise selection and response surface estimation. We achieve identifiability un-
der this construction for (pi,P2) where the associations between each covariate and 
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response are unique. In particular, covariate Xk may vary in choice Gi or G2 for 
the associated covariance parameters on the first posterior sampling iterations. Once 
chosen, however, the two matrices are no longer equal and a unique relationship for 
assignment of covariance parameters is established. We demonstrate correct selec-
tion and excellent prediction results in Section 4.6. Also elucidated in this section, 
however, is that we lose identinability and induce label switching in the singular case 
where all of the covariates share identical associations to the response. We correct 
this problem by imposing an order restriction, A2ii > AZj2, to uniquely identify the 
covariance terms. 
4.4 Markov Chain Monte Carlo Methods 
The methods developed in this chapter apply to all GGPMs, even though we focus 
our simulation work on the continuous and count data models. For this reason, we 
express the posterior formulation employing a generalized notation to apply for all 
GGPMs. First, we collect all parameters of the GP covariance matrix in 0 and 
write C = C ( 0 ) . For example, for covariance matrix of type (4.1) we have 0 = 
(p, Aa, Az). Next, we extend our notation to include the selection parameter 7 by 
using 0 7 = (p 7 , Aa, Az) to indicate that pk = 1 when jk — 0, for k = 1 , . . . ,p. For 
covariance of type (4.2) we write 0 7 = { 0 7 l , 0 7 2 , Aa}, where 7 = (71,72) and 0 7 i = 
(Pi7i,Aj,z), i E {1,2} for prior of type (4.3)-(4.4) and 0 7 = (p i 7 , p 2 7 , AOI Ai,z, A2,2) 
for prior of type (4.3). Next, we define Di £ {j/j, {SJ, z(x,)}} and D := {D\,..., Dn} 
to capture the observed data augmented by the unobserved GP variate, z(X), for 
the count data model (and all latent response GGPMs). Finally, we set h := {r,r} 
to group unique parameters ^ 0 7 and we collect hyperparameters in m := {a, b} , 
with a = {a\a , d\z , (Xr, CLT } and similarly for b , where a and b include the shape and 
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rate hyperparameters of the Gamma priors on the associated parameters. With this 
notation we can finally outline a generalized expression for the full conditional of 
(7, p 7 ) as 
7 r ( 7 , / 9 T | 0 T \ p 7 , D , h , m ) oc La (7, p 7 | e 7 \ p 7 , D , h , m ) ^(7) , (4.6) 
with La the augmented likelihood. Notice that the term 7r(p7|7) does not appear in 
(4.6) since n(pk\jk) = 1, for k = 1 , . . . ,p. 
4.4.1 Metropolis Hastings 
We begin the comparison of MCMC schemes by outlining the Metropolis-Hastings 
algorithm used in Savitsky et al. (2009a) that is, in turn, an adaptation of the (MC3) 
algorithm of Madigan & York (1995). The adaptation allows for joint sampling of 
models and associated parameter values, (7, p 7 ) through random selection of move 
types as we now briefly summarize. A generic iteration of our MCMC procedure 
comprises the following steps: 
(1) U p d a t e (7, p 7 ) : Randomly choose among three between-models transition move 
types, (Add, Delete, Swap) to propose new (7 , p ,) that differ from the current (7, p 7 ) 
by one or two components, according to which move type has been selected. These 
moves are used to traverse the posterior model space. 
(i) Add: set 7*. = 1 and sample pk from a U(0,1) proposal. Position k is randomly 
chosen from the set of A;'s where 7*, = 0 at the previous iteration. 
(ii) Delete: set (7^ = 0,pk = 1). This results in covariate xk being excluded in the 
current iteration. Position k is randomly chosen from among those included in 
the model at the previous iteration. 
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(ii) Swap: perform both an Add and Delete move. This move type helps to more 
quickly traverse a large covariate space. 
The proposed value (7 , p ,) is accepted with probability, 
. J 7r(V» py |0y \py, D, h, m)g(7| 7 ) | 
n \ ' 7 r (7 ,p7 l®7\P7 ' D ' h > m )9 (7 ' l 7 ) / 
where the ratio of the proposals q(p1)/q{p ,) drops out of the computation since we 
employ a U(0,1) proposal. 
(2) Execute a Gibbs-type move, Keep, by re-sampling from a,U(0,l) all p^'s such that 
7fc = 1, as resulted from the between-models steps above. This allows to perform a 
refinement of the parameter space within the existing model for faster convergence. 
(3) U p d a t e {Aa, Xz}: These are updated using Metropolis-Hastings moves. Proposals 
are generated from the gamma distribution with mean equal to the previously sampled 
value. 
(4) U p d a t e h: the variance parameters r (in the univariate regression model) and r 
(in the count data model) are updated using Metropolis-Hastings moves. Proposals 
are generated from the gamma distribution with mean equal to the previously sampled 
value. 
(5) U p d a t e z: Jointly sample z for latent response GGPM using the approach 
enumerated in Neal (1999) to most effectively traverse the region of high posterior 
density. We construct the proposal, z' = (1 — e2)^2z + eLu, where u is a vector of iid 
standard Gaussian values and L is the Cholesky decomposition of the GP covariance 
matrix. To speed convergence of our MCMC, we re-sample z, R = 10 times at each 
iteration re-using previous posterior computations from each sub-iteration. 
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4.4.2 Metropolis within Gibbs 
We next enumerate a new Markov Chain Monte Carlo algorithm to directly sample 
(7, p 7 ) with a Gibbs scan that employs a Metropolis acceptance step. We formulate 
proposal distributions of a similar mixture form as the joint posterior by extending 
a result from Gottardo & Raftery (2008) to structure a joint proposal density to 
move (jk € {0,1}, Pk € [0,1]). Our resulting joint proposal produces a move to 
(7fc = 0,pk = 1), as well as to (7* = l,pk = [0,1)). 
Gottardo & Raftery (2008) show how the following form for a proposal density 
produces a stationary transition kernel. They construct a mixture prior for variable 
x with stationary (target posterior) distribution of the form TT = Siei^iT1"^ (I) a 
countable set) where 7Tj is dominated by Vi and the i/j's are mutually disjoint and are 
each absolutely continuous with respect to either the Dirac measure or the Lebesgue 
measure. Assuming x belongs to component i, they then compose a proposal kernel, 
Q, as 
Q(x, dxO = YtPaWQfa d x ' ) , (4-7) 
where Qj's are disjoint (within) proposal kernels, such that Qj(x, dx!) = <7j(x, x')z^(dx'), 
and Pij is the probability of proposing a (between) move to component j from com-
ponent i where J2jeiPij(x) — 1- The practical significance of this construction is that 
we may define a proposal kernel as an additive mixture of Dirac and Lebesgue mea-
sures for any state variable/parameter, x, with stationary target distribution also an 
additive mixture of the same form. First we use (4.7) to enumerate a move between 
models from j k to j k with 
?(7fc, 7*) = Qil'khk) = <y0(7*)(l - <*o(7fc)) + (1 ~ <*o(7fc)) <*o(7*), (4-8) 
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which is a mixture of Dirac measures at {0} and {1}. Similarly, we define the condi-
tional transitional probability for the parameter space given the model space proposal, 
q(Pk\Pk, Ik) = (1 - $o(lk)Mpk, Pk) + so{l'k)Si(p'k), (4.9) 
producing a mixture with one component a Lebesgue measure and the other, a Dirac 
measure. Finally we build our joint proposal from these two constructions, where two 
of the four terms from the product of (4.8) and (4.9) produce a nullspace intersection, 
leaving us with the result, 
hk, Pk] = <*o(7fc)(l - Sod'kMpk, Pk) + (1 - <*o(7*)) S0(nfk)S1{p'k).(4.10) Qi Wk>p'k] 
This between-models proposal has the property that from (jk,Pk), it proposes (jk = 
l,pk < 1) if (7fc = 0,pfe = 1) a n d vice versa. We also define a second, within model 
step from (jk — l,pk = c < 1) to (j'k = l,pk = c < 1), allowing refinement of 
the parameter space within the existing model space in a similar fashion as for the 
Metropolis-Hastings construction. By the same process as used to build the between-
models proposal, we achieve the following result for the within-model proposal density, 
92 [lip'k] b'k'Pk] = 5o{l'k)5o{lk)5Ap"k) + (! - 5o(l'k)) (1 - <*o(7fc)) Q(Pk,Pk), 
but since the within-model move focuses on 7^ = j ' k = 1, we may further simplify 
with, 
[jk,p'k] = (1 - 50(jk)) (1 - S0(7'k)) q(pk,P:). (4.11) 12 l[lk,Pk] 
A generic iteration of our MCMC procedure comprises the following steps: 
(1) For k = 1 , . . . ,p: Perform a joint update for (jk,Pk) with two moves, conducted 
in succession. These are used to traverse the joint posterior for model and parameter 
spaces. 
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(i) Between-models: We jointly propose a new model from (4.10), such that if 
7fc = 1, propose j ' k = 0 and set p'k = 1; otherwise, propose j k = 1 and draw 
pk ~ W(0,1). Accept the proposal for (jk,Pk) with probability, 
. f 7r(7;,/Jfc|7;fc),07 ' , D , h , m ) | 
a = mm ^ 1, —^ ^ r- \ , 
^ 7r(7fc,/>fc|7Jfc),8T/fc))D,h,mJj 
where now -y[k) := (7!, • • • >7fc-i>7*+i> • • • ,7P) a n d similarly for p'(fc) € 0 / 
(Ac) 
The joint proposal ratio for (jk,Pk), reduces to 1 since we employ a U(0,1) 
proposal for pk € [0,1] and a symmetric Dirac measure proposal for 7*,. 
fii) Within model: This move is performed only if we sample j k = 1 from the 
between-models move, in which case (4.11) is used to propose j k = 1 and, as 
before, draw p"k ~ U(0,1). This move serves to effectively re-sample p'k as a 
refinement of the parameter value associated to covariate k added to the model. 
Similar to the between-models move, accept the joint proposal for (jk, pk) with 
probability, 
f 7r(7fc.Pfcl7(ife),®~' , D , h , m ) l 
a = min < 1, — — 
{ 7T (7i, PfclTjfe), ©7 ' , D, h, m) j 
'CO 
which further reduces to just the ratio of posteriors since we propose a move 
within the current model and utilize a U(0,1) proposal for pk. Also consider 
an alternative proposal for pk to increase the proposal variance to reduce the 
autocorrelation of posterior samples for achievement of faster convergence. In 
particular, generate w candidate values from U(0,1) and randomly select 1 from 
among the w candidates with equal weights. Of course, such a construction pro-
duces U(0,1) proposals, but for single draws this construction produces draws 
of higher variation. We explore autocorrelation properties of this alternative 
proposal in section 4.6.2. 
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(2) Sample the parameters, {Aa, Xz, h} as outlined in the Metropolis-Hastings scheme. 
(3) Sample z, jointly, in the same manner as the Metropolis-Hastings scheme, but 
increase the re-sampling for z to R = 100 times at each iteration. We choose a 
relatively high value for R since a single iteration of the Metropolis-within-Gibbs 
traverses the entire model and parameter spaces, so that the total number of iterations 
tend to be lower than for the Metropolis-Hastings construction. 
We are permitted to marginalize over 7*. in the conditional mixture prior for 
Pk\lk °f (3.25) for 7^ ~ Bern(afc) and we achieve a similar mixture marginal mixture 
construction for pk] of course, we may choose to place a further beta prior on ak, 
the prior probability for conclusion of Xk- We chose, however, to retain the 7^ for 
posterior sampling, in part because this construction allows us to generate the non-
informative between-models proposal construction of (4.10). Were we to marginalize 
over the 7*., however, our posterior for pk would still be of a mixture form but we are 
unable to achieve a closed-form expression for the posterior mix. We would then be 
required to employ the data (in an augmentation formulation) to estimate the mix 
in a proposal construction for a Metropolis-Hastings move. We label such a proposal 
construction as "informative". 
Our parameterization retaining the 7^ is sufficiently flexible to allow us to con-
struct an informative proposal formulation of a similar form as if we marginalized over 
the 7^ because in both cases we employ data augmentation to estimate the posterior 
mix for inclusion of covariate Xk (and jk acts in the likelihood only through pk). The 
informative between-models proposal replaces the non-informative proposal proposal 
for (jkiPk) from (4.10). Motivate this formulation by first constructing a bernoulli 
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conditional posterior for jk\Pk, 
( | ^
 0 X 7T(7fc)^(7fc,Pfc|P,Q-YW) 
7T (7A: Pfci-U, fc)-y,, J = 7 ; c ; : H ^ ; r , 
V
 ' 7Wy akL(lk = i:Pk\B,G^k)) + (l-ak)L(lk = 0,pk = l\D,&y(k))' 
where n(pk\jk) drops out the posterior computation since it is either a Dirac measure 
at 1 or a 1/(0,1) density. The denominator marginalizes over the binary random 
variable, j k e {0,1}. We define L (jk,Pk, D, ®7(fc)) := £ (7fc,Pfc|7(fc)> ®7 ( f c) 'D>h>m) 
and similarly for ir (^k\pk, D, ©7(fc)) to provide notational convenience. Of course, we 
are not able to compute this posterior to perform a Gibbs sampling for ^yk because 
the value for pk is unknown in the computation for the likelihood associated to j k = 
1. Instead, construct a between-models proposal by approximating this likelihood 
computation with setting p*k = pk when j k = 1 in the previous MCMC iteration or 
by drawing a pi ~ U(0,1) (if j k = 0 on the previous iteration). We compose the 
proposal, qin/'kllk, Pi) = Bern(o£) where, 
al = T (7fc = l|/>fci,,„ D, 07(fc)) 
_ Qfc^ (7fc = 1. Pk = Pfc,*|D, ®7(t)) 
akL{^k = l,pk = /ofc)»|D,07(fc)) + (1 -a f c )L(7 f c = 0,pfc = l|D,®7(fc)) 
Draw 7fc|pjt from the bernoulli proposal in the between-models step of this alternative 
Metropolis-within-Gibbs formulation. Sample p'k ~ U(0,1) if the draw produces 
7fc = 1; otherwise propose (jk = 0,p'k = 1). Accept the joint proposal for (j'k,pk) 
with a Metropolis-Hastings acceptance probability, where our proposal form allows 
for the reverse move, producing an irreducible chain. We expect faster convergence in 
the model space using this proposal in lieu of (4.10) as it is informative. We require 
multiple likelihood computations to achieve the informativeness as compared to a 
single computation using (4.10), so that this faster convergence may be more than 
offset by an additional computation requirement. 
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4.4.3 Adaptive Metropolis within Gibbs 
A newer class of Metropolis and Metropolis-Hastings posterior sampling algorithms 
employ proposals with tuning parameters that adapt based on "learning" the data. In 
our case, we construct a bernoulli proposal, jk ~ bern(afc), where a^ is updated based 
on prior sampled values for 7*,. Such a construction may be expected to achieve more 
rapid convergence in the model space than under the non-adaptive construction. We 
also don't require additional likelihood computations as with the informative proposal 
to update a^. 
We will shortly note conditions under which we achieve a law of large numbers 
result, despite employing previously sampled values. Begin from the general construc-
tion of Ji & Schmidler (2009) with target distribution 7r(7) and independent proposal 
q(j\a) where we wish to find the optimal a* to minimize the Kullback-Leibler (KL) 
divergence, V [7r(7)||g(7|a)], which is equivalent to maximizing the negative entropy, 
'H(Tr{j),q(j\oi)) = f 7r(j)logq(,y\a)d'y. The maximum is obtained at the root of the 
first derivative of the negative entropy (since the KL divergence is convex for proposal 
distributions from the exponential family). Compute h(a) = 0 = / (\a)^q(l\a) a s 
the first derivative in a of the negative entropy between the proposal and target dis-
tributions. When q(j\a) = a(7)exp (t(j)'a — C(a)) is in the exponential dispersion 
family, setting h(a) = 0 reduces to / ft(j)t(j) = ^ C ( a ) , meaning that we should 
match the sufficient statistics under target distribution, IT to the moments of q. We 
then estimate E,n (£(7)) from the sample history. 
In particular, we employ the recursive update kernel of Haario et al. (2001) for 
our bernoulli proposal for j\a to successively update the mean parameter, a*,, k = 





 + rl+1H{al+\7l+1), (4.12) 
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where we suppress the k subscript for readability and 
tf(«,+\7,+1)=7EVm+1-"'. (4-13) 
1
 m = l 
includes the Monte Carlo average over 7 that provides a noisy approximation for 
a* such that successive updates for H (a1,7') employing the sequence {r/} of step-
sizes will converge to 0 under a set of mild conditions. More specifically, Roberts k. 
Rosenthal (2007) specify conditions under which such a scheme achieves convergence 
to a*, and therefore, the target posterior distribution for 7. Firstly, the step-sizes 
must satisfy the "diminishing adaptation" condition. This condition defines {r{\ 
(for update number I) as a sequence of decreasing step-sizes with J^i fi = 00 and 
Z^rf < 00. Secondly, fixing a1, the proposal distribution, q(j\al), must converge 
to the stationary distribution for all at G A. Thirdly, A must be compact. We 
may achieve compactness by defining some 8 > 0 arbitrarily small, such that cx\ € 
[0 + 5,1 — 6]. Alternatively, Ji & Schmidler (2009) use a result from Haario et al. 
(2001) that replaces compactness with the addition of a mixture component with 
heavy tails. Employ the following for our bernoulli proposal, 
q (~f\al) = A bern ( 7 | a = 0.5) + (1 - A) bern ( 7 | a ' ) . (4.14) 
A generic iteration of our MCMC procedure replaces step (1) of the non-adaptive 
construction in Section 4.4.2 with: 
(1) For k = l,...,p: Perform the between-models update (jk,Pk) employing a 
bernoulli proposal for j k using (4.14) with mean a[ adapted with (4.12) and (4.13), 
employing step-size {n = .3//} where / is the update number. Each update is con-
ducted and the noisy approximation in (4.13) is computed after every 20 iterations 
of the posterior sampling algorithm. In the case we draw ryk = 1 on a given iteration, 
sample pk ~ U{Q, 1). Accept the proposal for (7^, p'k) in a Metropolis probability of 
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move. 
The Metropolis-Hastings and Metropolis-within-Gibbs sampling schemes we enu-
merated above may be easily modified when employing the 2-term covariance for-
mulation (4.2). In particular, we propose both pik and p2,k on each between-models 
update for 7 and subsequent refinement of the parameter spaces under use of the com-
mon set of variable selection parameters. We conduct multiple (< 10) re-samplings for 
(pi,k, P2,k) to improve proposals acceptance for the expanded parameter space. Alter-
natively, we simply apply the between-models and within-model moves in succession 
under the specific set of selection parameters. 
With both MCMC schemes, we achieve inference on covariate selection by com-
putation of the marginal posterior probabilities of inclusion for single covariates. 
Marginal posterior probabilities are directly computed from posterior samples by 
counting, for variable Xk, the number of times that the corresponding indicator, 7^ 
when using a common set of selection parameters or 7 ^ when employing a specific 
set for each exponential covariance term, is set to 1. A cutoff value for these marginal 
probabilities is derived by fixing an expected False Discovery Rate (EFDR) as enu-
merated in Newton et al. (2004) and applied to GGPMs in Savitsky et al. (2009a). 
4.5 Computational Aspects 
We will observe a boost in computational efficiency associated to our Metropolis-
within-Gibbs posterior sampling schemes in Section 5.5. These gains derive from the 
statistical construction for these sampling algorithms. Another important manner in 
which we achieve substantial computational efficiencies for conducting posterior sam-
pling results from deploying efficient numerical, rather than statistical, algorithms. In 
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particular, we focus on optimizing the construction for the GP covariance matrix em-
ployed on every posterior computation. Let us begin with the quadratic expression, 
G = {gij}, inside the exponential of (3.6). We re-write g^j = (XJ — Xj)2 [— log (p)] = 
Aij [— log (p)] for p of dimension p x l , which we may do as P is diagonal. The expo-
nent on the 1 x p differenced expression in A,j is taken term-by-term. As a first step, 
may then directly compute G = A [— log (p)], where A i s n x n x p . We are, however, 
able to reduce the more complex structure of A to a two dimensional matrix form 
by simply stacking each {i, j] row of dimension 1 x p under each other such that our 
revised structure, A*, is of dimension n2xp and the computation, G = A* [— log (p)], 
reduces to a series of inner products. Next, we note that log (pk) = 0 for pk = 1, 
which will be the case when we propose that covariate xk be removed from the model. 
So we may reduce the dimension for each of the n2 inner products by reducing the di-
mension of p to the Pf <p non-trivial covariates. We may further improve efficiency 
by recognizing that since our resultant covariance matrix, C, is symmetric positive 
definite, we need only compute the inner products for a reduced set of unique terms 
(by removing redundant rows from A*) and then "re-inflate" the result to a vector 
of the correct length. Finally, we exponentiate this vector, multiply the non-linear 
weight (1/A2), add the affine intercept term, (1/Aa), and then re-shape this vector 
into the resulting n x n matrix, C. The resulting improvement in computational 
efficiency at n — 100 from the naive approach that employs double loops of inner 
products over the sample space is on the order of 500 times. 
Our Metropolis-within-Gibbs sampling schemes propose a change to pk G p, one-
at-a-time, conditionally on p_fc and the other sampled parameters. Changing a single 
Pk requires updating only one column of the inner product computation of A* and 
[—log(p)]. Rather than conducting an entire re-computation for C, we multiply 
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the k — th column of A* (with number of rows reduced to only unique terms in C) 
by i0g />fc,proP\ where "prop" means the proposed value for pk. This result is next 
\ Pk,old / 
exponentiated (to a covariance kernel), re-inflated and shaped into a n n x n matrix, 
A. We then take the current value less the affine term, Cold — y-J n , and multiply by 
A, term-by-term, and add back the affine term to achieve the new covariance matrix 
associated to the proposed value for pk. At p = 1000 with 6 non-trivial covariates and 
n = 100, this algorithm further reduces the computation time over re-computing the 
full covariance by a factor of 2. This efficiency grows non-linearly with the number 
of non-trivial covariates. 
Lastly, it may be noted that such improvements in computational performance 
are algorithm-based and are, therefore, not specific to any computing or scripting 
language. Our reported efficiency improvements, however, are reported using Matlab 
2008a. 
4.6 Simulation Study 
We first compare performances of the Metropolis-within-Gibbs construction with the 
Metropolis-Hastings scheme. Next we investigate variable selection under the deploy-
ment of a 2-term covariance matrix. We utilize univariate continuous data, where the 
response is observed, and latent response count data models. 
4.6.1 Hyperparameter Settings 
In the simulation studies reported below and in the application of Section 4.7 we 
follow the guidelines for hyperparameter settings given in Savitsky et al. (2009a). In 
particular, we impose slightly informative Q(l, 1) priors on Aa, Xi<z 6 @7, to provide a 
flexible formulation in the presence of data. In addition, we center and normalize the 
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response and transform the design matrix to lie in [0, l ] p to produce a small intercept 
term, which in turn supplies a better conditioned GP covariance matrix. The prior 
expectation of covariate inclusion is set at otk = 0.02 for all runs, though we conduct 
additional sensitivity, as discussed below. In the univariate regression model (3.7), 
the parameters of the prior on the precision error term, r ~ Q(ar, br), should be set 
to estimate the a priori expected residual variance. We chose (ar, br) = (2,0.1) for all 
simulations of this chapter. For count data models, we set Q(l, 1) as a slightly informa-
tive prior on the variance inflation parameter r of the negative binomial model (3.19). 
Following again Savitsky et al. (2009a), we employ a projection method, as adapted 
from Banerjee et al. (2008), to stabilize computation for the inverse of the (n x n) GP 
covariance matrix. This scheme chooses a random subset of m < n points (knots), z*, 
from the latent GP variates and projects z onto the lower dimensional space formed 
by z* via the conditional expectation zm_».n = E(z|z*) = C',z. z )Czi Z.\Z*, allowing the 
computation of the inverse for the GP covariance matrix in terms of the lower dimen-
sion (m x m) C(z»z*). We utilize m/n = 0.35 for all simulations and m/n = 0.25 the 
for benchmark data applications. While the projection method computes the inverse 
of the GP covariance matrix through a lower-dimensional approximation of z, in prac-
tice the result is more accurate than the full-dimensional equivalent for n > 40 — 50 
as the method overcomes numerical instability. We adjust m/n higher for low sample 
sizes to deliver the result with best accuracy. 
4.6.2 Performance Comparison of M C M C Schemes 
We compare the Metropolis-within-Gibbs and Metropolis-Hastings schemes using a 
GP prior with covariance (4.1) containing a single exponential term. Criteria outlined 
to assess each scheme include selection accuracy as measured by the number of true 
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variables selected using a marginal probability > .9. We also report false positives 
compiled at some pre-set cut-off values. Finally we compare computation time and 
assess prediction accuracy with the normalized MSPE from Savitsky et al. (2009a), 
defined as the MSPE divided by the variance of the test set to supply a percent of 
variance explained. CPU run times are based on utilization of Matlab with a 2.4GHz 
Quad Core (Q6600) PC with 4GB of RAM running 64-bit Windows XP. All simu-
lations were conducted with (n,p) = (100,1000) and an additional 20 observations 
set aside to assess prediction. In all simulations we discarded half of the MCMC 
iterations as a burn-in. For each simulated scenario we conducted 5 repeated runs 
and report here the averaged results. 
Table 4.1 shows results for the univariate continuous data regression model 
y = Q.2xx + 0.2x2 + 0.2x3 + 0.2x4 + 0.5 sin(3x5) + 0.5 sin(5x6) + e, (4.15) 
with e ~ A/"(0,cr2), a = .05 and with covariates simulated from a U(0,1). The em-
ployment of the sine functions in our regression kernel allows us to parsimoniously 
represent non-linear constructions with varied levels of polynomial-like order. Addi-
tional noisy variables were randomly generated, again from U(0,1). The Metropolis-
within-Gibbs sampler consistently delivers no false positives, even at very low numbers 
of iterations. This may be expected since an iteration of the Gibbs sampler cycles 
through each component of the model space, in succession. The Metropolis-Hastings 
method, on the other hand, shows some small number of false positives present even 
at relatively higher numbers of iterations, likely due to the random nature with which 
the model space is explored. We may additionally reduce the number of these pop-
ups in the Metropolis-Hastings scheme through use of more iterations, but at the 
expense of computation time. The computation time to achieve similar normalized 
MSPE results between the two MCMC methods clearly favors the Gibbs sampler-
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False positives for cut-off 0.6 









































Table 4.1 : Continuous data simulation from model (4.15). 
based method. Results were obtained by setting a^ = 0.02, where the true value by 
design is 0.006 (for 6 of a total p = 1000 covariates employed). We observed little sen-
sitivity in the results for small changes around this value, in the range of 0.01 — 0.05, 
though we would expect to see significant sensitivity for much higher values of a*. 
We next utilize the count data model with likelihood supplied in (3.19) to intro-
duce more variation between the observed count data and the pre-defined kernel 
y = 1.2x1 + 1.2x2 + 1.2x3 + 1.2x4 + sin(3x5) + sin(5x6) + e (4.16) 
with e ~ A/"(0, a2), a = .05 and response variable t ~ Vois (exp(y)). Table 4.2 displays 
similar comparative results as with the continuous data model. The Metropolis-
within-Gibbs sampler requires relatively few iterations to produce good selection and 
predictions. 
Figure 4.1 highlights the generally increased posterior jitter around non-selected 
covariates for the Metropolis-Hastings scheme, while the Gibbs sampler readily sets 
the marginal posterior, P(p/k — l |y) , equal to 0 for these covariates. Note that this 
and other figures show only the first 20 of p = 1000 covariates for readability, though 
the behavior of the remaining nuisance covariates is the same as those shown. 
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Table 4.2 : Count data simulation from model (4.16). 
Selected Predictors, yk, based on EFDR = 0 
* * * * * * • . . . r -
Posterior Samples of pk 
* x 
JfcL *•+ 
Variable Selection Parameters^ ...y 
Selected Predictors, y , based on EFDR • 0 Posterior Samples of p 
Variable Selection Parameters:? ...y 
Figure 4.1 : Count Data Variable Selection under MCMC schemes: Simulated data 
(n — 100, p = 1000). Posterior distributions for 7^ = 1, box plots of posterior samples 
for pk from Metropolis-Hastings algorithm (top) and Gibbs scheme (bottom). 
We also induce correlation into the covariate space of the simulated data by set-
ting a correlation of p = 0.5 among the first 6 covariates associated by design to the 
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Iterations 
Correctly Selected (out of 6) 
False Positives (P(jk = l|z)) 
False positives for cut-off 0.6 
False positives for cut-off 0.8 
CPU-time (sec) 
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Table 4.3 : Count data simulation from model (4.16) under correlated variables. 
response and another 10% of randomly selected nuisance covariates, which is ade-
quate under the expectation of model sparsity. The comparative result between the 
Metropolis-within-Gibbs and Metropolis-Hastings schemes, see Table 4.3, is consis-
tent with earlier comments, though we observe some deterioration in the selection 
accuracy of the Metropolis-Hastings algorithm when maintaining the same 600,000 
iterations as used in previous simulation scenarios. It bears noting that while the 
Metropolis-within-Gibbs scheme maintains rapid convergence in the model space, in-
creasing MCMC iterations to 5,000 is needed to gain convergence in the associated 
parameter space as is evidenced by a decrease in the normalized MSPE. We ran 
additional 10,000 iterations but observed no further improvement in MSPE. 
These simulations employ the non-informative between-models proposal and demon-
strate rapid convergence in the model space with relatively few iterations, but require 
further iterations to converge in the associated parameter space to achieve the mini-
mum MSPE. Then the ability for the informative between-models proposal to produce 
a more rapid convergence in the model space won't reduce required iterations since 
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posterior sampling of the parameter space is on the critical path for chain convergence; 
yet, we would incur additional computation time due to the generation of multiple 
likelihood values required to construct this proposal. 
We now further compare the non-adaptive Metropolis-within-Gibbs algorithm of 
Section 4.4.2 to the adaptive scheme enumerated in Section 4.4.3. In particular, 
we employ the univariate regression kernel from (4.15) with number of covariates, 
p = 1000, and training sample size of 100 and separately (randomly) generated test 
set of 50 observations. We run our chains for 5000 iterations each, discarding the 
first half as burn-in for both algorithms. The adaptive construction achieves a com-
putation performance of 1345 CPU-seconds as compared to 6575 CP-seconds for the 
non-adaptive Metropolis-within-Gibbs algorithm. The resulting normalized MSPE 
results are similar for each; both select the correct covariates with no false posi-
tives and the adaptive scheme achieves 0.0087 while the non-adaptive produces 0.007. 
The improvement in computation performance associated to the adaptive Metropolis-
within-Gibbs algorithm derives from model sparsity where alk quickly adapts to near 
0 for nuisance covariates so that the subsequent bernoulli draw samples 7^ = 0 on 
successive iterations. We then avoid a likelihood computation in the typical case 
where the current value and the proposal are the same for nuisance covariates. 
Lastly, Ji & Schmidler (2009) marginalize over the model space 7 and employ a 
mixture formulation similar to Gottardo & Raftery (2008) to sample the parameter 
space (x) in the construction q(x) = \q0(x\<j)) + (1 - A) [w05x + £m=i wmqm(x\(f>m)], 
where the {wm, cj)m} are updated on iteration / using a set of / previously sampled 
values from the chain, X}'1. They apply the adaptive MCMC in a kernel regression 
simulation with a Gaussian kernel and compare results with a Metropolis-Hastings 
algorithm of Liang et al. (2006) for the same construction. They achieve similar 
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computational and convergence efficiencies as does this work in comparison of the 
Metropolis-Hastings with the Metropolis-within-Gibbs algorithm for GGPM. Ji & 
Schmidler (2009) also demonstrate a substantial reduction in autocorrelation in com-
parison to Liang et al. (2006), likely achieved by using a mixture of measures for the 
Lebesgue measure component of the adaptive proposal. We may achieve a similar 
reduction in the autocorrelation under employment of both Metropolis-within-Gibbs 
schemes for GGPM with use of the proposal construction generating w = 20 can-
didate values from U(0,1), one of which is randomly chosen as the proposal for the 
within model that re-samples Pk\"Yk = 1 as noted in section 4.4.2. Such a construc-
tion may be viewed as a random mixture of uniform proposals in a similar spirit 
as Ji & Schmidler (2009), only without the requirement to employ previously sam-
pled values. Figure 4.2 demonstrates a reduction in autocorrelation when using the 
alternative within-model mixture proposal as compared to the usual uniform pro-
posal, indicating faster convergence. This figure employs the univariate regression 
kernel, y = 0.8xx -I- 0.8s2 + 0.80:3 + 0.8x4 + sin (8x5) + sin (9x6) + e. Conclude that 
the Metropolis-within-Gibbs scheme both better excludes nuisance covariates and 
achieves more rapid convergence than the Metropolis Hastings algorithm in a simpler 
construction than that of Ji & Schmidler (2009). 
4.6.3 1 vs. 2-term Covariance 
Next we demonstrate improved detection associated to the utilization of a second 
covariance term in the GP. This task employs the selection prior of type (4.3) that 
uses a common set of parameters for the two sets of associated covariance parameters, 
(7, p l7,p2-y)- This selection formulation, as our previous approach using a single 
exponential covariance term, selects at the covariate level, i.e., we select covariate 
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Figure 4.2 : Autocorrelation for Selected Parameters, pk: Simulated data (n = 
100,p = 1000). Autocorrelation for posterior samples of pk, comparing a mixture 
of uniforms proposal to the usual C/(0,1). 
Xfc when P^k = l |y) is above a target threshold. We structure a simulation kernel 
for the univariate regression model where the observed continuous response, y, is 
constructed from a mixture of linear and non-linear terms as 
y = x\ + sin (3x2) + sin (x3) 4- sin (8x4) + sin (9x5) + sin (10x6) + e (4.17) 
with e ~ A/"(0, a2), a = .05. This is a challenging surface to detect, due to the lack 
of a strong linear anchor across multiple dimensions to provide a smooth trend that 
promotes detection. This kernel in particular deploys a mix of linear, lower and 
higher-order non-linear associations. The result is a surface with much more math-
ematical roughness than the previous simulations. We use 5, 000 MCMC iterations, 
discarding half as burn-in. The upper plot of Figure 4.3 displays the marginal poste-
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Figure 4.3 : 2-Term covariance, 1 set of selection parameters. Simulated data. Pos-
terior p(jk — 1\D) and box plots of posterior samples for piik and p2ih-
rior probabilities of j k = 1 while the middle and bottom plots show boxplots of the 
MCMC samples for the pitk,P2,k- For readability only the first 20 variables are dis-
played, though p = 1000 total covariates are employed. Results demonstrate that the 
correct covariates are selected from deployment of the 2-term construction, though 
with a normalized MSPE of 0.007. Instead, using the 1-term covariance formulation 
no covariates were selected. Interestingly, while the 2-term model returns an average 
of approximately 70 for posterior samples of the error precision term, r, of the model, 
the 1-term formulation returns a value of around 1 — 2. This result indicates that a 
model with a 1-term covariance interprets the kernel as noise, which is perhaps not 
surprising, given the roughness of the surface. 
4.6.4 Selecting Covariance Terms vs. Selecting Covariates 
We again utilize the more challenging kernel (4.17) but under the deployment of two 
sets of variable selection parameters, (71,72), for each covariance term, (pif1,P2-/2) 
under the variable selection scheme outlined in (4.3)-(4.4). Figure 4.4 demonstrates 
we readily select the 6 correct covariates based on the union of those selected for 
Posterior Samples of p Posterior Samples of p 
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each covariance term and also achieve a normalized MSPE of 0.007. The associ-
ated computation time is, however, 2.5 times longer than when deploying a single 
set of variable selection parameters due to the increase in the number of posterior 
computations. Examining the boxplots reveals that the utilization of a specific set 
of covariance parameters for each exponential covariance term enforces allocation of 
each covariate to a single covariance term. As a contrast, Figure 4.3, constructed 
from employing a common set of variable selection parameters, show that covariates 
with highly non-linear associations (e.g. X4,x5,x6) are de-constructed into two por-
tions; an embedded lower-order piece and one of high curvature. Then each of the 
two portions is allocated to a separate exponential term. Each exponential term is, 
however, always constructed from some mix of lower and higher order associations, 
regardless of whether a common set or specific sets of variable selection parameters 
is used. We may conclude that a response surface of higher roughness is mapped 
through a 2-term exponential covariance by decomposing the surface into relatively 
smoother, easier-to-detect combinations of higher and lower order response signals 
allocated to each exponential term. 
In order to explore the different ways covariates are allocated to the exponential 
terms under the two variable selection methods we overlapped lower and higher order 
signals on the first two covariates in the following simulation kernel, 
y = 0.22a + sin (3xi) + 0.2z2 + sin (5x2) + 0.4x3 + 0.4^4 + e. (4.18) 
Figure 4.5, on the common set of variable selection parameters, and Figure 4.6, for 
the specific sets of selection parameters, both show that the overlapped first two 
covariates are easily selected under both variable selection schemes. First, focusing on 
the scheme employing specific sets of selection parameters, we see how the linear and 
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Figure 4.4 : 2-Term covariance with 2 sets of selection parameters: Simulated data. 
Posterior /?(7i,fc = 1|D) & p(72,fc = 1|-D) and box plots of posterior samples for p\^ 
and p2,k-
single exponential term. The probability model a posteriori wants to balance the non-
linear response in each exponential term with one that is linear or of lower polynomial-
like order. Note that because x\ and X2 are each assigned to a single exponential term 
in figure 4.6, there is some tendency towards splitting the linear signals for x3 and £4 
across both exponential terms to create a low order offset in each term. This splitting 
tendency, in turn, produces a lower posterior value for model inclusion associated to 
each covariance term. Even though we may easily set our posterior cut-offs to correctly 
select these two covariates to the second term and achieve a good normalized MSPE 
of 0.008, this pulling apart of signals may cause false negatives in real data. On the 
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Figure 4.5 : 2-Term covariance, 1 set of selection parameters. Simulated data. Pos-
terior p(7fc — 1\D) and box plots of posterior samples for pitk and p2tk-
other hand, observe how the linear and non-linear associations for covariates x\ and 
x2 are separated and allocated to different exponential terms when using a common 
set of selection parameters. The employment of a common set of selection parameters 
allows to borrow strength across the signals present in both exponential terms. A 
robust normalized MSPE of 0.003 is observed. We next increased the overlapping of 
linear and non-linear effects over every covariate and confirmed that the deployment 
of the common set of selection parameters performed better detection than the use 
of specific sets of selection parameters. 
We construct the simulation kernel, 
y = OAxi + sin (Sxi) + 0.4x2 4- sin (9x2) + 0.4x3 + sin (10x3) + e. 
First, employ the selection scheme that uses a common set of variable selection param-
eters and we correctly select the first 3 covariates with posterior values, P (jk = l |y) 
equal to 1 and a normalized MSPE of 0.002. As before, higher and lower order effects 
are split apart to construct elementary surfaces within each exponential term under 
the use of the "common" construction. Next utilizing the scheme with a "specific" 
set of selection parameters for each term, we are not surprised when no covariates are 
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Figure 4.6 : 2-Term covariance, 2 sets of selection parameters. Simulated data. 
Posterior p(7i,fc = 1\D) k. p(j2,k = 1|-D) and box plots of posterior samples for p^k 
and p2,fc-
selected, a posteriori. Recall that the two signals present for each covariate under this 
construction are averaged and allocated to a single exponential term. Since each of 
the first 3 covariates captures a highly non-linear signal, the averaging effect is still of 
relatively high order. Then there is no lower order offset to balance the higher order 
average effect for each exponential term with the result that this model is unable to 
detect the signal. The tendency under the "specific" formulation is to average the 
lower and higher order effects and allocate each covariate to a single exponential term, 
which makes it difficult to build the more elementary surfaces needed to construct 
the complex response. We may remedy this issue and recover detection acuity by 
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employing 2 additional covariates with linear association, providing the needed lower 
order balance. 
From our investigation we conclude that deploying the 2-term covariance formu-
lation (4.2) is expected to produce an improvement in detection and prediction over 
the 1-term construction (4.1), particularly when the response surface is generated 
from a set of highly non-linear associations across the covariate space. We further 
reveal the superior performance for selection at the covariate, rather than term, level. 
We also report that we employed a covariance function with 3 exponential terms 
under a common set of variable selection parameters and with the highly non-linear 
simulation kernel (4.17). No improvement in MSPE was achieved and computation 
time increased by 30% to sample the extra set of covariance parameters, p3 . We con-
clude that, in practice, we are able to map highly non-linear surfaces across multiple 
covariate dimensions with a 2—term covariance construction. 
4.6.5 Identifiability for Covariance Parameters 
We support our discussion in Section 4.3 with simulation results that clarify our con-
clusions. Begin with variable selection construction of (4.3) that employs a common 
set of variable selection parameters for both covariance terms. We now demonstrate 
that identifiability of the covariance parameters, (pi,P2) is not needed to perform 
selection and prediction at the covariate level. We choose a worst case scenario with 
univariate regression simulation kernel where all the covariates share identical asso-
ciations to the response, 
y = 2.0xi + 0.2x2 + 2.0x3 + 2.0x4 + e, (4.19) 
with training sample size of 100 and a randomly generated test set of 20. As with all 
of simulations, we employ 1,000 randomly generated covariates € (0,1), where all but 
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Figure 4.7 : 2-Term covariance, 1 set of selection parameters. Simulated data. Pos-
terior p(jk = 1|-D) and box plots of posterior samples for p\^ and p2tk-
the first four are unrelated to the constructed response, by design. Figure 4.7 reveals 
that we correctly and strongly select the first four covariates, as expected since the 
employment of a common set of variable selection parameters borrows strength across 
both exponential covariance terms to perform covariate selection. More interesting, 
perhaps, is that there is not a label switching effect for covariance parameters, (pi, P2), 
across both terms. Rather, the linear signal is divided into even simpler signals 
between the two exponential terms and recovered in their composition. We achieve 
excellent prediction results with normalized MSPE of 0.0041. 
We next demonstrate that the covariance parameters are fully identified, even 
where we deploy a specific set of variable selection parameters for each term as in 
(4.3) and (4.4) in the case where covariates each express unique associations to the 
response. Choose regression response kernel, 
y = 2.OZ1 - 3.0x2 + sin(2:r3) + sin(9x4) + sin(3a;5) + sin(5:r6) + e. (4.20) 
Figure 4.8 highlights the effect where covariance parameters are identified relative 
to each other within an arbitrary choice of the n x n G j and G2 for the two exponen-
tial terms of (4.2). The results demonstrate both correct selection and an excellent 
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Figure 4.8 : 2-Term covariance, 2 sets of selection parameters. Simulated data. 
Posterior 27(71,* = 1\D) & p(j2,k = 1|-D) and box plots of posterior samples for pi^ 
and p2,fc-
normalized MSPE of 0.0024 with no label switching. 
Lastly, we illustrate how identifiability breaks down under deployment of a specific 
set of variable selection parameters where all the covariates each express an identical 
association to the response. In this case, the covariance parameters are not indentified 
relative to one another. To demonstrate the effect, again employ the simulation 
dataset of (4.19). Now we see in Figure 4.9 both a degradation in selection and some 
label switching for the posterior samples of covariance parameters, (pi, P2), across the 
two covariance terms. The label switching deteriorates prediction results, producing 
a normalized MSPE of 0.62. 
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Figure 4.9 : 2-Term covariance, 2 sets of selection parameters. Simulated data. 
Posterior p("yiyk = 1|-D) & p(72,fc = l|-0) and box plots of posterior samples for pi^ 
and /92,fc. 
4.7 Benchmark Data Applications 
In this Section we utilize the 2—term covariance formulation with the Metropolis-
within-Gibbs scheme under employment of a common set of variable selection param-
eters from (4.3) on continuous and count benchmark datasets. Detailed descriptions 
of predictors for the two datasets utilized are found in Savitsky et al. (2009a). We 
begin with the Boston Housing data set from Breiman & Friedman (1985). This 
dataset relates p = 13 predictors to the median value of owner-occupied homes in 
each of n = 506 census tracks in the Boston metropolitan area. We held out 250 
randomly chosen observations for validation. 
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Figure 4.10 : Boston housing benchmark data. Marginal posterior probabilities of 
7fc = 1 and box plots of posterior samples for piik, p2,k-
Savitsky et al. (2009a) compare a GGPM for continuous data which employs a 1-
term covariance formulation with an additive model from Breiman & Friedman (1985) 
that uses an algorithm to empirically compute functional associations. Here we illus-
trate selection under a GGPM with a 2-term covariance matrix and our Metropolis-
within-Gibbs scheme. The left plot of Figure 4.10 displays the marginal posterior 
probabilities of 7^ = 1 while the middle and right plots show boxplots of the MCMC 
samples for the pi^, P2,k- The method clearly selects covariates {x^,, x^, £7, £irj, £11, ^13}-
This set differs from that selected under the 1-term covariance in Savitsky et al. 
(2009a) in that x-j is selected in lieu of x% and xg. However, prediction performance 
of the two models were the same, with a normalized MSPE of 0.1. The selected 
set fully contains the subset of four covariates, {XQ,XIO,XH,XIS} chosen by Breiman 
& Friedman (1985). We also note the splitting apart of lower order (linear) from 
higher-order (non-linear) portions of the signal, particularly for Xs,x6 and x13. 
Next we utilize the ozone data set analyzed for variable selection in Liang et al. 
(2008) with the continuous data linear regression model. The data set supplies integer 
counts for the maximum number of ozone particles per one million particles of air 
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near Los Angeles for n = 330 days and an associated 8 meteorological predictors. We 
held out 165 randomly chosen observations for validation. Liang et al. (2008) use an 
expanded set of p — 44 covariates to include linear and quadratic terms and deploy 
the popular Bayesian variable selection framework that imposes a mixture prior on 
the vector (3 of regression coefficients. The authors specify a g-prior of the type 
0~t\4> ~ A^(0, 4 (X^X 7 ) ), under various formulations for g. Savitsky et al. (2009a) 
compare selection and prediction results of the linear regression model of Liang et al. 
(2008) with a Gaussian process negative binomial model with a single exponential 
term covariance of type (4.1). They show an improvement in root MSPE from about 
4.5 under various g—prior formulations to 3.7. Here we illustrate selection under a 
GGPM for count data with a 2-term covariance matrix and our Metropolis-within-
Gibbs scheme. We select the same 3 covariates, {£3, x§, £7}, previously selected under 
employment of the 2—term covariance. We report, however, a slight improvement in 
prediction performance, with a normalized MSPE of 3.6. 
4.8 Discussion 
This chapter builds upon the Bayesian variable selection work of Savitsky et al. 
(2009 a) enumerated in Chapter 3 for generalized Gaussian process models by con-
structing a Metropolis-within-Gibbs scheme to directly sample components of (7, p) 
that express posterior mixtures of Lebesgue and Dirac measures. The formulation 
improves model-space convergence as compared to a previously utilized Metropolis-
Hastings construction. In particular, the employment of the within-model param-
eter space re-sampling, in a similar fashion as Gottardo &; Raftery (2008), speeds 
convergence with the overall achievement of a computationally-efficient scheme for 
joint posterior exploration of the model and parameter spaces. We conclude that 
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the Metropolis-within-Gibbs scheme supports broader deployment of non-parametric 
GGPM in variable selection problems where there is a need to generalize beyond lin-
ear associations. Even so, this MCMC construction may be applied with likely equal 
effectiveness in the linear model case employing a non-conjugate prior for regression 
coefficients (3. 
In addition, we have also demonstrated the ability for 2 exponential covariance 
terms to expand the scope of response surfaces mapped to more complex forms. We 
may construct a relatively (mathematically) rough response surface from an overlay 
of smoother surfaces provided from each exponential term. We gained insight that 
each exponential covariance term is constructed from both lower and higher order as-
sociations as the building blocks for rougher surfaces. Our simulation results suggest 
a heuristic rule for when to employ a 2-term covariance, i.e., when there is an expec-
tation for non-linear association over most of the covariate space. The employment 
of a common set of variable selection parameters for both covariance terms borrows 
strength in the signal present across both terms to sharpen selection at the covariate 
level as compared to the use of a specific set of selection parameters for each term. 
We have also achieved notable improvements in detection and prediction as com-
pared to use of a 1-term covariance under a response surface that is non-linear across 
many or most covariates. Of course, we may continue this process to map surfaces 
of ever greater roughness by adding any number of exponential terms (since their 
term-by-term sum will also be positive semi-definite), as noted by Neal (2000). The 
construction for our selection prior formulations and associated MCMC algorithms 
are easily generalizable to a covariance with any number of exponential terms. Our 
simulation and benchmark results, however, show the use of 2—terms performs well 
under a highly non-linear construction across most covariates. 
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Chapter 5 
Clustering for Generalized Gaussian Process 
Models 
5.1 Introduction 
In this chapter we focus on the class of Generalized Gaussian Process Models (GGPM) 
proposed in Chapter 3 and employ Savitsky & Vannucci (2010) to expand the frame-
work for Bayesian variable selection by employing spiked Dirichlet process (DP) prior 
constructions over set partitions containing covariates. GGPM's employ the general-
ized linear model framework of McCullagh & Nelder (1989) but expand the flexibility 
for the response surface to lie in the space of continuous functions. These models ac-
commodate high-dimensional heterogenous covariate spaces where covariates possess 
different degrees of linear and non-linear association to the response. Our approach 
results in a nonparametric treatment of the distribution of the covariance parameters 
of the GP covariance matrix that in turn induces a clustering of the covariates. 
Mixture priors that employ a spike at zero are now routinely used for variable 
selection, particularly in high dimensional settings, see for example George & Mc-
Culloch (1997), Smith & Kohn (1996) and Brown et al. (1998) for univariate and 
multivariate regression settings, Sha et al. (2004) for probit models and Sha et al. 
(2006) for linear settings with survival outcomes. These approaches employ mixture 
prior formulations for the regression coefficients that impose an a priori multiplicity 
penalty, as argued in Scott & Berger (2008). More recently, MacLehose et al. (2007) 
129 
have proposed a Bayesian nonparametric approach to the univariate linear model 
that incorporates mixture priors containing a Dirac measure component into the DP 
construction of Ferguson (1973) and Antoniak (1974). Dunson et al. (2008) have used 
a similar spiked centering distribution in a logistic regression. By borrowing informa-
tion across covariates through model-based clustering DP models naturally achieve 
sharper variable selection and prediction than may be supplied by the mixture priors 
alone. Within the modeling settings of MacLehose et al. (2007) and Dunson et al. 
(2008) the clustering induced by the Dirichlet process is on the univariate regres-
sion coefficients and strength is borrowed across covariates. Kim et al. (2009) have 
adapted the DP modeling framework to provide meaningful posterior probabilities of 
sharp hypotheses on the coefficients of a random effects model. Their goal is not nec-
essary variable selection, but rather the more general problem of testing hypotheses 
on the model parameters. Their model formulation does not share information across 
covariates but rather clusters vectors of regression coefficients across observations. 
While the prior constructions described above all use a mixture of a point mass and 
a continuous distribution as the centering distribution of the DP prior, in this chapter 
we also investigate constructions that employ a mixture of a spike and a DP prior with 
a continuous distribution as the centering distribution. The former approach clusters 
all covariates, the latter induces clustering of the selected covariates only. The prior 
formulations we adopt improve variable selection acuity and subsequent prediction 
in cases where groups of covariates exist which express nearly the same association 
to an observed or latent response. We demonstrate via simulation studies that the 
first prior construction favors "sparsity", while the other one is computationally more 
efficient. 
In our model formulations we accomplish posterior inference by employing novel 
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combinations and extensions of existing algorithms for inference with DP prior mod-
els and variable selection. Unlike prior constructions for linear models, which are able 
to marginalize over the model space indicators and directly sample the model coeffi-
cients a posteriori, our non-linear modeling frameworks employ non-conjugate priors. 
We achieve robust selection results by using set partitions on which we impose a DP 
prior to enclose both the model and the associated parameter spaces. We optimize 
performance of posterior sampling with a modification of the auxiliary Gibbs algo-
rithm of Neal (2000) that accounts for a trivial cluster containing nuisance covariates. 
Our DP prior model constructions represent generalized non-conjugate formulations 
with associated posterior sampling algorithms that, while specific to GGPMs, may 
be applied in other non-conjugate settings. 
The remainder of the chapter is structured as follows: Section 5.2 introduces 
our spiked DP prior formulations, including separate models to cluster all covari-
ates and only selected covariates. Section 5.3 provides a DP prior formulation to 
cluster observations, not covariates; namely, error precision terms to provide a fully 
non-parametric regression formulation. Sampling schemes for posterior inference are 
described in Section 5.4. Simulations are conducted in Section 5.5, to compare the 
clustering construction to the original construction of Savitsky et al. (2009a) and to 
compare the two DP prior model formulations. A benchmark dataset is analyzed in 
Section 5.6. Concluding remarks are offered in Section 5.7. 
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5.2 Spiked Dirichlet Process Prior Models for Variable Se-
lection 
Variable selection can be achieved in the GGPM framework with covariance matrix 
of the type (3.5) by imposing mixture priors on the covariance parameters, that is, 
<Pk\lk) = 7*I[0 < Pk < 1] + (1 - Ik)Si(Pk), (5.1) 
for pk, k = 1 , . . . ,p, which employs a U(0,1) prior for Pk\"fk = 1 and a <5i(-),i.e., a 
point mass distribution at one, for jk = 0. This formulation is similar in spirit to the 
use of mixture priors employed for variable selection in linear regression models, as 
first suggested by George & McCufloch (1997). 
We embed mixture priors for variable selection into Dirichlet process prior models 
that cluster covariates to strengthen selection. The Dirichlet process (DP) construc-
tion of Ferguson (1973) and Antoniak (1974) is a typical choice for a prior on an 
unknown distribution, G. In particular, given a set of a priori i.i.d. parameters, 
<p = ( 0 i , . . . , 0p), with 4>i ~ G, we define the DP prior on G ~ DP(a*, G*), where 
G* is the parametric base measure defining the prior mean, E(G) = G*. The con-
centration parameter, a*, expresses the prior confidence in the base measure. Draws 
from G are discrete a.s., implying a positive probability of ties to instantiate ran-
domly generated partitions. Indeed, many contributions in nonparametric Bayesian 
inference are formulated in terms of random partition models, i.e. probability models 
that cluster the set of experimental units. See Quintana (2006) for a nice review of 
nonparametric Bayesian models. 
Here we introduce probability distributions on set partitions with a particular 
focus on clustering the p covariates (through the a priori i.i.d. covariance parameters, 
</>), rather than the usual choice of n i.i.d. observations. Let <fi* = (<f>{,..., (j>*M)', for 
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M < p, define the unique values of <fi and let us define the clusters as St = {k : 
0k = <t>*i}- Let T indicate the space of all possible partitions of the p covariates. 
The partition vv = {S\,..., SM} € T captures a particular disjoint clustering of the 
covariates, with Sk fl Sm = 0 for k ^ m, such that we recover the full set of covariates 
in the disjoint union, (Jfc=i Sk = SQ = { 1 , . . . ,p}. The Dirichlet process (DP) provides 
the Polya urn scheme of Blackwell & MacQueen (1973) by marginalizing over G to 
define a joint prior construction for a particular partition, 
*M = IlLx (a-+ * - ! ) ' (5-2) 
where T(x) is the gamma function and ps the number of covariates in cluster S. 
Higher values of a* tend to produce a larger number of clusters. This is evident if we 
factorize the joint prior as 
j ^ ^ if 1 < s < M~ 
ir(sk = s|s_fc) = I P a (5.3) 
I —fz-r if s = M~ + 1, 
where we introduce cluster indicators, Sk = £ =$• k G Se, k = 1 , . . . ,p and employ 
exchangeability for (f>k to treat covariate k as the last one added. In particular, 
this construction of the conditional prior reveals that the probability for covariate 
k to be clustered with m is uniform for all k or, ir(sk = sm|s_fc) oc 1 for m = 
I,... ,k — l,k + l,... ,p. We complete the prior specification with a* ~ Q(aa*,ba*) to 
allow the data to update the concentration parameter for a fully Bayesian approach. 
It is important to note that our prior construction is over set partitions that contain 
covariates and that all the observations are in every cluster. We next develop two 
specific and alternative prior formulations, the first permits clustering on all - trivial 
and selected - covariates, and the second one focuses on clustering only the selected 
covariates. 
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5.2.1 Clustering All Covariates 
The first prior construction we consider employs the mixture prior as the centering 
distribution for the DP prior model, therefore clustering all covariates. Let us con-
sider the covariance parameters, </>7 = { 7 , p } . We proceed with the usual DP prior 
construction 
G-, ~ DP(«; ,G;) (5.4) 
G; = [7fc W(0,1) + (1 - 7k)M/0fc)] x B e r n M 
which encloses the mixture prior on Pk\lk and the Bernoulli prior on jk in the 
base distribution, and where w is the prior probability of covariate inclusion. A 
further beta prior can be placed on w to introduce additional variation. Under 
model sparsity, we a priori expect most covariates to be excluded from the model 
space, which we accomplish by allocating the associated pk for a nuisance covariate 
to the Dirac measure component of the conditional mixture prior under the setting 
(7fc = 0, pk = 1), effectively reducing the dimensionality of the parameter space. 
Our clustering model (5.4) strengthens exclusion of nuisance covariates with a prior 
construction that co-clusters nuisance covariates. Let us define the trivial cluster as 
St = {k : 0fc = [(/>* — (it = 0' Pt = !)]}> where as earlier <f>* = (7*, p*) are the unique 
values for <j> and where we suppress the 7 subscript for convenience. We observe a 
"sparsity" effect from this prior construction by extracting the trivial cluster into a 
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separate line in the conditional prior formulation over the set partitions from (5.3), 
r 
! ^ f ^ if 1 < s ^ st < M~ 
i p—l+a* — ' u — 
7r(sk = s\s_k) = IE^IX iis = st (5-5) 
I p—l+a* l 
j—?^-r ifs = M- + l, 
I p—l+a* ' 
where p~k,s^st a r e the number of covariates, excluding covariate k, allocated to the 
non-trial cluster S. Notice how prior (5.5) strengthens selection by aggregating all 
trivial covariates into a single cluster. Then signal strength in the response may be 
concentrated to the non-trivial clusters. Later in the chapter we will employ a data 
augmentation approach to conduct posterior samples from this non-conjugate model 
formulation. 
5.2.2 Clustering Selected Covariates 
Alternatively we can use prior models that employ a mixture of a spike and a DP 
prior with a continuous distribution as the centering distribution, therefore inducing 
clustering of the selected covariates only. We construct this model as 
Pk\lk ~ 7fcGfp + (l-7fc)*i(-) 
Gp ~ D P ( a ; , G y (5.6) 
G; ~ w(o,i), 
which may be written more intuitively as pk\jk = l>Cp ~ Gp. This formulation 
confines the set partitions to cluster only the selected covariates. While the dimension 
of the selected covariates, p^, will change at every iteration of the MCMC algorithm 
for posterior inference, we may still marginalize over Gp, given py, to produce the 
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Polya urn prior formulation (5.3) where we set <j> = {pk\jk = 1}, 
j PZ^a, if 1 < s < M~ 
7r (sfc = s|s_fc) = j ^ " (5.7) 
I a' . iis = M~ + \, 
and where, as before, we suppress the 7 subscript notation. We note that the nor-
malizing expression in the denominator now uses p 7 , rather than p, to account for 
our reduced clustering set. Trivial covariates are not clustered together so that we 
a priori expect reduced efficacy to remove trivial covariates from the model space. 
This prior construction produces a relatively flatter prior for assignment to non-trivial 
clusters under model sparsity as compared to (5.5). Yet, we expect improvement in 
computational speed as we are only clustering p 7 < p covariates. 
5.3 Prior Model for Clustering Observations 
Next enumerate a Dirichlet Process (DP) prior formulation to enclose r from the 
regression error term of (3.7) to induce a mixture of Dirichlet Processes where the 
distribution on each i/i now derives from a zero mean Gaussian with with preci-
sion Ti drawn form Mr < n unique components; only here, as earlier, our model 
will be non-conjugate. We note for emphasis that this construction will cluster n 
observations, rather than p covariates, so we are able to simultaneously apply both 
clustering schemes - on covariates and observations - without conflict, a feature of our 
model. Include the vector of precision terms from (3.7) associated to observations, 
r = ( r 1 ; . . . , rn) , in our prior over the set of partitions to induce a nonparametric mix-
ture formulation when convolved with the likelihood over the response. Construct the 
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analogous DP framework, 
n,...,rn\Gr ~ GT (5.8) 
Gr ~ DP(a;,G;) (5.9) 
G; = g(ar,br). (5.io) 
Marginalize over G r to provide the Polya urn construction over the set partitions 
containing observations. We may alternatively choose to define our set partitions 
over <j>e — (fj,, r) to include the possibly for a non-zero mean where G*e= J\f (0, ^) x 
Q (ar, br). Our chosen construction sets the error mean to 0 due to our view of this 
term as capturing pure error in the same fashion as discussed in Brunner k, Lo (1989). 
As with the covariate clustering models, complete prior specification with a* ~ 
G{ar,br). 
5.4 Markov Chain Monte Carlo Methods 
We accomplish posterior inference by employing novel combinations and extensions of 
existing algorithms for inference with DP models and variable selection. In particular, 
we adapt the auxiliary Gibbs algorithm of Neal (2000) to data augmentation schemes 
that draw posterior samples for our non-conjugate model formulations. 
Begin with the covariate clustering prior model of (5.5) that includes all covariates, 
trivial and selected. We may interchangeably choose our covariate clustering state 
space with <py or with (s7,</>^), though we choose the latter for faster mixing (as 
noted by Neal (2000)), and similarly for clustering on observations, (s r ,r*), where 
r* = (ri> • • •, rMr) capture the Mr < n unique values for r. 
We collect all parameters of the GP covariance matrix in 0 and write C = C ( 0 ) 
as in Savitsky et al. (2009a). For example, for covariance matrix of type (3.5) we 
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have © = (p,Xa,Xz). We extend the notation to include the selection parameter 7 
by using © 7 = (p 7 , Aa, A2) to indicate that pk = 1 when jk = 0, for k = 1 , . . . ,p. 
Given our clustering model on all covariates in (5.5), we may equivalently define 
0 7 = (s 7 ,p 7«, Aa, Az), where recall </>7 = (7*,/}*), the M 7 unique cluster values for 
the p x 2, 0 7 = (7, p). Note that we select unique parameter locations, p*, indexed 
by unique model indicators, 7*, under (5.5). 
We recall the augmented data likelihood of Savitsky et al. (20096), 
v r ( D | G 7 , s r , r * , m ) , (5.11) 
with Di G {yi,{ti,di,z(xi)}} and D := {Di,... ,Dn} to capture the observed data 
augmented by the unobserved GP variate, z(X), for the survival data model (and 
all latent response GGPMs). We construct this generalized expression for applica-
bility across all generalized Gaussian process models, though we address univari-
ate regression and Cox survival models in this chapter. Note that D depends on 
the concentration parameters for clustering covariates, a 7 , and observations, a*, 
through the priors on s 7 and s r . Collect hyperparameters in m := {a, b} , with 
a = {a\a,a\z,ar,aa*,aa} and similarly for b , where a and b include the shape 
and rate hyperparameters of the Gamma priors on the associated parameters. For 
the univariate regression model of (3.7), we easily marginalize over the GP vari-
ate, z(X), with the sum of two Gaussians and achieve the equivalent of (5.11) with 
y | 0 7 , s r , r * ~ Af(0, [R(s r ,r*) + C(0 7 ) ] ) , where R(s r , r*) = d i ag ( l / r* J . Similarly 
for our Cox survival model, produce (5.11) by composing a joint distribution from 
the product of the distribution for observed data, ( t ,d) in (3.22), with the prior on 
the GP variate as a function of © 7 , 7r(z(X) |0 7) ~ A/"(O|C(07)) to augment the 
observed data. 
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5.4.1 Clustering All Covariates 
We first define our sampling algorithm using the covariate clustering construction 
(5.5) which includes all covariates - both trivial and selected. Our MCMC algorithm 
sequentially samples (sT, </>^,a^), Aa, A2, (sr,r*,a;*) in a Gibbs-type fashion. Under 
model sparsity we improve efficiency of the auxiliary Gibbs algorithm of Neal (2000) 
used to sample s 7 by making a modification that avoids duplicate draws of the trivial 
cluster. We further employ the Metropolis-within-Gibbs formulation from Savitsky 
et al. (20096) to update the unique cluster locations. The sampling scheme we propose 
is as follows: 
1. Update sT: The auxiliary Gibbs algorithm of Neal (2000) achieves sampling of 
the cluster indicators by introducing temporary auxiliary parameters typically 
generated from the base distribution (5.4). While multiple draws of non-trivial 
cluster are almost surely unique, repeated draws of the trivial cluster are en-
tirely duplicative. We make a modification to the auxiliary Gibbs algorithm 
by ensuring that our state space always contains the trivial cluster therefore 
avoiding duplicate generations. The algorithm employs a tuning parameter, CJ, 
as the number of temporary auxiliary parameters to be generated from the prior 
to facilitate sampling each Sk at every MCMC iteration. We begin by draw-
ing the u> auxiliary parameters from the conditional prior given the current 
state space values. If $ £ 6 { 1 , . . . ,p} : si = st, then one of possibly multi-
ple auxiliary parameters has a connection to the trivial state. We thus sample 
^*M~+I ~ ^o(7fc)^i(Pfc)j which draws this value as the trivial cluster. If, however, 
3 £ G { 1 , . . . ,p} : si = st, then the auxiliary parameters are independent of the 
trivial state and are sampled as non-trivial clusters from <5i(7fc)I [0 < pk < 1], as 
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in the original auxiliary Gibbs algorithm. Next, we draw the cluster indicator, 
sk, in a Gibbs step from the conditional posterior over the set partitions with a 
state that includes our auxiliary parameters, 
r 
; 5 ^ > ( D | 0 ; ) i f i < s ^ ( < M -
7r(5* = s|s_*)cx J E z ^ ^ D i ^ ) if5 = S t (5.12) 
i J ^ 7 r ( D | ^ ) i{M-<s<M~ + w, 
where we abbreviate (5.11) with 7r(D|^*) with 0* = (7*,/9*) € (f>*, the unique 
parameter associated to cluster index, s. In the examples below we use u> = 3, 
and therefore a probability to assign a covariate to each of the new clusters 
as proportional to [a*/w]. Neal (2000) notes that larger values of ui produce 
posterior draws of lower autocorrelation. 
2. Update <f>^: We update the cluster parameters, <j>* = (c/»J,... ,<f>*M), M < 
p, using the Metropolis-within-Gibbs scheme of Savitsky et al. (20096). This 
scheme consists of 2 moves: A between-models move to jointly update (~il,pl) 
for k = 1 , . . . , M in a component-wise fashion, and a within model move to 
update pi for covariates in the current model after the between-models move. 
We use uniform proposals for the pis. Under our clustering formulation, we 
update the M clusters, and not the p covariates, therefore borrowing strength 
among co-clustered covariates.. 
3. Update a^: We employ the two-steps Gibbs sampling algorithm of Escobar 
& West (1995) constructed as a posterior mixture of two gamma distributions 
with the mixture component, 77, drawn from a beta distribution. The algorithm 
is facilitated by the conditional independence of a^ from D, given s7 . 
140 
4. Update {s r , r*} : Employ the auxiliary Gibbs algorithm of Neal (2000) in the 
usual fashion, first updating the cluster assignments and then the locations 
(the latter update not necessary for ergodicity, but to speed convergence). Note 
that our sampling scheme first updates {Aa, Xz} to complete a full update for the 
covariance parameters in 0 7 , which means we may re-use this GP covariance 
matrix to construct the posterior formulations to update {s r ,r*} for a faster 
result. 
5. Update {Aa,A2}: These are updated using Metropolis-Hastings moves. Pro-
posals are generated from the gamma distribution with mean equal to the pre-
viously sampled value. 
5.4.2 Clustering Selected Covariates 
We focus this enumeration to revise the first 3 steps from Section 5.4.1 to perform 
updates for sp , p*, a*p from (5.7). All other steps are unchanged. 
1. Update sp : Obtain draws in a Gibbs step for s p = ( s i , . . . ,sp^), employing 
the auxiliary Gibbs algorithm in the usual way according to the conditional 
posterior 
r 
p-f — l+O ! - £ * * _ * ( D | # ) i f l < s < M " 
n(Sk = S\s.k) = ^p-'-l+a ' (5.13) 
2. Update p*: Since p* are the unique values for the previously selected p 7 
covariates, this update is identical to the within model move of the Metropolis-
within-Gibbs scheme. 
3. Update {7, p*} We employ the between models move from the Metropolis-
within-Gibbs algorithm of Savitsky et al. (20096), where now an update that 
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adds a covariate also adds a cluster and, similarly, the removal of a covariate 
also discards a cluster in the case where the cluster contains only the deleted 
covariate. More specifically, if jk is changed from 0 to 1, the number of covari-
ates to be clustered, py is incremented by one, the number of clusters, Mp, is 
incremented by one and the associated p*M + 1 is drawn from U(0,1). In a similar 
vein, if j k is changed from 1 to 0, the number of covariates to be clustered, py is 
now decremented by one. If covariate k belongs to a singleton cluster, then this 
cluster is discarded and Mp is also decremented by one and the associated loca-
tion, p* is deleted; otherwise, we simply decrement the number of covariates 
in the cluster associated to covariate k by one in the case this cluster contains 
multiple covariates. 
For both MCMC schemes final selection of the variables is accomplished by em-
ploying a cutoff value for the marginal posterior probabilities of inclusion of single 
variables based on a target expected False Discovery Rate (EFDR) in the fashion sim-
ilar to Newton et al. (2004). For example, let £k be the posterior probability of the 
event j k = 1, i.e. a significant association of the A;-th predictor to the response. We 
fix a, a pre-specified false discovery rate, and select those covariates with posterior 
probabilities of exclusion under the null hypothesis, 1 — £&, that are below threshold, 
K; that is, 
a = EFDR(K) = J2 ( 1~/ f c ) I ( W f c-K ) , (5.14) 
k=\ I(i-a<K) 
with I(.) the indicator function. As noted in Kim et al. (2009), the optimal posterior 
threshold, K, may be determined as the maximum value in the set, {« : E F D R ( K ) < a}. 
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5.5 Simulation Study 
We explore performances of the proposed models on simulated data and some bench-
mark data for variable selection. Results will show that the application of DP priors 
may supply a significant enhancement in selection and prediction performance where 
there is an expected clustering among covariates. Furthermore, while selecting se-
lected covariates only results in a computationally more efficient sampling algorithm, 
improved performance can be obtained by clustering all covariates - selected and 
trivial - particularly under model sparsity. 
5.5.1 H y p e r p a r a m e t e r s Se t t ing 
In all examples below we generally follow the guidelines for hyperparameter settings 
given in Savitsky et al. (2009a) for prior settings related to the mixture prior construc-
tion of Section 5.2 and to specific data models. In particular, we employ Q(l, 1) priors 
on Aa, A2 € 0 7 . In addition, we center and normalize the response and transform the 
design matrix to lie in [0, l ] p to produce a small intercept term, which in turn supplies 
a better conditioned GP covariance matrix. Savitsky et al. (2009a) note little sensi-
tivity of the results to the choice of w, the prior expectation of covariate inclusion. 
Here we set w = 0.025 in all examples below. In the univariate regression model (3.7), 
the parameters of the prior on the precision error term, r ~ G(ar,br), should be set 
to estimate the a priori expected residual variance. We chose (ar,br) = (2,0.1). 
As for the DP priors, we choose a* ~ Q(l, 1), a setting that produces a prior ex-
pected number of clusters of about 7.5 for p = 1000 covariates. We discuss sensitivity 
to the choice of this hyperparameter settings in the simulation results. 
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5.5.2 Clustering vs. N o Clustering 
We first consider the univariate regression model (3.7) and compare performance of 
covariate clustering under (5.5) with the original GP construction (5.1) of Savitsky 
et al. (2009a). With the latter model we employ the Metropolis-within-Gibbs algo-
rithm of Savitsky et al. (20096) to accomplish posterior inference. We use a response 
kernel that includes both linear and non-linear associations and where sub-groups of 
covariates share the same functional form, to induce clustering, 
y = x\ + x2 + £3 + sin(9x4) + sin(9x5) + 1.3x6 -I- 1.3a; 7 + e, (5.15) 
with e ~ A/"(0, a2), a = .05 and with covariates simulated from a U(0,1). We choose 
coefficient values to produce harder-to-detect signals to determine whether allowing 
for covariate clustering strengthens selection. We use p = 1000 covariates, with the 
response kernel constructed from the first 7. We choose 10,000 iterations, discarding 
half as burn-in, which doubles the number of iterations employed in Savitsky et al. 
(20096), to account for the clustering model. Results are presented in Figure 5.1; plots 
(a), (b) present box plots for posterior samples of the pk's without clustering and un-
der the clustering model (5.5), respectively. Only the first 20 covariates are displayed, 
to help visualization. One readily notes both the reduced spread between covariates 
sharing the same functional form and within covariate sampled values (of pk) for all 
covariates under application of our clustering model. We employ a mean-squared pre-
diction error (MSPE) normalized by the variance of the randomly-selected test set, 
that we term "normalized MSPE", to assess prediction accuracy. The normalized 
MSPE declines from 0.12 to 0.02 under application of our clustering model. We fur-
ther apply the least-squares posterior clustering algorithm of Dahl (2006) that chooses 
among the sampled partitions, post-burn-in, those that are closest to the empirical 
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(a) Posterior Samples of pk (b) Posterior Samples of p. 
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Predictor Predictor 
Figure 5.1 : Effect of covariate clustering employing prior model (5.5): Univariate 
regression model (n = 130,p = 1000). Box plots of posterior samples for the Pfc's; (a) 
shows results without covariate clustering; (b) shows results with covariate clustering. 
pairwise clustering probabilities obtained from averaging over posterior samples. Our 
application returns the correct 3 clusters. 
5.5.3 Clustering All vs . Selected Covariates 
Next we compare performances for the two prior models (5.5) and (5.7), clustering 
all and selected covariates only, respectively. We conduct this comparison under the 
Cox survival model (3.22). The latent response kernel is constructed as 
y = 3.5xi + 3.5x2 + 3.5x3 — 1-5 sin(5x4) — 1.5 sin(9x5) — 2.5x6 — 2.5x7 + e, (5.16) 
with e ~ A/"(0, cr2), a = .05 and with covariates simulated from a U(0,1). We generate 
observed t ~ Exp(l)/(Aexp(y)), where we employ A = 1. We subsequently randomly 
censor 5% of our generated survival times. It is worth noting that the MCMC is 
about 4 times faster than the one under the model that clusters all covariates, since far 
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(a) Posterior Samples of p (b) Posterior Samples of p 
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Predictor 
(c) Selected Predictors, Y , based on EFDR - 0 
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Figure 5.2 : Effect of covariate clustering: Survival model (n = 150,p — 1000).. Box 
plots of posterior samples for the pfc's and marginal posterior probabilities for the 7^'s; 
(a) and (c) show results with clustering of all covariates; (6) and (d) show results with 
clustering of only selected covariates. 
fewer covariates are clustered under model sparsity. Figure 5.2 presents the results for 
clustering all covariates (plots (a), (c)) and clustering only selected covariates (plots 
(b), (d)). Again, we see the expected clustering behavior among selected covariates 
in both models. We do, however, note that the within-covariate sampling spread 
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for selected covariates is wider under the model clustering only selected covariates 
and that there is more jitter in the non-selected covariates, indicating a reduction in 
borrowing of strength among co-clustered covariates. We further experimented with 
the prior expected number of clusters by employing a* ~ Q(a, 1), with a = 3 — 5 
and found a further slight reduction of within covariate sampling spread for selected 
covariates with increasing a, likely resulting from the greater tendency to produce 
more clusters. We achieved similar results to those reported here when employing the 
response kernel (5.16) with the regression model (3.7). 
5.5.4 Clustering Covariates and Observations 
Conclude this section with a comparison of our two covariate clustering models to 
the non-clustering model under the simultaneous application of clustering error term 
precisions to produce a DP mixture non-parametric error term distribution. We 
employ the univariate regression model of (3.7) with the simulation kernel from (5.15), 
but now construct our n error term values from a mean 0 Gaussian under a vector, 
r*, of Mr = 8 < n — 130 unique precision terms, 
e~A/ - (0 ,d i ag ( l / r ) ) , r{,... ,r*7 ~ 0(2.5, .06); r* = 2.5, (5.17) 
(for a gamma distribution parameterized with a rate parameter) with 8 clusters, 
where the last cluster is instantiated with a smaller precision to increase variation. 
Equal weights are employed across all clusters to generate subsequent by-observation 
error term values. As before, we choose 10,000 total iterations for model cluster-
ing all covariates and 15,000 for the model clustering only selected covariates. Plots 
(a) — (c) of Figure 5.3 present box plots for posterior samples of pk under no cluster-
ing, clustering all covariates and clustering selected covariates, respectively. We see 
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(a) Posterior Samples of p. (b) Posterior Samples of p (c) Posterior Samples of p. 
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Figure 5.3 : Effect of Clustering on both Covariates and Observations: Univariate 
Regression simulation (n = 130,p = 1000). Posterior samples of p. Plots (a) — (c) 
display box plots for pk under covariance (3.5); (a) Without clustering models; (b) 
With clustering on all covariates - selected and trivial (c) With clustering on only 
selected covariates. Includes clustering model on error term precisions. 
the model with no clustering is overly influenced by the high variance on cluster 8, 
increasing the noise sufficiently such that some related covariates remain unselected. 
We see a slightly better performance in alignment of covariates in clusters and spread 
of sampled values for the model clustering all covariates as compared to clustering 
solely selected covariates, though both do quite well. We, however, see a decline in 
normalized MSPE from 0.15 to 0.03 - a significant improvement. We achieve ex-
cellent prediction results by employing earlier noted. Increasing 
the expected prior number of clusters by setting aa = 4, 5 doesn't further improve 
results, though we see an increase in normalized MSPE from 0.03 to 0.05 — 0.06 when 
employing aa = 1, possibly because we employ 8 clusters with one of them providing 
a relatively high error variance; so encouraging generation of more new clusters may 
help differentiate the other 7 clusters from cluster 8. 
We conclude that the application of clustering models may supply a significant 
enhancement in selection and prediction performance where there is an expected clus-
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tering among covariates. We further note the improved performance for clustering 
all covariates - selected and trivial - particularly under model sparsity due to con-
centration of signal power derived from clustering together trivial covariates. So, 
though this larger clustering model is relatively less computationally efficient than 
solely clustering selected covariates, we recommend application of the former model 
because we believe that the benefit is likely to prove even more substantial in real 
data applications. 
5.6 Benchmark Data Application 
We employ the Boston Housing data set used in Savitsky et al. (2009a, b) under 
the covariate clustering model of (5.5) that includes all covariates, but retain the 
Gaussian assumption for distribution of the error term in this application. This 
data set relates p = 13 predictors to the median value of owner-occupied homes in 
n = 506 census tracks in the Boston metropolitan area; see Savitsky et al. (2009a) 
for a detailed description of predictors. We hold out a randomly chosen validation 
set of 250 observations. 
Figure 5.4 compares box plots of marginal posterior samples of pk for selected 
covariates in the following two models: (a) excluding clustering, with results drawn 
from Savitsky et al. (2009a); (b) clustering all covariates using (5.5). We observe two 
effects; 1. a tendency for two clusters, fa = {XQ,XS,X\^}, fa = {x7,xw,Xn}', 2. a re-
duction in uncertainty (spread) in the posterior samples for these clustered covariates. 
We confirm the clustering tendency by again running the least squares clustering al-
gorithm of Dahl (2006) to choose among our posterior sampled set partitions. The 
posterior configuration with the minimum score suggests fa, as defined above, as one 
cluster and a separate cluster capturing {xr, xn}. The set partition with the (slightly 
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(a) Posterior Samples of pk (b) Posterior Samples of pk 
Predictor Predictor 
Figure 5.4 : Covariate Clustering: Boston Housing Benchmark data. Posterior sam-
ples of p. Plots (a), (b) present box plots of p^ (a) Without clustering models; (b) 
With clustering on all covariates. 
highly) second lowest least squares deviation score defines this second cluster with 
{x7, xw}. Further, clusters (j>\ and 02 appeal to intuition as "average number of rooms 
per home", "... distance to employment ..", and "percentage population of lower sta-
tus" that compromise 0* would seem to relate. We note the same for "proportion 
of homes built before 1940", "full property tax rate", and "pupil-teacher ratio" for 
4>2- Further, the reduction in uncertainty for posterior sampling improves normalized 
MSPE from 0.1 to 0.09. 
We next choose the "primary biliary cirrhosis" (PBC) liver data set employed 
by Tishirani (1997) as our benchmark example. PBC is a rare chronic liver disease. 
These data were collected as part of a Mayo Clinic trial conducted from January, 
1974 to May, 1984 that compared the drug D-penicillamine (DPCA) to a placebo. 
The response, y, captures the number of days between registration and the earlier of 
death or conclusion of study analysis time in 1986. The data include p — 17 covariates 
enumerated in Table 5.1. After removing cases with missing covariate values, we retain 














X 1 2 
-^13 
X 1 4 
x15 
^ 1 6 
Xn 
Description 
Treatment code, 1 = D-pencillamine, 2 = placebo 
Age in years 
Gender, 0 = male, 1 = female 
Presence of ascites, 0 = no, 1 = yes 
Presence of hepatomegaly, 0 = no, 1 = yes 
Presence of spiders, 0 = no, 1 = yes 
Presence of oedema, 0 = no, 
0.5 = yes, but responded to treatment, 
1 = yes, did not respond to treatment 
Serum bilirubin, in mg/dl 
Serum cholesterol, in mg/dl 
Albumin, in g/dl 
Urine copper, in/jg/day 
Alkaline phosphatase in U/litre 
SGOT in U/ml 
Triglycerides in mg/dl 
Plate count per cubic ml / 1000 
Prothrombine time, in seconds 
Histologic state of disease, graded 1, 2, 3 or 4. 
Table 5.1 : PBC Liver Data: Variables description 
randomly selected observations as a test set for prediction. Figure 5.5 offers results 
comparing application of (5.4), our DP prior clustering all covariates (plots (6), (d)), 
with the original GGPM prior construction excluding clustering (plots (a), (c)). While 
the estimated survivor function curves map closely to the Kaplan-Meier estimates 
constructed from the test set with and without application of the clustering prior, we 
observe a slight, but notable improvement under application of clustering. Selected 
covariates for the model excluding clustering contain {X2, £7, xg, £10, £11, £13, £16} at 
posterior threshold, 1 — K > 0.7, producing an expected false discovery rate of 0.12. 
The prior construction including clustering selects the same covariates, except that 
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Figure 5.5 : Benchmark Data Application. Box plots for posterior samples of the 
Pfc's and predicted survivor functions compared to Kaplan-Meier estimates; (a) and 
(c) show results without covariate clustering; (b) and (d) show results with covariate 
clustering employing DP prior (5.5). 
Xtf is included in place of Xi6, utilizing the same posterior threshold and achieving 
the same false discovery rate. The least squares clustering algorithm indicates two 
clusters, grouping x2 with x7 and j n and £13 with xyj. Both constructions select the 
same set of covariates as does Tishirani (1997) under the lasso method for variable 
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selection, except that he selects both X\Q and £17. It may be noted that the treatment 
covariate X\ is not selected in any of the mentioned models. 
5.7 Discussion 
In this chapter we have expanded the framework for Bayesian variable selection for 
generalized Gaussian process (GP) models by employing spiked Dirichlet process (DP) 
prior constructions over set partitions containing covariates. Using simulated data, 
we have demonstrated the reduction in uncertainty for posterior sampling and the 
sharpening of the selection which are possible when employing nonparametric prior 
models. Our approach results in a nonparametric treatment of the distribution of 
the covariance parameters of the GP covariance matrix that in turn induces a clus-
tering of the covariates. We have evaluated two prior constructions: The first one 
employs a mixture of a point-mass and a continuous distribution as the centering 
distribution for the DP prior, therefore clustering all covariates. The second one 
employs a mixture of a spike and a DP prior with a continuous distribution as the 
centering distribution, which induces clustering of the selected covariates only. The 
former prior construction favors "sparsity", while the latter is computationally more 
efficient. We have demonstrated the importance of the "sparsity" effect, that readily 
excludes nuisance covariates and produces sharper selection. Clustering only selected 
covariates is computationally more efficient under model sparsity, however, and may 
still be a good choice for applications where the goal is to improve prediction, more 
than selection. We have proposed MCMC schemes for posterior inference that use 
modifications of the auxiliary Gibbs algorithm of Neal (2000) to facilitate posterior 
sampling under model sparsity avoiding the generation of duplicate trivial clusters. 
We augmented our covariate modeling framework to include the simultaneous em-
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ployment of a complementary clustering of observations in a Dirichlet mixture con-
struction incorporating the regression error term or a random effect term in GGPMs. 
There is no inherent conflict between these two schemes since all observations are in 
every covariate cluster. This formulation provided a fully non-parametric regression 
formulation, which we showed better performed than the model excluding clustering 
of the error precision term under the presence of outliers. 
In the future it may be interesting to extend our nonparametric covariate clus-





The work in this thesis fully enumerated a general nonparametric framework for the 
mean response surface in a GLM framework we term generalized Gaussian process 
models (GGPM). An important feature of our approach is no a priori requirement to 
specify any properties of the functional form as is typical for other such constructions. 
Our construction broadens the class of associations that may be modeled to allow for 
any degree of non-linearity to relate a set of covariates and a given response within 
the space of mathematically smooth, continuous functions (spanning the reproducible 
kernel Hilbert space). In particular, the data are able to learn the shape of the 
response surface. Our probability models simultaneously accomplish variable selection 
and response surface generation based on our parameterization of the GP covariance 
matrix, C. Then the GGPM are ideally suited to the situation of a heterogenous 
design space where each covariate may express some unknown form of association 
in a supervised setting where that association is expected to be different from those 
for the other covariates. We are not able apply a single linearizing transformation 
in this environment to allow application of linear variable selection models, either 
classical or Bayesian. We developed specific probability models for continuous, binary 
and multinomial classification and count data, as well as extending GGPM to the 
multiplicative hazard model formulation of Cox (1972). 
We incorporated the usual tools from the earlier linear constructions, including the 
Bayesian Variable Selection prior formulation, now applied to covariance parameters, 
155 
p, in lieu of the mean function, (3. We extended this selection prior framework to 
more complex GP covariance functions that included multiple exponential terms in an 
additive fashion to allow either selection for each covariance term or at the covariate 
level; we showed the latter scheme produces better selection and prediction results 
under high order non-linearity across the covariate space. 
The employment of the GP variate, z, drawn from a multivariate Gaussian dis-
tribution borrows helpful theoretical properties of the Gaussian density, such a pos-
terior consistency for posterior density on p. This quality ensures the possibility for 
efficient posterior sampling under a relatively simple independence proposal for co-
variance parameters on selected covariates {pk\jk = !)• We substantially adapted the 
long-used MC3 Metropolis-Hastings sampling algorithm to effectively accomplish pos-
terior inference under a high dimensional covariate space for the more complex GGPM 
construction that disables marginalization over the (covariance) parameter space. We 
focused much innovation to further improve computational efficiency and performance 
of posterior sampling by developing a new Metropolis-within-Gibbs component-based 
sampling scheme, employing both traditional and adaptive variations. It bears noting 
that we designed a variety of computationally-efficient algorithms for construction of 
the GP covariance matrix to make our GGPM formulation practical for handling mod-
erate sample sizes of a few thousand with a high dimensional covariate space under 
an a priori expectation of model sparsity . We further demonstrated the equivalence 
of our posterior sampling algorithms for (7, p) with the more difficult to implement 
reversible jump formulation. Our sampling algorithms automatically adjust the Haus-
dorff dimension of the parameter space with the allocation of nuisance covariates to 
a Dirac measure. 
With a primary focus on variable selection and prediction, we further improve 
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the selection sharpness by employing an unusual Dirichlet process prior construc-
tion directed to the covariance parameters aligned to covariates (p), permitting ties 
in posterior sampling that induce clustering. Each cluster captures covariates ex-
pressing a common functional form and magnitude of association to an observed or 
latent response in the GGPM framework. We design our probability model and pos-
terior sampling algorithms in a simple way to employ previously developed GGPM 
sampling constructions; for example, we employ the Metropolis-within-Gibbs (either 
non-adaptive or adaptive versions) to now sample unique cluster locations rather than 
individual covariates. Two clustering schemes are developed with the first supplying 
a strong prior formulation to improve exclusion of nuisance covariates under model 
sparsity and the second to improve prediction in a maximally (computationally) effi-
cient manner by directing clustering to only the subset of selected covariates. We add 
a companion clustering for observations, rather than covariates, in a mixture model 
for the error term precision to provide a fully non-parametric regression formulation. 
Our total GGPM framework extends the application of selection and prediction 
models to more general problems in a way that feels familiar because it is anchored 
in the variable selection literature. Yet, the constructions are sufficiently flexible 
to handle a much broader class of data than the original linear construction. It 
bears mention, however, that fixing the sample size n, the GGPM suffer a faster 
loss of power under progressively higher dimension covariate spaces than does the 
conjugate linear BVS model that marginalize over the parameter space. This result 
occurs because GGPM posterior sampling schemes must sample absolutely continuous 
parameter spaces while the conjugate linear model samples the set of {0,1} model 
space parameters. So this latter model is ideally suited to very low sample sizes with 
a large number of covariates where the GGPM would fail to well-detect associated 
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covariates. The conjugate linear formulation, however, lacks flexibility and is not able 
to model clustering among covariates. We separately modeled a variation of the linear 
covariate clustering model of Dunson et al. (2008) for both univariate regression and 
binary classification where we are not able to marginalize over the (slope) parameter 
space. In this case, as with the GGPM, we see a similar diminution of detection 
power with growing number of covariates. 
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A p p e n d i x A 
A.l Derivations for Multivariate Models 
Consider model (3.13) and the prior (3.10) on Z. We start by writing the joint 
distribution 
7r(Z,Y|07,ft) = L(Y|Z,fi) x 7r(Z|07,fi). (A.l) 
Focusing on the term inside the exponential of the joint distribution (A.l), 
tr [n~l(Y - Z)'(Y - Z) + (Z'C(07)-1Z)] , 
completing the square and applying the Woodbury matrix identity, we get 
tr [n-\(Z - YO'A^^Z - Y„) + Y'(C(07)) + I J ^ Y ) ] 
where 
A;1 = [in + c(e7)-1]-1 = i„-(c(e7) + in)-1 
Y. := A*Y. 
Now we may marginalize over Z and let A„ := [In + C(07)] to achieve 
7r(Y|07,fi) oc ini-^e^pf-hvKA^Y'Cl^Y]) ~M(An,n) 
Next, we integrate out $7 
T T ( Y | 0 7 , Q ) OC Jiv(Y\@y,n)7r(n\8,Q)dn = IMntq(An,fl)IWq(d,Q)dCl 
= J I Q I ^ V l ^ e x p (-Itr [^(Y'A-Y + Q)]) dtl 
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where Q* := Q + Y 'A n : Y. We are left with 
. _ , —(S+n+q-l) 
T T ( Y | 0 7 , Q ) OC |Q.| ' , 
so we arrive at the multivariate T distribution (3.26) 
7r(Y|e7,/c) = T(5,An,Q) 
oc \Q\^\An\-^Iq + Q-1Y'K1Y\=SSi^=il. 
A.2 Proof of Theorem 3.1 
Begin with some definitions. The sup-norm, d^(po,p) = maxi<^h<n\^j,h — tf,h\ f°r 
A = - I n + C = {£jth}, the nxn GP covariance matrix, where we fix [\z, \a € 0 ] , r, X : 
Next, fix p0 G V and compute the Kullback-Leibler divergence, 
Focus on the log term, 
f0(y|O,Lo)] f j L o r ^ H y V y ) ! 
1 O g U ( y | 0 , L ) | g \ | L | - f e x P ( - i y ' L - i y ) J 
= - g l o§ lLol + g l o§ lLl _ 2 y ' L o l y + 2 y ' L _ l y 





0 g | L ^ _ ^ t r ( R " l E y ( y ' y ) ) 
1 , |L| 1 / „ IT \ 
= 51°srri-str(I1»-L_lLo)-
Now, since the determinant is a continuous function (see Laplace expansion), we 
are able to find e2 : d00(po, p) < e2 implies |Lo| - |L| < ei, arbitrarily small, and 
log |L01 — log |L| < e4. Next focus on tr (In - L _ 1L 0) = E"=i(l _ ^ ) where Ax < 
, . . . , < An are eigenvalues of L 1LQ. Since L, LQ > 0 (positive definite), 
m L 0 m 0 < Ax < " < An 
m L m 
n x l for m e W1 : m m = 1. Construct, 
lm Lorn 
m ' L m 
|m Loin — m Lm| 
m ' L m 
We will now re-bound the above quotient in terms of the sup-norm, as follows: First, 
n n / n \ 2 
| m ' L 0 m - m ' L m | < ^ S K u _ ^ l l m i m j l ^ d<x>{pa,p) ( ^ l m » l - ndoo{Po,p) < ne3, 
for c?oo(P0)P) < ^3, where we have employed the triangle inequality in the first and 
second inequalities. Choose 0 < €3 < A m m (Lo) /2n : 2n2e3/Amm(Lo) < e. Then 
have, 
we 
m ' L 0 m 
m ' L m 
| m L 0 m — m ' L m 
m ' L m 
ne? e 
<
 A . - * - < Amin(Lo)/2 n 
Further note that |m 'L 0 m — m ' L m | < ne3 < A m m (L 0 ) /2 , which produces m Lm > 
m L 0 m - A m i n (L 0 ) /2 > A m i n (L 0 ) - A m m (L 0 ) / 2 = A m m (L 0 ) / 2 . 
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1 lLl 1 
~~ 2 
tr 
log |L0 | — log |L| 
log |L0 | - l o g | L | 





 2 n 








m ' L m 
= e 
Q.E.D. 
