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We study a class of Bell inequalities and find their maximum quantum violation. These inequalities
involve n parties, two measurements per party, with each measurement having two outcomes. The
n = 2 case corresponds to the CH inequality. We use the method of Jordan bases to find the
maximum quantum violations. Results are found for the cases n = 2 through n = 7.
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I. INTRODUCTION
Bell inequalities are conditions that must be satisfied
by any local, realistic theory [1]. The predictions of quan-
tum mechanics, which is not a local, realistic theory, can
violate these inequalities. Therefore, experiments that
test these inequalities are able to tell us whether we need
quantum mechanics to describe the world, or whether
something less radical, such as a local realistic theory
will do. Experiments to date, have all shown that a lo-
cal, realistic description is inadequate. In addition, Bell
inequalities have found applications in quantum cryptog-
raphy, where they can be used to detect the presence of
eavesdroppers [2].
Bell inequalities come in many varieties. They can be
characterized by the number of parties making measure-
ments, n, the number of measurement settings, p, and
the number of possible outcomes for each measurement,
m. The original versions, the CHSH [3] and CH [4] in-
equalities were for the case n = p = m = 2. Kaszlikowsi,
et al. showed that by increasing the number of outcomes,
p, one could more strongly violate local realism [5]. Bell
inequalities for the case n = 2, p = 2, and general m were
developed by Collins, et al. [6], and this was generalized
to the case of general n, p = 2, and general m by Son,
et. al. [7].
Though the subject initially received little attention,
the literature on Bell inequalities is now extensive, and
we cannot hope to summarize all of it here. We would
like to point out a very nice discussion by Nicolas Gisin,
which summarizes what was known and what was not as
of 2007 [8]. We would also like to mention approaches
to Bell inequalities based on nonlocal games [9], graph
theory [10], and logical consistency conditions [11].
It is useful to know the largest violation of a given Bell
inequality that quantum mechanics makes possible, and,
in addition, which quantum state will produce this vio-
lation. The original work on this subject was done by B.
Cirel’son, who showed that while the bound for the corre-
lations in the CHSH inequality dictated by local realism
is 2, the bound allowed by quantum mechanics is 2
√
2
[12]. Quantum bounds for other Bell inequalities have
been found. Wehner found bounds for Bell inequalities of
the CHSH type for n = 2, m = 2, and general p [13]. Pal
and Vertesi combined numerical methods with analytic
upper bounds to find quantum bounds for a large num-
ber of Bell inequalities with n = 2, general p, and m = 2.
[14] Here we will be considering inequalities belonging to
the case p = m = 2 with the object of determining their
maximum quantum violation. Full correlation Bell in-
equalities of this type were fully characterized by Werner
and Wolf, and, in addition, they were able to show how to
derive maximum quantum violations of these inequalities
[15].
The inequalities we study are not full correlation in-
equalities, and we will use a different method to find
their maximum violation. The class of inequalities we
shall study can be considered generalizations of the CH
inequality. The technique we shall apply is that of Jordan
bases [16]. Jordan bases are orthonormal bases of two
subspaces, one for each subspace, with very nice overlap
properties between basis elements corresponding to dif-
ferent spaces. These bases can be constructed for any two
subspaces and their properties allow us to place bounds
on the eigenvalues of Bell operators, which do not depend
on the dimension of the overall Hilbert space or of the
subspaces.
II. INEQUALITIES
We begin by deriving the inequalities we wish to con-
sider. Let us do it first for two parties, and then gen-
eralize to the case of n parties. Suppose that Alice can
measure one of two observables, a1 and a2, and Bob can
measure b1 and b2. Each of these variables has two mea-
surement outcomes, ±1. Alice and Bob are presumed
to be sufficiently far apart that their measurements are
independent, i.e. Bob’s choice of measurement will not
influence the result of Alice’s, and vice versa. A source
produces two particles, and sends one to Alice and one
to Bob, and then Alice and Bob each perform a measure-
ment on their respective particle. Local realism implies
that the probabilities describing the measurement results
satisfy
P (a1 = 1, b1 = 1)− P (a2 = 1, b2 = 1)
≤ P (a2 = −1, b1 = 1) + P (a1 = 1, b2 = −1). (1)
Here, P (aj = m, bk = m
′) is just the probability that if
Alice measures aj she gets m, and if Bob measures bk he
gets m′. We shall prove a more general version of this
inequality shortly. This inequality is just a version of the
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2CH Bell inequality. A three party version, where we add
another participant, Charlie, with observables c1 and c2
is
P (a1 = 1, b1 = 1, c1 = 1)− P (a2 = 1, b2 = 1, c2 = 1) ≤
P (a2 = −1, b1 = 1, c1 = 1) + P (a1 = 1, b2 = −1, c1 = 1)
+P (a1 = 1, b1 = 1, c2 = −1).(2)
This can be extended to n parties in the obvious way.
Now let us prove the n-party version. In that case
we label the observables as alj , where l = 1, 2 . . . n and
j = 1, 2, so each of the n parties has two measurement
choices, and each observable can take the values ±1. The
inequality can be expressed as
P (a11 = 1, a21 = 1, . . . an1 = 1) ≤
P (a12 = 1, a22 = 1, . . . an2 = 1)
+P (a12 = −1, a21 = 1, . . . an1 = 1)
+ . . .+ P (a11 = 1, a21 = 1, . . . an−1,1 = 1, an2 = −1). (3)
Now if our experiment can be described by a local real-
istic theory, then there is a joint distribution for all of
the observables, P (a11, a21 . . . an1; a12, a22, . . . an2), and
all of the probabilities in the above inequality can be
expressed in terms of this joint distribution. The joint
distribution gives the probability of sequences of ones
and minus ones of length 2n. In order to show that this
inequality is true, all we need to show is that every se-
quence of length 2n that appears in the probability on
the left-hand side also appears in one of the probabil-
ities on the right-hand side. All of the sequences that
appear on the left-hand side have their first n elements
equal to 1, so these are the only sequences we need to
consider. If the sequence has all of its elements equal to
1, then it contributes to the first probability on the right-
hand side. Now suppose that some of its elements in its
second half (in the second set of n elements) are equal
to −1, and suppose that one of the −1’s corresponds to
the observable al2. This sequence will contribute to the
probability P (a11 = 1, . . . al2 = −1, . . . an1 = 1) on the
right-hand side. Therefore, all sequences that contribute
to the probability on the left-hand side do contribute to
a probability on the right-hand side, so the inequality is
proved.
As was stated in the Introduction, these inequalities
are not full correlation inequalities of the type considered
by Werner and Wolf [15]. A full correlation inequality
contains only expectation values of products of n observ-
ables, one from each party, i.e. 〈s1s2 . . . sn〉, where sj can
be either a1j or a2j . Our n = 2 inequality, Eq. (1), can
be expressed in this form, but those for 3 or more parties
cannot.
III. MAXIMUM QUANTUM VIOLATION FOR 2
PARTIES
In order to illustrate our approach to finding the max-
imum quantum violation, we will start with the simplest
case of two parties. This will reproduce known results,
but it gives a simple example of how the method based on
Jordan bases works. We have four observables, aj and bk,
j, k = 1, 2, which are now operators on the Hilbert space
Ha ⊗Hb, where Ha is the Hilbert space in which Alice’s
quantum states lie, and Hb is the Hilbert space in which
Bob’s states lie. Our first problem in finding the maxi-
mum violation of Eq. (1), is that we do not know how we
should choose the operators corresponding to Alice’s and
Bob’s observables. For the moment let us specify them
by their spectral projections. Let Qaj , j = 1, 2, be the
projection operator onto the subspace of Ha on which aj
has the eigenvalue 1, and, similarly, Qbj is the projec-
tion operator onto the subspace of Hb on which bj has
the eigenvalue 1. The projection corresponding to the
subspace on which aj has the eigenvalue −1 is Ia −Qaj ,
where Ia is the identity on Ha, the projection onto the
subspace of Hb on which bj has eigenvalue −1 is Ib−Qbj .
Defining the operator
B2 = Qa1Qb1 −Qa2Qb2 − (Ia −Qa2)Qb1
−Qa1(Ib −Qb2), (4)
the condition in Eq. (1) can be rephrased as 〈B2〉 ≤ 0.
Our task is to find the largest positive eigenvalue of B2,
which will be the largest quantum violation of Eq. (1).
Now let Sa1 and Sa2 be the subspaces ofHa onto which
Qa1 and Qa2 project, respectively. These subspaces pos-
sess orthonormal bases, Jordan bases, with the following
property. Let {|u1j〉} be an orthonormal basis for Sa1
and {|u2k〉} be an orthonormal basis for Sa2. Note that
we do not know the dimension of either Sa1 or Sa2, so
we cannot specify how many vectors are in each basis.
These bases can be chosen so that
〈u1j |u2k〉 = δjk cos θaj , (5)
where the {θaj} are known as the Jordan angles and lie
between 0 and pi/2. Similarly, one can define subspaces
Sb1 and Sb2 corresponding to the ranges of Qb1 and Qb2,
respectively, and Jordan bases {|v1j〉} and {|v2k〉} satis-
fying
〈v1j |v2k〉 = δjk cos θbj , (6)
where {|v1j〉} is an orthonormal basis for Sb1, and {|v2k〉}
is an orthonormal basis for Sb2. Note that the projection
operators can be expressed as
Qal =
∑
j
|ulj〉〈ulj |
Qbm =
∑
k
|vmk〉〈vmk|, (7)
where l,m = 1, 2.
We now want to find the largest positive eigenvalue
of B2. We first note that any eigenstate with a positive
eigenvalue must contain terms for which the first term
in B2 is nonzero, as it is the only positive term, that is
3the only term that can have a positive expectation value.
Therefore, the eigenstate must contain terms of the form
|u1j〉 ⊗ |v1j〉, so we need to find out what happens if B2
acts on states of this form. We shall actually be a bit
more general and consider the behavior of the operator
B2 acting on states of the form |ulj〉⊗|vmk〉, where l,m =
1, 2. What we find is that only states with the same
values of j and k are coupled, i.e. B2 acting one one of
these states yields a linear combination of states with the
same values of j and k. In particular, if we have that
|ψ〉 =
2∑
l,m=1
clm|ulj〉 ⊗ |vmk〉, (8)
then we have that we can represent B2|ψ〉 as
B2|ψ〉 =
 −1 0 0 xaxbxb 0 xaxb 0xa xaxb 0 0
−xaxb −xa −xb −1

 c11c12c21
c22
 , (9)
where we have set xa = cos θaj and xb = cos θbk. What
this means is thatHa⊗Hb splits up into four-dimensional
invariant subspaces under the action of B2, and if we
want to find the eigenvalues of B2, we can examine each
four-dimensional subspace individually. The characteris-
tic equation of the above matrix is
λ2(λ2 + 1)− x2a(1− x2a)x2b(1− x2b) = 0, (10)
yielding a maximum eigenvalue of
λmax =
1
2
{
[1 + 4xa(1− x2a)1/2xb(1− x2b)1/2]1/2 − 1
}
.
(11)
We can now maximize λmax with respect to xa and xb.
The maximum occurs when xa = xb = 1/
√
2 giving a
maximum value for λmax of (
√
2 − 1)/2. This is the
maximum quantum violation of the inequality in Eq. (1).
We can also find observables and a quantum state that
attain this violation. Note that in the above calculation
all of the subspaces, Sal and Sbl, for l = 1, 2 are one
dimensional, and the overlap between the vectors in the 1
and 2 subspaces is 1/
√
2. We can, therefore, choose a1 =
σza, a2 = σxa, b1 = σzb, and b2 = σxb, where σza is just
the σz Pauli matrix acting on the two-dimensional space
Ha, σzb is the σz matrix acting in the two-dimensional
space Hb, and similarly for σxa and σxb. We then have
that
|u11〉 = |0〉a |v11〉 = |0〉b
|u21〉 = |+ x〉a |v21〉 = |+ x〉b, (12)
where σz|0〉 = |0〉, σz|1〉 = −|1〉, and | ± x〉 = (|0〉 ±
|1〉)/√2. The state that produces the maximum viola-
tion, which is just the eigenstate of the matrix in Eq. (9)
with xa = xb = 1/
√
2, corresponding to λmax, is, in the
{|0〉, |1〉} basis,
|ψ2〉 = 1
2
(
1
2 +
√
2
)1/2
[(1 +
√
2)(|0〉a|0〉b − |1〉a|1〉b)
+|0〉a|1〉b + |1〉a|0〉b]. (13)
This state has interesting properties. First, it is a max-
imally entangled state. Next, suppose Alice and Bob in-
dependently decide to measure their part of the state in
either the z or x basis. They then announce which basis
they used. We want to maximize the chance that, no
matter which basis choice they make, that once the basis
choices are announced, each party can predict the other’s
measurement result. For example, suppose both parties
decide to measure the state in the z basis, and suppose
Alice got 1, corresponding to the state |0〉 for her result.
Then with a probability of (2 +
√
2)/4 ' 0.85, Bob will
also have gotten the result 1. Similarly, if the both mea-
sured in the x basis, and Alice got 1 corresponding to
|+x〉, then the probability that Bob got −1, correspond-
ing to | − x〉, is (2 +√2)/4. For all of the basis choices
the correspondences are
zz |0〉a ↔ |0〉b |1〉a ↔ |1〉b
zx |0〉a ↔ |+ x〉b |1〉a ↔ | − x〉b
xz |+ x〉a ↔ |0〉b | − x〉a ↔ |1〉b
xx |+ x〉a ↔ | − x〉b | − x〉a ↔ |+ x〉b. (14)
The first column gives the basis choices, with Alice’s
choice first, and the next two columns give which of Al-
ice’s and Bob’s measurement results correspond to each
other. In all cases, if either Alice or Bob gets the measure-
ment result shown above, then the probability that the
other party obtains the corresponding state is (2+
√
2)/4.
Therefore, in this state, Alice’s and Bob’s measurement
results are highly correlated independent of whether they
measure in the z or the x basis. It is correlations of this
type that allow a quantum strategy of the CHSH nonlo-
cal game to be better than any classical strategy [9].
IV. THREE PARTIES
Now let us look at the three party inequality, Eq. (2).
Before finding the maximum violation, which will ulti-
mately require some numerical work, we present some
simpler cases of quantum states that violate the inequal-
ity.
One possibility is to find a state that makes the prob-
ability P (a1 = 1, b1 = 1, c1 = 1) nonzero and all of the
others zero. In order to do this, we have to specify a quan-
tum mechanical system and the observables. We shall
suppose that the system consists of three qubits, and
that the observables labeled by 1 correspond to σz and
those labeled by 2 correspond to σx. That is, a1 = σza,
a2 = σxa, etc. Define the subspace S to be the span of the
vectors {| + x,+x,+x〉, | − x, 0, 0〉, |0,−x, 0〉, |0, 0,−x〉},
where in these states, the first slot is the state of qubit a,
the second the state of qubit b, and the third of qubit c.
What we want is a vector that is orthogonal to S and has
4a nonzero overlap with the state |0, 0, 0〉. Such a state is
|ψ′3〉 =
1
2
√
2
(|0, 0, 0〉+ |0, 0, 1〉+ |0, 1, 0〉
+|1, 0, 0〉 − |0, 1, 1〉 − |1, 0, 1〉 − |1, 1, 0〉
−|1, 1, 1〉). (15)
With this state, the left-hand side of the inequality in
Eq. (2) becomes 1/8, and the right-hand side is zero. As
we shall see, this is by no means the largest violation we
can obtain.
This state has the following correlation properties. If
all of the parties measure in the z basis, or two of them
measure in the x basis and the remaining party measures
in the z basis, then the measurement results are uncorre-
lated. That is, one party does not gain any information
from his measurement about what the results of the other
two measurements were. The situation is different, how-
ever, if all of the parties measure in the x basis or one
measures in the x basis and two measure in the z basis.
In order to see what happens when everyone measures in
the x basis, we can express the state as
|ψ′3〉 =
1
2
(|+ x,+x,−x〉+ |+ x,−x,+x〉
+| − x,+x,+x〉 − | − x,−x,−x〉). (16)
From this expression, we see that if one party gets +x for
his measurement, he can be assured that the remaining
parties got opposite results for theirs, that is one got +x
and the other got−x. If one party gets−x, however, then
he knows that the remaining parties got the same result
for their measurements, either both got +x, or both got
−x. Now suppose that one party, say the first, measures
in the x basis while the other two measure in the z basis.
It is now convenient to express the state as
|ψ′3〉 =
1
2
[|+ x〉(|0, 0〉 − |1, 1〉)
+| − x〉(|0, 1〉+ |1, 0〉)]. (17)
From this we see the following, If the party measuring in
the x basis gets +x, then the other two parties will get
the same measurement result, and if he gets −x, then
the other two parties will get opposite results. Now, if
one of the parties measuring in the z basis gets 0, then
the other two parties got either +x and 0 or −x and 1,
while if the z result was 1, then the other two parties got
either +x and 1 or −x and 0.
One can obtain a larger violation of the inequality in
Eq. (2) with the same quantum system, three qubits,
and the same assignment of observables, but choosing a
different quantum state. Under these assumptions the
state that produces the largest violation is the eigenstate
of the operator
B′3 = |0, 0, 0〉〈0, 0, 0| − |+ x,+x,+x〉〈+x,+x,+x|
−(| − x, 0, 0〉〈−x, 0, 0| − |0,−x, 0〉〈0,−x, 0|
−|0, 0,−x〉〈0, 0,−x| (18)
with the largest eigenvalue. Setting the characteristic
polynomial of the operator equal to zero, we find that
there are three eigenvalues of zero, two of −1/2, and
the remaining three eigenvalues are roots of the cubic
equation, 8λ3 + 16λ2 + 5λ − 2 = 0. Solving this we
find the one positive root is given, to three places, by
0.223. This is the largest violation of the inequality in
Eq. (2) with this choice of variables, and it represents an
improvement over our previous value of 1/8. As we shall
see, we can do better.
Let us now apply the method developed in the previ-
ous section. We now make no assumptions as to what
the observables are. With the notation as before, the
operator corresponding to the inequality in Eq. (2) is
B3 = Qa1Qb1Qc1 −Qa2Qb2Qc2 − (Ia −Qa2)Qb1Qc1
−Qa1(Ib −Qb2)Qc1 −Qa1Qb1(Ic −Qc2) (19)
where the Qlj operators, l ∈ {a, b, c} and j = 1, 2, are
projections operators on one of the Hilbert spaces Ha,
Hb, and Hc. We have the subspaces, Slj , which are the
ranges of the corresponding projections Qlj each with
their Jordan bases. In particular, {|u1k〉} and {|u2k〉}
are the Jordan bases for Sa1 and Sa2, respectively, {|v1k〉}
and {|v2k〉} are the Jordan bases for Sb1 and Sb2, respec-
tively, and {|w1k〉} and {|w2k〉} are the Jordan bases for
Sc1 and Sc2, respectively. We now consider the action
of B3 on vectors of the form |ulr〉a|vms〉b|wnt〉c, where
l,m, n = 1, 2, and r, s, and t are fixed. We find that the
subspace spanned by these eight vectors, which we shall
call T8,rst, is mapped into itself by B3. In fact, denoting
|φ1〉 = |u1r〉a|v1s〉b|w1t〉c |φ4〉 = |u2r〉a|v1s〉b|w1t〉c
|φ3〉 = |u1r〉a|v1s〉b|w2t〉c |φ5〉 = |u2r〉a|v2s〉b|w2t〉c
|φ3〉 = |u1r〉a|v2s〉b|w1t〉c,
(20)
and defining T5,rst to be the five-dimensional subspace
spanned by these vectors, we find that B3 maps T8,rst
into T5,rst. That means that if we wish to find nonzero
eigenvalues of B3, we only need to consider vectors in
T5,rst, which reduces our problem from an eight dimen-
sional one to a five dimensional one. In the subspace
T5,rst and in the basis {|φj〉|j = 1, 2, . . . 5}, B3 can be
represented by the matrix
−2 −xc −xb −xa xaxbxc
xc 0 xbxc xaxc 0
xb xbxc 0 xaxb 0
xa xaxc xaxb 0 0
−xaxbxc −xaxb xaxc −xbxc −1
 . (21)
The characteristic equation of this matrix is
λ5 + 3λ4 + (2 + γ − α+ β)λ3 + (γ − α+ β)λ2
+(2γ − α− 3)λ+ β(α− 2β − 1) = 0, (22)
where
α = (xaxb)
2 + (xaxb)
2 + (xbxc)
2 β = (xaxbxc)
2
γ = x2a + x
2
b + x
2
c .
(23)
5We find numerically that the largest root of Eq. (22) is
achieved when xa = xb = xc. An analytic argument for
this condition is given in the appendix. Setting xb and
xc equal to xa, we find that the characteristic equation
can be expressed as
(λ+ x2a)
2[λ3 + (3− 2x2a)λ2 + (2− 3x2a + x6a)λ
+3x6a − 2x8a − x2a] = 0. (24)
The cubic equation does have a real, positive root, and
that is the one in which we are interested. We find that
its maximum value occurs when xa = [(
√
5− 1)/2]1/2 '
0.786 and λmax =
√
5 − 2 ' 0.236. Note that this is a
larger violation that we obtained when the parties mea-
sured in either the z or the x basis.
This solution also tells us what observables we should
use to obtain the maximum violation, and gives us the
state state that produces this violation. For a1, b1, and
c1 we choose, as before, σz. Next, define the orthonormal
vectors
|u+〉 = xa|0〉+
√
1− x2a|1〉
|u−〉 = −
√
1− x2a|0〉+ xa|1〉, (25)
and for the operators a2, b2, and c2 we choose |u+〉〈u+|−
|u−〉〈u−|. The state that achieves the maximum violation
with this choice of observables is
|ψ3〉 =
(
4− 8√
5
)1/2
|000〉+
(
−3
2
+
7
2
√
5
)1/2
(−|001〉 − |010〉 − |100〉+ |111〉)
−
(
1− 2√
5
)1/2
(|011〉+ |101〉+ |110〉. (26)
Note that this is not a GHZ state, i.e. it cannot be trans-
formed by local unitaries into a state of the form(|000〉+
|111〉)√2. If it could, when we formed a density ma-
trix from the state and traced out Bob and Charlie, we
would obtain a reduced density matrix proportional to
the identity. That does not happen with |ψ3〉. Werner
and Wolf showed that for all full correlation Bell inequal-
ities with two measurement settings per party and each
measurement having two outcomes, the maximally vio-
lating states are n-party generalizations of GHZ states
[15]. The fact that |ψ3〉 is not a GHZ state is a result
of the fact that the inequality in Eq. (2) is not a full
correlation inequality.
Finally, we note that the situation described by the
inequality in Eq. (2) and its violation can be described in
terms of a nonlocal game [9]. Each of the three parties,
is sent an instruction bit by a referee, and they then
send a bit back to the referee, who determines whether
the parties have won the game or not. The parties are
not allowed to communicate once the game has started.
There are only five possible sets of instructions, and they
are equally probable. They are either all zero, all one,
or one of them is one and the other two are zero. The
conditions for winning are
1. If all instruction bits are 0, then each party must
return a 0.
2. If all instruction bits are 1, then not all parties
return a 0, i.e. they only lose if all of them return
a 0.
3. If two of the instruction bits are 0 and the remain-
ing one is 1, then they only lose if the party who
received a 1 returns 1 and the other two return 0.
Let us first consider a classical strategy. The optimal
classical strategy is a deterministic one in which the bit
each party sends is a function of the instruction bit they
receive [9]. We shall show that any classical strategy must
fail for at least one of the sets of instruction bits, which
means that the maximum probability of winning is 4/5.
We shall then present a strategy that does succeed with
this probability, which proves that this is the optimal
classical probability of winning. Now, suppose one of the
parties receives an instruction bit of 0. Then in order to
win in the case all of the instruction bits are 0, each party
must return a bit of 0. Now consider what happens when
one of the parties receives a 1. If the other two parties
receive a 0, then they will return a 0, so in order to win,
the party we are considering should return a 0. So that
means in all cases, each party should return a 0. However,
if the instruction set consists of all 1’s, then they will all
return 0’s and lose. Consequently, they cannot win all of
the time, so the maximum winning probability is 4/5 and
the strategy where all parties always return 0 achieves
this probability.
Now let us consider a quantum strategy. The parties
share a quantum state, and if they receive an instruction
bit 0 they measure observable 1 (that is, a1, b1, and c1),
and if they receive an instruction bit 1, they measure
observable 2. They then send a bit corresponding to
their measurement result, if their result is 1 they send 0,
and if their result is −1 they send 1. Their probability
of winning, pquant, is just
pquant =
4
5
+
1
5
∆, (27)
where ∆ is given by the left-hand side of the inequal-
ity in Eq. (2) minus the right-hand side. If Alice, Bob,
and Charlie share |ψ3〉 and make the measurements that
maximally violate the inequality in Eq. (2), then they
achieve a winning probability of
pquant =
4
5
+
1
5
(
√
5− 2) ' 0.8472, (28)
which is better than the classical result.
V. MORE THAN THREE PARTIES
The same technique can be used to find maximum
quantum violations of the inequality in Eq. (3) for n par-
ties. Each new party adds an additional Jordan angle.
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FIG. 1: Size of maximum quantum violation of inequality
versus number of parties
In all cases we examined, we find, numerically, that the
maximum value of the positive root of the characteristic
equation is achieved when all of the Jordan angles are
equal. This further implied that the relevant eigenvalue
is a root of the cubic equation (this has only been verified
up to n = 7)
λ3 + [n− (n− 1)x2a]λ2 + (n− 1− nx2a + x2na )λ
+nx2na − (n− 1)x2n+2a − x2a = 0. (29)
The results are plotted in Figure 1, where we show the
maximum quantum violation as a function of the number
of parties. We also give the maximum violations, λmax,
and the values of xa that produce them in the following
table:
n xa λmax
3 0.786151 0.236068
4 0.830913 0.249757
5 0.860012 0.257836
6 0.880509 0.263187
7 0.895745 0.266998
As can be seen from both the figure and the table, the
size of the maximum violation increases with the number
of parties. The values of xa can be used to construct the
observables that achieve the maximum violation.
VI. CONCLUSIONS
We have shown how the technique of Jordan bases for
two subspaces can be used to find maximum quantum
violations of a class of Bell inequalities. We do not need
to make any assumptions on the dimension of the Hilbert
space, and the technique gives us the observables and the
states that produce the maximum violations.
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Appendix
We would like to show that if a positive root of Eq.
(22) reaches a maximum when xa = xb = xc. We first
note that there is a positive root of this equation, because
it is not too hard to show that when λ = 0, the value of
the characteristic polynomial is negative, but its value is
clearly positive for sufficiently large λ.
We begin by defining
F (λ, xa, xb, xc) = λ
5 + 3λ4 + (2 + γ − α+ β)λ3
+(γ − α+ β)λ2 + (2γ − α− 3)λ
+β(α− 2β − 1). (30)
The characteristic equation, F (λ, xa, xb, xc) = 0, now de-
fines λ as a function of xa, xb, and xc. We are interested
in points where λ(xa, xb, xc) is a maximum, which means
that we want
∂λ
∂xa
=
∂λ
∂xb
=
∂λ
∂xc
= 0. (31)
Now we have that
∂F
∂λ
∂λ
∂xa
+
(
∂F
∂xa
)
λ
= 0, (32)
and similarly for the derivatives with respect to xb and
xc. The subscript on the second term indicates that λ is
held constant during this differentiation. Therefore, the
condition in Eq. (31) becomes(
∂F
∂xa
)
λ
=
(
∂F
∂xb
)
λ
=
(
∂F
∂xc
)
λ
= 0. (33)
Defining the three functions of xa, xb, and xc,
f0 = β(α− 2β − 1) f2 = γ − α+ β
f1 = β(2γ − α− 3), (34)
the above equations become
∂f2
∂xa
(λ3 + λ2) +
∂f1
∂xa
λ+
∂f0
∂xa
= 0
∂f2
∂xb
(λ3 + λ2) +
∂f1
∂xb
λ+
∂f0
∂xb
= 0
∂f2
∂xc
(λ3 + λ2) +
∂f1
∂xc
λ+
∂f0
∂xc
= 0. (35)
These equations can be rearranged to eliminate the λ3
and λ2 terms, leaving us with three equations that are
linear in λ. For example, from the first two equations we
find
xb(x
2
a − 1)
(
∂f1
∂xa
λ+
∂f0
∂xa
)
= xa(x
2
b − 1)
(
∂f1
∂xb
λ+
∂f0
∂xb
)
, (36)
7which becomes
(x2a − x2b)[f1 − x2ax2bβ(x2c − 1)]λ
+(x2a − x2b)[f0 − x2ax2bβ(x2c − 1)] = 0, (37)
The two remaining conditions can be found from the one
above by exchanging xb and xc to obtain the second con-
dition, and by exchanging xa and xc to obtain the third
(note that f0, f1, and f2 are symmetric in xa, xb, and
xc). Now, if xa = xb = xc, these equations will be sat-
isfied. If we assume that any two of the xa, xb, and xc
are all different, then we find that it is necessary that
f0 = f1. This, however, implies that λ = −1, which is
not a positive root. Therefore, if a positive root is to have
a maximum, then we need xa, xb, and xc to be equal.
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