We present a detailed analysis of the separation of variables for the time-dependent Schriidinger equation for the anisotropic oscillator with a 2: 1 frequency ratio. This reduces essentially to the time-independent one, where the known separability in Cartesian and parabolic coordinates applies. The eigenvalue problem in parabolic coordinates is a multiparameter one which is solved in a simple manner by transforming the system to Bargmann's Hilbert space. There, the degeneracy space appears as a subspace of homogeneous polynomials which admit unique representations of a solvable symmetry algebra S3 in terms of first order operators. These representations, as well as their conjugate representations, are then integrated to indecomposable finite-dimensional non unitary representations of the corresponding group S3' It is then shown that the two separable coordinate systems correspond to precisely the two orbits of the factor algebra S3/ u (I) [u(\) generated by the Hamiltonian] under the adjoint action of the group. We derive some special function identitites for the new polynomials which occur in parabolic coordinates. The action of S3 induces a nonlinear canocical transformation in phase space which leaves the Hamiltonian invariant. We discuss the differences with previous works which present su(2) as the algebra responsible for the degeneracy of the twodimensional anisotropic oscillator.
INTRODUCTION
In this paper we will examine the quantum two-dimensional anisotropic harmonic oscillator with a 2 : 1 frequency ratio. This system, though particular, is interesting in two respects: First, the time-independent problem is known to separate in two coordinate systems, Cartesian and parabolic and, second, its energy levels exhibit a degeneracy pattern which has been attributed to a symmetry algebra. Both features will be shown to be related through the treatment of the problem in Bargmann space. Winternitz et al. have shown! that there is a one-toone correspondence between second-order differential operators which commute with quantum Hamiltonians H of the standard type [i. e., -<l + V(xj, X2)], and separable coordinate systems for the Schrodinger equation, that is, there exist functions vt (x!,xz) , VZ(Xj, X2) such that the time-independent Schrodinger equation separates into two differential equations, one in v! and one in V2' Reduced to a canonical form, these v's can be made to correspond to one of the four orthogonal coordinate systems in two-space: Cartesian, polar, parabolic, or elliptic. The 2 : 1 anisotropic oscillator, in particular, was shown to separate in Cartesian and parabolic coordinates with the corresponding "separation" operators Sc and Sp commuting with H. Section 2 recapitulates these developments in the light of the general procedure of separation of variables z • 3 involving the time, and shows that the time-dependent problem can be reduced to a study of the time-independent one. The wavefunctions of the system in parabolic coordinates are not known special functions.
In Sec. 3 we show that the introduction of Bargmann space 4 provides a very convenient tool for finding the eigenfunctions and spectra of the pair Sp and H. The parabolic basis eigenfunctions are seen to be given in terms of new orthogonal polynomials whose coefficients are given by a three-term recursion relation. The 2215 Journal of Mathematical Physics, Vol. 16, No. 11, November 1975 polynomials and their eigenvalues are tabulated up to the n = 15 level. These coefficients also give the expansion of the parabolic basis eigenfunctions in terms of the Cartesian ones and vice versa as well as other special function identities.
In Sec. 4 we relate the polynomials and degeneracy pattern to the existence of a solvable symmetry group in Bargmann space. This group, or more accurately, its infinitesimal generators are found by looking for all first-order densely defined differential operators in Bargmann space which commute with the Hamiltonian. The representations we find are indecomposable nonunitary finite-dimensional representations of the symmetry group. We also discuss the relevance of the conjugate representations. Moreover, the orbit structure of the Lie algebra is analyzed and it is shown that the orbits relate to the two separable coordinate systems in the usual configuration space. We point out that this connection breaks down for any other rational frequency ratio.
The solvable symmetry group is a group of nonlinear canonical transformations of the coordinate-momentum space which are geometrical symmetries in Bargmann space. This is shown in Sec. 5. Finally, in Sec. 6 some conclusions are presented about the relations and differences between our and former work. [5] [6] [7] These question the necessity of unitary representations and of su(2) in describing accidental degeneracy.
SEPARATION OF VARIABLES
Our first aim is to find all separable coordinate systems for the equation
We look for all coordinate systems described by the change of variables
such that a solution of (2.1) is of the form U(vt> vz, v 3 ) '" exp(iS(v h (2.3) and (2.1) reduces to three ordinary differential equations. The function S(v1> v2, V3) is called a multiplier and can be determined by the analysis. Moreover, the separation process s always allows us to choose
vz, V3)]V I (vi) V Z (V2)VS(V S ),
For the purpose of finding the separable coordinate systems of (2.1) it is useful to consider its symmetry group. The Lie algebra of this group waS determined in Ref. 8, where the integrated group H2 (the two-dimensional harmonic oscillator group) has the structure H2 "'R 1'9 Wz, where R I is the group of additive reals, W2
is the five-dimensional Weyl group in two-space and Xl denotes the semidirect product. The group action given in terms of the one-parameter subgroups (R 1 is generated by Rand Wz by B j , PI> i = 1, 2, and E with Therefore, two separable coordinate systems which differ by a transformation of the type (2.4) are said to be equivalent. Hence, our problem reduces to the separation of the time-independent Schrooinger equation 1 and we find only two inequivalent separable eoordinates: 
(2.6a) (2.6b) Winternitz and collaborators 1 have characterized the two separable systems (2.5) of (2.6) by the two secondorder symmetry operators
corresponding to (i) and (ii) above, respectively. Indeed, it can be shown that (2.7) are the only second-order operators which commute with the Hamiltonian H. Now, the solutions of (2.1) in the Cartesian coordinate system (2. 5a) are characterized by the equations
which give rise to the well-known eigenvalue problem for the one-dimensional harmonic oscillator with eigenfunctions normalized in the usual Hilbert space norm We note that since the measure in parabolic coordinates is (2.13) and (2.12) depends on both ;\ and E, the eigenvalue problem is a (coupled) multiparameter one. However, we know the value of E from the Cartesian separation and we can use (2. lOb) to derive a recursion relation for the overlap functions between the two bases. Then, since the degeneracy for each n is I n/21 + 1, we look for the recursion relation to be cut off. Rather than implement this procedure here, in the next section we will analyze the system in Bargmann's Hilbert space where our problem reduces to a single Sturm-Liouville problem and the degeneracy of states appears simply as a subspace of homogeneous polynomials. Math, Phys. 16, 1034 (1975 .]
SOLUTION IN BARGMANN SPACE
In this section we shall show that the treatment of the anisotropic oscillator in Bargmann's Hilbert space of analytic functions 4 allows a simple interpretation of the degeneracy pattern as well as a reduction for the parabolic coordinates to a simple Sturm-Liouville problem. 10 For an oscillator of frequency w we define l1 out of the canonically conjugate operators x and p (with
so that ~ and t also constitute a canonical pair ([~, t] =in). Under (3.1), the Hamiltonian becomes (3.1c)
Upon introducing a scalar product over the complex plane a: (3. 2b) f and g are analytic functions in T/ over a: of growth (2, w/2), and completing with respect to the norm induced by (3. 2) we obtain the Bargmann space] "'. Bargmann has shown that the operators given by (3. la, b, c) are self-adjoint in]., defined with the domains
where 0 is one of the operators (3.1). Thus in] '" we have the representation
with the Hilbert space adjoint
The unitary mapping between L 2(1R) and] '" is given by
with the inverse 
where
andf E]"" fEL 2(1R), and the integrals are understood to be in the sense of limit in the mean.
We can now build the space] =] (0;2) with the measure diJ.idjJ.~ and the two-dimensional Hamiltonian which is the image under the unitary mapping A=A 2 ®A t of the Hamiltonian (2. 6a) and the sum of two Hamiltonians (3. lc) with WI = 2, W2 = 1. Hence in] our Hamiltonian is
Now the simple form of (3.5) allows us to immediately solve the two-dimensional eigenvalue problem (3.6)
We find by the method of characteristics and the fact that ii~nE] the general solution with (2. 9b),
where P n is a polynomial of degree [n/2] . Hence the degeneracy of states in] makes its appearance by the Simple fact that the solutions of (3.6) are homogeneous polynomials P n of degree [n/2] . This polynomial subspace Pn maps under the Bargmann transform A given by (3.4) onto all L 2(JR 2 ) solutions of the Schrodinger equation (2. 6a) with fixed energy En. In the next section we will find a group of transformations [not SU(2)] which maps the polynomial subspace Pne] defined by (3.7) into itself. We also emphasize here that the above analysis is quite general and applies to any anisotropic oscillator whose ratio of frequencies is rational, although there will be no connection with separable coordinate systems.
In the Cartesian basis described by the self-adjoint 4 operator (3. Sa) along with (3.6) we obtain the orthonormal eigenfunctions
with § given by (2. 9b). Note since n = 2nj + n2, it follows that zP:; n E Pn. Moreover, under (3.4b ) the eigenfunctions d3. For the parabolic coordinates we find the operator
which is self-adjoint on the domain (-u) . The eigenvalues AI appear thus in symmetrical pairs. When [n/2) + 1 is even, the l's are half-intergers, while when [n/2)+1 is odd, the l's are integers and Ao=O is among the eigenvalues. We point out that although the label 1 resembles a "magnetic" quantum number suggesting an su(2) symmetry algebra for the system, no such construction has been made.
The eigenvalues AI and the properly normalized coefficients P';; for (3.11), (3.12) for the first 15 values of n have been computed and collected in Table I . We will refer to Pnl (u) as parabolic polynomials. The entries of this table also give us the needed information about the expansion of the parabolic coordinate solutions in terms of the Cartesian basiS, since from (3.7), (3.8b), and (3.11) /2pr;,;1P;,n_2m (1)11 1)2)' moO Choosing 1J!,;1 (1)1,1)2) to be normalized in J, we find
14)
The expansion inverse to (3. 13) is easily obtained and reads
Again from the orthonormality properties we obtain 
The solutions (3.10) of (3.11) are instrumental for the solutions (2.11), 1>nl(v), of (2. 12) in the following manner: Transforming (3.10) to its standard form, we find the latter to be identical with (2. 12) so that its solutions are (3. 17) upon demanding the correct asymptotic properties for 1J!,;l' It is emphasized that we have constructed polynomial solutions of the differential equation (2. 12). The advantage of the Bargmann space treatment is now manifest: Through the unitary transform (3.4) we have reduced the coupled multiparameter eigenvalue problem (2.10) to the single Sturm-Liouville problem (3.10) whence upon transforming back and using (3.17), we have
where c nl is the normalization coefficient with respect to the measure (2.14) given by
where a(n) '" (-1)" and can be calculated with the use of the Table I .
Writing the transform (3. 4a) explicitly, we find the integral identity f.: dV 1 j~~ dv 2 (vi + V~)(V1V2)n exp[ -t{v; + vV+ i2(vi -vn7h
Moreover, applying the unitary transform (3.4) to the expansions (3,13) and (3,15), we find the expansion formulae
and
(3,22)
These formulas allowed us to calCulate c nl in (3.19) by evaluating (3.21) for even n at X= 0 and for odd n, il 2 /iJv 1 ilv 2 of both sides at x=O. We add that from (3.21) and (3 0 22) many L 2(JR2) expansions can be derived for the parabolic polynomials P n I' To conclude this section we give explicitly the parabolic polynomials for the first few n values: It is easily seen that (4.4) and so we have the structure 8 3 "'u(1)EB8 2 , where 8 2 is the two-dimensional algebra spanned by, say, Al and 
This action can be integrated to a representation of the solvable Lie group S3 as
where j E P n , QI, (3, YE 0:, and 0= y(e",-2 1l -l)/(QI-2(3).
(4.6a) (4.6b)
The transformations (4.6) form the group of geometrical symmetry transformations in Bargmann space. The group composition law is g (Ql u 
where Y 3 is related to 03 through (4.6b) and 03 =: 02 + e"'2-21l 2 01 • This yields the representation matrices
where 0 ~ 111', 111 ~ [n/2] and the matrix is uppertriangular, ° being given by (4.6b). Now since Al and A2 are self-adjoint onD given by (3.3), by chOOSing QI, f3 pure imaginary, the representation of the Abelian subgroup generated by them defines a unitary representation on J. Of course A3 is not Hermitean (symmetric) in J, so its integrated group representation is not unitary. Moreover, exp(oA) is an unbounded operator in J, Since functions of growth (2, 1) in 1)1 and (2, t) in 1)2 are mapped onto functions of growth (2,1) in 7)1 and (4,0) in 1)2' However, it can be seen easily from (4.6a) a representation of 8 3 conjugate to that of (4.2). In fact, we easily find
Since A; is a second-order operator, its exponentiation will be represented through an integral kernel in Bargmann space. There is a striking analogy between this exponentiation and the development in time of the solutions of the heat equation. 13 Using this analogy, the general element of the conjugate representation of S3 can thus be found as (4. lOb)
Finally, it is straightforward to see that the matrix elements of the representation (4.10) are the adjoints of the matrix elements (4.7) of the group S3' However, it must be noted that if we try to embed the two representations (4.2) and (4.8) of the algebra 8 3 into a higherdimensional Lie algebra, we are led to an algebra of infinite dimension.
Now from the relations (4. 5c) and (4.9) one can derive the recursion relation (3.12). Forming the inner product of (Sp -A) from (4. 9b) between the CarteSian and parabolic bases, this yields we regain (3.12), We thus could have made these calculations using the harmonic oscillator raising and lowering operator formalism in ordinary configuration space; however, the analysis of the differential equations that was made previously requires specific Lie algebra models.
Another important consequence of the symmetry algebra is the correspondence between the separable coordinate systems (2.5) and the orbits of the factor algebra S2 "'s3/u(l) Thus orbit (ii) describes the parabolic basis and we have found the correspondence between the two orbits (4.12) of the symmetry algebra and the two separable coordinate systems (2.5). It can also be remarked that the preceeding description of the symmetry algebra also carries over to the case of any anisotropic two-dimensional oscillator whose frequency ratio is k : 1 (k integer). What does not carryover is the connection with separation of variables, and the reason clearly is that for any other ratio of frequencies the operator AI is higher than second order, giving rise to a higher than second order operator for not only the analog of Sp but also of Sp' 
CANONICAL TRANSFORMATIONS INDUCED BY THE SYMMETRY GROUP ACTION
In this section we want to show explicitly that the S3 group action induces a canonical transformation in the Bargmann phase space and point out some of its characteristics. Consider the action of exp(aA I ) and exp(.BA 2 ); these produce dilatations of the canonical operators ;j, lj, i. e., ~I -ect~H ~l -e-"'~l under the first one and ii2 -ea~2' ~2 -e-a ii 2 under the second one. It is clear that they preserve the canonical commutation relations [ii j , ~kJ = io jk1 and the form of the Hamiltonian (3.5). The adjoint group action of exp(yA 3 ) gives iiI -~; = exp(yA 3 )n I exp( -yA 3 )= iiI + y1j~, ii2-ii~=1j2' ~l-t;=~l>
which can be Similarly checked to preserve the canonical commutation relations and the form of the Hamiltonian. Thus S3 can be said to induce a canonical transjormation l l ,I4,IS in the 1)-space which, moreover, is a nonlinear point transformation, as ~; is only a function of the ii j and the group element. The translation to ordinary description of phase space can be made through (3.1) and seen to mix the configuration and momentum components. The transformation (5.1) is not in general a unitary transformation since as was seen in (4.6), exp(yA 3 ) is not unitary. The action of the conjugate representation of S3 can be obtained through adjunction from (5.1) and similar considerations apply as a canonical transformation. It is not a point transformation, however. 
DISCUSSION ON SYMMETRY GROUPS AND ACCIDENTAL DEGENERACY
The degeneracy pattern for the anisotropic oscillator has usually been attributed 5 -7 .15 to the group SU(2). We feel, however, that the role of this SU(2) is still not well understood since in contradistinction to the isotropic oscillator case, the formal Lie algebra su (2) for the anisotropiC oscillator cannot be written in terms of finite-order differential operators in Hilbert space. The generators of su(2) are written in terms of shift operators which are well defined over the finite-dimensional subspaces; however, their extension to a dense subspace of Hilbert space seems to have been overlooked .. Moreover, in order to obtain a unitary irreducible representation 7 ,15 of the group SU(2) on one of the finitedimensional subspaces, a new norm must be introduced. This is the meaning of the factors containing the number operator and modulo numbers: One has to rescale the basis functions so that they form a properly normalized SU(2) baSiS, for they do not do so in the ordinary norm. As a consequence, the representations are nonunitary in the usual Hilbert space norm.
Second, when we follow the procedure of Refs. 5 and 7 for n-dimensional anisotropic oscillators (n> 2), the group SU(n) does not in general give a full account of the degeneracy of the system, that is, representations are in general reducible, in fact, completely reducible. This occurs already in the n = 3 case and constitutes the major failure for SU(n) as the symmetry group explaining the accidental degeneracy.
Thirdly, the choice of the group SU(2) [U(2) including the action of the Hamiltonian] is not unique. In Ref. 7 this choice was dictated in order to find the quantum counterpart of a classical canonical transformation which maps the general anisotropic oscillator onto the isotropic oscillator whose geometrical symmetry group in Bargmann space is U(2). It is of interest to study the former system on its own, since the two quantum problems are not unitarily equivalent.
The generators of the solvable group S3 on the other hand, are all the first order symmetry operators in Bargmann's description of phase space. They are thus the generators of all the geometrical symmetry transformations in Bargmann space, and in this sense they are unique, While the representations are redUCible, they cannot be decomposed into irreducible parts, i.e., they are indecomposable. We can find no fundamental reason why, when explaining accidental degeneracy through a symmetry group, one should exclude nonunitary indecomposable representations, Clearly, completely reducible representations should be excluded. It is thus of interest to consider the n-dimensional generalization of the geometrical symmetry group discussed above.
To sum up, the connection between accidental degeneracy and symmetry groups seems to be still an open question, In this context one should understand the role played by the infinite-dimensional Lie algebras of symmetry transformations and its corresponding Lie pseudogroup. Perhaps more immediate is the possibility of finding? for all systems with discrete spectra exhibiting accidental degeneracy, a Hilbert space a la Bargmann such that its group of geometrical symmetry transformations explains the accidental degeneracy, Work in this direction is currently in progress,
AC KNOWL EDGM ENTS
The results of Table I were obtained in collaboration with Dr. Victor Guerra (CIMAS), We would like to thank Professor Marcos Moshinsky for his interest in our work.
2223
