Abstract. With a growing number of alternative Web services that provide the same functionality but differ in quality properties, the problem of selecting the best performing candidate service is becoming more and more important. However, users can hardly have invoked all services, meaning that the QoS values of some services are missing. In this paper, we propose a combination approach used to predict such missing QoS values. It employs an adjusted user-based algorithm using Pearson Correlation Coefficient to predict the QoS values of ordinary services. For services with constantly poor performance, however, it employs the average QoS values observed by different service users instead. An extensive performance study based on a real public dataset is finally reported to verify its effectiveness.
Introduction
With a growing number of alternative Web services that provide the same functionality but differ in quality properties, the problem of selecting the best performing candidate service is becoming more and more important. Due to some inevitable reasons, e.g., location and network environment, the QoS of the same service to different users may be different. For example, the response time for an USA user u a to invoke web service located in Spain is 5626ms, while that for a Japan user u b to invoke the same one is 687ms. A user can hardly have invoked all services, meaning that the QoS values of some services that the user has not invoked are missing. Hence, some effective approaches are urgently needed to provide accurate prediction of the QoS values of different Web services for each user without requiring real Web service invocations. In recent years, researchers have proposed a number of QoS prediction approaches [1] [2] [3] . Inspired by the application of Collaborative Filtering (CF) [4] in product recommendation, CF has been extensively employed to predict QoS values using Web service QoS evaluations from different users. It is often classified as memory-based or model-based. For the memory-based ones, all training data are stored in memory. In the prediction phase, similar objects (users or items) are sorted based on their similarities with the active object. Pearson Correlation Coefficient (PCC) is a widely used method to compute the similarities between objects. Based on the data from similar users or items, a prediction result can be generated. The most analyzed examples of memory-based methods include user-based methods [4] [5] [6] , item-based methods [7, 8] and fusion methods [9] . For the model-based ones, on the other hand, training data are used to generate a predicting model that is able to predict the missing data. The most analyzed model-based examples include decision tree [4] , aspect models [10] and latent semantic models [11, 12] .
Many works have been done to predict the missing QoS values. Shao et al. propose a user-based CF algorithm to make similarity mining and predict the QoS of Web services from consumers' experiences [1] . Zheng et al. present a hybrid approach which combines user-based and item-based approach together to predict the QoS of Web services [2] . Chen et al. discover the great influence of a user's location to the accuracy of prediction and propose a region-based hybrid CF algorithm to predict the QoS of services [3] . However, the prediction accuracies of those methods are far from satisfactory.
To improve the prediction accuracy, we propose a combination approach. The basic idea is that we use different methods to predict the QoS values of different services. Considering unstable network environments, we first classify the services into the poor ones with constantly poor performance, and ordinary ones. The final QoS is estimated by different methods based on the category which the target service belongs to. For ordinary target services, it employs an adjusted user-based algorithm using Pearson Correlation Coefficient, or adjusted UPCC, to predict the QoS values. For services with constantly poor performance, however, it employs IMEAN, i.e., uses the average QoS values observed by different service users, instead.
The contributions of this work are as follows. (1) We propose a combination approach to predict missing QoS values. (2) We evaluate the proposed approach experimentally by employing a real-world Web service QoS dataset.
The rest of this paper is organized as follows: Section 2 presents our QoS value prediction approach in detail. Section 3 describes our experiments. Section 4 concludes the paper.
Prediction Approach
In real world, QoS of service not only relies on the executing environment of services, but also heavily depends on unstable network environment. As a result, some services with constantly poor performance (named as poor services for ease of presentation) may be published on the Internet. Our prediction approach is based on the following assumption: poor services should low the prediction accuracy. The approach has three major steps.
1)
Find the top N poor services using IMEAN; 2)
If the prediction service is one of the top N poor services, IMEAN is used to predict its QoS performance;
3) If the prediction service is not one of the top N poor services, adjusted UPCC is used to predict its QoS performance.
Classification of Services
To find poor services, we first list the services in descending order from their IMEAN values. Then we classify the top N services and the others into poor services category and ordinary services category respectively. The formula used to calculate IMEAN values is as follows:
where , is the vector of QoS values of service s invoked by user u 1 , is the set of users have invoked s, and | | is number of users have invoked s.
Obviously, the number N of poor services is the key for our approach. Through some tests, we find the most accurate prediction results using our approach could be acquired when N equals to 5. These tests will be shown in Section 3.
Prediction of QoS Values
Because we use different predicting methods for services form different categories, we must judge which category the target service belongs to before the calculation of missing value. If the target service belongs to the poor services category, IMEAN is used. Otherwise, adjusted UPCC is used. Due to IMEAN having been introduced in Section 2.1, we present adjusted UPCC method here. PCC has been introduced in a number of recommender systems for similarity computation, since it can be easily implemented and achieves high accuracy. The similarity between two users u 1 and u 2 based on the PCC is computed using the following equation:
where is the subset of Web service items which user u 1 and user u 2 invoked together, and represents the vector of average QoS values of the user u 1 . Although PCC can provide accurate similarity computation, it will overestimate the similarities of service users who are actually not similar but happen to have similar QoS experience on a few co-invoked Web services. To address this problem, we employ an adjusted formula to reduce the influence of a small number of similar co-invoked items. An adjusted PCC formula for the similarity computation between different service users is defined as:
After calculating the similarities between different users, a set of similar neighbors can be identified. The selection of similar neighbors is an important step for making accurate missing value prediction, since dissimilar neighbors will decrease the prediction accuracy. Traditional Top-K algorithms rank the neighbors based on their PCC similarities and select the top K most similar neighbors. In practice, some entries in the user-item matrix have limited similar neighbors or even do not have any neighbors. Traditional Top-K algorithms ignore this problem and still include dissimilar neighbors to predict the missing value, which will greatly reduce the prediction accuracy. To solve this problem, we propose an enhanced Top-K algorithm, where neighbors with PCC similarities smaller or equal to will be excluded. A set of target user u' similar neighbors can be found by the following equation:
where T u is a set of top K similar users to the user u, and a similarity threshold. The final prediction method employs the data of similar users to predict the missing value of target service s to target user u as follows:
where are a set of user u's similar users, and is a vector of average QoS values of different Web services observed by the active user u.
Experiments

Experimental Setup
We have conducted our experiments using a public real-world Web service QoS dataset, which is collected by Zibin Zheng et.al [2] . It contains the records of 1,974,675 Web service invocations executed by 339 distributed service users on 5825 Web services. The record of each invocation contains 2 parameters: Response Time and Throughput. More details about this dataset can be found in [13] . In this paper, we randomly extract 150 users, 100 Web services and use the invocation records between them as the experimental data. Our experiments are implemented with Matlab 7.0 and MySQL 5.0. They are conducted on a Dell Inspire R13 machine with a 2.27 GHz Intel Core I5 CPU and 2GB RAM, running Windows 7 OS.
Evaluation Metric
In our experiments, NMAE is used to evaluate the accuracy of prediction. Mean Absolute Error (MAE) is as follows: Here, the smaller NMAE means the more accurate QoS prediction.
Performance Comparison
We compare the proposed approach with five typical prediction methods: User Mean(UMEAN), Item Mean(IMEAN), User-based algorithm using PCC (UPCC), Item-based algorithm using PCC (IPCC), and WSRec. UMEAN uses the average QoS of the service user on other Web services to predict the QoS of other Web services, while IMEAN uses the average QoS of the Web service observed by other service users to predict the QoS for the current user. UPCC uses similar users for QoS prediction, while IPCC uses similar services for QoS prediction. WSRec uses a linear combination of the UPCC and IPCC results together. To the best of our knowledge, WSRec is the best one for QoS prediction currently. In the experiment, we set K=10 and 0.3. Each experiment is run for 50 times and the average NMAE values are reported. Table 1 shows the NMAE results of different prediction methods on Response Time and Throughput using 10 and 20 percent densities of the training matrix respectively. For the users in testing matrix, we vary the number of invoked services (given number) as 10 and 20 by randomly removing entries (named as g10, g20, and g30, in Table 1 ). In addition, the number of training users is varied as 100 and 140.
From Table 1 , under all experimental settings, our method obtains smaller NMAE values in all cases, which demonstrates better prediction accuracy. The prediction results when Training users=140 is more accurate than the results when Training users=100. Meanwhile, the increase of the density of a training matrix enhances the prediction accuracy. The reason is that higher density means more training data for the prediction. In addition, the increase of the number of invoked services (g10, g20, and g30) also improves the prediction accuracy. It indicates that the prediction accuracy can be enhanced by providing more QoS values.
3.4
Evaluation of the Top N In our paper, parameter N denotes the number of the poorest services. To study the impact of the parameter N on the efficiency of our prediction approach, we vary the value of N from 0 to 10 with a step value of 1. Figure 1 Observing from Figure1, we can draw the conclusion that the value of N impacts the predicted results significantly. In addition, when N=5, the most accurate results are provided for both Response Time and Throughput. 
Conclusion
In this paper, we present a combination approach to predict the missing QoS values. Different from the previous methods, considering unstable network environment, we classify the services into poor services category and ordinary service category, and use different predicting methods based on the category which the target service belongs to. The experiments based on a public dataset prove that our prediction approach outperforms the existing methods.
In the future, we will explore the service selection framework. Furthermore, we will also collect more QoS data of Web services to improve the scale of our experiments.
