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Abstract
The work is devoted to the proof of the conservation of local field-
theoretical Hamiltonian structures in Whitham’s method of averaging.
The consideration is based on the procedure of averaging of local Pois-
son bracket, proposed by B.A.Dubrovin and S.P.Novikov. Using the
Dirac procedure of restriction of the Poisson bracket on the subman-
ifold in the functional space, it is shown in the generic case that the
Poisson bracket, constructed by method of Dubrovin and Novikov, sat-
isfies the Jacobi identity. Besides that, the invariance of this bracket
with respect to the choice of the set of local conservation laws, used
in this procedure, is proved.
Introduction.
This work is devoted to Whitham’s method of averaging, which permits
to explore the evolution of slow modulated m - phase solutions of nonlinear
systems of equations ( [1], see also [2], [4], [5], [6]). The slow modulated
parameters of m - phase solutions (for example ”running waves” if m = 1)
satisfy in this approach to quasilinear homogeneous evolution system of type:
U iT = V
i
j (U)U
j
X , i, j = 1, . . . , N, (1)
U = (U1, . . . , UN ).
For the exploring of systems of this kind it appears to be important
to explore them on the subject of being Hamiltonian with respect to local
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Poisson brackets of hydrodynamic type (see [3], [4], [5]). The theory of these
brackets, constructed by B.A.Dubrovin and S.P.Novikov, ( [3], [4], [5]), has
been used by S.P.Tsarev (see [7]) for integration of systems (1), having
Hamiltonian structure and reducible to the diagonal form. The investigation
of Hamiltonian systems which do not satisfy to the last condition, was made
by E.V.Ferapontov (see [8], [9]).
In the work [4] the procedure of constructing of Hamiltonian structure of
the required type for Whitham’s system of equations (1), under the condition
that the initial system is Hamiltonian with respect to local field-theoretical
Poisson brackets was proposed. However, the proof of the Jacobi identity
for constructed by this way brackets was absent (see [10]). In this work
we shall prove the Jacobi identity for constructed by Dubrovin-Novikov’s
method brackets in the case of ”generic situation” with the aid of Dirac’s
procedure of restriction of Poisson brackets on the submanifold in the space
of functions. So that, the results of this work permit to make a statement
about the conservation of local Hamiltonian structures in Whitham’s method
of averaging.
1. General constructions.
Consider the evolution system on the space of fields ϕ = (ϕ1, . . . , ϕn) of
type:
ϕit = Q
i(ϕ, ϕx, ϕxx, . . .), i = 1, . . . , n, (2)
which is Hamiltonian with respect to local field-theoretical Poisson bracket
of type:
{ϕi(x), ϕj(y)} =
∑
k≥0
Bijk (ϕ, ϕx, . . .)δ
(k)(x− y) (3)
(there is a finite number of terms in the sum) with the Hamiltonian:
H =
∫
PH(ϕ, ϕx, . . .)dx. (4)
The bracket (3) can be compatible with the operator of translation, that
is, there may exist the local functional:
P =
∫
PP (ϕ, ϕx, . . .)dx, (5)
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(the momentum operator) such that: {ϕi(x), P} = ϕix . (This is not a nec-
essary condition and as was pointed to the author by O.I.Mokhov, there is a
special class of local Poisson brackets which satisfy it, see [11], [12]. However,
in the Hamiltonian structures, connected with the ”physical” systems, this
property, as a rule, is present.) Besides that, we shall admit that bracket (3)
can have a finite number of annihilators, that is, functionals (not necessary
having the form (4),(5)) N1, . . . , Np , such that: {ϕ
i(x), Nq} = 0 .
Definition.
Let we are given a function of m variables Φ(θ) = (Φi(θ1, . . . , θm)), i =
1, . . . , n, 2π− periodic with respect to each of the arguments, and correspond-
ing to it m - vectors: ω = (ω1, . . . , ωm),k = (k1, . . . , km), such that:
ωαΦiθα = Q
i(Φ, kαΦθα , . . .) (6)
then the corresponding to them function:
ϕ(x, t) = Φ(kx+ ωt) (7)
we shall call the m - phase quasiperiodic solution of the system (2).
Note that the existence of m - phase solutions with m > 1 presents as a
rule only for ”integrable” systems like KdV.
System (6) is a system of differential equations in partial derivatives on
functions Φ(θ) (θ = (θ1, . . . , θm)), and its 2π− periodic with respect to all
variables solutions (if they exist) at all possible k and ω give the full family
of m - phase solutions of system (2).
We shall suppose that at any k and ω in some open set (we suppose
that system (2) is not linear) the system (2) has some family of the required
solutions, which can be parametrized by the initial phase shifts θα0 , and may
be also by some set of additional parameters r1, . . . , rg, (the number of which
is constant at all ω and k), which do not change under the variation of
θα0 . So that, the m - phase solutions of (2) will be given by the values
ω = (ω1, . . . , ωm),k = (k1, . . . , km), r1, . . . , rg and θ10, . . . , θ
m
0 .
Let now the system (2) has N = 2m+g translation-invariant functionals:
Iν =
∫
Pν(ϕ, ϕx, . . .)dx, ν = 1, . . . , N, (8)
commuting with the Hamiltonian (4) and being in the involution with each
other with respect to the bracket (3):
{Iν , Iµ} = 0. (9)
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Among the integrals (8) there may be Hamiltonian (4), functional of momen-
tum and annihilators of brackets (3) having the form (8).
We shall assume that parameters k, ω and r = (r1, . . . , rg) are indepen-
dent on the family of m - phase solutions of (2) and, besides that, may be
expressed in terms of the values of integrals (8) on the functions of family
(7), that is k = k(U), ω = ω(U), r = r(U),U = (U1, . . . , UN ), where
Uν= lim
T→∞
1
2T
∫ T
−T
Pν(ϕ, ϕx, . . .)dx =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(Φ, kαΦθα, . . .)d
mθ
(10)
(it can be easily seen that values in (10) do not depend upon the initial phase
shifts θα0 ). So that, after the choice at each value of parameters U on M of
some definite function Φin(θ,U) as having zero initials phases θ0, we can put
values Uν and θα0 to be the parameters on the family of m - phase solutions
of (2).
Each of the functionals (8) generates the Hamiltonian flow of the form:
ϕiτν = Q
i
ν(ϕ, ϕx, . . .). (11)
All these flows are commutative with each other and with (2), and leave
the family of m - phase solutions of (2) invariant, generating the linear de-
pendence of the initial phases upon the ”times” τ ν on it and leaving constant
all the other parameters. It means that there exist the functions ωαν (U), such
that for all Φ(θ + θ0,U), corresponding to the family of m - phase solution
(2), we have:
ωαν (U)Φ
i
θα = Q
i
ν(Φ, k
αΦθα, . . .) (12)
From (9) we can conclude that all evolution systems (11), generated by
integrals Iν , have the same properties that the system (2), and all the state-
ments, proved for system (2), are valid for systems (11) (besides zero flows
and operator of shift of x, we shall speak about this in the consideration of
Whitham’s method in which the nonlinearity of the system is essential).
System (6) at each ω and k defines some ”submanifold” (let denote it
by Mω,k, in the space of 2π− periodic with respect to each θ
α functions.
Functionals
F iω,k[Φ](θ) = ω
αΦiθα −Q
i(Φ, kαΦθα, . . .) (13)
are being the constraints, defining these submanifolds.
4
We shall assume that, if the operator Iν is not the operator of momentum
or annihilator of (3), the corresponding systems (12) at all ων and k define
(as well as (6)) the full family of m - phase solutions of (2), that is, the
constraints:
F
i(ν)
ων ,k[Φ](θ) = ω
α
νΦ
i
θα −Q
i
ν(Φ, k
αΦθα, . . .) = 0, (14)
being consider at some definite ων and k, define some m + g - parametric
familyMνων ,k of 2π− periodic with respect to each θ
α solutions, parametrized
by initial phase shifts and some additional parameters the number of which
is g, so that the joint of all these Mνων ,k at all possible ων and k gives the
full family of m - phase solutions of (2) (it is so in many known examples).
We shall also assume in our situation (it is also valid in the examples), that
the number g of parameters r1, . . . , rg is equal to the number p of annihilators
of (3), for which there exist the following motivations:
any of m + 1 flows (11), generated by arbitrary m + 1 integrals (8), are
linearly dependent because of (12) on the family of m - phase solutions of
(2), that is, there exist λ1(U), . . . , λm+1(U), such that
∑m+1
j=1 (λ
j)2 = 1 and∑m+1
j=1 λ
j(U)ωανj(U) = 0, ∀α . ¿From this we can conclude that m - phase
solutions of the system (2) can be also defined by the relation:
δ
m+1∑
j=1
λjIνj = δ
p∑
q=1
µqNq,
(where N q - are the annihilators of (3), since the functional
∑m+1
j=1 λ
j(U)Iνj
generates the zero flow on the corresponding m - phase solutions), on the
functions:
ϕ(x) = Φ(kx), (15)
where Φ(θ) = Φ(θ1, . . . , θm) is 2π− periodic function of θ. Supposing that
at any k = (k1, . . . , km), µ1, . . . , µp and λ1, . . . , λm+1, satisfying the relation∑m+1
j=1 (λ
j)2 = 1, the functional
∑m+1
j=1 λ
jIνj −
∑p
q=1 µ
qNq has on the functions
(15) the only extremum modulo the initial phase shifts, we have that all m -
phase solutions of (2) can be characterized by 2m+ p independent parame-
ters (except the initial phase shifts), and, so that, we obtain the formulated
statement.
As in the finite-dimensional situation we shall require the submanifolds
Mω,k and M
(ν)
ων ,k (for I
ν which are not annihilators of (3) or momentum
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operator) to satisfy some property of regularity, analogous to the maximality
of rank of matrix of constraints derivatives in the finite-dimensional situation.
Namely, let us linearize the functional (13) Fω,k(θ) = (F
1
ω,k(θ), . . . , F
n
ω,k(θ))
(respectively any of functionals (14)) on the solution of system (12), Φin(θ+
θ0, U) (it will be also a solution of (14)), that is introduce the operator LˆU,θ0
(respectively Lˆ
(ν)
U,θ0
) with the kernel Lij
U
(θ+θ0, θ
′+θ0) (L
ij(ν)
U
(θ+θ0, θ
′+θ0)),
such that:
δF iω(U),k(U)(θ) =
=
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∑
j
Lij
U
(θ + θ0, θ
′ + θ0)(Φ
j(θ′)− Φjin(θ
′ + θ0,U))d
mθ =
= (LˆU,θ0δΦ)
i(θ) (16)
(similar for the constraints F
i(ν)
ων ,k[Φ](θ)).
Defined by such a way LˆU,θ0 (Lˆ
(ν)
U,θ0
) are differential with respect to θ
operators with the periodic coefficients in the space of 2π− periodic functions
(Φi(θ), i = 1, . . . , n). We shall require the following conditions:
A) For all U and θ0 the kernel of operator (16) LU,θ0 consists of vectors
tangential to the submanifold Mω(U),k(U) , defined by system (12), that is,
the functions Φθα(θ,k, ω, r) and Φrζ (θ,k, ω, r) give the basis in the space of
solutions of system
(LˆU,θ0δΦ)(θ) = 0,
and the same property is valid for operators Lˆ
(ν)
U,θ0
, corresponding to Iν , which
are not annihilators of (3) and operator of momentum.
B) The co-dimension of the images of the operators LˆU,θ0 , Lˆ
(ν)
U,θ0
in the
space of 2π− periodic with respect to θ functions is equal to the dimension
of their kernels, that is, all LˆU,θ0 , Lˆ
(ν)
U,θ0
have exactly m + g (g = p) left
eigen vectors (let denote them κ
(s)
U,θ0
and κ
(s),(ν)
U,θ0
), that is 2π− periodic with
respect to each θα functions κ
(s)
iU(θ + θ0), j = 1, . . . , n, s = 1, . . . , m + g and
κ
(s),(ν)
iU (θ + θ0), such that:
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
κ
(s)
iU(θ)L
ij
U
(θ, θ′)dmθ ≡ 0 (17)
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
κ
(s),(ν)
iU (θ)L
ij(ν)
U
(θ, θ′)dmθ ≡ 0. (18)
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If all these conditions are satisfied, we say that submanifolds Mω,k and
Mνων ,k in the space of 2π− periodic functions of θ have the property of reg-
ularity. Besides that, under the assumption that vectors Φθα(θ,k, ω, r),
Φrζ (θ,k, ω, r),Φkα(θ,k, ω, r) and Φωβ(θ,k, ω, r) are linearly independent at
all values of parameters (θ0,k, ω, r) (it is essential requirement for the fol-
lowing consideration), the joint of described above submanifolds Mω,k (or
Mνων ,k) gives 3m + g = N +m− dimensional submanifold M in the space
of 2π - periodic with respect to each θα functions, corresponding to the full
family of m - phase solutions of (2).
2. Method of Whitham.
The constructions described above are closely connected with Whitham’s
method of averaging for nonlinear systems of differential equations in partial
derivatives (it can not be applied to the flows, generated by annihilators of
(3) or momentum operator), which is the following procedure: introduced
the small parameter ǫ, we put T = ǫt, X = ǫx and rewrite the system (2) on
the fields ϕi(X, T ) in the form:
ǫϕiT = Q
i(ϕ, ǫϕX , ǫ
2ϕXX , . . .). (19)
Let now consider the system (19) on the space of functions ϕ(θ,X, T ),
θ = (θ1, . . . , θm) , 2π - periodic with respect to each of variables θα. In
method of Whitham we try to find the functions:
S(X, T ) = (S1(X, T ), . . . , Sm(X, T )),
and 2π-periodic with respect to all θα functions:
Φ(θ,X, T, ǫ) = (Φi(θ,X, T, ǫ)),
represented by asymptotical series when ǫ→ 0:
Φi(θ,X, T, ǫ) =
∞∑
n=0
ǫnΦi(n)(θ,X, T ), (20)
such that the function:
ϕ(θ,X, T, ǫ) = Φ(θ+
S(X, T )
ǫ
,X, T, ǫ) =
∞∑
n=0
ǫnΦ(n)(θ+
S(X, T )
ǫ
,X, T, ) (21)
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- satisfies the system (19) at all θ and ǫ, (ǫ→ 0).
It can be easily seen that the substitution of (21) into the system (19)
gives the following equations in the zero order of ǫ
SαTΦ
i
(0)θα(θ,X, T ) = Q
i(Φ(0), S
α
XΦ(0)θα , . . .), (22)
that is, at any X and T , Φ(0)(θ,X, T ), as a function of θ, represents one of
the function from family M described above, and the functions ϕ(x, t, ǫ) =
Φ(θ0 +
1
ǫ
S(ǫx, ǫt), ǫ), obtained from (21) after the replacement of X and T
by ǫx and ǫt respectively, tend at small ǫ to the slow modulated m - phase
solutions of (2).
Besides that, from (22) we obtain:
k(U) = SX , ω(U) = ST , (23)
where U,k and ω - are parameters on M.
Terms with ǫk, k > 0, give the relations:
(LˆU(X,T),θ0(X,T )Φ(k))
i(θ,X, T ) = f ik(Φ(0),Φ(1), . . . ,Φ(k−1),SX ,ST , . . .) (24)
- where LˆU,θ0 - is described in (16) linear differential (with respect to θ)
operator with 2π− periodic with respect to θ coefficients (expressed in terms
of the Φ(0)(θ, θ(0)(X, T ),U(X, T )) and its derivatives with respect to θ
α), fk
is discrepancy, which depends upon the previous functions Φ(j)(θ,X, T ) and
being of order of k, regarding that functions Φ(j) have order j, functions S
- order −1, multiplication of functions adds their orders and differentiation
with respect to T and X adds 1 to the order of function.
The system (24) has solutions in the class of 2π - periodic with respect to
θ functions if and only if at any X and T the vector fk(θ,X, T ) is orthogonal
for all defined in (17) left eigen vectors of operator LˆU(X,T ),θ0(X,T ), that is:
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
κ
(s)
iU(X,T )(θ + θ0)f
i
k(θ,X, T )d
mθ ≡ 0, (25)
which gives on the function fk(θ,X, T ) at any X and T m + g = N − m
independent relations according to the number of left eigen vectors of the
operator LˆU(X,T ),θ0(X,T ).
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Taking Φ(0) in the form: Φ(0)(θ,X, T ) = Φin(θ + θ0(X, T ),U(X, T )), we
can easily see from the statements formulated above that in the first order
of ǫ equations (24) have the form:
(Lˆ[U(X,T ),θ0(X,T )]Φ1)
i(θ) =
∑
n
αij(n)(SX ,Φ(0),Φ(0)θα ,Φ(0)θαθβ , . . .)×
×
(
Φj(0)nθ,UνU
ν
X + Φ
j
(0)nθ,θαθ
α
0X
)
+ βiα(SX ,Φ(0),Φ(0)θα ,Φ(0)θαθβ , . . .)SXX−
−
(
Φi(0)UνU
ν
T + Φ
i
(0)θαθ
α
0T
)
, (26)
where n = (n1, . . . , nm) is an integral m - vector with nonnegative compo-
nents, nθ denotes here (n1θ
1 . . . nmθ
m), αijn β
i
α - some definite functions,
values SX are ST are connected with the parameters U(X), corresponding
to Φ(0)(θ,X), by the relations (23). So that the condition (25) gives on the
functions U(X, T ) and θ0(X, T ) N −m equations of the form:
Aζµ(U)U
µ
T+B
ζ
µ(U)U
µ
X+A
′ζ
α (U)θ
α
0T+B
′ζ
α (U)θ
α
0X = 0, ζ = 1, . . . , N−m. (27)
Adding to them m equations:
kαT = ω
α
X , (28)
following from (23), we obtain the system of N quasilinear equations on
N +m functions Uν(X, T ), θα0 (X, T ) .
If the conditions (27) and (28) are satisfied, the function Φ(1)(θ,X, T ) can
be found at any X and T from the differential with respect to θ equation
modulo the arbitrary linear combination of N−m functions described in (A)
and lying in the kernel of the operator LˆU(X,T ),θ0(X,T ) (let here denote them
as ξ
(s)
U,θ0
), that is, modulo the function of type:
∑N−m
s=1 Cs(X, T )ξ
(s)
U(X),θ0(X)
.
The values of the coefficients Cs(X, T ) can be found from the condition
of the solvability of system (24) in the next order of ǫ, where we have the
same situation and, so that, if (27) and (28) are satisfied, we can obtain
sequentially all the terms of series (20), which permits to find the required
functions Φ(θ,X, T, ǫ). Function S(X, T ) can be constructed using the values
k(U) and ω(U).
Lemma 1.
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Under the conditions formulated above, that is, in the presence of N local
translation-invariant integrals (8), such that the evolution of their densities
Pν(ϕ, ϕx, . . .) according to the flow (2) has the form:
Pνt = R
ν
x(ϕ, ϕx, . . .) (29)
with some Rν , the system (27) does not contain θ0(X, T ) and provides the
relations only for U(X, T ), that is, all the terms containing θ0X and θ0T are
orthogonal to the left eigen vectors of the operator Lˆ independently upon
the values of parameters U(X, T ) and θ0(X, T ), so that A
′ζ
µ ≡ 0, B
′ζ
µ ≡ 0.
Besides that, in method of Whitham for any of the systems (11), which is
not the operator of translation or trivial flow, we have the same situation.
Proof.
If (27) and (28) are valid, there exist the solutions of (19) in form of
asymptotic series (20), the substitution of which into (29) and integration
with respect to θ gives in the first order of ǫ:
UνT = ∂X〈R
ν〉(U), (30)
- where 〈. . .〉 means the averaging on the family M defined by the formula:
〈F (ϕ, ϕx, . . .)〉(U) ≡
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
F (Φ, kαΦθα, k
αkβΦθαθβ , . . .)d
mθ,
(31)
if ϕ(x) = Φin(kx+ θ0,U).
So that, from the system (27)-(28) follows the system (30), which is a
system of N independent in the general case equations on functions U(X, T ),
having the same form as (27)-(28), and, so that, (30) is equivalent to (27)-
(28). Since these conclusions may be applied to any of systems (11), which
is not translation or trivial flow, the Lemma is proved.
Let us note that in the presence of the additional conservation laws of
form (29) their averaging gives the equations which are the corollaries of
(30), the independence of (30), which is the system of N equations on N
parameters Uν(X), is the property of generic situation.
System (30) (or equivalent to it (27)-(28)), giving the evolution of slow
modulated parametersU(X) of m - phase solutions of (2) is called the system
of equations of Whitham.
System (30) has the form:
UνT = V
ν
µ (U)U
µ
X , ν, µ = 1, . . . , N, (32)
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that is, it refers to evolution systems of hydrodynamic type. For smooth
initial datesU(X) system (32) has in general case smooth solution up to some
moment T0 depending upon the initial dates and after that the solution will
be broken. So that we can use the solutions of Whitham up to the definite
point of time, after which they are not defined.
Let us point also that usually we consider just the finite number of terms
of asymptotic series (20) when they give us solutions of initial system (2)
modulo terms of higher order of ǫ. In particular it is possible to consider just
the first term of (20), which gives the evolution of slow-modulated m-phase
solutions of (2) provided that the Whitham equations on parameters U hold
and the next term in (20) is uniformly bounded. We shall consider all arising
here asymptotic series from this point of view, in particular, we shall not
interest in there convergency regions since we consider the relations on the
first (say k) terms of such series modulo the higher orders of ǫ.1
3. The Poisson brackets of the hydrodynamic type.
Among the systems (32) there is an especial class of them which are
Hamiltonian with respect to Poisson brackets of type:
{Uν(X), Uµ(Y )} = gνµ(U(X))δ′(X − Y ) + bνµλ (U(X))U
λ
Xδ(X − Y ) (33)
with local Hamiltonian of hydrodynamic type:
H =
∫
h(U(X))dx, (34)
which plays an important role in their integrability (see [7], [8], [9]).
The theory of brackets (33) with nondegenerated gνµ(U), constructed by
B.A.Dubrovin and S.P. Novikov (see [3], [4], [5]), is closely connected with
Riemannian geometry. In particular, from their skew-symmetry follows:
gνµ = gµν , bνµλ + b
µν
λ =
∂gνµ
∂Uλ
, (35)
Leibnitz identity leads to the fact that under the transformations of coordi-
nates Uν → U˜ν(U) functions gνµ transform as the contravariant components
1Author is grateful to I.M.Krichever for fruitful discussions of these questions.
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of a metric tensor, whereas the functions Γνµλ = −gµτ b
τν
λ (gµτg
τν = δνµ) trans-
form as coefficients of connection, consistent with metric view (35). The
Jacobi identity for (33) in the case of nondegenerated metric gνµ is equiv-
alent to the symmetry of connection Γνµλ and zero curvature of the metric:
Rνµλτ ≡ 0.
The theory of brackets (33) with degenerated gνµ(U) is more complicated,
but also has a nice geometrical form, see [13].
In [4] B.A.Dubrovin and S.P.Novikov proposed also the method of con-
structing of the brackets (33) for Whitham’s system of equations (32), start-
ing from the Hamiltonian structure (3) for the initial system (2) under the
condition that we have the necessary number of commuting integrals (8).
Namely, let us calculate the brackets of densities of integrals (8) in the form:
{Pν(ϕ(x), ϕx, . . .),P
µ(ϕ(y), ϕy, . . .)} =
∑
k≥0
Aνµk (ϕ(x), ϕx, . . .)δ
k(x− y), (36)
(there is a finite number of terms in the sum, ν, µ = 1, . . . , N).
View (9) we can conclude that
Aνµ0 (ϕ, ϕx, . . .) ≡ ∂xQ
νµ(ϕ, ϕx, . . .) (37)
for some Qνµ. In the described above coordinates U = (U1, . . . , UN ) the
brackets of Dubrovin-Novikov have the form:
{Uν(X), Uµ(Y )} = 〈Aνµ1 〉(U(X))δ
′(X−Y )+
∂〈Qνµ〉(U(X))
∂X
δ(X−Y ) (38)
-where 〈. . .〉, as previously, denotes the averaging on the m - phase solutions
of (2), defined by formula (31).
However, the proof of the fact that constructed by such a way brackets
satisfy the Jacobi identity, was absent in [4] (see [10]). The main purpose
of this paper is to prove the fact that the procedure (36) - (38) of averaging
of brackets (3) really gives the Poisson brackets of type (33), satisfying the
Jacobi identity.
We shall need for the further purposes the Dirac procedure of restriction
of Poisson bracket on the submanifold. Let us describe here this procedure
in the notations of spaces of finite dimension.
Let in the space V with the coordinates x = (x1, . . . , xl) and the Poisson
bracket:
{xg, xp} = Jqp(x), (39)
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be a submanifold N , defined with the aid of constraints g1, . . . , gs by the
equations:
g1(x) = 0, . . . , gs(x) = 0. (40)
Let us suppose also that some l − s functions f 1(x), . . . , f l−s(x), defined in
the vicinity of N in the space V , give the coordinate system on N after the
restriction on it. All the redefinitions of the functions fλ(x), having the form
f˜λ(x) = fλ(x) +
s∑
ζ=1
τλζ (x)g
ζ(x)
with arbitrary τλζ (x), do not change this coordinate system. Let us suppose
that we can find functions τλζ (x), such that the submanifold N is invariant
under Hamiltonian flows generated by all the functions f˜λ(x) (in the case of
nondegeneracy of the matrix {gζ(x), gξ(x)} on N it is always possible), that
is: {f˜λ(x), gζ(x)} ≡ 0 if g(x) = 0. Then we can define the Dirac restriction
of bracket (39) on the submanifold (40) by the formula:
{fλ, fµ}∗ = {f˜λ(x), f˜µ(x)}|N(f) (41)
The bracket (41) satisfies automatically all the necessary identities. It can
be easily verified that with the functions τλζ (x), founded by such a way, the
bracket (41) may be also written in the form:
{fλ, fµ}∗ = {fλ(x), fµ(x)}|N(f)−
(
τλζ (x)τ
µ
ξ (x){g
ζ(x), gξ(x)}
)
|N(f). (42)
The infinite dimensional form of (42) will be very convenient in the further
analysis.
4. The coordinates in the vicinity of submanifold corresponding
to the full family of m-phase solutions.
Let us now return to the constructions connected with Whitham’s method
of averaging. After the substitution X = ǫx the bracket (3) has the form:
{ϕi(X), ϕj(Y )} =
∑
k≥0
Bijk (ϕ, ǫϕXX , ǫ
2ϕXX , . . .)ǫ
kδ(k)(X − Y ), (43)
integrals (8) become:
Iν = ǫ−1
∫
P(ϕ, ǫϕX , . . .)dX (44)
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Let us consider the space of functions ϕ(θ1, . . . , θm, X), 2π− periodic with
respect to each of θα and define at all ǫ the Poisson bracket on it according
to the formula:
{ϕi(θ,X), ϕj(θ′, Y )} =
∑
k≥0
Bijk (ϕ, ǫϕX , ǫ
2ϕXX , . . .)ǫ
kδ(k)(X − Y )δ(θ − θ′)
(45)
(where δ(θ − θ′) is the δ− function in m− dimensional space).
Consider in the space of 2π− periodic with respect to θ functions the
submanifold M′ of functions ϕ(θ,X), such that at any X ϕ(θ,X) as a func-
tion of θ lies in M. The functions Uν(X) and θα0 (X) can be taken as the
coordinates on the submanifold M′, so that the functions ϕ(θ,X) from M′
will be represented by the formula:
ϕ(θ,X) = Φin(θ + θ0(X),U(X)). (46)
After the prolongation of coordinatesU(X) and θ0(X) by the independent
upon ǫ way in the vicinity of M′ (let us denote it by ∆δ) in the functional
space of 2π− periodic with respect to θ functions, where these functions
satisfy the conditions:
ϕ(θ,X) ∈ ∆δ ⇔ ∃ϕ0(θ,X) ∈M
′ : ‖ϕ(θ,X)− ϕ0(θ,X)‖ ≡
≡
∑
i
(max|ϕi(θ,X)−ϕi0(θ,X)|+
1
1!
(
∑
α
max|ϕiθα−ϕ
i
0θα|+max|ϕ
i
X−ϕ
i
0X |)+
+
1
2!
(
∑
α,β
max|ϕiθαθβ−ϕ
i
0θα,θβ |+
∑
α
max|ϕiθαX−ϕ
i
0θαX |+max|ϕ
i
XX−ϕ
i
0XX |)+
(47)
+
1
3!
(. . .) + . . .) < δ
(that is we imply that there exists a function ϕ0(θ,X) fromM
′ such that all
the terms of the series (47) exist, the series (47) is convergent and satisfies
to the formulated condition), we can define the submanifoldM′ with the aid
of constraints:
F i(θ,X)[Φ] = ωα(U[ϕ](X))ϕiθα −Q
i(ϕ, kα(U[ϕ](X))ϕθα, . . .) = 0. (48)
The difference between the systems (6) and (48) is that the system (48) does
not depend upon the parameters k and ω, since they are now determined
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functionals of ϕ(θ,X) (in the vicinity ofM′), the values of which on theM′
coincide with the corresponding parameters of the family. It can be easily
seen that only the functions from M′ satisfy to (48).
The functionals U(X) and θ0(X) in ∆δ can be defined for instance by
the following way: let introduce in ∆δ N functionals of the form
aν [ϕ](X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Aν(ϕ(θ,X), ϕθα(θ,X), . . .)d
mθ (49)
with some functions Aν , such that on the M′ the values aν are functionally
independent. On theM′ the values aν , as can be easily seen, can be expressed
in terms of the valuesU(X) and do not depend upon θ0(X). So that, dividing
M′ into the ”maps” in which |Uν(1)(X)−U
ν
(2)(X)| < δ
′, we can express U(X)
in terms of aν(X) in each of these maps in the form Uν(X) = f ν(a(X)) and
then, using the definition (49) of a(X) in ∆δ, we can extend U
ν(X) into the
vicinity of each map (this can be done at each X independently). Then,
after the definition of the functionals Uν(X) in ∆δ, let consider in ∆δ the
functionals:
ϑα(X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∑
i
ϕi(θ,X)Φiinθα(θ,U[ϕ](X))d
mθ, (50)
where Φin(θ,U) are introduced in (46) functions from M
′.
If ϕ(θ,X) ∈ M′ and θ0(X) ≡ 0, then ϑ
α(X) ≡ 0 and, in the generic
situation, at small θα0 (X) the values {θ
α
0 (X)} can be expressed in terms of
{ϑα(X)} on M′ in the form: θα0 (X) = τ
α(ϑ(X)). After that, by the same
way, dividing, if it is necessary, each of the maps described above into the
parts in which: |θα0(1)(X) − θ
α
0(2)(X)| < δ
′′ (independently at each X), and
expressing by such formulas θα0 (X) in terms of the ϑ(X), we can extend
θα0 (X) into ∆δ using the functionals ϑ(X).
It can be easily checked that after such definition of U(X) and θ0(X) in
∆δ we have for two functions ϕ(1)(θ,X) and ϕ(2)(θ,X) from ∆δ, satisfying
the condition of type (47), that is ‖ϕ(1)(θ,X) − ϕ(2)(θ,X)‖ < δ, where δ is
small, the relation: |Uν(1)(X) − U
ν
(2)(X)| < Cδ, |θ
α
0(1)(X) − θ
α
0(2)(X)| < Cδ,
where C is constant. The analogous relations will be also satisfied for the
variational derivatives of U(X) and θ0(X).
We shall suppose that after the prolongation described above the sub-
manifold M′, given by the system (48), possesses the property of regularity,
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analogous to the regularity of Mω,k. Namely, it is clear that the vectors:
Φθα(θ + θ0(X),U(X)) and ΦUν (θ + θ0(X),U(X)) (let us denote this set as
{ξ˜
(q)
[U,θ0]
(X), q = 1, . . . , N + m}) lie at all X at the kernel of linearized on
the function from M′ (characterized by the corresponding values U(X) and
θ0(X)) functional F
i(θ,X)[ϕ], introduced in (48):
δF i(θ,X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
L˜ij[U](θ+θ0(X), θ
′+θ0(X), X)δϕ
j(θ′, X)dmθ′ =
=
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
[(ωα(U(X))δijδθα(θ − θ
′)−
∂Qi
∂ϕj
|k=constδ(θ − θ
′)−
−
∂Qi
∂ϕjθα
|k=constδθα(θ − θ
′)−
∂Qi
∂ϕj
θαθβ
|k=constδθαθβ(θ − θ
′)− . . .)+
+ (
∂ωα
∂Uν
(X)
δUν(X)
δϕj(θ′, X)
ϕiθα(θ,X)−
∂Qi
∂Uν
(θ,X)
δUν(X)
δϕj(θ′, X)
)]δϕj(θ′, X)dmθ′.
(51)
We shall assume that there is no other vectors possessing this property
and, besides that, at all points of M′ there exist at all X exactly N +m of
”left eigen vectors” κ˜
(q)
[U,θ0]
(X) for the operator ˆ˜L[U,θ0] with zero eigen values,
that is such linearly independent at each X 2π− periodic functions of θ:
κ˜
(q)
i[U](θ + θ0, X), i = 1, . . . , n), that:
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
κ˜
(q)
i[U](θ,X)L˜
i
j[U](θ, θ
′, X)dmθ ≡ 0. (52)
Note that unlike {ξ˜
(q)
[U,θ0](X)} the form of functions {κ˜
(q)
[U,θ0]
(X)} depends
upon the manner of prolongation of U(X) and θ0(X) into the ∆δ, since
ξ˜
(q)
from the kernel of ˆ˜L correspond to the variations of functions ϕ(θ,X)
along the M′, on which U(X) and θ0(X) are defined initially, whereas the
κ˜(q)(θ,X) are connected with the image of the operator ˆ˜L, for finding of
which it is necessary to know the change of U(X) and θ0(X) at all variations
of ϕ(θ,X).
With the aid of the constructions described above we can introduce an-
other system of coordinates in ∆δ instead of the standard system, given by
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the functionals ϕi(θ,X). Namely, we take as the coordinates in ∆δ the func-
tionals {Uν(X), θα0 (X), ν = 1, . . . , N, α = 1, . . . , m}, and
Gi[U,θ0][ϕ](θ,X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
L˜ij[U](θ + θ0(X), θ
′ + θ0(X), X)×
× (ϕj(θ′, X)− Φjin(θ
′ + θ0(X),U(X))d
mθ′, (53)
where ˆ˜L
i
j[U] are functionals from (51), appeared in the linearization of the
constraints F i(θ,X) on the submanifold M′.
So that, the functions ϕ(θ,X) from ∆δ will be characterized by the set of
N +m smooth functions Uν(X), θα0 (X), and by the functions G
i(θ,X), i =
1, . . . , n, taking the values at the space of 2π− periodic with respect to θ
functions, satisfying at each X (and given U(X) and θ0(X)) to N +m linear
integral conditions of type:
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
κ˜
(q)
i[U](θ + θ0(X), X)G
i(θ,X)dmθ = 0 (54)
(The conditions of such type are not customary in usual systems of coordi-
nates, however, they can be encountered in the theory of stratifications).
Lemma 2.
At small enough δ the values of functionals Uν(X), θα0 (X) and G
i(θ,X) in
∆δ, satisfying (54), give uniquely the values ϕ
i(θ,X).
Proof.
Indeed, the system:
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
L˜ij[U](θ + θ0(X), θ
′ + θ0(X), X)×
×(ϕj(θ′, X)− Φjin(θ
′ + θ0(X),U(X))d
mθ′m = Gi(θ,X)
has, view (54), a solution, defined modulo the linear combination of the
vectors {ξ
(q)
[U,θ0]
(X)}, tangential to M′ and corresponding to variations of
parameters U(X) and θα0 (X); so that, their coefficients in small enough ∆δ
may be defined by the values Uν(X) and θα0 (X).
We shall also need another system of coordinates in ∆δ, which connected
with the system described above by the transformation depending upon ǫ.
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Namely, consider the functionals:
Jν(X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(ϕ(θ,X), ǫϕX(θ,X), . . .)d
mθ, ν = 1, . . . , N,
(55)
and
θ∗0(X) = θ0(X)−
1
ǫ
∫ X
X0
k(J(X ′))dX ′ (56)
(for some initial point X0). As a system of coordinates in the vicinity of
M′ we take the functionals {Jν(X), θ∗0(X)}, and also the set of constraints
Gi(θ,X) satisfying to (54).
The transition from (Uν(X), θα0 (X)) to (J
ν(X), θ∗α0 (X)), as can be easily
seen from (56), is defined at ǫ 6= 0. On the submanifold M′ (that is at
Gq(θ,X) ≡ 0) at ǫ→ 0 we have:
Jν(X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(Φin(θ + θ0(X),U(X)),
ǫ(θα0XΦinθα + U
ν
XΦinUν ), . . .)d
mθ =
=
∑
k≥0
ǫkJν(k)(U,UX , . . . ,UkX , θ0X , . . . , θ0kX),
where Jν(k) represents the averaged with respect to θ the kth Teilour term
of the expansion of Pν at ǫ → 0 on the functions from M′. There is a
finite number of terms in the sum, there introduced the notations: UkX ≡
∂kU/∂Xk, θ0kX ≡ ∂
kθ0/∂X
k. The expression for θ∗0(X) in terms of U(X)
and θ0(X) on theM
′ can be obtained by the substitution of these expansions
for J(X) into (56).
We shall need also the inverse transformation from J(X) and θ∗0(X) to
U(X), θ0(X) at G
q(θ,X) ≡ 0 (that is on theM′). Let us note that the values
Jν(X), θ∗α0 and U
µ(X) are connected on M′ by the relations (the definition
of Jν(X)):
Jν(X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(Φin(θ + θ
∗
0(X) +
1
ǫ
∫ X
X0
k(J(X ′))dX ′,U(X)),
ǫ∂XΦin(θ + θ
∗
0(X) +
1
ǫ
∫ X
X0
k(J(X ′))dX ′,U(X)), . . .)dmθ =
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=
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(Φin(θ + θ
∗
0(X) +
1
ǫ
∫ X
X0
k(J(X ′))dX ′,U(X)),
kα(J)∂θαΦin(θ + θ
∗
0(X) +
1
ǫ
∫ X
X0
k(J(X ′))dX ′,U(X)), . . .)dmθ+
+
∑
k≥1
ǫk
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(k)(Φin(. . .), . . .)d
mθ,
- where Pν(k)(Φin(. . .), . . .) are local functionals depending upon Φin(θ+θ
∗
0(X)+
1
ǫ
∫X
X0
k(J(X ′))dX ′,U(X)) and their derivatives with respect to Uν and θα
with the coefficients of type: UX(X),UXX(X), . . . ,k(J), ∂Xk(J),
∂2Xk(J), . . ., and θ
∗
0X(X), θ
∗
0XX(X), . . ., given by the collecting together these
terms, having the general multiplier ǫk. The term, corresponding to the zero
power of ǫ, is written separately.
After the integration with respect to θ, which removes the singular at
ǫ→ 0 phase shift θ0 in the argument Φin, we obtain on M
′:
Jν(X) = ζν(J,U)+
∑
k≥1
ǫkζν(k)(U,UX , . . . ,UkX,J,JX , . . . ,JkX, θ
∗
0X , . . . , θ
∗
0kX).
(57)
The sum in (57) contains the finite number of terms, functions ζν(k) and ζ
ν
are integrated with respect to θ functions Pν(k) and P
ν respectively. Since
ζν(J,U) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(Φin(θ,U(X)), k
α(J)∂θαΦin(θ,U(X)),
kα(J)kβ(J)∂θα∂θβΦin(θ,U(X)), . . .)d
mθ
(in the integration with respect to θ we omitted the unessential phase shift
Φin) we obtain that the system:
Jν(X) = ζν(J(X),U(X)) (58)
is satisfied by the solution Jν(X) ≡ Uν(X), according to the definition (10)
of parameters U(X) on the family M′. Since we suppose that the system
(58) is of general form, we shall assume that it is equivalent to the system
Jν(X) = Uν(X).
Taking this into account, we can resolve the system (57) by the iterations,
taking on the initial step Uν(X) = Jν(X); for Uν(X) we shall obtain the
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expression of the form:
Uν(X) = Jν(X) +
∑
k≥1
ǫkUν(k)(J,JX , . . . ,JkX, θ
∗
0X , . . . , θ
∗
0kX). (59)
The substitution of (59) into (57), under the condition of nonsingularity of
matrix ‖∂ζ
ν(J,U)
∂Uµ
‖|U=J, will uniquely define the functions U
ν
(k). The value
θ0(X) is expressed in terms of J(X) and θ
∗
0(X) according to the formula
(56).
Later it will be convenient to write the expressions of type θα0 [J, θ
∗
0, ǫ] and
Uν [J, θ∗0, ǫ], assuming the expressions (56) and (59) (not necessary on the
M′).
The functionals (55) are well defined on the full space of functions ϕ(θ,X)
and the Hamiltonian flows, generated with the aid of (45) by the integrals:
∫
q(X)Jν(X)dX =
∫
q(X)
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
Pν(ϕ, ǫϕX , . . .)d
mθ, (60)
have for all smooth functions q(X) the form:
ϕit = q(X)Q
i
ν(ϕ, ǫϕX , . . .) + ǫqXQ˜
i
ν(ϕ, ǫϕX , . . .) + ǫ
2qXX
˜˜Q
i
ν(ϕ, ǫϕX , . . .) + . . . ,
(61)
where Qiν are introduced in (11) flows generated by the functionals I
ν , Q˜iν ,
˜˜Q
i
ν , . . . are some functions. (The derivatives of q(X) with respect to X arise
in the calculation of the variational derivative and also as a result of action of
bracket (45). As can be easily seen, each differentiation of q(X) with respect
to X appears with the multiplier ǫ.)
5. The restriction of the Poisson bracket on the submanifold
corresponding to the full family of m-phase solutions.
For the Dirac restriction of bracket (45) on the submanifoldM′ in the co-
ordinates J(X), θ∗0(X) and G(θ,X) = (G
i(θ,X)) we shall need their Poisson
brackets with each other (on the M′).
We shall begin with the brackets of type: {Jν(X), Jµ(Y )}. View (36),
these brackets have the form:
{Jν(X), Jµ(Y )} =
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=
1
(2π)2m
∫ 2π
0
. . .
∫ 2π
0
∑
k≥0
Aνµk (ϕ, ǫϕX , . . .)ǫ
kδ(k)(X − Y )δ(θ − θ′)dmθdmθ′ =
=
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∑
k≥0
Aνµk (ϕ, ǫϕX , . . .)ǫ
kδ(k)(X − Y )dmθ, (62)
where view (37):
Aνµ0 (ϕ, ǫϕX , ǫ
2ϕXX , . . .) ≡ ǫ∂XQ
νµ(ϕ, ǫϕx, ǫ
2ϕXX , . . .). (63)
At the points of the submanifold M′ the function ϕ(θ,X) has the form:
ϕi(θ,X) = Φiin(θ + θ
∗
0(X) +
1
ǫ
∫X
X0
k(J(X ′))dX ′,U[J, θ∗0, ǫ](X)) and after the
substitution of it into (62) we can obtain the brackets {Jν(X), Jµ(Y )} at the
points ofM′ (characterized by coordinates J(X), θ∗0(X)) in form of regular at
ǫ→ 0 series, since the integration with respect to θ removes the irregularity
at ǫ → 0 in the argument of function Φin. View (63), it can be easily seen
that the zero terms are absent in these series, so that they can be written in
the form:
{Jν(X), Jµ(Y )}|G(θ,X)=0 =
= ǫ
(
〈Aνµ1 〉(J(X))δ
′(X − Y ) +
∂〈Qνµ〉(J(X))
∂X
δ(X − Y )
)
+ ǫ2J νµ[J, θ∗0, ǫ],
(64)
where J νµ are regular at ǫ → 0 functionals of J and θ∗0. The functionals of
this type will arise later and have the form of regular at ǫ → 0 asymptotic
series of type:
C[J, θ∗0, ǫ] =
∑
k≥0
C(k)(J,JX , . . . ,JkX, θ
∗
0X , . . . , θ
∗
0kX)ǫ
k.
Here we used the relation (59) giving U(X) in terms of J(X) and θ∗0(X)
at the points of M′, according to which the arguments Uν(X), on which
depend the values 〈Aνµ1 〉 and 〈Q
νµ〉 onM′, are replaced modulo the terms of
higher order of ǫ by Jν(X), 〈. . .〉 means, as previously, the averaging on the
family of m-phase solutions of (2), defined by the formula (31).
The evolution of the densities of conservation laws Pν(ϕ, ǫϕX , . . .) accord-
ing to the system (61), generated by the functional
∫
q(X)Jµ(X)dX , as can
be easily seen from (36), has the form:
Pντµ(X) =
∑
k≥0
Aνµk (ϕ, ǫϕXX , ǫ
2ϕXX , . . .)ǫ
kqkX(X). (65)
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The evolution of Jν(X) at the points ofM′, characterized by the coordinates
J(X), θ∗0(X), will be written in the form:
Jντµ(X) = ǫ
(
〈Aνµ1 〉(J(X))qX(X) +
∂〈Qνµ〉(J(X))
∂X
q(X)
)
+
+ ǫ2f νµ[J, θ∗0, q(X), ǫ], ν, µ = 1, . . . , N, (66)
where f νµ are regular at ǫ → 0 asymptotic series with respect to ǫk, the
coefficients of which are local functionals of q(X),J(X) and θ∗0(X).
Lemma 3.
From the system (66) (ν = 1, . . . , N, µ - is fixed), giving the evolution of
J(X) according to the system (61), at the points of M′ follow the relations:
kατµ(J(X)) = ǫ
(
q(X)ωαµ(J(X))
)
X
+ ǫ2k˜αµ [J, θ
∗
0, q(X), ǫ], (67)
- where ων = (ω
1
ν, . . . , ω
m
ν ) are introduced in (12) functions, k˜
α
µ are regular
at ǫ→ 0 functionals of J, θ∗0 and q(X) (linear with respect to q(X)).
Proof.
System (61) admits the construction of the family of solutions similar to the
described in Whitham’s method ones, that is the family of solutions of type:
ϕ = ϕ
(
σ(X, T )
ǫ
+ θ,X, T, ǫ
)
=
∑
k≥0
ϕk
(
σ(X, T )
ǫ
+ θ,X, T
)
ǫk, (68)
T = ǫτµ.
By the substitution of (68) into (61) we obtain in the zero order that
ϕ0(θ,X, T ) at each T is the function from the M
′, since it satisfies to one
of the systems (12) (we assume here that Iµ is not the momentum operator
or annihilator of bracket (3), for which the statement of Lemma is evident),
besides that:
σαT = q(X)ω
α
µ(U(X)), σ
α
X = k
α(U(X)). (69)
We assume, as it was declared previously, that the systems (11), generated
by the funcionals Iµ (except the annihilators and momentum operator), and
corresponding to them submanifolds Mωµ,k satisfy to the nondegeneracy
conditions (A) and (B), which permit to construct the asymptotic series
(68). The conditions of the solvability of system on ϕ1(θ,X, T ), that is N−m
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equations of orthogonality of the discrepancy f1 to the left eigen vectors of
the corresponding operator Lˆ[U(X),θ0(X)], together with the equations
k(U)T = (q(X)ωµ(U))X , (70)
following from (69), give, as previously, the system of equations on U(X)
and θ0(X).
It can be easily seen (view (69)), that the system on Φ(1)(θ,X, T ) has
now the form:
q(X)
(
Lˆ
µ
[U(X),θ0(X)]
Φ1
)
(θ,X, T ) = q(X)[
∑
n
α
i(µ)
j(n)(σX ,Φ(0),Φ(0)θα , . . .)×
×
(
Φ(0)nθ,UνU
ν
X + Φ(0)nθ,θαθ
α
0X
)
+ βi(µ)α (σX ,Φ(0),Φ(0)θα , . . .)σXX ]+
+qX(X)Q˜
i
µ(Φ(0), σXΦ(0)θα , . . .)−
(
Φi(0)UνU
ν
T + Φ
i
(0)θαθ
α
0T
)
,
all the notations are the same that the notations in (26), the values σT and
σX are connected with the parameters U(X), corresponding to Φ(0)(θ,X, T ),
by the relations (69), the functions α
i(µ)
j(n) and β
j(µ)
α are the same that in
Whitham’s method for the evolution system, generated by the operator Iν .
The last property permits to conclude that, similar to Whitham’s situation,
the conditions of orthogonality of discrepancy f1 to the left eigen vectors of
Lˆ do not impose any restriction on the parameters θ0(X, T ) and have a form:
q(X)Aζν(U)U
ν
X +B
ζ
ν(U)U
ν
T + qX(X)C
ζ(U) = 0, ζ = 1, . . . , N −m. (71)
Together with the equations (70), the system (71) gives N equations on the
functions U(X).
At given initial dates the system (70)-(71) has the smooth solution at
T < T0 (up to the moment of destruction of waves), and in this region, as
in Whitham’s method, we can, using the function ϕ(0)(θ,X, T ) from M
′,
characterized by the values U(X, T ) and θ0(X, T ), construct uniquely the
next terms ϕ(k)(θ,X, T ) of the series (68), which will be the functionals of
U(X, T ) and θ0(X, T ). Taking this into account, and using the definition of
J(X) (55) and the parameters U(X) (10), we can obtain on the family (68)
of solutions of (61) the relations:
Jν(X, T ) = Uν(X, T ) +
∑
k≥1
ǫkJ˜ν(k)[U, θ0], (72)
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- where U(X, T ) and θ0(X, T ) are parameters, connected with the function
ϕ(0)(θ,X, T ) from M
′, J(X) are values of the corresponding functionals on
the solutions (68), corresponding to the given U(X, T ) and θ0(X, T ).
After the substitution of ϕ(θ,X, T ) in form of (68) into the expression
(65) and the integration with respect to θ we obtain the expression for the
evolution of J(X) on the solutions (68), which, as can be easily seen, has the
form:
Jντµ(X) = ǫ (qX(X)〈A
νµ〉(U(X)) + q(X)∂X〈Q
νµ〉(U(X))) + ǫ2f˜ νµ[U, θ0, ǫ].
(73)
Comparing (73) and (72) we can conclude that the system
UνT = qX(X)〈A
νµ
1 〉(U(X)) + q(X)∂X〈Q
νµ〉(U(X)), (T = ǫτµ), −
is equivalent to (70,71), and so that, the relations (67) follow from (66). The
Lemma is proved.
Corollary.
On the functions of family M′, characterized by coordinates J(X), θ∗0(X) at
ǫ→ 0, take place the following relations:
{kα(X), Jµ(Y )} = ǫ
(
ωαµ(J(X))δ
′(X − Y ) +
∂ωαµ (J(X))
∂X
δ(X − Y )
)
+
+ ǫ2kαµ[J, θ∗0, ǫ],− (74)
where kαµ are regular at ǫ→ 0 functionals of J(X) and θ∗0(X).
Lemma 4.
Under the formulated previously assumption that the number of parameters
Uν is equal to 2m+p, where p is the number of the annihilators of the bracket
(3), the following conditions take place:
N∑
ν=1
∂kα(U)
Uν
ωβν (U) ≡ 0, ∀α, β. (75)
Proof.
As was formulated previously, any ofm+1 flows, generated bym+1 integrals
from the set (8), are linearly dependent on the family of m - phase solutions
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of system (2), and for some λνs(U), ν = 1, . . . , N, s = 1, . . . , N −m we have
on M′ (N −m) independent relations:
N∑
ν=1
λνs(U)ω
α
ν (U) = 0, α = 1, . . . , m, (76)
- where ωαν (U) are introduced in (12) frequencies, corresponding to the inte-
grals Iν . It follows from this that on m - phase solutions of (2), characterized
by the parameters U(X), for some functions µqs(U) take place the relations:
N∑
ν=1
λνs(U)δI[ϕ] =
p∑
q=1
µqs(U, θ0)δNq, − (77)
where Nq are annihilators of bracket (3). Let us denote the values of the
annihilators Nq on m - phase solutions of (2) by nq(U) (the dependence of
θ0 is absent because of the commutation of Nq with I
ν , generating the linear
dependence of the initial phases upon the time). The values of the functionals
Iν on m - phase solutions of (2) are the parameters Uν , and for infinitely small
shift on theM along the direction ~ξ (in the space of parameters on theM),
tangential to the submanifold k(U) = const, (k = (k1, . . . , km)), we obtain
the uniformly bounded variations of functions ϕi(x), so that, view (77), we
obtain on M:
N∑
ν=1
λνs(U)dU
ν −
p∑
q=1
µqs(U, θ0)dnq(U) = 0,
if dkα = 0.
From this we can conclude that µ(U, θ0) = µ(U) (the dependence upon
θ0 is absent), and for some functions τ
α
s (U), α = 1, . . . , m, s = 1, . . . , N −m,
take place the relations:
N∑
ν=1
λνs(U)dU
ν =
p∑
q=1
µqs(U)dnq(U) +
m∑
α=1
ταs (U)dk
α(U). (78)
After the expression of N−m = m+p differentials dnq(U) and dk
α(U) from
N −m equations (78) (we assume that in the generic situation this can be
done) we obtain the relations:
dkα(U) =
N−m∑
s=1
aαs(U)
N∑
ν=1
λνs(U)dU
ν , (79)
25
dnq(U) =
N−m∑
s=1
bsq(U)
N∑
ν=1
λνs(U)dU
ν (80)
for some functions aαs(U) and bsq(U). After that the statement of the Lemma
follows immediately from (76). Lemma is proved.
It can be easily seen that, under the conditions formulated in Lemma
4, for the functions nq(U), view (76) and (80), also take place the relations
similar to (75), that is:
Lemma 5.
Under the formulated in Lemma 4 conditions: N = 2m + p, where p is the
number of the annihilators of bracket (3), on the submanifold M, connected
with the full family of m - phase solutions of (2), take place the relations:
N∑
ν=1
∂nq(U)
∂Uν
ωβν ≡ 0. (81)
Corollary.
On the submanifold M′ with the coordinates (J(X), θ∗0(X)) take place the
relations:
{kα(J(X)), kβ(J(Y ))} = ǫ2ραβ [J, θ∗0, ǫ], (82)
{kα(J(X)), nq(J(Y ))} = ǫ
2υαq [J, θ
∗
0, ǫ],− (83)
where ραβ , υαq are regular at ǫ→ 0 functionals of J(X) and θ
∗
0(X).
Indeed, using (74) and (75), we obtain:
{kα(J(X)), kβ(J(Y ))} = ǫ(
N∑
ν=1
ωαν (J(X))
∂kβ(J)
∂Jν
(X)δ′(X − Y )+
+
(
ωαν (J(X))
∂kβ(J)
∂Jν
(X)
)
X
δ(X − Y )) + ǫ2kαν [J, θ
∗
0, ǫ]
∂kβ(J)
∂Jν
(Y ) =
= ǫ2kαν [J, θ
∗
0, ǫ]
∂kβ(J)
∂Jν
(Y ).
The relation (83) is proved by the same way.
Now we shall calculate the brackets {Jν(X), θ∗α0 (Y )} and {θ
∗α
0 (X), θ
β∗
0 (Y )}
on M′. As was mentioned above, the functionals of type
∫
q(X)Jν(X)dX
generate the local flows of form (61). The corresponding evolution of the
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densities Aν(ϕ, ϕθα , . . .) of integrals a
ν(X), introduced in (49) for the defini-
tion of coordinates Uν(X) in the vicinity of M′, also have the form similar
to (61), that is
Aντµ(θ,X) = q(X)S
ν
µ(ϕ, ϕθα, . . . , ǫϕX , ǫϕθαX , . . .)+
+ǫqX S˜
ν
µ(ϕ, θθα, . . . , ǫϕX , ǫϕθαX , . . .) + . . . .
After the substitution of functions ϕ(θ,X) in the form:
ϕ(θ,X) = Φin(θ + θ
∗
0(X) +
1
ǫ
∫ X
X0
k(J(X ′))dX ′,U[J, θ∗0, ǫ]) (84)
and integration with respect to θ, we obtain the expression for the evolution
of aν(X) on the functions from M′, characterized by the coordinates J(X)
and θ∗0(X), in the form:
aντµ(X) =
∑
k≥0
r¯νµ(k)[J, θ
∗
0, q(X)](X)ǫ
k.
So that, the analogous expressions will be for the evolution of the func-
tionals U(X) on the M′, since they are expressed in terms of a(X) by the
point substitutions. Besides that, since the system (61) generates at zero
order of ǫ on the functions from M′ (having the form (84)) the shift of the
initial phases θα0 and does not touch the other parameters, the zero terms do
not present in this series. So that, the Poisson brackets between Uν(X) and
Jµ(Y ) on theM′ will (as functions of coordinates J(X) and θ∗0(X)) have the
form:
{Uν(X), Jµ(Y )}|G(θ,X)=0 =
∑
k≥1
rνµ(k)[J, θ
∗
0]ǫ
k (85)
(that is {Uν(X), Jµ(Y )}|M′ = O(ǫ) at ǫ→ 0 in the coordinates (J(X), θ
∗
0(X)).
Lemma 6.
At Y 6= X0 we have on the functions from M
′, characterized by the coordi-
nates J(X), θ∗0(X), the relations:
{θα∗0 (X), J
ν(Y )} = ǫσαβ [J, θ∗0, ǫ], (86)
where σαβ are regular at ǫ→ 0 functionals of J and θ∗0.
Proof.
As can be easily seen, the functionals θ∗α0 (X) are expressed, according to their
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definition (see (56)), by the same (independent upon ǫ) functions τα(ϑ∗(X))
in terms of the functionals ϑ∗α(X), introduced by the formula:
ϑ∗α(X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∑
i
ϕi(θ,X)×
× Φiinθα(θ +
1
ǫ
∫ X
X0
k(J(X ′))dX ′,U[ϕ](X))dmθ, (87)
by which the functionals θα0 (X) are expressed in terms of ϑ0(X), introduced
in (50). The formulas
θ∗α0 (X) = τ
α(ϑ∗(X)) (88)
take place in the map on theM′, in which θ∗0(X) takes at all ǫ the same (that
is independent upon ǫ) values, that θ0(X) takes in the map corresponding to
the functions τα in the definition of θα0 (X) in terms of ϑ0(X).
The evolution of the functionals (87) according to the flows (61), gener-
ated by the functionals of type
∫
q(X)Jµ(X)dX , is determined by the evolu-
tion of ϕ(θ,X), given by the system (61), and, besides that, by the evolution
of J(X) and U[ϕ](X), which presents in Φin and in the coordinates J(X)
and θ∗0(X) on the M
′ is given by the formulas (66) and (85). After the sub-
stitution of ϕ(θ,X) in the form (84) into the system (61) and integration
with respect to θ, removing the singularity at ǫ→ 0 in the shift of θ, we can,
as in the case with U(X), conclude that the Poisson brackets of θ∗α(X) with
Jµ(Y ) on the M′ are regular (view (88)) at ǫ → 0 functionals of J(X) and
θ∗0(X). That is
{θ∗α0 (X), J
µ(Y )} =
∑
k≥0
ǫkλαµ[J, θ∗0].
Let now Y 6= X0. Consider the functionals of type
∫
q(Y ′)Jµ(Y ′)dY ′
with the functions q(Y ′), having the support in the vicinity of Y , such that
q(X0) = 0. Taking into account the statement (67) of Lemma 3, it can
be easily seen, that the evolution of the functionals (87) according to the
corresponding flows has on the functions from the M′, characterized by the
coordinates J and θ∗0, in the zero order of ǫ at ǫ→ 0 the following form:
ϑ∗ατµ(X)|ǫ→0 =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
[q(X)Qµ(Φin, k
β(J)Φinθβ , . . .)Φinθα+
+Φin
∫ X
X0
(
ωβµ(J(X
′))q(X ′)
)
X′
dX ′ × Φinθαθβ ]d
mθ =
28
=
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
q(X)ωβµ(J(X)) [ΦinθβΦinθα + ΦinΦinθαθβ ] d
mθ = 0
(after the substitution of ϕ(θ,X) in form of (84) we use the relation (12) for
the functions Qiµ). The statement of the Lemma immediately follows from
this.
For the J(X0) (at the point X0 the depending upon ǫ initial phase shift
θ0 is absent) we can obtain by the similar way on theM
′ (in the coordinates
J(X), θ∗0(X)):
{θ∗α(X), Jµ(X0)} = ω
α
µ(J(X0))δ(X −X0) +O(ǫ), (89)
(since at the zero order of ǫ the functionals
∫
q(X)Jµ(X)dX generate the
linear dependence of the initial phases θ0(X) upon the time with the frequen-
cies q(X)ωµ(X) and at the point X0: θ
∗
0(X0) ≡ θ0(X0)). For the functionals
kα(J(X)), view (75), we have in the coordinates J(X), θ∗0(X) on the M
′ at
all Y , including X0, the relations:
{θ∗0(X), k
α(J(Y ))}|M′ = O(ǫ), ǫ→ 0. (90)
For the functionals ϑ∗α(X), introduced in (87), we obtain also, using (82)
and (90), that their Poisson brackets with each other are regular on M′ in
the coordinates J(X), θ∗0(X) at ǫ → 0, and, so that, the same property is
valid for the brackets of type: {θ∗α0 (X), θ
β∗
0 (Y )}, that is
{θ∗α0 (X), θ
β∗
0 (Y )}|M′ = γ
αβ[J, θ∗0, ǫ](X, Y ), (91)
where γαβ(X, Y ) are regular at ǫ→ 0 functional of J θ∗0. We shall not need
for the more precise information about the brackets of this kind.
Let now consider the Dirac procedure of restriction of the bracket (45)
on the submanifold M′, using the coordinates J(X), θ∗0(X) and G
i(θ,X) in
∆δ.
For the Dirac restriction of the bracket (45) on M′ we must find for the
functionals Jν(X) and θ∗α0 (X) the additions of type:
V ν(X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∫
vνi (X, Y, θ, ǫ)G
i(θ, Y )dmθdY, (92)
W α(X) =
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∫
wαi (X, Y, θ, ǫ)G
i(θ, Y )dmθdY, (93)
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such that the flows, generated by the functionals J˜ν(X) = Jν(X) + V ν(X)
and θ˜α0 (X) = θ
∗α
0 (X) +W
α(X), leave M′ invariant. After that we must put
on M′:
{Jν(X), Jµ(Y )}∗ = {J˜ν(X), J˜µ(Y )}|M′(J, θ
∗
0), (94)
{θ∗α0 (X), θ
β∗(Y )}∗ = {θ˜α0 (X), θ˜
β
0 (Y )}|M′(J, θ
∗
0), (95)
{Jν(X), θ∗α0 (Y )}
∗ = {J˜ν(X), θ˜∗α0 (Y )}|M′(J, θ
∗
0). (96)
On the functions vνi (X, Y, θ, ǫ) and w
α
i (X, Y, θ, ǫ) we obtain, respectively,
the relations:
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∫
vνj (Y, Z, θ
′, ǫ)×
×{Gi(U[ϕ](X), ϕ(θ,X), . . .), Gj(U[ϕ](Z), ϕ(θ′, Z), . . .)}dmθ′dZ|M′ =
= −{Gi(U[ϕ](X), ϕ(θ,X), . . .), Jν [ϕ](Y )}|M′ (97)
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∫
wαj (Y, Z, θ
′, ǫ)×
×{Gi(U[ϕ](X), ϕ(θ,X), . . .), Gj(U[ϕ])(Z), ϕ(θ′, Z), . . .)}dmθ′dZ|M′ =
= −{Gi(U[ϕ](X), ϕ(θ,X), . . .), θ∗α0 [ϕ](Y )}|M′ (98)
In the calculation of the Poisson bracket of constraints Gi(θ,X) with any
functional onM′ we can use the property, that onM′ the values standing in
the brackets in the definition of constraints Gi(θ,X) in terms of ϕ(X) (see
(53)) become zeros and, so that, in the calculation of the brackets of type
{Gi(θ,X), C(θ′, Z)} on M′ we can omit the brackets of the kernels of the
operators Lˆ, presenting in (53), with C(θ′, Z) and replace the kernels of Lˆ
from the Poisson brackets in the form of multipliers according to the Leibnitz
identity.
Regarding also the relations (90), (82), and (64), (86), (89), (91) for the
functionals J and θ∗0, presenting in (53), we can see that the Poisson brackets
of type {Gi(θ,X), Gj(θ′, Z)}, {Gi(θ,X), Jν(Y )} and {Gi(θ,X), θ∗α0 (Y )} can
on the submanifold M′ with the coordinates J(X), θ∗0(X) be represented in
the most general form at ǫ→ 0 by the asymptotic series of type:
{Gi(θ,X), Gj(θ′, Z)}|M′ =
=
1
(2π)2m
∫ 2π
0
. . .
∫ 2π
0
L˜is[U[J,θ∗
0
,ǫ]]
(
θ + θ∗0(X) +
s(X)
ǫ
, τ + θ∗0(X) +
s(X)
ǫ
,X
)
×
30
×
 ∑
n,k≥p≥0
Msl(k),(p),n(τ + θ
∗
0(X) +
s(X)
ǫ
, [J, θ∗0])ǫ
kδ(p)(X − Z)δnθ(τ − ζ)

×
× L˜il[U[J,θ∗
0
,ǫ]]
(
θ′ + θ∗0(Z) +
s(Z)
ǫ
, ζ + θ∗0(Z) +
s(Z)
ǫ
, Z
)
dmτdmζ, (99)
s(X) and s(Z) denote the integrals
∫X
X0
k(J(X ′))dX ′ and
∫ Z
X0
k(J(X ′))dX ′,
and also:
{Gi(θ,X),Jν(Y )}|M′ =
=
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
L˜is[U[J,θ∗
0
,ǫ]]
(
θ + θ∗0(X) +
s(X)
ǫ
, τ + θ∗0(X) +
s(X)
ǫ
,X
)
×
×

 ∑
k≥p≥0
Ssν(k),(p)(τ + θ
∗
0(X) +
s(X)
ǫ
, [J, θ∗0])ǫ
kδ(p)(X − Y )

 dmτ , (100)
{Gi(θ,X), θ∗α(Y )}|M′ =
=
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
L˜is[U[J,θ∗
0
,ǫ]]
(
θ + θ∗0(X) +
s(X)
ǫ
, τ + θ∗0(X) +
s(X)
ǫ
,X
)
×
×

 ∑
k≥p≥0
T sα(k),(p)(τ + θ
∗
0(X) +
s(X)
ǫ
, [J, θ∗0])ǫ
kδ(p)(X − Y )

 dmτ . (101)
(All the functions in the sums within brackets, depending upon Z and Y ,
are replaced by the functions, depending upon X , according to the formulas
of type: ǫδ′(X − Z)f(Z) = ǫf(X)δ′(X − Z) + ǫfX(X)δ(X − Z). As can be
easily seen, all differentiations with respect to X appear with the multiplier
ǫ.)
The functions
κ˜q[U[J,θ∗
0
,ǫ]](θ + θ
∗
0(X) +
1
ǫ
∫ X
X0
k(J(X ′))dX ′, X) (102)
and
κ˜q[U[J,θ∗
0
,ǫ]](θ + θ
∗
0(Z) +
1
ǫ
∫ Z
X0
k(J(X ′)dX ′, Z) (103)
are respectively left and right eigen vectors on the M′ of the linear op-
erator in the space of 2π− periodic with respect to θ functions with the
kernel {Gi(θ,X), Gj(θ′, Z)} and correspond to zero eigen values. The func-
tions κ[U[J,θ∗
0
,ǫ]](θ+θ
∗
0(X)+
1
ǫ
∫X
X0
k(J(X ′))dX ′, X), as can be easily seen from
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(100) and (101), are also orthogonal (at all ǫ) to the right parts of (97),(98),
and,so that, the systems (97),(98) are resolvable in the generic case. The
solutions vνj (X, Y, θ) and w
α
j (X, Y, θ) are defined modulo the arbitrary linear
combination of vectors κ[U[J,θ∗
0
,ǫ]](θ + θ
∗
0(Y ) +
1
ǫ
∫ Y
X0
k(J(X ′)dX ′, Y ), but it
does not influence, view (54), neither on the form of the additions V ν(X)
andW α(X), nor on the Dirac restriction of the bracket (45) onM′ according
to the formulas (94)-(96), since in the calculation of the brackets of V ν(X)
and W α(X) with any functionals on the M′ the contraction of this linear
combination with the kernel of corresponding Lis[U[J,θ∗
0
,ǫ]](. . .) will be replaced
(according to the said above) from the Poisson bracket as a multiplier which
is equal to zero on M′.
For the unique determination of the functions:
vνj (X, Y, θ, ǫ) = v¯
ν
j (X, Y, θ + θ
∗
0(Y ) +
1
ǫ
∫ Y
X0
k(J(X ′))dX ′, ǫ) (104)
and
wαj (X, Y, θ, ǫ) = w¯
α
j (X, Y, θ + θ
∗
0(Y ) +
1
ǫ
∫ Y
X0
k(J(X ′))dX ′, ǫ) (105)
in the coordinates J(X) and θ∗0(X) onM
′ we put N +m additional relations
on them, demanding from them to be also orthogonal at all X and Y to the
corresponding functions:
κ˜q[U[J,θ∗
0
,ǫ]](θ + θ
∗
0(Y ) +
1
ǫ
∫ Y
X0
k(J(X ′))dX ′, Y, ǫ), (106)
that is
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∑
j
v¯νj (X, Y, θ, ǫ)κ˜
q
j[U[J,θ∗
0
,ǫ]](θ, Y, ǫ)d
mθ = 0, (107)
1
(2π)m
∫ 2π
0
. . .
∫ 2π
0
∑
j
w¯αj (X, Y, θ, ǫ)κ˜
q
j[U[J,θ∗
0
,ǫ]](θ, Y, ǫ)d
mθ = 0, (108)
at all X, Y, ǫ on M′.
After the substitution of values vνj (X, Y, θ, ǫ) and w
α
j (X, Y, θ, ǫ) in the
form (104),(105) into the systems (97), (98), where {Gi(θ,X), Gj(θ′, Z)},
{Gi(θ,X), Jν(Y )} and {Gi(θ,X), θ∗α0 (Y )} are taken in the form (99), (100)
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and (101) respectively, on the functions v¯νj and w¯
α
j (after all differentiations
with respect to X in (97),(98), appearing in every case with the multiplier ǫ,
the singular at ǫ→ 0 phase shift θ∗0(X) +
1
ǫ
∫X
X0
k(J(X ′))dX ′, which presents
in all functions, depending upon θ, can be omitted) we obtain the linear
nonhomogeneous systems, which can be represented in form of regular at ǫ→
0 asymptotic series with respect to ǫ. As was mentioned above, in the generic
case corresponding to the nonsingularity of the matrix of Poisson brackets of
constraints in the finite-dimensional case, these systems are resolvable at all
ǫ, and, in the presence of the additional relations (107),(108), the functions
v¯(X, Y, θ, ǫ) and w¯(X, Y, θ, ǫ) can be uniquely determined on the submanifold
M′ with the coordinates J(X), θ∗0(X) (the systems (97),(98) depend of them
as of parameters) in the form of regular at ǫ → 0 asymptotic series with
respect to ǫ, that is
v¯νj (X, Y, θ, [J, θ
∗
0], ǫ) =
∑
k≥0
v¯νj(k)(X, Y, θ, [J, θ
∗
0])ǫ
k, (109)
w¯αj (X, Y, θ, [J, θ
∗
0], ǫ) =
∑
k≥0
w¯αj(k)(X, Y, θ, [J, θ
∗
0])ǫ
k. (110)
Remark.
Very frequently the Poisson brackets (3) for the initial system (2), such as
the Gardner - Zakharov - Faddeev bracket:
{ϕ(x), ϕ(y)} = δ′(x− y),
or Magri - Lenard bracket:
{ϕ(x), ϕ(y)}ML = −
1
2
δ′′′(x− y) + (ϕ(x) + ϕ(y))δ′(x− y),
have such a form, that the corresponding to them bracket (45) is degenerated
at zero order of ǫ in the coordinates ϕ(θ,X). This degeneracy arises because
of the presence of the derivatives of δ− functions with respect to x (that is
the operators ∂/∂x) or the derivatives with respect to x of functions ϕ(x)
in every term of such brackets, which arise in (45) with the multipliers ǫ.
However, in the introduced above coordinates Jν(X), θ∗α0 (X) and G
i(θ,X)
in the vicinity ofM′ the operators ǫ∂/∂X , being applied to the functions (75)
on the M′, contain the nonvanishing at ǫ → 0 value of type kα(J(X)) ∂
∂θα
,
which permits to assume in the generic case (for the generic constraints) that
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the systems on the functions v¯νj and w¯
α
j are nondegenerate in the zero order
of ǫ, and to write for the functions v¯νj and w¯
α
j the regular at ǫ→ 0 asymptotic
expansions (109) and (110).
More precisely, the expansions (109) and (110) have the form:
v¯νj (X, Y, θ, ǫ) =
∑
k≥p≥0
v¯νj(k),(p)(X, θ, [J, θ
∗
0])ǫ
kδ(p)(X − Y ), (111)
w¯αj (X, Y, θ, ǫ) =
∑
k≥p≥0
w¯αj(k),(p)(X, θ, [J, θ
∗
0])ǫ
kδ(p)(X − Y ) (112)
(here at every given k p runs the finite number of values p ≤ k), the values
V ν(X) and W α(X), as can be easily seen, do not contain the generalized
functions. The substitution of (111) and (112) in the corresponding systems
(97),(98) gives in the k-th order of ǫ and at any given X and p (the coefficients
with the derivatives of δ− functions must be equal to each other similar to the
coefficients of powers of ǫ) the linear (differential with respect to θ) nonhomo-
geneous systems on the functions v¯νj(k),(p)(X, θ) and w¯
α
j(k),(p)(X, θ), depending
of J and θ∗0 as of the parameters. The right sides of these systems depend
(in the linear manner) upon the previous v¯(k′),(q) and w¯(k′),(q) k
′ < k. Under
the assumption made above about the unique resolvability of the systems
(97),(98) at all ǫ in the presence of the additional conditions (107) and (108),
corresponding to the nonsingularity of the matrix of Poisson brackets of con-
straints on the M′, the system described now will be uniquely resolvable
under the additional conditions (107) and (108) in the corresponding order
of ǫ, and,so that, the series (111), (112) may be constructed by successive
approximations.
Besides that, as was mentioned above, the flows (61), generated by the
functionals
∫
q(X)Jµ(X)dX on the functions of form (84), leave invariant the
submanifold M′ at zero order of ǫ, generating on it the linear dependence
of the initial phases upon the times τµ, and, so that, in the expression (100)
and, respectively, in the right side of the system (97) the zero term of ǫ is
absent (Ssν0 ≡ 0). From this we may conclude that, under the assumption of
the unique resolvability of the systems on the functions v¯νj at zero order of
ǫ (in the coordinates J, θ∗0 on M
′): v¯νj(0),(p) ≡ 0, that is for the functions v
ν
j
and wαj we may write:
vνj (X, Y, θ, [J, θ
∗
0], ǫ) =
34
=
∑
k≥p≥1
v¯νj(k),(p)(X, θ + θ
∗
0(Y ) +
1
ǫ
∫ Y
X0
k(J(X ′))dX ′, [J, θ∗0])ǫ
kδ(p)(X − Y ),
(113)
wαj (X, Y, θ, [J, θ
∗
0], ǫ) =
=
∑
k≥p≥0
w¯αj(k),(p)(X, θ + θ
∗
0(Y ) +
1
ǫ
∫ Y
X0
k(J(x′))dX ′, [J, θ∗0])ǫ
kδ(p)(X − Y ).
(114)
The more precise information about the functions vνj and w
α
j will be not
necessary for us.
Let us now formulate the main result of this paper.
Theorem 1.
Suppose that for the system (2), Hamiltonian with respect to bracket (3)
and having the family of m - phase solutions and the sufficient number of
conservation laws (8), take place all the described above properties of generic
situation, concerning the functional independence of the parameters Uν on
this family and the possibility of the expression of parameters k, ω and r in
terms of them, and, besides that, takes place the relation, connecting the
number of the annihilators of bracket (3) with the number of introduced
above additional parameters r1, . . . , rg (g = p). Then, under the assump-
tion of regularity ((A) and (B)) of the introduced previously submanifolds
Mνων ,k, (that is the possibility of constructing for any system (61), generated
by the functional
∫
q(X)Jν(X)dX , of the asymptotical solutions (68)), and
the analogous regularity of M with the nonsingularity of matrix of Poisson
brackets of constraints {Gi(θ,X), Gj(θ′, Z)} on M′ at zero order of ǫ in the
coordinates J, θ∗0 (that is the possibility of constructing of functions v
ν
j and
wαj in form of the asymptotical series (113),(114)):
1) The Dubrovin - Novikov bracket, defined by the formula (38):
{Uν(X), Uµ(Y )} = 〈Aνµ1 〉(U(X))δ
′(X − Y ) +
∂〈Qνµ〉
∂Uλ
(U(X))UλXδ(X − Y ),
satisfies to the Jacobi identity.
2) For the bracket (38) take place the following relations:
{kα(U(X)), kβ(U(Y ))} = 0, {kα(U(X)), nq(U(Y ))} = 0, (115)
{kα(U(X)), Uµ(Y ))} = ωαν (U(X))δ
′(X −Y )+ωανX(U(X))δ(X −Y ). (116)
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Proof.
If the conditions, formulated above, are valid, we can restrict the Poisson
bracket (45) on the submanifold M′ with the coordinates J(X), θ∗0(X) ac-
cording to the described procedure. According to the formula (42), for the
restricted on the M′ bracket we shall have the following formulas:
{Jν(X), Jµ(Y )}∗ = {Jν(X), Jµ(Y )}|M′(J, θ
∗
0)−
−
1
(2π)2m
∫ 2π
0
. . .
∫ 2π
0
∫ ∫
vνi (X, X¯, θ, ǫ)× {G
i(θ, X¯), Gj(θ, Y¯ )}×
×vµj (Y, Y¯ , θ
′, ǫ)dX¯dY¯ dmθdmθ′,
and the analogous formulas for {Jν(X), θ∗α0 (Y )}
∗ and {θ∗α0 (X), θ
∗β
0 (Y )}
∗ (with
the replacing of functions vνi , v
µ
j to w
α
i , w
β
j for the functions θ
∗α
0 (X) and
θ∗β0 (Y )). As previously, it can be easily seen that in the integration of
functions (113), (114) and (99) the singular at ǫ → 0 phase shift θ∗0(X) +
1
ǫ
∫X
X0
k(J(X ′))dX ′, which presents in all functions, depending upon θ and θ′
(after the integration with respect to dX¯ and dY¯ ), is unessential, and the
Poisson bracket {. . . , . . .}∗ onM′ is regular at ǫ→ 0 in the coordinates J(X)
and θ∗0(X). Using the relations (64), (86), (91), and (113), (114), we obtain
for the bracket {. . . , . . .}∗ in the coordinates J, θ∗0:
{Jν(X), Jµ(Y )}∗ =
= ǫ
(
〈Aνµ1 〉(J(X))δ
′(X − Y ) + (
∂
∂X
〈Qνµ〉(J(X)))δ(X − Y )
)
+O(ǫ2),
(117)
{Jν(X), θ∗α0 (Y )}
∗ = O(ǫ) (118)
at X 6= X0,
{θ∗α0 (X), θ
∗β
0 (Y )}
∗ = O(1) (119)
at ǫ→ 0.
¿From this it can be seen that the Jacobi identities, containing only the
functionals J at the points X, Y, Z, which do not coincide with X0, coincide
in the first nonvanishing order of ǫ (at ǫ2) with the corresponding Jacobi
identities for the bracket (38) on the space of fields Uν(X). Regarding now
that the point X0 is arbitrary, and the expression (38) does not depend upon
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X0, we obtain that the bracket (38) satisfies the Jacobi identity. Its skew-
symmetry is a trivial corollary from the skew-symmetry of the bracket (3).
The relations (115),(116) now follow from (82), (83) and (74) respectively.
Theorem is proved.
Theorem 2.
Suppose now that under the assumptions formulated in Theorem 1 we have
two different sets {I1, . . . , IN}, {I¯1, . . . , I¯N} of N conservation laws of system
(2) of form (8), (some of the integrals of these two sets may coincide with
each other). Then, the Dubrovin - Novikov brackets obtained with the aid of
these two sets are coincide. That is, if Uν = 〈Pν〉, U¯ν = 〈P¯ν〉, where Pν , P¯ν
- are the densities of the integrals of the first and second sets respectively,
〈. . .〉 is the averaging on the family of m - phase solutions of (2), then the
transformation of bracket (38), obtained with the aid of the set {I1, . . . , IN},
to the coordinates U¯ν(X) on the M, expressed by the point substitutions:
U¯ν = u¯ν(U) (120)
in terms of U(X), gives the Dubrovin - Novikov bracket, obtained with the
aid of the set {I¯1, . . . , I¯N}.
Proof.
In the case of the generic situation under consideration, the Dirac restriction
of the bracket (45) on the submanifold M′ is uniquely determined, that is,
the brackets (117) - (119), obtained in the coordinates (J, θ∗0) and (J¯, θ
∗
0)
(corresponding to the first and second sets of integrals respectively) in the
vicinity of M′, transform into each other under the corresponding transfor-
mations of the coordinates (J, θ∗0) and (J¯, θ
∗
0) on the M
′. Regarding (59)
and the similar relation for U¯ and (J¯, θ∗0), we can conclude that the transition
from the coordinates J(X) to J¯(X) has the form:
J¯ν(X) = u¯ν(J(X)) +
∑
k≥1
ǫkJ¯ν(k)(J,JX , . . . ,JkX , θ
∗
0X , . . . , θ
∗
0kX),
and, so that, the transition from the brackets (117) to {J¯ν(X), J¯µ(Y )} coin-
cides for such transformation (if X, Y 6= X0) in the first nonvanishing order
of ǫ (at zero power of ǫ) with the corresponding transformation of Dubrovin
- Novikov bracket under the substitution (120), which proves the Theorem.
The evolution of densities Pν(x) according to the flows (11), generated
by the integrals Iµ, as can be easily seen from (36), has the form:
Pντµ(ϕ, ϕx, . . .) = ∂xQ
νµ(ϕ, ϕx, . . .). (121)
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The flows, generated by the functionals
∫
Uµ(X)dX on the space of fields
U(X) with the aid of Dubrovin - Novikov bracket, has the form:
UνTµ = ∂X〈Q
νµ〉(U), (122)
and, by such a way, represent (see (30)) the Whitham’s equations for m -
phase solutions of the Hamiltonian system, generated by the functional Iµ (if
it is not the momentum operator or annihilator of bracket (3), let us remind
that all these systems have the common family of m - phase solutions).
All these flows commute with each other because of the commutation
of functionals
∫
Jµ(X)dX with respect to Dubrovin - Novikov bracket, and,
besides that, the same is valid for the flows generated by the integrals with
respect to X of the averaged densities of all functionals, having the form (8)
and commuting with the Hamiltonian and integrals Iν , since any of these
functionals can be included into the set {Iν} instead of any of presenting
there integrals Iν , and, according to Theorem 2, this will not change the
bracket (38). The integrals with respect to X of the averaged density of
momentum operator (5) and the annihilators of bracket (3), having the form
(8), generate in the bracket (38) the shift with respect to X and zero flows
respectively. The integral with respect to X of the averaged density of the
Hamiltonian (4) generates Whitham’s equations for m - phase solutions of
system (2).
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