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Abstract—Several Traffic Engineering (TE) techniques based 
on SDN (Software-defined networking) proposed to resolve flow 
competitions for network resources. However, there is no 
comprehensive study on the probability distribution of their 
throughput. Moreover, there is no study on predicting the future 
of elephant flows. To address these issues, we propose a new 
stochastic performance evaluation model to estimate the loss rate 
of two state-of-art flow scheduling algorithms including Equal-
cost multi-path routing (ECMP), Hedera besides a flow congestion 
control algorithm which is Data Center TCP (DCTCP). Although 
these algorithms have theoretical and practical benefits, their 
effectiveness has not been statistically investigated and analyzed in 
conserving the elephant flows. Therefore, we conducted extensive 
experiments on the fat-tree data center network to examine the 
efficiency of the algorithms under different network 
circumstances based on Monte Carlo risk analysis. The results 
show that Hedera is still risky to be used to handle the elephant 
flows due to its unstable throughput achieved under stochastic 
network congestion. On the other hand, DCTCP found suffering 
under high load scenarios. These outcomes might apply to all data 
center applications, in particular, the applications that demand 
high stability and productivity. 
Index Terms— Elephant flow, SDN, Risk analysis, Value-at-
Risk, Flow scheduling, Congestion control. 
I.  INTRODUCTION 
Nowadays, many enterprises leverage data center fabrics to 
manage highly-demanded bandwidth applications. Applications 
like Hadoop [1] and MapReduce [2] rely on hundreds or 
thousands of servers to provide high availability and scalability; 
therefore large data is transferred through the data center 
network to achieve these requirements. However, other types of 
data center applications such as regular web services are hosted 
inside the data center as well, due to the guaranteed availability 
and reliability. Because of these substantial requirements, many 
data center topologies evolved like hyperx [3], flattened 
butterfly [4], and fat-tree [5]. On the other hand, many traffic 
management techniques emerged, like throughput-based 
forwarding and load balancing [6]. Typically, the applications of 
data center produce two types of flows which are mice and 
elephant flows [6]. Mice flows are known as the smallest and 
shortest-lived TCP flows in the network and more sensitive to 
the communication delay. Whereas the most massive and long-
lived TCP flows, elephant flows, are more affected by the 
residual link bandwidth [6]. 
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The number of elephant flows in data centers is fewer than 
that of mice flows, but they carry the most, e.g., 80%, of the 
transferred data [7]. Some applications, like data mining, 
machine learning, and data analysis [8] [9] generate such flows 
since they demand intensive data transmission. These flows 
must be forwarded through appropriate routes following their 
requirements. Static forwarding techniques like ECMP [10] 
could yield network congestions where bottlenecks would stem 
from collides on a specific switch port due to static hashing [11] 
[12]. Hence, enhancing flow scheduling in data center networks 
would improve throughput and Flow Completion Time (FCT). 
In today’s data centers, SDN plays a vital role in network 
resource allocation, traffic monitoring, and classification [14]. 
The paradigm has significantly employed by the research 
community for flow scheduling, and traffic load balancing [15] 
[16] since the implementation of real-time applications is 
delicate without adequate resource and traffic management [2]. 
The standard design of a data center network includes multi-
rooted trees that have multiple paths between every pair of hosts 
[12]. As a result, the challenge is to identify the suitable path for 
flows according to the current load of the paths and to avoid 
network congestion. However, most of the existing flow 
scheduling solutions like Hedera [12] forward both flow types 
on the same paths; hence, flow competitions and bottlenecks are 
inevitable [17]. Furthermore, rerouting the elephant flows might 
yield delay, packet reordering, and retransmission.  
In this paper, we evaluate and predict the performance of 
ECMP, Hedera, and DCTCP. Particularly, we empirically 
investigate the performance and efficiency of the algorithms  to 
answer the following questions: 
1. What is the predicted loss rate of elephant flows using 
different algorithms? 
2. What are the risk factors of implementing these 
algorithms regarding the elephant flow preserving?  
3. How could the FCT and throughput of mice and 
elephant flows be under different algorithms? 
Therefore, our main contributions are: 
1. Implementing a wide range of workloads to estimate the 
probability distribution of the algorithms’ performance.   
2.  Conducting stochastic performance analysis instead of 
deterministic one to explore the minimum and 
maximum value of elephant flows loss rate. 
3. Predicting the future performance of the different 
algorithms based on the stochastic evaluation and 
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demonstrate their impact on data center applications in 
terms of the expected productivity. 
The rest of the paper is organized as follows. In section II, 
we present related works. We describe the proposed model in 
section III. In section IV, we describe the simulations, results 
and, discussions. We finally conclude in Section V. 
II. RELATED WORKS 
Liu et al. [18] present a framework to enable adaptive 
multipath routing of elephant flows in data center networks 
under changing load conditions; however, this solution 
employs NOX controller which has some negative effects on 
the performance. Similar to Mahout [15], it detects elephant 
flows at end-hosts, but it monitors TCP socket buffer at end-
host to mark flows exceed a predefined threshold so that 
elephant flows are forwarded based on a weighted multipath 
routing algorithm which results in installing better paths in 
switches. Besides, like Hedera, mice flows are delivered 
based on ECMP by default. However, it employs link load as 
the only metric for rerouting decisions. Devoflow [19] 
provides a flow control mechanism in data center networks 
by rerouting elephant flows whose sizes are more significant 
than 1 MB. 
Similarly, authors in [20] employ group feature of 
OpenFlow to implement a framework for managing the 
routes in data center networks by checking links load so that 
the framework distributes flows among different paths to 
balance the loads. This framework provides no 
distinguishing between elephant and mice flows, but when 
the congestion occurs on a link, the framework selects a 
backup flow with most considerable traffic demand, which 
means in practice most probably it will be an elephant flow, 
but it does not provide any measurements about the impact 
on mice flows. Wang et al. in [21] present TSACO, which 
detects elephant flows by OpenFlow and sFlow then 
forwards them according to an adaptive multi-path algorithm 
and handles mice flows differently. TSACO computes the 
available bandwidth and delay of paths and splits an elephant 
flow over multiple paths, which have considerably enough 
free bandwidth to balance the load whereas it sends mice 
flows on the remaining computed flows whose delay 
characteristics are suitable. As a result, TSACO provides 
better throughput for elephant flows, and shorter delay for 
mice flows in comparison with ECMP and weighted ECMP. 
III. EXPERIMENTAL METHODOLOGY 
     In this section, we describe our experimental methodology, 
including our system setup, network setup, and applications 
workloads employed in our empirical study. 
A. System setup 
     K-4 fat-tree data center topology was built by using Mininet 
2.2.2 SDN emulator installed on Ubuntu 16.04 machine 
provided with Intel Core i5-8400 CPU 2.80 GHz with 16 GB of 
RAM. 
B. Flow scheduling algorithms 
1. Hedera: estimates the demand for elephant flows then 
reroute them to a path with sufficient bandwidth by 
installing new flow entries on the switches. 
Particularly, flows will be forwarded through one of the 
equal-cost paths by applying a static hashing based 
technique as in ECMP until they grow beyond the 
predefined threshold which is 10% of the link capacity 
[12]. 
2. Equal-Cost Multi-Path (ECMP): switches are 
statically configured with several forwarding paths for 
different subnets. The forwarding is based on the hash 
value of specific fields of packets header modulo the 
number of paths for spreading the load across many 
paths [10]. 
3. DCTCP: employs Explicit Congestion Notification 
(ECN) to estimate the fraction of bytes that encounter 
congestion rather than directly detecting that 
congestion has occurred.  Then, DCTCP scales the size 
of the TCP congestion window accordingly. This 
method provides low latency and high throughput with 
shallow-buffered switches where they can be used in 
large data centers to reduce the capital expenditure. In 
typical DCTCP deployments, the marking threshold in 
the switches is set to a deficient value to reduce 
queueing delay, and a relatively small amount of 
congestion will cause the marking. During the 
blockage, DCTCP will use the fraction of marked 
packets to reduce the size of the congestion window 
more gradually than that in case of conventional TCP 
[22].  
      DCTCP and Hedera algorithms are implemented and tested 
as SDN applications by using Ryu controller whereas, ECMP 
is implemented statically in switches. 
C. Collecting and normalizing the data 
 In this section, we present the conducted experiment to 
evaluate the results of the proposed evaluation model. In this 
paper, fat-tree topology is used since it is considered one of the 
essential topologies for building efficient, scalable, and cost-
effective data centers. Fat-tree topology constructed from three 
main layers of connected switches located in core, aggregate, 
and edge layers. However, K-4 fat-tree data center  topology has 
been built in Mininet with 10 Mbps links for each as shown in 
Figure 1.  
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 The conducted scenarios have two patterns; the first one 
generates connections that span all topology layers while the 
second one generates connections span the switches in edge and 
aggregation layers only as depicted in Figure 2. In these patterns, 
all of the end hosts in each rack employed to generate the traffic 
for each of the proposed scenario. To generate the required 
elephant and mice flows, we employed iperf for generating 
elephant flows, whereas the traffic of mice flows was generated 
by requesting specific files whose sizes are 10 Kbyte by 
applying an Apache server repeatedly in a random fashion as 
reported in [7].  
 However, the performance of the proposed model will be 
evaluated under high load scenarios where the mice flows are 
synchronized with the elephant flows to introduce congestion in 
the network. The evaluation process includes three different 
scenarios with different workloads, a mix of elephant and mice 
flows, whose time span are varied from 1 to 15 seconds in case 
of elephant flows to evaluate the investigated algorithms with 
different sizes of elephant flows. In the first scenario, 1:1 ratio, 
we generated 120 concurrent connections, so mice and elephant 
flows have an equal proportion, e.g., 60:60, respectively. In the 
second scenario, the 1:2 ratio, where we increased the number 
of the elephant flows to 80, and reduced mice flows to 40. 
Finally, in the third scenario, 2:1 ratio, where we have 40 
elephant flows to 80 mice flows. However, each scenario has 
been executed twenty-five times, and during each repetition, the 
throughput has been measured between hosts 1 and 16 by 
creating a 20 seconds connection using iperf to reflect the impact 
of different algorithms on the throughput of a specific elephant 
flow, and we built our risk analysis based on it. To obtain the 
risk factor of the error in throughput measurements, we utilized 
the arithmetic sample standard deviation. The maximum value 
of the calculated standard deviation is considered since it 
indicates a more significant value than the sample mean for the 
worst-case evaluation. 
D. Goodness of fit 
The goodness of fit test performed to find the proper 
probability distribution functions of the throughputs and errors. 
Therefore, we adopted EasyFit professional [23], which is a 
specialized statistical tool to test the collected data. Since the 
collected data is in the discrete domain, we chose to use the 
Kolmogorov Smirnov statistic test (KS) as a hypothesis test to 
assess the distribution of the data [24]. KS test is a non-
parametric test mainly used to compare the distance between the 
empirical data samples and a specific class of well-known 
reference probability distributions as in equation 1  [25].  
               𝐷𝐷𝑛𝑛 = sup
𝑥𝑥
|𝐹𝐹𝑛𝑛(𝑥𝑥)− 𝐹𝐹(𝑥𝑥)|                   (1) 
 Where 𝐹𝐹𝑛𝑛 is the cumulative distribution function of the 
observed samples in comparison with the reference distribution 
functions 𝐹𝐹 of an ordered data. 
 A null hypothesis testing has been performed to accomplish 
this kind of testing, where H0 is identified when the tested data 
specify the distribution, and H1 is recognized when the data does 
not follow the distribution. To come up with the desired 
distribution, KS assumes a significance level α (0.01, 0.05, etc.) 
and compares the tested statistics (𝐷𝐷𝑛𝑛) with some of the critical 
values of the well-known distribution. The hypothesis of the 
measured distribution will be discarded if the value of 
𝐷𝐷𝑛𝑛  exceeds the critical value at a significant level. 
  P-value based on the KS test helps to identify the level when 
the null hypothesis is rejected. This value indicates a threshold 
for the significant level (H0) to accept all values less than the P-
value. For instance, when the P-value = 0.025, the null 
hypothesis will take all the significance levels less than the P-
value, i.e., 0.01 and 0.02, and reject the higher levels [26]. 
 Table 1 shows the results of conducting KS null hypothesis 
testing on the throughput measurements of the algorithms. The 
throughput of both Hedera and ECMP followed the Geometric 
distribution (G-D) based on P-value, and the acceptable critical 
value was 0.02. However, G-D is recognized as a discrete 
probability distribution that represents the probability of the 
success number of independent trials, i.e., Bernoulli trials [27]. 
TABLE I. KS TEST VALUES FOR THE AVAILABLE THROUGHOUT. 
Algorithm KS  accepted values (critical values) P-Value Distribution 
Hedera 0.05 0.07077 Geometric 
ECMP 0.02 0.03 Geometric 
DCTCP Rejected 0.008 - 
 
We got rejection as a result of DCTCP distribution testing 
for all of the significance levels, as appeared in Table 1. 
Therefore, we used another normality test called the Anderson-
Darling (AD) test. However, the AD test followed the null 
hypothesis testing and defined as A2. 
                           A2 = — N — S             (2) 
Where S: 
𝑆𝑆 =  ∑ (2𝑖𝑖—1)
𝑁𝑁
𝑁𝑁
𝑖𝑖=1 [ln𝐹𝐹(𝑌𝑌𝑖𝑖) + ln(1—𝐹𝐹(𝑌𝑌𝑁𝑁 + 1− ⅈ))]              (3) 
 Where 𝐹𝐹 is the cumulative distribution function of the 
observed samples and 𝑌𝑌𝑖𝑖  are the ordered data. 
 The testing shows that the throughput of DCTCP followed 
G-D with an acceptable critical value equals 0.02. Hence, we 
utilized probability mass function of G-D to generate samples 
required for Monte Carlo simulation model by applying equation 
4 where Hedera, ECMP, and DCTCP have different probability 
values. 
                                   𝑃𝑃𝑟𝑟(𝐴𝐴) = (1− 𝑝𝑝)𝑟𝑟−1𝑝𝑝                          (4) 
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asse s the distribution of the dat  [24]. KS test is a non-
par metric test mainly used to compare the distance between the 
empirical dat  samples and a specific class of well-known 
ref r nce probability distributions as in equation 1  [25].  
   𝐷𝐷𝑛𝑛 = sup
𝑥𝑥
|𝐹𝐹𝑛𝑛(𝑥𝑥)− 𝐹𝐹(𝑥𝑥)|   (1) 
 Wher  𝐹𝐹𝑛𝑛 is the cumulative distribution function of the 
observed samples in comparison with the ref r nce distribution 
functions 𝐹𝐹 of an order d at . 
 A null hypothesi  testing has been performed to accomplish 
this kind of testing, wher  H0 is identified when the tested at  
specify the distribution, and H1 is recognized when the dat  does 
not follow the distribution. To come up with the desired 
distribution, KS assumes a significance level α (0. 1, 0. 5, etc.) 
and compares the tested sta istics (𝐷𝐷𝑛𝑛) with some of the critical 
values of the well-known distribution. The hypothesi  of the 
measured distribution will be discarded if the value of 
𝐷𝐷𝑛𝑛  exceeds the critical value at a significant level. 
  P-value based on the KS test helps to identify the l vel when 
the null hypothesi  is rej cted. This value indicates a threshold 
for the significant lev l (H0) to accept all values less than the P-
value. For instance, when the P-value = 0. 25, the null 
hypothesi  will take all the significance levels less than the P-
value, i.e , 0. 1 and 0. 2, and rej ct the higher levels [26]. 
 Table 1 shows the results of conducting KS null hypothesi  
testing on the throughput measurements of the algorithms. The 
throughput of both Hedera nd ECMP followed the Geometric 
distribution (G-D) based on P-value, and the acceptable critical 
value was 0. 2. However, G-D is recognized as a discret  
probability distribution that repres nts the proba ility of the 
success number of independent trials, i.e , Bernoulli trials [27]. 
TABLE I. KS TEST VALUES FOR THE AVAILABLE THROUGHOUT. 
Algorithm KS  accepted values (critical values) P-Value Distribution 
Hed ra 0.05 0.07 7 Geometric 
ECMP 0.02 0.03 Geometric 
DCTCP Rejected 0.008 - 
 
We got rej ction as a result of DCTCP distribution testing 
for all of the significance levels, as appeared in Table 1. 
Ther fore, we used another normality test called the Anderson-
Darling (AD) test. However, the AD test followed the null 
hypothesi  testing and efined as A2. 
   A2 = — N — S       (2) 
Wher  S: 
𝑆𝑆 =  ∑ (2𝑖𝑖—1)
𝑁𝑁
𝑁𝑁
𝑖𝑖=1 [ln𝐹𝐹(𝑌𝑌𝑖𝑖) + ln(1—𝐹𝐹(𝑌𝑌𝑁𝑁 + 1− ⅈ))]              (3) 
 Wher  𝐹𝐹 is the cumulative distribution function of the 
observed samples and 𝑌𝑌𝑖𝑖  are the order d at . 
 The testing shows that the throughput of DCTCP followed 
G-D with an acceptable critical value quals 0. 2. Hence, we 
utilized probability mass function of G-D to gen rate samples 
required for Monte Carlo simulation model by applying equation 
4 wher  Hedera, ECMP, and DCTCP have differ nt probability 
values. 
   𝑃𝑃𝑟𝑟(𝐴𝐴) = (1− 𝑝𝑝)𝑟𝑟−1𝑝𝑝   (4) 
 
Fig. 2 The traffic pattern. 
 The conducted scenario  have w  patterns; the first one
gener e  connec i ns that span all topology layers while the 
se d one generates conne tio s span the switches in edge and 
aggregation layers only as depicted in Figure 2. In these patterns, 
all of the end h sts in each rack employed to generate the traffic 
for ach of the pr posed scenario. To generate the required 
elephant and mice flows, we employed iperf for generating 
elephant lows, whereas the traffic of mic  flows was generated 
by requesting specific fil s whose sizes are 10 Kbyte by 
applying an Apache server repeatedly in a random fashion as 
reported in [7].  
 How ver, the pe formance of the proposed model will be 
ev luated under high load scenarios h the mice flows are 
sync ronized with the elephant flow  t  i troduce congestion in 
the netwo k. The eva ation process i cludes three different 
scena ios with different workloads, a mix of elephant and mice 
flows, whos  time span are varied from 1 to 15 seconds in case 
f elephan  flow  to evaluate the inves igated algorithms with 
different izes of elephant flows. In the f rst scenario, 1:1 ratio, 
we generated 120 concurrent co nections, so mice and elephant 
fl ws have an equal proportion, e.g., 60:60, respectively. In the 
second scenario, the 1:2 atio, w re w  increased the number 
of the elephant flows to 80, and reduced mice flows to 40. 
Finally, n the third sc na io, 2:1 ratio, where we have 40 
elephant flows to 80 mic  flows. H wever, each scenario has 
been xecuted twenty-fiv  times, and during each repetition, the 
throughput has b en measured between hosts 1 and 16 by 
reati g a 20 seconds c nnection us ng i erf to reflect the impact 
of differen  al orithms on the through ut of a specific elephant 
flow, and we built our risk analysis bas d on it. To obtain the 
r sk fact r of the rror in throughp  measurements, we utilized 
the arithmetic sample standard deviation. The maximum value 
of the calcul ed standar  deviatio s considered since it 
ind tes  more signific nt valu  than the sample mean for the 
worst-case evaluation. 
D. Goodness of fit 
The goodness of fit test p rform d to find the proper 
probab lity distribution f nctions of the throughputs and errors. 
Therefore, we adopted EasyFit profe sional [23], which is a 
specializ d a isti a  tool to test the collected data. Since the 
collected data is i th discr t domain, we chose to use the 
Kolmogorov Smirnov statistic est (KS) as a hypothesis test to 
assess the distribution of the data [24]. KS test is a non-
parametric test mainly used to compar  the distance between the 
empirical data samp e  and a specific class of well-known 
reference prob bility distributions as in equation 1  [25].  
               𝐷𝐷𝑛𝑛 = sup
𝑥𝑥
|𝐹𝐹𝑛𝑛(𝑥𝑥)− 𝐹𝐹(𝑥𝑥)|                   (1) 
Where 𝐹𝐹𝑛𝑛 is the cum lative distribution function of the 
bserved amples in comparison with the reference distribution 
functions 𝐹𝐹 of an ordered data. 
 A ull hypothesis testing h s been erformed to accomplish 
t is kind of t sti g, where H0 is id ntified when the tested data 
specify the distribution, and H1 is recogniz d when the data does 
not follow the distribution. To com  up with the desired 
di tribut o , KS assum s a significance level α (0.01, 0.05, etc.) 
and compares the tested tatistics (𝐷𝐷𝑛𝑛) with some of the critical 
values of he well-known distribution. The hypothesis of the 
measured distribution will b discarded if the value of 
𝐷𝐷𝑛𝑛 exce ds the cr ti l valu  at a significant level. 
  P-value based on th  KS t st h ps to identify the level when 
the null hypothesis is rejec d. T is value indicates a threshold 
for the signifi an evel (H0) to accept all values less than the P-
valu . For inst nc , when the P-value = 0.025, the null 
hypot sis will tak all th  significanc  levels less than the P-
value, i.e., 0.01 and 0.02, and reject the higher levels [26]. 
 Table 1 sh ws the results of conducting KS null hypothesis 
tes ing on the throughput measurements of the algorithms. The 
throughput of both Hedera and ECMP followed the Geometric 
distribution (G-D) bas d on P-v lu , and the acceptable critical 
value was 0.02. However, G-D i  cognized as a discrete 
probability distribution that represents  probability of the 
success number of ind pe den  trials, i.e , Bernoulli trials [27]. 
TABLE I. KS TEST V LU S FOR THE AVAILABLE THROUGHOUT. 
Algorithm KS  accepted values (critical values) P-Value Distribution 
Hedera 0.05 0.07077 Geometric 
ECMP 0.02 0.03 Geometric 
DCTCP Rejected 0.008 - 
 
We got rejection as a es lt of DCTCP distribution testing 
for all of the signific nce levels, as appeared in Table 1. 
Therefore, we used another normality test called the Anderson-
Darling (AD) test. However, the AD test followed the null 
hypothesis testing and defined as A2. 
                   A2 = — N — S            (2) 
Where S: 
𝑆𝑆 =  ∑ (2𝑖𝑖—1)
𝑁𝑁
𝑁𝑁
𝑖𝑖=1 [ln𝐹𝐹(𝑌𝑌𝑖𝑖) + ln(1—𝐹𝐹(𝑌𝑌𝑁𝑁 + 1− ⅈ))]              (3) 
Where 𝐹𝐹 is the cumulative distribution function of the 
obse ved sampl s an  𝑌𝑌𝑖𝑖  are the ordered data. 
 The testing shows that the thr ughput of DCTCP followed 
G-D w th n acceptab e critical value equals 0.02. Hence, we 
utilized pr bability mass function of G-D to generate samples 
equ red for Monte Carlo simulation model by applying equation 
4 where Hedera, ECMP, and DCTCP have different probability 
values. 
                                𝑃𝑃𝑟𝑟(𝐴𝐴) = (1− 𝑝𝑝)𝑟𝑟−1𝑝𝑝                          (4) 
 
Fig. 2 The traffic pattern. 
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 Where 𝐴𝐴 is the random variable of the throughput, 𝑟𝑟 is the 
number of failures with 𝑝𝑝 probability.  
 Besides, we repeated the same procedure, to identify the 
distribution of measurement errors, i.e., error factors, as shown 
in Table 2.  
TABLE II. KS TEST VALUES FOR ERROR FACTOR. 
Algorithm KS  accepted values (critical values) P-Value Distribution 
Hedera 0.05 0.86674 Discrete uniform 
ECMP 0.05 0.2179 Negative binomial 
DCTCP 0.05 0.76964 Poisson 
  
 In the case of Hedera, the testing of Hedera algorithm 
showed that it was following the Discrete Uniform distribution 
(D-U). Therefore, to generate the required samples of the error 
factor, we used equation 5. 
                                   𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = 1𝑛𝑛                                        (5) 
 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error factor for 
Hedera algorithm and 𝑛𝑛 is the number of samples generated for 
the error factor.  
 On the other hand, the error factor of the ECMP algorithm 
followed Negative binomial distribution (N-B). N-B is a discrete 
probability distribution mainly describes the number of 
successes in a series of independent Bernoulli trials until arriving 
the defined number of non-random failures occurs. Hence, to 
generate its sample values for error factor, we utilized equation 
6.  
               𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = (𝑟𝑟 + 𝑐𝑐 − 1𝑐𝑐 )𝑝𝑝𝑐𝑐(1− 𝑝𝑝)𝑟𝑟                    (6) 
 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error, 𝑟𝑟 is the 
number of failures with 1 − 𝑝𝑝 probability, 𝑐𝑐 is the number of 
success or failure and, 𝑝𝑝 is the probability of success. 
 Similarly, the error factor for DCTCP followed a Poisson 
distribution (P-D) function. However, P-D mostly used to 
express the probability of occurring certain events within the 
sample space or fixed interval of time [28]. The probability mass 
function of the P-D, i.e., equation 7, was used to generate its 
required samples of the error factor.  
                                   𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = 𝑒𝑒−𝑘𝑘 𝜆𝜆𝑘𝑘𝑘𝑘!                                  (7) 
 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error factor, 𝜆𝜆 is the 
average number of errors recorded per the whole sample, 𝑒𝑒 is the 
Euler’s number 2.71828, and 𝑘𝑘 is the number actually observed 
occurrences. 
E. Monte Carlo Simulation 
 Monte Carlo approach is a technique used to reproduce the 
stochastic behavior of a system or to assess a set of uncertainty 
input of a deterministic model. Typically, it is not possible to 
predict and determine all possible outcomes of a black box 
system [29]. Hence, the Monte Carlo simulation process utilized 
to generate multiple predicted scenarios by estimating the 
probability distribution of the stochastic input parameters. 
Consequently, this process recurred hundreds or thousands of 
times to produce possible scenarios or solutions with different 
probabilities.  
 However, we address the impact of the algorithms by 
calculating the value at risk of the elephant flows. For this 
purpose, we used the generated samples of throughput and error 
factor as inputs of the Monte Carlo simulation model. Our 
fundamental equation, i.e., equation 8 that forms Monte Carlo 
simulation based on simulating various sizes and volumes of 
elephant flows along with the risk values. 
     𝑃𝑃𝑟𝑟𝑒𝑒 (𝑉𝑉, 𝑆𝑆,𝐴𝐴,𝐸𝐸) = 𝐵𝐵𝑚𝑚 = 𝑉𝑉𝑖𝑖 × (𝑆𝑆𝑗𝑗 − (𝐴𝐴𝑘𝑘 + 𝐸𝐸𝑙𝑙))                    (8) 
 Where 𝐵𝐵𝑚𝑚 is the predicted loss rate, 𝑉𝑉𝑖𝑖 is the different 
volumes of the evaluated elephant flows, 𝑆𝑆𝑗𝑗 is the sizes of the 
elephant flows, as shown in Table 3, 𝐴𝐴𝑘𝑘 is the available 
throughput factor, and 𝐸𝐸𝑙𝑙  is the error factor variables. 
TABLE III. ELEPHANT FLOW PARAMETERS. 
Elephant flow Size S Volume V 
Large 1.25 MByte 100 
Normal 1 0.75 MByte 85 
Normal 2 0.5 MByte 65 
Small 0.12 MByte 45 
 
 The assumed values for the size S varies from the maximum 
bandwidth the physical link can handle, i.e., 10 Mbps, to the 
minimum elephant flow size, i.e., 10% of link capacity, as 
defined by Al-Fares et al. [12]. The volume parameter V 
represents the amount of the flow within a specific path. 
IV.  RESULTS AND DISCUSSIONS 
 The proposed model performed on the algorithms to 
investigate how they will preserve the elephant flows. The 
primary expected outcome from this analysis is a histogram 
represents the probability distribution of the predicted loss rate 
of elephant flows resulted from employing each algorithm. 
Therefore, equation 8 repeated one million times. On the 
upcoming subsections, we will address and compare the results 
of the investigated algorithms. 
A. Throughput of the elephant flow 
In Figure 3, we compare the achieved throughput of the 
algorithms under different scenarios by tracking the connection 
between hosts 1 and 16. Furthermore, to measure the stability 
of each algorithm, we calculated the second central moment, 
e.g., error variance. Results show that Hedera achieved the 
highest variance, 25.5, in comparison with ECMP, 21.74, while 
DCTCP had 17.17. 
B. Loss rate distribution 
Monte Carlo simulation provided the whole estimation for 
the tested data, as shown in Table 4. However, it is clear that the 
DCTCP algorithm achieved the worst loss rate due to the fact 
that DCTCP does not provide any special handling for elephant 
flows. Furthermore, Hedera and ECMP have layer-4 flow 
control mechanisms and scheduling capabilities as well. 
 Where 𝐴𝐴 is the random variable of the throughput, 𝑟𝑟 is the 
number of failures with 𝑝𝑝 probability.  
 Besides, we repeated the same procedure, to identify the 
distribution of measurement errors, i.e., error factors, as shown 
in Table 2.  
TABLE II. KS TEST VALUES FOR ERROR FACTOR. 
Algorithm KS  accepted values (critical values) P-Value Distribution 
Hedera 0.05 0.86674 Discrete uniform 
ECMP 0.05 0.2179 Negative binomial 
DCTCP 0.05 0.76964 Poisson 
  
 In the case of Hedera, the testing of Hedera algorithm 
showed that it was following the Discrete Uniform distribution 
(D-U). Therefore, to generate the required samples of the error 
factor, we used equation 5. 
                                   𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = 1𝑛𝑛                                        (5) 
 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error factor for 
Hedera algorithm and 𝑛𝑛 is the number of samples generated for 
the error factor.  
 On the other hand, the error factor of the ECMP algorithm 
followed Negative binomial distribution (N-B). N-B is a discrete 
probability distribution mainly describes the number of 
successes in a series of independent Bernoulli trials until arriving 
the defined number of non-random failures occurs. Hence, to 
generate its sample values for error factor, we utilized equation 
6.  
               𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = (𝑟𝑟 + 𝑐𝑐 − 1𝑐𝑐 )𝑝𝑝𝑐𝑐(1− 𝑝𝑝)𝑟𝑟                    (6) 
 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error, 𝑟𝑟 is the 
number of failures with 1 − 𝑝𝑝 probability, 𝑐𝑐 is the number of 
success or failure and, 𝑝𝑝 is the probability of success. 
 Similarly, the error factor for DCTCP followed a Poisson 
distribution (P-D) function. However, P-D mostly used to 
express the probability of occurring certain events within the 
sample space or fixed interval of time [28]. The probability mass 
function of the P-D, i.e., equation 7, was used to generate its 
required samples of the error factor.  
                                   𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = 𝑒𝑒−𝑘𝑘 𝜆𝜆𝑘𝑘𝑘𝑘!                                  (7) 
 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error factor, 𝜆𝜆 is the 
average number of errors recorded per the whole sample, 𝑒𝑒 is the 
Euler’s number 2.71828, and 𝑘𝑘 is the number actually observed 
occurrences. 
E. Monte Carlo Simulation 
 Monte Carlo approach is a technique used to reproduce the 
stochastic behavior of a system or to assess a set of uncertainty 
input of a deterministic model. Typically, it is not possible to 
predict and determine all possible outcomes of a black box 
system [29]. Hence, the Monte Carlo simulation process utilized 
to generate multiple predicted scenarios by estimating the 
probability distribution of the stochastic input parameters. 
Consequently, this process recurred hundreds or thousands of 
times to produce possible scenarios or solutions with different 
probabilities.  
 However, we address the impact of the algorithms by 
calculating the value at risk of the elephant flows. For this 
purpose, we used the generated samples of throughput and error 
factor as inputs of the Monte Carlo simulation model. Our 
fundamental equation, i.e., equation 8 that forms Monte Carlo 
simulation based on simulating various sizes and volumes of 
elephant flows along with the risk values. 
     𝑃𝑃𝑟𝑟𝑒𝑒 (𝑉𝑉, 𝑆𝑆,𝐴𝐴,𝐸𝐸) = 𝐵𝐵𝑚𝑚 = 𝑉𝑉𝑖𝑖 × (𝑆𝑆𝑗𝑗 − (𝐴𝐴𝑘𝑘 + 𝐸𝐸𝑙𝑙))                    (8) 
 Where 𝐵𝐵𝑚𝑚 is the predicted loss rate, 𝑉𝑉𝑖𝑖 is the different 
volumes of the evaluated elephant flows, 𝑆𝑆𝑗𝑗 is the sizes of the 
elephant flows, as shown in Table 3, 𝐴𝐴𝑘𝑘 is the available 
throughput factor, and 𝐸𝐸𝑙𝑙  is the error factor variables. 
TABLE III. ELEPHANT FLOW PARAMETERS. 
Elephant flow Size S Volume V 
Large 1.25 MByte 100 
Normal 1 0.75 MByte 85 
Normal 2 0.5 MByte 65 
Small 0.12 MByte 45 
 
 The assumed values for the size S varies from the maximum 
bandwidth the physical link can handle, i.e., 10 Mbps, to the 
minimum elephant flow size, i.e., 10% of link capacity, as 
defined by Al-Fares et al. [12]. The volume parameter V 
represents the amount of the flow within a specific path. 
IV.  RESULTS AND DISCUSSIONS 
 The proposed model performed on the algorithms to 
investigate how they will preserve the elephant flows. The 
primary expected outcome from this analysis is a histogram 
represents the probability distribution of the predicted loss rate 
of elephant flows resulted from employing each algorithm. 
Therefore, equation 8 repeated one million times. On the 
upcoming subsections, we will address and compare the results 
of the investigated algorithms. 
A. Throughput of the elephant flow 
In Figure 3, we compare the achieved throughput of the 
algorithms under different scenarios by tracking the connection 
between hosts 1 and 16. Furthermore, to measure the stability 
of each algorithm, we calculated the second central moment, 
e.g., error variance. Results show that Hedera achieved the 
highest variance, 25.5, in comparison with ECMP, 21.74, while 
DCTCP had 17.17. 
B. Loss rate distribution 
Monte Carlo simulation provided the whole estimation for 
the tested data, as shown in Table 4. However, it is clear that the 
DCTCP algorithm achieved the worst loss rate due to the fact 
that DCTCP does not provide any special handling for elephant 
flows. Furthermore, Hedera and ECMP have layer-4 flow 
control mechanisms and scheduling capabilities as well. 
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TABLE IV. DISTRIBUTION STATISTICS OF THE TESTED ALGORITHMS. 
Algorithm Loss rate 
Hedera 64% 
ECMP 68% 
DCTCP 77% 
   
C. Distribution shape analysis 
To implement the value at risk (VaR) analysis for the 
obtained result, we should present the histogram of loss rate for 
each algorithm to figure out the variations of the values. Figures 
4, 5, and 6 depict the histograms for Hedera, ECMP, and 
DCTCP, respectively. The current histograms do not follow a 
particular type of known probability distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
proceed to the long right-hand tail. Nevertheless, the yielded 
histograms may plot almost the same behavior regarding the 
shape, since the input values (S and V) are the same. Considering 
the first raw moment of the mean value, blue line, and median 
value, red line, for such samples may not present the exact 
expected value of the loss rate [30] since the prediction depends 
on the merging of the risk values of different samples. 
Consequently, since we have the sufficient number of samples 
and for better understanding of the behavior of the loss rate, 
common distribution shape measurements were calculated, like 
skewness and kurtosis, as shown in Table 5.  
Skewness is the third central moment, and it used for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i.e., right 
skew, indicates that the mean value is higher than the median 
value, while the negative value, left skew, suggests the opposite. 
Equation 9 describes the skewness degree calculation for the 
observed distributions. 
TABLE V. MEAN, MEDIAN, SKEWNESS, KURTOSIS, AND 
NUMBER OF SAMPLES FOR THE ALGORITHMS. 
 
Fig. 4. Histogram of Hedera for the blocked rate. 
Fig. 5. Histogram of ECMP the blocked rate. 
Fig. 6. Histogram of DCTCP for the blocked rate. 
              𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  1𝑛𝑛∑ (𝑥𝑥𝑖𝑖−𝑥𝑥̅)3𝑛𝑛𝑖𝑖=1(1
𝑛𝑛
𝛴𝛴𝑖𝑖=1
𝑛𝑛 (𝑥𝑥𝑖𝑖−𝑥𝑥̅)2)32                    (9) 
Where xi holds n observations and ?̅?𝑥 is the mean values of 
the observations. 
Kurtosis, as shown in equation 10, is the fourth central 
moment, and it is another essential shape measurement utilized 
for describing the distribution tail thickness compared to the 
Normal distribution. Typically, there are three types of Kurtosis, 
which are mesokurtic, leptokurtic, and platykurtic distributions. 
Mesokurtic distribution has the same characteristics of the 
Normal distribution concerning the extreme tail values, while 
leptokurtic has higher tail values due to the long tail, as for the 
platykurtic type, it has a precise tail with fewer outliers [31].  
       𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑠𝑠𝐾𝑠𝑠 =  1𝑛𝑛∑ (𝐵𝐵𝑚𝑚−𝐵𝐵𝑚𝑚̅̅ ̅̅̅)4𝑛𝑛𝑚𝑚=1
(
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∑ (𝐵𝐵𝑚𝑚−𝐵𝐵𝑚𝑚̅̅ ̅̅̅)2𝑛𝑛𝑚𝑚=1 )2 − 3                               (10) 
Where 𝐵𝐵𝑚𝑚 holds n observations of the predicted blocked rate 
and 𝐵𝐵𝑚𝑚̅̅ ̅̅   is the mean values of the observations. 
    The calculated values indicate that all of the algorithms 
follow positive and semi-identical symmetry, but they are right-
Algorithm Mean Median Skewness Kurtosis Samples 
Hedera 48.11 39.95 0.55 -0.97 640385 
ECMP 48.96 40.80 0.55 -0.97 678761 
DCTCP 51.14 43.35 0.49 -1.09 770154 
 
Fig. 3 Throughput achievement of the different scenarios. 
 
 
 
 
 
skewed since the mean values precede the median values. 
However, the degree of the skewness shows that the skews are 
moderate, which are between 0.5 and 1 [32].  In this case, the 
right-hand tail of the histograms will be longer than the left-
hand tail, which means most of the data will be on the left-hand 
tail. But the length of the tail may affect the considering of the 
average value as the expected value of the loss rate [30]. 
However, we obtained kurtosis degrees for each algorithm to 
identify which one has the propensity to produce more outlier 
results. We found that the prediction distribution for the 
algorithms follows the platykurtic distribution since the 
kurtosis is negative compared with the Normal distribution. 
Therefore, the expected behavior for the algorithms is to 
produce fewer extreme values for the outliers at their tails, but 
it is clear that Hedera and ECMP have a higher degree of 
kurtosis, i.e., 0.79, in comparison with DCTCP what makes 
their highest loss rate not so trusted. Back to the histograms of 
ECMP and DCTCP in Figures 5 and 6, we noticed that the error 
rate to present its lowest values in the rage of 65 – 75 MB/s. 
However, these centrally located values may happen due to the 
throughput outliers’ effects achieved from scenario 1:1 and 1:2 
for both algorithms (Figure 3).     
D. Value at Risk (VaR) analysis 
Even though, the histogram and the statistics provide 
comparative information about the behavior of the model and 
the loss rate prediction, Value at Risk (VaR) analysis could 
provide more deep analysis based on some confidence [33]. The 
Monte Carlo simulation model considered as one of the three 
common types of VaR. In this research and for better 
generalizability, the chosen confidence level was 95%, since 
outlier results would appear with a more significant percentage, 
especially for Hedera and ECMP. Note that we calculated the 
probability of the confidence level by considering the quantile 
function, as in equation 11 [33]. 
                   𝑉𝑉𝑉𝑉𝑉𝑉 = −𝜇𝜇𝑛𝑛 + ∅−1(1− 𝑢𝑢)𝜎𝜎𝑛𝑛                      (11) 
Where 𝜇𝜇𝑛𝑛 is the mean of the values of the prediction, ∅ is the 
function of the standard Normal distribution, 𝜎𝜎𝑛𝑛 is the standard 
deviation of the values and (1− 𝑢𝑢) used for the chosen 
confidence level.  
This kind of investigation presents a dynamic interpretation 
of how the elephant flows will be handled while employing such 
flow scheduling or congestion control algorithms. However, we 
depicted a broad examination of various confidence levels for 
the analysis in Figure 7. The loss rate in the case of Hedera is 
lowest with 112 MB/s for the total number of tested elephant 
flows appeared in Table 3.  The loss of the others, i.e., ECMP 
and DCTCP, were 116 and 117 MB/s, respectively. Mainly, 
these values represent the maximum value that will be under risk 
of losing.   
5. The probability distribution of the whole overload 
In this section, we present the probability distribution of the 
entire workload, i.e., 120 connections of each scenario for all 
algorithms. We evaluate the performance of DCTCP, ECMP, 
and Hedera in terms of throughput of elephant flows and flow 
completion time of mice flows. All figures show the fact that 
Hedera and ECMP have very similar performance regarding 
flow completion time of mice flows and the throughput of 
elephant flows. Where Hedera employs ECMP for forwarding 
the mice flows, and ECMP performs well when there are no 
collide on switch ports what makes its performance in terms of 
elephant flows throughput closely approaches that of Hedera as 
shown in Figure 8(a), 8(b), 8(c). On the other hand, figures 9(a), 
9(b), 9(c) depict the performance of DCTCP where its FCT of 
mice flows is more significant than that of Hedera and ECMP 
because of that DCTCP employs shallow threshold to trigger the 
marking event. Consequently, the transmission rate will be 
mitigated by sources where mice flow is delay-sensitive traffic, 
as well as elephant flows, have worse throughput than that of 
ECMP and Hedera where DCTCP provides flow control 
mechanisms, but it does not provide scheduling technique. 
 
 In a nutshell, Hedera achieved a lower loss rate than ECMP 
as expected, but with higher variance for the error factor. We can 
infer that this factor makes the Hedera does not much 
outperform over ECMP. As for the response time, Hedera and 
ECMP achieved better flow completion time due to the static 
hashing between every source and destination on the network. 
In the case of flow congestion control in DCTCP, it has achieved 
its best in the 2:1 scenario whereas it has many outlier results in 
the 1:1 scenario as depicted in Figure 3. This indicates that the 
algorithm suffers in case of high elephant flow loads. Regarding 
data center applications that demand high bandwidth and low 
latency, every TCP loss causes bursty retransmission and that 
what makes queues length of the data center switches bloat 
frequently. Therefore, applications like MapReduce cannot 
make incremental progress without limiting the number of 
contending flows. 
 Therefore, we suggest that some fairness should be 
considered by providing a balance between link utilization,  
 
 
 
Fig. 7 Different confidence levels of VaR analysis. 
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particular type of known probability distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
proceed to the long right-hand tail. Nevertheless, t  yielded 
histograms may plot almost th  same behavior regarding the 
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and for better underst nding of the beh vior of the loss rate, 
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Skewness is the thir  central moment, and it used for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i.e., right 
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value, while the negative value, left skew, suggests the opposite. 
Equa  9 describes the skewness degree calculation for the 
observed distributions. 
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Where xi holds n observations and ?̅?𝑥 is the mean values of 
the observations. 
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Mesok rtic distribution as th  same characteristics of the 
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TABLE IV. DISTRIBUTION STATISTICS OF THE TESTED ALGORITHMS. 
Algorithm Loss rate 
Hedera 64% 
ECMP 68% 
DCTCP 77% 
   
C. Distribution shape analysis 
To implement the value at risk (VaR) analysi  for the 
obtained res lt, we should pres n  he histogram of o s rate for 
each algorithm o figur  out h  variations of the value . Figures 
4, 5, n  6 depict t e his ograms for Hedera, ECMP, and 
DCTCP, respectively. The urr nt hist gra s do not follow a 
particul r type of known probabil y distributions, bu we c  
indicate th t they hav a heavy eft-h nd tail and nsteady 
proce d to the l ng rig t-hand tail. Neverth less, the yielde  
hist grams may pl t alm st the s me behavior regardi g th  
s ape, since the input values (S and V) are the sam . Conside ing 
the first raw oment of the mean v lu , lu line, and media  
value, red line, for such samples m y not present the exact 
exp cted  of the loss rate [30] ince the predicti n epends 
on the merging f the isk values of diff ren  sam les. 
C sequently, since we ave the sufficient n mber of samples 
and for b tt r u derstandi g of t e b havior of the loss rat , 
com on dis ribution sh pe m asurements w re calculated, lik  
skewness and kurtos , as h wn in Ta l  5.  
Skewness is the third central moment, and it used for 
measuring the sym etry of the distribution,  it h s two 
value ; posit v and n gative. The posit ve v lue, .e., right 
skew, indicates that he mean value is higher th n th  median 
value, while th  neg tive value, l ft skew, sug e ts the op osite. 
Equation 9 describes the skewness degre  calculation for the 
observed d strib tions. 
TABLE V. MEAN, MEDIAN, SKEWNES , KURTOSIS, AND 
NUMBER OF SAMPLES FOR THE ALGORITHMS. 
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TABLE IV. DISTRIBUTION STATISTICS OF THE TESTED ALGORITHMS. 
Algorithm Loss rate 
Hedera 64% 
ECMP 68% 
DCTCP 77% 
   
C. Distribution shape analysis 
To implement the value at risk (VaR) analysis for the 
obtained result, we should present the histogram of loss rate for 
each algorithm to figure out the variations of the values. Figures 
4, 5, and 6 depict the histograms for Hedera, ECMP, and 
DCTCP, respectively. The current histograms do not follow a 
particular type of known probability distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
proceed to the long right-hand tail. Nevertheless, the yielded 
histograms may plot almost the same behavior regarding the 
shape, since the input values (S and V) are the same. Considering 
the first raw moment of the mean value, blue line, and median 
value, red line, for such samples may not present the exact 
expected value of the loss rate [30] since the prediction depends 
on the merging of the risk values of different samples. 
Consequently, since we have the sufficient number of samples 
and for better understanding of the behavior of the loss rate, 
common distribution shape measurements were calculated, like 
skewness and kurtosis, as shown in Table 5.  
Skewne s is th  third central moment, and it used for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i.e., right 
skew, indicates that the mean value is higher than the median 
value, while the negative value, left skew, suggests the opposite. 
Equation 9 d scr b s the k wn ss degr e calcul tion for the 
observed distributions. 
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NUMBER OF SAMPLES FOR THE ALGORITHMS. 
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To implement the value at risk (VaR) analysis for the 
obtained result, we should present the histogram of loss rate for 
each algorith  to figure o t the variations of the values. Figur s 
4, 5, a d 6 depict the histogr ms for Hedera, ECMP, and 
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particular typ  of known pr babili y distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
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on the merging of t e risk values of ifferent samples.
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and for better understanding of the behavior of the loss rate, 
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Skewness is the third central moment, and it used for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i. ., right 
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observed distributions. 
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Where xi holds n observations and ?̅?𝑥 is the mean values of 
the observations. 
Kurtosis, as shown in equation 10, is the fourth central 
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obtained result, we should pr sent the histogram of loss rate for 
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4, 5, and 6 d pic  the histograms f r Hedera, ECMP, and 
DCTCP, respectively. The cur ent hi t grams do not follow a 
particular type of known probability distributions, but we can 
indicate tha the  h ve a heavy left-hand tail and unsteady 
pro eed to the long rig t-hand tail. Neverth less, the yielded 
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shap , sinc  the input va ues (S and V) re the same. Consi ring 
he first raw oment of he m n value, blue line, and median 
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Skewness is the third central moment, and it used for 
measuring the sy metry of the distribution, and it has two 
values; pos tive and negative. The positive value, i e., right 
kew, indicates that the ean value is higher than the median 
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Equation 9 describes the skewness degree calculation for t e 
observe  distributions. 
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Wh re xi holds n observations and ?̅?𝑥 is the mean values of 
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Kurto is, a  shown in equation 10, is the fourth central 
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C. Distribution shape analysis 
To mplement the v lue at risk (VaR) analysis for the 
obtained result, we should present the histogram of loss rate for 
each algorithm to figure out the variations of the values. Figures 
4, 5, and 6 depict the histograms for Hedera, ECMP, and 
DCTCP, respectively. The current histograms do not follow a 
particular type of known probability distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
proceed to the long right-hand tail. Nevertheless, the yielded 
histograms may plot al ost the sa e behavior regarding the 
shape, since the input values (S and V) are the same. Considering 
the first raw moment of the ean value, blue line, and median 
value, red line, for such samples may not present the exact 
expected value of the loss rate [30] since the prediction depends 
on the merging of the risk values of different samples. 
Consequently, since we have the sufficient number of samples 
and for better understanding of the behavior of the loss rate, 
common distribution shape measurements were calculated, like 
skewness and kurtosis, as shown in Table 5.  
Skewness is the third central moment, and it sed for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i.e., right 
skew, indicates that the mean value is higher than the median 
value, while the negative value, left skew, su gests the opposite. 
Equation 9 describes the skewness degree calculation for the 
observed distributions. 
TABLE V. MEAN, MEDIAN, SKEWNESS, KURTOSIS, AND 
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Where xi holds n observations and ?̅?𝑥 is the mean values of 
the observations. 
Kurtosis, as shown in equation 10, is the fourth central 
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for describing the distribution tail thickness compared to the 
No mal distribution. Typically, there are three types of Kurtosis, 
which are mesokurtic, leptokurtic, and platykurtic distributions. 
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TABLE IV. DISTRIBUTION STATISTICS OF THE TESTED ALGORITHMS. 
Algorithm Loss rate 
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C. Distribution shape analysis 
To implement the value at risk (VaR) analysis for the 
obtained result, we should present the histogram of l ss rate for 
each algorithm to figure out the variations of the values. Figures 
4, 5, and 6 depict the histograms for Hedera, ECMP, and 
DCTCP, respectively. The current histograms do not follow a 
particular type of known probability distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
proceed to the long right-hand tail. Nevertheless, the yielded 
histograms may plot al ost the sa e behavior regarding the 
shape, since the input values (S and V) are the same. Considering 
the first raw moment of the ean value, blue line, and median 
value, red line, for such samples may not present the exact 
expected value of the loss rate [30] since the prediction depends 
on the merging of the risk values of different sa ples. 
Consequently, since we have the sufficient n mber of sa ples 
and for better understandi g of the behavior of the loss rate, 
common distribution shape measurements were calculated, like 
skewness and kurtosis, as sh wn in Table 5.  
Skewness is the third central moment, and it used for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i.e., right 
skew, indicates that the mean value is higher than t e median 
value, while the negative value, left skew, suggests the opposite. 
Equation 9 describes the sk wness degree calculation for th  
observed distributions. 
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Where xi holds n observations and ?̅?𝑥 is the mean values of 
the observations. 
Kurtosis, as shown in equation 10, is the fourth central 
moment, and it is another essential shape measurement utilized 
for describing the distribution tail thickness compared t  the 
Normal distribution. Typically, there are three types of Kurtosis, 
which are mesokurtic, leptokurtic, and platykurtic distributions. 
Mesokurtic distribution has the same characteristics of the 
Normal distribution concerning the extreme tail values, while 
lep okurtic has higher tail values due to the long tail, as for the 
platykurtic type, it has a precise tail with fewer outliers [31].  
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Where 𝐵𝐵𝑚𝑚 holds n observations of the predicted blocked rate 
and 𝐵𝐵𝑚𝑚̅̅ ̅̅   is the mean values of the observations. 
    The calculated val es indicate that ll of the algorit ms 
follow positive and semi-identical symmetry, but they are rig t-
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TABLE IV. DISTRIBUTION S A STICS OF TH  TESTED ALGORITHMS. 
Algorithm Loss rate 
Hedera 64% 
ECMP 68% 
D TCP 77% 
   
C. Distribution shape nalysis 
To implement th  v lue at risk (VaR) nalysis for the 
obtained result, we s ould pr sent the histogram of lo s rate for
each algo ithm to figure out the v r ation  f the value . Figures 
4, 5, and 6 depict th  histograms for H dera, ECMP, and 
DCTCP, respectively. The current histograms do not f llow a
particular ty  of known pro ability dist ibutions, but we can 
indicate that they have a heavy left-hand tail and unsteady
proceed to the long right-hand tail. N vertheless, the yiel ed 
histograms may plot almost the same behavior regarding the 
shape, since the inpu value  (S and V) are t e same. Considering
t e first raw moment of the mean value, blue lin , and m dian 
value, red line, for such samples may not pr sent th  xact 
expected value o  the loss rate [30] since the pred ction d pends
on th  merging of the risk values of different samples. 
Consequently, since we have the sufficie t numb r of samples 
and for b tter u d rstanding of the behavior of the loss rat ,
co mon distribution shape measur ments were calculated, like 
skewness and k rt sis, s show  in Table 5.  
Skewn s is the third c ntral oment, and it used for 
m asuring the y metry of the distribution, and it has two
values; positive and negative. The positive v lue, i.e., right 
skew, indicates that the mean valu is high r than the median 
value, while he nega ive value, left skew, sugges s the oppos te.
Equation 9 describes the skewness degree calculation for the 
observe  distributions. 
TABLE V. MEAN, MEDIAN, SKEWNESS, KURTOSIS, AND 
NUMBER OF SAMPLES FOR THE ALGORITHMS. 
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Fig 6. Histogram of DCTCP for the blocked rate. 
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skewed since the mean values precede the median values. 
However, the degree of the skewness shows that the skews are 
moderate, which are between 0.5 and 1 [32].  In this case, the 
right-hand tail of the histograms will be longer than the left-
hand tail, which means most of the data will be on the left-hand 
tail. But the length of the tail may affect the considering of the 
average value as the expected value of the loss rate [30]. 
However, we obtained kurtosis degrees for each algorithm to 
identify which one has the propensity to produce more outlier 
results. We found that the prediction distribution for the 
algorithms follows the platykurtic distribution since the 
kurtosis is negative compared with the Normal distribution. 
Therefore, the expected behavior for the algorithms is to 
produce fewer extreme values for the outliers at their tails, but 
it is clear that Hedera and ECMP have a higher degree of 
kurtosis, i.e., 0.79, in comparison with DCTCP what makes 
their highest loss rate not so trusted. Back to the histograms of 
ECMP and DCTCP in Figures 5 and 6, we noticed that the error 
rate to present its lowest values in the rage of 65 – 75 MB/s. 
However, these centrally located values may happen due to the 
throughput outliers’ effects achieved from scenario 1:1 and 1:2 
for both algorithms (Figure 3).     
D. Value at Risk (VaR) analysis 
Even though, the histogram and the statistics provide 
comparative information about the behavior of the model and 
the loss rate prediction, Value at Risk (VaR) analysis could 
provide more deep analysis based on some confidence [33]. The 
Monte Carlo simulation model considered as one of the three 
common types of VaR. In this research and for better 
generalizability, the chosen confidence level was 95%, since 
outlier results would appear with a more significant percentage, 
especially for Hedera and ECMP. Note that we calculated the 
probability of the confidence level by considering the quantile 
function, as in equation 11 [33]. 
                   𝑉𝑉𝑉𝑉𝑉𝑉 = −𝜇𝜇𝑛𝑛 + ∅−1(1− 𝑢𝑢)𝜎𝜎𝑛𝑛                      (11) 
Where 𝜇𝜇𝑛𝑛 is the mean of the values of the prediction, ∅ is the 
function of the standard Normal distribution, 𝜎𝜎𝑛𝑛 is the standard 
deviation of the values and (1− 𝑢𝑢) used for the chosen 
confidence level.  
This kind of investigation presents a dynamic interpretation 
of how the elephant flows will be handled while employing such 
flow scheduling or congestion control algorithms. However, we 
depicted a broad examination of various confidence levels for 
the analysis in Figure 7. The loss rate in the case of Hedera is 
lowest with 112 MB/s for the total number of tested elephant 
flows appeared in Table 3.  The loss of the others, i.e., ECMP 
and DCTCP, were 116 and 117 MB/s, respectively. Mainly, 
these values represent the maximum value that will be under risk 
of losing.   
5. The probability distribution of the whole overload 
In this section, we present the probability distribution of the 
entire workload, i.e., 120 connections of each scenario for all 
algorithms. We evaluate the performance of DCTCP, ECMP, 
and Hedera in terms of throughput of elephant flows and flow 
completion time of mice flows. All figures show the fact that 
Hedera and ECMP have very similar performance regarding 
flow completion time of mice flows and the throughput of 
elephant flows. Where Hedera employs ECMP for forwarding 
the mice flows, and ECMP performs well when there are no 
collide on switch ports what makes its performance in terms of 
elephant flows throughput closely approaches that of Hedera as 
shown in Figure 8(a), 8(b), 8(c). On the other hand, figures 9(a), 
9(b), 9(c) depict the performance of DCTCP where its FCT of 
mice flows is more significant than that of Hedera and ECMP 
because of that DCTCP employs shallow threshold to trigger the 
marking event. Consequently, the transmission rate will be 
mitigated by sources where mice flow is delay-sensitive traffic, 
as well as elephant flows, have worse throughput than that of 
ECMP and Hedera where DCTCP provides flow control 
mechanisms, but it does not provide scheduling technique. 
 
 In a nutshell, Hedera achieved a lower loss rate than ECMP 
as expected, but with higher variance for the error factor. We can 
infer that this factor makes the Hedera does not much 
outperform over ECMP. As for the response time, Hedera and 
ECMP achieved better flow completion time due to the static 
hashing between every source and destination on the network. 
In the case of flow congestion control in DCTCP, it has achieved 
its best in the 2:1 scenario whereas it has many outlier results in 
the 1:1 scenario as depicted in Figure 3. This indicates that the 
algorithm suffers in case of high elephant flow loads. Regarding 
data center applications that demand high bandwidth and low 
latency, every TCP loss causes bursty retransmission and that 
what makes queues length of the data center switches bloat 
frequently. Therefore, applications like MapReduce cannot 
make incremental progress without limiting the number of 
contending flows. 
 Therefore, we suggest that some fairness should be 
considered by providing a balance between link utilization,  
 
 
 
Fig. 7 Different confidence levels of VaR analysis. 
 
congestion control. As for the performance evaluation methods 
of new algorithms that handle traffic flows, we recommend 
considering the uncertainty behaviors of the tested network and 
predict their loss rates. To the best of our knowledge, most of 
the developed heuristic algorithms for flow scheduling are 
evaluated using the average values for the obtained data without 
employing the probability distribution function. Note that the 
expected value for random variables does not exist for some 
distributions that have a long tail [30]. Consequently, 
considering the average for any sample of the data may not 
actually describe the expected value of the measured data, 
especially if the number of samples is limited. Such as in the 
case of Hedera [12] and Mahout [15] where the average value is 
taken for different performance evaluation objectives without 
identifying the proper probability distribution. Nevertheless, the 
essence of the prediction produced by independent and random 
variables relies on current observations to predict future 
performance. Accordingly, the model and assumptions need to 
be accurate enough. 
V. CONCLUSIONS 
 In this paper, we empirically designed, implemented, and 
analyzed a new performance evaluation model for flow 
scheduling and flow congestion control algorithms used in data 
center networks based on multiple stochastic workloads to 
predict the value at risk of the elephant flows loss rate. The 
evaluation considers the proper probability distribution 
functions for the proposed risk factors of the loss rate for  
Hedera, ECMP, and DCTCP. The proposed evaluation model 
has been built based on Monte Carlo simulation as a value at risk 
analysis model. The evaluation included an estimation of the 
probability distribution for risk factors based on Kolmogorov 
Smirnov and Anderson-Darling tests. Finding the probability 
distribution of such algorithms helps further mathematical 
analysis regarding elephant flow handling without conducting 
more practical experiments. The results of Hedera show that 
64% of the evaluated TCP elephant flows are exhibited to be lost 
112 MB/s with 95% of the confidence level, while ECMP lost 
67.8% with 116 MB/s at risk, and DCTCP lost 77% with 117 
MB/s. However, the throughput achieved by Hedera is not 
permanent due to the stochastic behavior of the traffic 
congestion. These risks have a direct influence on the status of 
data center applications in terms of flow completion time and 
throughput. However, the development of the flow scheduling 
techniques needs to have proper awareness in terms of flow risk 
analysis instead of accepting the simple average values of the 
results, especially when the samples are not large enough.  
Finally, further study is needed to evaluate more complicated 
data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
References 
[1] ‘Apache Hadoop’. [Online]. Available: http://hadoop.apache.org/.  
Fig. a Scenario 1:1 Fig. a Scenario 1:2 
 
Fig. 9 Flow Completion Time. 
of Mice Flows 
 
Fig. c Scenario 2:1 Fig. a Scenario 1:1 Fig. b Scenario 1:2 
 
 
 Fig. 8 Throughput of elephant flows. 
Fig. c Scenario 2:1 Fig. b Scenario 1:2 Fig. a Scenario 1:1 
Fig. a Scenario 1:1 Fig. b Scenario 1:2 i . c ce ari  :  
skewed sinc  the mean values precede the median values
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algorit ms follows the platykurtic distribution since the 
kurtosis is negative compared with the Normal distribution. 
Therefore, the expected behavior for the algorithms is to 
produce fewer extreme values for the outliers at their tails, but 
it is clear that Hedera and ECMP have a higher degree of 
kurtosis, i.e., 0.79, in comparison with DCTCP what makes 
their highest loss rate not so trusted. Back to the histograms of 
ECMP and DCTCP in Figures 5 and 6, we noticed that the error 
rate to present its lowest values in the rage of 65 – 75 MB/s. 
However, these centrally located values may happen due to the 
throughput outliers’ effects achieved from scenario 1:1 and 1:2 
for both algorithms (Figure 3).     
D. Value at Risk (VaR) analysis 
Even though, the histogram and the statistics provide
comparative information about the behavior of the model and 
the loss rate prediction, Value at Risk (VaR) analysis could 
provide more deep analysis based on some confidence [33]. The 
Monte Carlo simulation model considered as one of the three 
common types of VaR. In this research and for better 
generalizability, the chosen confidence level was 95%, since 
outlier results would appear with a more significant percentage, 
especially for Hedera and ECMP. Note that we calculated the 
probability of the confidence level by considering the quantile 
function, as in equation 11 [33]. 
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of how the elephant flows will be handled while employing such 
flow scheduling or congestion control algorithms. However, we 
depicted a broad examination of various confidence levels for 
the analysis in Figure 7. The loss rate in the case of Hedera is 
lowest with 112 MB/s for the total number of tested elephant 
flows appeared in Table 3.  The loss of the others, i.e., ECMP 
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mitigated by sources where mice flow is delay-sensitive traffic, 
as well as elephant flows, have worse throughput than that of 
ECMP and Hedera where DCTCP provides flow control 
mechanisms, but it does not provide scheduling technique. 
 
 In a nutshell, Hedera achieved a lower loss rate than ECMP 
as expected, but with higher variance for the error factor. We can 
infer that this factor makes the Hedera does not much 
outperform over ECMP. As for the response time, Hedera and 
ECMP achieved better flow completion time due to the static 
hashing between very source and destination on the network.
In the case of flow congestion control in DCTCP, it has achieved 
its best in the 2:1 scenario whereas it has many outlier results in 
the 1:1 scenario as depicted in Figure 3. This indicates that the 
algorithm suffers in case of high elephant flow loads. Regarding 
data center applications that demand high bandwidth and low 
latency, every TCP loss causes bursty retransmission and that 
what makes queues length of the data center switches bloat 
frequently. Therefore, applications like MapReduce cannot 
make incremental progress without limiting the number of 
contending flows. 
 Therefore, we suggest that some fairness should be 
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throughput outliers’ effects achieved from scenario 1:1 and 1:2 
for both algorithms (Figure 3).     
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congestion control. As for the performance evaluation methods 
of new algorithms that handle traffic flows, we recommend 
considering the uncertainty behaviors of the tested network and 
predict their loss rates. To the best of our knowledge, most of 
the developed heuristic algorithms for flow scheduling are 
evaluated using the average values for the obtained data without 
employing the probability distribution function. Note that the 
expected value for random variables does not exist for some 
distributions that have a long tail [30]. Consequently, 
considering the average for any sample of the data may not 
actually describe the expected value of the measured data, 
especially if the number of samples is limited. Such as in the 
case of Hedera [12] and Mahout [15] where the average value is 
taken for different performance evaluation objectives without 
identifying the proper probability distribution. Nevertheless, the 
essence of the prediction produced by independent and random 
variables relies on current observations to predict future 
performance. Accordingly, the model and assumptions need to 
be accurate enough. 
V. CONCLUSIONS 
 In this paper, we empirically designed, implemented, and 
analyzed a new performance evaluation model for flow 
scheduling and flow congestion control algorithms used in data 
center networks based on multiple stochastic workloads to 
predict the value at risk of the elephant flows loss rate. The 
evaluation considers the proper probability distribution 
functions for the proposed risk factors of the loss rate for  
Hedera, ECMP, and DCTCP. The proposed evaluation model 
has been built based on Monte Carlo simulation as a value at risk 
analysis model. The evaluation included an estimation of the 
probability distribution for risk factors based on Kolmogorov 
Smirnov and Anderson-Darling tests. Finding the probability 
distribution of such algorithms helps further mathematical 
analysis regarding elephant flow handling without conducting 
more practical experiments. The results of Hedera show that 
64% of the evaluated TCP elephant flows are exhibited to be lost 
112 MB/s with 95% of the confidence level, while ECMP lost 
67.8% with 116 MB/s at risk, and DCTCP lost 77% with 117 
MB/s. However, the throughput achieved by Hedera is not 
permanent due to the stochastic behavior of the traffic 
congestion. These risks have a direct influence on the status of 
data center applications in terms of flow completion time and 
throughput. However, the development of the flow scheduling 
techniques needs to have proper awareness in terms of flow risk 
analysis instead of accepting the simple average values of the 
results, especially when the samples are not large enough.  
Finally, further study is needed to evaluate more complicated 
data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
References 
[1] ‘Apache Hadoop’. [Online]. Available: http://hadoop.apache.org/.  
Fig. a Scenario 1:1 Fig. a Scenario 1:2 
 
Fig. 9 Flow Completion Time. 
of Mice Flows 
 
Fig. c Scenario 2:1 Fig. a Scenario 1:1 Fig. b Scenario 1:2 
 
 
 Fig. 8 Throu hput of elephant flows. 
Fig. c Scenario 2:1 Fig. b Scenario 1:2 Fig. a Scenario 1:1 
Fig. a Scenario 1:1 Fig. b Scenario 1:2 i . c ce ari  :  
congestion control. As for the performance evaluation methods 
of new algorithms that handle traffic flows, we recommend 
considering the uncertainty behaviors of the tested network and 
predict their loss rates. To the best of our knowledge, most of 
the developed heuristic algorithms for flow scheduling are 
evaluated using the average values for the obtained data without 
employing the probability distribution function. Note that the 
expected value for random variables does not exist for some 
distributions that have a long tail [30]. Consequently, 
considering the average for any sample of the data may not 
actually describe the expected value of the measured data, 
especially if the number of samples is limited. Such as in the 
case of Hedera [12] and Mahout [15] where the average value is 
taken for different performance evaluation objectives without 
identifying the proper probability distribution. Nevertheless, the 
essence of the prediction produced by independent and random 
variables relies on current observations to predict future 
performance. Accordingly, the model and assumptions need to 
be accurate enough. 
V. CONCLUSIONS 
 In this paper, we empirically designed, implemented, and 
analyzed a new performance evaluation model for flow 
scheduling and flow congestion control algorithms used in data 
center networks based on multiple stochastic workloads to 
predict the value at risk of the elephant flows loss rate. The 
evaluation considers the proper probability distribution 
functions for the proposed risk factors of the loss rate for  
Hedera, ECMP, and DCTCP. The proposed evaluation model 
has been built based on Monte Carlo simulation as a value at risk 
analysis model. The evaluation included an estimation of the 
probability distribution for risk factors based on Kolmogorov 
Smirnov and Anderson-Darling tests. Finding the probability 
distribution of such algorithms helps further mathematical 
analysis regarding elephant flow handling without conducting 
more practical experiments. The results of Hedera show that 
64% of the evaluated TCP elephant flows are exhibited to be lost 
112 MB/s with 95% of the confidence level, while ECMP lost 
67.8% with 116 MB/s at risk, and DCTCP lost 77% with 117 
MB/s. However, the throughput achieved by Hedera is not 
permanent due to the stochastic behavior of the traffic 
congestion. These risks have a direct influence on the status of 
data center applications in terms of flow completion time and 
throughput. However, the development of the flow scheduling 
techniques needs to have proper awareness in terms of flow risk 
analysis instead of accepting the simple average values of the 
results, especially when the samples are not large enough.  
Finally, further study is needed to evaluate more complicated 
data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
References 
[1] ‘Apache Hadoop’. [Online]. Available: http://hadoop.apache.org/.  
Fig. a Scenario 1:1 Fig. a Scenario 1:2 
 
Fig. 9 Flow Completion Time. 
of Mice Flows 
 
Fig. c Scenario 2:1 Fig. a Scenario 1:1 Fig. b Scenario 1:2 
 
 
 Fig. 8 Throughput of elephant flows. 
Fig. c Scenario 2:1 Fig. b Scenario 1:2 Fig. a Scenario 1:1 
Fig. a Scenario 1:1 Fig. b Scenario 1:2 i . c ce ari  :  
RefeRences
 [1] ‘Apach  Hadoop’. [Online]. Available: http://hadoop.apache.org/.
 [2] J. Dean and S. Ghemawat, ‘MapReduce: simplified data processing on 
large clusters’, Commun. ACM, vol. 53, no. 1, pp. 107–113, Jan. 2008.
 [3] J. H. Ahn, N. Binkert, A. Davis, M. McLaren, and R. S. Schreiber, ‘HyperX: 
topology, routing, and packaging of efficient large-scale networks’, in 
Prof. of Conf. on High Performance Computing Networking, Storage and 
Analysis, 2009, p. article no. 41. DOI: 10.21276/ijre.2018.5.5.4
 [4] J. Kim, W. Dally, and D. Abts, ‘Flattened butt rfly: a cost-e ficient topology 
for high-radix networ s’, ACM SIGARCH Comput. Archit. N w , vol. 35, 
no. 2, pp. 126–137, Jun. 2007. DOI: 10.1145/1273440.1250679
 [5] M. Al-Fares, A. Loukissas, and A. Vahdat, ‘A scalable, commodity data 
center network architecture’, Proc. ACM SIGCOMM 2008 Conf. Data 
Commun. - SIGCOMM ’08, p. 63, 2008. DOI: 10.1145/1402958.1402967
 [6] J. A. Rashid, ‘Sorted-GFF: An efficient large flows placing mechanism in 
software defined net ork datacenter’, Karbal  Int. J. Mod. Sci., vol. 4, no. 
3, pp. 313–331, 2018. DOI: 10.1016/j.kijoms.2018.06.003
 [7] T. Benson, A. Akella, and D. A. Maltz, ‘Network traffic characteristics of 
data centers in the wild’, in Proceedings of the 10th annual conference on 
Internet measurement - IMC ’10, 2010, p. 267. 
  DOI: 10.1145/1879141.1879175
congestion control. s for the perfor ance evaluation ethods 
of ne  algorith s that handle traffic flo s, e reco end 
considering the uncertainty behaviors of the tested net ork and 
predict their loss rates. o the best of our kno ledge, ost of 
the developed heuristic algorith s for flo  scheduling are 
evaluated using the average values for the obtained data ithout 
e ploying the probability distribution function. ote that the 
expected value for rando  variables does not exist for so e 
distributions that have a long tail [30]. onsequently, 
considering the average for any sa ple of the data ay not 
actually describe the expected value of the easured data, 
especially if the nu ber of sa ples is li ited. uch as in the 
case of edera [12] and ahout [15] here the average value is 
taken for different perfor ance evaluation objectives ithout 
identifying the proper probability distribution. evertheless, the 
essence of the prediction produced by independent and rando  
variables relies on current observations to predict future 
perfor ance. ccordingly, the odel and assu ptions need to 
be accurate enough. 
. I  
 In this paper, e e pirically designed, i ple ented, and 
analyzed a ne  perfor ance evaluation odel for flo  
scheduling and flo  congestion control algorith s used in data 
center net orks based on ultiple stochastic orkloads to 
predict the value at risk of the elephant flo s loss rate. he 
evaluation considers the proper probability distribution 
functions for the proposed risk factors of the loss rate for  
edera, , and . he proposed evaluation odel 
has been built based on onte arlo si ulation as a value at risk 
analysis odel. he evaluation included an esti ation of the 
probability distribution for risk factors based on ol ogorov 
irnov and nderson- arling tests. inding the probability 
distribution of such algorith s helps further athe atical 
analysis regar ing elephant flo  handling ithout conducting 
ore practical experi ents. he results of edera sho  that 
64  of the evaluated  elephant flo s are exhibited to be lost 
112 /s ith 95  of the confidence level, hile  lost 
67.8  ith 116 /s at risk, and  lost 77  ith 117 
/s. o ever, the thr ughput achieved by edera is not 
per anent due to the tochastic behavior of the traffic 
congestion. hese risks have a direct influence on the status of 
data center applications in ter s of flo  co pletion ti e and 
throughput. o ever, the develop ent of the flo  scheduling 
techniques needs to have proper a areness in ter s of flo  risk 
analysis instead f accepting the si ple average values of the 
results, especially hen he sa ples are not large enough.  
inally, further study is needed to evaluate ore co plicated 
data center orkloads ith real traces fro  data center 
applications to analyze ore co plex bottlenecks cases. 
eferences 
[1] ‘ pache adoop’. [ nline]. vailable: http://hadoop.apache.org/.  
Fig. a Scenario 1:  Fig. a Scenario 1:2 
 
Fig. 9 Flo  o pl tion i e. 
of ice Flo s 
 
Fig.  S n io 2:1 Fig. a Scenario 1:1 Fig. b Scenario 1:2 
 
 
 Fig. 8 hroughput of elephant flo s. 
Fig. c Scenario 2:1 Fig. b Scenario 1:2 Fig. a Scenario 1:1 
Fig. a Scenario 1:1 Fig. b Scenario 1:2 i . c ce ari  :  
congestion control. As for the performance evaluation methods 
of new algorithms that handle traffic flows, we recommend 
considering the uncertainty behaviors of the tested network and 
predict their loss rates. To the best of our knowledge, most of 
the developed heuristic algorithms for flow scheduling are 
evaluated using the average values for the obtained data without 
employing the probability distribution function. Note that the 
expected value for random variables does not exist for some 
distributions that have a long tail [30]. Consequently, 
considering the average for any sample of the data may not 
actually describe the expected value of the measured data, 
especially if the number of samples is limited. Such as in the 
case of Hedera [12] and Mahout [15] where the average value is 
taken for different performance evaluation objectives without 
identifying the proper probability distribution. Nevertheless, the 
essence of the prediction produced by independent and random 
variables relies on current observations to predict future 
performance. Accordingly, the model and assumptions need to 
be accurate enough. 
V. CONCLUSIONS 
 In this paper, we empirically designed, implemented, and 
analyzed a new performance evaluation model for flow 
scheduling and flow congestion control algorithms used in data 
center networks based on multiple stochastic workloads to 
predict the value at risk of the elephant flows loss rate. The 
evaluation considers the proper probability distribution 
functions for the proposed risk factors of the loss rate for  
Hedera, ECMP, and DCTCP. The proposed evaluation model 
has been built based on Monte Carlo simulation as a value at risk 
analysis model. The evaluation included an estimation of the 
probability distribution for risk factors based on Kolmogorov 
Smirnov and Anderson-Darling tests. Finding the probability 
distribution of such algorithms helps further mathematical 
analysis regarding elephant flow handling without conducting 
more practical experiments. The results of Hedera show that 
64% of the evaluated TCP elephant flows are exhibited to be lost 
112 MB/s with 95% of the confidence level, while ECMP lost 
67.8% with 116 MB/s at risk, and DCTCP lost 77% with 117 
MB/s. However, the throughput achieved by Hedera is not 
permanent due to the stochastic behavior of the traffic 
congestion. These risks have a direct influence on the status of 
data center applications in terms of flow completion time and 
throughput. However, the development of the flow scheduling 
techniques needs to have proper awareness in terms f fl w risk 
analysis instead of accepting the simple average values of t  
results, especially when the samples are not large enough.  
Finally, further study is needed to evaluate more complicated 
data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
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data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
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congestion. These risks have a direct influence on the status of 
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