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Abstract. We propose to use the Tensor Space Modeling (TSM) to represent 
and analyze the user’s web log data that consists of multiple interests and spans 
across multiple dimensions. Further we propose to use the decomposition 
factors of the Tensors for clustering the users based on similarity of search 
behaviour. Preliminary results show that the proposed method outperforms the 
traditional Vector Space Model (VSM) based clustering. 
Keywords: Tensor Space Modeling, Clustering, Web data mining. 
1. Introduction 
Web server log data is a rich source of information about the users browsing habits. 
This data can be used for clustering of similar search behavior, and subsequently used 
for effective personalization [1]. Considering the multi-dimensional nature of the 
users search data, we propose to use Tensors to model the Web server log data, and 
subsequently utilize the best rank approximations inferred using the tensor 
decomposition techniques such as PARAFAC (Parallel factors) [2] and Tucker [3] for 
clustering the Web users. Tensors have been used widely in chememometrics  due to 
their multi dimensional data modeling abilities and inference capabilities [4],[5],[9]. 
In spite of popularity of tensors in multi dimensional data modeling techniques, 
seldom tensor based clustering is discussed, except a couple of research [6],[9].  
 
2. Method 
 
Searches made by each user on a Web site are processed for identifying search 
sessions. Each search session can be represented by a set of interest vectors for each 
user. Let an interest vector be denoted as 1 2( , ,...., )k mq c c c=  that contains m search 
query components or dimensions (like make, model, cost etc.). Let j kiu q denote an 
interest vector of user ju showing a particular search qk made by the user. Let 
1 2[ , .. ]j j j j lIU iu q iu q iu q= be a matrix containing all the interest vectors of ju .  For a 
user ju , two interest vectors j kiu q  and j liu q  are considered same when 
,  if {( ) ( ) ( )}.j k j l m k m liu q iu q c c k l∀ = ∧ ≠  
Using the ( )tf idf∗ weighting scheme, a 
 
weight value is calculated for each interest vector of each user as  
1 log( ) ,
D
TF
DF
 
× + 
 
 where TF=Frequency of interest vector j kiu q  for user ju , 
D=Total number of interest vectors of the user ju  and DF = Number of interest 
vector n kiu q  of all users in the dataset.
 
 A sparse tensor T is modeled with the 
normalized weight ( )pW values for each interest vector of all users denoted as 
1...{ ( , ) },T p n pq u W=  where p  is the total number of unique interest vectors searched 
by all users and n  is total number of users in the search log file. Next the tensor 
model is decomposed in order to capture the multi linear structure in data by 
analyzing the factors in each mode. The component matrices 1 2 1, .. m+A A A   are 
obtained after PARAFAC [2] and Tucker [3] decomposition and represent 
decomposed values of each mode 1 2 1.. mM M M +× × ×  respectively. Each component 
matrix is of dimension i r×A where i  is the number of ways in a mode mM , and  r  
is the value of best rank approximation of the tensor. We have taken the 1m+A  matrix 
as clustering input, as it represents the users dimension and subsequently it depicts 
the correlations with other users based on the multiple factors of the tensor. 
 
3. Evaluation 
 
This research uses the server log data collected from a popular car sales Website1 
in Australia which allows users to do parameterized searches. The object of search is 
a car, and the parameters of search query are Car Make, Model, Car Body type, Car 
Cost and Car Search type. The objective was to cluster users based on similar search 
behavior. A tensor with modes T Make Model Bodytype Cost SearchType Usersn
× × × × ×∈ℝ is created.  
Sample dataset had 880 search records of the 25  users. The numbers of ways in each 
dimension were
13 38 16 14 4 25
T1
× × × × ×∈ℝ . Decomposition was achieved using PARAFAC 
and Tucker methods [7]. The decomposed factor values of model represented by 
component matrix 1m+A  with best rank approximation value in the range 1 to 6 were 
then clustered using the K-means and EM (Expectation Minimization) [8]. Clustering 
was considered good when two users search behavior was similar, meaning that they 
had searched for similar search parameters and were clustered together.  Fig. 1 shows 
that average and overall performance of clustering using TSM models is much better 
than clustering using the Vector Space Model (VSM).  
 
Fig. 1. Average Clustering dataset 1-F-Score for 25 Users. 
                                                           
1 Due to privacy issues, we will not reveal the exact address and detail of the Web site. 
4.  Discussion 
 
It can be seen that when data is multidimensional and consists of inter related 
components, two way clustering using VSM may not be as accurate as an n way 
clustering approach. In a multi dimensional dataset such as Web search data, multi 
way analysis is able to extract hidden structures or patterns that capture underlying 
correlations between various dimensions.  This underlying information of the data 
may not be captured accurately or identified uniquely by two-way analysis methods. 
Such methods e.g. the factor models, suffer from rotational freedom unless specific 
constraints such as statistical independence, orthogonality, etc. are enforced [5]. Since 
matrices have only two dimensions, there arises a need to represent such data multi 
linearly so that the underlying relationship between each dimension independently or 
in correlation to others can be analysed in a more efficient manner. The other 
noteworthy observation is that for tensor decomposition methods like PARAFAC or 
Tucker, as the rank of tensor best rank approximation increases the clustering 
performance decreases. It was found out that optimal clustering results were obtained 
when the rank is nearly half the number of dimensions (Fig. 1). As the rank increases 
beyond this the performance decreases and decomposition at certain ranks may equal 
or be lower to the clustering results as obtained by standard vector space models. A 
reason may be the loss of inter related information between factors for higher ranks.  
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