A survey is given of different kinds of metal-insulator transitions (MIT) in doped semiconductors. The rołe of electron-electron Coulomb interactions and of disorder is discussed vis-a-vis millikelvin experimental results for semimagnetic semiconductors (SMSC) in the vicinity of MIT. Critical behavior of conductivity tensor components and dielectric susceptibility at the magnetic field-induced MIT in p-type Hg1-xMnxTe is compatible with the model in which the MIT is a result of quantuni localization driven by disorder-modified electron-electron interactions. At the same time the critical behavior of the Hall coefficient suggests that, in addition to electrons forming the Fermi liquid (FL) and undergoing localization at the MIT, there is certain a concentration of łocal electron moments, even on the metallic side of the MIT. The formation of these moments can presumably be described in terms of a disordered Hubbard-Mott model. PACS numbers: 71.30.+h
Models of the metal-insulator transitions
The nature of the metal-toinsulator transition (MIT) has attracted much interest for many years. Ever since quantum mechanics was applied to the difference between a metal and an insulator by Wilson (1931) [1] , it has been apparent that MIT could occur if any parameter such as volume or composition was changed. For instance, in a crystalline insulator (i.e., according to Wilson, a solid with all bands filled or empty) in which the gap is indirect, decreasing the volume could make the gap shrink to zero and change sign -so the material becomes a metal (a solid with partially filled bands). A transition of this kind, the socalled Bloch transition, is observed in ytterbium under pressure [2] .
Here we focus on MIT in doped semiconduction [3, 4] . In such system8 there is a critical impurity concentration n cc below which the zerotemperature conductivity vanishes σ(0) = 0 and the material becomes an insulator. Above nc, σ(0) ≠ 0 (255) -the semiconductor behaves like a metal. As it is demonstrated experimentally, nc depends mainly on the effective Bohr radius aB: nc1/3 aB ≈ 0.25 , but it could be changed by external perturbation, such as pressure, magnetic field etc.
Hubbard-Mott transition
Historically, the fact that material with the highest band half-filled (e.g., with one electron per atom) could become an insulator, was anomalous from one-electron band theoretical point of view. Even the name "metal-toinsulator" transition (instead of insulator-tometal) expresses this anomaly. Here the key role was played by the Mott's paper [5] . He took into account Coulomb electron-electron correlation energy into account. Electrons correlate their motions in order to avoid configurations with two electrons residing on the same site. This is due to an increase of potential energy Epb y H u b b a r d i n t r a s i t e e n e r g yU i n t h i s s i t u a t i o n . The amount by which band theory overestimates the ground-state energy of the system due to the neglect of electron correlations is called the correlation energy. The point embodied by the Mott transition is that the correlation energy can, under certain conditions, cause a solid to have an insulating ground state when the neglect-of-correlation band picture would erroneously predict it to be a metal.
In terms of the wave functions of electrons at the Fermi level, the MIT marks a transformation from extended states into localized states. Localization increases the wave-function oscillations and thus increases the kinetic-energy Ek contribution to the total energy. Therefore, quite generally, the MIT will occur provided that the localization results in such a drop of the potential energy which overcompensates the above mentioned increase in the kinetic energy. The Mott transition is an exemplary embodiment of a recurrent theme in solid-state physics: electron localization in the low-density limit signals the triumph of Epo v e r E k i n that regime.
Wigner crystallization
An earlier version of this theme is the idea of the Wigner lattice. Wigner proposed (1934) [6] that a low-density low-temperature electron gas would crystallize, with the electrons becoming localized and forming a lattice. In this model the MIT is also driven by the Coulomb interactions among electrons, but the impurities are assumed to act only as a uniformly charged neutralizing background. Both Mott and Wigner models deal with crystalline systems.
Percolation transition
Another two models deal with disordered systems i.e. systems without long--range order. The first of them is the percolation model of MIT. Imagine classical particles placed in a randomly fluctuating potential produced by impurities. If the amplitude of the potential fluctuations increases, the particles tend to localize in the "valleys" of the potential, and the volume occupied by them shrinks. If this volume turns to be less than ti 16% [7] of the 8ample volume, the material becomes an insulator. The percolation model disregards the effect of electron-electron interactions as well as quantum phenomena, such as tunneling and interference, which tend to delocalize and localize electrons respectively. The percolation picture can be viewed as a classical limit of the Anderson model of MIT.
Anderson transition
Anderson treats electrons quantum-mechanically. In his famous paper from 1958 [8] he showed that if disorder is strong enough, all of the states in the band are localized. The model is a quantum-mechanical calculation that invokes a tight-binding independent-electron picture. The independent-electron aspect is important and poses the question: "Which mechanism, electron-electron interactions or disorder, plays the dominant role in MIT?". Triumph of the Landau theory [9] of the Fermi liquid (FL) which explained transport properties of the electron in metals suggested that e-e interactions were of minor importance.
Our understanding of the MIT in disordered systems has progressed considerably over the past decade. In particular, it became evident that MIT in disordered systems should be regarded as the quantum localization of the FL induced by scattering. It occurs due to the collective action of many scattering centers and would take place even if the potential of a single impurity, or defect, had no bound states.
It appears, by now, that there coexist two distinct mechanisms by which scattering may give rise to the localization [4, 10, 11] . The first of them, the quantum interference of scattered waves, can be ascribed to single particle diffusive motion. It is known that, when the positions of scattering centers are spatially correlated (as, e.g., atoms in a crystal), the interference enhances or diminishes the transition probability between two points in space depending on the electron wavelength. If, on the other hand, the scattering centers are distributed randomly, the interference terms will vanish after averaging all possible configurations of scattering centers. In other words, the mean transition probability between two points is well approximated by the sum of probabilities of all possible electron paths, in agreement with the classical Boltzmann description of diffusion. However, this is no longer tue if we consider the probability of returning to the starting point. This is because the "optical paths", and hence the phases of the transition probability amplitudes, are identical for the clockwise and counterclockwise trajectories of an electron wave along the same sequence of scattering centers. Since such interference is constuctive, it increases the probability of return and thus, diminishes the conductivity.
Another consequence of scattering by impurities is the substantial modification of the interactions between electrons. A simplified picture behind it is that the diffusion motion allows two quasiparticles to meet and interact several times. If the two quasiparticles have similar energies, they will acquire a small phase difference between the successive meetings. In such a case the successive interaction events cannot be regarded as independent. This invalidates several conclusions of the standard FL theory and, in particular, leads to corrections to the Boltzmann conductivity.
The role played by the above quantum effects grows with the increase of h / ε F τ , where τ is the momentum relaxation time. Since, according to the BrooksHerring formula (and its modification by Moore [12] ) εFτ for ionized impurity scattering depends only on n 1/3 αB, the model in question is compatible with the proportionality of nc to αB -3. An interesting aspect of these quantum corrections is their unusual sensitivity to temperature and to the socalled symmetry lowering perturbations. The corrections depend on the inelastic scattering processes (appearing at T > 0, τin ~ T-P, where p≥ 1) as well as on the magnetic field, spin-orbit-and spin-disorder scattering, because these change the phase of the wave functions. The contribution from the electron-electron interactions is affected additionally by thermal broadening of the Fermi-Dirac distribution function, and by the spin-splitting, as the latter influences the time-evolution of the phase difference if the two quasiparticles come from different spin subbands. Depending on the symmetry lowering perturbations present (magnetic field, spin-splitting, spin-orbit-or spin-disorder scattering) various universality classes have been identified [11], each characterized by a different set of critical exponents controlling the behavior of relevant variables in the immediate vicinity of the MIT.
Critical region and exponents
In this paper we shall show how studies of the critical region can help to determine the dominant driving mechanism of the MIT in doped semiconductors. When physical quantities have a discontinuity at the phase transition, one says, following Landau, that the transition is of the first order [13] . Hubbard-Mott and Wigner transitions are presumably of this kind. When there is no such discontinuity, the transition is of the second order. In the last case, in a region very close to the critical point, i.e. |y -yc|/ yc « 1, one observes quantities obeying power laws:
Here y is a parameter that controls transition and yc -the value at the critical point. The exponent α and others like that defined in the vicinity of a given critical point, are called critical exponents. Such behavior implies that physical quantities depend nonanalytically on their variables, i.e. on the temperature, the field etc. In such circumstances the usual perturbation theory methods prove ineffective. What is remarkable is that such behavior, though singular, has some very simple characteristic. Different systems, undergoing the most varied kinds of transition can be divided on the basis of their Hamiltonian symmetry consideration into a small number of universality classes, each specified by a certain set of values of the critical exponents. Note, in particular, that within a given universality class the values of critical exponents do not depend on the type of parameter that induces the transition. Moreover, one observes between the critical exponents some very simple relations, called scaling laws, whose degree of universality is even greater. The most powerful tool in physics of phase transitions is the method of renormalization group. It allows to reduce the number of degrees of freedom with the aid of a family of continuous transformations in space -increasing the 1ength scale L which eliminates short-wave fluctuations since the inverse of L acts as cutoff parameter for large momenta.
Experimental results and discussion
In this paper we discuss the application of semimagnetic semiconductors (SMSC) [14] for studying the physics of the MIT. Very accurate information on the critical region can be obtained if the MIT is tuned by an external perturbation. As it is shown in Fig. 1 , p-HgMnTe undergoes an insulator-tometal transition when the magnetic field gets stronger.
It can be seen that the transition is continuous. This contradicts the theoretical predictions for both Hubbard-Mott and Wigner transitions, at 1east in 3d ordered systems. At the same time the continuous MIT is expected if it is driven by disorder. In the metallic phase, i.e. for H > Hc , where Hc is a critical field, the conductivity can be described by scaling formula σ α (H -Hc)v with the critical exponent v ≈ 1. This value is in apparent disagreement with v = 1.8 ± 0.2 expected from the percolation theory [15] , as well as with v = 0.5 [16] derived from one-electron theory of Anderson transition in the magnetic field. On the other hand v = 1 is in accordance with these theoretical predictions for Anderson localization which take into account the effect of scattering-modified electron-electron interactions [11] , provided that spin effects which lower the Hamiltonian symmetry exist.
Because of giant spin-splitting characteristic of SMSC semiconductors, the majority of carriers reside in one spin subband. Renormalization group equations for the transition occurring in a totally spin-polarized electron gas (socalled "spin-polarized" universality class in which strong spin-splitting determines the symmetry of system Hamiltonian), taking into account disorder modified e-e interactions [11] indeed predict v = 1, as found experimentally. Moreover, they give a temperature dependence of σ in the form σ(T) = σ(0) + ATa with α ≈ 0 . 5 , which is observed on the metallic side of the transition [17] , as it is shown in Fig.  2 .
In addition to the resistance measurements -the dielectric susceptibility x (dielectric constant ε = ε s+ 4πx, where εs is the lattice dielectric constant of the host material) and the Hall coefficient RH have been examined near the MIT in SMSC.
The ability of a metal to screen the Coulomb interaction totally at large distances is an important characteristic of the conducting state of matter. This is related to the wave-vector q-dependent static dielectric constant ε(q, ω = 0) diverging as q -2 when q → 0. On the insulating phase, however, limq→0 ε 0 i s finite. Near continuous MIT, one would thus expect a diverging ε0 α (yc -y) -ζ from the insulating side. The one-electron Anderson's model of MIT predicts that ε0 should diverge with twice the exponent characterizing the vanishing of the conductivity from the metallic side, i.e. ζ = 2v [18] . On the other hand the theory, with e-e interactions included, expects for spin-polarized universality class a universal relation [11, 19] between c and the exponent α describing the temperature dependence of the conductivity at y = yc: ζ / A = -1 . To determine dielectric susceptibility the complex conductance Y = G+iωC was measured by using a three probe a.c. bridge. The measurements were performed on the sample used previously for conductivity investigation. After etching, thin indium layers were evaporated on opposite faces of one of the samples, forming a capacitor with area 5 m m 2 a n d t h i c k n e s s 3 0 0 μ m . Figure 3 (a) presents the parallel equivalent circuit capacitance vs. square of temperature in various magnetic fields. It is seen that the dielectric susceptibility has a strong T2 dependence below 100 mK. This is in qualitative agreement with the theoretical predictions which take into account the contribution from phonon-assisted processes [20] . It is seen in Fig. 1 that X strongly increases when approaching the MIT from the insulating side. However, it does not diverge to infinity, most probably, because of the presence of the Schottky barrier capacitance CS ≈ 1 nF. If the region where CS becomes important is disregarded, the critical field deduced from the X on H dependence coincides with that given by σ(H) measurements, H 1 5 k O e . F u r t h e r m o r e , t h e d e p e n d e n c e o f 1 / X ( H ) i s s e e n t o be essentially linear on the magnetic field. This implies ζ = 1 ± 0 . 2 , w h i c h g i v e s α = 0.5 ± 0.1. The latter is to be compared to the value deduced from the σ vs. T dependence, α = 0.65+0 , 2 -0 , 2 [ 1 7 ] . I t s h o u l d b e n o t e d , h o w e v e r , t h a t t h e e x p e r i m e n t a l data are perturbed by a Schottky barrier capacitance whose field dependence is unknown.
The question: "Does the Hall coefficient exhibit critical behavior approaching the MIT?" has attracted many theoretical and experimental efforts recently. Both non-interacting [21] and interacting [22] models of MIT predict a scaling behavior of σxy: σxy α (y-yc )vH where vH = 2v. Since RH σxy/ σ2xx t h e H a l l c o e f f i c i e n t R H should not vary critically when approaching the MIT from the metallic side. There are indeed measurements [23] of RH which are in agreement with these predictions. However, other data [24] give evidence for the critical behavior of RH. In an effort to resolve this issue we have performed the Hall-coefficient measurements in SMSC.
It is seen in Fig. 4 that resistivity of p-HgMnTe in T = 30 mK increases much stronger than RH when approaching the MIT from the metallic side. It indicates that RH varies smoothly in the critical field Hc(σxx), where conductivity vanishes critically. Since MIT occurs in classically weak fields σxx> σ x y , t h e 1 a t t e r i m p l i e s that the critical exponent of σxy to be twice as that for σxx. On the other hand, as it is seen in Figs. 1 and 3(b) the Hall coefficient does exhibit critical behavior. However, the critical field Hc (Rn) turns out to be substantially lower than critical fields for X(H) and σ(H), Hc(RH) ≈ 1 3 k O e . T h i s b e h a v i o r o fR H c o n t r a d i c t s the simple freeze-out picture in the framework of which the carrier concentration should vanish at the same field as the conductivity.
It has been suggested [25, 26] that the field at which σxx, σxy, o and 1/x tend to zero marks the quantum localization of the FL. According to this model, FL-type electronic states remain valid in the insulating phase, at least at small 1ength scales, where metallic and insulating phases are undistinguishable. On the other hand, it is well-known that deep in the insulating phase the electrons are bound to individual impurities forming localized magnetic moments, due to the Hubbard energy U. Obviously, in the last case the electronic states cannot be described within the FL formalism at any 1ength scale. Moreover, there is a growing evidence that such local moments coexist with FL-type states already on the metallic side of the MIT [27] . In the framework of this twofluid model, it has been speculated [25] that the divergence of the Hall coefficient, visible in Figs. 3 and 4, marks the point where the FL electrons totally disappear. The influence of local moments in SMSC is strongly enhanced by the presence of magnetic ions, which can be polarized via s-d interaction. This, in turn, increases the binding energy and speeds up transformation of the Fermi-states into localized moments. This may explain why the critical behavior of RH has not been observed in other MI systems.
Most of experimental results are consistent with the picture of the MIT in doped semiconductors as quantum localization of the Fermi liquid by scattering modifled e-e interactions. At the same time critical behavior of the Hall coefficient appears to be incompatible with the present theory, and suggests that elements of Hubbard-Mott model are of relevance.
