The turbulent flow in a two-dimensional channel with roughness on one wall is investigated using experiments and direct numerical simulations (DNS). The elements have a square cross-section with height k = 0.1H (H is the channel half-width) and a streamwise spacing of 4k. The Reynolds number Re τ r , based on the friction velocity at the rough wall and H, is in the range 300-1100. Particular attention is given to the rough-wall side. Measured turbulence intensities, length scales, leading terms in the turbulent kinetic energy budget, and velocity spectra are compared with those obtained from the DNS. Close agreement is found, yielding support for the simplifying assumptions in the experiment (notably local isotropy and Taylor's hypothesis) and the adequacy of the spatial resolution in the simulation. Overall, the profiles of the Reynolds normal stresses on the roughness side are almost independent of Re τ r , when normalized by outer variables. Energy spectra at different locations above the rough wall collapse well at high wavenumbers, when normalized by Kolmogorov scales. In contrast to previous studies, a region of negative energy production near the location of the maximum streamwise velocity is not observed. Comparison with a smoothwall channel, at similar values of the friction-velocity Reynolds number, highlights differences only in the streamwise velocity component near the wall.
Introduction
In practice, any surface in contact with a fluid has a certain roughness, and this directly affects the flow, at least in the proximity of the wall. Often, the roughness has a pattern. Examples include heat exchanger elements, plant canopies, riblets, and dimples on golf balls. In all these cases, the geometry of the solid boundary interferes with the mechanism of heat (e.g. Chang, Liou & Juan 2005; Wang & Sunden 2005) , scalar or momentum transfer, compared to a smooth wall. The transfers are typically increased when the roughness elements are transverse to the flow.
In the past, research on rough-wall turbulence has focused on several geometrical configurations including: a two-dimensional channel with symmetric (i.e. on both sides) two-dimensional roughness The interest in the rough-wall channel is partly due to the fact that higher Reynolds numbers can be attained compared to the smooth wall but also because the roughness can significantly increase the momentum and heat transfer rates. Perhaps more generally, the rough-wall geometry may provide valuable insight into the asymptotic (i.e. large Reynolds number) behaviour of the turbulence production in wall-bounded flows.
The present work aims first to compare experiments and direct simulations of a channel flow with roughness on one of the walls, for approximately the same boundary and Reynolds number conditions. In many respects, DNS and experiments complement each other. In simulations, all flow variables are accessible, but adequate spatial resolution and integration time become critical at relatively large Reynolds numbers. In experiments, extremely long velocity signals (of the order of several thousands integral time scales) can be acquired, even at large Reynolds numbers. However, a limited number of variables is accessible, and few can be measured simultaneously, with sufficient space and time resolution. This work promotes an approach based on simultaneous experimental and numerical analyses of the flow. This one-to-one comparison enhances the experimenter's ability to estimate two important quantities, namely the rate at which the mean kinetic energy is dissipated and the friction velocity at the wall. In particular, regarding the dissipation rate, our main conclusion is that, in the equilibrium range, the smallest scales can be effectively considered as isotropic. Using an accurate value of the friction velocity along with an appropriate length scale certainly determines whether or not turbulence distributions can be rescaled into a general form. The present analysis highlights what these scaling quantities are for a channel flow with roughness on one wall.
A second point that we consider in detail is the kinetic energy budget. In HL, it was conjectured that the asymmetry of the boundary conditions may induce a region of negative turbulent energy production. In fact, if the locations where the mean velocity is maximum and the shear stress is zero are not coincident, the possibility that the mean field can extract energy from the turbulent field may exist, albeit in a limited part of the flow. Although such an occurrence does not contradict any physical law, it is somewhat counterintuitive since, for instance, it invalidates completely the eddy viscosity concept (e.g. Mathieu & Scott 2000) . Other flows show limited regions of negative energy production, including the near field of a turbulent round jet (Zaman & Hussain 1980) , the plane wall jet (Mathieu & Scott 2000) , the flow in an annulus (Chung, Rhee & Sung 2002) , the rotating channel and pipe (Jakirlić, Hanjalić & Tropea 2002) , the Rayleigh-Bénard convection cell (Liberzon et al. 2005) . For the asymmetric channel, support for a negative energy production region remains lacking. Although HL and Thurlow & Klewicki (2000) showed this possibility in experiments, recent DNS by Nagano et al. (2004) indicated that the zero-crossings of the shear stress and location of maximum streamwise velocity differed by only about 0.8 % to 2.8 %. Nagano et al. (2004) hypothesized that this could depend on their low value of Re b . Also Leonardi, Orlandi & Antonia (2005) found that the two loci were almost coincident. If the negative energy production region were significant, one would expect to see some difference between the boundary layer and the asymmetric channel.
A further aspect, related to the asymmetry of the boundary conditions in the present flow, is the approach of the velocity profiles towards an asymptotic state. Since the friction coefficient on the rough wall is arguably independent of the Reynolds numberbecause it is largely due to the pressure drag -the evolution of the turbulent profiles with Re b may depend solely on the behaviour of the flow near the smooth wall. The friction coefficient on that side varies with the Reynolds number. Figure 1 . Schematic of the two-dimensional channel with the roughness geometry. The origin of the Cartesian coordinate system is at mid-span, the x-axis along the streamwise direction, and the z-axis on the leading edge of an element. The blow-up shows the two streamwise locations (leading edge LE and midway MW) where the measurements are made. k, roughness height; λ, roughness pitch; g, roughness gap; H , channel half-width; D, channel span; U , streamwise velocity.
Lastly, we consider the turbulent energy spectra. In the literature regarding channel flow with roughness, these have not received the same attention as other basic turbulent statistics. As previously noted, the data of HL suffered from limited spatial resolution of the hot wire and consequently new measurements are desirable. More recently, and showed that the velocity spectra, measured over a wavy wall in an asymmetric channel, collapse on outer variables, when the distance from the wall exceeds about 0.2y U (y U is the location of the streamwise velocity maximum). Here, this suggestion is tested and compared with the classical Kolmogorov scaling, at various distances from the wall and Reynolds numbers.
The paper presents detailed experimental distributions, corroborated by DNS results, of statistical moments (up to the fourth order) of velocity fluctuations, length scales and power spectra, and their variation with the Reynolds number. The ensemble of these quantities has never been presented before in detail and with high accuracy for the present geometry. And yet they would be invaluable in the context of flow modelling with simplified approaches, such as one-point closures or large-eddy simulations.
Experimental details
The experiment is performed in an open-circuit, blower-type wind tunnel. The blower and diffuser are connected through a flexible section, which isolates the vibrations of the fan. Honeycomb and grids are fitted in the plenum chamber to reduce the turbulence intensity and straighten the flow. A two-dimensional contraction (area ratio 14:1) precedes the working section, which is rectangular and 7.32 m long. Roughness elements are attached, transversely to the flow (figure 1), on only one side of the channel, over the last 3.16 m, or 43 % of the working section. The elements, made of brass, have a square cross-section (dimension k = 2 mm) and are equally spaced in the streamwise direction by a pitch λ = 4k. Such separation has been chosen because it was previously studied by some of us (Leonardi et al. 2003) The origin of the Cartesian coordinate system is at mid-span, with the x-axis parallel to the streamwise direction, and the y-axis on the leading edge of a roughness element, figure 1. (The flow is homogeneous in the streamwise direction, when averaged over the roughness pitch, so that the origin of the coordinate system, with respect to the contraction, need not be specified.) The 'true' origin for y is often taken to lie somewhere between the base and the apex of the roughness elements, either on the basis of momentum balance considerations (e.g. Leonardi et al. 2003) or by assuming the validity of a mean velocity log-law. Here we have simply taken the origin at the plane of the roughness elements; this choice should not be critical since the focus is primarily on comparing experimental and numerical results. The fluctuating velocities are denoted by u, v, w; corresponding capital letters refer to averaged values, while the overbar represents time-averaging. In the experiments, averages are performed in time; in simulations, they are performed in time and over the x-and z-axes.
Hot-wire anemometers, with single and X-wires, are used for measuring the streamwise, wall-normal, and spanwise velocity components. Two streamwise locations are probed, one corresponding to the leading edge (LE) of the 10th element from the exit, and a second midway (MW) between the 10th and the 11th element (see figure 1 ). These locations are easily accessible from the exit of the tunnel, while being sufficiently inside the working section to avoid end-effects. The single wire is used to acquire a second, independent estimate of the streamwise velocity, since, compared to the X-wire, it has a better spatial resolution (especially close to the wall where the mean velocity gradient is higher) and its calibration is more reliable. Differences, between single and X-wire estimates of large-scale quantities, are within a few percent. For the X-probe, the lateral separation of the wires is 0.76 mm and their diameter is d w = 2.54 μm; for the single wire, d w = 1.27 μm. In both cases, the length of the wire w is 200d w , and the overheat ratio 1.5. A look-up table calibration (Burattini & Antonia 2005) , covering a range of velocities and angles of 0-14 m s −1 and ±40
• respectively, is used for the X-probe, whereas the single wire is calibrated in the range 0-14 ms −1 , fitting its response to a third-order polynomial. Calibrations are re-checked at the end of an experiment. A Pitot tube connected to a pressure transducer (Setra model 239, full scale 0.5 in. H 2 O or 125 Pa, accuracy ±0.14 % of full scale) provides the reference velocity. The signal from the anemometers is first conditioned through buck-and-gain modules, then low-pass filtered at a frequency f f (corresponding to the rise of electronic noise and close to the Kolmogorov frequency f K = U/2πη, η = ν 3/4 −1/4 being the Kolmogorov length scale, and the mean energy dissipation rate), and finally sampled at f s = 2f f ; the resolution of the digitization is 16 bit. The sampling time T s , expressed in terms of the integral time scale T u (see later for its definition), is also included in table 1.
A correction for the attenuation, due to finite resolution of the single hot wire, is made using a variation of Wyngaard's (1968) approach, see below. The worst-case conditions, in terms of resolution, are listed in table 1. Details of the measurement of the wall shear stress on the rough wall u τ r are given in § 2.2.
Mean energy dissipation rate
The experimental evaluation of the turbulent kinetic energy dissipation rate is typically affected by several uncertainties. These arise from electronic noise contamination, sampling discretization error, finite spatial resolution of the probe, use of Taylor's hypothesis, and incomplete knowledge of the energy dissipation rate tensor. Whilst the first three issues have been alleviated here, the latter two pose almost insurmountable difficulties in experiments. In this respect, the DNS has provided a posteriori validation of the simplifying assumptions made in the measurements.
The isotropic mean energy dissipation rate is given by iso = 15ν(∂u/∂x) 2 (2.1) (in the experiments, Taylor's hypothesis ∂/∂x = −U −1 ∂/∂t is assumed). The spectrum of ∂u/∂x is given in figure 2, for a location close to the rough wall, where the resolution is marginal. Although the distribution is free from noise spikes and closes almost adequately at high wavenumbers, denoted by k x (= 2πf/U , f is the frequency), electronic noise and discretization error result in a spurious upturn of the distribution at large k x , near k x η = 0.7 in the inset of the figure. Such contamination, which increases the estimated iso , can be filtered out by extending heuristically the energy spectrum in the far-dissipative range. This range is modelled with the function exp(a(k x η) 2 + b), in a similar manner to that documented by Martinez et al. (1997) for the three-dimensional energy spectrum. The extrapolation (see inset) effectively removes the high-wavenumber noise.
The energy and dissipation spectra are then compensated for the limited resolution of the probe according to method of Wyngaard (1968) but using the spectrum of Martinez et al. (1997) . Figure 2 shows the final corrected energy spectrum. The resulting corrections to the measured values of iso are in the ranges 3-6 % for E1, 4-10 % for E2, and 14-24 % for E3 (the larger values are for locations closer to the rough wall). The X-wire data are not corrected for spatial resolution since they are used mainly to estimate large-scale quantities.
Wall shear stress
In experiments, the direct estimate of the wall shear stress from the slope of the mean velocity profile,
(ρ is the fluid density), presents some difficulties. This is true for a smooth wall, and even more so for a rough wall, where the mean velocity U varies also with x, very near the roughness. A more convenient way of estimating τ w is via the x-momentum
Here, the flow variables are averaged not only in time but also over one roughness wavelength but, for simplicity, we keep the old variable notation. Equation (2.3) can be rewritten dP dx = dτ dy (2.4)
is the total shear stress. Since, in the channel, (dP /dx) is constant, from (2.4) it follows that τ is linear across the section, i.e.
(r indicates the rough side, s the smooth side, see figure 3 ). Away from the walls, the main contribution to τ comes from ρuv, which can be measured reliably with an X-wire. Therefore, the distribution of the Reynolds shear stress can be extrapolated linearly to the walls to yield τ s and τ r . Further, integration of (2.4) yields (τ r − τ s ) = −2H (dP /dx) or, considering the individual contributions of the wall friction to the momentum balance,
Here, y τ is the location of zero-crossing of τ (y), which practically coincides with y uv , the location of the zero-crossing of ρuv (figure 3). Equations (2.7)-(2.8) -which express the equilibrium of the fluid regions between the plane of zero shear stress and the rough or smooth walls (Vlachogiannis & Hanratty 2004; Leonardi et al. 2005 ) -provide an independent check on the estimates of τ r and τ s . In the experiment, the pressure drop (measured from pressure taps along the smooth wall, figure 4) is linear, to a close approximation. Incidentally, this suggests that the roughness fetch is enough to achieve a fully developed flow. A slight dependence on the Reynolds number remains. In the following, the frictional velocity at the rough wall is estimated from u 2 τ r = τ r /ρ. This velocity is subsequently used in wall-based normalizations and Re τ r .
As noted previously, the present analysis neglects the role of the dispersive stress (e.g. Finnigan 2000; Ashrafian et al. 2004 ) which arises from the streamwise waviness of U and V induced by the periodic roughness geometry. The effect of this stress is usually limited to a region near the wall, perhaps within one roughness height (Ikeda 2002) , although it may increase with λ/k (Ashrafian et al. 2004 
Numerical procedure
The non-dimensional Navier-Stokes equations coupled with the incompressibility condition,
are discretized in an orthogonal coordinate system (as in § 2, upper-and lower-case variables represent mean and fluctuating quantities, although in the present section the index notation is used) with a staggered central second-order finite-difference approximation. In (3.1), a constant pressure gradient dP /dx is prescribed, so as to maintain a constant flow rate. Here, only the main features of the numerical method are recalled (see Orlandi 1999 , for details). The discretized system is advanced in time using a fractional-step method with viscous terms treated implicitly and convective terms explicitly. The large sparse matrix resulting from the implicit terms is inverted by an approximate factorization technique. At each time step, the momentum equations are advanced with the pressure at the previous step, yielding an intermediate non-solenoidal velocity field; then, by solving Poisson's equation, the field is made solenoidal. A hybrid, low-storage, third-order Runge-Kutta scheme is used to advance the solution in time. The roughness is treated by the immersed boundary (IB) technique described in Leonardi et al. (2006b) , and periodic boundary conditions are applied in the x-and z-directions; zero velocity is imposed at the walls. The applicability and validity of the IB method have been extensively discussed in the literature. It allows an accurate and efficient treatment of the solid boundaries that cannot yet be matched by other approaches, such as the body-fitted method. Strong support for the IB method in a geometry similar to that considered here was provided in Leonardi et al. (2003) . They showed that the pressure distribution around circular elements placed on the wall agreed closely with that measured in the experiment of Furuya et al. (1976) . The number of velocity fields used for time averaging is 80 (the velocity fields are two time units apart, the unit being H/U 1 ). Statistics performed using 40 fields showed negligible differences. The initial velocity field (at the start of the computation) was taken from a smooth-wall turbulent channel flow database at Re τ = 380. In order to achieve the desired flow rate, about 300 time units were discarded before averaging was applied. A grid-independence test was performed for the case at the intermediate Reynolds number, see Leonardi et al. (2006b) . Table 2 the number of independent fields for the statistical analyses, and the worst-case resolution in the wall-normal direction (normalized by inner and Kolmogorov scales). Note that, while in the experiments the resolution is worst close to the wall, in the simulations the clustering of grid points near the roughness shifts the point with the poorest resolution of the small scales to the location y/H 0.7. Furthermore, in the simulations, is estimated from the complete dissipation tensor, i.e. = ν 2
instead of (2.1).
Results

Velocity statistics
The distributions of the mean streamwise velocity (figure 5), as obtained from the experimental and numerical data, are in good agreement with each other. Note that the values from the single and X-wire overlap. While the profiles are skewed towards the smooth wall (the rough wall is more effective at slowing down the flow), there is no discernible difference between profiles at LE and MW, implying a negligible modulation of the mean flow due to the roughness. The numerical results of Cui et al. (2003) and Nagano et al. (2004) indicated that, for the flow in an asymmetric channel of similar geometry to that considered here, the streamwise variation of the mean velocity is rather small (see figure 9 of each paper), although it may become more important at larger λ/k. The location y U where U is maximum (indicated by an arrow in figure 5 ) is 1.32H , for the two experimental cases at the higher Reynolds numbers, suggesting that y U may have reached its asymptotic value (see table 3). It is perhaps not a coincidence that, for E2, the roughness Reynolds number k + = ku τ r /ν is just below 70 -the limit for fully rough flows over sand-grain roughness. Table 3 . Main results for measurements (E1, E2, E3) and simulations (D1, D2, D3). There is good agreement also between measured and calculated turbulence intensities, figure 6. The maximum intensities occur near the rough wall, while the locations of the minima are near, but not coincident with, y U , particularly for v and w (noted also in HL). Clearly, this contrasts with the outer layer of the symmetric channel (smooth or rough), where the two locations coincide. The relative magnitudes of the three components are such that u 2 > w 2 > v 2 everywhere, as in a smooth channel. The profiles of u 2 near the rough wall depend markedly on Re τ r . For the smallest Re τ r , the distribution of u 2 1/2 has a wide region (0.05 . y/H . 0.5) where the curvature is positive, as in the vicinity of a smooth wall. As Re τ r increases, this region shrinks, and the profile of u 2 1/2 becomes almost linear for 0.1 . y/H . y uv /H , similarly to v and w. This suggests differences in the turbulence generation at the rough wall, since the second derivative of the turbulence intensities is linked to the viscous diffusion. (In the experiments, the limited resolution of the X-probe can attenuate the gradient of the actual profile, very near the wall.) Like U , no significant dependence on the streamwise position (i.e. LE or MW) is observed, for the normal stresses. This is further confirmed by the numerical profiles of the turbulent intensities averaged in phase in the streamwise direction, figure 7. Their difference with respect to the profile that is ensemble averaged over the length of the channel becomes negligible for y/k > 1.5.
The Reynolds shear stress uv (figure 8) varies linearly, away from the walls. The contributions to τ from the viscous and dispersive stresses must therefore decay rapidly, so that ρuv accounts for most of the total shear stress. Consequently, a linear extrapolation to y = 0 (the plane of the crests) of the straight portion of uv readily provides the friction velocity at the rough wall. (In the vicinity of the rough wall, the resolution of the X-wire is critical because of the steep velocity gradients, and the difference with the numerical data is largest.) The resulting value of τ r is close to that inferred from the pressure drop, see figure 8. For the three experimental cases, the ratio u τ r /U M remains nearly constant and 0.073, implying that the friction coefficient of the rough wall (proportional to u 2 τ r /U 2 M ) is independent of Re τ r , in the range considered. This is in accord with earlier observations from simulations (Miyake et al. 2002; Cui et al. 2003; Leonardi et al. 2003) and experiments . In each case, the major contributor to drag is pressure, and therefore the friction coefficient is expected to be largely independent of the velocity. On the other hand, the friction coefficient at the smooth wall varies with the Reynolds number. The ratio u τ r /u τ s , see inset of figure 8, increases with Re τ r , consistently with the reduction of the skin-friction coefficient at the smooth wall, as Re τ s increases. HL and Ikeda (2002) (who had Re τ r 5600 and 900, respectively) reported values of u τ r /u τ s as large as 2, for λ/k = 10.
The locations y uv , where uv crosses zero, are almost indistinguishable from y U (figure 8), and therefore no region of negative turbulent energy production is expected. This point warrants further analysis since, as noted in the introduction, the evidence gathered so far in the asymmetric channel is somewhat inconclusive. It was pointed out earlier that the location of y uv y τ is controlled by the ratio of the shear stress coefficients at the two walls. The actual expression is obtained from the ratio of (2.7) and (2.8), namely
While, arguably, u 2 τ r becomes constant (when Re τ r exceeds a critical, low value), the behaviour of u 2 τ s is more complex (e.g. figure 7 .10 of Pope 2000) . This latter quantity first decreases in the laminar regime, then increases during transition before finally decreasing in the fully turbulent regime. So y τ must follow a similar but opposite trend, see (4.1), shifting back and forth between the two walls. Moreover, it is plausible that, as Re τ r increases, the variation of y U lags behind that of y uv , since the former is related to a first-order quantity (i.e. the mean velocity). For example, y U could increase monotonically from H/2 -the solution for symmetric walls -to the asymptotic value for large Re τ r . If this is the case, there may be ranges of Re τ r values for which the two locations do not match and y uv > y U , yielding regions of negative energy production. In addition, one should not neglect the effect of λ/k or that of the roughness shape on the difference between y uv and y U , as shown in Leonardi et al. (2005) . In this respect, it would be interesting to assess systematically the behaviour of y uv and y U in an asymmetric channel with two different rough walls.
Fluctuation intensities -normalized by the scales u τ r and y uv -are represented in figure 9 . The effect of the Reynolds number is still appreciable, particularly on the streamwise component. This is surprising since, as noted earlier, (u τ r /U M ) 2 is constant, in the present range of Re τ r . One can conclude that, although the drag coefficient at the rough wall is largely independent of the Reynolds number, the profiles of the turbulence intensities (particularly for u) close to the wall are not. Applying the same normalization, HL obtained a comparable degree of universality for their profiles (also included in figure 9 ). Note that although they had λ/k = 10, their data are not dissimilar from ours.
It is useful to compare our turbulent profiles with those in a smooth-wall channel. The data of Moser, Kim & Mansour (1999) for a smooth-wall channel at Re τ = 590 are plotted along with case E2 (Re τ r = 620), in figure 10 . Near the roughness, the peak of u 2 is largely reduced, most likely because of the shortening of the largest structures, as also pointed out by Bakken et al. (2005) . However, when the normalized value of y exceeds 0.05, the agreement between smooth-and rough-wall channel data is good for all the normal Reynolds stresses. and for all values of y, when normalized by u 2 τ and H . By comparison, v 2 and w 2 were found to be less dependent on Re τ . From figures 9-11, it could therefore be argued that the turbulent profiles are much less sensitive to the Reynolds number in the rough-wall case, possibly making modelling of this flow easier to achieve.
The skewness, S u = u 3 /u 2 3/2 , and similarly for the v and w components, is plotted in figure 12 . Since the single-wire u data are in close agreement with the X-wire data, only these latter are plotted, to avoid crowding. For each component, the distributions are rather similar at different Reynolds numbers, in particular close to rough wall. S u is negative over almost the entire y range, except very close to the walls, as indicated by DNS (very near the walls, the experimental data are not available) and reaches a minimum near y uv . The profile of S v is roughly antisymmetric around y uv , taking positive values near the rough wall. S w is practically zero everywhere, as it should be for symmetry. Although our profiles of S v match those reported by in an asymmetric channel with one wavy wall (see figure 12) , they differ substantially from those in HL, where S v is nearly coincident with S u . The present profiles of the three skewnesses are however fully consistent with those in the symmetrically roughened channel of Ashrafian & Andersson (2006b) . The kurtosis of u, K u = u 4 /u 2 2 (figure 13), has values close to 3 (that of the normal distribution) for a wide region near the rough wall, also noted by HL. Figure 14 shows the Taylor microscale λ u = (u 2 /(∂u/∂x) 2 ) 1/2 . The numerical and experimental distributions have similar trends, with a maximum near y = H . The Kolmogorov length scale, plotted in figure 15 , exhibits a maximum close to y U , while decreasing almost linearly on the two sides of the peak. (Incidentally, this suggests a strategy for refining the numerical grid in the wall-normal direction, to achieve optimal resolution of the smallest scales.) Note that the larger difference between E1 and D1 is due to the disparity in the Reynolds number between these two cases. The resolution of the single wire can be estimated from the vertical scale on the right of figure 15 , where η is normalized with the length of the wire. R λ = λ u u 2 1/2 /ν (figure 16) attains larger values on the rough-wall side, particularly for E2 and E3; for this latter case, the maximum is near 230, at y/H 0.5. The comparison with the smooth-wall channel flow of Moser et al. (1999) and del Alamo et al. (2004) , respectively at R τ = 590 and 950, reinforces this conclusion (see also Abe, Kawamura & Choi 2004a,b) .
Energy budget
The turbulent kinetic energy budget in the channel is 1 2 where q 2 = u 2 + v 2 + w 2 is the total turbulent energy and
3) (4.6) are the turbulent production, turbulent diffusion, pressure diffusion and viscous diffusion. In (4.2), the effect of the dispersive stress has been neglected. Although the pressure term is not measurable, the DNS of Leonardi et al. (2006a) shows that its effect is important only very close to the wall. Among the other terms, the major contributors are production and dissipation (figure 17). The balance between P and is almost complete (their ratio is close to 1, as shown in the inset of figure 17) in the region 0.1 . y/H . 0.9. It can be noted that the centre of this range corresponds to where R λ is maximum ( figure 16 ). In a boundary layer, P was associated by Townsend (1961) with the presence of an equilibrium layer. For E1, this region corresponds to 50 . y + . 280 (see the horizontal axis at the top of figure 17). Energy budgets from numerical studies of a channel flow with wall roughness (Nagano et al. 2004; Miyake et al. 2001; Ikeda 2002) confirm the dominant role of production and dissipation, in the above-mentioned range. Another conclusion to be drawn from the comparison with the DNS data is that the flow is, to a close approximation, locally isotropic (recall that iso is used instead of in the experiments).
Spectra
Distributions of φ u (k x ), defined such that
are shown in figure 18 . These data, normalized by u 2 and y uv , have been measured with the single wire in the region 0.14 . y/y uv . 1. At each Reynolds number, the profiles collapse approximately onto a single curve, over the entire range of scales. spectra, measured over a wavy wall, display the same level of collapse, for approximately the same locations. As Re τ r is increased, the shape of the spectrum changes and a scaling range becomes more evident. This is clearer in figure 19 , where the normalization is on Kolmogorov scales. The collapse of the spectra is rather good at large wavenumbers (in the dissipative range) at all Re τ r , and extends to smaller wavenumbers with increasing Re τ r . The spectra for a location near y 0.5H (where R λ is largest) are plotted in the inset of figure 19 , after multiplication by (k x η) 5/3 , in order to highlight the inertial range. Although, as R λ increases, the maximum tends to flatten, a wide plateau has not yet formed. This is expected, however, considering the low values of R λ . Re b = 11000 are also included in the figure. Agreement with our spectra is good only up to k x y uv 20, while the intensity of the fluctuations at larger wavenumbers is much lower over the wavy wall (since these spectra were measured with a laser Doppler anemometer, some underestimation of the velocity fluctuations at large k should be expected.) Despite this, a conclusion that can be drawn from the comparison is that a consistent portion of turbulent scales, physically located in the equilibrium layer, has a similar energy distribution for different boundary conditions, when scaled with the variables u 2 and y uv . This could prove useful in modelling the large scales in this flow type.
Conclusions
Several aspects of the flow in an asymmetric channel, with roughness elements on one side, have been described in the present work. Experiments and direct numerical simulations, carried out for the same geometrical and flow conditions, have provided data for turbulence intensities, length scales, major terms in the turbulent energy equation, and spectra. The close agreement between experimental and numerical results serves to reinforce the present conclusions. When the normalization is based on outer variables -the rough-wall shear velocity and the zero-crossing location y uv of the Reynolds shear stress -the magnitude of the turbulence intensities on the rough-wall side of the channel evolves marginally as Re τ r increases between 300 and 1100. This is consistent with the independence of Re τ r of the rough-wall friction coefficient. The normalization on outer variables is also able to bring the present distributions into accord with those for a smooth-wall channel at similar Re τ , except for a small region near the wall. Although the results in this paper pertain to a particular roughness pitch-to-height ratio, our conclusion regarding the Reynolds number independence should apply equally to other values of this ratio, provided the pressure distribution around the elements remains the major contributor to the drag.
The turbulent energy budget shows that the turbulent energy production is always positive. Further, the energy dissipation rate and production terms are found to be dominant and approximately in balance in a wide region (0.1 . y/y uv . 0.7) on the rough-wall side of the channel. The isotropy of the small scales, assumed when estimating the measured mean energy dissipation rate near the rough wall, appears to be a valid working hypothesis. This is also commensurate with the higher values of the Taylor-microscale Reynolds number achieved on the rough-wall side of the channel. Across almost the entire wavenumber range and for 0.14 . y/y uv . 1, the spectra of u collapse approximately when normalized on the local longitudinal turbulence intensity and y uv , for any fixed value of Re τ r . As the Reynolds number varies, this normalization becomes ineffective, and there is little doubt that Kolmogorov normalization provides a better description of the dissipative range and at least the beginning of the inertial range.
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