In the present paper derivations and * -automorphisms of algebras of unbounded operators over the ring of measurable functions are investigated and it is shown that all L 0 -linear derivations and L 0 -linear * -automorphisms are inner. Moreover, it is proved that each L 0 -linear automorphism of the algebra of all linear operators on a bo-dense submodule of a Kaplansky-Hilbert module over the ring of measurable functions is spatial.
Introduction
The theory of derivations and automorphisms of operator algebras is an important branch of the theory of operator algebras and mathematical physics. The present paper is devoted to the study of derivations and automorphisms of the algebras of unbounded operators over the ring of measurable functions. Derivations on the algebras of bounded operators are rather well-investigated [1] . A certain method of investigation of derivations was suggested in [3] , where it was proved that any derivation of a standard algebra of bounded operators on a normed space is inner and any automorphism of such algebra is spatial.
A survey of results and open problems in the theory of derivations on unbounded operators algebras were given in [2] . Later the existence of non-inner derivations on the algebra L(M) of measurable operators affiliated with an abelian von Neumann algebra M was established in [4] . Recently it was proved [5] that in the algebra of (equivalence classes of) measurable complex functions on a locally separable measure space there exist non trivial derivations and non-extendable automorphisms which are not identical.
Derivations and automorphisms of special classes of unbounded operator algebras (so-called O * -algebras) were considered in [6] , in particular it was proved that all derivations and all * -automorphisms of the maxi- For example, in [7] the theory of Kaplansky-Hilbert modules over L 0 has been applied for the investigation of derivations on algebras of τ -measurable operators affiliated with a type I von Neumann algebra and faithful normal semi-finite trace τ. (Ω, Σ, µ) (functions equal almost everywhere are identified).
Consider a vector space X over the field C of complex numbers. A
-valued norm on X, if for any ϕ, ψ ∈ X, λ ∈ C the following conditions are fulfilled:
The pair (X, · ) is said to be a lattice-normed space (shortly, LNS) over L
0
. An LNS X is called d-decomposable, if for any ϕ ∈ X and for each decomposition ϕ = e 1 + e 2 into the sum of disjoint elements 3 there exist ϕ 1 , ϕ 2 ∈ X such that ϕ = ϕ 1 + ϕ 2 and
of a net from L 0 is equivalent to its convergent almost everywhere). A
Banach-Kantorovich space
is a module over L 0 , i. e. for any λ ∈ L 0 and ϕ ∈ X the element λϕ ∈ X is determined and λϕ = |λ| ϕ (see [8, 9] ).
A module E over L 0 is said to be finite-generated, if there exist ϕ 1 , ϕ 2 , ..., ϕ n in E such that every ϕ ∈ E can be decomposed as ) such that each π n E is finite-generated. A finite-generated module E over L 0 is called homogeneous of type n, if n = d(πE) for every nonzero π ∈ ∇.
Elements ϕ 1 , ϕ 2 , ..., ϕ n ∈ E are called ∇-linear independent, if for every π ∈ ∇ and any
..πα n = 0 (see [7] ).
If E is module over L 0 which is a homogeneous of type n then there exists a basis {ϕ 1 , ϕ 2 , ..., ϕ n } in E, consisting of ∇-linear independent elements, i. e. each element ϕ ∈ E can be uniquely represented in the
, i = 1, n (see [10] , Proposition 6).
For an L 0 -bounded operator a we put a = sup{ a(ϕ) : ϕ ≤ 1}. An L 0 -linear operator a : X → Y is said to be finite-generated (respectively, σ-finite-generated, homogeneous of type n), if a(X) = {a(ϕ) : ϕ ∈ X} is a finite-generated (respectively, σ-finite-generated, homogeneous of type
It is clear that each L 0 -linear σ-finite-generated operator a : X → Y can be represented as a = ∞ n=1 π n a n , where (π n ) n∈N is a partition of the unit ∇, and a n are homogeneous operators of finite type. Moreover if a is a finite-generated operator then (π n ) is a finite partition of unit.
Let a : X → Y be a homogeneous of type n L 0 -linear operator and
Then there exists a system
, where δ ij is Kroenecker symbol (see [10] , Proposition 2). We define g i ∈ X * , i = 1, n as follows
It is clear that
This formula gives the general form of L 0 -bounded L 0 -linear operators from X into Y which are homogeneous of type n(n ∈ N).
where F (X) is the algebra of all finite-generated L 0 -linear operators from
The following algebras over L 0 are examples of standard algebras:
operators from L(X); the whole algebra L(X).
the following conditions are fulfilled:
(see [8, 9] ).
Let X be a Kaplansky-Hilbert module over L 0 , and X 0 ⊂ X. Note that X 0 is a bo-closed submodule of the Kaplansky-Hilbert module X if and only if X 0 is a submodule in the usual sense, i. e. X 0 is a set containing all sums of the form bo-α∈A π α ϕ α , where (ϕ α ) α∈A is any bounded family in X 0 and (π α ) α∈A is a partition of the unit in ∇, and it is also closed with respect to the norm of the module X.
Let I be an index set. For every i ∈ I consider a Kaplansky-Hilbert
is defined as follows:
where ϕ, ψ ∈ X I and ·, · i :
is the inner product in the
and it clear that ϕ = ((o)-
Besides X I equipped with this structure forms a Kaplansky-Hilbert module over L 0 . We say that X I is the direct sum of the family (X i ) i∈I and denote it by i∈I X i .
Let X 1 , X 2 be Kaplansky-Hilbert modules over L 0 , and let a be an operator from X 1 into X 2 . The domain of the operator a is denoted by
is called the graph of the operator a. The graph of the operator a is denoted by G(a). Thus
It is clear that two operators a and b coincide if and only if G(a) = G(b).
The set S ⊂ X 1 ⊕ X 2 is the graph of an appropriate operator if and
An operator a :
If an operator a is not bo-closed then by the definition its graph G(a)
is the graph of some operator, then this operator is denoted by a and it is called the bo-closure of a. In this case the operator a is said to be bo-closable operator.
Note that a is the least bo-closed extension of the operator a. The set G(a), which is the graph of the operator a : X 1 → X 2 , consists of elements of the form (ϕ, aϕ), ϕ ∈ D(a) and their bo-limits.
An element λ ∈ L 
Recall that by ab we denote the composition of the operators a and b. If a and b are operators on D and bD ⊂ D then ab is also an operator on D defined by abϕ = a(bϕ), ϕ ∈ D.
It is easy to see that every O-algebra over for all a ∈ A, where a
and hence a = (a + ) + . From the above we obtain, in particular, that a → a + is a bijective map of A onto itself.
an involution on A. 
Now let us show that
We shall show that ab ∈ L + (D). Let ϕ ∈ D and ψ ∈ D. According to (1) we have abϕ, ψ = bϕ, a Recall that a linear operator δ : U → L(D) is said to be a derivation, if
there exists an element x ∈ U such that δ(a) = xa − ax for all a ∈ U then δ is called an inner derivation. 
Since p 2 = p then δ(p) = pδ(p) + δ(p)p and therefore pδ(p)p = 0. Put 
Consider a vector ϕ ∈ D and an operator a ∈ F (D) such that a(e) = ϕ. Define an operator x : D → D by the formula
The operator x is defined correctly. Indeed, let ϕ ∈ D be a vector and let a 1 , a 2 ∈ F (D) be operators such that a 1 (e) = a 2 (e) = ϕ. For each η ∈ D
we have (a i p)η = f (η)a i (e), i = 1, 2, i. e. a 1 p = a 2 p. Therefore by virtue of (2) it follows that δ(a 1 )(e) = (δ(a 1 )p)(e) = δ(a 1 p)(e) = δ(a 2 p)(e) = (δ(a 2 )p)(e) = δ(a 2 )(e), i. e. δ(a 1 ) = δ(a 2 ).
It easy to see that the operator x is L 0 -linear.
Now for an arbitrary ϕ ∈ D take b ∈ F (D) such that b(e) = ϕ. Then (bp)(e) = ϕ. Hence from (3) we obtain δ(a) = xa − ax for all a ∈ F (D).
Let now U ⊂ L(D) be an arbitrary standard algebra and take b ∈ U .
Then ba ∈ F (D) for all a ∈ F (D). Therefore
On the other hand according to the definition of derivation we have
From (4) and (5) we obtain δ(b)a = xba − bxa = (xb − bx)a.
Now for an arbitrary
This means that δ(b) = xb − bx for all b ∈ U . Theorem 2 is proved.
, where D is a bo-dense submodule of a KaplanskyHilbert module X with a vector e ∈ D with e = 1. Then there exists
Recall that a bijective linear operator α :
∈ L(D) and
for all a ∈ F (D).
Proof. Let e ∈ D be a vector with e = 1 and let f : D → L 0 be an L 0 -linear functional such that e = 1, f (e) = 1. We define a projection p ∈ F (D) as follows
Then obviously p(e) = e. Moreover the projection α(p) is homogeneous of type one because α is an L 0 -linear automorphism. Now take e 1 ∈ D
such that e 1 = 1, α(p)(e 1 ) = e 1 .
We define an operator x : D → D as follows: for any ϕ ∈ D take an operator a ∈ F (D) such that a(e) = ϕ and put
Let ϕ ∈ D and take a 1 , a 2 ∈ F (D) such that a 1 (e) = a 2 (e) = ϕ.
For each ψ ∈ D we have (a i p)(ψ) = f (ψ)a i (e), i = 1, 2, i. e. a 1 p = a 2 p. Therefore α(a 1 )(e 1 ) = α(a 1 )α(p)(e 1 ) = α(a 1 p)(e 1 ) = α(a 2 p)(e 1 ) = α(a 2 )α(p)(e 1 ) = α(a 2 )(e 1 ). This means that x is defined correctly.
and hence a 1 p = a 2 p. Since a i p, i = 1, 2, are one-generated operators and α is an automorphism then α(a 1 )(e 1 ) = α(a 1 )α(p)(e 1 ) = α(a 1 p)(e 1 ) = α(a 2 p)(e 1 ) = α(a 2 )α(p)(e 1 ) = α(a 2 )(e 1 ). Hence, x(ϕ 1 ) = x(ϕ 2 ). Now take ψ ∈ D, and a ∈ F (D) such that a(e 1 ) = ψ. Put b = α Let D 1 , resp. D 2 be (bo)-dense submodules in the Kaplansky-Hilbert modules X 1 , resp. X 2 over L 0 , and let A 1 and A 2 be * -subalgebras
-linear * -isomorphism π : A 1 −→A 2 is said to be spatial if there exists an isometry U :
Then we say that π is implemented by the operator U . Note that every element (a i ) := (a i ) i∈I of the product
operator on D I which acts according to the formula:
The set of all such operators forms an O * -algebra with the domain D I .
This algebra is denoted by
let M(A) be the set of all projections p ∈ H 1 (A), for which the generators of the images pD I have a unique nonzero coordinate. Then:
consists of the projections of the form
) the relation "≈" corresponding to the * -algebra A coincides with the relation "≈" corresponding to the * -algebra L
and (π i ) i∈I is a partition of the unit in ∇.
Proof. (i) From the definition it follows that the operators of the form 
. From this it follows that the operators ϕ ⊗ ϕ, ψ ⊗ ψ belong to A and hence
The inverse statement is obvious.
. Therefore according to (i) it is sufficient to show that ψ ⊗ ψAϕ ⊗ ϕ = {0} for all unit elements ϕ, ψ ∈ D i . Consider ξ ⊗ ξ ∈ A, where the vector ξ ∈ D i is defined by the formula
Then we have
Since a is a projection of rank one there exist a partition (π i ) i∈I of the unit in ∇ and a vector 
, respectively, satisfying the following conditions
Suppose that there exists an
Moreover, there exist a partition (π α ) of the unit in ∇, bijective maps χ α : I → J and surjective
Proof. Since π is a * -isomorphism, it preserves the relation ≈ and
From (6) we have π(
, where (π ij ) j∈J is a partition of the unit in ∇ such that (π ij ) i∈I is also a partition of the unit in ∇.
Since π is a * -isomorphism the cardinalities of the sets I and J are equal. Let S(I, J) be the set of all bijections from I onto J. For each
. We shall prove that
for any x ∈ A. From the lemma 1 it follows that xϕ i ∈ D i and hence
On the other hand according to (8) we have (π(xϕ i ⊗ xϕ i )) 2 = π α π(x)ψ χ α (i) 2 (π(x)ψ χ α (i) ⊗ π(x)ψ χ α (i) ).
From the equalities (9) and (10) we obtain (7). If i ∈ I then from (7) it follows that the equality 
and therefore by definition 7 π is inner. Corollary 4 is proved.
