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Abstract
The thesis describe the work and the progresses reached during my
three years period of doctorate studying the distribution of the radon con-
centration in indoor environment, i.e. the dwellings of Friuli Venezia Giu-
lia. The main aim was to define geographically the so called radon prone
areas (RPA), i.e. the areas with the higher probabilities to find higher
radon concentrations, but many analysis have been performed which can
improves the definition of RPA and, in general, tried to help the under-
standing of the radon issue in general.
The first part of the thesis is an introduction to the main body and it
introduces the reader in the environmental issue of radon.
In chapter one the main features of gas 222Rn, the most abundant
isotope of its kind in nature, are enlisted and a rapid excursus is done to
describe its physical properties, particularly its mechanisms of transport
from and within the soil (the main source of the gas). After that, the
main mechanisms of entrance into closed environments are highlighted
with examples of mathematical models describing this process.
The second chapter is instead a presentation of the sanitary issue
caused by radon. The radon decaying process and daughters are presented
as one of the main contributor to the whole absorbed dose of human be-
ings and the most common mathematical model of impact to human cells
is enlisted. Next, few lines are dedicated to the legislative aspects, with
the current regulations and the steps which have brought to the present
situation.
The third chapter is the description of the surveys which practically
have produced the data i worked on. The surveys are two, one (RPA2006)
has been finished eight years ago but the data weren't fully analysed. The
main work of the first two years of my phd has been devoted to analysing
them with the most refined statistical techniques commonly applied to this
field. The second survey (RPA2014) is going to be finished in November
2014 and has been completely taken care of by me (with the aid of the
ARPA personnel), in logistics and analysis.
The second part of the thesis has original analysis in it and it can be
considered an exploratory analysis performed before the use of interpola-
tion techniques and models.
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Chapter four can be considered an introduction to the exploratory
analysis, because it introduces the main hypothesis used in non paramet-
ric spatial statistics. Beside a little hint at the end of the chapter, no
definition requires knowing anything about radon as a physical variable
nor its statistical properties. It already has the main non parametric maps
displayed as examples for the aforementioned hypothesis. In some cases
around the world, these maps are already considered sufficient to define
RPA.
The fifth chapter introduces, instead, the characteristics of radon as a
statistical variable, describing the first features I recognized and tackled
to deal with radon. Specifically the issues addressed here are its quasi-
lognormality, consequently its deviation from lognormality and the even-
tual multigaussianity. The clustering (natural and preferential) has caught
a big part of the time spent in this phd and consequently few algorithms
of analysis I adopted to verify the feature of this clustering are described
and the results displayed.
The chapter six explains the (mainly univariate) analysis I performed
with all the covariates which possibly can be related with radon. The
body of this chapter is divided into two paragraphs (and their subpara-
graphs) respectively concerned with the geologic covariates and the hous-
ing (building characteristics) covariates. Being radon an environmental
variable, many of the covariates possibly related to it are categorical be-
cause they are the product of experts' insight. Consequently their study
is essentially based on statistical correlation tests and boxplots and the
big majority of tests are non parametric.
Part III of the thesis is the part referred before, containing the main
statistical models and studies used to refine the analysis already performed
in the previous part.
The seventh chapter is a thorough geostatistical study performed on
RPA2006 database. Chapter eight examines instead the correlation study
performed with the survey RPA2014, dedicated to verify if and how the
radon inside a building strongly varies at different floors and rooms.
The appendixes are non original and they comprehend: 1) the collec-
tion of statistical tools used along this elaborate, with their mathematical
definitions; 2) an introduction to the geostatistical theory, where it is pos-
sible to find, at least, all the explanations necessary to understand globally
the analysis performed.
2
La tesi descrive il lavoro effettuato e i progressi raggiunti durante i
miei tre anni di dottorato, volti allo studio della distribuzione delle con-
centrazioni di radon in ambienti indoor, nello specifico in abitazioni pri-
vate del Friuli Venezia Giulia. Il principale obiettivo è stato la definizione
geografica delle cosiddette radon prone areas (RPA), ovvero le aree con le
più alte probabilità di trovare concentrazioni di radon più elevate. Nonos-
tante ciò, molte analisi supplementari sono state effettuate per migliorare
la suddetta definizione e per ampliare il bagaglio di conoscenze riguardante
il radon indoor a tutto tondo.
La prima parte della tesi è un'introduzione al corpo principale del testo
e introduce il problema ambientale radon al lettore.
Nel capitolo uno sono elencate i principali dettagli sul 222Rn, il più
frequente isotopo del suo tipo in natura, e un veloce excursus volto alla de-
scrizione delle sue proprietà fisiche, in particolare i meccanismi di trasposto
da e all'interno del suolo (che ne è la principale sorgente). Successiva-
mente, i principali meccanismi di entrata in ambienti chiusi sono eviden-
ziati con esempi dei modelli matematici che li descrivono.
Il secondo capitolo è invece la presentazione del problema sanitario
posto dal radon. Il suo processo di decadimento e i suoi figli sono
presentati come principali contributori alla dose assorbita media di radi-
azione nella popolazione mondiale e il più comunemente accettato modello
matematico di impatto viene descritto. Alcuni passaggi sono poi dedicati
agli aspetti legislativi, con la legislazione corrente e i passaggi che hanno
portato alla attuale situazione.
Il terzo capitolo è la descrizione delle campagne di misura che hanno
prodotto i dati sui quali ho lavorato. Le campagne sono due, la prima
(RPA2006) si è conclusa otto anni fa, ma i dati non erano ancora stati
completamente analizzati. Il mio lavoro principale nei primi due anni di
phd è stato dedicato all'analisi dei suddetti, con le tecniche statistiche
più raffinate tra quelle applicate in questo campo. La seconda campagna
(RPA2014) è terminata nel Novembre del 2014 ed è stata curata comple-
tamente da me (con l'ovvio aiuto del personale ARPA), sia per quanto
riguarda la logistica, sia per l'aspetto analitico.
La seconda parte della tesi contiene analisi originali sui dati e può
essere considerata una collezione di analisi esplorative, precedenti all'uso
di tecniche e modelli di interpolazione.
Il capitolo quattro può esser visto come una introduzione alle tecniche
esplorative, perché introduce le principali ipotesi usate nella statistica
spaziale non parametrica. A parte un piccolo accenno alla fine del capitolo,
nessuna definizione richiede la conoscenza delle proprietà fisiche o statis-
tiche del radon. Contiene già le prime mappe non parametriche, come
esempi di applicazione delle ipotesi scritte nel testo. In alcune analoghe
campagne effettuate in altre zone del pianeta, tali mappe sono spesso
considerate sufficienti per la definizione delle RPA.
Il quinto capitolo introduce, invece, le caratteristiche statistiche del
radon, descrivendo le prime peculiarità che ho riconosciuto nei dati e
che ho cercato di trattare. Nello specifico, gli argomenti qui affrontati
sono la quasi-lognormalità, e conseguentemente la deviazione da essa, e
l'eventuale multigaussianità. Il clustering (naturale e preferenziale) ha
occupato una grossa parte del tempo speso in questi tre anni, di con-
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seguenza alcuni algoritmi di analisi adottati per verificarne le proprietà
sono descritti e esemplificati.
Il capitolo sei spiega le analisi, usualmente univariate, che ho condotto
con tutte le variabili covariate possibilmente legate al radon. Il corpo di
tale capitolo è diviso in due paragrafi (e relativi sottoparagrafi) rispetti-
vamente riguardanti le covariate geologiche e di housing (dettagli edilizi).
Essendo il radon una variabile ambientale, molte delle covariate possibil-
mente legate ad esso sono categoriche, poiché frutto di opinione o valu-
tazione di esperti. Di conseguenza il loro studio è basato principalmente
su boxplot e test di correlazione statistica, usualmente non parametrici.
La parte III della tesi è la parte di cui all'inizio del sommario, conte-
nente gli studi e i modelli statistici principali usati per raffinare le analisi
sviluppate nella parte precedente.
Il settimo capitolo è un minuzioso studio geostatistico fatto sul database
RPA2006. Il capitolo otto esamina invece gli studi di correlazione effet-
tuati sul database RPA2014, dedicato alla verifica del se e come il radon
varia all'interno di un edificio tra differenti piani e stanze.
Le appendici non sono originali e comprendono: 1) la collezione degli
strumenti statistici usati in questo elaborato, con le loro definizioni matem-
atiche (ove possibile); 2) un'introduzione alla teoria geostatistica, nella
quale è possibile trovare, almeno, tutti i chiarimenti necessari alla com-
prensione, almeno generale, dell'analisi fatta.
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Part I
Introduction
This thesis is the final product of a three years work made in collaboration with
the regional environmental protection agency (ARPA) of Friuli Venezia Giulia.
The agency is the one which dedicates a good part of its time and personnel to
radon prevention and study, because radon is recognized nationally as a main
environmental problem.
This first part is not an analysis but just the description of the preliminary.
I compiled a resume regarding the main features of radon as a chemical and
a sanitary issue, recollecting informations which are very well known in the
community of researchers of this field. The main focus is on the description of
radon in indoor environments.
I decided to avoid to write the part relative to the track reading process
which is very technical and doesn't add any useful information to the interested
reader.
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1 Natural radiation and radon
Even non specialists know nowadays what radiation is, because of historical
events leading to the spread of knowledge about it. With the increasing knowl-
edge, it became common sense to be aware of which side effects this physical
phenomenon has on human beings and living things in general. Although such
awareness is of course welcomed in general, rarely the people is informed about
how much the effects of radiation are dangerous and even less about what to do
to avoid these dangers.
The case of natural radiation is somehow exemplary on this regard. Many
people are (justly) terrified by the effect of artificial radiation, due to nuclear
experiments or even simple medical research and diagnostics. But many of
them ignore, or at least overlook, the fact that the overwhelming majority of
the radiation which World population (as a whole) is exposed to is everyday
affecting us in our workplaces or homes, or even along the road in between. It is
produced by the sources and propagates through the media of our planet every
second of its existence.
The natural radiation has terrestrial and extraterrestrial origin, the latter
being the product of the radiation from space brought by cosmic rays. In this
thesis i tackle the ecological analisys and modeling of one of the principal re-
sponsible of terrestrial radioactive pollution, the radon gas, which interacts with
people via inhalation but it is produced in soil.
1.1 Radon general characteristics
Radon-222 (222Rn) is the most common isotope of the chemical element Radon,
the second being radon 220, commonly known as thoron to distinguish it from
the former (simply called radon). It is a colourless, odorless and radioactive
atomic number 86
atomic weight 222
density (g/l) 9.73
critical pressure (atm) 62
critical temperature (°C) 105
boiling point at 1atm (°C) −62
diffusion coefficient in air (cm2/s) 0.1
Table 1: Main characteristics of radon.
noble gas, product of the decay chain of uranium-238. Sometimes instead of
uranium-238 it is usual to say radium-226, although the latter is already a prod-
uct of the former. Anyway it is radium that directly produces radon through
α decay, then it seems reasonable to refer to it. It's mostly produced in soil,
where its parent uranium is present in abundance, although with different con-
centrations at different places of the Earth's crust.
The half-life of radon is about 3.8 days. That can be considered relatively
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short, but being a noble gas, radon is not interactive with other elements, hence
reaches easily the interface between soil and atmosphere and it is exhaled by
earth inside the latter. In presence of a building or a closed structure in general,
which has peculiar temperature and pression conditions, radon gets sucked in
and instead of exhalation the process is called simply entry.
1.2 Production and transport in soil
The generation of radon in soil is controlled by numerous factors, which quantify
the availability of the pollutant inside the porus between the grain of rocks
composing the crust. It is well established since Tanner's works (summarized
in [55]) that when radium decays in soil grains, the resulting atoms of radon
isotopes must first escape from the mineral grains to the air-filled pores. The
fraction of radon formed in the soil grains that escape into pores is known as the
emanation ( or emanating) coefficient (or fraction or power) and it is dependent
on the actual concentration of radium inside the grain, on the shape of the grain
and on the ratio between its external surface and volume.
The emanating power is considered to have two components: recoil and
diffusion, but the former is the most important. Indeed the alpha decay of
an element which produces radon, creates a recoil effect which enables radon
to escape from the grain, while the diffusion inside the grain is typically less
efficient.
The physical parameters primarily impacting on the production process are
temperature and moisture content of the emitting bulk. From experimental ev-
idences, water in the pores between grains behaves like a barrier for the radon
migration. Moreover, given the range of temperatures typical of soil surfaces,
moisture content is generally considered to have a larger influence on the ema-
nation coefficient[69].
After escaping the grain, radon has the possibility to travel through the me-
dia and this time diffusion becomes typically non negligible. Molecular diffusion
follows Fick's law
Jd = aD∇C,
where Jd is the radon activity flux density due to diffusion, a is the air-filled
fraction of the pores, C is the activity concentration, D is the diffusion coefficient
and ∇ is the usual nabla operator
(
∂
∂x
, ∂∂y ,
∂
∂z
)
. The term D has to take
into account the fact that radon can travel through pores only, then the real
distance between two points in the soil will usually be longer than the euclidean
distance. Consequently it is often called effective diffusion coefficient.
Diffusion is always present and in general will be dominant in very con-
solidated soils. Anyway, the average diffusion length can be easily computed
as
Ld =
√
D
λRn
,
where λRn = 2.1 · 10−6s−1 is the radon decay constant, is typically between
0.5− 2 m. Hence the migration due to diffusion will be particularly low, rarely
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causing high levels of concentrations.
Conversely, in case a soil is particularly permeable, a new component, the
advection, will be added to the density flux
Ja =
C
a
k
µ
∇P,
where P is the pressure, k is the permeability coefficient and µ is the viscosity
of air. In presence of an advective flow, radon can migrate for much longer
distances than Ld. Therefore, a particularly radon prone soil can be yielded by
high concentrations of radioactive materials or even by mild (or low) ones in
presence of a highly permeable media.
1.3 Propagation inside buildings
Assuming we have an idea on how much radon a particular soil is capable
to produce and transport in the surface layer, which consists in knowing the
majority of the mentioned parameters, everything is up to the modelling of a
dwelling.
For example, a largely used model[3] depicts a house system as a slab-
on-grade, a concrete slab foundation placed directly over a soil layer of 15cm
made by gravel, below which the soil is more solid. The situation is typical
of very different geographical areas, Friuli Venezia Giulia included (especially
into the Friuli plain). In this model, the entrance into the house by diffusion is
considerably cut down because the slab is per se a barrier and all the inward flow
will be due to a gap of 3mm between the slab and the footer of the foundation.
In the gap the advective processes will be typically dominant.
Predictably, there are many other examples of standard house models,
more complicated or even naiver than this, depending on the necessities. The
majority of them are created under very restrictive assumption, because of the
difficulty to solve, even numerically, the equations, given the boundary condi-
tions.
However, all of them require the imposition of an equilibrium, such as
J = V λvCin, (1)
where J is the usual influx through the gap, V is the volume of the dwelling, Cin
is the concentration inside the dwelling and λv is the air-exchange coefficient
due to ventilation. It is clear that inside J there's the dependence from the soil
type, while λv is a feature of the dwelling itself (obviously like V ). Then the
actual Cin is described by the equilibrium between soil and dwelling.
That's the easiest representation of a system dwelling+soil, basically useful
only to explain the concepts. A more realistic way to use the model is considering
the house has many other sources of ventilation different from the crack only,
thus expanding λv, then realizing that typical dwellings have more than one
room. Therefore, the single equilibrium equation becomes a system of equations,
each accounting for every room (the one above the crack being an accumulation
room). J becomes a global in-flux of radon for each room.
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It is already clear anyway that the indoor radon concentration is essentially
influenced by a huge amount of factors. Some of them will be analysed for
Friuli Venezia Giulia in chapter 6 with statistical tools. However, nothing has
yet been said about the thermodynamic conditions inside the dwelling and the
eventual dependence on time due to soil conditions (water content, temperature,
pressure...), which obviously complicates the system even more.
1.3.1 Mechanisms of transport inside and within a building
The in-flux J of equation 1 is directly connected with the air exchange rate λv
which in general is not constant in time and depends on many factors (open win-
dows, doors, cracks, fixtures efficiency...). The main mechanisms that influence
the air exchage rate[70] are:
1) mechanical ventilation by fans;
2) natural infiltration due to wind;
3) natural ventilation due to stack effect.
The fans are not necessarily existent but if they do, they are dominant.
The natural infiltration and ventilation are very connected with the habits
of the dwellers, meteorological events and condition of the building. Indeed, the
wind is usually not dominant, unless very strong winds do occur in a particular
region (e.g. the Bora in Trieste and around).
The stack effect is instead a very common process in old houses and it is the
product of the buoyancy differences between indoor and outdoor pressure. The
stack effect is prevailing in winter, when the outdoor temperature is lower than
the indoor, causing a negative difference between indoor and outdoor pressure.
The pressure difference causes exfiltration from the higher floors cracks and
windows. In order to replace the air lost, new fresh air is taken from the lower
floors and soil, then the indoor concentration rises. During winter season, in
case of heavy rain or snow or even because of the freezing of the soil layer, the
exhalation in the neighbourhood of the dwelling (typically single dwellings) is
screened, causing the rising of the soil gas concentration beneath the foundation,
therefore incrementing the indoor concentration even more.
During the summer the temperature difference is non-existent or inverted,
because of the cooling systems inside. In that case the stack effect can be
inverted, causing a dilution of the activity concentration, which in general will
not go beneath the outdoor level.
The same mechanisms are responsible for the air-exchange within the build-
ing. The convective flows will cause a dilution of the radon concentration if the
ground floors are heated (a very common features in single-family dwellings).
Otherwise, the buoyancy and the decaying of radon will cause a decreasing con-
centration with the height, therefore a typically decreasing behaviour with the
floors, at least considering the floors above the soil.
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2 Healt Issues and Legislation
Being one of the daughters of uranium, the most ancient and stable radioactive
element in nature, radon is ubiquitous. Moreover, being a noble gas, then non-
interacting with any other element, it's the most common cause of environmental
radioactive concentrations in the World, hence the primary source of radioactive
dose absorbed by human beings.
The radon is not harming by itself but its decay products are, or better
said, the mecanism of decaying is. I.e. radon decays in radioactive isotopes of
polonium, bismuth, lead and thallium. The daughters of the radioactive gases
are isotopes of heavy metals and are easily fixed to existing aerosol particles in
the atmosphere, created by dusts, smoke and vapors. The aerosol particles are
then inhalated by human beings and reach the lungs' alvea, where the decay
chain continues, emitting α, β and γ particles inside the respiratory system.
The most energetic, then dangerous, radiation is given by the α particles.
Because of this, the WHO (World Healt Organization) classifies it as a group
1 carcinogen[72], particularly responsible of lung cancer. I.e., it is widely re-
garded as the most effective cause of this kind of tumor after cigarette's smoke.
Estimating the impact of radon in the lung tumors is not straightforward.
In general, all the experimental data and statistical analysis done on regard rule
out the existance of an active threshold, i.e. a radon level below which the con-
centration can be considered harmless. In this case a linear no-threshold model
(LNT) is the most commonly used, being widely regarded as an accurate model
for the physiological damage due to ionizing radiation[68]. Unfortunately, the
linearity of the damage to the cells due to radiation dose is very contested at
least for tail concentrations (i.e. very low or very high), where epidemiological
studies show discrepancies with the model[23]. This is a major issue with the
model because the evidences show that the big majority of lung tumors are
caused by low radon concentration, because the high values are rarely experi-
mentally verified.
Nonetheless, all the major publications and report on the public concern of
radon presume the absence of a threshold and the linearity is at this time the
easiest and the best supported response, hence in this chapter I will use, though
usually in an implicit way, the linearity as an assumption.
2.1 Estimation of the Absorbed Dose
Passing from the radioactive concentration of radon to the physiological damage
involves the estimation of the ratio of radioactivity absorbed by the tissues of
the body. Even under the LNT model, we have necessarily to make furtherly
the assumption that the radon is the primary source of the dose in order to use
the concentration we measure to estimate the risk.
If the linearity is extended to the dose compute, it permits to consider the
contributions of different sources of radioactivity as summable, hence we can
define the increment of risk only due to radon as a simple component to the
global risk due to radioactivity. This is not valid, for example, if we analyse the
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contribution of radon to lung' tumor cases with other kind of causes. In the
studies, e.g., regarding the incidence of lung tumors in the smokers' population,
the evidences show that there could be a sinergic contribution of radon with the
smoke itself.
Anyway, speaking about radioactivity, the main topic of sanitary physics is
the computation of the dose. The dose is measured in joule per kilogram, usually
renamed as gray (Gy). After reweighting the doses and summing, again with
a different weighting system, over all the organs involved in the accumulation,
the dose is transformed into an effective dose (ED), still measured in joule per
kilogram but this time renamed as sievert (Sv).
The formula accepted for the passage from the activity concentration of
radon to the effective dose is the following
ED = CaFTD,
where F is the equilibrium factor, T the indoor occupancy coefficient, D is the
dose conversion factor and Ca is the annual mean radon concentration. At this
moment the coefficient provided by the responsible institutions are
F = 0.4, T = 0.8, D = 0.9 .
This factors are subject to large variation at changing environments. Never-
theless, they have been specified officially by international institutions and con-
verted to law by the sovereign authorities, hence they are considered as fixed in
the most majority of studies and reports.
In conclusion, the previous formula consider the effective dose as propor-
tional to the concentration and to the exposure time, which is indeed the easiest
and most intuitive case, typically considered as accurate for low concentrations
(less than few thousands Bqm3 ). From the epidemiological point of view, the risk
estimation is proportionally linked to the dose. Consequently, the thresholds
chosen by the WHO 2009, i.e. 100 and 300 Bqm3 , are indeed based on the incre-
mented risk of lung tumor on statistical basis and computed using the previous
formula. At the state of the art, there is yet no legislative application of the
WHO limits.
2.2 Laws and Definition of Radon Prone Areas
The relation of radon concentration (and in general environmental radioactivity)
with lung tumors is very well known since the second half of the last century1.
Consequently, the responses of the legislators have been many. Here I enlist
the most important historical passages in the European Union, focusing on the
italian situation specifically and only regarding radon.
The first step has been the Euratom recommendation 143/1990, which estab-
lished to reference level for radon, specifically 200 Bqm3 for the newly built houses
1I'm obviously referring to the first scientifical evidences. Unscientifically, the knowledge
of this correlation can be even backdated.
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and 400 Bqm3 for the old ones, i.e., for houses with values over their respective
thresholds, some sort of remedial action is highly encouraged.
The 500 Bqm3 is instead the action level established by the italian law,
through the legislative decree (Lgs.D.) 241, for the underground working places.
The same decree states that this value has to be considered as a level for the
annual indoor concentration. In consequence to the definition of the risk areas
in every region, the law states that the same level has to be applied to all the
workplaces of the aforementioned areas, which will be scanned all. The long
term aim is indeed to render the level as valid for every area and the measure-
ment surveys are indeed highly reccomended. All the schools are considered as
workplaces.
More specifically, every workplace with a concentration below 400 Bqm3 is
considered safe and the repetition of the measure is only applied in case of
changes of the working conditions. In case of a concentration between 400 and
500 Bqm3 , the place is obliged to measure every year the concentration while in
case of a concentration above the action level, the employer is forced to procede
with remedial actions.
Now, for what concerns the very definition of the area at risk, or as commonly
known Radon Prone Areas (RPA), the criteria for the definition have to involve
necessarily the annual concentrations. All the other criteria are to be defined, as
stated by the same decree aforementioned, by a technical commission established
by the regional government. As of today the technical commission has yet
not taken office in FVG. ARPA decided to base the definition of the radon
prone areas on the dwelling places and on statistical considerations, because
unavoidably the remedial actions will have to involve the dwellings in the future.
Also, beside the legislative aspect, the choice of using the dwellings finds a reason
also in the wider scientific picture of the european indoor radon maps, which
should be the basis for every consideration regarding radon in the future[30, 32,
66].
Indeed, the last European Directive is very recent and it has been published
as a Basic Safety Standard (BSS) directive, EURATOM, n. 59, 2013. It estab-
lished that all the european countries have to put in action radon national plans
as of 2018 and that all the buildings have to be considered, dwellings included,
though possibly with different reference levels in relation with the occupancy
time.
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3 Friuli Venezia Giulia Surveys
In this chapter I will describe the most important features of the indoor radon
surveys done by ARPA in Friuli Venezia Giulia. For sanitary and environmental
reason, there have been many more surveys than the ones I'm going to refer,
but this two are the most massive in terms of samples and the only one with
explicit intention of studying the geographical distribution, which is the main
aim of the thesis. E.g., a very heavy dataset of indoor radon in schools has
been already used in literature[7] and here for many comparison studies (not
reported).
3.1 RPA 2006-2007
The sampling strategy has been supported by CTRN (carta tecnica regionale
numerica, technical-numerical regional map). Such map is a subdivision of the
regional territory in an almost-squared lattice (figure 1, right) and it includes
the number of buildings for each cell and their relative coordinates. From now
on and throughout all the thesis, the dataset will be called RPA2006.
3.1.1 sampling
Each square of the lattice (of size 2´30 in longitude and 1´30 in latitude) was
Figure 1: Overlay between sites and municipalities (left) or CTRN cells (right).
classified as attention cell or standard cell. 4 sites were chosen if a cell was
considered to be worth of attention, while 2 in every standard cell. The sample
number 4 and 2 was arbitrary, essentially influenced only by the total availability
of materials for measurements. The classification of cells is based on prior risk
estimated through previous campaign results, known geomorphological struc-
tures and building population. The final setup consisted in 512 attention cells
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(containing 4 measurement sites), 222 standard cells (2 measurement sites) and
249 neglected ones (0 sites). Altogether, 2492 measurements sites were thought
to be included at the beginning.
The necessary number of buildings was randomly selected or picked from
the list of existing buildings in each cells by using an automatic routine. This
sampling system is describable as a block stratified sampling, where the strati-
fication is done by the cells themself, which form a partition of the total space.
Four times the chosen number of picks (hence 16 and 8) was drawn, in order
to have reserve picks, because after the houses were chosen they had to match
further reliability criteria, verifiable only when the technical personnel arrived in
situ. In fact, the main point of the whole survey was scanning private dwellings,
inhabited during the whole year with living rooms at ground floor, but the
database of the CTRN did not distinguish between types of buildings. Hence,
the personnel had to verify whether the building was adapt for being included
into the survey and, primarily, the dwellers had to consent.
This procedure could have led to a preferential sample, however neglected
in the further analysis because it is impossible to estimate it. Indeed, the rate
of acceptance is typically higher in areas where the problem of radon is more
widely known and discussed, hence in the areas where the sensibilization made
by the public institutions is more effective. Possibly, this happens where the
previous surveys showed higher concentrations.
In some areas, the combinations of a very low rate of acceptance and logistical
problems caused the reserve picks to be not enough to reach the requested
number of dwellings. The choice in those cases was directed live by the ARPA
and Civil Protection personnel and the nearest available dwellings were chosen
instead, not necessarily in the same CTRN cell. Consequently, this caused an
underpopulation of few cells and an overpopulation of others. Furtherly, the
database was reduced to 2452 sites in final instance because a posteriori it was
found that 40 dwellings still were unfit to be included.
Geomorphologically, the final sample can be divided at least in two groups,
1555 in the areas of FVG with quaternary soils (Friuli plain and valleys), 897 in
the alpine and pre-alpine (dolomitic) areas. The resulting geographical pattern
of samples is shown in Figure 1 (left), together with municipality borders, i.e.
the target areas, as will be widely explained later.
3.1.2 technical details
Passive nuclear-tracks detectors (CR-39) have been used, two for each site, in
two different rooms, both at ground floor. The devices have been changed after
six months in order to avoid saturation of the sensitive film. The data used
later for the analysis are the mean values of the two six-month measurements,
weighted for the exposure time. Since basically the annual mean is used for the
further analysis, seasonal variability which can be considered very dependent
from the properties of the ground and from the house characteristics, does not
matter in this context. This doesn't mean that the statistical properties of
the spatial distribution of indoor radon annual average are the same as the
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instantaneous or short term ones (daily, monthly, seasonal and so on), but that
in the analysis attempted here we do not account for differences between short
and long term concentrations. An eventual strongly peculiar time dependence
of radon concentration in some area (as in karstic land) will result in very poor
analysis and predictions of the short term concentrations.
The detectors were deployed by Civil Protection personnel and evaluated by
the ARPA-FVG Environmental Radiation Lab. The methodology is described
in detail in Giovani et al. (2005)[37].
3.1.3 clustering and COSP
In Italy, like in some other countries, RPAs are defined on municipality support,
that is, a municipality is labelled RPA if the mean radon risk over its area
exceeds a given threshold. The task to convert estimates produced by means of
punctual measurements, such as a sample like the one we have, into different
areal units, such as a cell or a municipality, is called change of spatial support
problem (COSP) in statistical terminology. The COSP has been discussed in
literature for a long time. A good overview on this topic can be found, e.g., in
[40].
The design of the survey resulted in spatial clustering of the measurement
sites for reasons related to the choices of the experimentators. The logistical
problems which have led to the final sample and which have been explained
before are instead related with the distribution of the dwellings in FVG. E.g,
the cases of Tarvisio and Claut, shown in fig. 2, are extreme cases where both
kinds of clustering occurs.
In general we can define this two kinds of clustering as:
1) Preferential sampling: higher sampling density in places in which we ex-
pect higher radon levels. This introduces a bias in estimates of means (or any
other statistical quantity) calculated directly from the data over areas differ-
ent from the support of the sampling (i.e. the CTRN cell), since sub-areas
with higher Rn concentrations contribute more because of the larger number of
samples coming from these sub-areas. This will usually result in overestimated
mean values and, in lognormal cases, also to the misestimation of the spatial
covariance.
2) Natural (in this case demographic) clustering: the number of sites per
areal unit depends on the real density of dwellings in the same unit, i.e. the
statistical population density, itself partly depending on natural factors, mainly
topography, which is mountainous in the N part of FVG. If the target quantity
is the mean exposure of the population, sampling density actually has to be
proportional to population density; for estimating spatial means, on geographic
supports, on the other hand, it should not be correlated to the demographic
distribution of the measured quantity.
In reality clustering (at least the natural one) is inevitable and the effect
must be corrected or at least alleviated through modelling.
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Figure 2: Natural oversampling in Tarvisio (left) and Claut (right).
3.2 RPA 2013-2014
The new survey has been divided in two phases. Although they are thought to
be reunited in a single database at the end, the division was meant to detach
the global database in two branches, useful for different kind of analisys. The
municipalities used in this survey are showed in fig. 3.
Figure 3: Phase A and B municipalities.
From now on the dataset will be called RPA2014, with the further specifi-
cation A and B for the two different phases explained later, when needed.
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3.2.1 phase A
municipality dwellings number
Remanzacco 15
Capriva del Friuli 13
Romans d'Isonzo 14
Tramonti di sotto 15
Latisana 13
Table 2: Phase A: sites table.
It consisted in scanning 5 cities with approximately 15 sites each (see table
2 for the correct reported numbers). The main motive behind this phase was
verifying whether the sampling strategy used in the previous campaing, then
based on a geographical grid, was consistent with a different kind of sampling,
this time based on the anagraphic database of the municipality's civil registry
offices. Being radon concentration very variable, indeed, a different sampling
strategy can influence the estimated mean values even strongly. Furtherly, the
previous campaign was performed using only ground floor rooms (see previous
paragraph). Hence it was important to evaluate to which extent this (con-
venient) choice is likely to affect the estimation of the risk (and the eventual
absorbed dose assessment).
The choice of the municipality itself was made for two different reasons:
1) the mean values estimated with three tecniques (i.e. geostatistical rou-
tines, direct and geographically weighted mean values) were different between
them by a certain acceptance threshold (more than 20%);
2) the mean values weren't very different but they ranged very near one
of the radon reference values, making a classification as radon prone (or not)
uncertain.
All the involved cities were affected by at least one of this two incongruities,
but the choice has been reduced to only five because of measurement materials
limitations. Moreover, this five cities are representative of all three preliminarly
defined categories for radon proneness: low (below 100Bqm3 ), medium (between
100 and 300Bqm3 ) and high (above 300
Bq
m3 )
2.
The survey started in march 2013, spanning 2 semesters for the same reason
accounted for the RPA2006 campaing. As a choice, only one room was thought
to be measured for each level of the dwelling.
3.2.2 phase B
It consisted in scanning 10 cities (3 in common with the phase A, fig 3) with
varying sampling number per city. If the phase A was thought to be a check
for the RPA2006, the phase B is complementary to the former. I.e., the main
motive of the campaing was to evaluate the dependence of the floor on the radon
2The thresholds used relate to the WHO report[72].
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municipality building number record number
Aviano 43 46
Forgaria nel Friuli 7 7
Gorizia 20 23
Latisana 11 11
Pordenone 28 39
Remanzacco 10 15
Tarvisio 29 29
Tramonti di sotto 6 6
Trieste 58 92
Udine 37 95
Table 3: Phase B: sites table. The number of records is often less than the
number of buildings because multi-family dwellings were chosen deliberately.
concentration, then evaluating a transfer (or transmission) factor between levels
of the same building.
Many sites already used in the previous campaing were reused, due to logistic
reasons: indeed, the partakers were already aware of the radon problem and
likely to accept again the invitation. This time it has been decided to measure
the basements and attics, where present and whether it was possible to install
a measurement device there.
Because of the urban features of FVG and of the sampling strategy used in
the previous campaign, many of the dwellings were single or terraced houses.
Then it has been decided to increase the database asking a supplementary draw
to the civil registries. Specificly, it has been asked a given number of condo-
miniums (or more in general, non-sigle dwellings) to every office, variable with
the city and in general thought to reach an equivalence between the number of
single and non-single houses.
3.2.3 final dataset
If the phase A has been performed almost flawlessly because the small number
of dwellings permitted ARPA personnel to take directly care of the positioning
and questionnaire's compiling, phase B suffered of few logistical mistakes. At
the end the final dataset of phase B resulted downsized because few people
refused a posteriori to place the detectors and because in some cases the CR-39
were lost during the second replacement period (april 2014).
The final dataset can be seen in figure 4. It has been georeferenced re-using
the CTRN Gauss-Boaga planar system for the sites already scanned during the
previous campaing. Conversely, the new sites were georeferenced using Bing
Maps coordinate system (latitude-longitude) and transformed in Gauss-Boaga
using the gdal libraries (implemented in R via the package rgdal[9, 8]).
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Figure 4: Georeferenced sites of the new survey RPA2014. The colour legend is
always blue for the phase A and violet for the phase B.
3.2.4 questionnaire description
The questionnaire provided to the people in order to gather informations about
the site was divided into three main forms, called for simplicity A, B and C.
The three forms can be considered as a simplification of the form used in the
previous campaign. In that case, the amount of information required was bigger
and the compiling process needed an operator who was already trained in this
field, to fix a standard. In this case, because of logistic needs, the dweller
themselves were asked to compile the form, and the standardization was done a
posteriori. From here, the need of a small amount of questions, easily readable
and comprehensible (though at times willingly redundant).
Another important reason to reduce the number of questions was due to
the analisys (at that time partially performed) on the previous dataset. In-
deed, by studying the informations provided by the previous questionnaire, few
characteristics were found to be more essential than the other (see chapter 6).
Being radon a very complex system, the parsimony principle dictates to reduce
the number of investigated variables, in order to obtain clean results. In other
words, though we can't be sure whether other building features influence the
indoor radon concentration, in general this will be the case, adding those in the
analisys will hardly improve the quality of our results, causing in some cases
confusion.
Before enlisting all the queries, all three forms had a note area, in which
every doubt about the queries themselves could be written and eventually every
answer could be extended. This choice was due to experienced problems about
the building characteristics, caused by the incredible diversity of the statistical
population (the dwellings in FVG).
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A form The A form covered all the information relative to the building itself.
The queries were:
1) municipality and address;
2) single- or multi-family;
3) number of floors above ground level;
4) existance of basement levels and, eventually, whether they were below the
whole building or only partially;
5) type of connection between the floors (stairs, elevator, ...);
6) period of construction and eventual period of renovation;
7) type of separation from the soil;
8) presence of stone into the walls.
B form The B form addressed few informations about the home itself. Though
redundant in single-family residential buildings, it was necessary in case of multi-
family. The queries were:
1) name, surname and telephone number of the dweller;
2) number of floors;
3) connections between floors.
C form The C form was used for the very room scanned and their relative
CR39 dosimeters. Probably the most important form, reported:
1) floor;
2) room type;
3) dosimeter codes, two for each room, one for each semester;
4) placement and removal date for each dosimeter.
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Part II
Large Scale Characteristics of
Indoor Radon
Modelling the transport of radon inside dwellings in a mathematical fashion is
very interesting from a purely scientific point of view (the practical purpose of
a house model is essentially related with the remedial actions) but it doesn't
reach the real purpose of a risk assesment survey. Indeed, the variability of
the radon concentration can vary greatly inside a region, even if the region
under investigation is considered relatively small (e.g. Friuli Venezia Giulia).
A very simple, model such as the one previously outlined, it's not enough to
clearly explain the macroscopic features of radon concentration, whether we are
interested to soil or indoor gas. The reasons lie in the simplicity itself, which
cannot take into account the whole class of parameters (or factors, as they are
generally called in statistics) influencing the phenomenon. That is, we need to
resort to purely statistical evaluations in order to conceal our physical ignorance.
Before passing to a more refined treatment (see next chapters), it is very im-
portant to establish the global characteristics of radon. Indeed, a complete and
reliable statistical analysis would require anyway a model, hopefully taking into
account all the holistic knowledge we have about the phenomenology, otherwise
it would be blind and will reach very few and arguable results (garbage in,
garbage out). Speaking of radon, there isn't any accepted macroscopic model,
unlike in hydrology or petroleum engineering. The quest to find such model is,
in my opinion, necessary (although a still very long path) and passes through
the definition of scale effects and of interaction between scales, which are, as the
mere intuition should suggest, not trivial. Moreover, although not needed, a well
rounded geostatistical analisys requires a preliminary phase of study, considered
by many[38, 20] important as much as the geostatistics itself.
Finally, i personally consider necessary to investigate accurately the charac-
teristics here addressed because from their understanding comes the explanation
of the next steps. In fact, although seen as an almost philosophical matter, one
is always left wondering why geostatistics works (or doesn't). The big question is
indeed which part of the models assumed (if any) in geostatistics hold and which
one can be possibly improved. For radon, specifically, this is a very odd and
hidden question, or at least not so specifically addressed in many geostatistics-
related research.
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4 Preliminary
4.1 Indoor radon as a random function
First of all, let's define mathematically, though very briefly, a random function3,
as a function
C(x, ω), (2)
where x is a vector (in our case a 2D vector) of coordinates into our geographical
space (FVG) and ω represent the element of the event space Ω.
A random function is defined by its cumulative probability function (cdf)
Fx1x2...xn(c1, c2, ..., cn) = Pr(C(x1) < c1, C(x2) < c2, ..., C(xn) < cn), (3)
where Pr() stands for probability. In an investigated space which is usually
a subset of R2, obviously the possible xi vectors are infinite, but we have to
imagine that we can, in principle, define a cdf for every finite subset of our area
of interest, for every given n.
Then, whenever we want to evaluate the moments (mean value, variance,
ecc...) of our distribution, we are implicitly referring to the ω. Then, it is
implicitly assumed the definition
E[C(x)] ≡
ˆ
Ω
C(x, ω)dµΩ, (4)
with µΩ the measure of the probability space associated to Ω.
In first instance, in order to avoid speaking about correlation, it is convenient
to consider the points as independent, leading to a decomposition of the cdf like
Fx1x2...xn(c1, c2, ..., cn) =
n∏
i=1
Pr(C(xi) < ci). (5)
This is an unnecessary precisation which is usually omitted in this kind of anal-
isys because of its restrictiveness, but it is probably the clearest way to underline
mathematically the differences of perspective between a descriptive analisys and
one which considers the spatial correlation. In a physical process, like indoor
radon accumulation, the independence hypothesis will be generally wrong, but
it is always possible to think that the variable of interest can be decomposed as
C(x) = Cd(x) + Cs(x), (6)
where the component Cd is deterministic and Cs is stochastic. In this way the
independence can be referred to the latter Cs.
3Equivalently, a random function can be called random (or stochastic) process, although
the name process is usually referred to random quantities explicitly dependent on time only.
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4.2 Areal average
In an ecological risk analisys, such as the one in progress, the evaluation of the
impact is done on given subsets of the domain. In my case, as previously under-
lined, the interesting subsets are municipalities, here referred by the subscript
Mj . In other words, we are interested to integrated quantities such as
CMj =
1
‖Mj‖
ˆ
Mj
C(x)dx, (7)
which is the areal average (‖Mj‖ is the area of the municipality, to distinguish
it from the geometric set itselfMj). In order to simplify the notation, everytime
the subscript Mj will be needed, I will write only j instead.
Now we define the set S ≡ {xi|xi is a sample point}. The theorem of
Horvitz-Thompson (HT) assures[24] that, in case of regular functions C (x), the
following estimator of Cj is unbiased:
C∗j =
1
‖Mj‖
∑
i
C(xi)
ψ(xi)
1j (xi) =
1
‖Mj‖
∑
i|xi∈S∩Mj
C(xi)
ψ(xi)
, (8)
where we have introduced also the characteristic function4 1j (xi), as all the
sample points xi have to belong also to the municipalityMj . ψ is instead called
inclusion density function and it is a local measure of the sampling density, i.e.
the number of points per unit of area, which have to be strictly positive almost
everywhere in the space of definition of x (ψ(x) > 0 a.s.).
A sufficient condition to make HT hold also in case C(x) is a random func-
tion, requires the assumption of independence for Cs(x), but we also need to
assume that they are independent on x itself (homogeneous), otherwise we would
be in trouble.5
Usually, the naive version of C∗j is written as
C∗j =
1
nj
∑
i|xi∈S∩Mj
C(xi). (9)
It is evident that the passage from 8 to 9 is guaranteed by imposing
ψ(xi) =
nj
‖Mj‖ , (10)
for all xi ∈ S ∩Mj . This is exactly valid when
ψ(x) =
∑
j
nj
‖Mj‖1j(x),
4The characteristic function is defined as 1j(x) = 1 if x ∈ Mj and 1j(x) = 0 otherwise.
The same definition is valid for whatever set, defined by the pedix (which can also be a logical
expression).
5The general problem does not require any assumption, but one: the ergodic hypothesis
(see appendix). Anyway, when you use it, the decomposition between Cd and Cs becomes
moot.
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which is a very complicated way to say that the sampling is done independently
for every municipality. There are other ways to make this hold approximately
at least, for example the case of regular sampling (nj ∝ ‖Mj‖ ). Neither of
the former matches the strategy followed in our case, because the sampling was
performed in a way which considered geography and previous informations.
Figure 5: Areal average using direct measurements.
From the density ψ, hence from the kind of sampling paradigm we have cho-
sen, depends the unbiasedness of the standard estimator. Anyway there is also
a problem we are completely forgetting in this topic: indeed, we are not always
interested to an unbiased quantity, especially when the variable investigated is
not defined throughout all the space of analysis. For example, if we are inter-
ested in an accurate estimation of the mean value of radon, we should take into
consideration the urbanization of the region, and sample (or weight more) the
areas with a denser statistical population (i.e. of dwellings, not people). In this
case, the estimator would be unbiased in the sense that it takes into account
the urbanization density, if the sample was taken from the registry of the civil
building located into the municipality, or it would be geographically unbiased
if the sites were chosen by selecting a point into the municipality. As usual,
the quality of the estimator depends on what we did with respect to what we
wanted.
4.3 Measurement support
First of all, one could wonder about why bothering to extend in a continuous
space a quantity which, in reality, is defined in a discrete set. Pragmatically,
indeed, indoor radon is a quantity which is not defined everywhere, but obviously
only where a dwelling exists. Furtherly, the HT theorem finds its own original
application in a discrete set. The answer is essentially: because we can and we
should.
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Meanwhile, we could say that the measurements have a physical support
that it is not pointwise, indeed they are associated with a dwelling, which is not
pointwise at all. Anyway the aforementioned is not something we should be so
considerate about, because the linear size of a dwelling ranges in the tens of me-
ters, while the areas we are interested are kilometers wide, typically. In any case,
we have no idea of the actual support of the measurement, because it's usually
an information very difficult to obtain. Hence, we are almost forced to consider
poitwise the dwelling and we will do it until new results will possibly show that
the different supports can have a real impact on the radon concentration. That
is, simply speaking, why we can do it.
Coversely, what we should be very interested about is which portion of the
region the measurement represents. Differently speaking, is a site representative
of his neighbourhood and how big is his neighbourhood? The question is a very
complicated one to answer.
First of all, under the assumption of independence underlined in eq. 5, there
is no theoretical reason a priori to consider one point as representative on any
neighbourhood. Every measurement is a draw from a given distribution, in-
dependently from where it is in the space. The reasons indeed could lie not
in the process itself, but instead in the mechanism of drawing we used. In
statistical words, the data could have a stratified structure. Therefore, the mea-
surement could still be considered independent draws, but relative to different
distributions. This is an attempt to weaken the independence without taking
into consideration the spatial correlation. That's why in general we should do
it, because our starting idea is too naive and needs to be relaxed.
4.3.1 CTRN support
If we consider, for example, the CTRN cell and the selection algorithm used
for the sites, we can conclude that multiple sites are representative of the same
CTRN cell, so the data are really stratified. In formulas, calling Tk the k-th
CTRN cell and assuming a lognormal distribution with given mean value µk
and standard deviation σk
C(xi|xi ∈ Tk) ∼ LN(µk, σk), (11)
therefore, we could see the CTRN cell as the statistical support of the measure-
ment. A different way to present it could be considering the decomposition of
eq. 6, stating that the deterministic part is modelled as a 2D staircase function,
though in that case σk = σ, ∀k.
This simple observation could lead us to think that not all the data have
indeed the same weight, but their weights depend somehow from the cell they
belong to. A very straightforward way to take into account the stratification
is demolishing the geographical topology inside every cell and evaluating the
mean value through the following
C
∗[new]
j =
∑
k
C∗k ‖Mj ∩ Tk‖
‖Mj‖ , (12)
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where C∗k is defined via eq. 9, but using the cell Tk as the integration support
instead of the municipalityMj
6. In order to prove that the previous equation is
an approximately unbiased estimator of the real Cj in case of stratified sampling,
we need to redefine the quantity under investigation as
Figure 6: Right: Areal average using weighted measurements. The weights are
obtained via intersection between the CTRN cells and the municipalities, after
computing the mean value over the CTRN cells (see text). Left: the map of
mean values over CTRN cells
Cj =
1
‖Mj‖
ˆ
Mj
C(x)dx =
1
‖Mj‖
∑
k
ˆ
Tk
C(x)1j (x) dx, (13)
because now the unbiasedness of the global estimator will derive from the unbi-
asedness of the estimators for each element of the sum[62]. Now, provided that
the inclusion probability density of a stratified sampling is given by
ψ(x) =
∑
k
nk
‖Tk‖1k (x) , (14)
the problem would be solved exactly if the cell decomposition was congruent
with the municipality or if the sampling system took into account the cell and
the municipalities, or also it would be solved approximately if the cells were
typically much smaller than the municipalities. None of those is the case, indeed
there are even municipalities, e.g. Visco, which are smaller than a single cell.
In those cases we need the assumption given in eq. 11 to include into C∗k also
6It should be clear at this point, but i've chosen to avoid the proliferation of names de-
pending on the support. Then, the differences are identified by their suffix, i when they refer
to the physical support (the dwelling), k when they refer to the CTRN cell, j when they refer
to the municipality.
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the points outside the given municipality, hence to say that
C∗k =
1
nk
∑
i
C(xi)1k (xi) ' 1
njk
∑
i
C(xi)1k (xi)1j (xi) = C
∗
jk, (15)
where njk is the number of points contained inside the intersection between the
cell Tk and the municipality Mj and C
∗
jk is the estimator inside the same area.
Once the latter is established, the numerical procedure can be quite simple to
implement and fig. 6 is an application of the abovementioned ideas.
The assumption of homogeneity does not hold in general, but the estimator
could still be efficient, at least for big municipalities. The inconvenient part is
that it mixes up a purely geographical estimator with an estimator based on the
real density of buildings. I.e., the sample inside each cell is taken from a registry
of buildings, hence the direct mean value of each cell will be an estimator of the
real dataset, the existing buildings. Once, instead, we average between the
cells, we try to perform a purely geographical operation. In order to account for
the actual statistical populations, we'd need the information regarding them,
i.e. the real number of acceptable buildings (dwellings). Unluckily, this is an
information we haven't in our availability.
4.3.2 Voronoi tessellation
Another possibility to assess unbiased estimators uses the geographical areas
sometimes called Voronoi diagram, more usually Voronoi polygons. They are
the most used and simple procedure to associate an area of interest to a single
georeferenced point in the plane7. Fig. 7 shows a possible Voronoi diagram and
the relative weighted concentrations over municipalities.
The definition of a Voronoi polygon relative to a site belonging to a georef-
erenced dataset is the locus of points such that each one inside is closer to the
associated point than to the rest. Mathematically speaking
Vi ≡ {x ∈ Vi : ‖x− xi‖ < ‖x− xi′‖ ,∀i′ 6= i} , (16)
where obviously there is one polygon associated to each point and vice versa,
hence there is no need to use different indexes. The weighted mean value formula
is equivalent to the one written for the CTRN and even the integral form suffers
of the same highlighted problems.
The reason for which the Voronoi tessellation is so used is the relative sim-
plicity of implementation of this definition in a regular computer, whatever
language one chooses to use. The contra is that they are based on fairly naive
assumptions of regularity.
Theoretically, the Voronoi polygons solve the problem addressed at the end of
the last paragraph: they account for the clustering of the buildings, because one
can assume that the area of the polygon is bigger where the density of building is
lower, hence the weights should remove the actual clustering, in order to obtain
7There are equivalent definitions for a general n-dimensional space, though they are some-
times called in different ways. Commonly Voronoi tessellation is a name linked to a 2D space.
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Figure 7: Right:Areal average using weighted measurements. The weights are
obtained via intersection between the Voronoi polygons and the municipalities,
as explained in the text. Left: the Voronoi polygons. The colour scales are
differet, being logarithmic in left figure and linear in right.
a purely geographic average even when the sampling is not on geographic basis.
Obviously, even though this is approximately true, nothing guarantees that the
value of the concentration is stable inside the Voronoi polygons itself. Furtherly,
there is still the problem of the relative weights between the cells.
Nevertheless, in absence of better choices, the Voronoi polygons can be used
to explore the data and even identify few, otherwise undetectable, details of our
sampling. In the next chapter they have been used, though after the application
of some expedient, hopefully alleviating their weaknesses.
4.4 Risk Estimate
I addressed the areal average of the quantity under investigation, directly speak-
ing of an ecological interest on regard, but the final aim of the radon measure-
ment campaign is sanitary prevention. That is, we are interested to assess the
risk an area is subject to, and the mean value is not always the best quantity
for such purpose, though the definition of the radon prone areas is sometimes
based on it8.
In order to achieve the proper goal of a risk map, which gives the radon risk
for the same spatial units Mj , the following integral suits better the scope,
Rj(c) =
1
‖Mj‖
ˆ
Mj
1C>c(x)dx, (17)
8The kriging itself is per se the estimation of a conditional mean value, capable to estimate
it into a block, as will be stated in the chapter regarding it.
31
where R stands for risk and all the other objects have already been defined
previously. The integral represents the fraction of area in which we expect a con-
centration higher than the threshold itself, a definition of risk stated by Cramér
in 1930[25]. The risk defined requires the same caveats of the areal average, then
it depends on the (clustered) dataset we have and on the phenomenon under
investigation.
The condition C(x) > c is tough to handle in case of a general random
process, because of the probability space involved. The lone independence hy-
pothesis doesn't help so much and usually a further (demanding) request is
added, stationarity, to solve (numerically) the integral.
I will speak about it in the chapter dedicated to geostatistics, for now i limit
myself to say that the problem of estimating a probability of exceedance is a
problem per se, even if we forget about the spatial features of the phenomenon.
If we assume a model in advance for the process, the problem is shifted toward
the estimation of the parameters. Unfortunately, every sample needs to be
polished, in order to give unbiased estimations of the parameters, e.g. removing
eventual outliers.
Miles proposed[50, 51] to apply the simple lognormal model with a robust
procedure for the estimation of the quantiles. Some author noted that the esti-
mation is not yet unbiased, and many corrections have been provided. Nonethe-
less, from the purely numerical point of view, the lognormal model could not
be the best one to provide estimates[54], to start with. Anyway the simplicity
of the Miles' procedure stays appealing and it is usually the first attempt tried.
In this case I also tried that, though I consider that, once you have the time
and skill to script a kriging procedure, the interpolation and simulation is still
preferable. In the worst case scenario, both are wrong because the deviation
from lognormality is very strong, but kriging has still a possibility to give a
gross estimation, while Miles' mistakes are usually not computable.
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5 Descriptive properties
5.1 Lognormality
Indoor radon concentration is widely accepted to follow an almost-lognormal
distribution law, whatever geographic region we investigate[56]. Lognormality
is indeed incredibly frequent in nature, mostly in ecology[46], and it is con-
nected with the positive definition of many physical quantities9 and with the
central limit theorem. I.e. intuitively, if the central limit theorem describes as
gaussian the asimptotic behaviour of the arithmetic mean of many independent
identically distributed functions, then the geometric mean is, mutatis mutandis,
described by a lognormal law. So, a physical process which is described better
by a factorization of components than by a sum, is likely to be well modelled
by a lognormal or, possibly, by a mixture of lognormal distributions[2, 52].
Mathematically, a lognormal distribution is described by the following den-
sity function
ρ(x) =
1
xσ
√
2pi
e−
(log x−µ)2
2σ2 , (18)
where µ and σ2 are the mean value and variance of the process in logarithmic
scale, in order to distinguish it from the usual mean value m and variance s2.
Alternative parametrizations of the lognormal distribution are based on the
geometric mean (gm) and standard deviation (gsd) defined as
gm = eµ,
gsd = eσ,
or the coefficient of variation (CV )
CV =
s
m
= (eσ
2 − 1) 12 ,
which the importance of will be underlined later. The parameters gm and gsd
are at times not considered correct as rapresentative of a lognormal distribution,
but more of a lognormal sample.
Although there is no generally accepted explanation for such a behaviour
in the specific radon case, a purely statistical argument have been proposed
by Gunby et al.[42], essentially involving the multiplicative decomposability of
dwelling factors influencing radon. Nonetheless, the argument of Gunby is so
far not sufficient to explain the distribution law of radon, primarily because it
lacks a counterpart for soil gas, which is also lognormal.
5.1.1 Fat tail
Moreover, the explanation doesn't take into account the usually evident skew-
ness of the logarithmic histogram (see figure 8 and, to evidence it, the normal
9A strictly positive variable can't be normal, because normality would require a non-null
probability, though possibly very small, for negative values.
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Figure 8: Left: histograms of C. Right: histogram of log10(C)
Min I Quartile Meadian Mean III Quartile Max
C 12.80 51.23 88.12 152.90 175.40 2000.00
log10(C) 1.10 1.71 1.94 2.00 2.24 3.301
Table 4: Summary statistics of the Rn222 concentration in FVG.
qqplot of fig. 9). From a purely numerical point of view, indeed, many alter-
natives to the lognormal model have been proposed[54], some of them giving
equivalent (or even better) accuracy. The big problem of those is that they are
not explained by anything specific more than the pure eyesight. That's why I
personally consider appropriate to refer to a lognormal distribution.
However, this deviation from lognormality is evident in soil-gas surveys as
well as in indoor radon, and it is so far completely unexplained[14], at least from
the physical point of view. Even though we can possibly outline two schools
of thought:
1) the extrisicists, the ones who think that the deviation from lognormality
is a local effects, being related to the inevitable multimodality of the distribution
due to different geological units, such that they speak about local lognormality
instead of simple lognormality;
2) the intrisicists, the ones who think that simply the lognormal approxi-
mation is not correct, a simplification which inevitably fails, possibly related to
the multifractality of the phenomenon or to the lack of sampling.
In my opinion, the two ideas aren't necessarily so distinct: excluding the
possibility to have a finite multimodality (actually never suggested in literature),
a continuous non-symmetrical (there is no reason it should be) distribution of
modes would indeed be a convolution, hence yielding a marginal distribution
intrinsically asymmetric; mutatis mutandis, an intrinsic multifractal-induced
asymmetrical distribution is likely to be due to geology, more specifically, due
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to non-trivial definition of the geological unit borders, possibly fractal. The
argument wil be partially takled in the appendix of this elaborate.
5.2 Multigaussianity
Figure 9: quantile-quantile plot of log10(C).
More important than marginal lognormality (or equivalently gaussianity on
logarithmic scale) does not imply the lognormality of the multivariate distributions[1].
Indeed, what we really assume in every refined statistical treatment is that
log(C) ∼ N(µ,Σ). (19)
The previous stands as a definition for a (full) multigaussian process, where
C = (C (x1) , C (x2) , ..., C (xk)) are the concentrations at our measurement
sites, µ = (µ1, µ2, ..., µk) are the mean values (possibly different) relative to
the sites and Σ is the matrix of covariances. Obviously, when we refer to the
mean values, we are implicitly assuming that, theoretically, multiple realiza-
tions of the same phenomenon for each site are possible10. The equation 19 is
completely impossible to verify because we have only one realization for every
event.
What it is usually verified instead is the bigaussianity, i.e. the gaussianity of
all the possible bivariate distributions. Obviously, the main problem is always
the non reproducibility of the same event, which affects the bigaussianity as well
as the multigaussianity, but, under some restrictive hypothesis, it is possible to
consider multiple points as repetition of the same process, hence overcoming the
apparently insuperable obstacle.
10Referring to the definition 2, the mean values and variances are made on the space Ω,
which the element of (ω) is here tacit.
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Nevertheless, many bigaussianity tests require a sampling heavy enough to
create actual bivariate distribution. A collection of statistical tests is matter of
many textbooks. Here we use the Emery test[33], explained in the appendix,
which is easy to implement and relies on the definition of the variogram.
5.3 Clustering
On top of that comes possible clusterization of our dataset, due to preferential
and natural sampling. It's not very hard to be convinced that clusters, espe-
cially the ones due to preferential sampling, can indeed influence the skewness
of a marginal distribution, favouring higher values over lower ones. Although,
a sampling design as the one used in the FVG surveys is allegedly preferential
by definition, such feature is not immediately evident. As already anticipated
Figure 10: Depiction of the preferential sampling in CTRN cells. Number of
samples inside the cells Vs arithmetic mean over the cells. Left: Mean(log(C)).
Right: Mean(C).
in the previous part (see chapter 3.1), because of logistic needs, although the
preferentiality should have been geographically induced by the CTRN grid, pos-
sibly a non-negligible part of the preferential clouds has been scattered in the
neighbourhood. Therefore, many sparsely sampled cells, are likely the result of
such eventuality.
Hence, it could be useful to partially abandon the hypotesis of a CTRN-
induced clustering and perform a more general geographical analysis. In this
context three techniques have been used on this dataset:
1) polygonalization;
2) regular partitioning;
3) moving window analysis.
They are complementary in some sense, because the polygonalization tech-
niques fix the sample to a given number (1 in case of the Voronoi tessellation),
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analyzing the area around affected by the sample, while the areal methods (2
and 3) fix the area of research analyzing the sample density inside. I will now
introduce more thoroughly this three tecniques that will be extensively used.
5.3.1 polygonalization
The most straightforward procedure (though quite computationally burden-
some). Only requires to associate a weight to measurement sites, taking into
account the area of interest, or influence, of each one. The criterium used here
to link an interest area to each site is the Voronoi tesselletion.
Via the definition of this areas, a weighted histogram can be produced, likely
reducing the asimmetry due to oversampled areas. Unfortunately, while the
Figure 11: Voronoi Polygonalization. Left: Voronoi tessellation over the sam-
pling, the colour scale follows log(C). Right: weighted histogram, using as
weights the areas of the Voronoi polygons relative to each measurement site.
histogram is easy to define, there is no unbiased estimator, in my knowledge, for
the relative weighted moments higher than the mean, in case of non independent
data. Therefore, the only consideration I can do are purely empirical, i.e. just
looking at the histogram itself.
Looking at Fig. 11, there is no visible change in shape, which means that
the clustering doesn't affect evidently our distribution, or in alternative that
the weighting system is not sufficient to point out such feature. Indeed, the
clustering can still affect our data in a non trivial way, not easily removable via
a simple linear procedure.
A different way to use such tecnique is verifying if a correlation between the
(log-)concentration and size of the area for each site holds. To investigate such
feature I performed a visual test using the EM-algorithm for mixed distribution
model.
The procedure is divided into 3 steps:
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Figure 12: Left: the distribution of
√
A, i.e. the square roots of the areas of
Voronoi poligons; the distribution evidences the existance of at least two modes.
Right: the visual test itself explained in the text.
1) recognizing the eventual multimodality of the distributions of areas, so
the existence of two or more families of areas (mostly due to natural clustering);
2) fitting the distribution with EM-algorithm in order to obtain a probability
of family-membership of sites;
3) analysing the eventual correlation between the membership to a given
family with the concentration level.
Although Hartigan's dip statistics (see appendix) didn't recognize any mul-
timodality, looking at the histogram in Fig. 12, a possibility of multimodality
still exists, due to the very procedure leading to the definition of the sampling.
Indeed, while a single gamma distribution yielded a poor maximum likelihood
fit, an almost perfect one has been reached using a mixed model including two
gamma distribution. The reason to use a gamma instead of a normal lies in-
side the positive definition of an area and in the observational evidences, i.e.
the long tail. Using the principle of parsimony, the gamma distribution is the
easiest possible to guarantee a good fit.
Nonetheless, the results didn't point out any connection between the two
families found and the log-concentrations. Then, basing my opinion only on this
test, I should conclude that the clusters due to natural crowding of dwellings
are not preferentially correlated with the radon concentration.
As a conclusive remark on this specific topic, the outlined test doesn't ex-
clude the possibility of a preferential sampling. It simply verifies if the visible
families of interest areas, usually connected with natural sampling more than
preferentiality, are correlated with the levels of the investigated variable. E.g, a
mild preferential effect and (or) a not very marked diversity in the families will
not be seen in the final plot, at least not so clearly.
38
5.3.2 regular partitioning11
The method requires the creation of a squared partition in the region of interest
(in my case, the reduced FVG). Two partitions at two different resolutions
are displayed in fig. 13. As briefly mentioned before, with this method the
investigated quantity is the sampling number itself. Although, in order to take
into account the so-called border effect12, also the sampling density has been
analyzed.
Figure 13: The RIB subselection declustering method, for 2 different resolution.
The black dots are the whole dataset, the red dots are the randomly selected
ones.
The partitioning allows to compute several statistical quantities and perform
statistical tests inside each cell. The most commonly used system to decluster
via the partition is picking randomly one site in each cell. For brevity, i will
address this method as random in box (RIB).
The big burden of RIB is the loss of information. I.e. the reduction of cluster-
ing with this technique is dependent on the cell side, so it will be more effective
enlarging the cell. Reversely, the bigger the cell, the lesser the final dataset.
This explains why this procedure is used as a descriptive tool to preliminary
evaluate the influence of clustering and not as a structural tool to perform a
more refined analysis on the reduced dataset.
In order to verify whether the deviation from normality of log(C) is partly
due to the sampling design, preferential by definition, the regular partition-
ing has been performed at different scales (different lengths for the side of the
squares). For every RIB sample, two tests were used to question normality of
11Another very used name for this family of methods is simply cell declustering. Although
this name usually only addresses the declustering technique i call RIB in this elaborate.
12The border effect is the natural reduction of the area analysed due to the vicinity to the
border of the interest region. In order to take into account this feature, the sampling density
is calculated with respect to the area only contained inside the region.
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the log-concentration: Shapiro-Wilk test and D'agostino test (see Appendix).
Both tests reject the normality assumption for lower scales and accept it above
a given one (7000 m for D'agostino and 8000 m for Shapiro-Wilk).
On the contrary, it is widely known that the statistical power and accuracy
of normality tests is greatly influenced by the sample size, and the two used
here are no exception. So, in order to verify the reliability of those, a simple
scatter plot of skewness and kurtosis with respect to the cell size was produced
(fig. 14). In the first part of the plot, the one with the higher sampling density,
Figure 14: Skewness and kurtosis of the RIB samples.
suggests that the distortion moments are very unstable, but it doesn't suggest
that the instability has any correlation with the clustering. Moreover, the RIB
histograms didn't visually change, at least not until the sampling density was
evidently so small they were unreadable at all. That's why i suspect that the
results of the tests are not reliable and are a simple numerical blunder.
Regarding the partition statistics more in general, one interesting, though
expected, peculiarity is the distributional form of the sample (geographical)
density (fig. 15).
5.3.3 moving window
Such analysis can be considered as an alternative to spatial partitioning, al-
though more invasive. Specifically, the technique used here to decluster, for
the sake of brevity called nearest remaining (NR) is described by the following
algorithm:
1) choose randomly a point a in the database A;
2) save the chosen point in another database B;
3) cancel from the database A all the points inside an area of a given linear
size d, centered around the point a (the area can be, in my case, a circle of
radius d2 or a square of side d);
40
Figure 15: An example of sample density distribution inside the cells (left). The
behaviour of the mean sample density for every scale (right).
4) if the database A is empty, stop the procedure;
5) else, choose from the remaining database A, the point a′ nearest to the
previously chosen a;
6) back to step 2).
The analysis has been performed, as in the case of partitioning, using differ-
ent d. Furtherly, each one of the areas referred to step 3) have been investigated
in an equivalent way.
With this routine, an analysis similar to the previous can be performed, but
to avoid repetitions I have used it to investigate the distribution of local means.
Indeed the routine has highlighted an important feature of the distribution
regarding the skewness: as fig. 16 evidences, the skewness is persistent even
after the local averaging, until a sufficient number of areas exists to create an
histogram, meaning that it is a feature which is not related with the clustering.
5.4 Proportional effect
Another typical feature of lognormal processes is the so-called proportional ef-
fect, which is historically referred to two different characteristics. The first
and most intuitive is the linear dependence of local mean value and standard
deviation[47], in formula
mδ ∼ sδ, (20)
where the suffix δ refers to the linear size of the local area investigated. To
clarify, the linear size δ is completely equivalent to the d defined in the algorithm
of the previous paragraph 5.3.3.
As it is clear from fig. 17, the proportional effect on the mean value is
seemingly removed when we log-transform our data. The other feature called
proportional effect (and strongly connected to the previous) takes into account
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Figure 16: Estimated pdf of the local mean values obtained with the NR routine.
Left: Mean [C]. Right: Mean [log10 C]. The legend refers to the d's used.
the variogram[49], which is defined in the appendix chapter devoted to the
geostatistical analisys.
The behaviour of the statistical quantities at varying δ is one of the most
interesting challenges of the research on proportional effect, and it is addressed
as a scaling problem. It is, indeed, usually verified that the previously recalled
CV has a scale dependence, such as
CV ∼ δγ .
The reason lies inside the fractality of the process and the formula should be
valid only at very small scales, though it is widely known in literature that
the relation can be valid still at δ ' L4 , where L is the linear dimension of
the investigated space (the FVG in this case). There isn't yet a theoretically
satisfactory explanation of the previous formula. A bit part of my job has been
studying it, though it has been unsuccessful.
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Figure 17: Relation between m and s (left), µ and σ (right). The left cloud
evidences the proportional effect and the left cloud indicates that the propor-
tionality is, at least partially, removed.
Figure 18: Evidence of fractality given by the scale (scala in the labels) depen-
dence of the CV .
Yet, the feature is evidently present and recognizable in the graph 18. The
dependence of CV on the scale of analysis is roughly dividable in two linear
behaviour. At small scales the linear fit finds γ = 0.33 while at higher scales
γ = 0.16
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6 Physical Features of Indoor Radon
Along this chapter i will show usual summary statistics, integrated with classi-
cal statistical tests, regarding the main features of indoor radon as obtained by
both RPA surveys. The idea is to provide a legit insight to develop a reasonable
pheomenological description, useful for estimation and prediction. Contem-
porarily i will start to introduce the usual modellistic assumptions made in this
kind of research.
As a preliminary remark, every analysis here is based on descriptive statis-
tical tests which are designed in case of sets of independent data, a condition
which is apparently in contrast with the geostatistical analysis following in the
next chapters. Nonetheless, the tests are widely used in literature to evalu-
ate the influence of geologic and housing covariates, because they are the most
powerful and reliable to assess a correlation (e.g. [5, 15]).
It is widely accepted knowledge that indoor radon is dependent on many
factors, essentially related to geology and dwellings. The usual modellistic as-
sumption is that the factors can be distinguished in two contributions, leading
to the following decomposition
log(C(x)) ∼ G(x) +H(x), (21)
where we can easily identify the geologic dependence (with all the factors re-
lated) as G, while the housing factor is aggregated inside the function H.
The first thing worth noting of 21 is that in a decomposition like that we
can assume for simplicity that G and H are discorrelated, because it's highly
unlikely that the criteria used to build an house take into consideration the
proneness of the geology to radon.
Though it appears reasonable, the hypothesis of discorralation has not to be
taken for granted naively. First of all, one has to consider that all the efforts
toward modellization and prediction of indoor radon concentration are exactly to
create radon-free houses, and the politics toward this concern have been active
in the last three decades at least. Therefore, in general, this discorrelation can
be easily assumed only in places where the politics are not effective. Luckily,
no country has yet approved laws in this sense, at least not on large scale or
not for a time sufficient to be effective. The only exceptions then are the houses
already recognized as radon prone and consequently in which remedial actions
have already been applied by the appropriate authority.
Furthermore, in principle it is possible that some soil parameter influences
the criteria used to build the foundation of a dwelling as well as the actual radon
proneness of the underlying soil. E.g. the criteria to build a basement are indeed
influenced by the soil beneath the dwelling itself. Though this eventuality could
affect heavily the discorrelation hypothesis, no relation in this sense is known so
far by the researches, then until new discoveries there is no reason to complicate
further the model.
This is not the most complete model one can try to adapt to radon. Essen-
tially, the idea behind the factorial decomposition stands inside the lognormal
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min I quantile median g.mean a.mean III quantile max
winter-autumn 23.85 63.09 91.26 115.08 173.40 178.30 1722.00
summer-spring 7.03 39.81 61.37 67.14 98.18 98.91 1264.00
Table 5: Seasonal dependence: table of summary statistics.
assumption, which is usually yielded by a multiplicative process. In general, the
analysis can be complicated by the existance of an additive term, leading to
log(C(x)− C0(x)) ∼ G(x) +H(x), (22)
where the term C0 is usually physically associated to the outdoor contribution
and the eventual activity concentration due to building materials.
The building materials can possibly irradiate directly the environment, es-
pecially when they are the prevailing cause for the concentration, leading to
an additive term. The idea that the outdoor background can be considered
straightforwardly as an additive contribution is for sure naive, because the pro-
cess of equilibrium between the outdoor and indoor radon is usually much more
complicated (see paragraph 1.3). Anyway, most of the models of accumulation
of radon inside a room[70] consider the outdoor concentration as the minimum
reachable, then it is a common choice to insert it as an additive term.
From the statistical point of view, the common way to deal with the latter
is subtracting the mean value of the outdoor contribution in the investigated
region, possibly available from a previous survey. That is meaningful only when
the outdoor contribution is basically negligible with respect to the total indoor
concentration. For what regards the contribution by building material, it is ob-
viously not constant and practically impossible to deduce from the data, without
a direct assessment (not cost-effective in big surveys). In FVG, multiple surveys
have highlighted that the outdoor radon is at least one order of magnitude less
than the average (aritmethic and geometric) indoor. Moreover, the building
materials are usually radiation empty, although few cases can possibly become
outliers. In absence of clear evidences, the easiest model has to be chosen.
After this caveat and before we step up a bit trying to refine the definitions
of G and H, it is useful to remember that both the former objects have indeed
a dependence on time. The measurement setup does not allow a real temporal
analysis, but few words about the seasonal dependence can be said.
6.1 Seasonal Dependence
The database A of the RPA2014 survey was the first usable to evaluate the dif-
ferences between the concentrations in autumn-winter (AI in the formulas) and
spring-summer (PE in the formulas) semesters. The boxplots in fig. 19 show
that a difference between the two medians is present. The Mann-Withney-
Wilcoxon test discards that the two distributions are identical (p-value much
below the usual reference 0.05). Plus, table 5 shows a seemingly proportional be-
haviour between the quantiles, beside the minimum value, which is tampered by
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Figure 19: Seasonal dependence: boxplot of log10(C) for both semesters.
a higher uncertainty typical of track-etch detectors. Both distributions, more-
over, display a lognormal character.
In order to evaluate the punctual behaviour (the variation for each room
measured), the ratio between the two concentration has been analysed. Being
the two distribution expected to be lognormal, fig. 20 shows the histogram
of log10(
CAI
CPE
), because in case the assumptions here made hold, the former is
expected to be gaussian. In 11 cases out of 138, an inversion of the expected
seasonal dependence is verified, but in all cases the inversion is not very strong,
so that the concentration can be considered practically constant and the differ-
ence are well inside the usual 20% error interval assumed. The cases are very
few, then every statistically refined analysis on the known parameters of the
houses would be misleading. On bare eyesight, no parameter seems to show a
particular influence on this inversion and the places are not localized in a certain
area, then it can be considered a simple eventuality, likely due to living habits.
6.2 Geopotential
6.2.1 Radon potential
Many attempts have been made to define technically the function describing the
geologic dependence, G. Neznal and Barnet (1994) proposed a formula for the
radon potential (RP) like
RP = − C − C0
log k − log k0 , (23)
where C and k are respectively the soil gas concentration and the permeability
of the soil layer relative to the foundations of the building. C0 and k0 are
instead empirical calibration coefficients, to be deduced from the data itself.
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Figure 20: Left: histogram of seasonal variation in the A dataset. The variable
is log10(
CAI
CPE
). Right: the position in the region of the rooms where seasonal
inversion occurred.
The procedure leading to calibration can be avoided using a different radon
potential[45], usually called radon availability index (RAI), defined as
RAI =
C√
k
kt
, (24)
where kt stands for k top, the permeability at the interface between soil and
air (at times neglected).
Obviously, both definitions would require many measurements of the perme-
ability of the soil. The tecniques to measure permeability are usually considered
not cost-effective for big surveys. Moreover, Neznal itself[57] objects that the
classification of soil permeability based on in situ measurements can be mislead-
ing for a radon indoor investigation: given that the permeability is very variable
per se and the quantity is measured usually in open spaces, i.e. in absence of a
real building, this unperturbed quantity could be very different to the actual
one after the posing of a building foundation.
A slightly more practical definition of radon potential, which only requires
the dataset of indoor radon concentration, is the one used by Friedmann for
the Austrian Radon Project[35]. It consists in renormalizing the measurements,
trying to reduce the effect of the many factors influencing the concentration
involving the house. It is indeed an attempt to model G by subtracting the
estimated contribution of H, therefore defining a standard radon home. This
requires a preliminary study on the correlation between indoor radon and house
characteristics, which is arguable per se, but in principle this definition of RP
could be independent on time and very accurate for epidemiological studies.
From a purely theoretical point of view, Friedmann defined the radon potential
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as the indoor radon concentration we would measure if the dwelling was single-
storey without windows nor floor.
Before approaching the RP problem, it is anyway convenient to evaluate the
sensibility of indoor radon to any kind of geological structure. From a purely
statistical point of view, the easiest way to find the relevant informations about
the geology of the scanned sites is a geologic map and the UNSCEAR report[69]
encourages to use it in order to improve the predictions. The difficult part is
understanding, or better choosing, which one is the best way to implement a
geologic database inside an analisys.
6.2.2 map induced classification
The commonly used idea for inserting geological knowledge directly from a map
is defining geologic categories and regressing on them in order to estimate the
deterministic geogenic componentG(x). That appears very appealing because of
its simplicity, but is not free of problems. An attempt can be found for example
in [11]. The origin of the most delicate (in the opinion of the author) problems
involved by including geology as predictor, is cartography. First of all, there is
the map resolution problem, which can be decomposed into a problem within
geological units (the unavoidable scale or support problem) and a problem of
fuzziness on contours. Focusing on contours, we skip the so-called graphicism
error (the error due to the finite thickness of a contour in a map, which is
enlarged by scale), because it is negligible in GIS supported maps, and discuss
on the physical definition of contours.
(a) Geologist's uncertainty It is not unusual to find different geological
maps of same scale with slightly (or even strongly) different contours of geo-
logical units. The reason is not mistakes by the geologist (although also these
can happen), but because different geological surveys performed by different
geologists can have different results.
This is something I proposed calling geologist's uncertainty. It is the ana-
logue to measurement or observation uncertainty.
(b) Cartographer's uncertainty In a map geological units appear as sharply
divided polygons. This may not represent reality correctly. As an example, take
the so-called FVG spring line, a tortuous line connecting springs created from
the resurgence of subterranean aquifer, which divides the Friuli plain in two
areas with strongly different textural patterns. The problem of the spring line
is that it is no line in reality, although it appears as one on the map. Instead,
in reality it is a transition zone which is between few meters and several kilo-
metres wide. While in the first case it can be represented as a line in a regional
geological map, this is not so in the second case.
Hence, the line reported on the map is a choice made by the cartographer,
something we could call the cartographer's uncertainty. Assigning a measure-
ment point which is located in this zone to either side of the line depends
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therefore on the choice of the cartographer where to draw the line, and hence
involves classification uncertainty.
(c) Scale-induced classification uncertainty A geological polygon which
is assigned a particular colour or code represents the average of the geological
reality as observed by the geologist which in reality is always heterogeneous to
some degree. Normally the dominant geology is chosen for coding. However,
changing the map scale, and hence its resolution, may (and in most cases does)
lead to disintegration of one homogeneous polygon into several different ones,
or to merging of several different ones into one which represents the average
of (or the dominant between) the individual ones.
Therefore the geological classification of an observation point (e.g. a house)
according to a geological map, e.g. using GIS, may depend on the scale of the
map. The same applies to the borders of a polygon, which are rectified lines
according to map resolution, which in a more highly resolved map will in general
appear more tortuous than in a lowly resolved map. As a consequence, a house
located near such border can easily be misclassified as lying on the wrong side
of the border, depending on map resolution.
The resulting uncertainty is conceptually different from the ones discussed
above.
Figure 21: Geological boundaries of FVG, defining quaternary soils (plain and
valleys) in green, older soils (dolomites and alps) in brown. A peculiar case is the
karstified lands, which are anyway a kind of older rocky soils, here rapresented
in blue.
(d) Epistemic classification uncertainty Geological classes are defined
according geological criteria such as stratigraphy (age) or lithology (composi-
tion, texture). Such defined classes may not be relevant with respect to classi-
fying Rn. The problem is therefore to define geologic covariates truly decisive
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for radon concentration, where geologic covariates have to be identified as prox-
ies of physical covariates. Certainly ANOVA (under Gaussian hypothesis) or
Kruskal-Wallis test could help the choice. But in many cases, as in the present
survey, multiple covariates (i.e. several different geological units) tend to be
indistinguishable with respect to Rn, in both tests. A logical solution would
be to include additional strata which sub-classify geological units and perform
multiple ANOVA and multiple regression (i.e. a regression with many indepen-
dent variables) as general linear model (GLM). However, adding many variables
which cannot be considered discorrelated requires exponentially higher numbers
of samples to fill the resulting sub-units. (If the variable A has 3 categories and
the variable B, which sub-classifies A, has 4 categories, the regression over both
would be equivalent to a regression over 12 categories, and so on).
The choice of the categories is easier and more reliable in regions where there
are clear patterns of distinct rocks of different origin (this become increasingly
clear at higher scale, e.g. continental level). The pattern at this point becomes
a good predictor for the geogenic source term of radon, roughly linked to the
uranium concentration in rocks. In that case it could become possible to build
a representative geological classification.
On the other hand, in cases such as FVG, where the origin and type of
rocks is almost everywhere the same (carbonate essentially), the determinant
factor becomes soil permeability, which is very difficult to predict and, for very
different soil types (in fig. 21 there's a very simplified geologic map of FVG
soils), sometimes even hard to define physically. The geological classes usually
given by a geologic map hardly give even an idea of soil permeability. The
only way would be actually measuring permeability on the same site (which is
technically possible but requires considerable additional field work).
Therefore, we face the problem that defining geological classes optimally so
that they separate regions of different geogenic radon potential is not trivial.
Different classifications may lead to different results, implying an uncertainty
which we may call epistemic classification uncertainty.
6.2.3 geologic parameters on quaternary soil
To show the results obtained studying the correlation between geology and
radon, i will start from the quaternary area of the region. That is because,
as explained in describing the surveys, RPA2006 dataset has a heavily popu-
lated subset in the quaternary areas, which allows the problems anticipated to
be well understood.
Every speculation here is based on descriptive statistical tests which are
designed in case of sets of independent data, a condition which is not fulfilled
for construction in a spatial dataset. Nonetheless, the tests are widely used in
literature[5, 15] to evaluate the influence of geologic covariates, because they are
the most powerful and reliable to assess a correlation.
The evidences of ANOVA and Kruskal-Wallis in quaternary areas point out
the influence, above all other characteristics, of granulometry and type of sedi-
mentary environment around the site. The dependence on grain size is a well-
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known feature for radon exhalation[72], because different size implies different
porosity, even though a mathematical dependence is not directly deducible in
the general case. It strongly depends, for example, on the geometry of the
grains.
Figure 22: Boxplots of log(C). Left: boxplots refers to deposits of prevailing clay
(LP), gravel (G), sand (S) and mixture of them. Right: the three sedimentary
environments are respectively alluvial, lacustrine and marine.
From my analysis, an increment in the average size of grains suggests some
increment in the geometric mean of radon concentration. This is quite intuitive,
knowing the physics of our system, indeed this dependence is often observed in
soil gas surveys, but, to my knowledge, not usually in dwelling surveys. A
similar situation can be found into a similar analisys for Switzerlad dataset[43].
The Kruskal-Wallis test (ANOVA yields equivalent results) rejects the pos-
sibility that all the empirical distribution (here displayed as boxplots in fig. 22)
are drawn from a single theoretical one, with a p-value much lower than the
usual 0.05, typically lower than 0.0001. The MWW test applied on each cou-
ple of classes recognizes clear differences between the two coarsest classes (G
and GS) and between each of the former with any finest class (LP, SL and S).
Conversely, the differences between the three finest classes are not fairly clear.
A very peculiar evidence is that a combination of sand and gravel tends to
display higher mean and median values with respect to soils prevailingly made
of gravel. This indicates that the granulometry is not nearly the only geologic
covariate that sufficiently explain the behaviour of radon concentration. i.e.,
textural patterns and many other features can modify (and eventually invert)
the central dependence due to the granulometry.
I anticipate a part which will be evident and better explained in the last
chapter. From this class definition I tried to improve the kriging predictions
using a categorical regression. Anyway, from the boxplots themselves one can
readily understand why categorical regression doesn´t improve predictions with
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Figure 23: Geographic distribution of the classes defined in the previous figure.
kriging techniques: even though visible and recognized by the statistical tests,
the differences between mean and median values are comparable to the standard
deviation inside each group. Qualitatively we could say that the group mean
values contain very few information about large-scale spatial variability, so that
removing it will hardly change our predictions of a sensitive extent.
Regarding the sedimentary environment, it is not easy to give a physical
interpretation for the observed differences of group means. A possibility is that
the sedimentary environment is indeed correlated to the granulometry itself.
Also the source term, i.e. U and Ra concentrations, may be a reason, in that in
marine sediments less U which is well soluble in water has remained after long
periods of leaching.
6.2.4 evidences in the mountain area
The previous categories are defined only in sedimentary areas, while for FVG
the majority of the land (roughly the 60%) is instead alpine and dolomitic,
therefore mountainous. The main difference between the two types of soil is
that the very lithological classes are defined differently: for the quaternary areas
they are based on granulometry while for the (more ancient) mountainous soils
the chemical composition (prevailingly) leads the way.
In radon studies, typically the igneous rocks are known to be the uranium-
richest. In the case of FVG the igneous rocks are not abundant, hence the
statistics is not sufficient to make evaluations on the effective correlation. Other
evidences that can be found in the literature[67] include the correlation of radon
with the geological series/epoch of the stratigraphic level.
A similar study has been performed using still RPA2006 dataset, but no
evidences have been found which clearly connect any geological covariate with
the radon indoor concentration. The main reason is due to undersampling in
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Figure 24: Boxplots (left) and pdfs (right) of the annual concentration in
karstified and non-karstified lands of FVG. The colour legend in the pdfs is:
green=plain, brown=mountain, blue=karst.
this areas because of low levels of urbanization. The most evident feature is,
however, that the in the karstified areas the indoor radon is typically much
higher than in the plain and in the rest of mountainous areas (see fig. 24).
Both the latters, indeed, display a very similar histogram and they are not
distinguishable by any (parametric or not) test here used. In the last chapter
I will show that a difference is existant in their variography, leading to the
necessity to treat them separately in case an external drift is assumed.
6.3 Housing Factors
The factor H is probably the most difficult to define. The usual practice is to
decompose it furtherly in addends (or factors in linear scale) and evaluate the
influence of every single one on the radon concentration.
H(x) =
∑
i
Hi(x). (25)
The parsimony principle recommend us to reduce the number of addends to the
least possible, in dependence of the number of the points, especially in situation
in which we are not sure whether the model is similar to reality or it's a purely
speculative operation.
In principle, many factors are widely known to influence indoor radon activ-
ity, confirmed by many surveys. The problem is that the unexplained variability
of radon is nevertheless greatly predominant[42], then it will not usually help
the predictions, at least on a lone dwelling. On large numbers, instead, under-
standing the origin of even a small amount of variability could refine the risk
estimation to a non-negligible amount.
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Figure 25: Boxplot of the influend building characteristics for log10(C) at ground
floor. Left: type of separation with soil. Right: period of construction.
This paragraph analyses the factors which could influence the concentration
into a dwelling first, using the RPA2006 dataset especially, then it steps to
evaluate the variance of concentration inside different environments into the
same dwelling, using the RPA2014 dataset.
6.3.1 relevant housing features
The questionnaire relative to the RPA2006 survey contained a very big amount
of information requested to the personnel. Between those many, i identifyied the
more relevant through a simple trial procedure based, as usual, on univariate
statistical tests. Fig. 25 shows the boxplots regarding those variables.
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type of separation with soil Every house is separated from soil by the
foundation layer. In the FVG region, the main types of separation, at least in
the houses scanned by the survey, have been found to be
1) direct contact of the floor with the soil;
2) separation through cavity (technically called wasp's nest);
3) basement room;
beside these three other two kind where considered: syntetic gravel and
pillar-lifted. However, the number of cases relative to this tipology was very
lower than the number relative to the three considered, then they were discarded
and put into the unknown category. As largely expected, the kind of separation
mostly prone to higher radon concentrations is the one with the most direct
contact with the source of radon, soil.
In case of a direct contact of the floor with soil, the accumulation of radon
in ground floor rooms is regulated by the equilibrium law sketched in the first
chapter. The equilibrium concentration is dependent by the air exchange rate,
with higher floors and outdoor environment, and by the in-flux, due to the
source, i.e. soil gas radon. The latter is typically 100− 1000 times higher than
the indoor concentrations. Conversely, in case a supplementary environment
beneath ground level is provided (cavity or basement), the equilibrium equation
has to be imposed between the ground floor environment and the sublayer,
with typically lower levels of radiation than the soil. Furtherly, cavities and
basements are already ventilated (naturally or forcefully) and in connection
with outdoor air.
stone presence The presence of stone was the most in doubt between the
three, but it has unveiled as equally important as the other two.
In principle, the presence of stone could heavily affect the radon indoor
concentration for two reasons. The first is that stones have a higher exhalation
rate than concrete, because of a higher porosity. The second is that the stones
can be radon prone per se, affecting the concentration with radon decayed from
their own uranium. The second case is largely assumed as negligible in FVG
because a building is likely to be build on local stones and the stones typical of
FVG are not uranium-rich, as many experimental evidences gathered by ARPA
have proven.
Consequently, the stones have to affect, at least on aggregate level, the radon
distribution only because of their enhanced exhalation rate, as evidenced by the
relative boxplot.
period of construction The period of construction of a house should not
be, per se, a parameter for indoor radon, as well as regular maintenance is
performed. Nevertheless, almost systematically the age of a building is found
to be a relevant factor. The common explanation given is that the passing of
time constantly changes the construction criteria, though many houses in FVG
are still built today with old criteria, especially in the Friuli plain.
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Figure 26: boxplots (left) and densities (right, fitted by kernel functions) of
log10(C) for each housing class.
min I quantile median g.mean a.mean III quantile max n.samples
unknown 13.80 52.28 82.68 93.42 131.60 148.60 1139.00 368
low 16.21 42.51 58.79 65.32 81.38 87.47 531.30 262
medium-low 12.80 45.52 84.62 94.53 149.90 161.60 1537.00 482
medium-high 14.89 51.58 91.52 102.18 157.50 183.80 2000.00 936
high 20.12 76.56 142.90 146.93 211.40 276.50 1499.00 404
Table 6: Summary statistics for each house class.
Anyway, in the case of this region, one particular event could have led to
a clear dependence on time, the Earthquake of 1976. Many of the buildings
still standing after that were indeed damaged but didn't collapse. So they were
suffering for damages internal to the bearing walls and consequently the walls
themselves were hinged with iron nets, in order to restore stability and safety.
Anyway the cracks inside the walls and, especially, foundation, could easily have
incremented the permeability of the dwelling to soil gas.
Therefore, the categories are
1) before 1946;
2) between 1946 and 1976;
3) after 1976;
clearly the other time threshold considered is WWII, also because it changed
many criteria for constructions.
6.3.2 final housing classes
After recognizing the three most influential house factors, everything should
lead for a multivariate analysis evaluating all the three features at the same
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time. That is something which will be done later in the thesis.
Anyway, even in the case only three variables are considered, aggregated into
classes because of obvious necessities, one has always to consider the curse of
dimensionality13 before attempting any multivariate analysis. In this case, the
curse should not affect our dataset, because the implementation of the building
features creates 18 categories (negliging the unknown categories), resulting in
more than 100 data on average for each combination. Nonetheless, the big prob-
lem is that the three features considered are not discorrelated at all. Indeed,
the eventual presence of stone in the perimetral walls and the type of separa-
tion with soil is usually dependent on when the house was built. Hence, the
mixed combinations, e.g. older period with cavity, would have resulted very
underepresented. The existance of the unknown categories complicates the
classification further. In fact, many dwellings had at least one unknown feature,
therefore discarding them would have reduced considerably the dataset.
Such problem led to consider an aggregated classification which accounted
for all three features without incurring in those problems. The classification was
a final aggregated housing class, defined as follows:
1) class high: all three features are in the most radon-prone category;
2) class low: all three features are in the least radon-prone category;
3) class medium-high: two features are in the most radon-prone category,
the remaining is not;
4) class medium-low: two features are in the least radon-prone category,
the remaining is not;
the unknown levels were in this way reduced, because only houses with two
or three unknown categories were considered as unknown, while with only one
it was still possible for the dwelling to be accounted in one of the two medium
classes.
The summary statistics is displayed in table 6, while the boxplot and den-
sity kernel-fit is displayed in fig. 26. The graphs indicate that to higher class
seemingly could corresponds a wider distribution, though the medium classes
are the widest, because they refer to different combinations of factors.
6.3.3 unexplained variability within buildings and influence of room
type
As it is clearly evident in the boxplots, whatever classification does not really
reduce the very high variance of radon. Basically, no variable really can account
considerably for the variability of radon.
In order to show how big that is even fixing a big amount of factors typically
considered very important for radon, I decided to use at first a small dataset
(only 78 cases) taken from the most recent survey, RPA2014. In this case, only
samples of concentration taken in the cold semester, i.e. autumn-winter or AI,
are used because at the time of this test the final values were not available.
13Multivariate analysis requires exponentially increasing samples with the number of vari-
ables analysed, otherwise the dataset will result very sparse. This is a common problem
usually addressed with the formula curse of dimensionality.
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Figure 27: Left: histogram of ratios between AI concentrations inside the same
building, at the same floor and in the same room tipology. Right: the same
histogram but between different room tipologies.
min I quantile median g.mean a.mean III quantile max
0.18 0.88 1.04 0.97 1.04 1.15 3.84
Table 7: Summary statistics relative to histogram in fig. 27 left.
min I quantile median g.mean a.mean III quantile max
0.32 0.87 1.00 1.03 1.10 1.21 3.15
Table 8: Summary statistics relative to histogram in fig. 27 right.
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−1 −0.5 0 0.5 1 2 3 4 5 6 7
mono− family 13 37 114 47 83 13
multi− family 8 14 37 27 69 41 33 13 11 3 2
total 21 55 152 80 159 55 33 14 12 3 2
Table 9: sampling size for every floor (relative to the boxplots in fig. 28 and
29). The total size is often greater than the sum of the first two because in some
cases we lack the information relative to the building.
The idea is pretty simple: using measurements taken inside the same build-
ing, at the same floor, in two rooms of the same kind, where with kind i intend
the same destination of use (bedrooms, kitchens,...). After the selection, the
ratio between the two concentration, which should have been very similar, are
computed and the logarithm in base 10 is displayed as an histogram (fig. 27
(left) and table 7). The ratio between two concentrations usually define a trans-
fer coefficient, as which will be explained later, though in this case there is no
real nor alleged transfer, then the name would be really improper.
Furtherly, another dataset (101 cases) has been created, evaluating the ratios
between concentrations inside the same building, same floor, but with different
type of rooms. In this way, I wanted to evaluate whether fixing the room type
changes greatly the variability.
The results of table 8 and fig. 27 (right) show that the room type is not per se
a determinant factor for the radon concentration. I.e., there is no typical order
between the concentrations inside every kind of room, because the distribution
of the ratios within the same floor are comparable with the distribution of the
ratio at the same floor and room type.
This result does not exclude completely the possilility that some room type is
indeed determinant for the concentration. The main reason to consider the room
type as an influent factor is the air exchange rate, which is strongly influenced by
the habits of the dwellers regarding ventilation and warming of an environment.
For example, reasonably we could expect that all the bedrooms have closed
windows in winter at nighttime, the living rooms should be inhabitated during
daytime, probably warmer than the other rooms, the cellar should have a higher
humidity than a basement room, the loft should be colder than an attic, and so
on. The attempt is evaluating whether this habits, hopefully quite homogeneous
on geographical scale, produce different radon concentrations.
The results shows that in general this is not true on statistical level. Nonethe-
less the big majority of the dataset involves bedrooms and living rooms, which
means that we should not exclude the possibility that in more extreme cases,
such as lofts or cellars, it is still possible that this habits are determinant.
6.3.4 floor dependence
After verifying that the room type can be discarded in the statistical analysis, I
pass to the necessary tests regarding the floor. Again the dataset is taken from
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Figure 28: Boxplot of log10(C) Vs floor of the room. The p-value for the KW
test is well below the usual threshold 0.05. p− value < 10−16.
RPA2014 survey and regards AI measurements only. For the sake of clarity,
floors −1 and −0.5 are the basement and the semi-buried level, while 0.5 is the
raised ground floor, or mezzanine.
The variation with the floor at which C was measured was the main goal of
the RPA2014 campaing. First of all it can be noted from fig. 28 that a global
decreasing of the radon concentration seems to occur and the KW test dis-
cards the possibility that all the samples are drawn from the same distribution.
The results change substantially when the dataset is divided into multi-family
dwellings and mono-family dwellings. In that case the KW test still recongnizes
a difference between groups in the multi-family case but it does not exclude the
possibility that any couple is drawn from the same distribution in the case of
single family. In a more pragmatical way, this can be caused by small sampling
though the case of single family is the best populated. In order to refine more
this analysis, the MWW test has been used on every couple of distributions,
producing the table of p-values displayed in tab. 10. Clearly the 6th and 7th
floor have too few cases ant that is why the results in those cases have to be
considered not reliable.
Of course, a straightforward evaluation like the one addressed above lacks
physical perspective. Retracing the discussion done for geologic maps, the floor
is not itself a physically defined variable. The idea that at higher floors the
concentration should be less than the one at lower floors is physically well es-
tablished and lay upon the simple assumption that radon come upward from
the soil. Nonetheless, the first floor of a three level house is not necessarily
equivalent to the first floor of a seven level one, because a dilution in the indoor
air is always existent.
The situation is even more complicated because we are analysing AI concen-
trations. In the cold season the windows are usually closed and the warming
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Figure 29: Boxplot of log10(C) Vs floor of the room. Left: single-family
dwellings. Right: multi-family dwellings. The KW test computes p − value =
0.15 for single-family and p− value < 10−7 for multi-family.
systems cause convective flows and stack effect inside a building, both causing a
net increase in the radon concentration. For what concerns the variation inside
the building instead, the former enhances the dilution and the latter possibly
contrasts the normal relative concentration between floors (which is upward
decreasing).
The mono-family and multi-family dwellings usually differ in number of
floors, warming systems and, consequently, internal dilution. That is the reason
for which they have been displayed separately.
Considering that much of the variability inside the same floor is not explain-
able with the variables we have (previous paragraph) a choice has been made
to polish the data. In case multiple measurements in the same floor of the same
building, the data were averaged, using the same logic of the oldest survey. Fur-
therly, in cases where the building was a condominium and there were multiple
measurements in the same floor comprising different dwellings, the criterium was
to average first inside the same dwelling and later between different dwellings.
The reason is pretty simple: we expect two rooms in the same dwelling to be
more correlated than two rooms located in different dwellings, though in both
cases we are always considering the same floor of the same building. The air-
exchange rate in the first case will be necessarily higher inside the same dwelling
because of the doors.
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mono-family −1 −0.5 0 0.5 1 2
−1 0.44 0.92 0.34 0.40 0.54
−0.5 0.24 0.03 0.02 0.18
0 0.16 0.10 0.53
0.5 0.86 0.91
1 0.67
2
multi-family −1 −0.5 0 0.5 1 2 3 4 5 6 7
−1 0.86 0.63 0.98 0.07 0.13 0.05 < 0.01 < 0.01 < 0.01 0.17
−0.5 0.82 0.67 < 0.01 0.01 < 0.01 < 0.01 < 0.01 < 0.01 0.17
0 0.57 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 0.02 0.09
0.5 0.01 0.05 0.01 < 0.01 < 0.01 < 0.01 0.12
1 0.52 0.83 0.05 < 0.01 0.03 0.41
2 0.49 0.06 < 0.01 0.04 0.31
3 0.10 < 0.01 0.03 0.56
4 0.12 0.8 0.57
5 0.88 0.41
6 0.20
7
Table 10: Tables of p-value for the MWW test.
Figure 30: Boxplots of mean concentration within the floor of the same building.
The fourth floor' box represents an aggregated plot of the floors greater than or
equal to 4.
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Part III
Statistical Models and Methods
The third part of the thesis is maybe the most important because it develops
and deepens the idea sketched in the previous part. Though the statistical
instruments are not very refined in absolute, i.e. they only involve linear systems
and predictions, they are a delicate matter because they require assumptions of
many kinds.
The case of geostatistic is exemplary as it has already been explained in the
introduction of the last part. For what regards the analysis on the behaviour
of radon concentration with the floor, the problem is very similar. Basically,
all the definitions typically made in the context of radon research have to be
accurately verified, otherwise the estimations and conclusion we make using
them, have the possibility to be pretty misconceived. The basic follows the
huge quantity of literature connected with the radon prone areas definition in
the european context[31].
The idea along this part is essentially starting a research which leads to the
definition of the mathematics of radon. The physical mechanisms are indeed
very known. What we miss is instead a way to insert all that knowledge we
have in a statistical analysis.
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7 Geostatistical Maps and Simulations
After the global analysis of the feature of radon, the last passage is creating the
risk map. I already spoke about the COSP problem and introduced the easiest
ways to create a map of averages. The Miles' Method is a good compromise
to avoid simulations in creating a map of quantiles. However, with a brief
geostatistical introduction (see the appendix) it is possible to use the tools
provided by this branch in order to derive a much more refined map.
The issue relative to the accuracy of this maps is always open and under
scrutiny. Essentially, the risk maps generated with geostatistical tools are in
general affected by the same problems which affect the ones created via any
inferential method. In fact, in order to produce risk maps many strategies
can be chosen. Whether they are created through local regression methods[21],
disjunctive kriging[61], with Bayesian inference[58] or via extensive Monte Carlo
simulations[16, 10], they are all likely representations of reality and the choice
of a method is usually due to the dataset itself. In this case we choose a Monte
Carlo simulation method to create the risk maps, because it is feasible and
allows many ways to validate (although a real validation is only possible trough
new measurements).
7.1 mapping
First of all, I created a map of indoor concentration using the approach called
lognormal kriging. It is always useful to stress that, though kriging per se is an
absolutely non-parametric procedure, it takes its theoretical foundation in the
gaussian inference14, therefore the choice to krige the log-concentrations.
Figure 31: Variogram of log10 (C) . Right: its standardized version.
14Look at the strong warnings in the paper of Diggle[29] or in the textbook of Chiles[20].
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A direct variographic approach would create a variogram like the ones in fig.
31. On the left, the usual variogram is created while on the right I attached
the variogram of the standardized log-concentrations, both taken by using the
whole RPA2006 dataset. The choice to show the standardized version, which
is basically a double of the usual variogram, have been made because this var-
iogram allows to highlight the part of the variability which is not explained by
any spatial structure, therefore we have no possibility to describe via a geostatis-
tical approach. In other words, the nugget effect represents more than the 60%
of the total variability, then any kriging interpolation will likely have a residual
variance which is at least the 60% of the total variance. The possible reasons
for a so heavy unstructured component have been explained in the appendix
relative to the geostatistical introduction. In our case, the primary source of
the nugget is represented by the building variability. From a very pragmatical
perspective, the nugget effect is the reason for the usually bad cross-validation
results in radon mapping. As a last consideration on these variograms, I decided
to put a cutoff at 35km because the behaviour of the variogram is stable above
it beside an apparent recorrelation15 which was considered to be unnatural and
negligible.
The fit of the variogram (both actually) have been performed via least
squares, using a nested structure of three kinds, such as
γ(h) = Nug(0.090) + Sph(3923, 0.009) + Sph(27950, 0.044), (26)
where the numbers inside are the relevant parameter for every model, i.e. the
nugget itself for the pure nugget model, range (in meters) and sill respectively for
the spherical. The parameters here written are relative to the raw logarithms,
because the standardized version was useful only for the previously mentioned
reasons.
The choice of the models is not relevant per se, at least not in an applicative
sense16: a good fit, though not so exact as the one reported, was reached with
an exponential model and a nugget. The final choice is due to the possibility,
given the good sampling density, to complicate the structure, due to the relative
simplicity of the spherical model and due to the cross validation performed using
togheter a school dataset (not shown here). Furtherly, the nested structure will
be useful later, when I will use a LMC.
The map on the left in fig. 32, though suffering of many weaknesses, is al-
ready a well-based informative support. It shows, indeed, that the areas with
higher concentrations are quite regularly distributed in the karstic zones (south-
east and north-west) and in the high friuli plain (in the center). An hotspot
which is not completely understood is the north-easternmost region (Tarvisio
municipal territory), but it's not considerable an artifact because the raw data
confirms it. The biggest problem of this area is that, even a posteriori, there
should be no reason for this spot to exist. No particular geomorphological struc-
ture nor any change in the chemical composition of the terrain, with respect
15A recorrelation in the variograms is manifested with a decreasing of the function itself.
There are models which include this possibility, called hole effect models.
16The physical meaning of a nested structure is in the appendix devoted to the geostatistics.
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Figure 32: Direct lognormal kriging maps. Rigth: map of the kriging variance.
to the areas around, exists. The only possible, though unlikely, explanation
involves the interaction of the terrain with the human activity, because of rela-
tively recently built (last 10 years) highway tunnels.
Regarding the variance (same figure on the right), it is widely known[20]
that the kriging variance is not a good representation of the uncertainty of pre-
diction. Because of the smoothing property, the kriging variance systematically
underestimates the total variance. In practise, it only represent the geometry of
the sampling, being higher where the sampling density is lower and viceversa. A
typical feature, evident from the same map, is the border effect, i.e. the higher
uncertainty on the border of FVG due to the extrapolation17.
The first cross-validation (fig. 33) has been done with the leave-one-out
strategy, i.e. predicting the variable at the same location of one point, leaving
out the real value from the predicting algorithm, and comparing the real and
predicted value. The direct cross-validation clearly result in a very sparse cloud,
hardly identifiable with the bisectrix y = x (theoretically the perfect result), but,
as I already anticipated, with a very high nugget effect as in the case study, it
is highly unlikely to have better results. Indeed, the distribution of residuals
RC = log10 (Creal)− log10 (Cpredicted)
displayed in the same figure is much more informative about the goodness of
interpolation. The variance of the aforementioned distribution is σ2R = 0.101,
which has to be evaluated with respect to the nugget effect itself. Pragmatically,
the interpolation successfully eliminates a big part of the structured variability,
17As noted in many textbooks (not just in the geostatistical context), the mechanism of
extrapolation, i.e. the estimation of a value done by extending the actual area of sampling, is
typically more uncertain than the interpolation, i.e. the estimation of a value well within the
sampling area. The border effect is a case of extrapolation uncertainty.
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Figure 33: Cross-validation results. Left: pointwise direct cross-validation, in
red the plane bisectrix. Right: histogram of prediction residuals.
the only thing which can effectively be asked to a procedure based on the spatial
correlation when a big part of the variability is not spatially structured.
The second cross validation (fig. 34) has been done with a series of blocks18,
for utility issues chose to be the target blocks (i.e. municipalities) itself, i.e.
predicting the block value by kriging and comparing it with the direct mean. The
cross-validation, in this case, can be performed in many ways, e.g. predicting
with or without leaving the real points inside a given municipality, comparing
it with a weighted mean value or not, but the results were very similar in all
tried cases. In general, the cross-validation shows a very clear improvement with
respect to their pointwise equivalent. This is an evidence that the main problem
is indeed the nugget effect. The second graph in the same figure confirms that
enlarging the area, the accuracy of prediction improves, because the bigger the
area the higher the statistics of points on which we can average to get rid of the
local shocks.
By looking at both the latter procedures, it is already possible to see another
problem of geostatistics that, though not primary at this step, it becomes im-
portant when simulations are used to define the real RPAs. The problem is the
distorsion of the distribution, causing an equivalently distorted cross-validation
on tails. In both graphs there is a clear deviation from the predicted behaviour
on the right tail (high values). The reason has been hinted by Diggle[29] and
many timen in this elaborate: whatever geostatistical interpolation needs a
gaussian dataset to be fully based, and every deviation from gaussianity will
result in mistakes done by kriging. The deviation from the gaussianity, in light
of the central limit theorem, is normally found on the tails.
18The estimation of an areal average by kriging is trivially called block kriging and it can be
theoretically based in a way absolutely equivalent to the pointwise analogue. Applicatively, it
is performed usually, this case included, by discretizing the block with a fine regular grid.
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Figure 34: Cross-validation on blocks. Left: the cross scatter plot on the mu-
nicipalities. The red line is again the bisectrix, the blue line is the LS fit of the
cloud. Right: the dependence of the residuals on the area of the municipality.
7.1.1 multigaussian kriging
Because of the latter evidence on the tails, I will show an equivalent analysis per-
formed with the multigaussian approach, I hoped it could alleviate the problem.
The multigaussian approach requires treating the concentration values after a
normal score (NS) transformation, or gaussian anamorphosis.
The pro of multigaussian kriging is that it catches better than the standard
logarithmic kriging the behaviour of the tails. Indeed, the right tail is not well
reproduced by the exponential, but a gaussian anamorphosis works better. In
fig. 35 left this is clear by looking at the backtransformations in both cases.
Consequently, it is legit to hope that a multigaussian approach would reduce
the presence of false negatives, because they are properly due to the misrepre-
sentation of the that tail.
With respect to the variogram, it has been fit with the same structure used in
the logarithmic part (eq. 26), by fixing the ranges. Indeed, the sill are obviously
due to the numbers itself, while the ranges are the real physical parameter of
the interpolation. Hence, if the structure found in the sample variogram is real,
then it is a composition of two structures with ranges about 4 km and 30 km,
and they have to stay the same in the NS scale.
Before analysing the result of the cross-validation, it is useful to point out
that a test for bigaussianity has been used to verify whether the NS keeps intact
the multigaussian structure (see par. 5.2). As said before and in the appendix,
the test here used is the Emery test, which yields a conforting result (fig. 36)
with a very easy algorithm.
The cross-validation results are instead not very reassuring. The pointwise
scatterplot (fig. 37) is not distinguishable by the one obtained using the simple
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Figure 35: Left: comparison of the log and NS transformations. Right: the
variogram of the NS values.
logarithmic transformation, while the block validation is instead even worse
than before. From the graph it is not even possible to understand whether the
prediction on the right tail improves, because the cloud is too sparse to evaluate
this feature.
Figure 38: Residuals VS (Standardized) Observation. Left: logarithmic trans-
formation. Right: NS values. the LS fit finds a coefficient of −0.53 for the NS
values and −0.54 for logarithms.
To effectively compare the behaviour on the tails of the two methods, I
analysed two characteristics of the residuals distribution. The first one is the
median, and both distribution are reasonably centered (median (res) < 10−2).
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Figure 36: Bigaussianity Emery test result for the NS values.
The second one is the correlation of residuals with the observed values: in
both cases the smoothing effect of kriging is the main feature, meaning that
kriging systematically underestimates the right tail values and overestimates
the left tail. With the multigaussian approach, the residuals are slightly less
correlated with the observed values (see caption of fig. 38), meaning that it
catches slightly better the tail values, but the difference is so small that can be
considered negligible with respect to the total uncertainty of prediction.
In conclusion, the multigaussian approach does not show any real improve-
ment in this cross-validation study, and can be considered completely equivalent
with the simple logarithmic one. This, piled on the intrinsic bias I have with a
quantity obtained by a completely blind ranking system, has led me to choose
the safest way.
7.1.2 KED with geological covariates[18]
Given that one of the big problems of kriging applied to this case is the nugget
and, more in general, the variability of the phenomenon, one should theoretically
try to reduce it by all possible means. The best case scenario is succeding in
reducing the variance by identifying (and removing) the dependence on geologic
structures correlated with radon. The most appealing way is regressing over
categories, but, as anticipated in paragraph 6.2.2, one has to deal with many
limits intrinsic to that approach.
I provided an evidence to the inapplicability of the previously described
analysis by comparing it to the very well based kriging with external drift. All
the next considerations refer only to an attempt made on quaternary regions of
the FVG map. In the mountainous areas, as already explained before, there were
no evidences to sustain that a particular lithology causes higher indoor radon
concentrations, beside the fact that many high values were on a karstic region.
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Figure 37: Cross-validations of the multigaussian kriging. Left: pointwise.
Right: on blocks.
Unfortunately, no idea came up to me to treat those areas in a particular way,
beside the ways already found weak in the quaternary region. Consequently,
I decided to treat the data in the rocky area with a straightforward kriging
approach. Furtherly, using togheter the points on both regions was risky: the
variograms were sistematically different between them, as clear by looking at fig.
40 left. The variograms are made on log-values, so the proportional effect cannot
be responsible of this difference, and moreover, no evident difference between
the two mean values in log-scale can be observed. So a non stationary effect
has to be, at least, suspected. Since the samples are denser in quaternary areas,
using a global variogram would result in misestimation of the variogram in non-
quaternary areas, with consequently poorer predictions. It may be suggested
that the peculiar behaviour of the non-quaternary regions is due to the karstic
areas which are known for peculiar radon variability.
The main pro of subtracting a quadratic external drift (fig. 39) from the data
and then using kriging is that the optimality of the two statistical procedures
(quadratic regression and kriging interpolation) is guaranteed by construction
and at the same time. It is commonly excepted that a quadratic regression
is not based on anything related to physics. Conversely, I sustain that, for the
reasons previously listed, even a regression based on geologic categories is hardly
related to any physical reason. If one simply wants to interpret physically the
quadratic drift, consider it a large scale dependence on an unknown physical
variable related to physics, possibly a geological variable not existent in the
geologic database.
More technically, looking only at the variogram in fig. 40 right, it is quite
clear that the simple quadratic drift removes a contribution greater, though
slightly, than the contribution removed by the categorical regression performed
on geological classes (the ones addressed in the previous part of the thesis). Fur-
71
Figure 39: Left: quadratic trend on quaternary regions. Right: residuals after
detrending.
therly, the nugget effect is even increased by the categorical regression: a possi-
ble reason is that the contribution to the variogram given by points around the
borders of the geologic regions increases. In practise, if two very near points had
a similar concentration, just for being near the edges of two different polygons
of the geologic map, their difference resulted greater because of the regression.
In conclusion, I found inapplicable a strategy based directly on geologic
classes, because, in light of cross-validation results (not shown here), it did not
result in improvements in our prediction, at least not sufficient to match the
amount of uncertainty added. Probably the uncertainties addressed here add
so much noise to the radon variable, that the prediction improvement is lost.
Therefore I discarded the option to use geology as deterministic predictor.
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Figure 40: Left: variographic differences between quaternary and non-
quaternary areas. The variograms have been computed on the standardized log-
concentrations, hence they approach sill = 1. Right: variograms of raw log-data
(black), residuals after geological regression (blue), residuals after quadratic re-
gression (red).
7.1.3 using the housing class
Figure 41: Boxplots of residuals after the quadratic detrending. Left: residuals
in dependence of geologic categories. Right: residuals in dependence of the
housing classes.
After verifying that the geologic categories do not improve substantially the
interpolation, I tried an approach based on the housing classes, defined in the
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last section and based on three housing features, which are:
1) low, all three features are in the less radon-prone level;
2) medium-low, two features are in the lower level and one is not (unknown
possibly);
3) medium-high, two features are in the higher level and one is not (unknown
possibly);
4) high, all three features are in the higher level.
One first interesting evidence is that the quadratic drift used before affects
the boxplots in dependence on the geology, i.e. it changes the order of the litho-
logic classes. Conversely, it does not influence the distributions in dependence
on the housing class (compare figures 41), which means that the large scale
behaviour is not due to some sort of geographic trend in the features of the
dwellings.
Figure 42: Map of the simplified housing class. Right: the indicator variogram
of one of the two classes. Both have the same variogram by definition.
Indeed, when defining the housing classes and throughout all the thesis, I
assumed (at least implicitly) that the housing class was not structured in space.
The variogram of fig. 42 is an indicator variogram done on a simplified version of
the classes. I.e., the medium classes were aggregated with their relative extreme
classes (medium-high with high, medium-low with low), while the variogram
itself is done on an indicator function such as
1h (xi) =
{
1 h (xi) = h
0 h (xi) 6= h
(27)
where h = high, low and h () is the simplified housing class. The reason to
aggregate the classes is simply due to the fact that 4 classes displayed a be-
haviour similar but more confused, because of the reduced dataset. It indicates,
unexpectedly, that, although very rough, the classes are clustered in space,
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though on a scale typically lower than the average correlation length found in
the previous variogram. A typically unstructured component in space would
have yielded the variogram of a white noise, i.e. pure nugget effect. Conversely
the sampling density is big enough to evidence a certain structure, meaning that
similar dwellings tend to be found in clusters. The reason lies in the common
way in which urban settlements advance, which is indeed spot-like, and usually
dwelling inside the same area at the same time tend to be similarly .
At this point we are not sure yet whether this structure can be used for en-
hancing the predictions of radon. I have done an attempt using a linear model of
coregionalisation (LMC), i.e. using cokriging. The idea is using the four classes
as they have a probabilistic distribution each. Now, they still are spatially cross-
correlated between them, hence I produced (pseudo-)cross-variograms and used
them to improve the predictive power of the interpolation. This kind of pro-
cedure is not even assured to keep the same predictive power as the direct
procedure explained before: the cross-variography requires dividing the dataset
and eliminating all the dwellings with an unknown class. The final dataset has
2084 points, then more than 400 less than the whole dataset.
From the mathematical point of view, the Zα are the radon log-concentrations
pertaining to the α housing class, with α = low,mediumlow,mediumhigh,high.
Now we have to take into account that a dwelling can indeed belong to only one
category and this is easily obtained by defining
Z =
∑
α
1αZα, (28)
where 1α is the standard indicator function defined as
1α (xi) =
{
1 H (xi) = α
0 H (xi) 6= α
. (29)
The structure of the processes Zα is described by the LMC
Zα =
∑3
j=1 b
α
j Yj ,
Cov [Yj (x) , Yj′ (x
′)] = δjj′ρj (x′ − x) ,
Cov
[
Zα (x) , Zβ (x′)
]
=
∑3
j=1 b
α
j b
β
j ρj (x
′ − x) ,
(30)
with ρ1 a nugget and ρ2, ρ3 two spherical models with ranges respectively equal
to 4067 and 27467 meters. The ranges were chosen by trial and error, starting
from each Zα. To understand the meaning of Yj , see appendix, section LMC.
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Figure 43: Variograms and cross-variograms of log10(C) for each housing class.
The clearest evidence between the variograms is a non negligible difference
between the nugget effects of the four variograms, but the differences are not
limited to that. The variograms are in general clearly different although the
lower number of sites inevitably makes the points more scattered, because the
mean for every lag has not yet stabilized.
From fig. 43, a mistake is clearly evident in the fit procedure, i.e. the
(cross-)variograms referring to the low class are misestimated. The problem
lies on the fact that a LMC requires to fit contemporarily all the variograms
with the same models with a very restrictive boundary condition: the linear
combination of the usual 3 variogram models (a nugget and two spherical) has
to be positively definite. The fit has been performed independently for every
variogram and, when the matrix of the coefficients (of the linear combination)
resulted not positively definite, the eigenvalues were forcefully imposed to 0 and
the matrix recomputed after that (see appendix).
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Figure 44: Cross-validation of the co-kriging done using the housing classes.
For what concerns the cross-validation, it couldn't obviously be done on
blocks, because the target blocks, i.e. the municipalities, have not a defined
housing class19. Therefore, the only possibility is doing point-wise cross-validation
(fig. 44) and it can only be compared with the equivalent validation done on the
direct approach. Operatively, the validation is performed predicting on every
site the radon (log-)concentration relative to the class we already know the site
belongs to.
At first glance, the result is, as before, not very reassuring. What it is in-
teresting to note is instead the variance of the residuals of this new procedure,
which is σ2R = 0.095, then slightly lower than the direct approach. Consequently,
the information lost by dividing the dataset, losing 400 points and fitting more
roughly the variograms is well balanced (and surpassed) by polishing the model
inserting the information of housing class. For direct comparison, the standard
lognormal kriging performed on the same dataset used fo the co-kriging proce-
dure yield σ2R = 0.104. This is a good result to try to improve the standard risk
maps.
7.2 gaussian simulations and risk
A straightforward way to find a risk measure for a geographical area is to define
a regular grid and compute kriging estimates of the residuals after de-trending
(sections 3.4  3.6). However, kriging gives only information on a conditional
mean value and has the tendency to over-smooth the investigated surface. Se-
quential simulation (e.g., [71]) presents an alternative to direct kriging which
reduces the smoothing problem (although also simulation uses kriging in the
19A possibility was to compute four possible block values, one for each class, and make a
weighted average between them, using the distribution of the classes in that area. This has not
been done because the final routine for the RPA definition uses a criterium which is basically
a refinement of this routine, rendering this kind of validation pointless.
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crucial step) and, more importantly, gives the possibility to have an estimated
distribution within the area of interest, which is what we really are looking for.
The technique relies on the multigaussian hypothesis. After stepping back to
linear scale and reinserting the eventual multiplicative trend (i.e., in the KED
case) we have at our disposition a predicted de-clustered distribution of indoor
concentration, easily usable to calculate quantiles (what we are really interested
to), given the thresholds chosen.
7.2.1 the main algorithm
The algorithm of a sequential multigaussian simulation is pretty easy to describe.
In my case it is divided into 4 steps, starting from a random point of the map,
such as:
1) computing the kriging mean value and variance in a given point of the
regular grid, using the main database to condition (in all cases, the used values
were the logarithms of the concentration);
2) drawing from a gaussian distribution with the aforementioned parameters;
3) inserting the simulated value into the main database;
4) randomly choosing a new point of the map and back to step 1).
The sequentiality comes from step 3, because every simulated value becomes
a predictor for the next simulations.
Figure 45: Grids created for simulations. They cover the whole FVG (left) or
only the area on quaternary soil (right).
The grid here used are displayed in fig. 45. The grid covering the whole
FVG territory has 5218 points while the grid reduced on quaternay area has
2410. For every point a total of 50 simulations have been computed
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7.2.2 risk maps with lognormal kriging
RPA: Arithmetic mean
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Figure 46: Maps of municipalities of FVG. The colour legend refers to a statis-
tical quantity computed on the simulated dataset: on the left there is a map
of the mean values, while on the right the median value is showed. The colour
breaks are not arbitrary but they refer to 200, 300 and 400 Bqm3 , three of the four
main thresholds typically used in radon risk mapping.
Figure 47: Validation scatterplots. The simulated arithmetic mean (left) and
median log-value (right) are compared with the direct arithmetic (left) and
geometric mean (right). The fitted lines are respectively the bisectrix of the
plane (black), the LS fit (red) and the LS with a fixed 0 intercept (blue).
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RPA: risk_level=20%
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Figure 48: Maps for a risk level of 20% (left) or 10% (right). This time, the
colour legend refers to two quantiles of the simulated distributions, which are
the ones usually addressed in ecological risk mapping.
The results of the simulations have been aggregated, independently on which
simulation they belonged to, for each municipality. In this way I have produced
the needed distribution, because every statistical computation can be performed
on that, forgetting about the correlation due to geographical structures.
In fig. 46 a map of the simulated mean values and median is showed and they
can be easily compared with the relative maps made directly with measurements.
Instead of showing the latter, I decided to show the scatterplot in fig. 47, which
allows to think that the estimations reproduce quite well the center values (mean
and median) directly computed.
The risk maps itself are instead showed in fig. 48. The way to read the
maps is quite straightforward: assuming a given risk value (10% left and 20%
right) to consider one municipality at risk, we choose a threshold value for the
concentration, given in the colour bar. Choosing 200 Bqm3 , for example, every
municipality with a colour in the scale over the 200 threshold is at risk. The
same is valid for every threshold.
For the sake of clarity, there are other ways to predict the quantile of a
distribution, e.g. by using a mechanism similar to linear regression[12] or via a
model-based approach[34].
7.2.3 risk maps in quaternary areas
The simulations using the trend in quaternary areas are completely analogue
to the case of direct lognormal kriging. The only difference is that the simula-
tions are performed on the residuals' dataset, while the trend is added at the
end to each simulated value. Obviously the trend will be relative only to the
geographical point and it will be the same for every simulation run. Being the
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trend simply dependent on coordinates, the name UK (universal kriging) would
be more appropriate, but I will keep on calling it KED because it is connected
to paragraph 7.1.2.
Figure 49: Maps for a risk level of 20% (left) or 10% (right), relative to geo-
graphical areas with quaternary soil.
Graph 49 is equivalent to the analogue done with the lognormal procedure,
while I have chosen to show a different validation in fig. 50. This time the
validation is performed on two different support, the municipalities and the
CTRN cells, to highlight that the KED still suffers of the same issue regarding
the area of investigation: the CTRN cells have indeed a wider cloud because
they are typically smaller than the municipalities.
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Figure 50: Validation scatterplots. Both graphs compare simulated mean values
with direct one and the lines are, as before, black for the bisectrix, red for the
LS fit and blue for the LS with 0 intercept. Left: comparison relative to the
mean values over municipalities; only municipalities with more than 10 sites on
quaternary soils have been inserted. Right: comparison relative to the mean
values over CTRN cells; only cells with more than 4 sites on quaternary soils
have been inserted.
Specifically, the slopes of the linear regressions (blue lines) made imposing a
0 intercepts are 1.08 for both municipalities and CTRN cells. Which means that
kriging tends to smooth our field or (and) the direct means are flawed by an
overestimation problem (which was the main reason to perform a geostatistical
analysis in the first place).
Moreover, without imposing a 0 intercept (red lines), the slope considerably
increase (1.23 for municipalities and 1.27 for CTRN cells) and a false intercept
appears (−27 and −32 respectively). The main reason has to be looked for in
a sensible deviation from the lognormality assumption, which causes the fail of
the assumption of multigaussianity. Looking at the graphs, it seems evident
that an optimal choice for a threshold would be 200Bqm3 , because the two lines
are very similar around that value.
7.2.4 risk maps with LMC
The simulation is built this time by using two LMC. For the sake of clarity I
will reintroduce all the definitions necessary even though they have already been
used in the last paragraph.
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Figure 51: Co-simulations. Left: a simulation of the housing class. Right: a
simulation of indoor radon concentration.
The main aim is to create multiple simulation of the target variable
Z =
∑
α
1αZα, (31)
and this is obtained by simulating independently the functions 1α and Zα.
The LMC of Zαfunction is defined as
Zα =
∑3
j=1 b
α
j Yj ,
Cov [Yj (x) , Yj′ (x
′)] = δjj′ρj (x′ − x) ,
Cov
[
Zα (x) , Zβ (x′)
]
=
∑3
j=1 b
α
j b
β
j ρj (x
′ − x) ,
(32)
In complete analogy with the previous, I define a structure also for the
indicator function itself
1α =
∑3
j=1 c
α
j Tj ,
Cov [Tj (x) , Tj′ (x
′)] = δjj′σj (x′ − x) ,
Cov
[
Zα (x) , Zβ (x′)
]
=
∑3
j=1 c
α
j c
β
j σj (x
′ − x) ,
(33)
with σj the same models aforementioned with different ranges, respectively 2673
and 13136 meters. The Tj are different from the Yj , though they follow the same
logic, and their parameters have been chosen in the same way.
The algorithm is the usual with few supplementary step to add for every
point of the grid. The new algorithm becomes:
1a) computing the kriging estimates of the indicator functions of the housing
class;
1b) normalizing to one the sum of them, in order to interpret them as prob-
abilities;
1c) with the given probabilities for each class, choosing a class for each point;
83
low mediumlow mediumhigh high
real 13% 23% 45% 19%
simulation 14% 21% 44% 21%
Table 11: Comparison between the summary statistics of the α classes in the
real dataset and in one simulated dataset.
2) co-simulating with a gaussian model only the Zα relative to the α which
has been sampled in the previous step;
3) and 4) are the same as before.
Figure 52: Risk maps obtained with the LMC involving the housing class, re-
spectively the 20% and the 10% quantile maps. The legend is the same as the
previous analogue graphs.
One simulations of a kind is displayed in fig. 51 and in table 11 there is
the summary statistics of the classes in the real dataset and in one simulated
dataset. Two possible risk maps are as before obtained and displayed in fig. 52.
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8 Floor Analysis
In this chapter i will analyse the correlation of C between different floors ,as
taken from the results of the newest survey. In the third part of the thesis i only
limited to analyse the mean and median values for every floor, which is already
an important feature, considering that the estimation of the absorbed dose are
usually made on this aggregated statistics only. Then, in order to clarify, it
must be stressed that from the previous results we can easily conclude that the
people at higher floors is exposed to a concentration typically inferior to the
people on lower floors.
Nonetheless, the aggregate level only gives a partial view of the picture. The-
oretically, without invalidating the previous statement, we are not sure whether
a family living on, e.g., the second floor of a building is exposed to a lower risk
than the family living beneath, e.g. on the first floor. Conversely, we can say
that the whole statistical population of families living at the second floor in
FVG have a lesser risk than the families living at the groud floor. Considering
that we lack a complete table of results for the buildings of FVG, but we only
have partial ones (e.g. two floors of a 6-level building), then we have to complete
them by inference. The inference, indeed, has to be done using the behaviour
of concentrations in a single dwelling (in the best case scenario, a physics' law).
The difference between a statement on the aggregate dataset (i.e. mean
values at different floors) and a statement on a single element of the statistical
population (i.e. transmission factors between floors of the same dwellings) is
probably the main problem of inference, being the latter an inductive procedure
per se. As it will be clear in this chapter, the phenomenon under study shows
apparent counterintuitive evidences.
8.1 linear model approach
The first thing I verified is whether adjacent floors are indeed correlated between
them. Hence a scatterplot has been produced in case of multiple measurements
at different levels of the same building. The easy model assumed here is a linear
model such as
Cp′ = αp′,pCp, (34)
where p′ and p are the indexes for the floors. Any intercept term is non physical,
then it would imply that probably the assumption of linearity is wrong, and that
has been verified too. The only physical possibility is that if it exists a constant
term, that has to be attributed to outdoor radon and building materials, as said
previously.
In advance, I say that in every case without the constraint of a 0 offset a false
intercept did appear and in many cases it was not a negligible value (7−40 Bqm3 ).
They are, indeed, too high to be explained as an outdoor contribution alone,
because that has been estimated by ARPA previous measurements to be less
than 20. Pragmatically, the sum of the outdoor and materials contribution can
add up to the values here found, but inserting this notion inside the model is very
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risky, because both contributions cannot be considered constant throughout the
FVG region, then this will considered a limit of the model itself.
This limit affects greatly the very definition of a transmission coefficient
and even more the definition of the distributional law of the coefficient itself.
Nonetheless, a coefficient α can be always computed, knowing that its validity
as a transmission coefficient is limited to a certain interval of C.
8.1.1 ground floor and mezzanine
For what concerns the ground floors (fig. 53), a correlation is verified with the
first floor, with correlation coefficient corr(C1, C0) = 0.86. Moreover, the linear
regression model estimates a factor α1,0 = 0.74, meaning that, on average, the
first floor has sensitively lower concentrations than the ground floor.
A less expected result is that the correlation is even higher between the
ground floor and the second. The value itself, corr(C2, C0) = 0.95, is for sure
affected by undersampling problems (n0,1 = 67, n0,2 = 16), then we can eas-
ily think that the values are correlated in a way comparable to the former,
i.e. between floor 0 and 1. The linear regression factor with a 0 intercept, re-
turns a coefficient of α2,0 = 0.64, though the estimation is greatly affected by a
seemingly outlier value. Removing the latter, the estimation changes quite dra-
matically, reachingα2,0 = 0.89. This result suggests an increasing concentration
on the second floor.
Figure 53: (The red line is a standard linear fit while the blue line is a fit with
an imposed 0 intercept). First two graphs: correlation between the ground floor
and the first (left) or second (right) floor. There is a double blue line in the
right graph because there are two least square fit done with and without one
outlier (see text).
A peculiar behaviour has to be attributed to the raised ground floor (fig.
54). Looking at the simple boxplots of the last chapter, we should conclude
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that the raised ground floor has usually comparable concentration to the one
attributed to the standard ground floor. Conversely, in multi-storey building
the raised ground floor is characterized by concentrations more similar to the
one of the first floor (α1,0.5 = 0.94, corr(C1, C0.5) = 0.93). Equivalently to the
verification done on the ground floor, the correlation has been confirmed with
the second floor too, with a coefficient α2,0.5 = 0.64.
Figure 54: Correlation between the raised ground floor and the first (left) or
second floor (right). The colour legend of the first two graphs is the same as
the last figure.
Figure 55: The scatterplot of C1C0 ∼ C0 and the scatterplot of C1C0.5 ∼ C0.5. This
two graphs are useful to evaluate the validity of the linear approximation.
In conclusion, an evaluation of the linear approximation can be done plotting
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2 3 4
1 c = 0.92;α = 1.32
2 c = 0.83;α = 0.93
3 c = 0.88;α = 1.07
Table 12: This table refers to the correlation (called c for brevity) and trans-
mission coefficientsα (only with 0 intercept, then relative to blue lines). In the
table too, the numbers are computed only in case of sufficient statistics.
the ratios between the quantities here analysed and the relative lower floors (see
graph 55). The correlation matrix confirm that the linear approximation reduces
greatly the correlation (correlations < 0.20). Anyway, it is yet unsure whether
this result is due to the small statistics of cases. In principle, if any, we still can
think that the transmission coefficient is weakly dependent on the concentration
on the lower level. Specifically, the coefficient tends to be slightly higher on lower
concentrations and vice versa. Another possibility, as anticipated, the presence
of a small constant term in the model is still compatible with the result.
The evaluation has been conducted only on the coefficients α1,0 and α1,0.5,
because they were the mostly populated case statistics.
8.1.2 upper floors
The upper floors have usually lower concentrations but their behaviour is very
variable in different building. For the sake of brevity they have been summarized
in fig. 56 and in the table beneath (described in the figure' caption).
The mostly populated statistics involve adjacent floors. The result of the
correlation analysis shows that, compatibly with what has been said in the
previous subparagraph, an increment occurs between the first and second floor.
This has no reasonable explanation, especially considering that the increment
is very strong. Contextually, I can say that an outlier (relative to the same
house previously excluded) has been left out of the fit, which otherwise would
have yielded an even higher slope. On the contrary, between second and third
(and, equivalently, between third and fourth) floors, the concentration tends to
be very stable, hence the coefficient tends to be near 1.
For all the other cases, the statistics were very low (np′,p < 10), then it has
been chosen to avoid any further computation, which would have produced very
arguable results.
8.1.3 underground floors
Since the beginning, it was clear that the evaluation on the underground floors
was harder than the one on the others and, in general, harder than expected
before the survey even started. Speaking of raw concentrations, the semi-buried
levels have, on average, a concentration comparable to the one of ground floors.
Conversely, and that is already unexpected, the real basements (i.e. completely
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Figure 56: Correlation for all the floors higher than (or equal to) 1. The colour
legend is the same as the previous graphs, but the fit has been performed only
where the points were enough.
buried levels) have concentrations lower than both, though it is said in literature
that underground floors are, in general, the most radon impacted because of bad
ventilation and vicinity to soil.
Moreover, the correlation analysis done, performed comparably with the pre-
vious one, showed no evidence of correlation (corr(C−0.5, C0.5) < 0.05) between
the semi-buried levels and their upper raised floor. Regarding the basements
and relative ground floors, the coefficient is higher, but still not sufficient to state
for sure a correlation (corr(C−1, C0) = 0.29). Furtherly, the estimation of the
correlation is usually affected by undersampling and the case statistics of base-
ments is poorer than the one on semi-buried levels, resulting in a overestimation
of the coefficient.
In fig. 57 the colour's legend is an attempt to identify different behaviours
relative to different kind of dwellings. Anyway, no evidence in this sense can be
gathered. If any, single-family dwellings are proner to higher concentrations in
the underground levels.
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Figure 57: Correlation between the underground floors and their relative upper
floor. Left: ground Vs basement. Right: raised Vs semi-buried. The colour
legend of the points is in the graphs.
8.2 transmission factor
The last paragraph was necessary to highlight the delicate problem presented in
the introduction of this chapter, the difference between a probabilistic sentence
based on the aggregated dataset and a probabilistic sentence based on the single
element of the statistics, which is usually already a composite object. The
improper definition of a composite statistical object finds its assessment in the
statistical literature relative to hierarchical models[27, 73], where the hierarchy
has at least two levels in this case, i.e. the building and the region. Even the
peculiar way to create the dataset we are analysing here (see the last part of
par. 6.3.4) is per se hierarchical, because it is stratified.
8.2.1 definition of the transmission factor
Before making an attempt with a hierarchical approach, it is necessary to note
the clearest result of this hierarchy, which reverberates on the very definition
of transmission factor. From the boxplots provided in the last chapter (fig. 30)
there seems to be an almost linear decreasing behaviour of the central values
with the floor: specifically, the following law is very well corroborated by the
data
GM [Cp+1]
GM [Cp]
' 0.70, (35)
where GM [] is a short version of geometric mean and the coefficient 0.70 is very
stable for every p chosen, i.e. it is indeed between 0.66 for p = 0 and 0.73 for
p = 3 (the case p = 0.5 is neglected here).
Conversely, the same quantity estimated with the arithmetic mean is much
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less stable, but it still indicates a constant global decreasing of Cp at increasing
p. The numbers are indicater in tab. 13.
p α˜p,p+1 αp,p+1 α˜′p,p+1 α′p,p+1
0 0.70 0.92 0.69 0.85
1 0.57 1.15 0.66 1.05
2 0.57 1.10 0.73 1.04
3 0.58 1.06 0.71 1.04
Table 13: Table of transmission factors, as defined in the text.
Analysing the data taken within the same building the behaviour is com-
pletely irregular, instead, and even it seems to underline an increase of Cp when
p > 1. Why does it happen? The statistical answer is almost trivial, for exam-
ple, when we take into consideration the arithmetic means. Indeed,
α˜p,p+1 ≡ E [Cp+1]
E [Cp]
6= E
[
Cp+1
Cp
]
≡ αp,p+1, (36)
in general. Basically we are looking at completely different coefficients which
have no reason to be equal. But, as it can be easily proven20, eq. 36 holds
if and only if Cov
[
Cp+1
Cp
, Cp
]
= 0. This could indicate that the transmission
factor can still be dependent on the concentration itself, consequently the linear
model used could be inadequate to our needs.
It is very important to understand which one of the two coefficients α˜ and α
are interesting for our purposes. The ratio of the expectations can be interesting
for the dose assessment problem: in case we are interested to a mean absorbed
dose for each person living at p = 1 floor and we have a correct distribution
of radon at the ground floor (and consequently a mean absorbed dose at the
same level), α˜0,1 will be the only thing needed to pass from one to the other.
Conversely, to have a good estimation of this coefficient, we need to have two
distributions, i.e. C0 and C1, representative of their relative statistical popu-
lation. In practise, we should extract independently the floors, instead of the
dwellings, computing the mean value for every floor and estimating a ratio of
expectations. Obviously, if we had the possibility to do such a thing, we would
not even need the coefficient at all, because we would already have an estimation
of the mean value at all floors. The inferential procedure needs the expectation
of the ratio, i.e. αp,p+1, to create a distribution of Cp+1 given Cp.
Coming back to the probability, one could define even in a different way
the transmission factor and the problem addressed should not bother anymore.
I.e., if we decide to define the transmission factor using the geometric means,
because of the linearity of the expectation operator
α˜′p,p+1 ≡ GM [Cp+1]
GM [Cp]
∼= e
E[log(Cp+1)]
eE[log(Cp)]
∼= GM
[
Cp+1
Cp
]
≡ α′p,p+1, (37)
20A very interesting discussion on this peculiar problem can be found in [44].
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then, the only possible explanation remaining, is that the differences are due to
the cases we are analysing. In the quantities α our estimation is limited to the
buildings in which we have multiple floors measured, while the α˜s are computed
on the whole dataset. Basically, the datasets extracted to compute the αs are
not independent draw from the whole dataset and the estimations are biased.
8.2.2 hierarchical model interpretation
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Figure 58: Different tipologies of floor behaviour
As it can be easily verifyied in fig. 58, the behaviour at different floors is very
varied and rarely shows the clear decreasing visible at the aggregate level. The
hierarchical model is an attempt to create a framework in which it is possible
to have a very complex behaviour on building level without invalidating the
global decreasing of the radon with the floor. Hence I will provide a hierarchical
explanation of the previously highlighted evidences.
The idea behind a hierarchical model is conditioning, which implies a cause-
effect relationship between two events. In a system which includes the idea of
uncertainty, from the same cause can (and will) derive different effects. So quite
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naturally we will have to resort to a probabilistic framework including the idea of
conditional probability. That doesn't necessarily require the use of a Bayesian
paradigm, but in many cases such theoretical construction is very appealing,
because it permits a conceptually very easy implementation of our knowledge.
Pragmatically, it is usually said that a hierarchical model is useful for di-
viding the source of uncertainty of our results, because it includes algorithms
which, in principle, allows an independent calculations of the uncertainties for
every step, hence for every level of our model. It is indeed not appropriate to
use hierarchical models in order to perform causal inference[36].
Regarding radon, hierarchical models are usually implemented to solve the
modifiable areal unit problem, i.e. to use geographically aggregated informations
in a predictive study based on pointwise measurements[65], though the idea of
inserting the hierarchy of the data itself has only recently been applied[13].
My idea is to use the transmission coefficients as dependent variables, instead
of using the concentrations themself. The main reason to follow this paradigm
is that the transmission coefficients do not depend on the radon proneness of the
soil beneath, hence it is a good way to avoid inserting the knowledge regarding
geology, which is, as several times said, arguably informative. Furtherly, the
transmission coefficients are the main aim of a floor study, hence if possible it
is recommended to focus directly on them. Now, we expect that the coefficient
of transmission tends to decrese with the difference between the floors: i.e., the
coefficient between the fifth and the first floor will be in general lower than
the transmission between the second and the first floor. But, the peculiarity
of the building itself (type of connection between floors, total number of floors,
geographical position, period of construction,...) adds a further dependence
which can be treated as a new level of the hierarchy, eventually causing, in
many cases, a dramatic change of the behaviour, even to reverse the global
dependence in some cases.
Unlukily, the results of this attempt are not yet obtained, and they will be
matter of future research on this dataset.
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Part IV
Conclusions
recap
This work is the basis which led to the definitions of the Radon Prone Areas
in Friuli Venezia Giulia, hence it found its application in a very pragmatical
problem involving all the nations, at least in the European Union. Anyway,
if that was the main reason to start it, the effort to produce the maps passed
through the study of radon as a statistical quantity, which let me reach many
other conclusions regarding it. This conclusions will be helpful, hopefully, in
the design of other surveys, in FVG and in other regions with similar features
and issues.
The declustering tecniques used here were not very helpful for the reasons
they were meant to be, but in the study I became aware that radon has peculiar
local properties which deserve a better explanation than the one we have today.
One of these properties is the skewness, which has been found to be intrinsic,
i.e. not eliminable by a simple declustering, and it can be put in relation with
a geological variability which is not fully explainable with the geologic classes
provided by a geologic map.
The arguability of the geologic classes inside a radon research has been eval-
uated using also the kriging with external drift. The results of that section
showed that, if any, the correlation with geology of indoor radon cannot be un-
derstood in terms of mean or median values. The mean and median values are
indeed the reason we are led to think that geology is related with radon, but
the low level of information contained into this central quantities does not allow
us to think that geology can be considered as a radon predictor. An incredi-
ble amount of variability is instead contained inside the housing factors, which
anyway are too many and too correlated between them to be clearly identified.
Nevertheless, the cokriging approach involving a conveniently defined housing
class has been the most successful attempt to improve the map of the risk areas.
The new survey has confirmed then that the variation of radon inside a
single dwelling is probably the biggest amount of uncertainty. Furtherly, the
room type of the measurement place does not unfold the reason of the high
variability, hence this uncertainty is really due to the peculiarity of the living
habit of the dwellers, or due to peculiarity of the buildings which we are not
aware of. This complicates the typical assumptions made in matter of indoor
radon.
The dependence on floors has been indeed an important final result of the
analysis, but a deeper insight of this topic showed that many expectations on
regard needs a more delicate treatment, likely because the hierarchical structure
of the data usually invalidates the naive conclusions one can reach.
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post-validation of dataset RPA2006 by dataset RPA2014
Figure 59: Comparison of mean values of the RPA2006 survey with RPA2014
(phase A). They involve 5 cities: Remanzacco (RZ), Tramonti di sotto (TR),
Capriva del Friuli (CP), Romans d'Isonzo (RN), Latisana (LT). The black sym-
bols are relative to the old survey while the red ones are relative to the new.
In the black case, the cross is the result of the mean value weighted with a
particular setup of Voronoi Polygons, while the same symbol in red is the mean
value of the new survey using only ground floor data. The triangle is the mean
value computed from the lognormal simulation.
As I said in chapter 3, one of the aims of the new survey was to validate the
direct results and the results of the simulations relative to the old campaign,
RPA2006. The control group was made by the dwellings chosen into the phase
A of the RPA2014 survey.
As fig. 59 shows, there is a clear compatibility between the old mean values
and the new ones, which means that the particular sampling design of the old
campaign did not change the estimations of the average concentration. The
only evident difference is the municipal territory of Remanzacco, in which the
new mean value is sensibly lower. There is no explanation on this, but the city
of Remanzacco has been subject of many surveys along the years, hence the
sensibility of the community on regard the radon issue is very high. Furtherly,
of the group A towns, Remanzacco is the one which has the most quantity of
new condos, some of which have been sampled from the civil registry. The lower
mean value could be caused by this eventuality.
A different case is the one of Tramonti Di Sotto. This town is indeed a very
radon-prone area, but along with the high mean value comes a high variability
which influence greatly the estimations. It is one of the possible consequences
of the proportional effect.
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final remarks and future perspective
Many other ideas can be applied to the RPA2006 dataset to obtain new results.
Some of them have been addressed along the thesis: E.g. can it be possible
to add a multifractal model into a geostatistical estimation? Would it give an
idea of the scalig properties of radon? How much would this improve the risk
estimations? These are gigantic questions which the research community should
takle, sooner or later. The big problem of radon surveys is not anymore, indeed,
the quantity of data but the quality of the analysis one can make.
On the simulation algorithm, a different, an very easy to implement, idea
to perform a simulation could be, instead, to include the urban clustering. As
underlined along the thesis, the natural clustering is not something we neces-
sarily have to get rid of. Conversely, the urbanization is an important feature of
our framework which will have to be taken into consideration for the estimation
of indoor radon. A lot of differences between the simulated statistics and the
real one can indeed be caused by that. Obviously, reproducing the feature of
the urbanization is not straightforward, but physical geography supplies many
models on this topic.
Regarding the new survey, In the next future, the annual averages of all
the concentrations will be used to perform the same analysis done in this thesis.
Hopefully, the conclusions reached using this partial data will not be invalidated.
In this case, the annual averages will be incredibly useful to perform a better
hierarchical analysis for the floors. Moreover, because of the repetitions of many
sites (roughly 100) between the new and the old survey, we will have an idea of
the variability due to time of indoor radon concentration.
For what concerns the perspectives, the old and the new surveys will eventu-
ally be merged, in order to perform an analysis dependent on time. A spatiotem-
poral geostatistical analysis is a good candidate to be applied in the next step.
Nevertheless, it is not sure whether the two datasets can be merged or at least if
the merging would be helpful and that will depend in part from the estimation
of the variability on time. A feasibility study will have to be performed.
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Part V
Appendixes
For this part of the thesis i will borrow mainly from textbooks and papers
which are highly regarded as a theoretical foundation of the matter. Therefore,
usually a formal reference is avoided, because the arguments are not meant to
be considered original nor in discussion.
The first part of the appendix is a recollection of the standard statistical tools
used in this thesis and they are taken from various sources. When necessary
(and possible), anyway, a leading reference is listed. The choice has been to
write the primary mathematical definitions of the object in consideration when
possible. Consequently, basic matters are explained pretty thoroughly. On the
contrary, the most delicate statistical tests are just explained conceptually, with
the aid of few main definitions at times, because a complete comprehension
would require an accurate study of the specialized literature.
In the geostatistical introduction, the approach used follows essentially the
textbooks of Chiles and Delfiner (2009)[20], Goovaerts (1997)[38] and Cressie
(1994)[26]. The Diggle paper[29] is taken into account too, because it gives a
very interesting connection between the sheer applicative ideas of the geostatis-
tics and the models which, inevitably, the geostatistics relies on.
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9 Statistical Glossary and Tools
Covariance
Skewness
The skewness is one of the possible measure of the asimmetry of a probabilistic
distribution. It is related to the third moment of the distribution itself and
defined as
γ = E
[
X −m
s
]3
=
m3
s3
,
where m3 = E [X −m]3 is the third centered moment of the distribution, while
m and s are the usual mean value and standard deviation.
Roughly speaking, it measures the weight of one tail with respect to the
other, although it doesn't distinguish between a long tail and a fat tail.
The usual estimator for the skewness is simply the ratio between the arith-
metic sample mean and the sample variance elevated to 32 .
Kurtosis
The kurtosis is related to the fourth moment of a statistical distribution. There
are many definition for the kurtosis, the easiest being defined by the following
Pearson's formula
β = E
[
X −m
s
]4
=
m4
s4
,
m4 being the fourth centered moment of the distribution.
The interpretation of kurtosis is debated. It is usually seen as a measure of
peakedness of the distribution, i.e. a number which quantifies whether the peak
is rounded (lower kurtosis) or thin (higher kurtosis), with respect to the weight
of the tails.
Sometimes it is said that kurtosis measures how much the distribution re-
sembles a gaussian one. Because of this, in later works, it has become usual to
redefine the kurtosis as
β′ = β − 3,
in order to fix the gaussian kurtosis to 0. β′ is also known as excess kurtosis.
D'Agostino test
The D'Agostino test is one of the most commonly used tests for normality (to-
gether with the Shapiro-Wilk, explained later). It involves the sample skewness
and kurtosis and analyses the two moments with respect to the sample size.
Specifically, it evaluates the distribution of the sample skewness and kurtosis,
and the probability that by chance they are different from the ones of a gaussian
distribution.
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Fixing the null hypothesis as: the samples are independently drawn from a
normal distribution, the skewness and kurtosis of the distribution is aggregated
in a variable which is proved to be distributed approximately as a χ2. Conse-
quently, a p-value is produced and it is compared with the chosen significance
level. The D'agostino test is performed in R with a routine built inside the
moments package.
Shapiro-Wilk Test
SW test consists in computing the W statistics defined as
W =
(
n∑
i=1
aiyi
)2
n∑
i=1
(yi − y¯)2
,
where yi is the ordered sample and y¯ is the sample mean. ai are properly
computed weights, through the formula
a = (a1, . . . , an) =
mTV −1
(mTV −1V −1m)
1
2
,
withm = (m1, . . . ,mn)
T
the expected ordered statistics of a normal distribution
and V the variance-covariance matrix of m.
W lies between 0 and 1 and to the value 1 it corresponds a perfectly gaussian
dataset.
Weighted histogram
Given a collection of weights wi, linked univocally to each measurement xi, it
is always possible to define a weighted histogram.
A regular histogram of frequencies, of the variable Ci, sampled N times
(i = 1, ..., N), is defined through arbitrary bins, with a constant spacing between
the cutting points, i.e. C1, ...,Ck, ...,CK with Ck+1 − Ck = constant, such that
fk =
∑
i:Ck<Ci<Ck+1
1
N
,
which consists in giving the same weight 1N to all the measurements Ci. Then
it is straightforward to generalize the previous in the case where not all the
measurements have the same weight, defining
fwk =
∑
i:Ck<Ci<Ck+1
wi∑
i
wi
.
Commonly the weights are already normalized,
∑
i
wi = 1, and the previous
definition is limited to the numerator.
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Hartigan's dip test
It is a test of unimodality proposed in 1985. It computes a statistics which is
the maximum difference between the empirical distribution function amd the
unimodal distribution function which minimises the difference. It requires the
definition of the dip
D (F ) = ρ(F,U) = inf
G∈U
ρ (F,G) ,
where ρ (F,G) is the distance between two funcion in the space of bounded
functions, which in this case are the distributions functions.
EM algorithm for mixed models
The EM algorithm (Expectation-Maximization) for mixed model is a method
to find the parameters of a finite number of (given) distributions concurring in
creating a sampled distribution, which is obviously assumed as mixed.
The basics is that the pdf has the form
gθ(xi) =
m∑
j=1
λjφj(xi),
where θ = (λ1, . . . , λm, φ1, . . . , φm) is the index referring to the parameters'
combination, λj are positive weights which sums to 1, φj are densities (com-
monly a product of known densities) and xi, with i = 1, . . . , n, is the sample
value. There are many technical concerns about the uniqueness of the previous,
but I will skip them for brevity and because they are not very dangerous in the
case I used them in the thesis, a very easy mixing of two distributions which
are assumed a priori to be gamma.
The definition of λj is done as the probability that a given sample point
belongs to the φj distribution. That is performed by the definition of a Bernoulli
variable Zij = {0, 1} which implements the idea of membership to a certain pdf,
thus
Pr(Zij = 1) = λj , (Xi|Zij = 1) ∼ φj .
The algorithms itself is an iteration in two steps (t is the iteration's index):
1) E-step: compute the posterior probabilities of inclusion into a family;
p
[t]
ij =
λ
[t−1]
j φ
[t−1]
j (xi)∑
j′ λ
[t−1]
j′ φ
[t−1]
j′ (xi)
2) M-step: compute the weights
λ[t] =
1
n
n∑
i=1
p
[t]
ij .
The EM algorithm is performed by the mixtools package of R[6]. In my
routine, the final (after reaching convergence) pij are empirically interpreted as
a membership function.
100
Emery Test for bigaussianity
It is a graphical test which uses the definition of the variogram of order ω
γω (h) =
1
2
E [|Y (x+ h)− Y (x)|ω] .
It can be shown that in case of bivariate distribution the following holds
γω (h) =
2ω−1√
pi
Γ
(
ω + 1
2
)
[γ (h)]
ω
2 .
Hence, if it is graphically verified that
log [γω (h)] ∼ ω
2
log [γ (h)] ,
then the bivariate assumption is corroborated.
It is clearly an incomplete test because it does not provide a statistics to
identify the goodness of the results.
Mann-Whitney-Wilcoxon Test
It involves the computation of the U statistics and it is sometimes seen as the
equivalent of the student-t test for nominal variables. In practise, it verifies
whether two samples are different in a statistically significant way.
The U statistics is defined as
Ui = n1n2 +
ni (ni + 1)
2
−Ri,
where the i = 1, 2 is the index of sample, ni is the relative sample size and Ri is
the sum of the ranks relative to the i-th sample. The U statistics follows tabled
values and the smallest of Ui is used to consult them. In my case the test is
integrated inside the basic package of R.
Kruskal-Wallis Test
It is a generalization of the MWW test done for multivalued nominal variables.
It verifies at once whether at different values of a variable corresponds different
distributions.
Being non parametric, it involves the statistical ranks of the distribution.
The ranks are used to determine a particular statistics called H statistics, in
order to verify whether they are different by pure chance or not.
It is sometimes erroneously said that it evaluates whether the samples have
different medians, but that is only true in case of equally shaped theoretical
distributions.
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ANOVA
ANOVA stands for analysis of variance. It is a very powerful tool to evaluate
the influence of factors in a gaussian stochastic process and it can be seen as a
parametric form of KW.
The analysis computes the statistics within and between groups, where the
groups are one for each value of the variable, to verify whether the samples can
be drawn from the same theoretical distribution (assumed to be gaussian). The
final p-value is provided by a table of values of the F statistics, which is a very
known statistics derived by χ2.
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10 Geostatistics
In geostatistics, the real goal is not to interpret nor understand the physical
reality but to merely mimic it with a degree of confidence the highest possible,
or at least higher than a purely regressive approach would permit. That is,
there's an unspoken ignorance behind our attempt to model geostatistically a
phenomenon.
Most of the geostatistical methodology lies upon the mechanism of interpo-
lation called kriging, or better said the family of interpolators called kriging
as a whole. But kriging is indeed a quite blind interpolator, relying on (usually)
not verifiable assumptions. That is why commonly kriging can not be used to
understand reality, but barely to describe it.
Nonetheless, a good geostatistical procedure, sometimes referred as mod-
elling, require an already good knowledge of the phenomenon under investi-
gation and, if correctly used, can indeed perfect and quantify an already well
established opinion.
10.1 regionalized variable
The main principle of geostatistics is that the process under investigation can
be considered as regionalized [48], which is a very neutral and descriptive term,
using words of the main proposer, i.e. it simply states that a process is depen-
dent on the position in the space of definition. This can be summarized in the
so-called Tobler's principle, or first law of geography, which states: Everything is
related to everything else, but near things are more related than distant things.
This fairly trivial assumption creates the basis for the development of a
probabilistic theory, i.e. the theory of regionalized varibles, which provided
very useful procedure of prediction and estimation in several ecological fields
(mining, pollution, radioactivity,...). A regionalized variable is, indeed, defined
as a process displaying two main aspects, a structured part and an unstructured
one, where the structure is implicitly referred to the space of definition.
The structured part is the main objective of any geostatistical analysis. It
can be furtherly divided in a regular part, usually a large scale component, and
in a irregular part, usually low scale. In the regular part, the so-called trend, it
is easily recognizeable the tobler's principle, via the usual Lipschitz' property.
For what concerns the irregular part, the idea is to treat it as a stochastic
component with a given spatial (auto-)correlation.
The unstructured part is instead everything which deviates from the explain-
able structure, in essence a pure noise. In many cases, the unstructured part is
mostly due to unresolved properties, which are at times called local shocks.
In practise, we have defined a random process such as
Z(x) = Zt(x) + Zs(x) + , (38)
with Zt being the trend,  being the noise with a given probabilistic law, and Zs
being a random process with a given probabilistic law and spatial correlation
(from now on the auto will be omitted).
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10.2 stationarity and ergodicity
Saying that Z (I will abandon the pedix s, unless needed to avoid, for the
sake of brevity) has a spatial structure is not sufficient to perform inference.
I.e., knowing it has a spatial correlation function doesn't mean we are able
to assess it, because we only have one realization of the process, therefore it
could be impossible to infer it. In geostatistics, To overcome this matter we
assume stationarity, which means that the process is homogeneous in space,
allowing us to consider different points as repetition of the same phenomenon.
Mathematically, the assumption requires that
Pr(Z(x1) < z1, ..., Z(xn) < zn) = Pr(Z(x1 +h) < z1, ..., Z(xn+h) < zn), (39)
which is an assumption of invariance for every possible traslations in space
of a generic vector h. Usually a strong stationarity such as the one above
is not required, then a lighter version is adopted, the weak or second-order
stationarity:
E [Z(x)] = m, (40)
E [Z(x)−m] [Z(x+ h)−m] = C(h),
which means that the mean is constant all over the space of definition and the
covariance function is only dependent on the lag (the typical name of the dis-
tance in geostatistical literature) h between two points. In the general case
strong stationarity implies weak stationarity, while in the (very common) gaus-
sian case the opposite is also true, leading to an equivalence. Weak stationarity
is the only thing we need to perform an inferential study, because it allows to
evaluate the covariance function without the needs for repeated phenomenon.
In reality stationarity is not always sufficiently fulfilled. The simplest form
of non-stationarity is a smooth trend over the domain. Anyway, it does not
represent a real problem, because it only weakens the stationarity a bit (quasi-
stationarity) and it can be removed easily. Conversely small areas with different
correlation structure (so-called pockets of non-stationarity[4]) are more difficult
to handle. If the samples are spatially representative, i.e. not clustered in a way
correlated to the phenomenon which shall be modelled (only natural clustering),
the influence of such local anomalies may be averaged away, but this depends
on the type of clustering and anomaly.
A different problem is the one on ergodicity, which deserves at least a men-
tion. The ergodic property is the equation
lim
V→∞
1
|V |
ˆ
V
Z(x, ω)dx = E [Z(x)] = m.
This property is not obvious at all, it requires indeed the limit to infinity for
the volume of definition. In order to perform inference, the ergodic property
has necessarily to be assumed, because otherwise all the instruments provided
by the theory are not useful for our purposes.
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10.3 variogram
The usual practice in geostatistics is to abandon the covariance function of the
process we are investigating in spite of the variogram. This habit is mostly an
historical memento, at least in the stationary case, because the two function are,
in fact, interexchangeable. A real difference has to be looked for in the theory
of intrinsic function, which it's not tackled here, and will not be throughout this
elaborate.
Formally, the covariance function of a random process can be defined as
C(h) = E[Z(x)−m][Z(x+ h)−m] = E[Z(x)Z(x+ h)]−m2 (41)
while the variogram can be defined as
γ(h) =
1
2
E[Z(x+ h)− Z(x)]2 = 1
2
V ar[Z(x+ h)− Z(x)]. (42)
If we put the mean value m = 0, out of convenience, the relationship between
the two is easily stated by the following
γ(h) =
1
2
(V ar[Z(x+h)]+V ar[Z(x)]−2E[Z(x)Z(x+h)]) = C(0)−C(h) (43)
which reminds that the two, holding the stationary hypotesis, describe indeed
the same structural property of the random process. In case of an unknown
mean, the variogram will always be the same, while the covariance function will
change according to 41. This is usually addressed as a practical reason to prefer
the variogram instead of the covariance function.
The variogram of 42 is a global quantity of the process and as such we have
to estimate it from the only realization of the phenomenon we have available
(see 10.2). The estimator of the variogram is
γ˜(h) =
1
2Nh
∑
|xi−xj |'h
(zi − zj)2 = 1
2
Mean
|xi−xj |'h
[zi − zj ]2, (44)
where Nh is the total number of couples of which the distance equals the lag
h (with a given tolerance) and i and j scroll on the whole dataset given that
their lag is such, formally zi, zj : |xi − xj | ' h. The previous is usually referred
as empirical ( or sample) variogram, opposed to the previous definition which is
usually called theoretical variogram.
There are more robust or complicated versions of the variogram, most of
them obtained through substituting the arithmetic mean with a different esti-
mator (e.g. Median, Quantile...) or which require different operations on the
variogram cloud21, bypassing usually the empirical variogram in favor of a fitted
version of it. The interested reader will find wide literature on this matter.
21the variogram cloud is the primary form of variogram, defined as the scatterplot with
1) hij = |xi − xj | on the x-axis, 2) squared z-increments on the y-axis. The easiest way to
produce an empirical variogram from a variogram cloud is averaging on distance bins.
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Although being usual practice, fitting is always a quite cumbersome proce-
dure, because it needs the definition in advance of a dummy model. Fitting
a variogram is even more delicate than fitting a simple surface to produce an
average behaviour, because not all models are allowed. In general the variogram
has to be positive semi-definite, a condition non necessarily fulfilled by any an-
alytical formula. In this thesis i used mainly two types of variogram, called
exponential and spherical.
Starting from the spherical one, i write the formulas for the covariogram,
because they are more compact analytically
C(h) =
 2pi
[
arccos(ha )− ha
√
1− h2a2
]
h < a
0 h ≥ a
, (45)
C(h) = exp
(
−h
a
)
. (46)
In both cases, the shape of the covariogram (and equivalently the variogram) is
defined by the parameter a called range, but it is not the only possible parameter
for a variogram fit.
10.3.1 physical interpretation of the parameters
Though not necessary (and sometimes dangerous) the physical interpretation of
the variogram can help the modelling of our phenomenon, if done contextually
with the knowledge we have on the system (in case of radon, for example,
contextually to geology).
A variogram is characterized by distinct parameters, depending on the model
we have chosen to fit by our empirical variogram. The first one has already been
introduced and it is the range. Not all models require the existence of a range,
but all the processes with a recall force do. The range defines a practical limit
above which two points can be considered discorrelated, then defines a practical
area of influence for every point. It is a concept very similar to the statistical
support addressed in paragraph 4.3.
If a variogram admits the existence of a range, then naturally a new param-
eter is defined, called sill. The sill is indeed the limit reached by the variogram
and it usually defines the global variance of the whole dataset. In the models
displayed before there was the implicit assumption that the sill is 1, a condition
which holds in case the stochastic component Z(x) is standardized. Therefore,
i will speak of standardized variogram, implicitly referring to a sill forcefully
coincident with 1.
The other common parameter is the nugget22, which is a technical expression
to address a form of discontinuity at the origin of the process. While, trivially,
the real value of the variogram is consistently equal to 0 by definition at the
22The name nugget is a reference to the discontinuity caused by actual nuggets in the context
of mining engineering.
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origin, in many cases the value near the origin doesn't approach 0 from right at
all, but it tends to a strictly positive value. The implication of this event is a
loss in the predictive power of geostatistical interpolators and it is the principal
reason for which the point-wise prediction of radon are usually not very efficient,
being radon affected usually by a very strong nugget effect.
The reasons for the discontinuity has to be looked for in three context: first,
the existance of physical microstructures not recognized by the variogram, pos-
sibly because the lagging used for the estimation is too wide or because the
sampling itself is too sparse to recognize them; second, a local phenomenon,
without a spatial structure, hence not visible into the variogram; third, mea-
surement or georeferentiation uncertainties. The usual suspects in the radon
case are the latter two: as already said, the variability within a house is indeed
a purely local shock, and it is not solvable by increasing the sampling; moreover,
it is typically assumed than CR39 detectors have a measurement uncertainty of
about the 20% and every georeferentiation has an uncertainty of at least few
tens of meters.
10.3.2 nested models
It is possible, and i did it along the analysis, to perform a linear combination
of the models. In case the phenomenon is stationary, every linear combination
of allowable models is allowable itself. Physically, this is very adviceable in
case the phenomenon is influenced by different processes which have different
spatial structures. Indeed, especially in case of phenomena induced by geological
structures, the dependence on many (possibly) independent factors is really very
frequent and the shape of the empirical variogram is an efficient tool to verify
that. It must be stressed again that geostatistics is not very efficient as a tool
for causal inference, hence the verification is not a proof of an alleged nested
structure.
The nested structures are commonly used to model anisotropies, though in
my case I did not find this a necessity. Conversely, adding multiple models with
a linear combination can improve radically the fit of the sample variogram. The
nested models are indeed commonly used to do that, though a better fit itself
doesn't improve radically the performances of the predictions, unless they really
help to discover a hidden physical structure.
10.3.3 proportional effect on the variogram
The proportional effect addressed in one of the previous chapter has a variant
applying to the variogram. At the beginning of this section i spoke about the
possibility that the stationary hypothesis doesn't hold. In the easiest cases
where such eventuality occurs, it's theoretically possible to divide the domain
in multiple subdomains all having a peculiar covariance structure, but which we
can define a primitive variogram for. Then the local variograms γi, i = 1, ..., d,
relative to each subdomain, could be well represented in term of the primitive
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variogram γ0 as
γi(h)
f(mi)
=
γj(h)
f(mj)
, (47)
γi(h) = f(mi)γ0(h), (48)
where f is a given smooth function. That's something which could be verified in
any process, but in the case of a lognormal one, the simple log-transformation
of the data removes the proportionality.
It has been argued that the proportional effect can not be appropriately
referred to as a non-stationary effect, being one marginal transformation away
from a simple stationary case. But it's only a matter of perspective. In fact, i
could say that in reality we model a process with the lognormal distribution
because it occurs to be convenient. What we actually see is only a non-stationary
process, which part of the non-stationarity of can be put away by simple means.
The practical consequence of proportional effect is, in sinergy with the clus-
tering of data, a misestimation of the variogram, even if the clustering is only
natural. Indeed, since the empirical variogram is the mean over squared dif-
ferences, a higher number of samples from zones of higher level would draw it
upwards; in other words, the variogram defined in 44 is not an unbiased es-
timator of the true one (defined in 42), if the sampling locations xi are not
representatively distributed. This can have bad influences on the predictions.
10.4 kriging
After defining, though roughly, the variogram and its principal properties, i pass
to explain the kriging interpolation. I will only talk about the simple kriging
(SK), for the sake of brevity. The most usually applied interpolator, ordinary
kriging (OK), will only be referred shortly because it is a small complication
of SK, while the most general versions, universal kriging (UK) and the kriging
with external drift (KED), will only be oulined in the next chapter.
We are in the case of a known mean value µ, and the mean is assumed
constant troughout all the space of definition, then
Z (x) = µ+ Y (x) , (49)
with Y ()a process with 0 mean. Obviously the mean value is never really
known in advance. The common practise is estimating the mean value a priori
and subtracting it to handle directly Y as a simple process, though this adds
problems of uncertainties of the first estimation procedure. In this case, OK
both estimates the mean and perform a prediction contextually, hence it is the
most commonly used.
Now we pass to sketch the matematical form of the interpolator. The kriging
is a BLUE, which stands for best linear unbiased estimator23. The linearity is
23At times and in a completely equivalent way, the literature refers to kriging as a BLUP,
where P stands for predictor. The difference, in a statistical context, between estimation and
prediction is very subtle, though in most of the cases one can find a simple definition: the
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clear from the matematical definition of kriging
Z∗ (x0) =
∑
i
λi (x0)Z (xi) , (50)
therefore kriging is considerable a simple weighted combination of the measure-
ment points, where i is the index indicating the points itself, λ are the weights
and x0 is the site to be predicted. In this sense it is commonly addressed as a
deterministic interpolator, though defined in a probabilistic framework.
The weights are estimated using the probabilistic structure of the process.
In fact, by adding the condition of unbiasedness24
E [Z∗ (x0)− Z0 (x0)] = 0,
and optimality
V ar [Z∗ (x0)− Z (x0)] = min,
the SK system becomes the following{∑
j λjγij = γi0∑
i λi = 0
, (51)
where the γ indicates as usual the variogram and the indexes have been used
to imply the dependence on the dataset (i and j) and the point predicted (0).
It must be stressed that the weights λi have no condition λi ≥ 0 ∀i. They are
allowed to be negative, hence they are not interpretable as probabilities.
10.4.1 lognormal and multigaussian kriging
The linearity of kriging is a strong point for simplicity (especially of algorithms).
Furtherly, in the applied geostatistical literature it is usually said that the krig-
ing is the easiest interpolator which uses the covariance (variogram) structure of
a random process. What it is not usually said is that this type of interpolation
finds its natural application for gaussian fields, while it lack modellistic basis
for any othe kind of field.
There is no surprise then, if, for heavy tailed distributions, the kriging predic-
tions usually create a big amount of false positive[63]. That is the case of almost
any ecological process. This led to the derivation of multiple refinements of the
basic geostatistical theory, referring primarily to the non-linear geostatistics and
to model-based geostatistics[29]. The model-based geostatistics is basically the
union of geostatistics with hierarchical generalized models, and it has not yet
been applied to this case.
estimation is done on parameters while the prediction is done on the stochastic variable itself.
In geostatistical analysis, instead, this difference becomes very blurry, because what we do
is to predict a variable by estimating the mean value and a weighting system. Hence the
possibility to use both interexchangeably.
24In the SK case, the unbiasedness does not need to be added. It is naturally satisfied.
Anyway I decided to commit this mistake because the case of SK is not typical in the family
of estimators and interpolators.
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Here i use essentially the two easiest (to handle) cases of non-linear predic-
tors, lognormal and multigaussian kriging. The general non-linear approach to
kriging is the so-called disjunctive kriging which is not used in this analysis.
The lognormal kriging is the simplest and it is applied to processes which
are widely regarded as lognormal. I.e., it's the most commonly accepted in the
radon case. Essentially, the main distinction from SK stands in modifying eq.
49 into
log (Z (x)) = µ+ Y (x) , (52)
whire Y is now explicitly said to be a gaussian process with 0 mean. Everything
stays the same, as far as we move to the logarithmic scale. If we want to
backtransform our predictions, the predictor is no more optimal nor unbiased.
It is instead robustly unbiased, which means that the predicted median values
are easily backtransformed. All this is due to the fact that kriging predicts
a conditional mean value, and the moments of a distribution are not trivially
transformed. Another good point of lognormal kriging is that the proportional
effect on the variogram results largely alleviated.
The other alternative is the so-called multigaussian kriging, which can be
implemented by expanding the process in Hermite's polynomials or via a gaus-
sian anamorphosis[38], a graphical transformation Ψ done by a ranking system,
which forcefully and perfectly returns a gaussian distribution. After that, again
the new eq. 49 becomes
Ψ (Z (x)) = Y (x) , (53)
where the µ is not anymore useful, because the transformation directly creates
a standard gaussian distribution. The limits of this approach are first of all
conceptual, because we have no idea of the process we are analysing anymore.
Furtherly, the anamorphosis is a marginal transformation, hence we should ver-
ify a posteriori whether the process can still be considered multigaussian (see
par. 5.2). At last, the problems of backtransformation are even stronger than
in the lognormal case, because the inverse transformation can usually be only
estimated via a graphical least square fit and the backtransformed moments
have no algebraic rule.
A comparison between the two methods has been done on multiple papers,
for example in [17] via extensive cross-validations. In radon research the multi-
gaussian approach performs slightly better, likely because it recreate better the
tails of the phenomenon.
10.5 cross-variogram
All the tools considered until now have to be considered univariate, which means
that the variable under consideration is always one. The geostatistics is obvi-
ously not limited to this case and provides multivariate instruments too, well
described and applied in literature in many fields of research[19, 22, 38]. The
main multivariate tool used in this elaborate is the cross-variogram, adopted to
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distinguish between indoor radon in different kind of dwelling of FVG25.
Starting from the definition of a standard variogram, we could define the
cross-variogram as a simple theoretical generalization of the standard variogram
γij(h) =
1
2
E[Zi(x+ h)− Zi(x)][Zj(x+ h)− Zj(x)]. (54)
As evident from the definition, the cross-variogram requires the existence of a
sufficient number of sites in which we have measurements of all the variables
of interest. This is rarely the case: the most common situation is when for
only few (if any) sites we have multiple measurements. This case is commonly
referred in literature as the undersampled case.
In order to avoid the loss of informations due to the undersampling, we
require an alternative definition for the cross-variogram, hence we rewrite 54 as
γ
(p)
ij =
1
2
V ar[Zi(x+ h)− Zj(x)], (55)
which is typically called variance-based cross-variogram. Passing to 55 is not
harmless, though it usually doesn't cause unsurpassable problems, as widely
said in the literature[28, 53].
The variance-based cross-variogram in the last equation is a necessary step
toward the definition of what it is used in practise26, the pseudo-cross-variogram[59],
defined as
γ
(p)
ij =
1
2
E[Zi(x+ h)− Zj(x)]2. (56)
10.6 co-kriging and linear model of coregionalization
In a multivariate framework, our target variable (i.e. a spatial random function)
is assumed to be dependent from a number of independent processes Nv. First
of all, we need to verify under which hypotesis a model is allowable. Remember
that the aim is to find a reasonable series of weigths λiα, such that
Z∗ (x0) =
∑
i,α
λαi (x0)Z
α (xi) . (57)
Clearly, this is a simple generalization of the kriging equation, indeed called
co-kriging, with the inclusion of Zα as covariates.
In order to guarantee the significance of the previous equation, we have
to impose the positivity of the estimation variance, essentially by satisfying
the positive (negative) semi-definiteness of the covariance (variogram) matrix27.
25A comparison study has been performed even inserting the in the database another dataset
of schools measurements and analysing them together by cross-variography. Anyway the study
didn't reach the purposes, then it hasn't been included into this thesis.
26In the historical progression of the topic, the pseudo cross variogram has been defined
before the cross-variogram based on the variance. The passage has been later justified with
the definition of a variance-based cross-variogram.
27I'm keeping on considering the covariance and variogram interexchangeably even in the
multivariate context. That is not exactly true, at least this choice is not as harmeless as in
the univariate case. Nonetheless it is not possible here to treat in a more refined way the
problem, then for every precisation I refer to the specialistic literature.[38, 26, 20]
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There is not a single way to do it and one has to choose the one which better-
suits the needs of the specific analysis.
The easiest way to build a model which automatically fulfills our needs is
through a linear combination of our regionalized sub-processes, that is a linear
model of coregionalization (LMC). Mathematically, this can be formalized in
the following way. Let {Yj(x),j = 1, ..., Nv} be our subprocesses, that we, for
the sake of simplicity, assume to be mutually independent, which means
Cov [Yj (x) , Yj′ (x
′)] = δjj′ρj (x′ − x) . (58)
The choice of mutual independence is not very demanding mathematically, be-
cause we can always think to a rearrangment of our Yi in order to make them
mutually independent. It is, basically, a change of base in some Hilbert space,
which we can always make, assuming non-pathological properties of our sys-
tem28. Now, we postulate that every variable Zα can be decomposed orthogo-
nally as
Zα =
Nv∑
j=1
bαj Yj , (59)
Consequently the covariance structure of the Zα is defined as
Cov
[
Zα (x) , Zβ (x′)
]
=
Nv∑
j=1
bαj b
β
j ρj (x
′ − x) , (60)
with the imposition that the matrixes Bj = (b
α
j b
β
j ) have to be positive semi-
definite. In this work I used a forceful system to create an acceptable combina-
tion of coefficient provided by the package gstat of R[60], which, in case of non
acceptable combinations, simply put to 0 the eigenvalues of Bj . The effect is
not incredibly beautiful to see, but more than sufficient for my needs. Better
optimization algorithms can be found in the literature (e.g., [41]).
10.7 sequential conditional simulations
The practical tool I used to define the areas at risk is the geostatistical sim-
ulation. A simulation is the actual application of a model to provide a likely
representation of reality. There are many ways to yield a simulation, most of
them trivially performed. The main issue is assuring that the simulation re-
produces at least few global features of the real process, i.e. the process we
are observing by looking at the real data. A good but very complicated way
to recreate a given feature, typically a given variogram, is defining a measure
of distance between the desired characteristic and the simulated version of it.
28From the physical point of view instead, i.e. if we are urged to give a physical meaning to
this subprocesses, the situation is more delicate. We will never be sure whether the physical
processes we would like to interpret as independent variables are really independent or are
already a combination of primary processes. But, as said multiple times, geostatistics is only
a descriptive tool, not efficient to interpret.
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Hence this measure is forcefully minimized by implementing a constraint in the
generating algorithm. The difficulty in performing this task is both theoretical
and computational.
In geostatistics, the best-suited approach is producing unconstrained simula-
tions and post-processing the image via a constrained algorithm (e.g. simulated
annealing). But the most widely used routine is running a simulation and then
simply verifying that it reproduces in an accurate way the features, typically
the variogram and the histogram. In this elaborate, for the sake of simplicity, I
used algorithms using conditional gaussian simulations and then I verified later
the aforementioned features. Conditional means that the real dataset is used to
create the simulated values,
The conditioning assures (at least on large numbers) that the simulation
approaches the desired features if it is produced with a random path. The
probability of a configuration can indeed be factorized as
Pr(ZM+1 = zm+1, . . . , ZN = zN |Z1 = z1, . . . , ZM = zM ) =
= Pr(ZM+2 = zm+2|Z1 = z1, . . . , ZM+1 = zM+1)·
·Pr(ZM+3 = zm+3|Z1 = z1, . . . , ZM+2 = zM+2)·
...
·Pr(ZN = zN |Z1 = z1, . . . , ZM+N−1 = zM+N−1),
(61)
where M is the number of real data and N is the number of simulations. A
random path, i.e. choosing every time randomly the point i where to simulate
and then inserting it into the next simulation as conditioning, is necessary to
prove the independence of each simulation on any other.
Proving that the simulations are independent and reproduce the moments
of the distribution does not obviously provide a method to perform them, be-
cause we do not know how to recreate the conditional distribution Pr(Zk+1 =
zk+1|Z1 = z1, . . . , Zk = zk). In case we assume the process as a stochastic
(multi-)gaussian one, the ordinary kriging yields easily (at least theoretically)
the solution to the problem. Indeed, the i-th site is simulated using
Zi =
i∑
j=1
λ
[K]
j Zj + σ
[K]
i U, (62)
where λjare the usual kriging weights and U is a standard gaussian variable
(the superscript [K]stands for kriging). The methods to solve numerically the
previous equation (or, seeing all the grid points as a whole, the previous linear
system) usually invokes the Cholesky' decomposition.
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