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ABSTRACT 
We classify the ranks of positive semidefinite completions of Hermitian band 
matrices and other partially specified Hermitian matrices with chordal graphs and 
specified main diagonals. Completing a partially specified matrix means filling in the 
unspecified entries. 
1. PARTIAL HERMITIAN MATRICES WITH CHORDAL GRAPHS 
DEFINITION. A partial Hermitian matrix is a matrix in which some 
entries are specified and others are left as free variables (and a; = aji among 
the specified entries). 
In this paper we explore the possible ranks of positive semidefinite 
completions of partial Hermitian matrices whose associated graph is “chordal.” 
We will start with Corollary 1.3, which provides “natural” upper and lower 
bounds on the possible ranks of positive semidefinite completions. That each 
of these bounds is realized (when the main diagonal is specified) is Theorems 
1.5 and 1.4. Furthermore, Theorem 1.9 will show that all the intermediary 
values are achievable ranks. 
The results presented here are consequences of our classification in [2] of 
the kernels of “bordered’ Hermitian matrices (see Corollary 2.4 and Theo- 
rem 2.3 below). This classification was a consequence of Theorem 1.2. 
Special results for band matrices are presented in Section 3. 
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DEFINITION. We say that an rz X 12 Hermitian matrix R = (rjk) is an 
m-band matrix or a band matrix with bandwidth m if rjk = 0 for all 
]k - j] > m, and an n X n Hermitian matrix F = <fj,> is a completion of 
such a matrix R if jjk = rjk for all ]k - j] < m. 
DEFINITION. A maximal submatrix within a partial Hermitian matrix is 
a submatrix which is maximal among the specified (Hermitian) principal 
submatrices. 
Professors Dym and Gohberg started this type of work by showing (in [4]) 
that, when all the maximal submatrices of a Hermitian band matrix R are 
positive definite, then R has a Hermitian completion F which is also positive 
definite, and F-’ is also a band matrix. Charles Johnson has observed that 
the ideas in [4] will also establish the existence of a positive semidefinite 
completion of any Hermitian band matrix R all of whose maximal submatri- 
ces are positive semidefinite. 
Professors Bob Grone, Charles R. Johnson, E. M. Sa, and Henry 
Wolkowicz [7] g eneralized the concept of the band part of a band matrix and 
a block-band matrix to that of a “G-partial” Hermitian matrix when G is a 
“chordal” graph. A G-partial Hermitian matrix is a partially specified Hermi- 
tian matrix whose associated graph is “chordal.” In [7], they used this to show 
that there is a positive definite completion (positive semidefinite completion, 
respectively) of any G-partial Hermitian matrix R when G is a chordal graph 
and all the principal maximal submatrices of R are positive definite (positive 
semidefinite and the main diagonal of R is specified, respectively). (“Chordal” 
graphs are defined in [7]; for this paper the reader may think of them as a 
generalization of band matrices.) Example 1.1 shows the necessity for the 
condition “the main diagonal of R is specified.” 
EXAMPLE 1.1. The matrix 
is a partial Hermitian matrix with a chordal graph. Its only principal subma- 
trix is the positive semidefinite 1 x 1 matrix (0). But F(x) has both a positive 
eigenvalue and a negative eigenvalue, for all real values of x. Hence, there is 
no positive semidefinite completion.’ 
‘This example is a cwmterexample to the parenthetical part of Proposition 1 of [7]. 
(Therefore the condition L = V should be added to the hypotheses of that proposition.) 
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In this paper it will be useful to talk about the sums of the kernels of 
submatrices of a matrix. 
NOTATION. Given submatrices 
S, = {aij: L, <i < Nk and Jk <j < Kk) 
of an n x m matrix M, there are the natural injection maps 
Q : (domain of S,) -+ (domain of M) = Cm, 
where L,(V) = (0, 0, . . ,O, u, 0, . . . , 0) and there are Jk - 1 zeros placed 
before the vector u and m - K, - 1 zeros placed after the u, for each k. In 
this manner, each Lk(Ker S,) c C”. For each k, we identify Ker S, with 
bk(Ker S,). 
More generally, for any submatrix S of M, there is the orthoprojection 
P : (domain of M) + (domain of S) 
and the natural (coordinate-by-coordinate) injection map 
L : (domain of S) + (domain of M) = C” 
such that P is the right inverse of L. We identify each Ker S with L(Ker S). 
Therefore we will write 
KerSi + KerS2 + me* +KerS, 
as a shorthand notation for the nondirect sum of the subspaces: 
Li(KerSi) + L2(KerS,) + *.* +L,(KerS,). 
NOTATION. The inertia of a Hermitian matrix H is a triple In H = 
(T, v, S> consisting of the numbers of positive, negative, and zero eigenval- 
ues of H. For each Hermitian matrix H, we let 7r( H), u(H), and S(H) 
denote the three coordinates of In H. 
We use this notation as we restate part of (1.5) of [l] as Theorem 1.2. (We 
observe that when H, is the leading principal (n - r) x (n - r) submatrix 
of a Hermitian n X n matrix H, then 
Ker H, n Ker H = [Ker( H, @ Zr)] I? Ker H, 
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where I’ is the r x r identity matrix.) The operators P, PS, r, rrTT1, v, and 
v1 of Theorem 1.2 of [l] become respectively H, H,, r(H), m( H,), v(H), 
and v( H,) of Theorem 1.2 here; A remains as A: 
THEOREM 1.2 (Generalized Poincare inequalities). Let H, be a principal 
(n - r) X (n - r) submatrix of a Hermitian n X n matrix H. We set 
A = DimKerH, - Dim(KerH, fl KerH). 
Then (a) m(H) > ?r(H,) + A and (b) v(H) > v(H,) + A. 
This theorem will imply that the kernel of a positive semidefinite matrix 
must “contain” the kernel of each of its submatrices, that is: 
COROLLARY 1.3. If R,, R,, , R, are any submatrices of a positive 
semio?e$nite matrix F, then 
(a) KerFIKerR,+KerR,+.**+KerR,. 
(b) Rank F > Rank Ri for each submatrix Rj. 
Proof. Part (a) is a corollary to Theorem 1.2, which implies that when- 
ever the kernel of a principal submatrix Ri of a Hermitian matrix F is not 
contained in Ker F, then F has more negative eigenvalues than R,. There- 
fore the kernels of principal submatrices must be “included’ in the kernel of 
a positive semidefinite matrix. Part (b) is well known and follows easily from 
the definition of rank. W 
In the light of Corollary 1.3, part (a), the next theorem provides comple- 
tions which have the minimal possible kernel and hence the maximum 
possible rank. 
THEOREM 1.4 (Maximum-rank positive semidefinite completions). Let R 
be a G-partial Hermitian matrix, where G is a chordal graph and the main 
diagonal of R is specified. Suppose that the maximal principal submatrices 
R,,R,, . , R, of R are all positive semidefinite matrices. Then there is a 
positive semidejnite completion F of R with 
KerF = KerR, + KerR, + *** +KerR,. 
The proofs of Theorems 1.4, 1.5, and 1.9 are presented in Section 2. 
In the light of Corollary 1.3, part (b), the next result provides completions 
which have the minimal possible rank. 
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THEOREM 1.5 (Minimum-rank positive semidefinite completions). Let R 
be a G-partial Hermitian matrix, where G is a chordal graph and the main 
diagonal of R is specified. Suppose that the principal maximal submatrices 
R,,R,, . . . , R, of R are all positive semidefinite matrices. Then there is a 
positive semidefinite completion F of R such that 
RankF=Max(RankRi,i=1,2 ,..., s}. 
REMARK. For Hermitian band matrices this theorem was first stated by 
Ellis and Lay in [6] as a consequence of a fact about ranks of matrices 
[restated herein as part (b) of Corollary 2.41 and of Dym and Gohberg’s 
method for constructing Hermitian completions of band matrices (restated in 
Section 3 here). 
REMARK. That Theorem 1.5 and Theorem 1.9 are not valid for partially 
specified Hermitian matrices with a chordal graph but an unspecified diago- 
nal entry is demonstrated by Example 1.7. Example 1.6 is background for 
Example 1.7. 
EXAMPLE 1.6. Let 
x 1 1 
F(x) = i 1 1 1 I 
1 1 1 
We note that Rank F(1) = 1 and that Rank F(x) = 2 for all x f 1. Thus 
x must be 1 in order for Rank F(x) to be the same as the maximum of the 
ranks of the specified submatrices. 
EXAMPLE 1.7. Let 
R= 
‘2 2 2 ? ? 
2 2 2 ? ? 
2 2 x 1 1 
? ? 1 1 1 
2 . ? 1 1 1 
where x = R(3,3) is unspecified. We note that all the specified submatrices 
are positive semidefinite, and that the graph is chordal. Also, 1 is the 
maximum of the ranks of the specified submatrices, but as soon as x is 
specified there will be a 3 X 3 specified principal submatrix with rank 2 
(since x cannot be both 1 and 2 simultaneously as Example 1.6 demands). 
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EXAMPLE 1.8. Let 
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F(z) = (; x). 
Then Rank F(O) = 0 and Rank F(z) = 2 for all z # 0. 
REMARK. In this example, it is possible to obtain both low-rank and 
high-rank completions. It is not possible to obtain an intermediate-rank 
completion, that is, Rank F(z) is never 1. Here, when one introduces a 
positive eigenvalue, a kernel of a maximal specified submatrix will not appear 
in the kernel of the Hermitian completion, and this (by Theorem 1.2) forces 
the existence of a (possibly unwanted) negative eigenvalue as well. 
REMARK. The next result shows that there are no gaps in the possible 
ranks for the positive semidefinite Hermitian completions of a partial 
Hermitian matrix with a chordal graph and a specified main diagonal. This is 
in contrast to the situation in Example 1.8 and in Lemma 2.2 (when 
Rank H, = Rank Hs), where there is a gap in the possible ranks for the 
(one-step) Hermitian completions of the band matrices listed there. 
THEOREM 1.9 (Possible ranks for positive semidefinite completions). Let 
R be a G-partial Hermitian n X n matrix, where G is a chordal graph and 
the muin diagonal of R is specified. Suppose that each of the maximal 
submatrices R,, R,, . . . , R, is a positive semidefinite matrix. Then there is a 
positive semidefinite completion F of R with Rank F = r if and only if 
~2 Max{Rank(R,):i = 1,2,...,s} 
TQ n - Dim(KerRi + KerR, + ... +KerR,). 
Later we will provide examples of Hermitian band matrices (cf. Theorems 
3.1 and 3.6 and Examples 3.2 and 3.3) f or which there is a unique positive 
semidefinite completion. 
2. COMPLETING PARTIAL HERMITIAN MATRICES WITH 
CHORDAL GRAPHS AND SPECIFIED MAIN DIAGONAL 
The “standard’ method for constructing Hermitian completions of a 
G-partial Hermitian matrix when G is a chordal graph and the main diagonal 
is specified was presented in [7] and repeated in [8]. According to Lemma 4 
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of [7], the chordal-graph structure provides an inductive completion process 
such that each step of the induction is a one-step completion of a “bordered’ 
matrix. In order to implement this induction process it is sufficient that the 
set of properties which are to be “transferred” from the maximal principal 
submatrices to the completed matrix are both “inherited’ by all the principal 
submatrices and propagated by the one-step completions. Here the desired 
“inheritance” and “propagation” properties are listed in Observation 2.1 and 
Corollary 2.4, respectively. 
OBSERVATION 2.1 (“Inheritance”). 
Let R be a G-partial Hermitian n x n matrix, where G is a chordal 
graph and the main diagonal is specified. Suppose that all the maximal 
principal submatrices Ri of R are positive semidefinite. 
(a> Let K be the nondirect sum of all the subspaces bi(Ker I$), where 
the Ri are the maximal principal submatrices of R and the Q are the natural 
(coordinate-by-coordinate) injection maps 
q : (domain of Ri) + C”. 
(b) Let 72 = Max{Rank Ri : the Ri are the m.uximal principal submatri- 
ces}. 
Then all the principal submatrices of R are also positive semidefinite, and 
(a’> K is also the nondirect sum of all the subspaces L,(Ker S,>, where the 
Sj are all the principal submatrices of R and the ~~ are the natural injection 
maps 
~~ : (domain of Sj) 4 C”, 
and 
(b’) rr = Max(Rank Si : the Si are all the principal submatrices) 
Proof. Since a principal submatrix of a positive semidefinite matrix is 
itself positive semidefinite, it is clear from the hypotheses that all principal 
submatrices of R are positive semidefinite. Statement (a’) follows from 
Corollary I.3 applied to each maximal principal submatrix. Statement (b’) 
follows from the fact that if Sj is a submatrix of Rj, then Rank Sj < Rank Rj. 
n 
The basis for doing the one-step completions in the inductive process for 
completing G-partial Hermitian matrices or Hermitian band matrices (here 
and in [31, [41, [51, [6l, [71, and [SD s i an examination of the situation for 
bordered matrices: 
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BORDERED-MATRIX HYPOTHESES. Let H, be an (r - 2) X (T - 2) 
Hermitian matrix. Let u and w be vectors in CrW2, and let a and b be real 
numbers. Set 
and H, = 
and let H(z) be the bordered matrix 
DEFINITION. H(z) is called a one-step completion of H(O). 
We note that applying our subspace notation to H, and H, of a bordered 
matrix yields 
Ker H, + Ker H, = Ker( H, @ 1) + Ker(1 @ H3), 
where 1 is the 1 X 1 identity matrix. 
LEMMA 2.2. Given the bordered-matrix hypotheses. Suppose that 
Rank H, = Rank H, and Rank H, < 1 + Rank H,. 
Then there is a unique number z0 such that: 
(i) In H(z) = In H, + (1, 1, - 1) fir all .z # zO, and 
(ii) In H(.z,) = In H, + (0, 0, 11, and also 
Ker H( zO) = Ker( H, d 1) + Ker(1 @ H3). 
Furthermore, when H, and H, are real matrices, then the number z,, is a 
real number. 
REMARK. The hypotheses of this lemma are equivalent to the hypotheses 
of Lemma 3.3 of [2]. In [2], we presented our results in terms of the nullities 
Si = 6(Hi), i = 1,2,3, and S(z,) = S(H(z,)) of the matrices that make up 
the bordered matrix. Thus Rank H, = Rank H, here, which is equivalent to 
S(H,) = 1 + 6( H,), was abbreviated as 6, = 1 + 6, in [2]. 
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Proof. The number z,, is supplied by part (b) of Lemma 3.3 of [2]. That 
z0 is a real number when H, and H, are real matrices follows from the 
formula defining z0 in the proof of Lemma 3.3 of 121. 
Part (i) and In H(z,) = In H, + (0, 0,l) of part (ii) were established in 
Lemma 3.3 of [2]. Thus 6(H(z,)) = 1 + S(H,). This and Rank Ha < 1 + 
Rank H, imply that 6(H(z,) 2 S(H,). Th ese conditions on the nullities, 
together with parts (a), (b), and (c) of Corollary 3.2 of 121, imply that 
Ker H( z,) I Ker( H, ~3 1) U Ker(l @ H,), which in turn implies that 
Ker H( zO) I Ker ( H, @ 1) + Ker( 1 @ H3). 
(a) When Rank H, - Rank H, = 1, then 
6( H,) = 1 + 6( H3) = S( H( z,,)) and Ker H( zO) = Ker( H, @ 1) 
(by part (b) of C orollary 3.2 of [2]>. This and the above inclusion for 
Ker H(z,) establish the lemma for this case. 
(b) When Rank H, = Rank H,, then Rank H, = Rank H, implies that 
6( H,) = 1 + S( H,). Hence there is a vector in Ker H, with a nonzero first 
coordinate. Therefore, 
Ker( H, @ 1) # Ker( 1 @ H3). 
We have already shown that 6( H(z,)) = 1 + 6(H,). This equation, the 
above inequality, and the above inclusion for Ker H(Q) imply the lemma for 
this case. n 
We have classified the possible kernels and ranks of bordered matrices as 
the seven Lemmas 3.3-3.9 of [2]. (See Claim 3.10 of [2].) Therefore, we need 
merely reread them in order to classify the positive semidefinite one-step 
completions of bordered matrices. We do this as Theorem 2.3, which is the 
classification theorem for the possible ranks of positive semidefinite one-step 
completions. 
THEOREM 2.3. Given the bordered-matrix hypotheses. Suppose that H, 
and H, are both positive semidefinite matrices. Then there is always a 
positive semi&finite one-step completion H(z). For these positive comple- 
tions, 
KerH(z) I> Ker(H, @ 1) + Ker(1 @ H3), 
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and there are only these three possibilities: 
(a> IRank H, - Rank H,I = 1, in which case there is a unique number 
z,, such that H(z,) is also positive semidefinite. For this number zO, 
Rank H(z,) = MaxIRank H,, Rank Hs}. Also, Ker H(z,) = Ker( H, @ 1) 
+ Ker(l @ Hs). 
(b) Rank H, = Rank H, = Rank H,, in which case there is a unique 
number zO such that H(z,) is also positive semidefinite. For this number z,,, 
Rank H(z,) = Rank H, = Rank H,. Also, Ker H(z,) = Ker(H, @ 1) + 
Ker(1 @ Hz). 
(c) Rank H, = 1 + Rank H, = Rank H,, in which case there are al- 
ways many positive semidefinite one-step completions. Then there are always 
exactly two types of completions for Rank H(z), namely 
(i) Rank H(z) = Rank H,, and 
(ii) Rank H(z) = 1 + Rank H,. 
.._ 
In case (ii), Ker H(z) = Ker( H, @ 1) + Ker(1 @ Hs). 
REMARK. Zf H, and H, are both real symmetric matrices, then the 
unique number z,, supplied by parts (a) and (b) is a real number; in part (c) 
case (i), there are precisely two real numbers .zO and z1 such that H(z,) and 
H(z,) are both positive semidefinite, and in part (c), case (ii), there is a real 
number zO such that Rank H(z,,) = 1 + Rank H,. 
This remark will be established after the proof of the theorem. 
Proof of Theorem 2.3. When H(z) is a positive semidefinite comple- 
tion, then Corollary 1.3 implies that 
Ker H( z) 3 Ker( H, @ 1) + Ker(1 @ H3). 
Lemma 2.2 implies part (b) of this theorem. 
We are about to use our classification of the possible kernels of bordered 
matrices in [2]. In [2], we presented our results in terms of the nullities 
Si = 6(Hi), i = 1, 2, 3, and 6(z,) = 6(H(z,)) of the matrices that make up 
the bordered matrix. Thus Rank H, = 1 + Rank H, = Rank H, = 
Rank H(z) in part (c), case (i) here was abbreviated as 6, = 6, = S, = 1 + 
6(2,) in [2]. 
Also, since positive semidefinite matrices have no negative eigenvalues, 
we note that Lemmas 3.4, 3.5, 3.7, 3.8, and 3.9 of [2] will not be applicable. 
Hence only Lemmas 3.3 and 3.6 of [2] may apply to a bordered matrix of 
positive semidefinite matrices. Also, Claim 3.10 of [2] implies that the 
hypotheses of Lemmas 3.3 and 3.6 of [2] cover all possible cases. As noted, 
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the hypotheses of Lemma 3.3 of [2] and Lemma 2.2 here are equivalent. 
Hence, by elimination, Lemma 2.2 covers part (a) of this theorem. 
By elimination, Lemma 3.6 of [2] covers part (c) of Theorem 2.3. The 
possibility (i) that Rank H(z) = Rank H, is conclusion (c) of Lemma 3.6 of 
[2]. Conclusion (a) of Lemma 3.6 of [2] provides possibility (ii) and also says 
that Ker H( z) = Ker(Hr B, 1) = Ker(1 @ Ha), which of course implies that 
KerH(z) = Ker(H, @ 1) + Kel(l @ H,). n 
Proof of Remark. The number .z+, in parts (a) and (b) is supplied by 
Lemma 2.2; as noted therein, it is a real number when H, and H, are both 
real symmetric matrices. As noted, Lemma 3.6 of [2] covers part (c) of 
Theorem 2.3. The circle of Lemma 3.6 of [2] comes from the statement of 
Theorem 1.1 of [5]. For real symmetric matrices, Equation (1.1) of [5] implies 
that the center of the circle is a real number. This implies that the complex 
circle will meet the real axis in the two points mentioned for case (i), and that 
there are an infinite number of real numbers .zO such that Rank H(s,) = 1 
+ Rank H,. n 
Two common threads of Theorem 2.3 are Corollary 2.4. 
COROLLARY 2.4. Given the bordered-matrix hypotheses. Suppose that H, 
and H, are both positive semidefinite matrices. Then there are always two 
positive semidefinite one-step completions H( z,) and H( z,) such that 
(a) Ker H(z,) = Ker( H, @ 1) + Ker(l @ H3), 
(b) Rank H(z,) = MaxIRank H,, Rank H3}. 
Note: Sometimes zr = zl. 
Proof. Corollary 2.4 is a corollary of Theorem 2.3. n 
REMARK. Part (b) of Corollary 2.4 was first stated by Ellis and Lay in [6]. 
Proof of Theorem 1.4. Let R be a G-partial Hermitian n X n matrix 
which satisfies the hypotheses of this theorem. Let K, be the nondirect sum 
of all the subspaces bi(Ker Ri), where the R, are the (maximal) principal 
submatrices of R and the bi are the natural (coordinate-by-coordinate) 
injection maps 
~~ : (domain of Rj) 4 C”. 
Lemma 4 of [7] provides a sequence of chordal graphs {G = 
G,, G,, . . . , G,) such that going from each Gi to Gi+ r corresponds to a 
one-step completion, i.e., if {R = F,,, F,, . . , I?, = F) are the (to be speci- 
fied) partial Hermitian matrices whose graphs will be {G = G,, G,, . . , G,}, 
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then the unique new vertex vi of Gj that is not in Gi _ I will correspond to 
the unique pair of new off-diagonal entries, .z = rjk and z* = rkj, which are 
specified in Fi but not in Fi_ 1; .z and z* together complete a bordered 
matrix H(z) such that H(z) is the unique maximal principal submatrix of Fi 
that is not also a principal submatrix of F,_ 1. 
Let Ki be the nondirect sum of all the subspaces Li, j(Ker Si,j), where the 
Si, j are the (maximal) principal submatrices of F,, i = 0, . , t. 
Observation 2.1, part (a), implies that each Ki 2 K,_1 and hence each 
Ki 3 K,. 
By induction we assume there is a Gi_ r-partial Hermitian matrix F, 1 
with all its maximal principal submatrices positive semidefinite and with 
Ki-l = K,. Therefore 
Ki-l 2 Ker( H, @ 1) + Ker( 1 @ HO) 
for the matrices H, and H, of the bordered matrix H(z) provided by this 
induction step, since H, and H, are principal submatrices of Fj _ I. Corollary 
2.4, part (a), says that there is a number zr such that H(z,) is positive 
semidefinite and 
Ker H( zl) = Ker( H, @ 1) + Ker( 1 @ H3). 
Since this matrix H(z,) is the unique maximal principal submatrix of Fj that 
is not also a maximal principal submatrix of Fip 1 and since H, and H, are 
principal submatrices of Fi_ 1, we see that 
Ki = Ki_l + Ker H( zl) = Ki_l + (Ker H, + Ker H3) = K,_I = K,. 
Therefore by choosing this number .zr for the one-step completion, Fi will 
satisfy the inductive conditions, and hence the last Ft will be the desired 
matrix F for this theorem. n 
Theorem 1.5 will be established in the same manner as Theorem 1.4 
except that part (b) of both Observation 2.1 and Corollary 2.4 is used instead 
of part (a). 
Proof of Theorem 1.5. Let R be a G-partial Hermitian matrix where G 
is a chordal graph and the main diagonal of R is specified. Suppose that the 
principal maximal submatrices R,, R,, . , R, of R are all positive 
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semidefinite matrices. Set 
~a = Max{ Rank Rj : the Rj are the (maximal) principal submatrices of R} . 
Again, Lemma 4 of 171 p rovides a sequence of chordal graphs {G = 
G,, G,, . . . , G,}, which will correspond to a (usually different) sequence of 
partial Hermitian matrices {R = F,, F,, . . . , F, = F}. For each i, i = 
1,2, * . . , t, there is a bordered matrix H(z) such that H(z) is the unique 
maximal principal submatrix of Fi that is not also a principal submatrix of 
Fj_,. 
Let mTTi = MaxIRank Si, j : the Sj, j are the (maximal) principal submatri- 
ces of Fi}. Of course, each ri > 7ri _ r and hence each 7ri 2 m,,. 
Here the induction hypotheses are that all the (maximal) principal subma- 
trices of all the F, are positive semidefinite matrices and each mi = no. Each 
induction step is accomplished by choosing z = z2 when applying part (b) of 
Corollary 2.4 to the unique maximal principal bordered matrix H(z) of F, 
which is not a submatrix of Fi_ I. Since the H, and H, of this bordered 
matrix H(z) are principal submatrices of Fi_ 1, we see that 
7ri = Max{rr,_r, Rank H( z,)} = Max{ni_l, Rank H,, Rank H3) = ni-1. 
In this manner, the final 7rTTt = 7r0 as desired. n 
Proof of Theorem 1.9. Let F* be a maximal-rank positive semidefinite 
completion of the given partially specified matrix R with principal maximal 
submatrices R,, R,, . . . , R,, all of which are positive semidefinite matrices. 
Theorem 1.4 says that 
Rank F* = n - Dim( Ker R, + Ker R, + a** + Ker R,) . 
Let (R = F,,, F,, . . . , F, = F*} be th e sequence of one-step completions 
(provided by the proof of Theorem 1.4) which fill up R to obtain F*. Let 
rri = Max(Rank Si j : 
the Si, j are the (maximal) principal submatrices of Fi} . 
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We note that Theorem 2.3 implies that 
Rank H( zl) < 1 + Max{ Rank H,, Rank H3} 
for the matrices H, and H, of the unique maximal principal bordered matrix 
H( z,) of Fi which is not a submatrix of Fi_ 1. Therefore each mi _ r + 1 > ~~ 
> 7ri.-1. 
Therefore, there will be a (first) integer r such that rr = 7r. According to 
Lemma 4 of [7], the graph for F,. will also be chordal. Theorem 1.5 will 
complete F,. to the desired positive semidefinite completion F with Rank 
F = n; = T. n 
3. POSITIVE SEMIDEFINITE COMPLETIONS OF BAND MATRICES 
DEFINITION. A simple diagonal completion R’ of an m-band Hermitian 
matrix R is an m + I-band Hermitian completion of R. A N th (successiue) 
simple diagonal completion of an m-band Hermitian matrix R is a simple 
diagonal completion of an (N - 1)st (successive) simple diagonal completion 
of R. (The original matrix R is the 0th simple diagonal completion of itself.) 
STANDARD METHOD for constructing Hermitian completions of m-band 
n X n matrices (Dym and Gohberg [4]). Complete successive simple diago- 
nal completions; namely, first complete R to R’, then complete R’ to 
R” = CR’)’ to . . . to F, where F is the (n - m + 1)st simple diagonal 
completion of R. Each successive simple diagonal completion is achieved by 
a set of independent one-step completions. 
The next two theorems show that sometimes there are many possible 
ranks for the positive semidefinite completions F of a given band matrix R 
and sometimes there is only one. 
NOTATION. For an m-band n X n matrix R, let R,, R,, . . . , R,_, 
denote the n - m maximal Hermitian submatrices ordered from the upper 
left comer. 
DEFINITION. The maximal Hermitian m X m submatrices of the m - 
I-band n X n matrix made from an m-band matrix R by setting the outside 
pair of diagonals to zeros will be called the almost maximal Hermitian 
submatrices. We denote these n - m + 1 submatrices by RF, 
R;, . . . , R,*_,+l. 
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THEOREM 3.1. Given a band matrix R whose maximal submatrices, 
R,, R,, . . . , R, _m, are all positive semio%jnite matrices. Suppose that all the 
maximal submatrices R,, R,, . . . , R,_,, and all the almost maximal subma- 
t&es, RT, Rz,. . ., R,*_,, of R have the same rank. Then there is a unique 
positive semidefinite completion F of R. 
Proof. We use the standard method for constructing Hermitian comple- 
tions of m-band n X n matrices, namely, to complete successive simple 
diagonal completions, R to R’ to R” = CR’)’ to . . . to F. Each successive 
simple diagonal completion is achieved by a set of independent one-step 
completions, each of which uses only Theorem 2.3, part (b). This is possible 
because Theorem 2.3(b) forces the condition on the quality of the ranks to be 
propagated through the successive simple diagonal completions of R. w 
The next example is an example of Theorem 3.1. It was also presented as 
Lemma 6 of [7]. 
EXAMPLE 3.2. Let R be the I-band rr X n matrix with R = (rij> and 
rij = 1, when Ii -jl < 1. Then the 1 matrix J = (all fij = 1) is the unique 
positive semidefinite completion of R. 
EXAMPLE 3.3. Let 0, = (all oij = 0) be considered as a O-band n X n 
matrix with only the zeros on the main diagonal being specified. Then 0, is 
also the unique positive semidefinite completion of 0,. 
THEOREM 3.4. Given an m-band n X n matrix R whose n - m maximal 
submatrices are all positive semidejnite matrices. Suppose that the maximal 
submatrices R,, R,, . . . , R,_,, and the almost maximal submatrices 
R:, R;, . . . > RL,,,, of R all have the same nullity. Then for each number rr, 
Rank R, Q r Q Rank R, + n - m - 1, there is a positive semidefinite 
completion F of R such that Rank F = r. 
REMARK. In [3], we have shown that the hypotheses of this theorem is 
vacuous when 2 m + 1 Q n. 
Proof. Again, we use the standard method for constructing Hermitian 
completions of m-band n x n matrices. For the first n - Rank R, succes- 
sive simple diagonal completions we use only the completions of the type 
described in Theorem 2.3(c), part (ii). For the next simple diagonal comple- 
tion we use only the completions of the type described in Theorem 2.3(c), 
part (i). Theorem 2.3, part (b), alone is used for the remaining successive 
simple diagonal completions. n 
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THEOREM 3.5. Given an m-band n X n matrix R whose maximal sub- 
matrices R,, R,, . . . , R, _m are all positive semidefinite matrices. Suppose 
that 
Rank Ri+ 1 - Rank R, = 1 for i = 1,2,...,n -m - 1 
Then there is a unique positive semidefinite completion F of R. 
REMARK. Of course, Rank R, must be less than 2m + 3 - n (in this 
theorem); otherwise the hypotheses would imply that the rank of the Cm + 1) 
x (m + 1) matrix R,_, was greater than m + 1. 
Proof. Again, we use the standard method for constructing Hermitian 
completions of m-band n X n matrices, namely to complete successive 
simple diagonal completions, R to R’ to R” = CR’)’ to . . . to F. Each 
successive simple diagonal completion is achieved by a set of independent 
one-step completions, each of which uses only Theorem 2.3, part (a). This is 
possible because Theorem 2.3(a) results in the condition 
Rank I$+ 1 - Rank Ri = 1 
being propagated through the successive simple diagonal completions of R. 
n 
The uniqueness of the positive semidefinite completion also occurs when 
the sequence of ranks has a “simple peak”: 
THEOREM 3.6. Given a m-band n X n matrix R whose muximul submu- 
trices R,, R,, . . . , R,_,, are all positive semidefanite matrices. Suppose that 
for some index J, 
Rank Ri+l - Rank Ri = 1 for i = l,Z,...,j - 1 
and 
Rank R,, 1 -RankRi= -1 for i=J,J+l,..., n-m-l. 
Then there is a unique positive semidefinite completion F of R. 
REMARK. We note that 
2+m-RankR1>]an-2m-l+RankR,_,; 
otherwise, the rank of the (m + 1) X (m + 1) matrix Rj would be greater 
than m + 1. 
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Proof. Again, we use the standard method for constructing Hermitian 
completions of m-band n X n matrices. We complete R to its simple 
diagonal completion R’ using only Theorem 2.3, part (a), for each one-step 
completion. The other successive simple diagonal completions will use both 
parts (a) and (b) of Theorem 2.3 for the one-step completions to R” = CR’) 
to . . . to F. This is possible because using Theorem 2.3(a) and (b) results in 
the “plateau’‘-type condition of Theorem 3.8 being propagated through the 
successive simple diagonal completions of R. n 
THEOREM 3.7. Given a real symmetric m-band n X n matrix R whose 
maximal submatrices R,, R,, . . . , R,_, are all positive semidefinite matrices. 
Suppose that all the maximal submatrices of R have the same rank. Then 
there are at most 2 n- m- ’ real symmetric positive semi&finite completions F 
of R such that Rank F = Rank R. 
Proof. Again, we use the standard method for constructing Hermitian 
completions of m-band n X n matrices, namely to complete successive 
simple diagonal completions, R to R’ to R” = CR’)’ to . . . to F. The first 
simple diagonal completion R’ is achieved by a set of independent one-step 
completions, each of which uses only Theorem 2.3(b) and (cl, part 6). There 
are at most 2”-“-’ real possible matrices for R’. The first simple diagonal 
completion R’ will satisfy the hypotheses of Theorem 3.1. Theorem 3.1 will 
complete the proof. n 
When the graph of the sequence of ranks is a “plateau,” then there are 
only a finite number of minimal-rank positive semidefinite real symmetric 
completions. 
THEOREM 3.8. Given a real symmetric m-band n X n matrix R whose 
maximal submatrices R,, R,, . . . , R,_, are all positive semi&finite matrices. 
Suppose that for some indices ] < K that 
Rank Ri+l - Rank Ri = 1 for i = 1,2,...,J- 1 
and 
Rank Ri+ 1 -RankRi= -1 for i=K,K+l,..., n-m-l. 
when exactly s of the Rank RF = Rank Rj for i = J + 1,. . . , K, then there 
are exactly 2” real symmetric positive semidefinite completions F of R such 
that Rank F = Rank R. 
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REMARK. The indices J and K must satisfy the following inequalities; 
otherwise the rank of RI or R, will be greater than m + 1: 
m+Z-RankR,.] and K>n-2m-l+RankR,_,. 
OUTLINE OF PROOF. Again, we use the standard method for constructing 
Hermitian completions of m-band n X n matrices. We complete R to its 
simple diagonal completion R’ using Theorem 2.3(a), (b), and Cc), part (i), for 
each one-step completion. The other successive simple diagonal completions 
will use only parts (a) and (b) of Th eorem 2.3 for the one-step completions. 
This is possible because using Theorem 2.3(a) and (b) results in the 
“plateau’‘-type condition being propagated through the successive simple 
diagonal completions of R. n 
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