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Abstract
The photoplethysmogram (PPG) is an extremely useful wearable sensing medical
diagnostic tool. However, the PPG signal becomes highly corrupted when the wearer
is in motion, rendering the measured signal useless. This thesis develops an adaptive
motion artifact reduction scheme to recover the underlying physiologic information
from the corrupted signal using a collocated accelerometer as a motion reference
and adaptively estimating the motion-to-artifact system dynamics. It has previously
been shown that this artifact reduction scheme can be utilized, but many tunable
parameters were required to model the system dynamics and performance was poor.
This work quantifies algorithm performance based on confidence in the estimated
system dynamics, which shows low confidence using the previous parameterization
when the wearer is jogging. To improve confidence, the form of the system dynamics
is established and a Laguerre series is implimented to compactly represent the system
dynamics using just a few parameters that can be confidently estimated. Using the
new model, heart rate and amplitude can be estimated from typical jogger data with
variance similar to separate PPG sensors located on contralateral motionless hands.
The standard artifact reduction scheme does not work when the physiologic signal is
correlated with wearer motion. Since the signals may become correlated, this work
develops a method of recovering the physiological signal even when it is correlated
with wearer motion by adapting blind source seperation techniques. However, the
success of this new method is limited.
Thesis Supervisor: H. Harry Asada
Title: Ford Professor of Mechanical Engineering
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Chapter 1
Introduction
1.1 Wearable Health Monitoring and the Motion
Artifact Problem
Wearable medical sensors are expected to revolutionize many clinical areas, ranging
from home health monitoring to sports medicine and battle field monitoring [1]. The
photoplethysmogram (PPG) sensor, in particular, contains rich information about
heart pulsation and blood oxygen saturation as well as breath rate [2], and [3] has
developed a PPG based sensor for estimating arterial blood pressure.
Wearable PPG devices are extremely convenient diagnostic tools because they
can be easily clipped onto a finger or worn as a ring [4]. A PPG device would
be an affective means of evaluating the health and exercise technique of an athlete
or a soldier, or the daily physiologic state of the elderly. In addition, because of it's
convenience, it could be rapidly deployed to many patients in a medical triage setting.
Unfortunately, the desired physiologic information may not be the only signal
component measured by a wearable sensor. In addition, there may be motion or
other externally induced signals in the measurement which are not physiologically
meaningful. These additional signals can either appear to be meaningful or so signif-
icantly corrupt the physiologic information that it cannot be readily construed from
the sensor output.
In some cases, the external causes of these additional signal components, or ar-
tifacts, can be measured directly, potentially allowing the removal of the additional
signal components in the sensor measurement. In an ideal illustrative scenario, the
system, or transfer, dynamics relating the external phenomena to the measured ar-
tifact would be known. The transfer dynamics could be inverted and used with the
external measurements to exactly cancel the artifact, leaving only the correct physi-
ologic signal.
Unfortunately, in many physiologic systems, the motion-to-artifact transfer dy-
namics cannot be accurately described by a physically based model, the transfer
dynamics are an unknown function of time, or are so complex that a closed form
model cannot be conceived. A method of identifying the transfer dynamics would
be extremely useful in many sensing applications such as ECG or PPG, where the
primary mode of sensor corruption - motion - can be readily measured.
In general, for physiologic sensing systems, the transfer dynamics are time varying.
Variations arise from bodily changes, such as local tissue changes, or from sensor
attachment changes. The possibility of time varying dynamics means that the transfer
dynamics identification technique must be adaptable in time. Since transfer dynamics
change instantaneously in the case of a sensor shift, the identification must be able
to rapidly adapt to the new dynamics.
Many noise reduction techniques are available, ranging from bandpass filtering to
independent component analysis [4]. However, in the case of a PPG sensor, noise is
in-band, which precludes bandpass filtering. Also, independent component analysis
(ICA), with multiple spatially or otherwise separated PPG sensors, is not desirable
because it requires large data windows and significant computational resources which
cannot be provided on a microchip. Also, ICA separates the data information into
separate components, which require further assignment to determine if each is phys-
iologic or artifact.
This thesis develops a method for estimating the motion-to-noise transfer dynam-
ics for a ring-type PPG sensor [1], but which could be tailored to other sensing sys-
tems. Widrow's Active Noise Cancellation (ANC) [5], a signal processing algorithm
first applied to removing additive 60Hz AC line noise from ECG signals is the basis of
the method. It can identify the motion-to-artifact transfer dynamics using only the
measured physiologic signal which is being corrupted by artifact and a measurement
of the external phenomenon inducing the artifact. Widrow's ANC is suitable for this
problem because it is based on a second order statistic, which requires a short time
window and can be implemented with the computationally efficient RLS algorithm.
1.2 Previous Work on Motion Artifact Reduction
Widrow's ANC has been previously proposed [6, 7] for motion artifact reduction in
PPG sensors, as well as ECG sensors [8, 9]. In each of these cases, artifact channel
dynamics are too complex to generate a physically inspired model, and a black-
box finite impulse response (FIR) model was utilized. Focusing on the PPG sensor,
reference [6] found a phase lag between the input motion and the induced artifact.
After compensating for the perceived phase lag, [6] found that a filter order of 10-100
FIR parameters at 1kHz could be utilized. Also, [7] found that -30 parameters at
200Hz were required without compensating for a phase lag. Previous work was able
to estimate peak time reasonably well, but waveform amplitude and shape could not
be consistently obtained. This problem was also encountered when recreating their
methods in the laboratory.
1.3 Goals and Organization
Though [6, 7] achieved encouraging results, they were not able to recover signal am-
plitude, which is necessary for estimating blood oxygen saturation and blood pres-
sure. Also, no previous work has provided a metric for describing confidence in the
estimated system dynamics. This work begins by reviewing the adaptive noise can-
cellation problem and develops a method of improving the estimate of the physiologic
signal by
Analyzing the cause of failure in previous ANC implementations, which is re-
lated to the large number of parameters required to represent the motion-to-
artifact transfer dynamics.
* Developing a method of experimentally evaluating the form of the motion-to-
artifact transfer dynamics.
* Implementing a Laguerre series model to provide a compact representation of
the transfer dynamics.
* Experimentally evaluating changes in the linear estimate of the system dynamics
when motion input statistics change.
The final issue that will be addressed, which is ignored in all previous work on
motion artifact reduction, is that Widrow's ANC assumes that the system inputs
are uncorrelated. However, in the case of a rhythmically exercising human (such
as a jogger), it is possible that the physiologic signal can become correlated with
wearer motion. If this happens, the portion of the physiologic signal that is correlated
with the motion will be removed from the algorithm output. To address this failure
scenario, a blind source separation algorithm is adapted to estimate the orthogonal
components of the input signals, and estimate the system dynamics based on only
the orthogonal components. To conclude, performance results are presented.
Chapter 2
PPG Motion Artifact and
Cancellation
2.1 Motion Artifact in the PPG
The focus of this work is on reducing motion artifact in a ring-type PPG sensor
proposed and utilized by [4]. A ring PPG sensor is held in place at the base of
a finger by a band or ring. Figure 2-la shows a ring sensor with onboard digital
signal processing (DSP) circuitry and Fig. 2-1b shows a tightly fixed ring sensor with
attached accelerometer utilized in all experiments in this work.
The ring sensor band has an embedded photodetector (PD) and a photoemitter
(an LED). The ring sensor measures finger volume fluctuation by emitting a constant
intensity light from the LED into the finger and measuring the intensity absorbed at
the PD (see Fig. 2-2).
When the heart pulses blood into the finger, the volume of the finger increases.
With greater absorbing volume, the light intensity at the PD is decreased. In a
stationary PPG sensor, the only optical modulation is physiologically induced and
the sensor measurement is the physiologic signal of interest. However, a PPG signal
obtained from a wearer in motion contains a motion artifact signal mixed with the
desired physiologic signal. The motion artifact could be induced through ambient
lighting, LED and PD skin contact, and inertial blood flow and tissue shaping.
Accelerometer
I
(a)
Figure 2-1: (a) Ring PPG sensor with onboard DSP circuitry; (b) well fixed sensor
with attached accelerometer used in all experiments in this work.
Photo
Detector
Figure 2-2: Cross-sectional view of the PPG ring and finger anatomy.
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Ambient light variation is often a confounding factor when the wearer is in motion
because the orientation of the ring sensor with respect to overhead lighting is variant.
However, it cannot be said that these fluctuations are necessarily correlated with
wearer motion because no relationship can be found between ring sensor orientation
and incident ambient light on the PD. However, ambient lighting problems can easily
be solved by either carefully insulating the ring sensor from external light or by
modulating on and off the LED and subtracting the off light level from the on light
level.
Sensor contact is thought to be directly correlated with finger acceleration. The
ring sensor body inertia resists the motion of the finger to which it is attached. Thus,
the band surface loading distribution changes. Since the surface loading is applied to
an elastic tissue, the position and orientations of the LED and PD may both change
with respect to the digital artery.
If the ring band is not firmly secured to the finger, the LED and PD may actually
lose contact with the tissue. If either the LED or PD lose contact, light intensity
received at the PD will drop dramatically. In the context of an adaptive filter, it
is not possible to model a discontinuous light intensity relationship to acceleration,
even if such a relationship does exist. However, the continuous intensity variation
due to LED and PD orientation variation can be correlated with acceleration, which
implies it should be described by the adaptive filter. It should be noted that, in
case a discontinuous jump does occur in any part of the system, the adaptive filter
should compensate - quickly - as designed according to the following chapters of
this thesis.
The blood flowing in the digital artery and connecting veins also possesses inertia,
which causes the blood to resist acceleration with the finger. This means that the
acceleration causes arterial blood flow (relative to the arterial wall) that is indepen-
dent of heart pulsation. Inertial forces may also reshape the surrounding tissue if the
acceleration is great enough. These points mean that, regardless of how well the LED
and PD are pressed into or fixed to the tissue, there will always be motion artifact.
Ambient lighting considerations are beyond the scope of this work, and the hope
is that sensor contact disturbances are small by using the experimental setup in Fig.
2-1b where an external wrap securely fixes the sensor attachments to the skin The
adaptive filtering technique used in this work should be capable of identifying the
composite affect of sensor contact and blood/tissue inertial affects.
2.2 Artifact Mixing and Cancellation
Since there are many physical phenomena which lead from motion to artifact, the
best we can do is pose a black box model for how motion corrupts a measured PPG
signal. Ideally, we wish to implement artifact cancellation onboard a battery operated
ring sensor in real time. This means that computational requirements should be
minimized, so a very simple model should be utilized. Based on experimentation,
artifact is only induced in the PPG signal when motion along the finger axis occurs.
To this end, the axial acceleration can be modeled as adding, through some linear
motion-to-artifact transfer dynamics, Ho (q), to the physiologic information measured
at the sensor, where q is the time-step operator as shown in Fig. 2-3a.
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Figure 2-3: (a) Additive motion mixing through motion-to-artifact transfer dynamics
and (b) adaptive motion artifact reduction framework for motion artifact reduction.
From the model, the actual motion artifact is given by w (t) = Ho0 (q) a (t) and
the PPG measurement can be approximated in terms of the input axial acceleration,
r------·IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
a (t), as
y (t) = Yh (t) + w (t)
= Yh (t) + Ho (q) a (t)
The output is given in terms of the measured acceleration, a (t), as
S(t) = Yh (t) + w (t) - tb (t)
=Yh (t) + (Ho (q) - H (t)) a (t)
The objective of the adaptive filter is to minimize the mean squared error E [(w (t) - 'i (t))2].
This can be achieved by considering the power in the output
E [92] = E [(Yh + w - 0)2 ]
= E [y2] + 2E [yhw] - 2E [yhAw] + E [(w - b)2]
if the inputs, Yh (t) and a (t) are uncorrelated, then E [yhw] = 0 so that
E [ 2] = E [y2] + E [(w -Z) 2] (2.4)
and since E [y2] is not involved in the parameter tuning, minimizing E [(w - ~)2] is
equivalent to minimizing the power in the output E [p2]. Finally, if an FIR model
with n tunable parameters is selected, then the estimated transfer dynamics can be
written as
H = hiq-' (2.5)
i=1
and
O(t) = T (t) ih (2.6)
where h = [hi ... h ]T and 0 (t) = [a (t) q- ... a (t) q-n]T
Using this model,
i = arg min (- (t))2
h (2.7)
= arg min (y (t) - OT (t) h) 2
h
From which,
E [ (t) ET (t)] = [y (t) ¢ (t)] (2.8)
The expectations in Eq. 2.8 can be approximated by averaging over a recent data
window of N previous samples as
N N
N { (t) OT T (t) } = Ey (t) (t) (2.9)
t=l t=1
which can be directly solved for h. The quantity R = E [0 (t) OT (t)] is called the
input auto-covariance matrix and, as will be discussed in the next section, influences
confidence in the estimated transfer dynamics. The window length, N, defines the
adaptation rate. To provide recursive computation in practice, the data window is
often defined by exponentially forgetting previous data with time. However, this
work will perform all analysis in terms of a rectangular data window see [10] for more
details on the least squares problem.
2.3 Model Confidence
Since previous adaptive noise cancellation implementations were not completely suc-
cessful, we need a metric for ascertaining model performance that illuminates the
affects of model order, n, data window, N, and inputs and on the confidence of the
estimated transfer dynamics H (q = ej"). Since the model is linear, it is expected
that
E[H (q)] = Ho (q) (2.10)
where Ho (q) is the model that minimizes Eq. 2.7 in the model set Eq. 2.5.
So to ascertain confidence, we consider the transfer dynamics covariance
Cov (H (eiw) = E [( eiw) - E [ (e[iw]) ( -(iw) E [H (e- ]) (2.11)
For an FIR model, H (eji) can be written as
f (eiw) = WT (eiw) h where W (eiw) = [e-" ... e-"ni]T (2.12)
from which
S( (e)) = W T (e) E [(- h) ( - h) W (e-') (2.13)
where E [( - h) ( - h) is the parameter estimation error covariance [10]. If
the physiologic signal were white Gaussian, the expression for parameter estimation
error covariance simplifies to
E [(h - h) (h - h)] = Var (Yh (t)) R- 1  (2.14)
It is also shown in [10] that as the model order becomes very large the transfer
dynamics covariance can be written, for any 'shift' model structure (which both FIR
and later Laguerre models both are), as simply
Cov (ft (e"iw)) = (2.15)N hYh  (2.15)aa
where the cross-power spectrum between two time series x and z is defined as
00
IXz = 1 E [x (t) z (t - T)] e-'iW (2.16)
T=-00
For small n, Eq. 2.15 is not an accurate estimate [10]. However, it gives clear insight
as to how different system parameters affect covariance. Covariance increases with
the number of tunable parameters and decreases with the window length. Also, it is
low at frequencies where there is high acceleration content and high where there is
high content in the physiologic signal.
Since the physiologic signal is actually colored and the physiologic signal is un-
known, only measured data is available in practice, so it can be shown that the
parameter estimation error covariance is approximated by
E [(h - h) ( - h)] R 1E (j) T (k) [ (j, h)] [ (k, h)] R' (2.17)
where
N
Rs = ¢(j) OT (j) (2.18)
is the sample covariance matrix.
Even though Eq. 2.17 is correct and used for computed variance results in this
work, it is instructive to consider how parameter changes affect Eq. 2.14. What we
can see is that variance in the estimated transfer dynamics vary as N - 1, directly with
power in the physiologic signal, and depend on the condition of the auto-covariance
matrix, R. The condition of R, or the ratio of largest to smallest eigenvalues, highly
depends on the complexity of the input and the dimension, n, of R. The more
complex, or more frequency content in a (t), the better conditioned the matrix will
be. Also, as n decreases, the condition improves.
From the perspective of algorithm design, we are only capable of choosing data
window N and model order n. The physiologic signal is not controllable and the
wearer cannot be required to constantly provide complex excitation.
2.4 Confidence in the FIR Model
It was found in [7] that 30 parameters at a sampling rate of 200Hz were required to
obtain optimal signal recovery using an FIR model without any time delay compen-
sation. In an FIR basis, the number of required parameters is dependent on sampling
rate. For the purpose of this work, we will consider a typical ring sensor artifact
reduction application to be a jogger, in which
* Rate of jogging stride is less than 4Hz
* Heart rate is less than 3Hz
We find that 99% of all motion signal power lies in the first 4 harmonics while
it is known that 99% of all power in physiologic heart beat resides in the first -10
harmonics. This implies that a sampling rate of -60Hz should be used to satisfy the
Nyquist criterion. However, we choose to sample at 100Hz to provide a margin of
safety. From [7], then, 15 parameters are required to represent the impulse response
of the transfer dynamics (the next chapter will verify this to be the case). To obtain
an idea of how much deviation from the expected value of the transfer dynamics,
define the transfer dynamics percent deviation as
%Std.Dev. (w) = x 100 (2.19)
Consider a typical jogger experiment, with 100Hz sampling rate, N = 100, and
n = 15 where the motion power spectrum is shown in the lower subplot of Fig. 2-
4. The upper subplot shows amplitude frequency response of the identified transfer
dynamics as a solid line and standard deviation bars as dashed lines. The %Std. Dev.
is greater than 30% for all frequencies. The lowest %Std. Dev. is still 30% at the
frequency of greatest motion content. High variance at the frequencies with much
acceleration power indicates there is very little confidence in the identified model,
explaining why results using this model have been poor. Note that variance in the
identified model at frequencies with little input power is of little concern since there
is no input to excite these frequencies.
Frequency [Hz]
Power Spectrum of a(t)
Frequency [Hz]
Figure 2-4: Identified FIR transfer dynamics covariance.
Chapter 3
Model Selection
3.1 System Response Testing
A FIR system model with 15 parameters cannot be confidently identified with the
limited excitation of a jogger motion. Therefore, a more compact system represen-
tation is desirable. With fewer parameters to identify the confidence in the estimate
increases as can be seen from Eq. 2.15. To obtain a more compact representation, we
need a better characterization of the system dynamics. Previous work has found there
to be a phase lag between finger motion and observed artifact in the PPG, and that a
large number of tunable parameters were required to represent the transfer dynamics
[7, 6]. However, These results imply that there could be a slow dominant dynamic
that could be modeled using a more efficient representation than a FIR model.
In order to characterize the transfer dynamics, we need a method of estimating or
measuring the PPG motion artifact response without interference from the pulsatile
physiologic signal. In general, we cannot directly measure the artifact response from
a PPG sensor for the same reason that we cannot directly measure the physiologic
heart signal directly - because the signals are mixed. An ideal approach to obtaining
good motion artifact response without influence from the physiologic heart signal is
to briefly stop the heart while the hand is being accelerated. However, stopping
the heart, no matter how briefly, is infeasible with a human subject. Therefore an
alternative means of obtaining the system response to motion is required.
3.1.1 Mechanical Elimination of the Physiologic Signal
Though it is not possible to eliminate the heart signal, the most obvious method of
obtaining the motion induced signal alone is to eliminate the influence of the heart.
The pulsatile heart signal can be eliminated from the arm by using a blood pressure
cuff at the brachial artery inflated above systolic pressure.
The experimental procedure is to obtain a good pulse signal from the PPG sensor,
then inflate the pressure cuff to 160mmHg whereat the artery collapses and the pulse
signal completely flat lines. At this point, the blood volume within the finger is
constant and the blood is quiescent. Finally, the finger can be accelerated and the
output can be measured, free of the pulsatile signal. The pressure cuff must be inflated
quickly and the data taken immediately after cuff inflation so that the capillaries and
veins have little time to significantly change shape or elastic properties as they attempt
to supply more oxygen to the tissue. The Massachusetts Institute of Technology
Committee On The Use of Humans as Experimental Subjects (Approval No. 3117)
has approved the use of the ring sensor and accelerometer, and has approved the use
of pressure cuffs inflated to systolic pressure (160mmHg).
To evaluate the system response, we need an input with the greatest possible fre-
quency content. To this end, consider an "impact," which is a very quick acceleration
and then deceleration of the hand along the axis of the finger under the subject's
own power. The input should be provided from the subject's own power because
an external mechanical exciter could be potentially dangerous to the subject at high
accelerations. Figure 3-1 shows the PPG response to an impact applied to the hand.
Note that the response of the PPG signal is substantially time delayed from the time
of the input (approximately 100-130 ms) as can be seen by comparing the peak times
of acceleration and PPG response. The PPG output also shows a decay window of
more than 600ms.
The impact test leads us to believe that the motion-to-artifact transfer dynamics
are dominantly slow. In fact, the response test shows little high frequency content
whatsoever. However, this is not a conclusive test. The response time of local vascular
is on the order of seconds, yet several seconds are required between when the cuff
begins inflating and the impact can be performed. In response to eliminating blood
flow, the vasculature expands and becomes more compliant to try to promote blood
flow. With more compliance comes a slower system response, which means that the
results in Fig. 3-1 may reflect the transfer dynamics without blood flow but may not
reflect the dynamics with blood flow as. in an everyday jogger.
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Figure 3-1: PPG output in response to an impact applied to the hand.
3.1.2 Heart Beat Interpolation Method
To provide supporting evidence for the system having a slow dominant pole, we
need a method of evaluating the motion induced response in the presence of the
physiologic signal. If a short duration motion is applied, then it is possible to infer
the physiologic signal during the brief period of corrupted PPG signal and write that
the motion artifact is w (t) = y (t) - Yh (t). Because the motion must be brief, the
greatest possible frequency content must be supplied in the brief motion, which means
the most rapid possible acceleration followed be deceleration, or "impact."
To infer Yh (t), we resort to using two ring PPG sensors: one placed on the left
hand, which remains stationary, and the other on the right hand, which is impacted
by the hand acceleration. The stationary ring sensor provides information about how
the heart is beating - independent of motion artifact. With this in mind it may
seem natural to use stationary ring sensor data in place of Yh (t). However, there
is no way to ensure that ring sensor and finger tissue loading are the same for each
finger. Different loadings invariably arrive at misshaped PPG waveforms because
heart induced volume pulsations differently reform the tissues when the tissues are
exposed to different external loading conditions. Also, local autonomous vascular
control mechanisms can regulate the digital artery blood flow differently in each finger.
Because of the finger-to-finger variation in response to heart pulsation, the true
physiologic signal, Yh (t), must be found from the motion corrupted PPG signal.
The true physiologic signal is known except during the brief motion. In most cases,
the beat-to-beat heart pulsation morphology should be approximately invariant over
several beats because the signal shape is primarily a function of local tissue and ring
sensor state which changes with a time constant on the order of tens of seconds.
Bulk beat-to-beat variations such as amplitude and peak-to-peak period, which are
functions of the heart, occur with a time constant on the order of seconds. Since bulk
variations are a function of the heart, which is common to both PPG sensors, relative
amplitude and peak-to-peak interval variations should occur simultaneously in both
signals.
Thus, Yh (t) can be inferred if we identify the beat morphology from the beats
immediately prior to the impact, and track the peak times and relative amplitude
fluctuations in the corrupted region using the stationary sensor. The true heart beat
can be inferred by using the morphology information with the timing and amplitude
information gleaned from the stationary sensor. In practice, the beat interpolation
procedure is as follows (see Fig. 3-2):
* Choose several beats prior to the impact (Averaged Beats in Fig. 3-2).
- Normalize with respect to time.
- Scale the peak on each side of beat based on relative fluctuation in sta-
tionary PPG.
- Average beat waveform over time.
• Guide average beat by stationary PPG (Guidance Beats in Fig. 3-2)
- Time scale using peak times from stationary PPG in corrupted region.
- Linearly shape averaged beat to so that it tracks relative amplitude fluc-
tuations in stationary PPG and is continuous at each endpoint.
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Figure 3-2: Procedure for inferring true physiologic signal, Yh (t), during brief impact
motion.
3.2 Experimental Step Response
Based on the inferred physiologic signal from the previous section, the motion artifact
due to the motion input can be written as w (t) = Y (t) - Yh (t). The input/output
data derived from the experiment shown in Fig. 3-2 are shown in Fig. 3-3. It should
be noted that there is still some artifact left over from the imperfect nature of the
artifact removal process, causing ripples in the response that are not causally related
31
to the input. The response in Fig. 3-3 looks very similar to the response obtained
using the mechanical pulse elimination method which obtained 3-1. In both cases the
phase shift between the input and output peaks is approximately 0.1sec. The main
difference between the plots is the very long decay window in Fig. 3-1. It is likely
that the slow decay window with the mechanical intervention is due to the vascular
expansion and increase in elasticity in response to lack of blood flow. Therefore, the
following discussion assumes that the result from the heart beat interpolation method
is more representative of the system dynamics for an everyday jogger.
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Figure 3-3: Input acceleration/output artifact data during impact test.
Now, the experimental transfer function Hexp (w), which should be approximately
equal to the true transfer function, can be written as
; {w(t)}Hexp (W) = {a(t)} (3.1)
where a {.} indicates the discrete Fourier transform of the time series argument. The
step response of Hexp (w) can subsequently be plotted as the solid line in Fig. 3-4.
This experiment was conducted at 100Hz and the rise time is approximately 0.15sec,
which would require 15 FIR parameters to represent. A first order model fitted to the
0.!
data (dashed line) shows that the majority of the transfer dynamics response can be
described by a first order response. This could mean that just one parameter would
be required to model the response if the discrete pole were exactly known. However,
the exact pole should be somewhat different from person to person, based on age
and state of health. It may even change within a person based on sympathetic tone,
etc. Since the pole is a nonlinearly involved parameter in the transfer dynamics, a
nonlinear search technique is required to find it, which would be computationally
intensive. Thus it makes sense to use an orthonormal basis that incorporates an
average pole value, but does not require online pole identification.
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Figure 3-4: Experimental step response (solid) and first
(dashed).
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3.3 Laguerre Response Modeling
The Laguerre basis is but one possibility among many classes of orthonormal basis
functions [11, 12, 13] that have been proposed to model the affects of slow poles.
However, the Laguerre basis has previously been successfully applied to the cardio-
vascular system [14] and has only one parameter (the value of the dominant pole)
that must be tuned. Thus, Laguerre is a natural choice.
In discrete time, the general form of the Laguerre basis expansion is given as
, K 1- aq • i- 1Li (q, a) = where K= /(1 - C 2) (3.2)
where lal < 1 is the estimated discrete slow pole. Thus, the motion artifact can now
be estimated using
nlag
H (q) = hiLi (q, a) (3.3)
i=1
so that
2i (t) = OT (t) fi (3.4)
where now h = [hl ... hnl g]T and q (t) = [a (t) L1 (q, a) ... a (t) Ln,,,, (q, a)] T , and
nlag is the new model order which should be smaller than with the FIR basis.
To obtain an idea of how many Laguerre parameters are required to represent the
transfer dyanmics, a model fit was done on the input-output impact data given in
Fig. 3-3 for different values of a. The minimum number of parameters required to
capture 95% of the power in the response was determined. Fig. 3-5 shows the number
of parameters versus a. From the plot, nlag = 3 can work well over a range of a. In
most cases a Laguerre pole of a - 0.9 with nlag = 3 parameters works as well as a
FIR model with n = 15 parameters, as shown in Fig. 3-6.
3.4 Laguerre Model Confidence
The previous section found that the Laguerre model order nlag = 3 can represent the
transfer dynamics as well as a FIR model with n = 15 (see Fig. 3-6). Consider again
the typical jogger experiment used to obtain transfer dynamics covariance in Fig. 2-4.
However, the estimated transfer dynamics are now obtained using a Laguerre model
with n•, = 3 and a = 0.9. Figure 3-7 shows the result. The %Std. Dev. is now less
than 1% at the frequencies of most input power and is never more than a few percent
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Figure 3-5: Minimum number of parameters require to capture 95% of the impact
response in Fig. 3-3 vs. a.
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Figure 3-6: Modeled impact response using Laguerre model (nlag = 3,
FIR model (n = 15).
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anywhere. This marks a dramatic improvement over the 30% Std. Dev. obtained
with the FIR model. With a much more confident model, the system performance
should be much more reliable. It should be noted that the variance in the Laguerre
model rises quickly with nl,,ag because all of the input acceleration data lie very close
together in parameter space, exciting only the first few parameters of the model. This
means that care should always be taken to use as few parameters as possible.
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Chapter 4
Filter Shelf Life and Model
Accuracy
4.1 System Time Constants
Careful consideration must be given to selecting an appropriate data window, N,
used in estimating the current transfer dynamics. If the dynamics were not time
varying, we would want to consider the entire data history for estimating the station-
ary dynamics. This would provide the most information and least identified transfer
function covariance. However, the need for maximal information must be balanced
against older information becoming obsolete as the transfer dynamics evolve. To de-
sign a "best" window size, the rate of change of the major influences upon channel
dynamics must be considered.
The first apparent effector of transfer dynamics is sympathetic nervous system
influence over vascular smooth muscle. This is because changes in vascular state alter
blood vessel size and influence how "free" blood is to slosh in the vessels and tissue.
Sympathetic-related changes in vascular state occur on the order of seconds and local
microvascular control works on the order of tens of seconds [15].
The second, and most important, effector of transfer dynamics is motion input.
The channel may not actually change due to different amplitudes and frequencies
of input. However, we are using a linear, additive filtering model to approximate
the channel dynamics while the actual motion-to-noise relationship is not additive
and linear. The actual measured signal is governed by the nonlinear Beer-Lambert
law, and the motion induced volume changes are not likely additive. If changes in
the frequency content or amplitude of the subject's motion largely change the LTI
model, then very rapid adaptation will be required whenever the character of the
motion changes. The following sections will address how linear the system is and how
well the LTI model can represent the system at different motion amplitudes.
4.2 Model Assumptions
To begin, let us be clear about the assumptions made in deriving the ANC framework.
The corruption model presented in Fig. 2-3 was selected because it allows for solution
of the unknown model parameters, h.
The model implicitly makes two assumptions about the PPG corruption (exclud-
ing the uncorrelated inputs condition):
* Linearity: motion to PPG artifact relationship, H0 (q), responds linearly to a
local set of motion inputs.
* Additivity: motion artifact, w (t), adds with the heart induced light intensity
variation, Yh (t) to create the measured PPG signal, y (t).
Linearity is a desirable characteristic so that, regardless of the magnitude or fre-
quency content of the input signal, the model should remain invariant. However, in
the actual system, the measured light intensity varies exponentially with the distance
traveled through the absorbing medium, as given by the Beer-Lambert law. Also, it
is unclear exactly how motion affects blood volume changes in the finger, which could
be a nonlinear process.
The additivity requirement is important in deriving the ANC result, but may also
not be reflective of the physical system. The arterial walls and surrounding tissues
are compliant and the non-pressure head induced blood flow is influenced by many
factors. How is the blood and tissue being redistributed under inertial effects, and
how are these effects superimposed on the true heart signal, Yh (t)? It is not clear
that superposition holds.
It is possible that neither linearity nor additivity are representative of the true
physical system. However, since hi is adaptively computed assuming both linearity and
additivity, it should locally approximate the true system over a range of disturbance
conditions. We need to investigate how significantly the LTI varies with subject
motion.
4.3 Model Accuracy
Since the affects of additivity and linearity are composite in the motion corrupted
signal, it is not possible to show that each one holds separately. A persistently exciting
input is required to estimate h, while an impact (approximate impulse) test is a good
way to evaluate the experimental and model responses. Despite the complications in
identifying additivity and linearity independently, the pertinent question with regard
to model function is: does the physical system response to a motion impulse match
the model proposed by Fig. 2-3, for each disturbance the sensor may experience? The
implication is that only consistency is required between the model and the physical
system for a localized input type.
For correct filter identification, it is required that a range of frequency content is
present in the input. Thus, for validation, the following experiments will distinguish
different input types by acceleration amplitude only, acknowledging that each model
must predict correctly for a range of frequency content in the input.
The objective is to verify that the model approximates the disturbed signal for a
range of inputs. That is, for each input considered:
Model 1 ValidationData
(4.1)
= Yh (t) + H (q) a (t) ? y (t)
To evaluate the previous equation, the input acceleration, a (t) and the PPG sensor
response y (t) are measureable, and the transfer dynamics, H (q) are obtained using
the ANC framework. The unmeasurable signal yh (t) can only be determined by the
heart beat interpolation method discussed in section 3.1.2.
4.4 Response Test
To demonstrate how the LTI model behaves when it is not tuned to local motion, con-
sider the following set of experiments. Figure 4-1 shows two impact experiments. The
true physiologic signal is estimated using the same interpolation technique utilized
in section 3.1.2. For both experiments, the model is trained on highly exciting input
data for 10sec ending 5sec prior to the impact. Because the initial training data has
many frequency components, similar results are obtained with either an order 20 FIR
model or a order 5 Laguerre model. These results use an order 20 FIR model. Figure
4-la shows the result if the training data is the same amplitude as the impact, from
which it is clear that the filter system model describes the actual system response
reasonably well. However, the experiment in Fig. 4-1b was conducted with a training
data amplitude that was one half the amplitude of the impact. From the figure, it
is clear that the modeled response does not describe the physical system. Note that
these experiments distinguish only between amplitudes and not frequencies of motion
input for these experiments. This is because sufficient frequency content is required
in the input for proper parameter estimation and because the majority of the power
in hand acceleration is, in the author's experience, found to be in the vicinity of 1Hz.
What we can glean from the previous experiment is that the channel dynamics
must be locally identified based on the most current data. This means that we must
use a data window that is as short as possible. A data window of N = 400 with a
100Hz sampling rate was used for all results in this work. It is not possible to reduce
the window further because at least one period of the physiologic signal and of the
motion signal must be captured for estimating the expectations in Eq. 2.8.
In addition to the previous experiment, a series of impact tests were performed
at different acceleration amplitudes from 0.4-2.0G, incremented by 0.4G, to evalu-
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Figure 4-1: Modeled system response compared with measured response to impact
test for (a) same amplitude training data and (b) one half amplitude training data.
In both cases an FIR model was used with n = 15 and N = 100.
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ate the model effectiveness. Model performance for each experiment was evaluated in
two ways. First, the mean squared error (MSE) was computed between the estimated
disturbance, zi (t), and the experimental disturbance found by subtracting the inter-
polated PPG from y (t). The second evaluation mode was to compute the deviation
of the modeled disturbance from the experimental disturbance at the experimental
disturbance peak. To ensure comparability between different experiments, the exper-
imental impact response was scaled to have amplitude 1, and the peak deviation is
given as percent of the experimental peak amplitude.
From Table 4.1, the peak deviation is a small fraction of the impulse amplitude and
the MSE is small for all amplitudes. The MSE, however, is not completely instructive
because, as can be seen in Fig. 4-1a, there is large error at the disturbance peak but
little error elsewhere. It should be noted that larger MSE for smaller acceleration
amplitudes is due to a poorer phase matching.
Table 4.1: Average MSE and percent deviation vs. amplitude.
Accel. Amp. [G] 0.4 0.8 1.2 1.6 2.0
MSE 0.192 0.139 0.0205 0.0201 0.0206
% Deviation 1.4 2.1 6.2 6.0 10.4
These tests indicate that the noise cancellation approach is amenable to the PPG
motion artifact problem, but that adaptation is necessary so that the linear model
can everywhere locally approximate the true system. This need for fast adaptation
is the very reason that the use of a compact system representation like the Laguerre
basis function is so important. Since variance in the transfer function increases with
less data, there is no choice but to reduce the number of parameters that need to be
identified in order to maintain a good estimate of the transfer function.
Chapter 5
A Method of Accommodating
Correlated Inputs for Adaptive
Noise Cancellation
5.1 Cross-Correlation in the Inputs
In deriving the adaptive noise cancellation algorithm, an important assumption was
that the physiologic signal, Yh (t), was uncorrelated with the motion reference, a (t),
or alternatively that the cross-spectrum as defined by Eq. 2.16 is 4Qyh = 0. However,
it can occur that the signals become cross-correlated. In fact, it is likely that they are
slightly correlated at any time during use. Thus, the affects of cross-correlation need
to be described. To begin, recognize that as the model converges, and by assuming
uncorrelated inputs, the estimated model approaches the Wiener solution
/t(eiw) y= _ Ya = ha + H0 (eiw) •.aa
e aa tIaa
Then, by remembering that ^ = yh + Ho (q) a (t) - H (q) a (t) and continuing in a vein
similar to [5],
i , = , +(Ho(e) - f (eiw) \ + (Ho (eiW) - (e-'" 4Dha, (5.2)
+ (Ho (eiw) - f (e)) Ho (ei) - H (e-iw)) aa
Substituting the right side of Eq. 5.1 yields
'9 = Yha ayh (5.3)
-YhYh aa
The right term in Eq. 5.3 represents noise induced in the recovered signal due to
input cross-correlation. Notice that when the signals are uncorrelated 49D = (shYh.
However, if the signals take on approximately the same waveform, even with a phase
lag or if they have different amplitudes, nearly all of the physiologic signal will be
removed.
It is known that heart beat and motion can become correlated during walking [16]
and running [17]. Fortunately, in many strides, walking synchronization occurs at one
half the frequency of the heart [16] whereas running occurs at twice the frequency
[17]. If both signals were sinusoids, their cross spectrum would be Yh,,a = 0 in either
case.
Though many strides are not likely to encounter the correlated inputs problem
there is still a possibility of inputs being correlated at any given time. The remainder
of this chapter explores managing the correlated inputs problem using blind source
separation.
5.2 The Problem of Correlated Inputs
To let us understand the problem of correlated inputs, let us consider the mixing of
two source signals such that
no
y(t) = yo (t) + E 0 (1) ýo (t - 1) = yo (t) + 0 * o; o (z) = L (z, a) ao1=0
n,= (5.4)
a(t) = ao(t) + 7y(1)y,(t -1) = a. (t) + • * o
1=0
where y (t) and a (t) represent the signals measured by the sensors, yo (t) and ao (t) are
the true signals to be recovered, Oi and yi are the convolutive (FIR) mixing functions,
and no and n, are the length of the FIR mixing functions. The function L (z, a) is
the Laguerre transformation of basis. The previous equation can be recast in the
z-domain as
a (z) F (z) 1 i o (z)
In the case of the PPG sensor and accelerometer, it is very easy to identify that the
PPG signal cannot possibly mix with the acceleration signal. Thus, if a(t) repre-
sents the measured acceleration signal, F (z) = 0 , since the source signal ao(t) is
directly measured, independent of the PPG signal. With this observation it is clear
that, if Yo and ao are uncorrelated, Widrow's Active Noise Cancellation can easily be
implemented to estimate the mixing function E (z).
The above proposed method of solution fails if the source signals are correlated.
Thus a modified solution approach must be taken. In order to accommodate solution
tractability, consider a modification of the mixing system. Assume that the signals
to be recovered, yo and ao, are orthogonal (uncorrelated) and that the signals mix by
Eq. 5.5 with nonzero F (z) such that the measured PPG and acceleration signals are
created.
This modeling design is purely artificial and has no physical basis whatsoever.
However, this formulation allows for implementation of blind source separation (BSS)
techniques to recover the two orthogonal signals. The orthogonal signals can be
thought of as the portion of the measured acceleration signal that is orthogonal to
the heart waveform (ao)and the portion of the measured (disturbed) PPG signal that
includes the heart waveform and the portion of the disturbance that is correlated
with the heart waveform (yo) as shown in Fig. 5-1.
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Figure 5-1: Artificial system model to reflect uncorrelated source mixing.
Many authors have proposed methods that accommodate BSS of mutually mixed
signals. However, very few works have addressed recovery of correlated blind inputs,
and thus the need for the system modification mentioned above. One work that ad-
dresses seperation of correlated mixed signals is [18], which used Wold decomposition,
but this method is only usable for instantaneous mixing, not convolutive mixing as is
the case for this application. An approach that addresses convolutive mixing is given
in [19, 20], which obtains BSS by means of Symmetric Adaptive Decorrelation (SAD)
which can be implemented using standard Least Mean Squares (LMS) or Recursive
Least Squares (RLS) algorithms.
The SAD technique will be used in the follow sections and, based on the approach
taken by [18] for instantaneous mixing, this work will formulate a modification for the
SAD algorithm such that the desired heart signal can be recovered. Requirements
for stability and convergence of the SAD algorithm will be discussed and an attempt
will be made to determine when the input data is informative enough for parameter
estimation (persistence of excitation condition) and when the signals to be recovered
are too correlated for parameter adaptation to occur.
5.3 Initial Formulation
Consider the mixing problem as formulated in Fig. 5-1 such that the measured
(mixed) signals are disturbed PPG, y, and the measured acceleration, a. Physically,
a is the true, undisturbed acceleration, which acts through a convolutive mixing to
create the measured PPG signal, y. However, this is not the formulation taken here.
Instead, two entirely orthogonal (uncorrelated) signals cross mix so as to create the
measured PPG and acceleration signals. These uncorrelated signals do not exist
physically, but this thought experiment will allow computation and recovery of these
nonphysical signals. The signals to be recovered can be thought of as a combination of
physical signals, however. The orthogonal 'PPG' signal can be thought of as a linear
combination of the actual desired heart signal, Yh, and the portion of the disturbance
resulting from the correlated acceleration, ii . Thus,
Yo (z) = Yh (z) + E (z) L (z, a) & (z) = y (z) -e (z) L(z, a) ao (z) (5.6)
where L (z, a) provides a Laguerre coordinate transformation that provides data com-
pression and allows for the truncation of the estimated FIR acceleration-PPG distur-
bance relationship, 8 (z).
In a similar vein, the uncorrelated portion of the acceleration signal can be thought
of as the total acceleration minus the function by which yo is correlated with the
measured acceleration, a. In this way,
ao (z) = a (z) -~ (z) = a (z) - F (z) yo (z) = a (z) - F (z) (Yh (Z) + E (z) L (z, a) & (z))
(5.7)
The previous expression is not entirely comfortable because it removes not only the
portion of the acceleration signal that is correlated with the heart signal, but the
portion of the disturbance that is correlated with the heart signal. At first glance,
this appears incorrect, but the algorithm utilized to determine r (z) does so in such a
way as to remove the overlapping frequency spectra from the measured acceleration,
a. If only Yh were provided to the decorrelation algorithm, F (z) would be chosen
differently such that the same overlapping frequency spectra were removed. This
works because the spectrum of yo is a subset of the spectrum of Yh.
Assuming that the source signal correlation is taking place over a long period of
time, the relationship by which the measured acceleration, a, is correlated with the
heart signal, Yh may evolve with time, as discussed in the previous chapter. Thus,
the mixing function, F (z), should be adaptively computed. If the nature of the
correlation changes rapidly, then time will be required for the filter to adapt. With
this formulation, the entire adaptive model structure can be cast as shown in Fig.
5-2.
Figure 5-2: SAD algorithm formulation.
If a gradient descent method such as LMS or RLS is utilized to adaptively estimate
the filters 6 (z) and F (z), then the filters work to simultaneously minimize the power
of the orthogonal PPG, 9, based on the orthogonal acceleration a, and to minimize
the orthogonal acceleration, d, based on the orthogonal PPG, 9. Since the filters work
off of each other's outputs, the net effect is to minimize the cross power E [ali].
In order to implement these RLS algorithms, it is necessary that the time histo-
ries of both ai and y are retained for use in computing the next time for Y and a,
respectively. The problem with this formulation is that the true values, Yo and ao
are never known. This means that the estimates for the next time step are based
on the estimates of the previous time step. This can sometimes lead to gradient de-
scent instability as will be briefly mentioned in a following section, though there is
no solution and no method of monitoring for this issue.
5.4 SAD for Entire Disturbance Cancellation and
Heart Signal Recovery
As is indicated by Eq. 5.6, it is assumed that the method by which the uncorre-
lated acceleration ao mixes with the uncorrelated PPG signal, yo, is the same as the
function by which the correlated acceleration, i mixes with the true heart signal, Yh.
Intuitively, this is a reasonable assumption inasmuch as the dynamical system under
which the PPG signal is distorted should be the same regardless of the spectrum of
the input. This means that mixing function estimate, E (z), can be utilized not only
to recover the orthogonal PPG component, yo, but the entire heart signal, Yh as given
by
Yh (z)= y (z) - (z) a (z) (5.8)
The previous equation utilizes the entire measured acceleration for disturbance can-
cellation. This means that all of the PPG disturbance correlated with the measured
acceleration should be removed. It is irrelevant that the heart signal, Yh and the total
acceleration, a, are correlated. Correlation is only an issue with Widrow's ANC for
filter identification. The entire system can be represented pictorially as shown in Fig.
5-3.
It should be noted that this addition to the SAD algorithm (shown as a dashed
line) is purely parasitic. That is, the SAD algorithm still operates just as before,
but the additional computation takes place using the estimated filter, E (z), from the
SAD algorithm.
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Figure 5-3: Addition to SAD algorithm for complete heart signal recovery (dashed).
It should further be noted that this extended computation with the SAD algorithm
estimate assumes that the algorithm converges on the true parameter values, which
may not be the case, especially when the measured acceleration, a, is very highly
correlated with the heart signal, Yh. In this case, input to e (z) will have low excitation
and may not be persistently excited.
5.5 Stability
The SAD algorithm naturally has several modes in which it becomes unstable. In
general, these are not encountered in real systems [19, 20] as long as both filter
systems are persistently excited. Nevertheless, conditions in which the algorithms
become unstable should be noted and, if possible, monitored for during algorithm
deployment.
There are situations in which the gradient descent of the algorithm may diverge
regardless of initial parameter selection, in which case there is no hope of computing
the desired uncorrelated signals. There are also situations wherein the initial param-
eter values can be so wrong that the sign of the gradient in the RLS algorithms will
be wrong. This means that the next values will be even more incorrect, etc. Unfor-
tunately, without the actual system model and the initial guesses, it is impossible to
determine if the system is going to diverge until it has been implemented. It is the
experience of the authors of [19, 20] and of the author of this work that the solution
does not seem to diverge for any real system as long as initial parameter estimates
are chosen as zero, or very close to the correct values.
The problem just mentioned arose when the estimated sign of the gradient descent
(parameter correction) was incorrect, but the filter can be steady-state unstable if the
mixing matrix in Eq. 5.5 is not invertible. That is, no un-mixing matrix exists. An
un-mixing matrix does exist as long as
det (z) 0 (5.9)
Sr(z) 1
which implies that 1 - 6 (z) F (z) must have no zeros on or outside the unit circle.
From the Nyquist criterion,
I (z) r (z)| < 1 Vz (5.10)
which can be recast in the time domain as
Le+Lr kSJw (k)l < 1; w (k) = 0 (1) 7(k - 1) (5.11)
k=O 1=0
If the previous expression holds true, then the un-mixing matrix does exist. Validity
of the previous equation can be checked during algorithm computation by replacing
0 and y by 0 and $. See [19, 20] for more information on stability.
5.6 Convergence: Uniqueness of Solution
Although the authors of [19, 20] are not entirely sure of all possible solutions to the
SAD problem, they do show that practically all alternative solutions are either non-
casual or not stable when the true solutions are stable. The authors arrive at these
conclusions by considering the power spectrum of an alternate formulation of the
SAD filter not considered here (the so-called freed-forward SAD algorithm), so this
development will not be given here. In nearly every case, however, the cross-power
spectrum is only zero if both filter estimates converge to the correct parameters.
Of greater concern to this application, assuming that the system must converge
upon the correct mixing filters, is that the PPG and acceleration signals are considered
in such a way so as to ensure that E must converge upon the correct convolution filter
by which the input acceleration actually disturbs the PPG signal. It seems as though
the formulation depicted in previous sections should give the appropriate filter for
total disturbance cancellation, but an alternative solution may exist, particularly if
one of the signals is much weaker than the other.
5.7 Informativity
As with all parameter estimation schemes, the input (excitation) signal must provide
sufficient frequency content such that enough system 'modes' are excited and all pa-
rameters can be correctly identified (persistence of excitation condition). In adaptive
parameter estimation techniques, such as RLS, the system input must always pro-
vide enough frequency content to compute all parameters. Otherwise, the system
parameter estimation will not update or will become unstable.
For the SAD algorithm, the persistence of excitation condition is much more trou-
bling, because it must be satisfied for two filters of different inputs, rather than just
one as with traditional RLS. This condition is aggravated by two other contributing
factors. Firstly, the inputs to the filters are not even the full spectral inputs to the
physical system. Instead, the spectra of the filter inputs are the decorrelated subsets
of the physical system inputs. That is, the spectrum of the decorrelated acceleration,
a, is a subset of the spectrum of the measured acceleration, a and the spectrum of
the decorrelated PPG, yo is a subset of the measured PPG, y. The spectrum of yo
should, in fact, be the same as the spectrum of the heart signal, Yh. Of secondary
concern is that the frequency content of the heart is very narrow band (centered at
the frequency of the heart rate) and cannot be externally controlled.
As the bodily (measured) acceleration becomes more correlated with the heart,
more of the spectrum of the decorrelated acceleration utilized for filter adaptation,
a, is lost. If the measured acceleration were perfectly correlated with the heart
signal, then no acceleration would be present for filter adaptation. Thus, a means of
quantifying how persistently excited the system is must be identified.
For batch processing of a quasi-stationary (input) data set x, the data set is said
to be persistently exciting of order n (the number of parameters to identify) if
RX (0) ... Rx(n - 1)
Rn = : : (5.12)
L Rx(n - 1) ... Rx(0)
is full rank. Where N is the size of the data set. For a large data set, Rn can
be approximated by the Grammian matrix, which is easily computable for a batch
processed data set. Since recursive adaptive algorithms are implemented here, only a
window of data that is being utilized for the current parameter adaptation and decor-
related signal update must be considered for determining if the system is currently
persistently excited. In order to obtain the current Grammian matrix for the RLS
algorithm, the covariance matrix, P, need only be inverted. This inverted covariance
matrix must be full rank if the system is persistently excited.
Despite the ease of obtaining the Grammian matrix, determining what full rank
really means in a real application is cumbersome. How close to zero must the smallest
eigenvalue be for the system to adapt to incorrect parameter values? It can be said,
however, that as det (Rn) - 0, the input data is less informative. Also, this deter-
minate is easily computed as 1/ det (P). This defines a scalar value that identifies,
relatively how informative the inputs to the adaptive algorithms are. This means
that as the measured acceleration becomes more correlated with the heart signal,
0 (5.13)det (P6)
5.8 Variance
In order to identify how well the model converges to a stable solution (which may
not be the correct solution), it is necessary to quantify the variance of the parameter
values during estimation. If the true system is known then the asymptotic parameter
covariance matrix is given as
1 d
CoVeN N-Ao {E [, (t, Bo) , (t, o)]} - 1 ; (, t, 9) I0=e0 = [d (t, 8)] 1o=oo (5.14)
Though the previous equation requires that the true parameters be known along with
the noise variance, the previous expression can be estimated by
COVON - N [(t, ON) (t, ON)] ; (t, 9) =ON [ (t 9)] =6N
(5.15)
where the error variance is estimated by
N
A• = - Z z(t) - tN)) (5.16)
Here, z (t) is the true signal to be recovered and (triN) is the estimate of the signal
using the model. Also, ON is the current estimate of the FIR parameter model.
Now,
d d
41 (t, ) = d [ (t, 8)] = d[y - L1 (z, a) a (t) L(z, a) a, (t) 0]
Ll(z,a)ao(t) (5.17)
L, (z, a) ao (t)
for O (z) and
yo (t -1)
d d
d [d(t, )] [a-{yo(t-1)...yo(t-n)}]=- {}
yo (t - n)
(5.18)
for F (z).
In application to the SAD algorithm, this method of estimating asymptotic vari-
ance is difficult to utilize in that the true values of yo (t) and ao (t) are never known
for computation of the error variances. This means that this method can only be
applied to SAD for simulations where the true values are known. In appendix A, an
attempt is made, using experimental data, to estimate the error variance for the O
estimator by comparing the recorded good PPG signal to the estimate of the good
PPG using total acceleration, a for disturbance cancellation
E (t, 0) = YGoodPPG - Yh (5.19)
In addition, Appendix A will evaluate asymptotic variance for simulation where the
true values of yo (t) and ao (t) are known. It should be noted that the covariance
expressions used here contain similar information to the expressions for transfer func-
tion covariance used in chapter 2. The utility of using transfer function variance is
found when comparing different model structures. Here, it is not necessary to do so,
since the model structures are fixed for both O and F.

Chapter 6
Results
6.1 Experimental Results with Standard ANC
Applying the Laguerre model with nlag = 3 and with a Laguerre pole of a = 0.92
to a typical set of jogger data yields a waveform that highly resembles a motionless
waveform, when compared with a motionless sensor on the contralateral hand (see
Fig. 6-1). Note that the forgetting factor of 0.995 was chosen to make the data
window approximately N P 400.
The recovered signal can be more quantitatively compared to the motionless PPG
signal by plotting the signal difference versus the mean of the recovered and motion-
less signals in the Bland-Altman fashion. Figure 6-2a shows a typical plot of 5sec
of data comparing a PPG signal corrupted by jogger motion with a motionless PPG
signal from the contralateral hand (subject was running in place). For comparison,
Fig. 6-2b shows a comparison of both sensors stationary for 5sec immediately prior
to the motion corrupted comparison shown in Fig. 6-2a. As expected there is sub-
stantially higher variance when one of the sensors is in motion. Figure 6-2c shows
the comparison of the motionless sensor data to the recovered signal 9 (t). It shows
that variance has been reduced to almost the same level as when both sensors were
stationary. In fact, the estimates of the peak time and amplitude have the same
level of error when compared against an unmoving contralateral hand as when two
unmoving contralateral hands are compared.
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Figure 6-1: Recovered PPG, ^ (t) compared againsted Motionless PPG, for given
acceleration, a (t) and corrupted PPG y (t).
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To demonstrate the improved performance of the compact Laguerre model over
the FIR model, Fig. 6-3 compares using an FIR model with n = 15 to using a
Laguerre model with nlag = 3 for a particular set of data. The recovered signal is
much better matched with the Laguerre model. In general, there are times when both
models perform reasonably well, but the Laguerre model always performs at least as
well as the FIR model at finding peak time and amplitude.
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Figure 6-3: A comparison of (a) FIR model results with n = 15 with (b) Laguerrer
model results with nlag - 3.
6.2 Experimental Results with SAD
Experiments were performed utilizing a PPG ring sensor and an accelerometer on the
right hand which was accelerated along the longitudinal axis of the finger under the
power of the wearer. A second ring sensor was placed on the corresponding finger on
the left hand. Utilizing the real time pulse measurement from the good hand, the
wearer attempted to synchronize (and thus correlate) the acceleration of the right
hand with the pulse signal. Seven Laguerre basis parameters were for E with a
Laguerre pole of a = 0.9 and 7 FIR parameters were used for F. Both models were
tuned with a forgetting factor of 0.999. Note that fewer parameters could likely be
used for both models, but 7 each were used in these experiments.
Figure 6-4 shows an example of an experiment that obtained reasonable results
when the reconstructed heart signal was computed with the standard ANC, with
the extended SAD algorithm producing yh, and the standard decorrelated PPG SAD
output J. Of particular interest in Fig. 6-4 is the third PPG peak where Widrow's
ANC fails. Even though the standard ANC algorithm fails to predict the peak what-
soever, the extended SAD algorithm predicts the third primary peak and the third
secondary peak. Though the shape of the extended SAD-predicted peak is somewhat
misshapen it is far better than the standard RLS estimate. The standard SAD out-
put, 9 is somewhat less cancelled than the extended SAD output 9h, and the shape
of yh is slightly better, but it is difficult to say one waveform is significantly better
than the other.
As a means of identifying when the standard RLS algorithm will break down,
the power of the decorrelated acceleration, ao, can be compared with the power of
the measured acceleration, a. The power of the decorrelated acceleration will fall as
the measured acceleration becomes more correlated with the true heart signal. With
this in mind, the power of a, is 30%, 25%, 40%, and 18% of the power in a for the
first through fourth peaks respectively. These numbers imply that a reduction in
decorrelated acceleration power may predict when standard RLS will not function,
but are inconclusive as to how much of a power decrease is acceptable since 30%
reduction of power was seen at the first peak and standard RLS worked fine, but 40%
reduction at the third peak and standard RLS fails.
It is interesting to note that though standard ANC fails at the third peak in Fig. 6-
4, the correlation between the measured acceleration signal and the Good PPG signal
is actually smaller at the third peak than during the previous peaks. Considering the
normalized correlation (0 corresponds to no correlation and 1 corresponds to being
the same signal). The correlation between the measured acceleration and Good PPG
is -0.994, -0.7783,- 0.3034, 0.6606, for the first through fourth peaks, where negative
numbers indicate that the signals are inverted.
The reason instantaneous signal correlation (measured acceleration and heart sig-
nal) does not predict when the standard RLS algorithm will fail may be that the
current covariance matrix used for update and the current parameter estimates are
averaged over the relevant time window of previous data (10-15 seconds worth with
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Figure 6-4: Experimental Results Comparing Corrupted PPG
Extended SAD, and Widrow's ANC with Standard RLS.
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a forgetting factor of 0.999 and 100Hz sampling). Note that using the much smaller
time window of 400 samples, as with standard ANC is not effective for the SAD
implementation because of the low excitation of the physiologic signal. Thus, the
ability of the standard RLS algorithm to work for current updates is based more on
how correlated the data was during the time window than how correlated the signals
are at an instant.
It is interesting to note that the consideration of Eq. 5.13 for determining infor-
mativity yields the plots for informativity of O (z) and F (z) versus time as shown
below.
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Figure 6-5: Informativity of inputs for E (z) (left) and F (z) (right).
These plots indicate that the acceleration input (even when uncorrelated with the
physiologic input) to E (z) is significantly more exciting than the 'heart and correlated
disturbance input', just by considering the magnitude of the determinants.
It is also interesting to note that the system never goes steady state unstable,
as given by Eq. 5.11. Equation 5.11 plotted over time is shown in Fig. 6-6. The
important characteristic to note is that the plot never exceeds 1.
Appendix A provides a discussion of asymptotic variance for this experiment, as
well as more results based on simulation where the true signals are known. It should be
noted that stable, properly predictive results can only be achieved approximately 50%
of the time with SAD. The previous results should not be taken to be characteristic
of all results with SAD. Appendix A provides further discussion and some examples
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Figure 6-6: System is steady state stable as long as Eq. 5.11 is satisfied.
of the algorithm failing, but managing correlated inputs is not yet completely solved.
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Chapter 7
Conclusion
This worked has developed a Laguerre model based method for adaptively canceling
motion artifact in wearable photoplethysmogram ring sensors. By implementing a
Laguerre series to represent the motion-to-artifact transfer dynamics, the number of
tunable parameters needed to represent the dynamic was reduced from 15 to 3
a factor of 5 reduction. The reduced parameter model can be identified with more
confidence for a limited input, which produces a better physiologic signal recovery,
when compared with previous work done with FIR system models. For typical jogger
motion, the reduced parameter model can provide peak time and signal amplitude
with the same variance as a motionless PPG sensor when compared against a second
motionless PPG sensor on the contralateral hand.
Experimentation showed that changes in the statistics of the motion input leads
to changes in the LTI system model, but that a model tuned to local conditions can
describe the system model. Since the motion of a wearer can change very quickly, the
shortest possible data window should be used for estimating the system dynamics,
but enough data must be averaged over to adequately estimate the expectations
used in the active noise cancelation algorithm. Also, there is less confidence in the
estimate with less data. The affects of changes in wearer motion can be mitigated for
each application by intelligently choosing the data window size so that the algorithm
adapts as rapidly as possible while retaining a sufficient level of confidence on the
estimated transfer dynamics for the expected wearer motion.
The improvements made to the standard ANC algorithm in this work have yielded
a reliable motion artifact reduction scheme as long as the physiologic signal is uncor-
related with wearer motion. However, the standard ANC algorithm cannot properly
function when the physiologic input is correlated with the acceleration reference. In
an attempt to manage this problem, this work adapted ideas from blind source separa-
tion and used a symmetric adaptive decorrelation algorithm to extract the orthogonal
component of the desired physiologic signal and identify the system dynamics. To
recover the entire physiologic signal, the total acceleration was fed through the iden-
tified dynamics to extract the physiologic signal. Experimentation and simulation
showed that the proposed method worked well at certain times but the results were
not reliable.
Future work includes wide scale tetherless trials with joggers and runners using
standard ANC and the compact Laguerre system model. It will be useful to evaluate
how much of the time useful PPG signals can be recovered. In addition, all of the
experiments in this work were conducted on male subjects in their 20's and in a
similar state of health. It is known that age and state of health change the way blood
flows in the arteries and such changes may affect the use of the Laguerre model.
Lastly, blind source seperation is a very interesting approach to dealing with the
correlated inputs problem. A better understanding of what causes the symmetric
adaptive decorrelation approach to fail should be attained. A solution to the problem
could be very useful not only in biomedical applications but in other signal processing
applications as well.
Appendix A
Further Results with Symmetric
Adaptive Decorrelation
A.1 Further Discussion of SAD Experimental Re-
sults
Application of asymptotic parameter covariance to this application is difficult for
real data, since the true values y, and ao are not known for computation of the
error variance. It is possible to make make an estimate of the y, error variance by
considering the error between the Good PPG and yh.
Using Eq. 5.15, CovO
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and the final parameter values for the O (z) estimator are
0.1599 0.1044 -0.0236 -0.2247
Comparing the estimated parameter values with the variance of each value (the
diagonal elements of the CovO matrix), the variance of each parameters is only a few
percent, which means the estimate is confident.
A.2 Low Correlation Simulation
Because the true values for yo and ao are not known for the experimental system, it
is useful to run a simulation wherein these values are known, which will allow the
computation of the asymptotic covariance matrix and determine if the values converge
to the correct result.
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Figure A-1: Simulation Results with Inputs Known.
Plots similar to Fig. 6-6 determine when the simulation is stable and only stable
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simulations are considered here. The simulation depicted in Fig. A-1 was stable for
all time. Since both ao and y, are known and given as inputs to a known mixing
function for this simulation, asymptotic covariance matrices can be determined for
both filter estimates. Also, for simplicity, the mixing function parameter values were
kept constant. This allows for checking if the estimated parameter values converge
to the correct result by comparing the finally estimated values.
The selected FIR mixing parameters were 0 =
0.2000 0.1500 -0.1600
and y =
0.5500 0.3500 -0.2500
0.1850 -0.1000
0.1100 -0.0550
0.2500 0.1500
0.1500 0.1000.
The end-estimated parameter values from this simulation were 0 =
0.2373 0.2191 0.1460 0.0496 -0.0410 -0.0971 -0.0886\
and ' =
0.2166 0.1270 0.0844 0.0691 0.0550 0.0123 -0.0900
It should be noted that the estimated parameter values
parameter values. Also, no simulation provides estimated
match the true values, no matter how excited the uncorrelated
covariance matrices for parameter estimates are:
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inputs. The asymptotic
0.0010
0.0003
0.0001
-0.0001
-0.0303
0.0537
-0.0249
-0.0005
0.0010
0.0017
0.0026
0.0037
-0.0249
0.0168
Cov, ,
0.0324 -0.0512 0.0093 0.0067 0.0046 0.0032 -0.0041
-0.0512 0.1129 -0.0655 -0.0008 0.0003 0.0007 0.0032
0.0093 -0.0655 0.1153 -0.0640 -0.0002 0.0003 0.0046
0.0067 -0.0008 -0.0640 0.1160 -0.0640 -0.0008 0.0067
0.0046 0.0003 -0.0002 -0.0640 0.1153 -0.0655 0.0093
0.0032 0.0007 0.0003 -0.0008 -0.0655 0.1129 -0.0512
-0.0041 0.0032 0.0046 0.0067 0.0093 -0.0512 0.0324
A.3 Highly Correlated Inputs
As a matter of being able to determine how well the extended SAD algorithm per-
forms compared with Widrow's ANC for highly correlated signals, it is useful to run
additional simulation where the measured values, y and a are highly correlated. Fig-
ure A-2 shows some simulation results where a portion of the good PPG signal was
instantaneously added to the acceleration signal. The entire acceleration signal was
convolutely added to the good PPG (through a FIR mixing function)
The results show that the standard RLS ANC completely falls apart for very corre-
lated inputs. However, the extended SAD algorithm appears to be able to reasonably
predict the correct PPG waveform much of the time. However, (as with the first two
peaks of Fig. A-2, the SAD algorithm falls apart at numerous times, without any of
the previously mentioned indicators of correct SAD function implying when it will
cease to function.
Figure A-3 shows that the data is more informative when the SAD algorithm is not
functioning properly, than when it is. Figure A-4 shows that the filter estimates are
steady state stable when SAD is not working properly and that the filter estimates are
steady state unstable when the SAD algorithm is tracing the good PPG reasonably
well. While it does become unstable toward the end of the data set, it has not yet
had time to significantly deviate, so the results are still reasonable. However, if more
SAD
Time [sec]
Figure A-2: Simulation results for highly correlated inputs (ao and Yo unkown).
time passes, then the output deviates from what it should be.
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Figure A-3: Informativity
lated inputs.
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of inputs to E (z) (left) and F (z) (right) for highly corre-
A.4 Remarks
On many occasions, the SAD algorithm gives decent results in computing the de-
sired heart signal. However, for all of the times wherein the filter seems to function
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Figure A-4: SAD Algorithm is unstable when Eq. 5.11 is greater than one.
properly, there are at least as many times when the filter breaks down, sometimes
creating decorrelated signals that less resemble the good PPG than do the measured
corrupted signals. Worse yet, neither informativity nor steady state stability appear
to necessarily correspond with SAD function. Also, it is impossible to compute the
asymptotic parameter stability for any real system since the true uncorrelated signals,
y, and ao, are never known.
Despite the problems with the SAD algorithm, it routinely outperforms the stan-
dard RLS ANC whenever input signals are highly correlated. Even so, it seems SAD
by itself may never be the answer to dealing with correlated inputs, if only because
it is too finicky. It is possible, however, that the algorithm could be stabilized by
some form of corrective feedback or combined with another method that will lead to
algorithm stability.
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