This paper addresses a fault condition prognostic for sudden failure of rotating machinery. The proposed method is based on the utilization of feature extraction by using signal processing technique, and adaptive boosting (adaboost) regression algorithm. In this paper, we decompose vibration signal using wavelet packet decomposition and ensemble empirical mode decomposition (WEEMD), and successively we utilize the high order spectrum slice to describe the process of a fault evolution, and finally adaptive boosting regression algorithm is adopted for predicting the fault conditions. Experimental results of rotating machinery show that adaboost regression is pronounced comparing with other regression methods for fault condition prognostics.
Introduction
Recently, Prognostic health management (PHM) is becoming the preferred practice for a variety of engineering systems to maintain their reliability, safety, and availability. PHM utilizes run-time data to predict the machinery condition and remaining useful life, hence, its future fault condition, which can be used to schedule the required repair and maintenance before sudden failures or even catastrophic failures occur.
PHM technologies mainly include sensing and monitoring, information processing and fault prognosis algorithms that are capable of detecting accurately and in a timely manner incipient failures and predicting the useful life. Among these techniques, prognostic is a key component that possesses the ability to predict accurately and precisely the future condition and remaining useful life of a failing component or subsystem accurately [1] .
As is reported in the literature, the state of the art failure prognostics methods can be divided into three categories, model-based method, experience-based method, and data-driven prognostics [2] [3] . Model-based methods apply mathematical models to forecast the fault growth trend. However, it is very difficult to develop accurate models in most practical instances, particularly when the process of fault propagation is complex or not fully understood. Experience-based methods mainly resort to some practical experience. However, it is very difficult to develop failure grow trend. Data-driven methods employ the collected condition data to derive the fault propagation models [9] [10] [11] [12] .
In data-driven methods, traditional approaches, such as AR model, TVAR model, neural network, can be applied to a variety of systems, which are the popular prediction tool in prognostic approaches. Considering ensemble learning algorithm, such as boosting algorithm, can improve predicting accuracy, the BP neural network is integrated with adaptive boosting (adaboost) so that online data can be used to improve the prediction performance.
The BP neural network and adaptive adaboost in this paper forms a new approach for machine health condition prognosis for rotating machinery. Experimental data from a rotor test rig is employed to validate the proposed approach. Results demonstrate that it outperforms classical predicting approaches.
The remainder of this paper is organized as follows: Section 2 presents the novel signal processing method. WEEMD is introduced firstly, and then a high order spectrum slice is demonstrated. Section 3 presents the integration of BP neural network and adaboost algorithm. Section 4 describes the experimental setup, and the experimental results are given. Finally, the conclusion is presented.
Feature Extraction using WEEMD and High Order Spectrum Slice

WEEMD
Traditional EEMD method has the disadvantage of decomposing the low energy component, thus some potential fault information can be omitted, wavelet packet decomposition is utilized, for it can be extract the narrow band wavelet coefficients for the corresponding frequency bands, and then EEMD is used for decomposing narrow band wavelet coefficient.
The essence of EEMD is the multi-average empirical mode decomposition with added Gaussian white noises. Owing to Gaussian white noise frequency uniform distribution, signals with added Gaussian white noise distribute different time scales, which can avoid mode mixing. EEMD method is developed from the simple assumption that any signal consists of different simple oscillations, called IMFs [4] . The definition of IMFs satisfies these two conditions. For one, in the whole data set, the number of extremum points and the number of zero-crossing points must be either equal or differ at most by one. For the other, at any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero.
Although each IMFs after EEMD mixes a large of noise components, but according to statistical character of noise, random white noises can be cancelled out. The pseudo code implementation of this method is as follows: (1) Gauss white noise is added to the original signal, as
Where ( ) i x t is the signal with the added white noise. 
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Here, there exists a weak learner, actually, any regression algorithm can be the weak learner, such as linear regression, neural network, SVR. In our work, we use back propagation as weak learner (BP-Adaboost) in that it can weaken the choice of parameters when the predicted accuracy is enhanced.
Experimental Study and Analysis
Experimental Framework
In this paper, the experimental framework of conditional prognostic of rotor machinery mainly includes four phases, including testbed setup, signal acquisition, integration of signal processing and predicting model, and trend prediction, as shown in Figure 1 . The raw data firstly recorded by the sensors equipped by the rotor test rig are processed to extract the signal feature by using the integration of WEEMD and high order spectrum slice. The successive phase consists in exploiting the learned models to forecast the component's future condition and trend. 
Experimental Setup
In order to validate the eff methodology, a fan blade based on a rotor testbed shown in Figure 2 . It consists a DC motor, roller bearing, shaft, fan with fault blade, and speed regulator. The shaft is supported by the two bearings, and the fan is fixed in the shaft. In this study, eddy-current transducers are mounted on the flat surface of the bearing bracket using adhesive mounting technique. The vibration signals from the eddycurrent transducer fixed on the roller bearing are taken at the motor speed of 1200 RPM. The sampling frequency is 1024Hz. Figure 3 shows the time-domain signal at the speed of 1200RPM. integration of WEEMD and high order spectrum slice.
Proper feature information has contributed to the improvement of prognostic accuracy. In order to investigate the superiority of this method, and make comparative test convincing, the traditional dataset from the bearing center of Case Reserve University [8] is used, and the comparative experiment used by Hilbert spectrum is tested. Vibration data is acquired by the acceleration sensor, the model of rolling bear is SKF6203. Figure 4 shows the time domain signal plot of normal condition of the rolling bearing at the speed of 1797RPM. In this work, db3 wavelet firstly is utilized to decompose the original signal, for it can be extract the narrow band wavelet coefficients for the corresponding frequency bands, and then EEMD is used for decomposing narrow band wavelet coefficient. Figure 5 shows the decomposed result of this method. Figure 6 the comparative result using Hilbert spectrum and order cumulant diagonal spectrum slice
As is shown in figure 6 , figure 6b is superior to figure 6a in that it can recognize the rotational frequency and 1-time frequency and double-time frequency clearly, whereas, the information on rotational frequency using Hilbert spectrum is blurred.
In our study, we take the mean of cumulant diagonal spectrum slice as feature. Figure 7 shows the result of the feature extraction. Fault prediction is the final step for identifying the sudden failure. BP-adaboost regression algorithm is implemented for prognostic. The iterative number of adaptive boosting is set to be 10.
In order to testify the feasibility of this method, in our study, the traditional BP neural network method and RBF are compared to BP-adaboost. Table 1 shows the test data and predict value by using 3 different methods. We Figure 5 decomposed result of WEEMD It is noticed that the vibration signal is decomposed into 17 IMFs. We choose the first IMF, and visualize by using Hilbert spectrum and order cumulant diagonal spectrum slice. Figure 6 shows the comparative result.
Experimental Analysis
According to the experimental framework, the vibration signal is processed to extract a feature by using the take the mean square error (MSE) as the measured performance, and the experimental result indicates that accuracy of BP-adaboost is superior to the other two, as is shown in figure 8, 
Conclusion
Fault prognostic is one of the core research areas in the field of condition health monitoring of rotating machines. Many researchers report newer features that can be used for fault prognostics. This paper presents a novel integrated signal processing method and adaboost-BP regression method for prognostics. It is evident from the scatter plot of the features that the features suggested by the algorithm have better discriminating ability and hence they can be effectively used in the condition prognostic application. In predicting the conditions with extracted features, Back propagation neural network and REF neural network underperform back propagation adaptive boosting in certain cases. BP-Adaboost has one more advantage of predicting more accuracy and hence can be effectively used for fault prognostics.
