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Abstract
An end-to-end image analysis pipeline is presented for the abdominal MRI protocol
used in the UK Biobank on the first 38,971 participants. Emphasis is on the processing
steps necessary to ensure a high-level of data quality and consistency is produced in or-
der to prepare the datasets for downstream quantitative analysis, such as segmentation
and parameter estimation. Quality control procedures have been incorporated to detect
and, where possible, correct issues in the raw data. Detection of fat-water swaps in the
Dixon series is performed by a deep learning model and corrected automatically. Bone
joints are predicted using a hybrid atlas-based registration and deep learning model
for the shoulders, hips and knees. Simultaneous estimation of proton density fat frac-
tion and transverse relaxivity (R2*) is performed using both the magnitude and phase
information for the single-slice multiecho series. Approximately 98.1% of the two-
point Dixon acquisitions were successfully processed and passed quality control, with
99.98% of the high-resolution T1-weighted 3D volumes succeeding. Approximately
99.98% of the single-slice multiecho acquisitions covering the liver were successfully
processed and passed quality control, with 97.6% of the single-slice multiecho acqui-
sitions covering the pancreas succeeding. At least one fat-water swap was detected in
1.8% of participants. With respect to the bone joints, approximately 3.3% of partici-
pants were missing at least one knee joint and 0.8% were missing at least one shoulder
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joint. For the participants who received both single-slice multiecho acquisition proto-
cols for the liver a systematic difference between the two protocols was identified and
modeled using multiple linear regression. The findings presented here will be invalu-
able for scientists who seek to use image-derived phenotypes from the abdominal MRI
protocol.
Keywords: Body Composition, Deep Learning, Dixon, Liver, MRI, Pancreas, Proton
Density Fat Fraction
1. Introduction
The aim of the UK Biobank (UKBB) project, started in 2006, has been to gather
lifestyle information, biometric, and genetic data for 500,000 individuals in the UK
population for research purposes (Sudlow et al., 2015). In 2014, the project was ex-
panded to include imaging for 100,000 of the participants, which will create the largest
and most extensive collection of medical imaging data in the world, once completed
(Littlejohns et al., 2020). Rigorous and standardized multimodal scanning protocols,
including a variety of acquisition protocols, are being performed seven days a week
in four sites across the UK (Stockport, Newcastle, Reading, and Bristol). Volunteers
from the initial UKBB cohort aged 40 to 69 years have been included in the study.
The in-depth phenotyping protocol includes several imaging modalities, providing a
comprehensive set of structural and functional data for every participant that includes:
dual-energy X-ray absorptiometry, neck and carotid artery ultrasound, as well as brain,
cardiac, and abdominal magnetic resonance imaging (MRI). In terms of MRI scanning,
each region of the body has a specific time allocation: brain 30 minutes, heart 20 min-
utes and abdomen 10 minutes, with three subjects rotating between measurements at
the UKBB scanning site at the same time to achieve the daily target of 17 subjects. If
the entire set of scans for a particular protocol is not acquired within the allocated time,
the radiographers have been instructed to move on to the next stage of the protocol, and
consequently some subjects may have incomplete datasets.
The quality and reproducibility of any MRI scanning protocol is dependent on a
number of factors including the skills of the radiographer (e.g., subject placement, sub-
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ject alignment, slice position), on the presence of imaging artifacts (e.g., caused by
subject motion, motion due to breathing or magnetic-field inhomogeneities) and the
time limits imposed for the actual acquisition. In the case of the Abdominal Protocol,
limited to 10 minutes, it meant that the relative quality of the images (e.g., signal-to-
noise) was partly compromised in order to maximize the overall coverage and variety of
acquisitions. This protocol includes a two-point 3D Dixon sequence covering the body
between the neck and the knees, a high-resolution 3D T1-weighted (T1w) pancreas ac-
quisition, as well as two quantitative single-slice acquisitions that focus on the liver and
the pancreas, respectively. The Dixon protocol involves six separate acquisitions and
requires extensive preprocessing before subsequent analyses can be performed. This
type of acquisition is prone to swaps when separating the fat and water channels dur-
ing reconstruction by the scanner software, especially in structures that are physically
separated (e.g., arms, legs) in the different series (Ma, 2008). With the high throughput
of subjects performed under a tight time schedule, mishaps will inevitably occur at cer-
tain points in the protocol. Given these potential issues, and being an extremely large
database covering a heterogeneous set of organs, structures and tissues, the Abdomi-
nal Protocol of the UK Biobank demands a very robust and thorough image analysis
pipeline with several layers of quality control. Such a pipeline ensures that consistent
downstream analysis of the acquired data can be achieved with minimal manual inter-
vention. With 100,000 datasets to be produced, relying solely on visual inspection for
quality control is impractical.
Over the last decade, MRI has become the gold standard for body composition,
particularly when measuring adipose tissue, liver and pancreatic fat content. Some of
these measurements have had an enormous impact on our understanding of metabolic
conditions such as type-2 diabetes and nonalcoholic fatty liver disease (Thomas et al.,
2013). In addition to these measurements, the Abdominal Protocol includes multiple
tissues and organs such as muscles, kidneys, spleen, vertebra, lungs, pelvis, femur, etc,
with the potential for a myriad of clinically relevant variables. It is therefore somewhat
surprising that to date there have been relatively few publications arising from the Ab-
dominal Protocol (13), compared to those arising from the brain (81) and cardiac (52)
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protocols1. This reflects the paucity of abdominal image-derived phenotypes that have
been returned to the UK Biobank, which in turn reflects the lack of robust automated
methods for a comprehensive analysis of the abdominal MR images.
The studies published so far arising from the Abdominal Protocol, including those
utilising the single-slice multiecho liver data, have performed quality control by vi-
sual inspection with manual annotations necessary for quantification of parameters
(Wilman et al., 2017; McKay et al., 2018; Mojtahed et al., 2019; Wojciechowska et al.,
2018; Bagur et al., 2019). Similarly, the neck-to-knee Dixon data have been used in
several studies investigating body composition (West et al., 2016; Linge et al., 2019,
2018; Borga et al., 2018) as well as predictive models for biometry and markers of
age (Langner et al., 2020b,a). These studies do not appear to include automated qual-
ity control procedures, with some requiring manual editing of erroneous data and all
of them referring to visual inspection for quality control of the results. With the UK
Biobank expecting to complete scanning the cohort of 100,000 subjects by 2023, and a
significant number of participants due to undergo an additional follow-up scan, relying
on manual expert work or visual inspection for a collection of data at this scale is not
feasible, particularly for the three-dimensional data, which contain several orders of
magnitude more information compared with single-slice acquisitions.
Once published, the UK Biobank expects researchers to submit their quantitative
results for any derived biomarkers in order to further enrich the database and accelerate
research. With momentum building on previous studies and their results (Ji et al., 2019;
van Hout et al., 2020; Wilman et al., 2019), the community clearly will benefit from
extensive quality control. Preprocessing and quality control using automation where
possible has been performed using the first 10,000 subjects in brain imaging (Alfaro-
Almagro et al., 2018) and the first 19,265 subjects for cardiac MRI (Tarroni et al.,
2020), reporting on the high quality of the data using machine learning to quantify
motion-induced misalignment, quality of the contrast, and short-axis stack coverage
of the heart. These quality control evaluations report an overall high quality of data,
1The results come from individual Pubmed searches using the keywords: “UK Biobank”, “MRI” and
either “abdominal”, “brain” or “cardiac”.
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with 81.06% of the brain data having all of the acquisitions and estimated to be used
for analysis. For the cardiac MRI, over 99.9% of the data are complete, with 85.8%
having optimal coverage, 84.0% not suffering from major misalignment and 97.9%
with good image contrast. For the Abdominal Protocol, West et al. (2016) presented
detailed quality control results for the Dixon acquisition in the first 3,000 subjects, but
required visual inspection of the images.
In this paper we present a comprehensive pipeline for the automatic preprocessing
and quality control of the UKBB Abdominal Protocol, as well as a summary of the data
for the first 38,971 subjects.
2. Materials and Methods
2.1. Data Acquisition
Analysis was performed on all available datasets as of December 2019, with 38,971
abdominal MRI datasets released by the UK Biobank, where a total of 100,000 datasets
are the ultimate goal for the imaging sub-study. All of the abdominal scans were per-
formed using a Siemens Aera 1.5 T scanner (Syngo MR D13) (Siemens, Erlangen,
Germany). Acquisition parameters for the Abdominal Protocol have been provided in
Littlejohns et al. (2020). We focus here on four separate acquisitions, with one se-
quence being applied twice (once for the liver and once for the pancreas):
1. The Dixon sequence involved six overlapping series that were acquired using a
common set of parameters: TR = 6.67 ms, TE = 2.39/4.77 ms, FA = 10◦ and
bandwidth = 440 Hz. The first series, over the neck, consisted of 64 slices,
voxel size 2.232 × 2.232 × 3.0 mm and 224 × 168 matrix; series two to four
(covering the chest, abdomen and pelvis) were acquired during 17 sec expiration
breath holds with 44 slices, voxel size 2.232 × 2.232 × 4.5 mm and 224 × 174
matrix; series five, covering the upper thighs, consisted of 72 slices, voxel size
2.232 × 2.232 × 3.5 mm and 224 × 162 matrix; series six, covering the lower
thighs and knees, consisted of 64 slices, voxel size 2.232 × 2.232 × 4 mm and
224 × 156 matrix.
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Figure 1: Workflow for data conversion and data management. Data from the Abdominal Protocol are
downloaded as individual zip files for each series. These files are uncompressed, organized and converted
into multidimensional (3D or 4D) arrays in the NIfTI-1 data format.
2. The high-resolution T1w acquisition sequence for the pancreas was acquired
under a single expiration breath hold with TR = 3.11 ms, TE = 1.15 ms, FA =
10◦, bandwidth = 650 Hz, voxel size 1.1875 × 1.1875 × 1.6 mm and 320 × 260
matrix.
3. The single-slice multiecho gradient echo acquisition sequence, for the liver and
pancreas, was acquired using the common set of parameters: TR = 27 ms, TE =
2.38/4.76/7.15/9.53/11.91/14.29/16.67/19.06/21.44/23.82 ms, FA = 20◦, band-
width = 710 Hz, voxel size 2.5 × 2.5 × 6.0 mm and 160 × 160 matrix. This was
implemented for the pancreas only after the first approximately 10,000 subjects.
4. The single-slice IDEAL sequence (Reeder et al., 2005) for the liver used the
following parameters: TR = 14 ms, TE = 1.2/3.2/5.2/7.2/9.2/11.2 ms, FA =
5◦, bandwidth = 1565 Hz, voxel size 1.719 × 1.719 × 10.0 mm and 256 × 232
matrix. This replaced the single-slice multiecho sequence for the liver after the
first approximately 10,000 subjects.
The North West Multicentre Research Ethics Committee (MREC), UK, approved the
study and written informed consent was obtained from all subjects prior to study entry.
2.2. Image Analysis Pipelines
All image processing and quantitative analysis has been performed in Python 3
(Van Rossum and Drake, 2009) using both CPU and GPU computing resources.
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Figure 2: Directory tree structure for a single abdominal MR scanning session.
2.2.1. Data conversion
All DICOM files are converted to the NIfTI-1 format using the dcmstack2 python
package (Figure 1), stacking multiple DICOM files into a single multidimensional
NIfTI-1 object, containing the DICOM metadata. Preserving the DICOM metadata
is important for downstream processing steps; e.g., assembling multiple series into a
single neck-to-knee volume for the Dixon acquisition or parameter estimation in the
multiecho acquisitions.
2.2.2. Data Management
The following fixed directory tree structure were used in order to streamline image
analysis at scale (Figure 2).
• analysis: NIfTI files derived from the original datasets; e.g., binary masks and
parameter estimates.
• landmarks: the predicted landmarks from the bone joints (cf. Section 2.3.2).
• nifti: NIfTI files associated with the four acquisition protocols, after being
processed by their respective image analysis pipelines. The number of files de-
pended on the number of MR sequences successfully acquired in the scanning
session.
• plots: PNG files that captured results from intermediate steps in the pipeline.
• summary: summaries of the image data, processing steps and parameter esti-
mates.
2https://github.com/moloney/dcmstack
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Figure 3: Workflows for the distinct acquisition protocols: (a) Dixon data involve a total of 24 files (four
channels and six series) that go through several steps to produce high-quality neck-to-knee image volumes,
(b) Bias field correction is applied to the single high-resolution T1w series dedicated to the pancreas and (c)
Bias field correction is applied to the single-slice multiecho acquisitions for both the pancreas and liver.
• tmp: files useful for debugging and troubleshooting in development that were
deleted prior to archival, including the original DICOM files.
Fixed file names were also defined to simplify automation.
2.2.3. Dixon Pipeline
The six separate series associated with the two-point Dixon acquisition were posi-
tioned automatically after the initial location was selected by the radiographer (West
et al., 2016; Littlejohns et al., 2020). Reconstruction of the fat and water channels from
the two-point Dixon acquisition was performed on the scanner console. Four sets of
DICOM files were generated for each of the six series in the neck-to-knee Dixon proto-
col: in-phase, opposed-phase, fat and water. The preprocessing steps are summarized
in Figure 3(a).
Bias field correction (Tustison et al., 2010) was performed on the in-phase volume
and the resulting bias field applied to the other channels (opposed-phase, fat, water)
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Figure 4: Complete neck-to-knee Dixon data after successful preprocessing via the image analysis pipeline
for a single subject. The four channels are (from left-to-right): in-phase, opposed-phase, fat and water.
for each series. The series were resampled to a single dimension and resolution to fa-
cilitate merging of all six series into a single three-dimensional volume (size = [224,
174, 370], voxel = 2.232 × 2.232 × 3.0 mm). To reduce the effect of signal loss when
blending the series, we identified the fixed set of slices that form an overlap (inferior-
superior direction) between adjacent series. We applied a nonlinear function to blend
the signal intensities on these regions of overlap, where slices in the interior of the vol-
ume were heavily weighted and slices near the boundary were suppressed. We repeated
the bias field correction on the blended in-phase volume and applied the estimated bias
field to the other channels. The final output from a representative Dixon acquisition is
displayed in Figure 4 for a single subject.
Fat-water swaps are a common issue in the reconstruction of Dixon acquisitions,
where the fat and water labels attributed to the reconstructed images are reversed for all
voxels in the acquired data series or cluster of voxels associated with separate anatom-
ical structures (e.g., legs or arms). Examples are provided in Figure 5, where the water
channel for the subject on the left suffers from a swap in the second series (in the torso)
and the fat channel is labeled as water (not shown). The water channel for the subject
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Figure 5: Examples of fat-water swaps in the UK Biobank. The water channel is displayed in all images.
There is a swap in the second series (chest) of the subject on the left, and there is a swap in one of the legs in
the fifth series (right thigh) of the subject on the right.
on the right suffers from a swap in the fifth series (in the left thigh) and again the fat
channel is incorrectly labeled as water (not shown). Once corrected, the water channel
for both subjects is consistent. We used a convolutional neural network (CNN) model
to detect swaps, with six individual models trained for each of the six acquired series.
Only fat-water swaps that involved the entire series or the left-right halves in the final
two series were considered. Partial fat-water swaps (e.g., the top of the liver) are an
area of future work.
Each model used a sequential architecture with six layers that assigned a label, zero
for water and one for fat, to each of the series when given a central 2D slice from the
series. Each convolution block (Cn) was made up of n convolutions that were 3 × 3
spatial filters applied with stride of length two, followed by a leaky rectified linear unit
(ReLU) activation with slope 0.2 and batch normalization. The final layer had stride
of length three and a sigmoid activation for binary classification of the input as either
water or fat. The number of convolution filters was doubled in each layer down the
network as follows: C64 → C128 → C256 → C512 → C1024 → C1. One model using the
same architecture was trained for each series. The two models covering the bottom two
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Figure 6: Mid-axial slice from the high-resolution T1-weighted 3D volume centered on the pancreas. Raw
(left) and normalized (right) data are shown.
series that include the legs checked the right and left half of the input image separately
to accommodate for the legs being separate structures with increased likelihood of
swaps. Each of the six series for 462 subjects were individually inspected to ensure
no swaps occurred and used to train the models. The ten central coronal slices of each
subject were selected by checking the image profile of the slice in each slab, where the
largest profile was assumed to be the centre of the body. Thus, a total of 4620 images
were available for training each of the networks. No additional data augmentation was
performed. Each 2D slice was normalized and cropped by 32 voxels at both (left, right)
ends to exclude the boundaries of the field of view and minimize the influence of voxels
outside the body and in the arms. The model was trained with a binary cross entropy
loss function using the Adam optimizer and a batch size of 100 until convergence,
which was between 150 and 200 epochs depending on the series. The models were
validated on a separate set of 615 subjects, resulting in 4,920 individual swap detection
operations performed as every set of Dixon data is subject to eight classification tests.
The validation, via visual inspection of all the series and the swap detection results,
revealed only two instances of the second series (the chest) and one instance of the fifth
series (one of the two legs) were mislabeled out of the total 4,920 checks performed.
Only one false positive, in the second series, was observed.
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2.2.4. T1-weighted Pipeline
A single 3D T1-weighted (T1w) volume of higher-resolution data was acquired,
centered on the pancreas. Two versions were provided, with and without normaliza-
tion, from the acquisition (Figure 6). Bias field correction was performed to reduce
signal inhomogeneities in the normalized volume (cf. Figure 3(b)). No additional pre-
processing was applied to the high-resolution 3D T1w pancreas volumes.
2.2.5. Single-slice Multiecho Pipeline
Two single-slice multiecho acquisitions were performed, one positioned through
the liver (orthogonal orientation) and another one positioned through the pancreas
(oblique orientation). The liver acquisition parameters were changed after the pilot
scanning period and replaced with the IDEAL acquisition (Reeder et al., 2005). We
performed bias field correction on each echo time of the magnitude images to over-
come signal inhomogeneities. For organ/tissue segmentation, we used only the bias-
field corrected magnitude images. We used the unprocessed data, both magnitude and
phase, to estimate fat fraction and transverse relaxivity.
The limitations of two-point Dixon acquisitions for fat quantification have been
well documented in the literature (Bydder et al., 2008; Yu et al., 2008). Software3 avail-
able from Dr Mark Bydder, specifically the PRESCO (Phase Regularized Estimation
using Smoothing and Constrained Optimization) algorithm (Bydder et al., 2020), was
used to simultaneously estimate the proton density fat fraction (PDFF) and transverse
relaxivity (R2*) values voxelwise from the single-slice multiecho gradient echo (GRE)
and IDEAL acquisitions. Essentially, a multi-peak spectrum was constructed from the
echo times in the acquisition protocol and used to perform nonlinear least squares under
multiple regularization constraints that extends the IDEAL (Iterative Decomposition of
Water and Fat with Echo Asymmetry and Least-Squares Estimation) algorithm (Reeder
et al., 2005; Yu et al., 2008).
It is also possible to convert transverse relaxivity (R2*) into iron concentration
(in mg/g) using a linear transformation. Within the literature a number of different
3https://github.com/marcsous/pdff
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formulas have been proposed, for consistency we adopted the same approach that has
previously been applied to data from the UK Biobank in McKay et al. (2018), where
iron concentration = 0.202 + 0.0254 · R2∗. (1)
Equation 1 was originally reported in Wood et al. (2005).
2.3. Quality Control
2.3.1. Anomaly Detection
Anomaly detection of the final reconstructed volumes was performed to identify
potential data issues such as image artifacts, positioning errors or missing series. This
was achieved via measurement of the dimensions from the final reconstructed volume
and edge detection performed on the binary body mask. To generate the body mask,
we applied multi-scale adaptive thresholding to the flattened in-phase signal intensi-
ties, keeping only the largest connected component, then performed a binary closing
operation. The presence of sharp edges in the body mask highlighted discontinuities in
the data and was used as an indicator of data inconsistencies. We used Canny edge de-
tection on a central coronal slice and a sagittal slice of the body mask containing both
background and subject labels. In a normal subject, edge detection should not high-
light anything other than the vertical contour of the body from neck to knee. Presence
of discontinuities or horizontal features in the body mask were indicators of anoma-
lies. Clusters of voxels in the edge image corresponding to horizontal edges exceeding
a threshold 10 voxels in the sagittal and coronal slice, or 25 in either slice, triggered
the anomaly detection. Those values were selected based on results of 1,000 subjects.
Field of view errors in positioning the subject were identified if the head or chin were
partly or fully visible, or if the total volume did not match the standard 224×174×370
dimension of the correctly assembled Dixon acquisition. Signal dropout artifacts were
caused by metal objects such as knee or tooth implants and identified when disconti-
nuities appeared inside the body mask.
2.3.2. Bone Joint Detection
Shoulder, hip, and knee landmarks are useful for quality control as well as down-
stream analysis. For example, the absence of anatomical landmarks such as the shoul-
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Figure 7: Example training data for the automated detection of bone joints. Single voxels were placed in the
centroid of the left/right humerus head (shoulders), left/right femur head (hips) and area just above where
the medial and lateral condyles form in the left/right femurs (knees).
ders or the knees would highlight an issue with the data acquisition, such as sub-optimal
placement of the subject in the field of view, or very tall subjects where neck-to-knee
coverage is not possible due to the fixed number of series acquired. The bone joint
landmarks were defined to be the centroid of the head of the humerus for the shoul-
ders, the centroid of the head of the femur for the hips, and the center of the femur
just above where the medial and lateral condyles form for the knees. Six bone joints
(shoulder × 2, hip × 2, knee × 2) were manually placed for 197 subjects and used to
train the models. When predicting the bone joints for a new subject an initial guess of
the bone joint coordinates was made using atlas-based registration with a subset of 35
subjects chosen to match gender and ranked by height (Aljabar et al., 2009), taking the
centroid from the cluster of co-registered points at each anatomical location.
The centroid of the coordinates from the atlas-based registrations was used to define
a 64 × 64 × 64 cube around the ground-truth bone joint coordinates and used as input
to the model (Figure 7). Data from the left and right structures were combined so
that a single model was trained for each bone joint, exploiting the symmetry of those
structures in the human body. The model architecture may be described as a 2 × 2 × 2
average pooling followed by three pairs of convolutional layers with filter sizes 3 ×
3 × 3, followed by a 2 × 2 × 2 maximum pooling operation and increasing number of
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filters pairwise from 32 to 128. Batch normalization and ReLU activations were used
throughout and a final fully-connected layer with a leaky ReLU activation producing
the vector of predicted three-dimensional coordinates. Each model was trained over
500 epochs using the Adam optimizer minimizing a mean squared error loss function.
For each individual bone joint if less than 50% of the co-registered coordinates were
in the field of view, the procedure did not apply the predictive model and recorded that
bone joint as missing. To validate the predictive model a modest set of test data (48
volumes, 20% of the total number) was held back from the training step.
2.3.3. Anatomical Coverage of the Single-Slice Acquisitions
As discussed in Section 2.2.5, additional single-slice multiecho acquisitions were
performed in the liver and pancreas. The multiecho slices were placed manually by
the radiographers using information from the Dixon acquisition to facilitate correct
anatomical coverage. The liver slice was orthogonal and equivalent to an axial slice
through the body at the height of the liver. To identify sequences with poor slice place-
ment, we resampled the single-slice data into the Dixon acquisition in order to obtain its
equivalent slice location in that image space. The anatomical coverage is only approxi-
mate since the two acquisitions (single-slice multiecho and Dixon) were performed on
separate breath holds.
The pancreas has a much more complicated shape and position than the liver, and
an oblique axial slice was placed by the radiographer in order to maximize anatomical
coverage for subsequent analysis. Given the oblique placement a straightforward as-
sessment using slice location was not possible (as compared to the liver). Hence, after
resampling the single-slice data into the high-resolution T1w acquisition a census on
the number of voxels that comprise the resulting 2D mask was calculated to provide an
initial assessment of the anatomical coverage of the slice placement on the pancreas.
Two-dimensional masks of the pancreas were available to evaluate slice placement us-
ing the method described in Basty et al. (2020).
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2.4. Statistical Analysis
All regression models were fit using theR software environment for statistical com-
puting and graphics (R Core Team, 2020).
3. Results
3.1. Data Conversion
As specified in Section 2.1 there were up to five distinct acquisitions that were ac-
commodated in the current image analysis pipeline. A total of 38,935 individuals had
at least one successful acquisition; the breakdown for each data type, and the num-
ber of successful analysis ready datasets, is given in Table 1. The Dixon acquisition
had the highest number of available datasets, and the Dixon pipeline involved multi-
ple steps that go beyond simply converting DICOM files to the NIfTI-1 format (cf.
Section 2.2.3). Of the 234 scans, representing 0.6% of the total number of datasets
available, that did not complete the pipeline:
• There were 74 non-standard acquisitions with additional series being acquired
beyond the expected six series. These datasets did contain the six correct series
and will be recovered in future versions of the pipeline.
• There were 104 missing at least one of the six series and were thus incomplete.
• There were seven missing one or more channels (i.e., in-phase, opposed-phase,
fat, water) from a single series. These datasets may be recovered if the missing
data are available for download from the UK Biobank.
• There were 49 acquisitions that failed for a variety of other reasons.
The multiecho liver acquisition failed for only one subject, due to data corruption,
and the conversion process did not fail for any subjects in the IDEAL liver acquisition.
The change in acquisition protocol after the pilot scanning period explains why 10,130
subjects have data from the gradient-echo protocol and 30,113 subjects have data from
the IDEAL protocol (Table 1). There were also 1,489 subjects who had data from
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Table 1: Total number of DICOM datasets by series in the current analysis along with the number of those
(un)successfully processed. Percent total is the number of DICOM datasets in a series divided by the total
number of subjects (38,935). Percent processed is the number of processed datasets divided by the number
of DICOM datasets in that series.
Series Total Processed
Dixon 38,929 99.98% 38,695 99.40%
Pancreas 3D 37,391 96.03% 37,385 99.98%
Liver GRE 10,130 26.02% 10,129 99.99%
Liver IDEAL 30,113 77.34% 30,113 100.00%
Pancreas GRE 31,017 79.66% 31,014 99.99%
both liver protocols, taking these duplicates into account means that a total of 38,754
single-slice liver series were acquired.
The high-resolution 3D T1w pancreas acquisition failed for six subjects due to
inconsistent acquisition parameters. The multiecho pancreas acquisition failed for three
subjects, also due to data corruption.
The abdominal MRI scanning session takes approximately 10 minutes to perform
but may not always successfully complete, for a variety of reasons such as lack of time,
the subject cannot tolerate the session, failure to comply with breath hold instructions,
etc. There were 31,019 (79.7%) subjects who successfully completed the abdominal
MRI scanning session with all four acquisitions, 6,343 (16.3%) completed three of the
four acquisitions, 1,413 (3.6%) completed two of the four and 160 (0.4%) completed
only a single acquisition.
3.2. Anomaly Detection
We detected anomalies on 448 (1.3%) of the Dixon scans. The severity of these
anomalies, and their impact on quantitative results, varied (Table 2). For example,
artifacts in the chest appeared as small pockets of signal dropout or warped signal in-
tensities in line with the sternum and may have had a small impact on the estimation of
subcutaneous adipose tissue volume. The presence of a substantial amount of the neck
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Table 2: Number of anomalies detected by category in the Dixon acquisitions.
Anomaly Type Count
Head/Neck in Field of View 321
Signal Dropout in the Chest 145
Signal Dropout in the Knee 91
Signal Dropout (other) 12
Series Shifted Left/Right 3
Other 4
More Than One Anomaly 136
or head in the first Dixon series (accounting for the majority of anomalies detected)
may have affected downstream analyses involving the thigh muscles. Observing a sin-
gle series that is shifted left-right with respect to the adjacent series could have had
negative consequences on subsequent analyses such as organ segmentation.
3.3. Swap Detection
Figure 8 summarizes the total number of fat-water swaps detected in the success-
fully processed datasets. Given that swaps may occur in each of the six series indepen-
dently, a total number of 38, 695 × 8 = 390, 560 Dixon acquisitions were processed.
Of these, 787 (0.16%) of them contained a fat-water swap, occurring in 690 (1.8%)
subjects. The series with the most swaps was the second (348) which covers the chest,
followed by the fifth series (233) which covers the upper thighs.
3.4. Bone Joint Detection
The average Euclidean distance between the test data and predicted bone joints is
summarized in Table 3. The prediction errors in Table 3 were equivalent to an offset
of 2–4 voxels on average. The bone structures themselves were on the order of 20 ×
20× 14 voxels in size, thus an average offset of 2–4 voxels is well within an acceptable
level of tolerance.
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Figure 8: Total number of fat-water swaps by series, where the fifth and sixth series are split into left/right
components. The anatomical locations of each series roughly correspond to shoulders/neck (01), chest (02),
abdomen (03), pelvis (04), upper thighs (05) and lower thighs (06).
Table 3: Prediction error of the six bone joints as measured by average Euclidean distance (in millimeters)
on 48 out-of-sample datasets.
Bone Joint Prediction Error
Right Shoulder 6.70
Left Shoulder 7.36
Right Hip 7.72
Left Hip 8.82
Right Knee 7.34
Left Knee 6.99
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Figure 9: Predicted bone joints from a hybrid atlas-based registration and deep-learning algorithm. The bone
joints are labelled (from left-to-right, top-to-bottom): right shoulder (red), left shoulder (green), right hip
(blue), left hip (yellow), right knee (turquoise), left knee (magenta). A complete set of six bone joints are
shown (left), along with missing knees (middle) and missing shoulders (right).
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Table 4: Anatomical coverage of bone joints (N = 38, 504).
Location Right Left
Shoulder 38,263 99.4% 38,248 99.3%
Hip 38,504 100.0% 38,504 100.0%
Knee 37,379 97.1% 37,372 97.1%
An example where the bone joints are displayed on a single coronal slice is pro-
vided in Figure 9. A total number of 31,834 (96.0%) of the acquisitions contained all
six of the landmarks using the criterion that over half of the landmarks associated with
the 35 atlases were present in the field of view after registration. The presence of each
individual bone joint is summarized in Table 4. Given the limited coverage (1.1 meters)
and small amount of variability in positioning the subject in the scanner, we expected
to see a slight reduction in the number of predicted knee joints primarily due to the
height of the subject.
Approximately 3% of the imaging cohort scanned had knee joints outside the fixed
coverage of the Dixon protocol, while only 0.7% of shoulder joints were not available.
A total of 1,564 (4.1%) subjects had at least one missing bone joint, 305 subjects had
at least one missing shoulder joint (63% missing both shoulder joints and 37% missing
only one) and 1,259 subjects had at least one missing knee joint (79% missing both
knee joints and 21% missing only one). No subjects were found to be missing both
their shoulders and knees.
3.5. Anatomical Coverage of the Single-Slice Acquisition
Figure 10 displays the slice locations, as a percentage of the height of the 3D seg-
mentation of the liver (cf. Section 2.3.3). We used neural-network based 3D segmen-
tations of the liver to evaluate the slice placement of the multiecho sequences (Liu
et al., 2020). Slice locations that were less than 0% or greater than 100% indicated the
single-slice multiecho acquisition did not cover the subject’s liver. Given the poten-
tial for slight misalignment due to differences in each breath hold by a subject, slice
locations below the bottom 5% or above the top 95% of the liver were identified as
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Figure 10: Superior-Inferior location of the single-slice multiecho liver acquisition with respect to a 3D
segmentation of the liver (N = 33, 284). Each point represents a subject in the UK Biobank imaging cohort
(x-axis). The y-axis is the location relative to the three-dimensional segmentation in the Dixon space, where
the upper and lower axial slices of the 3D liver segmentation represent 0 and 100% for that subject (dashed
lines). Slice locations less than 5% or greater than 95% of the 3D liver segmentation are highlighted.
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Figure 11: The number of voxels contained in the 2D mask of the pancreas for the single-slice multiecho
acquisition (N = 30, 691). The median number of voxels across all available subjects is indicated by the
vertical red line.
unreliable. There were 91 (0.27%) of the acquisitions outside these thresholds.
The median number of voxels in a 2D mask of the pancreas over the available
subjects was 274, which is approximately 10.3 ml in volume, for the 2D masks of the
pancreas. Given the typical volume of an adult pancreas is in the range of 71–83 ml
(DeSouza et al., 2018) the volumes in the single-slice multiecho acquisitions are on the
order of 10-15% of the total pancreas volume. There were a substantial number of 2D
masks between 0–25 voxels (Figure 11) in size, and a total of 731 (2.4%) contained
zero voxels implying that the placement of the single-slice multiecho acquisition did
not intersect with the pancreas.
23
Figure 12: Parameter estimates from the quantification of a single-slice IDEAL acquisition centered on the
liver (from left-to-right with min/max units): PDFF (0 − 100%) and R2* (0 − 150 s−1). For visualization
purposes all voxels outside the body have been suppressed.
3.6. Proton Density Fat Fraction
Estimation of the PDFF and transverse relaxivity (R2*) was performed on all avail-
able single-slice acquisitions for both the liver and pancreas. Figure 12 summarizes
these parameters by the PRESCO algorithm using both the magnitude and phase infor-
mation from a single-slice IDEAL acquisition. The PDFF estimates span the full range
of values (0 − 100%) since the PRESCO algorithm utilizes the complex-valued MR
data. Thus, low PDFF values, in abdominal organs such as the liver and spleen, were
present in addition to high PDFF values associated with subcutaneous and visceral adi-
pose tissue. The estimated R2* values differentiated tissue types (e.g., vessels) in the
liver.
When processing the single-slice multiecho liver acquisitions nine (0.02%) were
found to have deviated from the acquisition protocol in that they were not acquired in
the axial (transverse) plane and the liver was minimally covered by the resulting image.
These datasets were not suitable for analysis. With respect to the single-slice multiecho
pancreas acquisitions 566 (1.8%) deviated from the acquisition protocol in that they
were not acquired in the axial (transverse) plane. One acquisition contained a single
echo time (out of the 10 normally acquired) with corrupted data. All of these datasets
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Figure 13: Median PDFF values (in percent) estimated using the PRESCO algorithm from two distinct
acquisitions, IDEAL and GRE multiecho, applied to the same group of subjects (N = 1, 463). Regression
lines for the identity, linear and quadratic models are displayed.
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have the potential to be processed by the PRESCO algorithm and will be recovered in
future versions of the pipeline.
When the acquisition protocol was updated to the IDEAL sequence from the multi-
echo sequence, after the first approximately 10,000 subjects were scanned (cf. Table 1)
a group of subjects had both protocols acquired. Figure 13 compares the median PDFF
values (in percent) across the liver for all available subjects between the two acquisition
sequences. To ensure consistency, the binary masks that define liver tissue (Liu et al.,
2020) were projected into the other acquisition space (i.e., IDEAL into GRE, GRE into
IDEAL) and the intersection was applied to produce the same anatomical coverage of
the liver in both acquisitions. The IDEAL PDFF estimates were higher, compared with
the multiecho sequence, and this relationship reversed around 4.3% where the IDEAL
PDFF estimates were lower compared with the multiecho sequence. Fitting a simple
linear regression model between these two PDFF estimates yielded
PDFFIDEAL = 1.0 + 0.7678 · PDFFGRE, (2)
adding a quadratic term to this model yields
PDFFIDEAL = 1.1 + 0.7326 · PDFFGRE + 0.0012 · PDFF2GRE, (3)
where the adjusted R2 values for the models were 0.9873 and 0.9876, respectively,
and the quadratic term was statistically significant when comparing the two models
(F1,1460 = 36.974, p < 0.001).
4. Discussion
The investigation of body composition in abdominal organs will be greatly en-
hanced through the image-derived phenotypes produced from the abdominal MRI ac-
quisitions in the UK Biobank. The large number of datasets requires automation to
be utilized at every stage of the processing and quality control procedures. An image
analysis pipeline that accommodates three of the acquisition types from the abdominal
MRI protocol (neck-to-knee Dixon, high-resolution 3D T1-weighted and single-slice
multiecho) has been introduced here that includes several automated steps. Quality
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control procedures have been implemented in the pipeline that capture and quantify a
wide variety of features, providing actionable feedback to the user so that datasets may
be discarded in downstream analyses or flagged up for visual inspection.
There are several aspects of the image analysis pipeline and quality control pro-
cedures that may be improved. The Dixon acquisition protocol is challenging, given
multiple series are involved that produce the neck-to-knee coverage. From processing
the first 38,971 it is apparent that extra series (more than six) are a persistent issue and
may arise from a variety of reasons. Common situations uncovered here include
• halting the acquisition, re-positioning the subject and restarting the acquisition,
• acquiring a seventh series that covers the lower legs, or
• acquiring a seventh series that duplicates one of the previous six stations.
Identifying these situations is straightforward by simply counting the number of Dixon
series, but correctly processing them into a consistent neck-to-knee volume automati-
cally will require a combination of algorithms and decision rules in order to character-
ize the additional series, select the six correct series and discard the irrelevant series.
Strategies for this level of automation are currently being investigated.
Swap detection is currently optimized and applied to the anatomical locations as-
sociated with the six series in the Dixon acquisition protocol. The desire for parsimony
and generalization leads one to consider a single model that is applicable to all series
independent of anatomical coverage. Combining several steps in the assembly process
(e.g., blending, bias-field correction, swap detection/correction) is also of interest both
to improve overall data consistency and accelerate the pipeline.
Anomaly detection is currently implemented as a method to flag suspicious Dixon
neck-to-knee datasets and indicate visual inspection is required to make a decision on
including the data in subsequent analyses. Obvious next steps would be to refine and/or
expand the categories covered by the anomaly detection methodology and implement
an automated correction technique for as many of the anomaly categories as possible.
Given the relatively small numbers of anomalies detected these efforts will need to be
prioritized appropriately and are currently under review for development.
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Estimating the PDFF has been implemented for single-slice multiecho acquisitions
in the axial (transverse) plane. This is due to reordering the multidimensional arrays
into simple two-dimensional matrices to take advantage of efficient computational tech-
niques in higher-level languages. Refactoring the code so that it accommodates single-
slice multiecho data of any orientation (i.e., axial, sagittal, coronal) or multi-slice data
is currently being scheduled for development.
The image analysis pipeline, including quality control methods, presented here pro-
duces standardized data and parameter estimates for subsequent analyses (Liu et al.,
2020). We look forward to applying the pipeline to the remaining subjects from the UK
Biobank imaging cohort (100,000 subjects in total) and the anticipated repeat scans.
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