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Notation
Specic terms and their corresponding symbols are explained when they appear for the rst time.
Scalar Quantities
c specic heat capacity
hf lm coefcient, specifying boundary heat ux due to convection
j imaginary unit
m mass
t time
A cross section area of a beam
B boundary area
E Young’s modulus
G electric Gibbs potential
I geometrical moment of inertia of a beam
Qϕ applied electric charge
S heat source density
V volume
α thermal expansion coefcient
η entropy density
ϕ electric potential
ϑ temperature increment w.r.t. reference temperature Θ0
% density
ν Poisson’s constant
Λ thermal conductivity
Θ absolute temperature
viii Notation
Vectorial Quantities
a translatory acceleration
b generalised acceleration vector of a exible body
c Lagrange co-ordinate
d electric displacement vector
e electric eld strength
f external force
h load term of discretised differential equations
nB outer unit normal vector
q heat ux
r position vector
u displacement vector
v translatory velocity
y vector constituted by a minimum set of generalised co-ordinates
z generalised co-ordinates
α angular acceleration
ε strain tensor in vector format
λ vector of Lagrange multiplier
ω angular velocity
σ stress tensor in vector format
u input vector in state space description
x state vector in state space description
y output vector in state space description
Matrices
AIR rotation matrix, which transforms vector quantities dened w.r.t. the reference
frame (R) into the equivalent description w.r.t. the inertial co-ordinate system (I)
B matrix of the partial derivatives of the modal shape functions
D damping, heat capacity or coupling matrix, to be multiplied by
rst time derivatives of generalised co-ordinates
H material coefcient matrix based on the electric Gibbs potential
Hc elasticity tensor at constant electric eld and temperature
He piezoelectric tensor at constant temperature
Hλ thermal moduli at constant electric eld
H permittivity tensor at constant strain and temperature
Notation ix
Hp pyroelectric tensor at constant strain
Ha heat capacity coefcient at constant strain and electric eld
Ii identity matrix with dimension i, Ii ∈ Ri,i
J Jacobian matrix
K stiffness, conductivity, electric capacity or coupling matrix, to be
multiplied by generalised co-ordinates
M mass matrix
Λ thermal conductivity matrix
Φ matrix of the modal shape functions
A system matrix in state space description
B input matrix in state space description
C output matrix in state space description
D feed-through matrix in state space description
Generally Used Indices
( )j assigns a quantity to a joint.
( )u species a quantity to be related to the displacement eld,
e.g. zu denotes the generalised co-ordinate vector of the displacements.
( )B relates a quantity to the boundary surface,
e.g. fB denotes a surface load [N/m2].
( )R indicates motion terms of the body’s reference frame.
( )V species a physical quantity as dened per volume,
e.g. fV denotes a volume force [N/m3].
( )ϕ species a quantity to be related to the electrical eld,
e.g. zϕ denotes the generalised co-ordinate vector of the electrical eld.
( )ϑ relates a term to the thermal eld,
e.g. zϑ denotes the generalised co-ordinate vector of the thermal eld.
I( ) indicates that a vector is dened w.r.t. the inertial co-ordinate system.
The left hand indices specify the reference frame w.r.t. which the quantity is dened. This
specication is omitted for terms resolved w.r.t. the body’s oating frame of reference (R).
Superscripts
( )(i) relates terms to the specic body (i), if the complete multibody system
is under consideration.
( )(p) assigns terms to the predecessor of body (i).
x Notation
( )(s) indicates terms to a successor of body (i).
ϑ( ) species an isothermal material constant.
The left hand superscripts indicate the terms kept constant during differentiation or measurement
and are omitted for material coefcients based on the electric Gibbs potential.
Operators and Accents
δ( ) variation
d( ) Dirac delta function
˙( ) time derivative
( )′ partial derivative w.r.t. a geometric quantity
( ),x partial derivative w.r.t. x
(˜ ) The tilde operator denes a vector-matrix-transformation used to replace
the vector cross product by a matrix multiplication: a× b = a˜b = −b˜a
∇( ) the gradient operator
∇˜( ) the curl operator
∇T ( ) the divergence operator
∇u( ) differential displacement-strain operator
ˆ( ) indicates quantities in specic nite element representation,
if they might be mixed up with the corresponding multibody terms.
Abbreviations
CACE Computer aided control engineering
CPU Central processing unit
DAE Differential algebraic equation
DoF Degrees of freedom
FEM Finite element method
LQR Linear quadratic regulator
MBS Multibody simulation
MEMS Micro-electromechanical system
MIMO Multi-input multi-output system
MMA Modal multield approach
ODE Ordinary differential equation
PZT Lead Zirconate Titanate: Pb (ZrxTi1−x) O3
TCP Tool center point
w.r.t. with respect to
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Kurzfassung
Schlüsselwörter: modaler Mehrfeldansatz, erweiterte Darstellung exibler Körper, Piezoelektrizi-
tät, Adaptronik, Thermoelastizität, thermische Verschiebungen.
Die Verwendung globaler Ansatzfunktionen ist eine etablierte Methode zur efzienten Darstellung
des Verschiebungsfeldes exibler Körper in der Mehrkörperdynamik. Die kleinen, elastischen De-
formationen werden dabei den großen, nichtlinearen Referenzbewegungen des Körpers überlagert.
Die mathematische Beschreibung der räumlich verteilten Verformungen mit einer geringen Anzahl
von Freiheitsgraden gelingt insbesondere dann, wenn vorhandene physikalische Zusatzinformatio-
nen über das zu beschreibende System bereits im Lösungsansatz berücksichtigt werden.
Durch steigende Anforderungen an die Modellierung technischer Systeme und durch neue, auf
multiphysikalischen Wirkprinzipien beruhende Technologien stellt sich nun die Frage, ob und wie
die Verwendung globaler Ansatzfunktionen auch die efziente Behandlung von Mehrfeldproble-
men ermöglicht. Konkret befasst sich die vorliegende Arbeit deshalb mit Anwendungen aus den
Gebieten Piezoelektrizität und Thermoelastizität aus dem Blickwinkel der Systemdynamik.
So genannte adaptive oder intelligente Strukturen sollen einen Nachteil von Leichtbaustrukturen,
ihre Anfälligkeit für Schwingungen, eliminieren. Mit Hilfe von piezokeramischen Bauteilen, die
auf der Struktur verteilt als Aktoren und Sensoren angeordnet sind, wird so zum Beispiel eine Ver-
besserung des Fahrkomforts in der Fahrzeugtechnik angestrebt. Gleichzeitig wird eine Einsparung
an Kosten und Resourcen durch Leichtbau erwartet. Zur Auslegung und Simulation eines solchen
mechatronischen Konzepts muss jedoch die Wechselwirkung der piezoelektrischen Bauteile mit
der elastischen Struktur modelliert werden.
Wird ein mechanischer Prozess von einer relevanten Wärmeerzeugung zum Beispiel durch Rei-
bung begleitet, kann eine gekoppelte thermische und elastische Analyse wertvoll sein. Typische
Anwendungen sind Stabilitätsprobleme wie thermisches Kippen oder Beulen, Reibungsbremsen,
Werkzeugmaschinen und mikromechanische Bauteile, diese oft sogar in Verbindung mit elektro-
statischen und elektrothermischen Effekten.
Vor diesem Hintergrund wird in der vorliegenden Arbeit eine Methodik zur Beschreibung e-
xibler Körper entwickelt, die zusätzlich zu den klassischen mechanischen Größen auch Einüsse
xii Kurzfassung
durch elektrostatische oder thermische Felder berücksichtigt. Die vorgestellte Mehrfeldbeschrei-
bung lässt sich als Erweiterung des klassischen modalen Verschiebungsfeldansatzes auffassen, wo-
durch auch hier die außerordentliche numerische Efzienz des modalen Ansatzes nutzbar gemacht
werden soll.
Nach einem kurzen Überblick über den Stand der Technik bezüglich exibler Mehrkörpersysteme
wird in der vorliegenden Arbeit ein konsistentes theoretisches Konzept vorgestellt, das eine lineare
multiphysikalische Materialbeschreibung und die gekoppelten Feldgleichungen in schwacher Form
beinhaltet.
Darauf aufbauend werden spezische Modellierungsannahmen und abgestimmte Prozesse zur Auf-
bereitung von Finiten-Element-Daten erläutert, so dass die Daten zur modalen Mehrfeldbeschrei-
bung eines Körpers innerhalb eines integrierten Entwurfsprozesses generiert werden können. Die
Anwendung und Schlüssigkeit der Prozesse und Modellierungsannahmen wird an Hand von über-
schaubaren Verikationsbeispielen ausführlich diskutiert.
Die Berechnung zweier komplexer Anwendungen, die aktive Schwingungsdämpfung eines Schie-
nenwagenkastens und eine Werkzeugmaschine mit thermischen Verschiebungen, belegt, dass die
vorgeschlagene Methodik auch für komplexe Simulationsaufgaben geeignet ist. Eine kurze Zusam-
menfassung und ein Ausblick schließen die vorliegende Arbeit ab.
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Abstract
Keywords: modal multield representation, extended exible body description, piezoelectricity,
smart structures, thermoelasticity, thermally induced displacements.
In multibody dynamics the use of global modes in order to describe the linear displacement eld of
exible bodies that undergo large reference motion is a well established approach. This technique
enables the low-dimensional formulation of spatially distributed deections, since all available
physical and technical information may be exploited to streamline the solution basis.
In present days new technologies emerge and the demands on the design of technical systems
increase, which gives reason to extend the existing modelling capabilities of multibody dynamics
towards multield problems. That is why the phenomena piezoelectricity and thermoelasticity are
addressed in this thesis.
The so-called smart or adaptive structures, which are inter alia supposed to overcome the suscep-
tibility of light-weight structures to vibrations, are frequently associated with distributed piezo-
ceramic devices. If it is intended to evaluate this mechatronic design concept e.g. in order to im-
prove comfort in vehicle applications, the interaction of the electrostatic eld of the piezo-ceramic
actuators or sensors with the displacement eld has to be considered in addition to the purely
mechanical description.
Whenever a mechanical process is associated with a remarkable heat generation e.g. by friction,
a combined thermal and elastic analysis may make sense in order to describe the thermoelastic
coupling that could even include thermal buckling as important nonlinearity. Applications such as
friction brakes, machine tools or micro-mechanical devices, which often involve electrostatics too,
here come to mind.
With this background, a methodology is introduced in the present thesis. It makes it possible to
describe the behaviour of exible bodies which are inuenced by electrostatic or thermal eld
quantities in addition to the classical mechanical terms. The multield representation is prepared
in such a way that the modal multield approach may be interpreted as an extension of the classical
modal approach and recovers its extraordinary numerical efciency.
After a short review of the state-of-the-art in the dynamics of exible multibody systems, a consis-
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tent theoretical framework is outlined that includes a linear multiphysical material constitution and
the coupled eld equations in weak form.
Furthermore, specic modelling assumptions are proposed and preprocessing schemes are intro-
duced that enable the transfer of appropriate nite element data into their modal multield repre-
sentation. The reasonability and the use of these techniques is extensively discussed by means of
moderately complex verication examples.
Two advanced applications, the active damping of a railway car body and a machine tool with
thermally induced displacements, demonstrate that the proposed simulation environment copes
with complex simulation tasks as well. A short summary and outlook concludes the presentation.
11 Introduction
The demand to simulate and analyse light-weight space structures is frequently claimed to be the
initial motivation of exible multibody research in the 1970’s [Sha97]. Indeed, in addition to
the problems encountered in the analysis of multi-rigid-body systems, the nonlinear interaction of
large displacements and rotations with small, elastic deformations cannot be ignored in aerospace
applications and still is of major concern in exible multibody dynamics.
With the achievements in the 1980’s, the methodology was introduced to deal with elastic bodies
in multibody systems. At rst the description was based on an analytical representation of defor-
mations. The incorporation of the nite element method as preprocessing step in the early 1990’s
improved that approach essentially and enabled a very general treatment also capable for bodies
with a complex geometrical shape. In the last ten years the technique of describing the spatially
distributed mechanical quantities with global modes has become state-of-the-art even for industrial
applications.
Although we now look back on 30 years of research and development, exible multibody dynamics
is still a lively and promising eld of research to which this thesis is intended to contribute. In the
following exposition an extension of the exible body representation is proposed which not only
allows the consideration of elastic properties, but also provides an efcient description of spatially
distributed piezo-thermoelastic behaviour.
The problems and tasks which have given reason to think about such an advanced representation
of exible bodies are summarised in the next section. The second section of this introduction is
dedicated to the publications and authors who prepared the ground on which the present work is
built up. An overview on the objectives of this thesis and the structure of the presentation concludes
the introduction.
1.1 Motivation
Multibody dynamics generally focuses on the global behaviour of mechanical systems. As a result
the modelling task is simplied because only a moderately detailed modelling level is required
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compared to the nite element method. However, this attitude makes it necessary to handle all en-
gineering disciplines and problems signicantly inuencing the technical system under evaluation.
In addition, the complexity of technical systems tends to increase, involving more and more tech-
nical domains. The design of sophisticated technical systems requires extensive simulation and
experimental studies to ensure reliable functionality. Ambitious simulation and experimental envi-
ronments support these endeavours substantially. Especially multibody dynamics, which has been
conceived for system dynamical analysis, is challenged and exposed as a continuous work eld.
Supplementary modelling capabilities like a multield delineation enrich its application eld and
meet the demands of increasing complexity.
Imagine, for instance, the design of high performance machine tools. Working tasks in this eld
combine high speed motion with high demands on the accuracy. But the unavoidable losses in
power transmission and the heat generation due to the working task necessarily lead to thermal
loads. Industrial experience shows that beyond a specic level additional quality improvements
require a combined elastic and thermal description of the system.
Conceptual design studies which work on that issue rely on the capability to describe the ther-
moelastic behaviour of bodies. And looking one step further, a control set-up which accounts for
thermal displacements requires a low-dimensional system representation. Hence, it may be con-
cluded that an efcient modal multield representation is a promising approach to provide these
requirements.
A specic importance of a combined thermal and elastic analysis can be stated for problems with
large membrane or normal stresses due to temperature distribution. As a consequence the natural
frequencies of exural vibrations and the related stiffness terms will decrease or even drop down
to zero so that thermal buckling may occur. Although the thermal deection itself is small, at least
if compared to displacements caused by mechanical forces, the consideration of both temperature
and displacement eld has to be called mandatory in such a case.
Disc brakes are actually components which have been used for a long time in automotive, railway
or aeronautical applications. And certainly brakes have played an essential role in vehicle dynam-
ics every time. But modern control strategies like anti-lock brake system and electronic stability
program gain more and more importance and demand the comprehension of the complete vehi-
cle system to a much greater extent. Since friction braking is necessarily related to high thermal
loads, a consistent methodology to describe the distributed phenomenon thermoelasticity would be
a valuable additional capability
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So far a classical multield subject of continuum mechanics, namely thermoelasticity, is men-
tioned. A rather new application eld, which involves the presence of distributed quantities with a
different physical background, deals with so-called smart or adaptive structures.
Light-weight design is highly demanded for new generations of ground, air and space vehicles be-
cause of economic and environmental reasons. However, its application is usually limited because
of the susceptibility to vibrations. Besides other objectives the concept of smart structures was
developed and adapted for vibration control to overcome this drawback. In vehicle applications it
is aimed to achieve comfort improvements by the adaptive modication of the structure’s response
to various stimuli.
In short, an adaptive structure is congured with distributed actuators and sensors and directed by
a controller. In particular thin piezo-ceramic patches integrated into the structure are promising
transduction devices which provide both the actuation and the sensing functionality. From the
physical point of view, their transduction mechanism is based on the piezoelectric effect, i.e. the
bidirectional interaction of the electrostatic eld of the distributed piezo-ceramic devices and the
mechanical structure. The modelling and evaluation of this interaction constitutes the second main
application eld of this thesis.
Since smart structures are mechatronic devices, their design involves a number of engineering dis-
ciplines such as structural mechanics, electronics and control. The optimisation of such a complex
system is a challenging task, far from being straightforward, and may be supported advantageously
by multibody dynamics.
If, for instance, the potential of structural control for advanced applications such as railway or
automotive car bodies shall be evaluated, existing multibody simulation tools already provide a
highly developed environment, since they are tailored for these applications. Assuming that an
appropriate extension of this environment makes the computational representation of vehicles with
adaptive components available, these virtual prototypes may be tested under realistic and veried
conditions. The comparison to conventionally designed vehicles may be performed on the same
virtual platform.
Micro-electromechanical devices are often used in conjunction with large reference motion e.g.
for sensor purposes. Since their blueprint frequently requires a multiphysical analysis, multibody
simulations with micro-electromechanical devices are not yet widespread. An extended multibody
methodology with multield capabilities fulls the qualications concerning this point and opens
a new eld of applications in the near future.
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1.2 Overview on Related Literature
Flexible Multibody Dynamics and Structural Dynamics
The rst achievements in the dynamics of exible multibody systems were based on a purely an-
alytical description of deections. For this purpose the deformation assumptions of the classical
theory of elasticity, mostly dedicated to scientists such as D. BERNOULLI, L. EULER, G.R.
KIRCHHOFF and S. TIMOSHENKO, have to be adapted to represent bodies that undergo large
reference motion. BREMER and PFEIFFER published a summary of this crucial groundwork in
[BP92]. Moreover, they give a survey of the structure of the equations of motion of the complete
multibody system and its efcient, recursive work-off using an explicit formalism. Their presenta-
tion is concluded by quite a few advanced application examples.
The book by SCHWERTASSEK and WALLRAPP [SW99], released seven years later than the previ-
ous one, delineates newer developments like the incorporation of the nite element method more
extensively. The authors go into detail, even proposing a specic le format which is capable of
storing the preprocessed body data reecting the distributed elastic properties. The choice of the
deformation variables and the consequences for the geometric linearisation regarding the so called
geometric stiffness terms are also discussed.
Compared to these books by German authors who mainly present their approach in much detail, the
second edition of SHABANA’S textbook [Sha98] is more diversied in fundamental representation
aspects. Absolute Cartesian co-ordinates, generalised co-ordinate partitioning, minimum set of co-
ordinates are discussed. A new approach dealing with the large deformation problem, the absolute
nodal co-ordinate formulation is presented.
The textbook by STEJSKAL and VALÁŠEK [SV96] also reports on conceptual issues but addition-
ally establishes the relationship from theoretical approaches to implemented formalisms addressing
computational and numerical matters.
The basics of vehicle system dynamics and the employment of methods from multibody dynamics
have been presented by KORTÜM and LUGNER in [KL93]. An overview on recent developments,
extensions and improvements of multibody dynamics in this important application eld is given in
a special issue of the journal Vehicle System Dynamics [AV04].
In exible multibody dynamics it is a common approach to use modal reduction techniques to ob-
tain low-dimensional representations of elastic bodies. The quality of modal reduction strongly re-
lies on the selection of appropriate modes. For this purpose both volumes of GASCH and KNOTHE,
[GK87] and [GK89], provide important instructions to establish an adequate substructure represen-
tation of bodies. DIETZ [Die99] extends these considerations proposing a modal reduction scheme
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capable of stress recovery in the dynamic strength analysis of multibody systems.
SACHAU applied perturbation techniques to justify the truncation of specic terms of highly oscil-
latory inuence in the equations of motion in [Sac96]. His approach enables a signicant reduction
of computation time, since deformations related to high frequencies are considered only statically.
Complex multibody systems with rigid and exible bodies may be subdivided into subsystems for
model set-up and time integration in such a way that each subproblem is handled by the corre-
sponding specialised software tool. Appropriate examples of this method called co-simulation or
simulator coupling have been published by VEITL, who studied the interaction between pantograph
and catenary regarding high speed railway trains in [Vei01] and by DIETZ et al. [DHS01], who
analysed the interaction of vehicle and elastic bridge while crossing. KRÜGER et al. [KHS02] cou-
pled multibody dynamics and uid dynamics software tools to examine the uid-structure coupling
in aeroelastic applications.
A short but comprehensive overview on multibody dynamics is provided by two companion re-
view articles by SCHIEHLEN [Sch97] and SHABANA [Sha97] published in the same issue of the
Multibody System Dynamics journal. In particular their extensive list of references is a worthwhile
starting point for literature surveys.
Finite Element Method
Since the nite element method (FEM) is widely accepted, mechanical engineers are familiar with
it and frequently analyse the mechanical performance of components and structures using this
approach. As a result a data representation of these components exists. For that reason the most
obvious way to obtain data for exible bodies to be used in multibody dynamics is to organise the
access to the nite element data base.
This computer aided engineering process chain requires exible multibody research to keep track
of nite element techniques. Well suited as a reference in this eld is the classical textbook by
ZIENKIEWICZ and TAYLOR, [ZT00a] and [ZT00b]. Also the monograph by BATHE [Bat96] pro-
vides fundamental information on many branches of the FEM such as structural analysis, heat
transfer analysis and eigenvalue problems. The textbook by LEWIS et al. [LMTS96] is specialised
on the application of the FEM in heat transfer analysis.
KNOTHE and WESSELS [KW92] present the principle of virtual displacements taking the defor-
mation theory of second order into consideration which leads to a useful formulation of geometric
stiffening.
The direct application of nite element techniques for the analysis of multibody systems without
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decomposition of large reference motion and small deformation is proposed by GÉRADIN and
CARDONA in [GC01]. The benet hereby is mainly concerned with the capability to describe the
geometrically and/or physically nonlinear deformation behaviour of bodies with high resolution.
Thermoelasticity
As a general reference for the classical multield problem thermoelasticity three outstanding publi-
cations are to be mentioned here. The monograph by NOWACKI [Now86] is an almost encyclopedic
collection of exact analytical solutions. The textbook by NOWINSKI [Now78b], on the other hand,
presents less problems but more discussions and conclusions which help to understand the physi-
cal background and its implications. The third book [BW97] gives a very broad overview. It deals
with the theoretical foundation of thermodynamics of solids, it presents exact analytical as well
as weak approximative solutions of thermoelastic continuum problems and it contains chapters
in which the thermoelastic theory is prepared in the strength-of-material notation for beams and
plates, which engineers are very familiar with. That is why NOWINSKI stated, referring to the rst
edition of [BW97]: In 1960 B.A. BOLEY and J.H. WEINER gave a profound and comprehensive
exposition of various facets of the theory of thermoelasticity, now considered classic.
One active eld of research in which thermoelastic considerations attract attention is the devel-
opment of micro-electromechanical systems (MEMS). The layout of ultra-fast, high precision ac-
tuators and sensors on micro-scale needs to account for effects which are frequently neglected in
classical design tasks. Thus LIFSHITZ and ROUKES examine the general inuence of thermoelastic
damping on micro-scale structures adapting analytical models in [LR00], cp. with [KM92]. Be-
cause of its fundamental signicance their exposition is discussed in detail in Section 3.2.1. The
thermal buckling phenomenon of micro-scale beams under Joule heating is analysed analytically
as well by CHIAO and LIN in [CL00].
If a specic component layout for a given micro-scale design task involving structural and thermal
inuences is aimed at, it is frequently referred to the nite element method, e.g. TASCHINI et
al. propose a new nite element, a multi-layered plate, tailored to model the thermo-mechanical
response of micro-system components [TMGE00]. PAINTER and SHKEL quantify the error due to
temperature changes on the measurements of their MEMS angular gyroscope in [PS03].
However, thermal analysis in MEMS-design is not primarily carried out in order to account for the
thermo-mechanical but for the electro-thermal coupling, see [dR02]. Today’s high power dissipa-
tion density in MEMS makes on-chip thermal management very important.
In this eld modal reduction schemes of the heat transfer equations emerge recently as a new
task. In [OG00] OSTERGAARD and GYIMESI propose a reduction approach on the basis of the
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Guyan-methodology. However, according to BECHTOLD et al. and their benchmark evaluation in
[BRK02], the Guyan-reduction is less suitable to represent in particular the transient behaviour of a
structure, see also [KR03]. Concluding the discussion of publications in this eld, the simultaneous
simulation and optimisation of electrical and thermal properties of a MEMS on a global system
level is a major scientic issue and discussed e.g. by SCHWARZ and SCHNEIDER in [SS01]
Another eld of research with an important thermoelastic context is the simulation of friction
brakes. WALLASCHEK et al. submitted an informative literature review in [WHSM99] which cov-
ers thermal and thermoelastic aspects among other problems in the modelling of friction brakes.
They refer for instance to the PhD-thesis [Rin96] of RINSDORF who aimed to optimise the comfort
properties of disc brakes by means of coupled thermal and mechanical nite element analysis. The
experimental validated FEM appraisal by KAO et al. in [KRD98] also aims at comfort improve-
ments but focuses on the so-called brake disc hot judder phenomenon in a frequency range below
100 Hz.
HOHMANN [Hoh99] evaluates temperatures and displacements in brake discs to characterise the
friction mechanism and to predict wear on disc brake pads. A combination of two- and three-
dimensional FEM analysis with analytical considerations is used to obtain more global information
on the life cycle of brake pads.
Besides these authentic thermoelastic studies, a range of surveys also combine heat transfer and
mechanical analysis but are not concerned with the intrinsic coupling of both elds. In [KL95]
KNOTHE and LIEBELT determine the temperature at the wheel-rail contact point which has a
considerable inuence on the tribological behaviour. RUDOLPH, POPP and HOGENKAMP [RPH03]
recently proposed an analytical method to evaluate the temperatures in the contact region between
brake disc and pad in order to account for the temperature dependence of the friction coefcient.
The work of the last two research groups goes back to a publication of JAEGER [Jae42], who
introduced the application of Green’s functions to evaluate the temperature eld due to sliding
contact.
Last but not least the standard textbook written by BURCKHARDT should be mentioned in this
context as a basic reference covering all aspects concerning vehicle brakes such as conceptual
design, material selection and dimensioning criteria that are without doubt related to mechanical
and thermal issues [Bur91].
Piezoelectricity and Structural Control
The comprehensive monograph [Pre02] about active vibration control with discrete and distributed
structural actuators and sensors is written by PREUMONT. In view of the broad presentation includ-
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ing modelling aspects of continuum mechanics and material constitution as well as control issues
such as LQR design and stability, he succeeds in crossing the bridge between the structural dy-
namics and control communities. Although PREUMONT also presents high frequency applications
such as a distributed sensor for frequencies up to 10 kHz, his main concern covers active control of
mechanical vibrations, e.g. tendon control of cable structures in civil engineering.
FULLER et al. complement the latter monograph since they address wave propagation and noise
reduction more extensively in [FEN96].
Supplementary information on modelling matters may be found in the PhD-thesis of PIEFORT
[Pie01], who developed shell and beam elements with attached piezoelectric patches ready for
implementation in an FEM-tool.
YE and TZOU additionally consider thermal excitations and formulate a three eld nite element
of shell-type in order to simulate in particular the so-called thermal shock load case [YT00].
Another publication mentioned here because of its modelling particularity is written by GABBERT
et al. [GKK00]. They introduce a method to evaluate homogenised material tensors for composites
with piezoelectric bres. Those structures may then be simulated as nite elements with homoge-
neous piezoelectric material properties.
ROSE and SACHAU are the rst authors who consider distributed piezo-ceramic sensors and actu-
ators on the background of exible multibody dynamics submitting a purely theoretical appraisal
[RS01].
The textbook by TICHÝ and GAUTSCHI [TG80] actually deals with the design and handling of
conventional, discrete piezoelectric sensors for force, pressure and acceleration measurements.
However, their description of the fundamentals of solid state physics and thermodynamics of crystal
lattices is of course also valid and useful for piezo-ceramics.
An interesting insight into the piezo-mechanical behaviour on the microscopic level is given by the
paper [CH94] of CHAN and HAGOOD, who propose a physical nonlinear model that delineates the
polarisation reversal in piezoelectric crystallites.
Another important issue in structural control consists of the determination of appropriate actuator
and sensor locations. In [HL93] HAC´ and LIU review some approaches in literature and propose
a methodology that is based on the eigenvalues of the controllability and observability Gramians.
That way quantitative measures of degree of controllability and observability are provided and
exploited in order to dene a performance index which is balanced according to the energy contri-
bution of each mode. In particular for structures with small structural damping and well separated
eigenfrequencies the computational efforts are quite small since in these cases the Gramians are
diagonal-dominated, i.e. their diagonal elements provide a sufcient approximation of the eigen-
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values.
While the latter publication explicitly separates the determination of actuator and sensor locations
from the control optimisation task, GABBERT et al. work the other way around and use the cost
functional from optimal control in order to simultaneously optimise discrete actuator positions and
continuous parameters of the control law [GSW97].
BALS introduces quantitative positioning measures in [Bal89] that are based on a dominance and
pole sensitivity analysis. The aim is to choose those actuator and sensor locations which allow
the highest inuence on the placement of those eigenvalues that are easy to excite by disturbances.
Concurrently, the poles with a sufcient stability margin shall be inuenced as little as possible.
A strong correlation between the radiated sound power of a structure and its volume velocity can be
proven. In other words: modes which do not contribute to the net volume velocity or displacement,
such as antisymmetric modes for a symmetric plate, radiate noise poorly at least at low frequencies.
That is why DE MAN et al. dene a combined cost function that considers the modal volume
displacement weighted with the modal amplitudes together with bonuses for good controllability
of the modes within the bandwidth of the controller and penalties for those in the cross-over region
[DFP01].
Most of the publications regarding structural vibration control with distributed devices consider
moderately complex structures like beams and plates. This holds for theoretical expositions, for
computer based simulations and for experimental studies as well. There is no doubt that essential
knowledge and experience are gained examining these fundamental types of structures. On the
other hand the set-up of models and experiments that use structures closer to realistic design ex-
tends the complexity of the modelling, optimisation and control task signicantly. One outstanding
example of a study that tackles this issue is submitted by HANSSON et al. In [HTTT03] piezoelec-
tric elements are attached to a 1:5 scaled Shinkansen car body in order to reduce vertical exural
vibrations. Experimental results are compared to those obtained by computer simulations. The
achievements encourage the authors to continue the study using an actual railway vehicle and carry
out running tests.
1.3 Objectives and Structure of this Thesis
As outlined in Sec. 1.1, a whole range of applications such as machine tools with thermal loads,
friction brakes, MEMS or structural control design for light-weight components may be mentioned
in order to motivate the introduction of multield capabilities in multibody dynamics. Hence the
general goal, which is deduced from these applications, is to present a consistent description of
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solid bodies simultaneously inuenced by mechanical, thermal and electrostatic elds.
The main emphasis is placed on an efcient, low-dimensional multield representation with just
a few global modes. It is intended to build up a ready-to-use methodology supposed to be imple-
mented in a multibody system simulation environment. Thus the present work includes theoretical
foundation, addresses practical considerations regarding data preprocessing and concludes with
advanced application examples.
In detail, the presentation begins by recalling the state-of-the-art in exible multibody dynamics
and thermodynamical material description. After this preparation a coherent theoretical framework
describing distributed multiphysical phenomena in multibody dynamics is proposed as a conclusion
to the second chapter.
In the third chapter the physical description is revised and carried over in order to meet the demands
of daily engineering practise. The chapter is divided into two sections which exclusively deal with
the piezoelectric and the thermoelastic problem respectively.
The technical relevance of some physical effects is reviewed and appropriate assumptions for the
practical modelling task are deduced. Analytical considerations as well as moderately complex,
single body verication examples are therefore introduced and compared with corresponding nite
element models.
Furthermore, appropriate nite element analysis scenarios and subsequent data preprocessing are
explained which facilitates the provision of numerical data of a body’s modal multield represen-
tation.
Among other things the data preprocessing is mentioned once again in the fourth chapter where
all software extensions of the multibody simulation environment are introduced in the rst section.
Two advanced multibody simulation examples are presented in the following two sections.
For the piezoelectric application, piezo-ceramic patches are attached to the car body of a bogie
railway vehicle. The simulation is supposed to give an impression as to which extent the exural
vibrations of the car body could be reduced and the riding comfort might be improved using piezo-
ceramic actuators and sensor as structural control elements.
The thermoelastic application consists of a model of a high-performance machine tool which is
subjected to thermal loads. A feasibility study is dened to gure out what a multibody simulation
environment may look like which is capable of developing new measurement and control strategies
accounting for thermally induced displacements.
The fth and last chapter gives a short summary, outlines the achievements, addresses the open
problems and therefore concludes the present thesis.
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2 Theoretical Framework
Multibody dynamics is a discipline of technical dynamics and deals with mechanical systems con-
sisting of interconnected rigid and deformable bodies. These bodies interact dynamically and com-
pose the multibody system.
An important characteristic of a multibody system is given by its topology, which is dened by the
geometric conguration of the bodies. Three main types are here to distinguish, chain-structured
systems, tree-structured systems and multibody systems with closed kinematic loops, see Fig. 2.1.
Figure 2.1: Three different topological structures of multibody systems.
A number of conceptual approaches have been applied successfully for the inquiry and simulation
of multibody systems, see e.g. [OCC77], [Hau89] or [GC01]. In this thesis it is referred to one
specic approach that was originally developed for chain- or tree-structured multibody systems in
robotics [BJO86]. The corresponding algorithm by BRANDL et al. exploits the topology of the
multibody system which enables an outstanding numerical efciency. Their approach, which will
be called analytical multibody dynamics in the following, is based on the principle of d’Alembert
that says [Lan70, Ch. IV]: Constraint forces do not work.
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This statement is exploited in such a way, that the equations of motion of each body are solved
separately in a recursively organised evaluation process, see also [BP92, Sec. 4.3.3]. Since the
concept of analytical multibody dynamics has been extended to multibody systems with closed
kinematic loops as well, see [Rul98, Sec. 5.4.5] or [SW99, Sec. 6.5], it is well suited for the
analysis of general articulated mechanical systems.
In the meantime analytical multibody dynamics is not only a well established eld of research but
has already been applied for many industrial engineering problems. Therefore a stable and proven
ground for the development of new methods is given.
The rst section of this chapter is devoted to the fundamental ideas of analytical multibody dy-
namics. The presentation mainly follows the textbooks of BREMER and PFEIFFER [BP92] and
SCHERTASSEK and WALLRAPP [SW99], whereby in particular exible multibody systems are
emphasised.
Hence the bridge is built to the second important concept, which will be applied extensively in
what follows. The low-dimensional semi-discretisation of the displacement eld with just a few
global modes is a well established approach in exible multibody dynamics. Despite its limitations
mainly due to linearity, the modal approach offers the capability to reproduce spatially distributed
physical properties in a very efcient way. With this knowledge it is a natural step forward to think
about a modal multield approach, if it is aimed to reproduce not only the mechanical displacement
eld of a body but also other distributed physical quantities such as thermal or electrostatic elds.
This idea, its theoretical foundation, its practical implementation and application is the actual novel
contribution of this thesis.
The second section of this chapter, which is based on the monograph of TICHÝ and GAUTSCHI
[TG80, Ch. 5, 6] and on the article of MINDLIN [Min74], briey resumes the linear material
constitution, which considers mechanical, thermal and electrostatic quantities in order to uniquely
specify the thermodynamical state of a body particle.
The representation of the different physical elds and their interrelations is established in the third
section. Moreover, the central issue of Sec. 2.3 is concerned with the construction of a coher-
ent framework that combines analytical multibody dynamics, modal semi-discretisation approach,
multiphysical material constitution and multield description.
2.1 Analytical Multibody Dynamics
In this section, the line of presentation follows the structure of the laws of mechanics. Before
tackling the dynamics, a kinematic description of the body motion and the semi-discretisation of the
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body’s displacement eld are required. The subsequent introduction and application of Hamilton’s
principle enables the formulation of the equations of motion of a single elastic body. Then the
subsystem synthesis is explained which assembles the multibody system from its components. The
section is rounded off by a brief summary of how time integration may be organised.
2.1.1 The Floating Frame of Reference
Consider a exible body as shown in Fig. 2.2. In order to describe the motion of each particle of
the body, two frames are introduced. The inertial co-ordinate system (I) serves as a reference for
the whole multibody system. A oating reference frame (R) is assigned and xed to every body of
the multibody system.
r
( )I
( )R
r
R
c
u
Figure 2.2: Kinematics of oating frame of reference.
In (2.1) the absolute position r(c, t) of a specic particle of a exible body is subdivided into
three parts: the position vector rR(t) to the body’s reference frame, the initial position of the body
particle within the body’s reference frame, i.e. the Lagrange co-ordinate c 6= c(t), and the elastic
displacement u(c, t):
r = rR + c + u . (2.1)
All terms in (2.1) are resolved w.r.t. the body’s oating frame of reference (R). In general, left
hand indices specify the reference frame w.r.t. which the quantity is resolved. This specication is
only omitted for terms dened w.r.t. (R).
The vectors in (2.1) may be transformed into quantities w.r.t. the inertial frame (I) applying the
rotation matrix AIR. Here, the information about the orientation of the body’s reference frame
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w.r.t. the inertial system, e.g. using Cardan or Eulerian angles βi is exploited [HGP98, Sec. 6.1]:
IrR = AIR rR , AIR = AIR(β1, β2, β3) . (2.2)
Since composed nite rotations are in general noncommutative, they cannot be interpreted as vec-
tor quantities. However, it can be proven that the innitesimal rotation increment dγR is a vector.
Therefore, the angular velocity ωR of the body’s reference frame may either be expressed as vecto-
rial time derivative or may be related to the rotation matrix AIR. For this purpose the (˜ )-operator
is dened in such a way that the identity ω × c = ω˜c holds:
ωR :=
dγR
dt =

γ˙1
γ˙2
γ˙3
 ⇐⇒ ω˜R := ATIRA˙IR =

0 −γ˙3 γ˙2
γ˙3 0 −γ˙1
−γ˙2 γ˙1 0
 . (2.3)
When deriving additional kinematic quantities, ωR and the angular acceleration αR of the body’s
reference frame have to be taken into account:
v = ω˜R r + r˙ = vR + ω˜R(c + u) + u˙ , (2.4)
αR := ω˙R , (2.5)
a = ω˜R v + v˙ = aR + (α˜R + ω˜Rω˜R)(c + u) + 2 ω˜Ru˙ + u¨ . (2.6)
The vectors v and a denote the absolute translatory velocity and acceleration of the body particle,
while vR and aR represent the corresponding kinematic quantities for the body’s reference frame.
The decomposition in (2.1) makes it possible to superimpose a large nonlinear overall motion with
linearised, small elastic deformations. As long as the strains remain small, the linear description of
the displacement eld is consistent even if large rotations and large displacements are involved.
The advantages of the kinematic decomposition is underlined by the fact that a problem of this
category requires a fully nonlinear analysis in the nite element formulation, even if the strains are
small and linearly dependent on the stresses, see [Bat96, Table 6.1].
2.1.2 The Modal Approach for Displacements, Strains and Stresses
According to the Rayleigh-Ritz method, the displacement eld u(c, t) may be approximated by a
nite dimensional linear combination of a priori known shape functions Φu(c) and modal ampli-
tudes zu(t) that are functions of time [Sha98, Sec. 5.1]:
u(c, t) = Φu(c) zu(t) , Φu ∈ R
3,n, zu ∈ R
n . (2.7)
In industrial multibody packages a range of modal data of an elastic body is provided by a nite
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element analysis. As a generic modelling issue qualied modes have to be selected that are capable
to reect the mechanical properties of the exible body properly with respect to the given modelling
task. That way, a set of n selected modes, i.e. n displacement elds, is obtained in discretised form
as Φu(ck) for every nite element node k, located at the position ck.
Once a representation of the displacement eld u(c, t) is given, the strain eld ε(c, t) follows from
applying the differential displacement-strain operator∇u:
ε(c, t) = ∇uu(c, t) = Bu(c) zu(t) , ε ∈ R
6, (2.8a)
with Bu(c) := ∇uΦu , Bu ∈ R6,n,
∇u : =

∂
∂x1
0 0 ∂
∂x2
0 ∂
∂x3
0 ∂
∂x2
0 ∂
∂x1
∂
∂x3
0
0 0 ∂
∂x3
0 ∂
∂x2
∂
∂x1

T
. (2.8b)
The six independent elements of the geometric quantity strain, actually a symmetric tensor of rank
two, are here organised in vector form:
ε = (ε11, ε22, ε33, 2ε12, 2ε23, 2ε13)
T .
Since linear relations between displacements and strains are assumed in (2.8a) to (2.8b), this eval-
uation is often referred to as geometric linearisation. The matrix Bu contains the modal shape
functions used to approximate the strain eld.
For reasons to expose in Sec. 2.1.3 below, the consideration of stress stiffening effects in the equa-
tions of motion requires a nonlinear analysis of the strain eld. The additional, nonlinear strain
ε¯(c, t) is obtained by the differential operation with ∇¯u, see [Lov44, Ch. I App.]:
ε¯(c, t) =
1
2
∇¯u(u, t) u(c, t) , (2.8c)
∇¯u(u, t) :=

∂u1
∂x1
∂
∂x1
∂u2
∂x1
∂
∂x1
∂u3
∂x1
∂
∂x1
∂u1
∂x2
∂
∂x2
∂u2
∂x2
∂
∂x2
∂u3
∂x2
∂
∂x2
∂u1
∂x3
∂
∂x3
∂u2
∂x3
∂
∂x3
∂u3
∂x3
∂
∂x3
∂u1
∂x1
∂
∂x2
+ ∂u1
∂x2
∂
∂x1
∂u2
∂x1
∂
∂x2
+ ∂u2
∂x2
∂
∂x1
∂u3
∂x1
∂
∂x2
+ ∂u3
∂x2
∂
∂x1
∂u1
∂x2
∂
∂x3
+ ∂u1
∂x3
∂
∂x2
∂u2
∂x2
∂
∂x3
+ ∂u2
∂x3
∂
∂x2
∂u3
∂x2
∂
∂x3
+ ∂u3
∂x3
∂
∂x2
∂u1
∂x3
∂
∂x1
+ ∂u1
∂x1
∂
∂x3
∂u2
∂x3
∂
∂x1
+ ∂u2
∂x1
∂
∂x3
∂u3
∂x3
∂
∂x1
+ ∂u3
∂x1
∂
∂x3

. (2.8d)
Since the nonlinear strain is again a geometric quantity, stress stiffening is frequently addressed as
geometric stiffening as well. The added up strains read:
ε˘(c, t) = ε + ε¯ (2.8e)
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The generalisation of Hooke’s law, which states the stress components to be linear functions of the
strain elements, leads to the denition of the elasticity tensor Hc, which will be discussed in detail
in Sec. 2.2:
σ˘(c, t) = σ0 + σ + σ¯ = σ0 + Hc(ε + ε¯) , Hc ∈ R
6,6,
= (σ˘11, σ˘22, σ˘33, σ˘12, σ˘23, σ˘13)
T .
(2.9)
The term σ0 in (2.9) denotes large initial stresses, which are related to zero strains. That way, it is
aimed to incorporate geometric stiffening (or softening) effects. A frequently studied example is a
slender beam under large axial loads. Although the axial stretching itself is often out of interest, the
dynamic bending characteristics are dramatically inuenced by the axial loads [SW99, Sec. 4.3].
Eq. (2.7) applies for a general, three-dimensional continuum. In technical applications, however, it
is best practice to refer to deformation hypotheses tailored for structures with a specic geometric
shape. The Euler-Bernoulli beam may be considered as a typical example. Here, a cross-section
initially normal to the beam axis is assumed to remain normal to the axis even in the deformed con-
guration. As a consequence the displacements only depend on one scalar Lagrange co-ordinate
c1, the position on the axis the cross-section is assigned to.
The beam deformation can then be described by the displacements of the beam’s axis
u¯ = (u¯1, u¯2, u¯3)
T
, their partial derivatives w.r.t. c1, denoted by ( )′ and the torsion angle β1 [BP92,
Sec. 2.1]:
u(c, t) =

u¯1(c1, t)
u¯2(c1, t)
u¯3(c1, t)
 + ϕ˜(c1, t)

0
c2
c3
 with ϕ(c1, t) =

β1(c1, t)
−u¯′3(c1, t)
u¯′2(c1, t)
 . (2.10)
Eq. (2.10) reects the classical beam theory combining four degrees of freedom: axial stretching,
torsion and bending in two planes as visualised in Fig. 2.3. The rotations may be interpreted as
vectorial quantities, since they are assumed to be small. This description is used in Sec. 3.1.2 in
order to quantify the inuence of piezo-ceramic devices on the mechanical eld.
A Rayleigh-Ritz approximation of the Euler-Bernoulli beam has to consider both, the modal axis
displacements Φu(c1), which may look like the example in Fig. 4.4, and the modal cross section
rotations Ψu(c1):
u(c, t) =
Φu(c1)−
˜
0
c2
c3
Ψu(c1)
 zu(t) , with

u¯(c1, t)= Φu(c1) zu(t) ,
ϕ(c1, t)= Ψu(c1) zu(t) ,
Φu, Ψu ∈ R
3,n , zu ∈ R
n .
(2.11)
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Figure 2.3: Sketch of a deected beam cross section with four degrees of freedom.
The beam example is supposed to point out how internal deformation constraints can be formulated
and implemented in an implicit way. Corresponding representations can be found for plates and
shells according to the Kirchhoff or Reissner-Mindlin assumptions and are used in Sec. 3.1.3.
In fact, constraints can improve the numerical efciency substantially, since degrees of freedom
that only contribute a very small amount of deformation energy are neglected. Furthermore, ill-
conditioned equations are avoided that may occur if large stiffnesses are used instead of deforma-
tion constraints.
2.1.3 Hamilton’s Principle
Hamilton’s principle states that an arbitrary mechanical system moves in such a way that the fol-
lowing denite integral becomes stationary for arbitrary consistent variations of the system cong-
uration:
δ
∫ t2
t1
(T − U + W ) dt = 0 , (2.12)
where T denotes the kinetic energy, U is the deformation energy and W represents the work of the
external forces f , acting on a volume or a surface element dV or dB:
T =
1
2
∫
m
vT v dm , U =
∫
V
[
1
2
(σ + σ¯)T ε˘ + σT0 ε˘
]
dV
and W =
∫
V
fTV r dV +
∮
B
fTBr dB .
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Eq. (2.12) presumes that in particular the deformation energy and the virtual work of the external
forces are of monogenic nature, i.e. can be derived out of a scalar function. They do not need to be
conservative [Lan70, Ch. V].
If the external forces are not monogenic, Eq. (2.12) must be reformulated [RWW93, Sec. 4.2.3]:∫ t2
t1
(δ T − δ U + Wvirt) dt = 0 , (2.13a)
with Wvirt =
∫
V
fTV δr dV +
∮
B
fTB δr dB . (2.13b)
Compared to (2.12), Eq. (2.13a) has lost its character as a variational principle, but the variational
equation formulated in terms of the virtual position change δr still remains valid, see [Tay03, Ch.
2, 3] and [FLS64, Ch. 19] for further discussion.
The variation of the kinetic energy in (2.13) can be rewritten as a function of the virtual displace-
ments recalling the facts that the variation vanishes at the limits t1 and t2 and the inner vector
product is invariant regarding co-ordinate transformations:
t2∫
t1
δ T dt =
t2∫
t1
∫
V
δI r˙
T
I r˙ %dV dt =
[∫
V
δIr
T
I r˙ %dV
]t2
t1︸ ︷︷ ︸
0
−
t2∫
t1
∫
V
δrT a %dV dt . (2.13c)
Substituting the stresses according to (2.9) the variation of U gets the form:
δU =
∫
V
(εT HTc δε + σ
T
0 δε¯ + 2 ε
THTc δε¯︸ ︷︷ ︸
O(||ε||3)
+ ε¯T HTc δε¯︸ ︷︷ ︸
O(||ε||4)
+ σT0 δε︸ ︷︷ ︸
≡ 0
) dV , (2.13d)
≈
∫
V
(εTHTc δε + σ
T
0 δε¯ ) dV , (2.13e)
where the terms of third and forth order, O(||ε||3 andO(||ε||4), are neglected. The initial stress σ0
is presumed to be large, i.e. of order zero. Consequently, the product σT0 ε is of rst order. Since
small displacements are related to large forces if specied by a rst order potential, the assumed
equilibrium of the large forces would be disturbed even by small displacements. This contradiction
can only be resolved by the identity σT0 δε ≡ 0, which is a physically motivated conclusion, see
[BP92, Sec. 4.5.4.4.1], [Was82, Ch. 5] and [WS91].
It can be concluded that there are two terms contributing signicantly to the deformation poten-
tial. The rst order strains ε and stresses σ result from the classical linear approximation of the
displacement eld. The geometric stiffness terms, represented by the product σT0 δε¯, play a spe-
cial but important role and have to be evaluated separately. KNOTHE and WESSELS [KW92,
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Ch. 10] for instance express them as linear functions of specic relevant loads such as the axial
force concerning a beam structure.
Since the geometric stiffness terms are to be evaluated separately and independently, it is not nec-
essary to consider them as distributed eld quantities. In what follows only the linear strain eld
approximation (2.8a) and the related rst order stresses will be used to describe distributed me-
chanical properties.
The substitution of the virtual terms in (2.13) and the application the Fundamental lemma of the
variational approach yield the mechanical eld equations in weak form:∫
V
[
−%δrT a− δεT σ − δε¯T σ0 + δr
T fV
]
dV +
∮
B
δrT fB dB = 0 . (2.14)
2.1.4 The Equations of Motion of an Elastic Body
All virtual quantities in (2.14) are further evaluated according to the kinematic approach in
Sec. 2.1.1 and Sec. 2.1.2. Concerning the virtual displacement δr, the eqs. (2.1) and (2.7) are
employed. However, the variation of the angular vector δγR, which may be dened by means of
(2.3) and describes the virtual, innitesimal rotation of the oating frame of reference w.r.t. the
inertial system has to be taken into account [Was82, (5.141)]:
δr = δrR + δγ˜R rR + δγ˜R (c + Φu zu) + Φu δzu . (2.15)
Eq. (2.15) may be rearranged to
δr =
[
I3
.
.
. − ˜(c + Φuzu)
.
.
. Φu
]
δrR + δγ˜R rR
δγR
δzu
 . (2.16)
The acceleration in (2.6) is written in similar form:
a =
[
I3
.
.
. − ˜(c + Φuzu)
.
.
. Φu
]
b + ω˜Rω˜R(c + Φuzu) + 2 ω˜rΦuz˙u , (2.17)
b :=
(
aTR α
T
R z¨
T
u
)T
, (2.18)
where b denotes the generalised acceleration vector of the exible body.
The virtual deformation energy in (2.14) is expressed analogously. In doing so, the geometric
20 Chapter 2. Theoretical Framework
stiffness terms are approximated as quadratic form depending on the large initial stresses:
δεT σ + δε¯Tσ0 ≈

δrR + δγ˜R rR
δγR
δzu

T 
0
0
K¯(σ0) zu + B
T
u HcBu zu
 . (2.19)
With this background it is possible to reformulate (2.14) in order to evaluate the unknown gener-
alised acceleration vector b from (2.18) in such a way, that the volume integration can be performed
in a separate step in advance of the time integration. The abbreviations in Tab. 2.1 allow to give
the equations of motion a convenient form as a system of nonlinear ordinary differential equations
in time:
M

aR
αR
z¨u
 = hgcc + hf + hi . (2.20)
The detailed denition of the volume integrals and the procedure how to generate them using
available nite element data is given by SCHWERTASSEK and WALLRAPP in [SW99, Ch. 6]. An
analytical derivation of the volume integrals for selected body models such as Rayleigh beam,
Timoshenko beam and circular ring may be found in [BP92, Sec. 4.5].
Eq. (2.20) describes the motion of an unconstrained, single elastic body that undergoes large ref-
erence displacements. If, for the sake of demonstration, the body is assumed to be rigid, those
rows and columns in (2.20) vanish that are associated with the generalised elastic acceleration z¨u.
Since (2.20) is formulated in terms of the translatory and angular acceleration in b, such reduction
leads to the classical Newton-Euler equations of a rigid body. Therefore, SHABANA calls (2.20)
the generalised Newton-Euler equations of an unconstrained deformable body in [Sha98, Sec. 5.5]
and qualies this formulation to be especially suited for the evaluation by a recursive multibody
formalism.
2.1.5 Topology
The paradigm of multibody dynamics is founded on the idea that each component of a real me-
chanical system can be idealised by one of the following basic modelling elements:
Bodies: A body is the only modelling element to which inertia is assigned.
Joints: The kinematic interconnections of the bodies are provided by joints. A joint is uniquely
assigned to a corresponding body and species the directions in which the body is free to
move. Joints may be seen as the idealisation of real construction components like hinges or
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M
The mass matrix
M =
∫
V

I3
.
.
. − ˜(c + Φuzu)
.
.
. Φu
.
.
.
˜(c + Φuzu)T ˜(c + Φuzu)
.
.
.− ˜(c + Φuzu)T Φu
sym.
.
.
.
.
.
. ΦTu Φu
 %dV =
Maa Maα MauMαα Mαu
sym. Muu

The sub-matrices specify the inertia coupling between acceleration terms
due to translatory, angular and elastic motion, denoted by ( )a, ( )α and ( )u.
hgcc
The vector of gyroscopic, centripetal and Coriolis forces
hgcc =
∫
V

2 ω˜R Φuz˙u + ω˜Rω˜R(c + Φuzu)
−2 ˜(c + Φuzu)T ω˜R Φuz˙u − ˜(c + Φuzu)T ω˜Rω˜R ˜(c + Φuzu)
2 ΦTu ω˜R Φuz˙u + Φ
T
u ω˜Rω˜R (c + Φuzu)
 %dV
Kuu Kσ
The stiffness matrix The geometric stiffness matrix
Kuu =
∫
V
BTu HcBu dV = KTuu Kσ(σ0) =
∫
V
K¯(σ0) dV = KTσ
Duu hi
The damping matrix The vector of the internal forces
Duu := γMuu + βKuu
Damping effects are approximated
according to Raleigh’s approach with
two parameters γ and β.
hi =

0
0
−Duuz˙u −Kuuzu −Kσzu

hf
The vector of the external forces
hf :=
∫
V

I3
− ˜(c + Φuzu)T
ΦTu
fV dV + ∫
B

I3
− ˜(c + Φuzu)T
ΦTu
fB dB
Torques are represented by the equivalent couple for forces.
Table 2.1: Denition of abbreviations and volume integrals for terms of the equations of motion
of an elastic body.
bearings. However, a joint with six degrees of freedom that has no material counterpart is
also possible and stands for the fact that the body is free to move in any direction.
Force elements: All kinds of active forces are modelled as force elements. Here and in what
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follows, the term force is used in a general meaning that includes torques as well. Springs,
dampers, any kind of actuators are represented by force elements which may have their own
inner state variables to describe nonmechanical elements like electrical or hydraulic drives.
Constraints: A constraint represents passive forces, which are dened in such a way that addi-
tional kinematic conditions are maintained. The incorporation of constraint equations will
be discussed at the end of this section, so that the preceding presentation is restricted to
unconstrained multibody systems.
In analytical multibody dynamics it is assumed that each body, denoted by ( )(i), has one unique
predecessor ( )(p), p = p(i), but it may have an arbitrary number of successors ( )(s), s = s(i),
see Fig. 2.4.
Figure 2.4: Body (i) with unique predecessor (p) and multiple successors (s)
The origin of the body’s reference frame is dened by the point where the joint is attached to the
corresponding body. The rst joint connects the rst body to the inertial frame of reference, or
more generally to Body ( )(0) with prescribed motion. Hence, a multibody system can be built up
recursively depicting a chain- or a tree-structure.
Furthermore, a vector y is dened as a minimum set of generalised co-ordinates for the whole
multibody system. It turns out to be advantageous to relate y, and analogously its derivatives y˙
and y¨, to the local degrees of freedom. More precisely, the motion of the origin of body ( )(i)
relative to the origin of body ( )(p) w.r.t. reference frame p is addressed here and denoted by the
indices p( )pi. This kinematics involve the relative degrees of freedom of joints ( )j and elastic
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deformations ( )u:
y =

.
.
.
z(p)...
z
(i)
j
z
(i)
u
z(s)...
.
.
.

, prpi = prpi(z
(i)
j , z
(p)
u ) , Aip = Aip(z
(i)
j , z
(p)
u ) . (2.21)
The formal representation of the equations of motion describing the complete multibody system
is obtained by the following summation, where Eq. (2.20) is rewritten for every body ( )(i) of the
system and J (i) denotes the global Jacobian of ( )(i), see [Sch97]:
∑
(i)
[
J (i)
]T [
M (i)b(i) − h(i)gcc − h
(i)
i − h
(i)
f
]
= 0 with J (i) := ∂b
(i)
∂y¨
, (2.22a)
=⇒ M¯(y, t) y¨ − h¯(y, y˙, t) = 0 (2.22b)
M¯(y, t) represents the symmetric inertia matrix of the complete system. h¯(y, y˙, t) includes the
generalised Coriolis forces as well as all generalised applied forces.
Since the equations of motion are highly nonlinear, the mostly preferred analysis method is nu-
merical time integration. For stability reasons an implicit formulation of time integration is today’s
state-of-the-art. Therefore it may make sense to evaluate the mechanical system implicitly, too.
A numerical formalism which is organised accordingly was introduced by EICHBERGER in [Eic93]
and is called the residual formalism. The equations of motion are not only analysed numerically
w.r.t. a given state on the position and velocity level with the known vectors y and y˙, but also the
second time derivative of the generalised co-ordinate vector y¨ is employed within the evaluation.
If the vector set y, y˙ and y¨ turns out to be consistent w.r.t. the equations of motion, the desired
solution of (2.22b) has been found. If not, the vector set y, y˙ and y¨ is iteratively corrected until the
equations of motion are satised.
However, the most important characteristic of this formalism consists of the generation of the
equations of motion in a resolved form. The formalism does not assemble and solve (2.22b), but
separately analyses (2.20) for each body( )(i) in a recursive evaluation process, which is organised
in three steps:
Step 1: All kinematic quantities can be calculated step by step in a forward recursion loop begin-
ning with Body ( )(0). Eq. (2.23a) states the relations for the motion of body ( )(i) w.r.t. its
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own reference frame, denoted by i( )oi [BP92, Sec. 4.2]:
iroi =
i∑
l=1
Aip prpl , p = p(l) , iωoi =
i∑
l=1
Ail lωpl ,
ivoi =
i∑
l=1
Aip (pr˙pl + pω˜op prpl) , iαoi =
i∑
l=1
Ail(lω˙pl + lω˜ol lωpl) , (2.23a)
iaoi =
i∑
l=1
Aip
[
(pr¨pl + (p ¨˜ωop + pω˜op pω˜op)prpl + 2 pω˜op pr˙pl
]
.
Step 2: The evaluation of the force elements.
Step 3: Then, the dynamic analysis is performed, which is also organised recursively but going
backwards starting with the terminal body of the chain. The single body ( )(i) is virtually cut
off the system. All cuts are represented by the equivalent cutting forces, which are introduced
into the vector h(i)f of (2.20), see Fig. 2.5.
In order to separate those forces (including torques) that are associated to the body’s joint
h
(i)
fj , the force vector h
(i)
f is split in the following manner:
h
(i)
f = h
(i)
fe + h
(i)
fj . (2.23b)
h
(i)
fj can be evaluated by means of (2.23c). Since the terminal body has no successor, the sum
Figure 2.5: Cutting off quantities that are needed to analyse the equations of motion of body ( )(i)
separately.
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of all successor joint forces CTish(s)fj according to (2.23e) vanishes for the terminal body:
M (i)b(i) − h(i)gcc − h
(i)
i − h
(i)
fe +
∑
CTish
(s)
fj = h
(i)
fj (2.23c)
h
(i)
fj represents the passive forces of the joint, which act locally orthogonal to the direction
of motion of the body. It follows that the multiplication of the transpose of the local Ja-
cobian J (i)j yields a zero vector provided the equations of motion are satised, see [BP92,
Sec. 4.3.3]. If not, a residual force ∆h(i) is obtained, which can be used to iterately correct
the vector set y, y˙ and y¨ w.r.t. the equations of motion.
∆h(i) =
[
J
(i)
j
]T
h
(i)
fj with J
(i)
j =
∂ ib
(i)
j
∂z¨
(i)
j
(2.23d)
When the next body downwards, i.e. the predecessor body, is evaluated with (2.23c), the
reactio of the just calculated passive joint force is interpreted as a specic boundary load fB
in Tab. 2.1 and is transformed into the system of the predecessor body by the matrix CTis
[Rul98, Sec. 5.4]:
h
(i)
fj −−−−−→ C
T
ish
(s)
fj (2.23e)
The downwards recursion ends with Body ( )(0) and yields residual forces for each body
∆h(i). These forces vanish identically for the analytical solution and remain in the size of
the discretisation error as result of the iterative numerical evaluation.
If a tree-structured multibody system is considered, the recursion loops have to be organised in
such a way that all h(s)fj in (2.23c) are available when needed.
Since the numerical effort in evaluating the mechanical system is linearly dependent on the number
of degrees of freedom N = dim(y), the residual formalism is a so called O(N)-formalism, which
avoids the inversion of the mass matrix in (2.22b). O(N)-formalisms that evaluate the accelerations
explicitly have been proposed a few years earlier than this implicit scheme and are still widespread,
see e.g. [BJO86]. If the efciency of explicit and implicitO(N)-formalisms is compared, the result
will depend on the mechanical system under consideration.
The incorporation of the modelling element constraints enables the description of mechanical sys-
tems with closed loops, see Fig. 2.1. Closed loops result in the holonomic kinematic constraint
equation
0 = g(y) , G(y) :=
∂g(y)
∂y
, (2.24a)
with the constraint matrix G(y) [Bre88, Sec. 3.1.1]. Following the approach of Lagrange, the
constraints have to be introduced into (2.22b) by means of the corresponding passive forces GT λ.
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The columns of GT dene the generalised directions, i.e. the directions w.r.t. vector space of y, in
which the constraint forces act, and λ denotes the vector of the Lagrange multiplier:
M¯(y, t) y¨ = h¯(y, y˙, t)−GT(y) λ (2.24b)
The ordinary differential equations (2.22) are extended by constraint forces in (2.24b) and the ad-
ditional algebraic equations (2.24a). Therefore, Eqs. (2.24) describe a differential-algebraic system
(DAE) in the so-called index-3 formulation [Sch97].
For numerical time integration, the DAE (2.24) is transformed into an equivalent rst order system
by introducing the velocities w := y˙. Following an approach by GEAR, GUPTA and LEIMKUH-
LER, a formulation is obtained that guarantees stable time integration [HW96, Ch. VII (1.48)]:
M¯ (y˙ −w) = − GT η (2.25a)
M¯ w˙ = h¯−GT λ (2.25b)
0 = g (2.25c)
0 =
d g
d t =
∂ g
∂ y
y˙ = G w (2.25d)
In (2.25d) this formulation makes explicit use of a relation that is obvious from the physical point
of view: if the position vector is constrained by means of (2.25c), it is implicitly given that the
related velocities are constrained as well. Analytically, the instantaneous incorporation of position
and velocity constraints is redundant but avoids instabilities during the numerical evaluation. Fur-
thermore, the kinematic equations y˙ = w are extended by the correction term GT η with auxiliary
variables η in (2.25a). These variables η vanish identically for the analytical solution and remain
in the size of the discretisation error during time integration.
A frequently used implicit time integrator is the variable step size variable order BDF-(Backward
Differentiation Formulae)-Code DASSL [BCP96].
2.2 Material Constitution
This thesis deals with three physical elds, each specied by a pair of eld variable terms. The
mechanical state of a material particle is quantied by its stress tensor σ and its strain tensor ε,
the electrical state by its electrical eld strength e and the electrical displacement vector d and the
thermal state by the scalar terms temperature Θ and entropy density η.
In order to describe the properties and the inuence of the material, it is presumed that the ther-
modynamical state of the material only depends on the current values of the eld variables but not
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on their histories. The constitutive relation between the six eld terms is supposed to dene the
thermodynamical state of a material point uniquely, no matter which process, which change of state
variables has led to the current conguration.
Consequently it makes sense to base the material constitution on a thermodynamical potential. This
is the purpose of the present section.
2.2.1 The Electric Gibbs Potential
In principle, for three elds with two state terms each, 32 − 1 = 8 different thermodynamical
potentials could be formulated to full the predescribed task. The decision, which potential to
prefer, is identical with the selection of independent eld variables.
In multibody dynamics and as well in nite element analysis the mechanical eld is traditionally
described in terms of displacements. Since the strain eld follows from the displacement eld just
by mathematical differentiation with respect to the undeformed geometry, the strain tensor is the
preferable independent variable concerning the mechanical eld.
Contrary to the entropy density temperature is a generic intensive state variable and easy to mea-
sure. This fact gives the reason to select the temperature as independent thermal eld variable.
Because of its scalar nature it is convenient to take the electric potential as the basic electrical
eld quantity. Assuming electrostatic conditions the electrical eld strength may be dened as the
associated gradient eld to the electrical potential. Therefore the electrical eld strength turns out
to be well suited as independent variable to describe the electrical eld.
The thermodynamical potential associated with these independent variables is called the electric
Gibbs potential G:
dG = σT dε− dT de− ηdΘ . (2.26)
Furthermore, the introduction of a new variable ϑ, replacing the absolute temperature Θ by the
increment w.r.t. the linearisation temperature Θ0 proved to be advantageous:
ϑ = Θ−Θ0 . (2.27)
To provide a linear material description, the electric Gibbs potential is expanded into a Taylor series
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around a working point, neglecting terms of higher than second order:
G(ε, e, ϑ) = G(0, 0, Θo) +
∂G
∂ε
∣∣∣∣
0
ε +
∂G
∂e
∣∣∣∣
0
e +
∂G
∂Θ
∣∣∣∣
0
ϑ+
+
1
2
[
εT
∂2G
∂εT ∂ε
∣∣∣∣
0
ε + eT
∂2G
∂eT ∂e
∣∣∣∣
0
e + ϑ
∂2G
∂Θ2
∣∣∣∣
0
ϑ +
+ 2εT
∂2G
∂εT ∂e
∣∣∣∣
0
e + 2εT
∂2G
∂εT ∂Θ
∣∣∣∣
0
ϑ + 2eT
∂2G
∂eT ∂Θ
∣∣∣∣
0
ϑ
]
. (2.28)
The dependent thermodynamic state variables stress σ, electrical displacement d and entropy den-
sity η may be specied using (2.26):
σ =
(
∂G
∂ε
)T
, d = −
(
∂G
∂e
)T
, η = −
(
∂G
∂Θ
)
. (2.29)
The rst derivatives in (2.28) allow the consideration of pre-loads like initial stresses:
∂G
∂ε
∣∣∣∣
0
= σT0 ,
∂G
∂e
∣∣∣∣
0
= dT0 ,
∂G
∂Θ
∣∣∣∣
0
= η0 . (2.30)
Here the existence of a natural state ϑ = 0, e = 0 and ε = 0 is assumed at which σ, d and η
vanish. For this state the electric Gibbs potential is set to zero: G(0, 0, Θ0) = 0.
The linear material constitution is obtained by the comparison of (2.29) and (2.28). The evaluation
of the second order partial derivatives in (2.28) leads to the denition of material coefcients,
assumed to be constant. The indices and superscripts of the following coefcient matrices are
chosen analogously to the notation used by [Min74]. The superscripts indicate the terms kept
constant during differentiation and will be skipped in the following for material coefcients based
on the electric Gibbs potential:
 The elasticity tensor Hc = HTc ∈ R6,6, whereby the electric eld and the temperature are
kept constant during differentiation:
eϑHc = Hc =
∂σ
∂ε
∣∣∣∣
0
=
∂2G
∂εT ∂ε
∣∣∣∣
0
. (2.31a)
 The piezoelectric tensor He ∈ R3,6 with the temperature kept constant:
ϑHe = He =
∂d
∂ε
∣∣∣∣
0
= −
∂2G
∂e∂ε
∣∣∣∣
0
=
[
−
∂2G
∂εT ∂e
∣∣∣∣
0
]T
=
[
−
∂σ
∂e
∣∣∣∣
0
]T
. (2.31b)
 The thermal moduli Hλ ∈ R1,6 at constant electrical eld:
eHλ = Hλ =
∂η
∂ε
∣∣∣∣
0
= −
∂2G
∂Θ∂ε
∣∣∣∣
0
=
[
−
∂2G
∂εT ∂Θ
∣∣∣∣
0
]T
=
[
−
∂σ
∂Θ
∣∣∣∣
0
]T
. (2.31c)
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 The permittivity tensor H = HT ∈ R3,3, which is obtained via differentiation with the
temperature and strain and kept constant:
ϑH = H =
∂d
∂e
∣∣∣∣
0
= −
∂2G
∂eT ∂e
∣∣∣∣
0
. (2.31d)
 The pyroelectric tensor Hp ∈ R3,1 at constant strain:
Hp = Hp =
∂d
∂Θ
∣∣∣∣
0
= −
∂2G
∂eT ∂Θ
∣∣∣∣
0
=
[
−
∂2G
∂Θ∂e
∣∣∣∣
0
]T
=
[
−
∂η
∂d
∣∣∣∣
0
]T
. (2.31e)
 The heat capacity coefcient Ha ∈ R1,1 at constant strain and electric eld involves the
linearisation temperature Θ0, the density % and the specic heat capacity c:
eHa = Ha =
∂η
∂Θ
∣∣∣∣
0
= −
∂2G
∂Θ2
∣∣∣∣
0
=
% c
Θo
. (2.31f)
Presuming a general unsymmetric structure the material description above forms a system with 55
independent material coefcients. Whenever a material displays some kind of symmetry regarding
its physical behaviour, it is possible to formulate relations between these variables and dene a
reduced set of independent material coefcients.
Tab. 2.2 gives an overview of frequently encountered symmetry congurations and the correspond-
ing material coefcients. Orthotropic materials possess three mutually perpendicular planes of
symmetry. Isotropic structures exhibit no preferred directions with regard to their physical be-
haviour. Piezo-ceramic materials such as Lead Zirconate Titanate (PZT) expose different properties
in the polarisation direction (here assumed to coincide with the x3-direction), than in all directions
normal to the polarisation. They are therefore called transversely isotropic. This characteristic can
be attributed to their crystalline structure, see Sec. 2.2.3.
With the denitions in (2.31a) to (2.31f) the constitutive equation can be formulated in matrix form:
σ
d
η
 =

Hc −H
T
e −H
T
λ
He H Hp
Hλ H
T
p Ha


ε
e
ϑ
 = H

ε
e
ϑ
 . (2.31g)
In Fig. 2.6, which illustrates (2.31g), the independent eld variables are arranged as corners of
the outer triangle. Each arrow represents one of the coefcients dened in (2.31a) to (2.31f) and
reects the dependence of the eld quantities at the corners of the inside triangle.1
Considering the uncoupled, isotropic thermoelastic problem the rst row of (2.31g) may be rewrit-
ten to extract the widely used thermal strain εϑ, which depends on the temperature and the thermal
1According to TICHÝ and GAUTSCHI this diagram was published for the first time in 1925 by the German physicist
G. Heckmann.
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Hc
The elasticity tensor
orthotropic material: transversely isotropic material:
c11 c12 c13 0 0 0
c22 c23 0 0 0
c33 0 0 0
c44 0 0
c55 0
symm. c66

c11 = c22 , c44 = c55
c13 = c23 , c66 = (c11 − c12)/2
isotropic material:
c11 = c22 = c33 =
E (1− ν)
(1 + ν)(1− 2ν)
c12 = c13 = c23 =
E ν
(1 + ν)(1− 2ν)
c44 = c55 = c66 =
E
2(1 + ν)
He
The piezoelectric tensor
orthotropic material: transversely isotropic material: 0 0 0 0 e15 00 0 0 e24 0 0
e31 e32 e33 0 0 0
 e31 = e32
e24 = e15
H
The permittivity tensor
orthotropic material: transversely isotropic material:
11 0 0
22 0
symm. 33
 11 = 22
Hλ
The thermal moduli
orthotropic material: isotropic material:
( λ1 λ2 λ3 0 0 0 ) λ1 = λ2 = λ3 =
E
1− 2ν α
Table 2.2: Frequently encountered structures of material coefcient matrices, see [Now78b, Ch.
8] and [TG80, Ch. 6].
expansion coefcient α [ZT00a, (4.26)]:
σ = Hc(ε− εϑ) with εϑ = H−1c HTλ ϑ = (α α α 0 0 0)T ϑ . (2.32)
It should be noted, that the use of a thermodynamical potential in order to derive constitutive rela-
tions implies that no intrinsic dissipation is considered. It follows, that an adiabatic or isothermal
evolution of the piezo-thermoelastic material is thermodynamically reversible [Sal01, Ch. 4].
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Figure 2.6: Thermodynamical variables and their interrelations, cp. [TG80, Fig. 5.1].
2.2.2 Alternative Material Constants
As mentioned above the formal shape of the constitutive equations depends primarily on the
selected thermodynamical potential. This choice determines the material constants to be used.
Tab. 2.3 gives an overview about the possible combinations of dependent and independent eld
variables which constitute the different potentials.
Each potential may be derived from any other potential by means of a Legendre-transformation.
This indicates that each potential comprises the identical physical information. All potentials in
Tab. 2.3 are equivalent.
These equivalent potentials may simplify the model set-up of a given simulation task substantially.
Published material data is often measured under specic thermodynamical conditions, which may
not align to the presumptions underlying (2.31). Therefore, relations that allow the transformation
of a given set of constants into a corresponding set but referring to other measurement conditions
are very helpful.
In order to prepare an example, the material constitution on base of the electric enthalpy P¯ is
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Name Denition independent
internal energy dU = σT dε + eT dd + Θdη ε , d , η
free energy dF = σT dε + eT dd − ηdΘ ε , d , Θ
enthalpy dP = −εT dσ − dT de + Θdη σ , e , η
elastic enthalpy dP¯ = −εT dσ + eT dd + Θdη σ , d , η
electric enthalpy dPˆ = σT dε − dT de + Θdη ε , e , η
Gibbs potential dG¯ = −εT dσ − dT de − ηdΘ σ , e , Θ
elastic Gibbs potential dGˆ = −εT dσ + eT dd − ηdΘ σ , d , Θ
electric Gibbs potential dG = σT dε − dT de − ηdΘ ε , e , Θ
Table 2.3: Thermodynamical potentials and independent variables [TG80, Table 5.1].
formulated: 
σ
d
ϑ
 =

ηeHc −
ηHTe
eHTγ
ηHe
ηεH
εHρ
eHγ −
εHTρ
eεHb


ε
e
η
 = H¯

ε
e
η
 . (2.33)
Contrary to the point of view in (2.31), the material constants in H¯ are based on the linearisation
at ε = 0, e = 0, η = η0. The Eqs. (2.31) and (2.33) are connected by straightforward linear
transformations that result, e.g., in:
ηeHc = Hc + H
T
λ H
−1
a Hλ . (2.34)
The elasticity tensor ηeHc is dened under isentropic conditions on contrary to Hc in (2.31a),
which bases on isothermal prerequisites. In Section 3.2.1 an example is given that demonstrates
the physical implications of this difference.
The relation between the specic heat capacities, dened at constant strain in (2.31f) and at constant
stress, may be obtained by virtue of the Gibbs potential G¯:
c = εc = σc−
(
Θ0
%
)
HλH
−1
c H
T
λ . (2.35)
In evaluations considering the thermodynamics of gases, the corresponding relation between the
specic heat capacities at constant pressure and at constant volume is frequently applied. But
compared to gases these values differ only slightly for solids, by 2% for instance for 1.5% carbon
steel.
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2.2.3 Physical Nonlinearities
Although it is not intended to apply physical nonlinearities in what follows, there are two specic
reasons that may motivate a survey on nonlinear material description.
The response of piezoelectric materials on large electrical elds is of essential technical importance
since the manufacturing of piezoelectric ceramics relies on this nonlinear dependence. Additionally
the knowledge of the nonlinear characteristics provides an interesting insight into the working
mechanism of the piezoelectric effect.
Moreover, it is well known that almost all real material coefcients depend on the temperature.
Nevertheless the set-up of a linear thermoelastic analysis with large thermal loads and temperature
increments may make sense, if appropriate values for the material coefcients, assumed to be
constant within the evaluated temperature range, are adopted. And of course, the results of such
a linear analysis have to be assessed against the background of the limitations of the physical
linearisation.
These two facts give reason to outline the nonlinear dielectric properties and the temperature de-
pendence of the mechanical and thermal properties in the following two paragraphs.
Dielectric Properties
Fig. 2.7 illustrates the crystal lattice of the frequently used piezo-ceramic material PZT [Vog97,
Sec. 6.2.5]. The central Zircon or Titan atom and the Oxygen ions are slightly shifted compared
to the cubic conguration of the Lead atoms. Although this unsymmetry constitutes a local dipole
moment, the positive and negative charges are in equilibrium in the undeformed state of the lattice.
Supposed the crystal becomes mechanically extended, then the action of the positive charges at the
upper face is stiffer than the action of the negative charges near the upper face. The charges at the
lower face behave exactly the other way around. Here, the positive charges move less compared to
the negative ones at the same time. As a result, the upper face becomes charged positively and the
lower face negatively.
There is a companion characteristics to this direct piezoelectric effect called the converse effect
consisting in the deformation of a piezoelectric crystal under the inuence of an external electric
eld. Assuming linear behaviour the piezoelectric polarisation is directly proportional to the ap-
plied strain, and vice versa, the piezoelectric deformation is directly proportional to the applied
electric eld. The dashed line in Figure 2.8 visualises this linear material law.
Nowadays, no mono-crystalline structures but poly-crystalline ceramics are used in technical appli-
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Figure 2.7: The unit cell of the Lead Zirconate Titanate (PZT) lattice of the Perovskite type and
its dipole moment.
cations since there is no difculty in manufacturing piezo-ceramic elements of almost any desired
shape. The production process of the ceramics gives wafers with domains in which the dipole
moment is uniformly oriented. State A in Fig. 2.8 shows schematically how the dipole orientation
may be randomly distributed over the volume of a piezo-ceramic workpiece. As a result of this
distribution there is no net polarisation and the workpiece behaves isotropically.
However, under the inuence of a strong electric eld, the dipoles of the domains align with the
direction of the applied eld as good as their domain orientations allow. For manufacturing one
wing of the so called buttery curve of Fig. 2.8 is run through, starting from point A through B
and ending at C. The corresponding dipole orientations within the workpiece are schematically
visualised in Fig. 2.8. The dashed contours represent the undeformed state of the workpiece.
The resulting polarisation remains permanent as long as no depolarisation eld with higher eld
strength than the coercive eld strength ec at point D is applied. Yet, the polarisation orientation
may be ipped, if the buttery curve is run through the points D and E, ending at C. Consequently
depending on the load history of the workpiece, there are two possible permanent polarisations at
point C in Fig. 2.8, which are addressed by the states C and C’ in Fig. 2.8.
In technical applications the usable range of the electrical eld strength in polarisation direction
is limited by saturation and the danger of dielectric breakdown. In the opposite direction the eld
should be restricted to at most 80% of the coercive eld strength, cp. [Jen95, Fig. 7.15].
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Figure 2.8: The plot above shows the transversal strain versa applied electric eld strength for
PZT-5A as polarisation curve, i.e. so-called buttery curve, and linear material law
for the small signal range [HH79, p. 450]. The associated strain changes and domain
polarisations are schematically visualised below [Pie01, Fig. 1.3].
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Figure 2.9: E, α, Λ and c of GG20 HC as function of temperature [Bur91, Sec. 9.7].
Temperature Dependence of the Mechanical and Thermal Properties
In order to convey a quantitative idea of the temperature dependence, the linear expansion coef-
cient α, Young’s modulus E, the specic heat coefcient c and the thermal conductivity Λ of cast
iron of type GG20HC are given as function of the temperature in Fig. 2.9. GG20HC is a preferred
material in the design of brake discs supposed to be subjected to high thermal loads.
In Sec. 3.2.4 the simulation results of a linear thermoelastic analysis of a friction brake are com-
pared with results of a nonlinear nite element analysis, which is set up using these temperature
dependencies.
In addition to Fig. 2.9, one has to bear in mind that there are specic temperatures at which the
material constitution changes fundamentally. The Curie point, for pure iron at 1033 K, at which
a ferromagnetic material becomes paramagnetic is an appropriate example. Since the thermal
properties such as the specic heat capacity become highly nonlinear at the Curie point, there is no
way to deal with such a fundamental transformation in a linear analysis. Therefore, the upper limit
of the physical linearisation is given at this temperature.
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2.3 Augmented Field Equations
2.3.1 Generalised Hamilton’s Principle
PARKUS [Par70] established a generalised Hamilton’s principle for coupled thermoelasticity, which
was augmented for piezo-thermoelasticity by NOWACKI [Now78a]. Their formulation uses the
thermodynamical functional Π, the summarised work functions of the external mechanical and
electrical quantities A and the thermal function Ξ besides the kinetic energy T and states
δ
∫ t2
t1
(T − Π + A) dt = 0 , δ
∫ t2
t1
Ξ dt = 0 . (2.36a)
The thermal functional Ξ is dened as
Ξ =
∫
V
(H − ηΘΘ˙− SΘ) dV +
∮
B
qTBnBΘ dB . (2.36b)
In (2.36b) the quantity S denotes the heat source density. The scalar potential H , called heat ux
potential per volume, is closely related to the fundamental Fourier law of heat conduction:
q = −Λ(∇Θ) , (2.36c)
which determines the heat ux q as function of the local temperature gradient and the conductivity
matrix Λ:
H = 1
2
(∇Θ)T Λ(∇Θ) , =⇒ q = −
∂H
∂(∇Θ)T
= −Λ(∇Θ) . (2.36d)
nB in (2.36b) is the outer normal vector at the boundary surface element dB.
The thermodynamical functional Π is composed according to
Π =
∫
V
(G + ηΘ) dV , (2.36e)
and the external mechanical and electrical work functions get the form
A =
∫
V
fTV r dV +
∮
B
(
fTBr − ϕQϕ
)
dB . (2.36f)
Eq. (2.36) has to be rearranged in a form that only the independent eld variables r, e and Θ appear
as virtual quantities. Therefore, the variations of the dependent variables have to be expressed in
terms of the virtual independent quantities. Concerning (2.36) this is possible with one restriction
which will be discussed in Sec. 2.3.2.
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Separation of variations for the three elds in (2.36), substitution of G in (2.36e) using (2.26) and
the Fundamental lemma of the variational approach yield the eld equations in weak form:
∫
V
[−%δrT r¨ − δεT σ − δε¯T σ0 + δr
T fV ] dV +
∮
B
δrT fB dB = 0 , (2.37a)∫
V
δeT d dV −
∮
B
δϕQϕ dB = 0 , (2.37b)∫
V
[−(∇δΘ)T q + δΘ(Θη˙ − S)] dV +
∮
B
δΘqTBnB dB = 0 . (2.37c)
On rst sight the equations (2.37) look like three uncoupled eld descriptions from mono-
disciplinary engineering textbooks. Eq. (2.37a) for instance is identical to (2.14), where no multi-
physics is considered at all. But the coupling becomes obvious by eliminating the dependent eld
variables σ, e and η using (2.31). On the other hand as long as no specic material law is inserted
in (2.37), these variational equations are valid as general, nonlinear eld equations.
The Eqs. (2.37a) and (2.37b) could also be derived applying d’Alembert’s principle of virtual work.
ROSE and SACHAU [RS01] obtained the equivalent formulation on base of Jourdain’s principle
substituting the variational quantities by their derivatives.
Eq. (2.37c) is also known as the principle of virtual temperature, which is the standard nite ele-
ment approach concerning the thermal eld, see [KW92, Sec. 3.6.2] or [Bat96, Sec. 7.2.1].
BIOT referred to (2.37c) as the complementary variational principle in heat transfer [Bio70, Ch. 8,
App. §3]. His corresponding fundamental principle, frequently just called Biot’s principle, is for-
mulated in terms of the virtual entropy displacement vector δs, which is related to (2.36c) by
the equation Θs˙ = q. However on contrary to (2.37c), Biot’s principle, did not become widely
accepted and applied, since the entropy displacement might be a somewhat abstract and inappre-
hensible quantity.
2.3.2 Strong Thermal and Electrostatic Field Equations
This section relates the weak thermal and electrostatic equations of (2.36) to the corresponding
strong formulations.
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Variation of the Thermal Functional
Applying the chain rule and Gauss’ theorem, the variation δH of the heat ux potential gets a new
form:
δH =
∂H
∂(∇Θ)
∂(∇Θ)
∂Θ
δΘ = −(∇δΘ)T q = −∇T (qδΘ) + (∇T q)δΘ ,
=⇒
∫
V
δHdV = −
∫
V
∇T (qδΘ) dV +
∫
V
(∇T q)δΘ dV ,
= −
∮
B
δΘ qTnB dB +
∫
V
(∇T q)δΘ dV .
(2.38)
The variation of the second expression in (2.36b) gives:
t2∫
t1
δ(ηΘΘ˙) dt = −
t2∫
t1
η˙ΘδΘ dt−1
2
t2∫
t1
ΘΘδη˙ dt
︸ ︷︷ ︸
:=∆Ξ
, (2.39)
in which integration by parts is applied and the fact is used that the variation vanishes at the limits
t1 and t2:
t2∫
t1
(ηΘδΘ)˙ dt =
t2∫
t1
(
η˙ΘδΘ + ηΘ˙δΘ + ηΘδΘ˙
)
dt = 0 ,
t2∫
t1
Θ˙Θδη dt = −1
2
t2∫
t1
ΘΘδη˙ dt .
Eq. (2.39) reveals an important restriction. It is only possible to develop the principle of virtual
temperature (2.37c) out of the generalised Hamilton’s principle (2.36), if the term ∆Ξ in (2.39) is
neglected.
That is why PARKUS [Par70] restricted the application of (2.36) to isentropic variations. NOWACKI
[Now78a] does not comment on this issue and permits arbitrary variations.
Neglecting ∆Ξ, Eq. (2.36) can be rewritten:
t2∫
t1
(∫
V
[(∇T q)− S + Θη˙]δΘ dV +
∮
B
[qTBnB − q
TnB]δΘ dB
)
dt = 0 . (2.40)
For arbitrary variations δΘ, arbitrary times t1, t2 this equation corresponds to the following rela-
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tions:
∇T q = −∇T Λ(∇T ) ,
= S −Θη˙ within the body volume, (2.41a)
qB = q on the boundary. (2.41b)
Eq. (2.41a) is known as the coupled partial differential equation of heat conduction, rst derived
by DUHAMEL [BW97, Sec. 1.12], who considered the coupled thermoelastic problem. Since it
incorporates the entropy change η˙, it is a very general statement and can easily be augmented
for piezo-thermoelasticity applying appropriate material laws like (2.31). Eq. (2.41a) involves
second partial derivatives while only rst partial derivatives appear in (2.37b). This leads to weaker
conditions to dene solutions of the problem in (2.37b) and thus the notion of a weak form is
established.
Furthermore, it has to be emphasised that although the validity of the generalised Hamilton’s prin-
ciple is restricted, the weak equations (2.37) are not, since they could be derived directly out of the
corresponding strong forms.
The Electrostatic Field Equation
The second Maxwell equation relates the curl of the electric eld strength e to the change of
the magnetic induction m [FLS64, Ch. 15]. However, the frequency range in focus here is deter-
mined by the mechanical eigenfrequencies and therefore very much lower than the electromagnetic
eigenfrequencies. That is why the rate of the magnetic induction may be disregarded, electrostatic
conditions are presumed. Furthermore, the electric eld strength can be interpreted as gradient
eld associated to the scalar electric potential eld ϕ:
∇˜e = −
∂m
∂t
≈ 0 =⇒ e = −∇ϕ . (2.42)
Eq. (2.42) is inserted in (2.37b) and again Gauss’ theorem is applied:∫
V
δ(∇ϕ)T d dV +
∮
B
δϕQϕ dB = 0 ,∫
V
[∇T (dδϕ)− δϕ∇Td] dV +
∮
B
δϕQϕ dB = 0 ,∮
B
δϕ dTBnB dB −
∫
V
δϕ ∇T d dV +
∮
B
δϕQϕ dB = 0 . (2.43)
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For arbitrary variations δϕ Eq. (2.43) is satised, if the following conditions hold:
∇T d = 0 within the body volume, (2.44a)
dTBnB = −Qϕ on the boundary. (2.44b)
Eq. (2.44a) is equivalent to the statement that there are no free charges within the volume [Now78a,
(3)]. On the boundary, i.e. on the electrodes of a piezoelectric device, the charges Qϕ constitute the
electric displacement vector, which is aligned normal to the boundary surface but points inwards.
2.3.3 Modal Multifield Approach
The semidiscretisation of the scalar temperature is performed completely analogously to the dis-
placement eld in (2.7). The thermal Rayleigh-Ritz approach is dened with timeindependent
mode functions Φϑ(c) and modal amplitudes zϑ(t) as functions of time. Subsequently the gradient
operation gives the heat ux vector q:
ϑ(c, t) = Φϑ(c) zϑ(t) , Φϑ ∈ R
1,n, zϑ ∈ R
n , (2.45)
∇ϑ = ∇Φϑ zϑ = Bϑ zϑ =⇒ q = −ΛBϑ zϑ , (2.46)
with Bϑ(c) := ∇Φϑ .
Regarding the electrostatics the modal functions Φϕ(c) describe the spatial distribution of the scalar
electrical potential eld. The transient behaviour is expressed by the modal coefcients zϕ(t). The
electrical eld strength e follows from a negative gradient operation:
ϕ(c, t) = Φϕ(c) zϕ(t) , Φϕ ∈ R
1,n, zϕ ∈ R
n , (2.47)
e = −∇ϕ = −∇Φϕ zϕ = Bϕ zϕ , (2.48)
with Bϕ(c) := −∇Φϕ .
The extension of the modal approach from the pure mechanical problem in Sec. 2.1.2 to the mul-
tield equations (2.37) is straightforward from the mathematical point of view. However this fact
says nothing about the accuracy of the chosen semi-discretisation regarding the applications of in-
terest. This and further topics like data-preparation and comparison to the nite element method
will be discussed extensively in the third chapter.
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2.3.4 The Equations of Motion of a Piezo-Thermoelastic Body
The presentation is continued substituting the dependent eld variable σ in (2.37a) referring to
(2.31):∫
V
[%δrT a + δεT (Hc ε−H
T
e e−H
T
λ ϑ)+
+ δε¯T σ0 − δr
T fV ] dV −
∮
B
δrT fB dB = 0 . (2.49)
Eq. (2.49) denes the linearised mechanical eld equation in weak form. In view of (2.19), it turns
out that the additional considered electrostatic and thermal elds only inuence the vector of the
internal forces, which therefore has to be extended in order to obtain the equations of motion of a
piezo-thermoelastic body.
Some new abbreviations in addition to Tab. 2.1 are listed in Tab. 2.4 and allow to transform (2.49)
into the following convenient representation:
M

aR
αR
z¨u
 = hgcc + hf + him . (2.50)
From the mechanical point of view, it may be concluded that the non-mechanical elds generate
distributed mechanical loads. These loads can be expressed as linear functions of the modal am-
plitudes of the electrostatic eld zϕ = zϕ(t) and of the thermal eld zϑ = zϑ(t), respectively.
The purely geometric part of the eld descriptions is considered by the coupling matrices Kuϕ
and Kuϑ. These terms result from inner products of the time-independent mode functions or their
partial derivatives according to (2.8), (2.47) and (2.45) and involve the material coefcients in the
volume integrals of Tab. 2.4.
2.3.5 The Electrostatic Equation
In (2.37b), the electric displacement vector d is a dependent eld variable. If d is eliminated using
the linear material law (2.31), the electrostatic eld equation is given by∫
V
δeT (Heε + He + Hpϑ) dV =
∮
B
δϕQϕ dB . (2.51)
Using the modal approach from Sec. 2.3.3, this description can be transformed to∫
V
BTϕ (HeBuzu + HBϕzϕ + HpΦϑzϑ) dV =
∮
B
ΦTϕQϕ dB . (2.52)
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Kuϕ Kuϑ
The mechanical-electrostatic coupling
matrix
The mechanical-thermal coupling matrix
Kuϕ :=
∫
V
BTu H
T
e Bϕ dV Kuϑ :=
∫
V
BTu H
T
λ Φϑ dV
him
The extended vector of the internal forces
him =

0
0
−Duuz˙u −Kuuzu −Kσzu + Kuϕzϕ + Kuϑzϑ

Kϕu Kϕϕ
The electrostatic-mechanical coupling
matrix
The electric capacity matrix
Kϕu :=
∫
V
BTϕ HeBu dV = KTuϕ Kϕϕ :=
∫
V
BTϕ HBϕ dV = KTϕϕ
Kϕϑ hϕ
The electrostatic-thermal coupling matrix The electric charge load vector
Kϕϑ :=
∫
V
BTϕ HpΦϑ dV hϕ :=
∮
B
ΦTϕQϕ dB
Table 2.4: Denition of additional volume integrals and abbreviations for terms of the equations
of motion and the electrostatic equation of a piezo-thermoelastic body.
With the volume integrals, which are summarised in Tab. 2.4, Eq. (2.52) can be rewritten as
hϕ = Kϕϕzϕ + Kϕuzu + Kϕϑzϑ . (2.53)
The algebraic equation (2.53) is called the sensor equation. It is needed to calculate the electric
quantities, e.g. the electric charges hϕ, if the piezo-ceramic components are used as sensors or,
more generally, if they are part of arbitrary electric circuits, see [Pre02, Ch. 3] and [RS01].
2.3.6 The Thermal Equation
In order to remain within the realm of a linear theory it has to be assumed that the increment
of temperature ϑ according to (2.27) is small, or at least moderate, compared to the reference
temperature Θ0:
|ϑ|
Θ
=
|Θ−Θ0|
Θ
 1 . (2.54)
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As a rule of thumb NOWINSKI recommends in [Now78b, Ch. 6] not to exceed a temperature
increment of approx. 200 K. This range is motivated by the idea that the maximum thermal strain
(2.32) should be of the same order of magnitude as the strain resulting from mechanical stress.
Consider for instance the material GG20HC of Fig. 2.9. The maximum elastic strain is reached for
εp ≈ 0.0025. The maximum permitted temperature increase then follows from α ϑp ≈ εp and is
ϑp ≈ 240 K, which is in accordance with Nowinski’s rule of thumb.
It should be noted that besides the material law (2.31), which enables the elimination of the entropy
density in (2.37c), the thermal equation itself has to be linearised. Consider the linearised weak
thermal eld equation that is deduced from (2.37c):∫
V
[−(∇δΘ)T q + δΘΘ0(Hλε˙ + H
T
p e˙ + Haϑ˙) − δΘS] dV +
∮
B
δΘqTBnB dB = 0 . (2.55)
The substitution of Θ by Θ0 in (2.55) may be interpreted as an additional physical linearisation
effecting the already linearised material coefcients Hλ, Hp and Ha. However, the denition of
Ha = %c/Θ0 from (2.31f) makes obvious that the linearisation of the eld equation exclusively
applies to the inuences of the displacement and the electrostatic eld on the temperatures and not
to the generic thermal description, cp. [CJ59, Ch. 1].
The comparison of a nonlinear and a linear thermoelastic analysis of a brake disc in Sec. 3.2.4
illustrates the inuences of nonlinearities by example.
In (2.55) the natural boundary conditions are represented by the heat ux through the boundary. It
depends on the physical circumstances how this term has to be introduced into the thermal equation.
For Neumann conditions the boundary heat ux qB is given explicitly. If convection occurs on the
boundary surface a Robin or mixed boundary condition is imposed, specied by the lm coefcient
hf and the bulk temperature ϑ∞ of the uid [LL01, Sec. 4.1]. Although this list is not complete,
we conne ourselves to these two cases:
qTBnB = −qB − hf (ϑB − ϑ∞) . (2.56)
The partial differential equation in weak form (2.55) is reduced to a set of ordinary differential
equations by the Rayleigh-Ritz approach of Sec. 2.3.3:∫
V
[
BTϑ ΛBϑzϑ −Φ
T
ϑ S + Θ0Φ
T
ϑ
(
HλBuz˙u + H
T
p Bϕz˙ϕ+
+HaΦϑz˙ϑ)] dV −
∮
B
ΦTϑ (q¯ − hfΦϑzϑ + hfϑ∞) dB = 0 (2.57)
The geometric linearisation again enables the decomposition of volume and time integration and
leads to the volume integrals and abbreviations, which are summarised by Tab. 2.5.
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Cϑϑ Cϑϕ
The heat capacity matrix The thermal-electrostatic coupling matrix
Cϑϑ :=
∫
V
Θ0Φ
T
ϑHaΦϑ dV = CTϑϑ Cϑϕ :=
∫
V
Θ0Φ
T
ϑH
T
p Bϕ dV = Θ0KTϕϑ
Kϑϑ Cϑu
The conductivity matrix The thermal-mechanical coupling matrix
Kϑϑ :=
∫
V
BTϑ ΛBϑ dV = KTϑϑ Cϑu :=
∫
V
Θ0Φ
T
ϑHλBu dV = Θ0KTϑu
KϑR hϑR
The Robin load matrix The Robin load vector
KϑR :=
∮
B
hfΦ
T
ϑ Φϑ dB = KTϑR hϑR :=
∮
B
ΦTϑhf dB
hϑN hϑS
The Neumann load vector The heat source vector
hϑN :=
∮
B
ΦTϑ dB hϑS :=
∫
V
ΦTϑ dV
Table 2.5: Volume integrals and abbreviations for terms of the thermal equation.
Finally, the coupled linearised thermal eld equation can be stated:
Cϑϑ z˙ϑ + Cϑϕ z˙ϕ + Cϑu z˙u + (Kϑϑ + KϑR) zϑ = hϑS S + hϑN qB + hϑR ϑ∞ (2.58)
The generalised velocities z˙u in (2.58) indicate that the temperature eld depends on the displace-
ments and the strains. Whereas the thermal effect on the displacements is well known and widely
accounted for in nite element analysis, the feedback from displacements on temperatures, called
the Gough-Joule effect [SW01], is relatively unacquainted and very frequently neglected because
of its limited inuence on the temperatures compared to the other terms.
If it is intended to identify the well-known uncoupled heat conduction equation of solids in discre-
tised form, (2.58) can be rewritten assuming Cϑu ≈ 0 and Cϑϕ ≈ 0, cp. [LMTS96].
2.3.7 Topological Aspects
Eqs. (2.50), (2.58) and (2.53) are to be posted for each body of the articulated mechanism under
consideration. For a global representation these equations are rewritten in condensed form for a
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general elastic body ( )(i) with electrostatic and thermal properties:
M (i)b(i) = h(i)gcc + h
(i)
f + h
(i)
im(z
(i)
ϕ , z
(i)
ϑ , z
(i)
u ) , (2.59a)
z˙
(i)
ϑ = z˙
(i)
ϑ (z˙
(i)
ϕ , z
(i)
ϑ , z˙
(i)
u ) , (2.59b)
h(i)ϕ = h
(i)
ϕ (z
(i)
ϕ , z
(i)
ϑ , z
(i)
u ) . (2.59c)
Besides the mechanical description (2.59a) the set-up of a piezo-thermoelastic body requires the
denition of two additional, uniquely assigned elements. The thermal element reects (2.59b)
and evaluates the thermal state of the body. The electrostatic element stands for the measurement
capabilities of the piezo-ceramic devices attached to body ( )(i) and calculates the electric charges
h
(i)
ϕ , i.e. the sensor output of the piezo-patches according to (2.59c).
The actuation capabilities of the piezo-patches are reected by the input variable z(i)ϕ in (2.59a).
From that point of view the elastic body ( )(i) may be interpreted as a controlled plant, with z(i)ϕ
representing its input and h(i)ϕ its output. These quantities are supposed to be used for the set-up of
an appropriate control law such as z(i)ϕ = z(i)ϕ (h(i)ϕ ), see the piezoelectric applications in Sec. 3.1
and Sec. 4.2.
The thermal and electrostatic equations of the complete system can be arranged as follows:
˙¯zϑ =
(
. . . z˙
(i)
ϑ . . .
)T
, h¯ϕ =
(
. . . h(i)ϕ . . .
)T
. (2.60)
Analogously to Sec. 2.1.5, the pure mechanical part of the equations of motion describing the
complete multibody system reads:∑
(i)
[
∂b(i)
∂y¨
]T [
M (i)b(i) − h(i)gcc − h
(i)
f − h
(i)
im
]
= M¯y¨ − h¯ = 0 . (2.61)
M¯(y, t) represents the symmetric inertia matrix of the complete multibody system.
h¯(y˙, y, z¯ϑ, z¯ϕ, t) now includes the generalised Coriolis forces, the generalised applied forces and
the generalised loads due to thermal and electrostatic inuences.
In its general form the model equations of the complete system are given by:
M¯ (y, t)y¨ = h¯(y˙, y, z¯ϕ, z¯ϑ, t) , (2.62a)
˙¯zϑ = ˙¯zϑ(y˙, ˙¯zϕ, z¯ϑ) , (2.62b)
h¯ϕ = h¯ϕ(y, z¯ϕ, z¯ϑ) . (2.62c)
Eqs. (2.59) presume that the electrostatic and thermal eld of body ( )(i) do not interfere with
those of other bodies. Mechanical interactions between separated bodies of a mechanism are to be
modelled either as applied forces or by kinematic constraints, see Sec. 2.1.5.
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If the thermal eld of two bodies interact, the mutual inuence has to be modelled explicitly den-
ing appropriate boundary conditions (2.56). Consider e.g. a heat ux q(e) that is emitted over the
boundary of body ( )(e) and is absorbed as q(a) by Body ( )(a). These terms may depend on the
temperature elds of both bodies, which leads to the additional constraint equation 0 = q(e) +q(a)
that has to be maintained during the time integration.
Interactions of the electrostatic elds of two bodies may be treated analogously, although they are
rather unlikely to occur concerning piezo-ceramic patches.
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3 Basic Modelling Concepts and Processes
Whenever a concept such as material constitution, eld equations or semi-discretisation has been
introduced in the previous chapter, it has been presented in a symmetric manner so that the asso-
ciated terms of all three physical elds have been considered simultaneously. Since the modelling
issues that are related to the electromechanical coupling and those related to the thermo-mechanical
coupling differ fundamentally, it is not possible to proceed in the same way.
The modelling of adaptive structures with piezo-ceramic patches involves two main tasks:
Data provision: Industrial nite element tools are capable to supply the mechanical data of solid
bodies, but do not yet provide data of light-weight structures with distributed piezo-patches.
Thus, an appropriate technique to obtain the modal body data describing the electrostatic eld
and its coupling with the displacement eld on the basis of readily available information has
to be dened.
Optimisation and Control: Efcient strategies for the optimisation and control set-up of struc-
tures with distributed actuators and sensors are a eld of active research and far from being
state-of-the-art, see e.g. [LLMB00].
Compared to these topics, the geometric description of the electrostatic eld by means of appro-
priate modal functions is straightforward, since the geometric shape of the piezo-patches can be
exploited.
Thus, the main difference to the thermoelastic modelling is already given. Although the employ-
ment of global modes has stood the test of time in exible multibody dynamics, experiences re-
garding the application of the Raleigh-Ritz approach on the numerical analysis of coupled thermal
and mechanical elds are rare, see e.g. [BRK02]. Consequently, the modal modelling of the phe-
nomenon thermoelasticity is characterised by two main problems:
Temperature field: The geometric distribution of temperatures has to be described in appropriate
manner w.r.t. the objectives and the intention of the physical analysis.
Coupling of thermal and mechanical field: Eq. (2.59) denes a bi-directional coupling of the
discretised thermal and mechanical problem. Therefore, a modal approach to deal with this
specic multield interaction in an efcient way is the goal regarding this point.
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Since automatic error control is not available so far, the result of the modal semi-discretisation still
relies on the intuition of the engineer [Sim01]. This fact reveals an obvious risk, which may be
underlined by the following statement of BATHE: The most important aspect in a Ritz analysis is
the selection of appropriate Ritz basis vectors because the results can only be as good as the Ritz
basis vectors allow them to be. [Bat96, Sec. 10.3.3].
On the other hand, the modal approach offers the chance to streamline the solution basis incorpo-
rating all available information about the system of interest. Modelling assumptions that take into
account whether a physical effect or a corresponding material property is of technical relevance
concerning the objective of the analysis alleviate the simulation task substantially.
In road vehicle dynamics e.g., the analysis relies on the incorporation of important elasto-kinematic
effects. Information about the spatial distribution and frequency content of the loading may be
exploited to select appropriate modes directly [Bat96, Sec. 9.3.3] or by frequency response analysis
[Die99]. Although errors up to 10 or 15% compared to nonlinear FE results have been observed in
specic cases, this modelling achieved a broad acceptance in automotive applications [PFL03].
It should to be noted that the modal approach, and that holds for piezoelectric as well as for ther-
moelastic applications, is in principle restricted to linear phenomena even though some specic
extensions like geometric stiffening exist. However, the linearity allows to calculate all matrices
that represent the geometric properties separately from the time integration. That way, it is possible
to obtain an efcient, low-dimensional representation of multield problems, which is feasible for
system dynamical analysis.
Another issue that applies to both multield phenomena concerns the use of nite element data,
which are well suited to provide information about the distributed properties of bodies. Nowadays,
no stand-alone solutions but conclusive data management and utilisation of already available prod-
uct information are requested [SK00]. Therefore the methodology to introduce in this chapter uses
nite element data as far as they are available.
As a result of the discussion above, this chapter is divided into two sections. The rst one ex-
clusively concerns with the modelling and the data evaluation for piezo-ceramic devices which is
subsequently demonstrated by means of a moderately complex, single body example. The sec-
ond section describes the preprocessing for thermoelastic multibody simulations and presents two
verication examples.
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3.1 Modelling of Electromechanics
The introduction to electrostatics in Ch. 2 provides the physical foundations for the modelling of
so-called smart or adaptive structures. One promising design concept among others also addressed
by this label is focused on thin piezo-ceramic patches which are attached to a mounting structure.
These patches can be used as actuators and/or sensors within a control loop. The electrodes of these
patches constitute the electrical interface to inuence and/or detect the electrostatic eld within
the piezo-ceramic device. In order to demonstrate the basic principle of this design, Sec. 3.1.1
presents an analytical model of a Kirchhoff plate with an attached piezo-ceramic actuator in the
usual strength-of-material notation, engineers are familiar with.
For numerical analysis, a straightforward modelling approach would incorporate the multiphysical
nite element data to describe the mechanical and the electrostatic properties of the structure un-
der consideration. But an efcient representation of light-weight structures in focus here requires
beam and shell elements. Although the nite element modelling of piezo-electric devices on shell
elements is a eld of current research [Pie01], it is not yet supported by an industrial nite element
tool. As a consequence native electromechanical nite element data is not available. The sections
3.1.2 and 3.1.3 describe a technique to enable nevertheless the simulation of light-weight structures
with beam and shell elements. These multield data are obtained accessing purely mechanical -
nite element data that is readily available.
The design of smart structures requires to determine positions where the piezo-ceramic patches
have to be attached on the structure. Furthermore, the control of the structure has to be set up.
A case study of a controlled metal sheet is used to introduce these topics in Sec. 3.1.4, see also
VACULÍN and HECKMANN in [VH04b] and HECKMANN, ARNOLD and VACULÍN in [HAV05].
The discussion of advantages and limitations of the chosen approach completes the section.
3.1.1 An Analytical Example
Consider a plate with attached piezo-ceramic patch as sketched in Fig. 3.1. σ+ denotes the addi-
tional stress eld, which arises from the presence of the electrostatic eld, cp. [Pre02, Sec. 3.8].
From the electrostatic point of view, the piezo-ceramic patch is a at capacitor. The electric poten-
tial ϕ is assumed to depend linearly on the thickness co-ordinate s and on the voltage zϕ,i that is
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applied to the electrodes at s0 and s1. The electric eld strength e follows from (2.48):
e = −∇ϕ = −∇
(
s− s0
s1 − s0
)
zϕ,i = −

0
0
1
 zϕ,is1 − s0 , for s0 ≤ s ≤ s1 . (3.1)
The actuation capability of a transversely isotropic piezo-patch can be formulated on the basis of
the material constitution (2.31g) together with (3.6):
σ+ = −HTe e =
 0 0 0 0 e24 00 0 0 e24 0 0
e31 e31 e33 0 0 0

T

0
0
1
 zϕ,is1 − s0 . (3.2)
Provided that the plane stress assumption holds, i.e. the stress components normal to the plate’s
midplane are negligible, Eq. (3.2) can be simplied to
σ+11
σ+22
σ+12
 =

e31
e31
0
 zϕ,is1 − s0 . (3.3)
These actuation stresses can be integrated over the thickness of the piezo-patch
mx =
s1∫
s0
σ+11 z dz = e31 (s0 + 0.5(s1 − s0))︸ ︷︷ ︸
sm
zϕ,i =
s1∫
s0
σ+22 z dz = my , (3.4)
where mx and my are the bending moments due to the piezoelectric actuator, dened per unit
length as it is usual done in the classical Kirchhoff plate theory [Sza77, Ch.II, §12]. The term
sm represents the distance from the midplane of the sheet to the midplane of the attached piezo-
patch and may be interpreted as the moment arm of the inplane piezoelectric actuation force. As
Figure 3.1: Sketch of a piezo-patch attached to the mounting structure.
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a consequence of the transversal isotropy of the piezo-ceramic material, the bending moments do
not depend on the orientation, i.e. they are hydrostatic.
Although (3.4) will not be used to model the inuence of the piezoelectric actuation, the following
conclusion may be drawn: For constant bending moments mx and my, the patch thickness may be
increased in order to decrease the level of the applied voltages.
The maximum allowable voltage zϕ,max is restricted because the maximum eld strength emax,
emax = zϕ,max/(s1 − s0), is restricted due to linearity and the danger of dielectric breakdown, see
Sec. 2.2.3. Therefore , Eq. (3.4) may be used to adjust the thickness of the attached patch in order
to account for the maximum eld strength but retaining the same actuation result.
3.1.2 Piezo-Patches on Beams
In the previous section the modelling basics of structures with piezo-ceramic devices have been
demonstrated. Now the presentation is continued analysing structures which are given in nite
element representation.
Consider a beam structure as it will be used in Sec. 4.2 in order to appraise the active damping
potential for a railway car body. In principle, the kinematics of beams has already been discussed
in Sec. 2.1.2. However, if nite element data of beam structures is employed, the displacements
are not given for the complete geometry c of the beam, but only at discrete positions, namely at
the node positions ck as u(ck, t). As a consequence necessary information is missing and has to
be regained.
A beam element is geometrically dened by two nodes k = 1, 2. The aim is to obtain the matrices
Kuϕ and Kϕϕ of Tab. 2.4 for a piezo-ceramic patch located on a lateral surface of the beam element.
Discrete mode matrices are known for every node k, located at the position ck ∈ R3 which specify
the displacements Φu,k ∈ R3,m and rotations Ψu,k ∈ R3,m as functions of all considered modes j,
1 ≤ j ≤ m, see (2.11).
According to the nite element approach the beam element with length l is mapped on a normalised
parameter ξ with
x1(ξ) =
l
2
(ξ + 1) , −1 ≤ ξ ≤ 1 . (3.5a)
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For interpolation purpose, the following six functions of ξ are to be dened [GHSW95, Sec. 7.6.4]:
N1 =
1
2
(1− ξ) , N2 =
1
2
(1 + ξ) ,
N3 =
1
4
(2− 3 ξ + ξ3) , N4 =
l
8
(1− ξ − ξ2 + ξ3) , (3.5b)
N5 =
1
4
(2 + 3 ξ − ξ3) , N6 =
l
8
(−1− ξ + ξ2 + ξ3) .
These functions are used to organise the matrices N1, N2 ∈ R3,12, where ( )′ denotes the partial
derivative w.r.t. x1:
N1 =
 N1 0 0 0 0 0 N2 0 0 0 0 00 N3 0 0 0 N4 0 N5 0 0 0 N6
0 0 N3 0 N4 0 0 0 N5 0 N6 0
 ,
N2 =
 0 0 0 N1 0 0 0 0 0 N2 0 00 N ′3 0 0 0 N ′4 0 N ′5 0 0 0 N ′6
0 0 N ′3 0 N
′
4 0 0 0 N
′
5 0 N
′
6 0
 .
(3.5c)
The displacement eld of the beam may then be written similarly to (2.10) and Fig. 2.3, but in
terms of the nite element method:
u =
N1 −
˜
0
c2
c3
N2
ue with ue =

u1
ϕ1
u2
ϕ2
 . (3.5d)
The vector ue summarises the nite element degrees of freedom of the beam element, constituted
by the displacement uk and the rotations ϕk at both nodes k = 1, 2. If the translatory and the
angular degrees of freedom are in fact independent, the kinematical approach of (3.5d) is equivalent
to the Timoshenko beam which considers shear deformation of the beam’s cross section [BP92,
Sec. 4.5.2]. For the Euler-Bernoulli beam additional constraints within the vector ue have to mind.
The representation (3.5d) enables to switch from the nite element to the modal approach by the
approximation
ue ≈

Φu,1
Ψu,1
Φu,2
Ψu,2
 zu . (3.5e)
This information is sufcient to reevaluate the displacement and strain eld of the beam element
as function of the modal amplitudes zu according to (2.8).
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Analogously to (3.1), the electric potential ϕ|i within the volume of one specic patch i is given as
a linear function of the thickness co-ordinate s, s0 ≤ s ≤ s1:
ϕ|i = Φϕ zϕ|i =
(
s− s0
s1 − s0
)
zϕ,i , (3.6)
e|i = −∇ϕ|i = Bϕ,i zϕ,i . (3.7)
For a single patch i the modal amplitude zϕ is a scalar quantity and can be physically identied as
the instantaneous voltage applied to the electrodes of the patch. Bϕ,i is a constant vector oriented
normal to the electrodes.
In general not only a single but quite a number of piezo patches are attached on a structure in order
to set up structural control. Considering this case every component of zϕ is related to one specic
patch. With the i-th unit vector bi the formal synthesis of the global vector zϕ reads:
zϕ,i = bi zϕ (3.8)
Thus the complete information is given to perform a simplied volume integration. The terms Kuϕ
and Kϕϕ of Tab. 2.4 can be rewritten:
Kuϕ =
∑
i
∫
V
BTu H
T
e Bϕ,i bi dVi =
∑
i
∫
V
BTu dVi HTe Bϕ,i bi , (3.9)
Kϕϕ =
∑
i
Vi b
T
i B
T
ϕ,iHBϕ,i bi = diag {Ci} =

. . .
33B
(s1 − s0)
∣∣∣∣
i
. . .
 . (3.10)
The capacity matrix Kϕϕ has diagonal form. Each nonzero element assigns the electric capacity Ci
to the associated piezo-ceramic patch. B denotes the area of the electrode and 33 is the permittivity
of the piezoelectric material, introduced in Tab. 2.2.
The stiffness matrix Kuu results from the volume integral of the product BTu HcBu according to
Tab. 2.1. The electrostatic-mechanical coupling matrix Kuϕ bases on the integration of the product
BTu H
T
e Bϕ, see Tab. 2.4 or (3.9). It follows, that both matrices Kuu and Kuϕ rely on the term
Bu = Bu(c), which represents the geometric distribution of the strain eld in modal co-ordinates.
This similarity offers an easy method for verication.
The evaluation process introduced in this section may be organised in such a way that the strain
eld is reevaluated, i.e. B∗u(c) and subsequently the matrix K∗uu are obtained. The matrix K∗uu is
then compared with the original nite element result Kuu:
∆Kuu = K
∗
uu −Kuu (3.11)
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∆Kuu vanishes identically for the analytical solution. Thus, the verication approach is based
on the following assumptions: If ∆Kuu is sufciently small to be negligible, then B∗u ≈ Bu .
And if Bu is known, an important precondition for the proper evaluation of the electromechanical
coupling matrix Kuϕ is given.
It should be noted that the stiffness matrix is even a quadratic expression of the actual term to
verify, namely the strains. Therefore, Eq. (3.11) gives a sensitive information about the proper
reevaluation of the strain eld. In Sec. 3.1.4, this approach is exemplied.
Besides the material coefcients 33 and e31 and the geometric patch measures s0, s1 and B, the pre-
sented process requires the nite element data ck, Φu,k and Ψu,k. This information is needed any-
way if it is intended to perform multibody simulation of exible bodies. For this data WALLRAPP
[Wal94] proposed a Standard Input Data le format that is supported by a number of multibody
packages.
3.1.3 Piezo-Patches on Shells
The piezo-ceramic patch is now supposed to be located upon a shell element, dened geometri-
cally by the four nodes k = 1 . . . 4, one at each corner. As before it is supposed that the node
positions ck ∈ R3 and the discrete mode matrices Φu,k ∈ R3,m and Ψu,k ∈ R3,m, specifying the
displacements and rotations of nodes as functions of all considered modes j, 1 ≤ j ≤ m, are given.
For interpolation the shell mid-plane is mapped on a normalised (ξ, ζ)-area using the following
functions [ANS03],
N1 =
1
4(1− ξ)(1− ζ) , N2 =
1
4(1 + ξ)(1− ζ) ,
N3 =
1
4(1− ξ)(1 + ζ) , N4 =
1
4(1 + ξ)(1 + ζ) ,
− 1 ≤ ξ, ζ ≤ 1 , (3.12a)
which be may be organised by dening a matrix N ∈ R3,12
N1 =
 N1 0 0 N2 0 0 N3 0 0 N4 0 00 N1 0 0 N2 0 0 N3 0 0 N4 0
0 0 N1 0 0 N2 0 0 N3 0 0 N4
 . (3.12b)
The position of a shell point cs(ξ) specied by ξ = (ξ ζ s)T and visualised in Fig. 3.2 is approxi-
mated by
cs(ξ) = Nc
e + sNne , (3.12c)
where the vector ce organises the positions of the four corner nodes and ne summarises the unit
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Figure 3.2: Co-ordinates and displacement quantities at one corner and at an arbitrary point on the
midplane of the shell element.
normals to the shell mid-plane in the node points:
ce =
(
xT1 x
T
2 x
T
3 x
T
4
)T
, ne =
(
nT1 n
T
2 n
T
3 n
T
4
)T
. (3.12d)
An iso-parametric approach uses the same interpolation for geometry cs and displacement us,
which are now given directly as functions of the modal amplitudes
us(ξ, zu) = (NΦ
e − sNΨ e) zu . (3.12e)
Here, the matrices Φe and Ψ e represent the predescribed node displacements and rotations of the
four corner nodes:
Φe =

Φu,1
Φu,2
Φu,3
Φu,4
 , Ψ e =

n˜1Ψu,1
n˜2Ψu,2
n˜3Ψu,3
n˜4Ψu,4
 . (3.12f)
To be consistent the strain eld evaluation on base of these displacements in modal description has
to use the same assumptions as the underlying nite element analysis.
If the modal analysis was done with a Kirchhoff shell element neglecting shear deformation normal
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to the midplane, the differential strain-displacement operator ∇u,K has to be used:
∇u,K =

∂
∂x1
0 0 ∂
∂x2
0 0
0 ∂
∂x2
0 ∂
∂x1
0 0
0 0 0 0 0 0

T
. (3.13)
The differential strain-displacement operator∇u,RM according to the Reissner-Mindlin assumption
looks like [ZT00b, Ch. 8]
∇u,RM =

∂
∂x1
0 0 ∂
∂x2
0 ∂
∂x3
0 ∂
∂x2
0 ∂
∂x1
∂
∂x3
0
0 0 0 0 ∂
∂x2
∂
∂x1

T
. (3.14)
Eqs. (3.13) and (3.14) use partial derivatives to Cartesian co-ordinates, while (3.12e) is formulated
in parameter space. The relation between both vector spaces is given by the Jacobian matrix Js:(
∂
∂cs
)T
= J−1s
(
∂
∂ξ
)T
, with Js =
(
∂cs
∂ξ
)T
. (3.15)
The strain eld of the shell element is completely described. The further evaluation process is
identical to the one for the beam element, i.e. the eqs. (3.6) to (3.10) hold for a shell element as
well.
3.1.4 Control of a Metal Sheet
Model Description and Simulation Scenario
A metal sheet is presented as an example to demonstrate the feasibility of the proposed methodol-
ogy. The structure of Fig. 3.3 is equipped with piezo-elements in order to control the vibrations,
that are excited by a force impact acting on the centre node of the plate while the displacements on
the four corners of the sheet are constrained to be zero.
The elastic steel sheet has the dimensions 1 m × 1.3 m and is 0.9 · 10−3 m thick. Initially it has
been modelled with the industrial nite element tool ANSYS. The structure is discretised by 140
nite elements of type Shell63 [ANS03] with linear shape functions for bending and membrane
deformation, which corresponds to the Kirchhoff shell theory introduced in Sec. 3.1.3.
The modal representation of the metal sheet considers 14 eigenfrequencies, which are specied in
Tab. 3.1. The structural damping is set to 0.01. The piezo-elements are attached on both sides of
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Figure 3.3: Simulation model of the metal sheet with excitation force.
140 nite elements visualised by the mesh in Fig. 3.3. All additional input data of the model is
listed in Appendix A.1.
The transient simulation scenario assumes the excitation by a force impact at the time 0.1 s at the
centre position, characterised by the amplitude of 20 N over the time period of 0.01 s, see Fig. 3.8.
The goal is to minimise the acceleration at the centre of the metal sheet employing not more than
24 patches.
As already noted in Sec. 3.1.2 the comparison of the stiffness matrix offers an easy way to verify
Mode i 1 2 3 4 5 6 7
Frequency [Hz] 1.135 2.557 2.922 3.613 6.412 7.257 7.825
Mode i 8 9 10 11 12 13 14
Frequency [Hz] 10.184 12.735 13.186 14.242 14.905 18.843 19.908
Table 3.1: Eigenfrequencies of the metal sheet model.
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Kuu( original FE-result)
1 50.913 0 0 0 0 0 0
2 258.144 0 0 0 0 0
3 337.082 0 0 0 0
4 515.188 0 0 0
5 1623.376 0 0
6 2078.824 0
7 sym. 2417.146
K∗uu (evaluated according to Sec. 3.1.2)
1 50.351 0 0 -0.803 0 0 -2.757
2 254.573 0 0 0 0 0
3 330.052 0 0 -3.506 0
4 509.770 0 0 6.560
5 1553.771 0 0
6 2030.214 0
7 sym. 2341.896
K∗∗uu (includes the stiffness of all 280 piezo-elements)
1 51.099 0 0 0 0 0 0
2 260.005 0 0 0 0 0
3 339.951 0 0 0 0
4 516.081 0 0 0
5 1638.077 0 0
6 2079.905 0
7 sym. 2436.467
1 2 3 4 5 6 7
Table 3.2: Comparison of the rst 7× 7 elements of the stiffness matrices Kuu, K∗uu and K∗∗uu.
the evaluation of the electromechanical data. Tab. 3.2 gives the rst 7× 7 elements of the stiffness
matrix Kuu as they are received as result of the nite element modal analysis. The second matrix
in Tab. 3.2 species K∗uu, i.e. the stiffness values as they are obtained by the reevaluation of the
strain eld B∗u(c) .
The main diagonal elements of the matrix K∗uu, which represent the squared mechanical eigenval-
ues, differ from the corresponding FE-results by about 1.1% to 4.3%. The other, non-vanishing
elements of K∗uu are negligible, since they hardly alter the stiffness eigenvalues, e.g. by 0.1% for
the worst case.
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The FE-results are based on the ANSYS nite element type Shell63 that uses an optimised nu-
merical volume integration scheme [ANS03, Sec. 14.63]. For K∗uu, only the integration over the
shell midplane has been performed numerically, the integration normal to the midplane has been
formulated analytically according to [ZT00b, Ch. 8]. These circumstances explain that differences
are to notice at all. However, in view of the fact that the stiffness values are a quadratic indicator
for the accuracy with which the strains could be reevaluated, these differences are negligible.
For the third matrix K∗∗uu in Tab. 3.2, the mechanical stiffness of all 280 piezo-ceramic elements
have been added to the original nite element stiffness matrix Kuu. The extended matrix is then
analysed in order to obtain new eigenvalues, which consider as well the stiffness due to the addi-
tional attachment of the 280 piezo-ceramic elements. Tab. 3.2 itemises the elements of the diago-
nalised matrix K∗∗uu with the new, squared eigenvalues on the main diagonal.
An increase of about 0.1% to 0.9% concerning the stiffness values can be observed in Tab. 3.2,
when the rst and the third matrix are compared. Since the nal structure will only include 24
patches, the actual effect of the patch attachment on the stiffness will be even smaller.
Control Design and Optimisation Approach
For controller design the description of the elastic body with piezo-elements is transformed to a
state space form:
x˙ = A x + B u ,
y = C x + D u ,
(3.16)
Eq. (3.16) denes a multi-input multi-output (MIMO) system, where x is the state vector consisting
of the modal co-ordinates and their rst time derivatives, i.e. xT = [ zTu z˙Tu ]. The input vector u
contains the voltages on the electrodes of the piezo-elements zϕ, while the corresponding charges
hϕ are included in the output vector y. The system matrices A, B, C, D are composed of the
matrices Muu, Kuu, Duu, Kuϕ and Kϕϕ, which are dened in Tab. 2.1 and Tab. 2.4:
A =
(
0 I
−M−1uu Kuu −M
−1
uu Duu
)
, B =
(
0
−M−1uu Kuϕ
)
,
C =
(
KTuϕ 0
)
, D =
(
Kϕϕ
)
,
(3.17)
where I is the identity matrix and 0 is the zero matrix. The number r of inputs and m of outputs
in (3.16) corresponds to the number of piezo-elements and the number of states n is the double of
the elastic degrees of freedom, provided that large reference motion is not considered.
Traditional state feedback with linear quadratic regulator (LQR) control design is applied to the
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[Φu(cm)]i,z [m]
i 1 4 7 11 14
z 0.446 -0.0056 -0.7134 0.0640 -0.6447
Table 3.3: Normalised modal displacements Φu(cm) in [m] at the centre node for ve modes.
MIMO system (3.16). In the rst stage it is supposed that every shell element of the elastic structure
is equipped with one piezo-patch on each side. Each piezo-patch serves simultaneously as an
actuator and a sensor. The output vector y includes output charges of the piezo-patches instead of
states, which are needed for the LQR design. However, one can construct a state estimate x¯ such
that the control law retains similar closed-loop properties, [Pre02, Sec. 7.6].
Furthermore, it is presumed that the structural matrices Muu, Duu and Kuu of the system have
been diagonalised and the eigenmodes have been scaled in such a way, that the mass matrix Muu
is the identity matrix and the squared eigenvalues are arranged on the main diagonal of the stiffness
matrix Kuu [GK87, Sec. 8.3].
The control design relies on the selection of the weighting matrix Q in the LQR design cost func-
tion:
J =
∫ ∞
0
(
xT Q x + uT R u
)
dt (3.18)
with R := I and
Q = kQ
(
Q
11
0
0 Q
22
)
. (3.19)
kQ is a scalar parameter, Q11 and Q22 are diagonal matrices, which have to be dened in order to
meet the optimisation objectives, namely to minimise the vertical acceleration on the centre node.
The term V represents the sum of the kinetic and deformation energy, if dened as follows:
V =
1
2
xT Q x with Q
11
= diag
{
ω2i
}
and Q
22
= I , (3.20a)
where ωi denotes the i-th eigenvalue. Consequently, the cost-function (3.18) can be interpreted
physically for this choice of the weighting matrices Q
11
and Q
22
, see [HL93].
However, the optimisation objective is dened w.r.t. the motion of the centre node. Therefore, the
weighting matrices have been set to
Q
11
= diag {ωi · |[Φu(cm)]i,z|} and Q22 = 0 (3.20b)
for the following simulations. |[Φu(cm)]i,z| denotes the modal displacements concerning the i-th
mode in vertical direction at the centre node. Tab. 3.3 lists these displacements omitting the modes
which do not affect the central position at all.
3.1. Modelling of Electromechanics 63
The solution of the optimisation problem (3.18) with (3.20b) is a constant gain linear state feedback
[HGP98, Sec. 8.2]:
u = −K x . (3.21)
An important feature is the efcient selection of the piezoelectric patches, which will be used for
the controller of the exible body. The applied selection criterion is directly based on the feedback
gain K of the LQR controller. The matrix K is a r-by-n matrix, where r = 280 is the number of
inputs and n = 28 is the number of states of the controlled system. Since the inputs represent the
voltages applied on the piezo-patches, each column vector [K]l (1 ≤ l ≤ r) can be assigned to one
specic patch and the corresponding vector norm ζl can be evaluated:
ζl =
√
[K]Tl [K]l , 1 ≤ l ≤ r . (3.22)
Those 24 patches with the largest norm ζl are assumed to be the most important and are selected
for control. After the selection of the reduced set of patches, a new LQR design is performed.
Fig. 3.4 depicts the block diagram of the nal control set-up. A Luenberger observer is used to
estimate the state vector from the output measurements y. The parameter kQ from (3.19) is tuned
to use the patches as efciently as possible, i.e. the controller should use the whole linear range of
the piezo-element for the expected disturbances.
Simulation Results
Since the considered structure is symmetric w.r.t. two main axes and the patches are located on both
sides of the metal sheet, the nal number of patches will be a multiple of eight. The importance of
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Figure 3.4: Block diagram of the control loop [VH04b].
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Figure 3.5: Mesh with piezo-patches: The shades of grey on the left half plane reect the corre-
sponding value ζl according to (3.22). The patches that have been selected for control
are marked on the right hand side.
the patch positions w.r.t. the control of the motion of the sheet’s centre point and the nally selected
set of patches are illustrated in Fig. 3.5.
A comparison of the accelerations in the centre of the metal sheet is presented in Figure 3.6. The
0 0.5 1 1.5 2
−20
−15
−10
−5
0
5
10
time [s]
a
cc
e
le
ra
tio
n 
[m
/s2
]
controlled
passive
Figure 3.6: Comparison of the acceleration at the centre node.
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Figure 3.7: Time plot of the applied voltages.
dash-dotted line shows the response of the sheet without any controller. The structure is damped by
structural damping only. The solid line represents the controlled system from the Fig. 3.4, which
contains a state estimator and LQR feedback controller. The damping behaviour of the structure
is signicantly enhanced by the active structural control set-up. The optimisation objectives are
therefore achieved. The voltages applied to the piezo-patches are presented in Figure 3.7.
A saturation block as part of the controller in Fig. 3.4 limits the voltage to 400 V. This restriction is
necessary since unexpected high disturbances may lead to very high voltages and as a consequence
to dielectric breakdown of the piezo-elements. The specic cut-off voltage was chosen in such a
way that it is reached only in immediate response to the assumed force impact.
Fig. 3.8 analyses the simulation results from the energetic point of view. Surprisingly, the instan-
taneous mechanical energy of the structure, evaluated by (3.20), does not decrease monotonously.
This behaviour is nor caused by the state estimator, neither due to the voltage limitation, but has
to be attributed to the LQR design and could also be observed with the pure energy cost function
(3.20) in (3.18).
Except for the structural damping, the decrease of the mechanical energy corresponds to the cu-
mulative electric work of the piezo-patches We, which may be obtained by one of the following
calculations:
We =
∫
uT C x˙ dt =
∫
z˙Tu Kuϕ zϕ dt =
∫
uT y˙ dt =
∫
Pe dt (3.23)
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Figure 3.8: Time plot of the instantaneous energy of the mechanical structure V , the cumulative
electric work of the piezo-patches We, the electric power Pe and the excitation f(t).
3.1.5 Discussion of the Approach
The presented preprocessing method is based on the description of the mechanical structure in -
nite element representation. The electrical and electromechanical data are generated subsequently.
Therefore, the determination of optimal patch locations and control parameters may be set up in a
very efcient way. Whatever optimisation methodology might be employed, the costly structural
nite element analysis has to be performed only once. The optimisation task is decomposed.
The contrasting concept, namely the simultaneous optimisation of structure, actuator placement
and control parameters offers a greater potential to improve the performance of smart structures,
see e.g. [LLMB00]. However, the complexity of the optimisation task has then to be ruled which
might be difcult for structures with a complex geometrical shape close to realistic design.
The proposed selection of patch locations based on the cost functional from optimal control proved
to be very efcient since the advanced solution methods that have been developed for LQR control
and the associated RICCATI equation can be applied, see [HGP98, Sec. 8.2.6]. The advantage
in comparison with selection criteria based on controllability and observability Gramians [HL93]
consists of the possibility to consider specic optimisation objectives by means of an appropriate
weighting matrix Q.
Special care is necessary if the attachment of piezo-patches changes the structural properties signif-
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icantly and if piezo-ceramic actuators excite modes that are not considered in the modal description
of the structure (spill over effect) [Pre02, Sec. 9.13].
The outlined technique is linear w.r.t. the geometrical behaviour and the physical description of
materials. The control is based on voltage driven electrodes. Recent publications propose the
charge control of the piezo-patches and expect the physical behaviour to be closer to the linear
idealisation with less hysteresis [Pre04]. Approaches for the nite element analysis that include
geometrical and physical nonlinear effects have also been published [SLHL00].
3.2 Modelling of Thermoelasticity
In this section a novel approach to simulate thermoelastic behaviour in multibody dynamics is
introduced. In order to accomplish high efciency only those effects are considered that have a
signicant impact on the solution of the thermoelastic problem.
The section starts presenting two classical problems from literature that demonstrate the physical
background of the thermoelastic problem and its implications.
On that basis a strategy is developed that exploits reasonable simplications and introduces a modal
reduction scheme. Since the coupled thermal and mechanical analysis is a standard task of indus-
trial nite element tools, the necessary data are readily available.
The section continues with two case studies posting verication examples, in which the results of
nite element analysis are compared to the solutions of the proposed modal approach. The limita-
tions, advantages and disadvantages of the modal multield approach concerning thermoelasticity
are discussed with respect to these verication results.
3.2.1 The Effects of Coupling and Inertia
The theoretical framework which has been developed in Ch. 2 has led to (2.59) and (2.57), where
a bi-directional coupling of the thermal and mechanical problem is given. Fortunately in most of
the usual engineering applications is it possible to omit the mechanical coupling term in the ther-
mal equation, i.e. to neglect the Gough-Joule effect, and the inertia terms associated with thermal
induced displacements in the equations of motion, which is called Duhamel’s assumption. The
following section is supposed to justify these simplications.
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The Coupled Thermoelastic Beam
LIFSHITZ and ROUKES [LR00] discussed the inuence of full thermoelastic coupling on a beam
structure. They considered a rectangular Euler-Bernoulli beam according to Fig. 3.9 with bend-
ing deection u(x) in the x-z-plane, which leads to a uni-directional strain eld in x-direction
εxx(x, z). I denotes the beam’s geometrical moment of inertia, h its height and A its cross section
area.
The thermal description is based on (2.41) presuming linear isotropic material and only accounts
for thermal gradients in z-direction. Eq. (3.24) summarises the modelling assumptions adapting
tensorial index notation, i.e. ( ),xx denotes the second partial derivative w.r.t. x [LR00]:
ϑ,xx ≈ 0 , ϑ,yy = 0 , εxx = −z u,xx , ν ≈ 0 , Iϑ =
∫
A
zϑ dydz , (3.24)
where the cross section integral Iϑ represents the thermal load of the beam, see [BW97, (10.11.2)].
The coupled partial differential equations of the beam get the form
Λ
%c
ϑ,zz + z EαΘ0 u˙,xx = ϑ˙ , (3.25a)
%A u¨ + (EI u,xx + EαIϑ),xx = 0 . (3.25b)
For the solution of (3.25) harmonic vibrations of the beam are considered with geometrical shape
functions uo(x) and ϑo(x, z), that align with the geometrical boundary conditions:
u(x, t) = uo(x) e
jωt , ϑ(x, z, t) = ϑo(x, z) e
jωt , ω ∈ C . (3.26)
Figure 3.9: Co-ordinate denitions, temperature eld ϑ(x, z), displacement eld u(x) and strain
eld εxx(x, z) at a beam section according to [LR00].
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If (3.26) is inserted in (3.25a), a particular solution of the thermal eld may be obtained that
satises the boundary condition of vanishing heat uxes on the lateral surfaces of the beam,
ϑo,z(z = ±h/2) = 0:
ϑo =
EαΘ0
%c
uo,xx
[
z −
sin(kz)
k cos(kh/2)
]
with k =
√
jω
%c
Λ
. (3.27)
With the temperature solution (3.27), Iϑ from (3.24) can be integrated and inserted into (3.25b),
which yields the following eigenvalue equation:
%Auo ω
2 − E
[
1 +
Eα2Θ0
%c
(
1 +
24
h3k3
(kh
2
− tan
(kh
2
)))]
︸ ︷︷ ︸
E¯(ω)
I uo,xxxx = 0 . (3.28)
Eq. (3.28) looks similar to the eigenvalue equation of a classical Euler-Bernoulli beam, e.g. [Bre88,
(6.120)], in which a frequency-dependent Young’s modulus E¯(ω) is introduced.
In the limit cases Re ω → 0 and Re ω →∞ , the following expressions are obtained:
lim
Re ω→0
E¯(ω) = E , lim
Re ω→∞
E¯(ω) = E
(
1 +
Eα2Θ0
%c
)
. (3.29)
For a stiff beam with very high eigenfrequencies, the imaginary part of E¯(ω) vanishes and the real
part can be identied as the adiabatic Young’s modulus, the one-dimensional analogue to (2.34).
That means, a high frequency vibration occurs as a adiabatic process since the thermal eld, which
is comparable slow with large time constants, cannot follow the fast displacement variations.
On contrary, for weak beams with very low eigenfrequencies, E¯(ω) recovers the isothermal value
of Young’s modulus. The displacements change very slowly, the thermal eld is balanced almost
all the time.
Isothermal and as well adiabatic reversible processes do not alter the entropy of the system, or in
short, there is no dissipation. That is also indicated by (3.29) in which both limiting values are
purely real. On the other hand, for intermediate frequencies E¯(ω) and consequently ω are complex
quantities. The vibration according to (3.26) is damped although no damping force was dened
explicitly in (3.25b).
This phenomenon is called thermoelastic damping or internal friction [Zen60]. Vibrations result in
strain changes in the beam. This is accompanied by temperature changes and consequently by a
heat ow. Since heat ow is an irreversible process under non-isothermal, i.e. real conditions, vi-
bration energy is nally stored in a mechanically irrecoverable way, see [KM92]. ZENER [Zen60]
concludes, that thermoelastic coupling changes a Hooke solid into a standard linear solid with
an-elastic properties, cf. [GHSW95, Sec. 6.2.1.3].
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The signicance of thermoelastic damping for practical engineering problems is demonstrated, if
the eigenvalue ω of (3.28) is directly compared to the classical, isothermal eigenvalue of the Euler-
Bernoulli beam ωo:
ω
ωo
=
√
1 +
Eα2Θ0
%c
(
1 +
24
h3k3
(kh
2
− tan
(kh
2
)))
, (3.30a)
ξ := ko h = h
√
ωo%c
2Λ
, a(ξ) =
Im ω
ωo
, s(ξ) =
Re ω − ωo
ωo
. (3.30b)
The parameter ξ combines a number of geometrical and physical parameters. Fig. 3.10 shows
frequency shift s(ξ) and attenuation a(ξ) of a steel beam due to thermoelastic coupling.
The attenuation reaches its maximum value aˆ = 5.5 · 10−4 at ξˆ = 2.23. The maximum frequency
shift is 0.1 %. The design parameter value ξˆ = 2.23 species e.g. a steel beam, h = 2 mm high,
with the rst eigenfrequency ωo/(2pi) = 4.8 Hz (1 m long, both ends xed).
These results clarify that for conventional structures in mechanical engineering the eigenvalues are
changed only very slightly due to thermoelastic damping, see also [BW97, Ch. 2] and [Now78b,
Ch. 8]. From the system dynamical point of view the mechanical eigenvalue problem may be
considered separately from the thermal eigenvalue problem. This is an important conclusion which
will be exploited for the modal approach.
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Figure 3.10: Attenuation and frequency shift of a rectangular steel beam due to thermoelastic cou-
pling [LR00, Fig. 1].
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Duhamel’s Assumption
In 1837, DUHAMEL noted that the mechanical inertia terms are not signicant in the equations of
thermoelasticity, since the time rate of temperature change is sufciently slow (Duhamel’s assump-
tion). In 1950, this question was examined by DANILOVSKAYA in more detail [BW97, Sec. 2.5].
Her argumentation supports the selection of modes which are capable to describe thermal inu-
ences on the displacement eld and is therefore presented briey in what follows.
Consider an elastic half space, x > 0, which is constrained in such a way that only displacements in
x-direction occur. The plane x = 0 is suddenly exposed to a heat ux according to a Robin bound-
ary condition with a nite lm coefcient hf . In the thermal description (3.25a), the mechanical
coupling term is neglected. The mechanical equation is formulated in terms of stress components:
Λ
%c
ϑ,xx = ϑ˙ , (3.31a)
E(1− ν)
%(1 + ν) (1− 2ν)
σxx,xx − σ¨xx =
Eα
1− 2ν
ϑ¨ . (3.31b)
The initial and boundary conditions are
ϑ(x, 0) = 0 , σxx(x, 0) = σ˙xx(x, 0) = 0 ,
Λ ϑ,x(0, t) = hf [ϑ(0, t)− ϑ∞ ] , σxx(0, t) = 0 , (3.31c)
lim
x→∞
ϑ(x, t) = 0 , lim
x→∞
σxx(x, t) = 0 .
The analytical solution of (3.31) via Laplace transformation yields an expression that is somewhat
cumbersome to interpret. That is why the discussion here is based on the graphical presentation of
the analytical solution in Fig. 3.11.
It is interesting to study the behaviour for a lm coefcient hf tending towards innity. An innite
boundary conductance means, that the boundary temperature at x = 0 , t = 0 discontinuously
jumps to the environmental temperature ϑ∞ (thermal shock load). The structural response consists
of a compressive wave propagating with sonic speed through the elastic body. Fig. 3.11 visualises
the pressure as function of time at an exemplary point. For the assumed material the maximum
pressure reaches values beyond its strength.
From a practical viewpoint it is even more interesting to study the behaviour for smaller lm
coefcients hf . The maximum pressure decreases very rapidly for nite boundary conductances.
Even in heat exchanger design real lm coefcients beyond 105 W/(m2K) cannot be reached.
As a consequence for real load cases the wave propagation of thermoelastic loads may be disre-
garded without introducing a substantial error. Since wave propagation is a genuine inertia effect
it may be concluded that the inertia terms are negligible in the equations of thermoelasticity. This
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Figure 3.11: Propagating pressure waves due to thermal shock for various lm coefcients hf .
The results are based on the analytical solution of (3.31), evaluated for the material
GG20HC (physical data see Sec. 3.2.3) at the position x = 1/10 mm.
conjecture was considered at the very beginning when the theory of thermoelasticity was developed
by DUHAMEL in 1837.
3.2.2 Thermal Response Modes
From the mechanical point of view the thermal eld may be interpreted as a specic source of
distributed mechanical loads. These specic loads may be considered to establish the modal rep-
resentation of the mechanical structure by a range of corresponding particular solutions of the
equations of motion.
Additionally the analytical models introduced in the previous section motivate simplications.
Firstly they allow to deal with the thermal eigenvalue problem and the mechanical eigenvalue prob-
lem separately. Secondly they justify to neglect inertia terms regarding deections due to thermal
loads.
These considerations lead to a specic modal reduction scheme that organises the access to existing
nite element data and its transfer into the modal representation. Fig. 3.12 delineates the essentials
of this scheme, which consists of four steps:
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1. Firstly, the thermal nite element description has to be reduced. The modal approach in
(2.45) is rewritten in discretised form for the temperature ϑ at a specic node k, located at
ck: ϑ = ϑ(ck). The number of thermal degrees of freedom of the nite element system is
denoted by nϑ and of the modal system by mϑ:
ϑ(ck) = Φϑ(ck) zϑ , 1 ≤ k ≤ nϑ , (3.32a)
Φϑ(ck) = [ . . . ϑi . . . ] , 1 ≤ i ≤ mϑ . (3.32b)
The temperatures of all nodes k, assigned to a specic mode i constitute one modal temper-
ature eld ϑi and one column of the thermal modal matrix Φˆϑ in the nite element discreti-
sation1:
ϑi = ( . . . ϑk . . . )
T , ϑi ∈ R
nϑ , (3.32c)
Φˆϑ = [ . . . ϑi . . . ] Φˆϑ ∈ R
nϑ,mϑ . (3.32d)
Hence, each vector ϑi represents a discrete thermal mode, i.e. assigns one temperature to
each node or nite element degree of freedom respectively. A mode may be a solution of the
thermal eigenvalue problem [Cˆϑϑκi +Kˆϑϑ]ϑi = 0 as it is presented in Fig. 3.14 on p. 77, or
a solution of a steady state problem. The selection of specic modes may also be motivated
by given spatial or time load distributions, as it is demonstrated in Fig. 3.18 on p. 84.
The following modal reduction of the nite element equations is a standard reduction ap-
proach and yields the matrices of the thermal system according to Tab. 2.5:
Cϑϑ = Φˆ
T
ϑ Cˆϑϑ Φˆϑ , Kϑϑ = Φˆ
T
ϑKˆϑϑ Φˆϑ . (3.32e)
2. The second step consists of a static analysis of the mechanical system. Each thermal mode ϑi
constitutes one mechanical load vector hˆi and results in one corresponding static displace-
ment solution ui, further on called a thermal response mode:
hˆi = f(ϑi) , Kˆuuui = hˆi , ui ∈ R
nu . (3.33)
3. In the third step additional displacement modes have to be evaluated and selected that repre-
sent the native mechanical behaviour of the system, see [SWD99] and [Die99] for appropriate
mode selection techniques.
These purely mechanical modes ul together with the thermal response modes constitute the
mechanical modal matrix Φˆu in nite element discretised form:
Φˆu = [ . . . ui . . . ul . . .] , mϑ < l ≤ mu , Φˆu ∈ R
nu,mu . (3.34a)
If the column vectors of Φˆu are linearly dependent, a maximum subset of linearly indepen-
dent column vectors is selected to meet the demands of the Ritz approach. But the verication
1The accent ˆ( ) indicates finite element quantities if they might be mixed up with the corresponding modal terms.
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Figure 3.12: Reduction from nite element to modal description with thermal modes ϑi, thermal
response modes ui and purely mechanical modes ul.
examples will show that this situation is not likely to occur since both kinds of displacement
solutions are of completely different nature.
4. The denition (3.34a) enables the transformation of the mechanical system from the nite
element to the multibody description that is based on the modal approach in (2.7). That way,
the volume integrals of Tab. 2.1 are obtained by accessing the nite element data. The modal
reduction of the nite element mass and stiffness matrix, Mˆuu and Kˆuu, exemplies this
transformation, which is presented in detail in [SW99, Ch. 6]
Muu = Φˆ
T
u Mˆuu Φˆu , Kuu = Φˆ
T
u Kˆuu Φˆu . (3.34b)
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The load vectors hˆi describe the inuence of the thermal modes on the displacement eld.
Therefore the thermal-mechanical coupling matrix Kϑu of Tab. 2.4 can be provided as the
reorganisation of the thermal load vectors:
Kϑu = Φˆ
T
u [ . . . hˆi . . . ] . (3.34c)
The columns ui or ul respectively of the nite element modal matrix Φˆu in (3.34a) are as-
sembled according to the FE-internal numbers of the nodal DoF. The matrix of the modal
shape functions Φu(ck) in (2.7) is a rearrangement of Φˆu so that the displacements are ex-
plicitly given as modal vectorial displacements of the node k at its position ck:
Φˆu =⇒ Φu(ck) Φu(ck) ∈ R
3,mu . (3.34d)
For each node k, one local modal matrix Φu(ck) exits in the modal description compared to
one global modal matrix Φˆu for the complete body in the nite element description.
In practise, the matrices Φu(ck) only of those nodes of a body have to be on hand in multi-
body simulations, where joints, force elements or constraints are attached to or the kinematic
information is requested explicitly. After the modal transformations in (3.34) have been
performed, the modal data of other nodes can be omitted without any truncation error.
The crucial step of this scheme is the rst one, i.e. the modal reduction of the temperature eld.
The approach used for this step has to be tailored to the modelling task. If this is accomplished
the further steps two to four concerning the denition of thermal response modes and the corre-
sponding modal reduction of the mechanical eld are straightforward and may even be organised
as an automated process. The accuracy or the convergence properties respectively of the modal
multield representation rely on an appropriate thermal eld description. On the other hand, a
substantial reduction of the number of degrees of freedom may be achieved that way.
Since inertia terms may be neglected, there is no need to dene differential system variables for the
simulation of the mechanical eld as long as only thermal loads are involved. It is sufcient to eval-
uate the deection response to the instantaneous temperature distribution as a driven equilibrium
solution in a quasi-static manner. The transient temperature eld drives the deformation behaviour
of the exible structure. More precisely, if only thermal loads are considered, the thermal state zϑ
is evaluated by means of (2.58), whereas the deformation state zu follows from the static equation
zu = K
−1
uu Kuϑzϑ . (3.35)
This modal approach clearly distinguishes deection due to thermal and due to mechanical inu-
ence. This fact may also be exploited in those cases in which thermal and mechanical loads are
simultaneously present. The time derivatives of those components of zu that correspond to thermal
response modes may be neglected according to Duhamel’s assumption. The discretised equations
76 Chapter 3. Basic Modelling Concepts and Processes
of motion are then treated as differential algebraic equations (DAE) in a way which was already
proposed by SACHAU [Sac96] in order to process modes related to very high stiffness values.
The verication examples in the following two sections demonstrate the signicance and the lim-
itations of these theoretical considerations and the proposed reduction scheme. Hence, different
approaches to represent the thermal eld are applied according to Step 1 of the reduction scheme.
The thermally induced deections are reproduced by the corresponding thermal response modes.
3.2.3 Verification Example 1: Disc with Thermal Loads
Simulation Scenario
The rst thermoelastic verication example simulates a two-dimensional temperature and displace-
ment eld of a circular disc (thickness s = 7 mm, outer radius ra = 0.15 m). Two thermal
boundary conditions are dened and illustrated in Figure 3.13. On one sector of the circular disc
at −40◦ ≤ β ≤ 40◦, a constant heat ux qB = 3000 W/m2 is applied, the opposite sector at
140◦ ≤ β ≤ 220◦ is cooled by a uid with a bulk temperature of 200 K below reference Θ0, see
Appendix A.2 for the complete list of model parameters.
Figure 3.13: Denition, temperature and displacement results of the model Disc with Thermal
Loads.
The only mechanical boundary condition predetermines the displacements at the inner circle of the
disc at radius ri = 0.075 m, which are set to zero. Since the thickness of the disc is small compared
to its radial dimensions, the stress component perpendicular to the disc is assumed to be zero, i.e.
the plane stress concept is applied.
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For verication this scenario is evaluated in three different set-ups. The nite element model uses
a mesh with 180 nodes which gives 360 mechanical and 180 thermal DoF. The transient nite
element results serve as a reference solution.
Both the thermal and mechanical eld are analysed dynamically, i.e. in particular the mechanical
inertia terms are considered in all three simulation set-ups. Only the Gough-Joule effect, i.e. the
inuence of the mechanical eld on the temperature eld, is neglected, which may be justied by
the arguments given in Sec. 3.2.1.
Modal Modelling of the Temperature Field
Two modal models are dened which both represent the temperature eld by seven thermal eigen-
modes. For this purpose, the thermal eigenvalue problem [Cˆϑϑκi +Kˆϑϑ]ϑi = 0 of dimension 180
is solved and the rst seven eigenvalues κi and the corresponding eigenvectors ϑi are evaluated.
Fig. 3.14 visualises six of the seven selected thermal eigenvectors, i.e. seven temperature elds, by
shades of grey. Except for the rst one, each eigenvalue κi occurs twice. For reasons of symmetry
Mode 5
κ5 = −0.0038 1/s
ω¯5 = 21340 Hz
Mode 6
κ6 = −0.0081 1/s
ω¯6 = 25230 Hz
Mode 7
κ7 = −0.0081 1/s
ω¯7 = 25230 Hz
Mode 2
κ2 = −0.0010 1/s
ω¯2 = 18740 Hz
Mode 3
κ3 = −0.0010 1/s
ω¯3 = 18740 Hz
Mode 4
κ4 = −0.0038 1/s
ω¯4 = 21340 Hz
Figure 3.14: Thermal modes and thermal eigenvalues κi, the corresponding thermal response
modes and mechanical frequencies ω¯i.
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there are for each eigenvalue κi two similar eigenvectors that could be transformed into each other
by a rotation around the disc’s centre. Additionally the eigenvectors can be told by their number of
temperature maxima and minima. The Modes 2 and 3 possess one maximum and one minimum,
the Modes 4 and 5 are characterised by two maxima and two minima and the Modes 6 and 7 by
three maxima and minima.
The rst thermal eigenvalue κ1 = 0 arises from the fact that no homogeneous or Dirichlet bound-
ary condition is imposed for the thermal problem. The corresponding eigenvector describes a
spatially uniform temperature eld which is not shown in Fig. 3.14.
Modal Modelling of the Displacement Field
The two modal models differ in their displacement eld description. The rst one uses 18 purely
mechanical eigenmodes, i.e. 18 eigenvectors of the mechanical eigenvalue problem, which has the
initial dimension 240. However, according to Fig. 3.13, the problem has an additional symmetry
plane, which has been exploited to halve the dimension of the mechanical problem.
For the second modal model, the reduction scheme from Sec. 3.2.2 is applied which yields seven
thermal response modes supposed to represent the displacement eld. The essentials of the modal
models compared to the FEM reference model are summarised in Tab. 3.4.
Thermal DoF Mechanical DoF
FEM 180 360
reference model nodal temperatures nodal displacements in x and y
BMM 7 18
basic modal model thermal eigenmodes purely mechanical eigenmodes
MMA 7 7
modal multield approach thermal eigenmodes thermal response modes
Table 3.4: Summary of the three different model set-ups.
Fig. 3.14 depicts six thermal response modes by the deformed mesh compared with the dash-dotted
undeformed outer circle contour. Since the thermal response modes turned out to be orthogonal, a
mechanical eigenvalue ωi and frequency ω¯i (ω¯i = ωi/(2pi)) can be assigned to each of them.
The rst thermal response mode with ω¯1 = 20032 Hz related to κ1 = 0 represents a purely radial
displacement eld. This can be given analytically adopting a solution from literature in cylindri-
cal co-ordinates for the radial displacement ur as function of a uniform temperature ϑ [BW97,
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(9.10.3)]:
ur(r, ϑ) =
α ϑ
2
[
(1 + ν + 2C1) r +
(
2C2 − (1 + ν)r
2
i
)
r−1
]
, (3.36)
with C2 = −C1 r2i , C1 =
(1− f)(1− ν2)
2(1 + f + ν(1− f))
and f := r
2
i
r2a
.
Exploiting the disc’s simple geometry mass and stiffness properties that correspond to the rst
thermal response mode (M11, K11) may be computed analytically, if (3.36) is interpreted as shape
function of a Ritz-approach:
u = ur q , M11 ω
2
1 + K11 = 0 (3.37)
T =
1
2
q˙T M11 q˙ with M11 = %
ra∫
ri
2pi∫
0
s∫
0
u2r dz rdβ dr ,
V =
1
2
qT K1 1 q with K11 =
E
1− ν2
ra∫
ri
2pi∫
0
s∫
0
[(
∂ur
∂r
)2
+ 2ν
∂ur
∂r
ur
r
+
(ur
r
)2]
dz rdβ dr .
With the geometrical and physical parameters from Appendix A.2, the eigenfrequency
ω¯1 = 20211 Hz is obtained, which is less than 1% different from the eigenvalue result of the FE-
model. Whereas the FEM approximates the displacements as piecewise linear functions in this
case, a linear and a rational function of the radius are superimposed by the analytical approach in
(3.36). This fact may explain that both methods yield different results at all.
Comparison of the Simulation Results
The light-grey areas at the bottom of Fig. 3.13 give an impression of the induced displacement eld
at te = 18000 s. The bars visualise the temperatures at a few selected nodes and give an idea of the
temperature distribution.
Fig. 3.15 compares the transient temperatures and displacements at Node 101. The nite element
and the modal results of the thermal eld coincide. The results indicate that the seven thermal
eigenmodes are well suited to represent the thermal behaviour.
The modal simulation of the displacement eld with seven thermal response modes (MMA) again
yields the same results as the nite element method. But the modal description of the displacements
with 18 purely mechanical eigenmodes (BMM) does not represent the deection caused by the
inhomogeneous temperature eld properly although a larger number of modal DoF are involved.
Obviously the modal reduction scheme from Sec. 3.2.2 is an efcient approach for the problem
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Figure 3.15: Transient temperatures ϑ(t) and displacements ux(t) and uy(t) at Node 101
(r101 = 0.1262 m, β101 = 120◦). Identication of the models according to Tab. 3.4.
given above. This conclusion may be supported by the mechanical frequencies of the thermal re-
sponse modes given in Fig. 3.14. In multibody dynamics, the frequency range around 20 000 Hz
would certainly be omitted, if a traditional mode selection approach based on purely mechanical
eigenfrequencies is performed. As a result the corresponding eigenvectors with those displace-
ment components would be missing that are obviously necessary to reect deformations caused by
thermal loads. On the other hand the consideration of modes with frequencies around 20 000 Hz
constitutes a very stiff system of differential equations which may lead to serious numerical prob-
lems, see [Sim01].
However, a view on the time axis of Fig. 3.15 makes clear that the deformations caused by the given
thermal loads proceed very slowly in comparison with the usually observed mechanical frequencies
in multibody dynamics. This is another argument to justify the truncation of the inertia terms
associated to thermal deections, i.e. to thermal response modes.
3.2.4 Verification Example 2: Hot Spot
Following the Verication Example 1 of Sec. 3.2.3 another benchmark problem is considered in the
present section to study the capability of thermal response modes. This benchmark shall involve
high thermal loads leading to large temperature gradients. In particular the neglect of inertia terms
concerning thermally induced displacements according to Sec. 3.2.1 shall be justied this way.
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Additionally it should be gured out to which extent and with which costs the modal approach is
suitable to describe a more uneven, localised temperature distribution.
Therefore, disc brake hot spotting was selected in order to develop a benchmark scenario with all
the above mentioned properties. In [KRD98] KAO et al. report on localised temperature distribu-
tions called hot spots which were found in automotive brake systems. These were often regularly
spaced around the rotating brake disc and exceed temperatures up to 800◦C. They result in ther-
mally induced judder with frequencies of typically 6 to 20 cycles per revolution of the wheel,
i.e. approximately 10-100 Hz. The excitation mechanism is not yet completely understood, but it
seems to involve the excitation by the wheel suspension and the susceptibility of the brake disc for
structural vibrations.
Although this phenomenon is frequently addressed in the literature, see e.g. [Ste98] and [Jac03]
and their list of references, it is difcult to adopt a simulation scenario from literature. Most related
articles were written by authors who investigated the problem in industrial cooperation. However,
the applied scenario incorporates as much published information as possible.
The main purpose of the scenario is to serve as a benchmark for the modal multield approach.
The comparison of the modal results with a reference solution obtained by nite element analysis
shall reveal the capabilities and limitations of the scheme proposed in Sec. 3.2.2.
The set-up of an entire brake model for identication involves a big deal of additional modelling
issues like hydraulics, contact, friction or wear, see [WHSM99]. Such a project is beyond the scope
of the present thesis.
Definition of Loads
Consider a typical middle class car, which initially runs at velocity of 25 m/s. This vehicle is
stopped with constant deceleration of 5 m/s2 until it comes to halt. The braking conditions are
assumed to perform in such a way that nine hot spots, equally spaced on the disc, occur. All load
conditions, see Fig. 3.16, may be deduced as functions of time just on base of this specication.
In view of the presumed symmetric braking conditions, it is sufcient to observe only a 60◦ sector
on one brake disc. The transient heat ux to impose follows from the change of the kinetic energy
of the vehicle which is assumed to be completely transformed into heat energy.
The time window for which the heat ux acts upon the observed sector of the disc corresponds to
the time span, the brake pad is in contact with the hot spot area. Consequently the load time span is
a function of the instantaneous angular velocity of disc and the load history consists of 34 discrete
contact events. The transient values of heat ux and corresponding load time span are shown in
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Figure 3.16: Hot spot scenario: denition of transient loads
Fig. 3.16.
The full model specications are listed in Appendix A.3. This applies as well for the spatial
distribution of the heat ux, which has the shape of a geometrically continuous B-spline hump
on the 60◦ sector. The heat ux values given in Fig. 3.16 apply to the centre of the hump at
rh = 0.1 m, βh = 0
◦ and zh = 0.01 m.
The lm coefcient, which species the cooling of the disc by air stream, depends on the instanta-
neous velocity of the car and is dened according to [GM01, Tab. 2.3-1]. In order to simplify the
load denition, the lm coefcient is approximated by a step function, see Fig. 3.16.
In between two contact events, the convective boundary condition is dened on the complete sur-
face of the disc. During the contact event, the surface except for the observed 60◦ sector is cooled.
In order to prevent load impacts all loads are applied continuously imposing a ramp-up and ramp-
down time, see Appendix A.3.
Finite Element Model
The brake disc (ri = 0.075 m, ra = 0.150 m and s = 10 mm) is modelled with the industrial nite
element tool ANSYS. The disc volume is discretised by 2 592 hexahedron elements with quadratic
shape functions of type Solid90 for the thermal FE-model and of type Solid95 for the mechanical
FE-model [ANS03]. Since a mesh with 15 120 nodes is created, 15 120 thermal DoF and 45 360
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Figure 3.17: Finite element results of the thermal and the displacement eld at t = 2.199 s.
mechanical DoF are involved.
Unless otherwise noted the simulations are set up with constant material parameters. The material
is cast iron GG20HC, which is a frequently used material for brake discs [Bur91, Sec. 9.7].
All transient FE-simulations are performed completely dynamically. The Gough-Joule effect is not
considered, since there are no appropriate nite elements in ANSYS.
Fig. 3.17 shows the temperature and the displacement eld in axial direction at t = 2.199 s.
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Modal Approach
The time-independent mode functions Φϑ are analytically dened and chosen according to the
assumed spatial load distribution. They are based on a separation of variables for the three scalar
elements of the Lagrange position co-ordinate c = (r, β, z)T in a cylindrical system:
Φϑ(c) =

Φr,1(r) · Φβ,1(β) · Φz,1(z)
Φr,1(r) · Φβ,1(β) · Φz,2(z)
.
.
.
Φr,i(r) · Φβ,j(β) · Φz,k(z)
.
.
.

with
i ∈ [1, 2] ,
j ∈ [1, . . . , 18] ,
k ∈ [1, . . . , 5] .
(3.38)
The two radial shape function Φr,i(r), six of the eighteen used angular shape function Φβ,j(β) and
all ve axial shape function Φz,k(z) are shown in Fig. 3.18.
This selection of shape functions establishes a system with 180 modal DoF for the thermal eld,
that expose the following properties:
1. The 180 modal shape functions are linearly independent.
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Figure 3.18: Quadratic B-spline shape functions of the modal approach for the thermal eld.
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2. They are at least once continuously differentiable.
3. They allow as well the description of a homogeneous temperature eld with ϑ 6= 0.
4. If required the discretisation may be easily rened or coarsened and therefore be adapted to
the given simulation task. Here, the choice is aligned with the assumption that nine hot spots
occur regularly spaced.
Since a specic brake design conguration typically displays a characteristic number of hot spots
[Ste98], the last assumption has to be veried in each application in praxis. As reported by KAO et
al. in [KRD98], such identication of the modal approach is possible by experiment but may result
in a system with a higher number of modal DoF than presented above.
With the given shape functions the system of ordinary differential equations of the temperature eld
(2.58) can be established. The solution of the thermal eigenvalue problem gives 180 eigenvalues
κi within the range of −21.9 ≤ κi ≤ 0 [1/s]. Since the approach is characterised by 36 symmetry
planes, the eigenvalues are grouped closely around ve distinct points on the real axis.
The representation of the mechanical eld is obtained according to the modal reduction scheme of
Sec. 3.2.2, whereby only thermal response modes are selected .
If the mechanical inertia terms are neglected and only thermal loads are considered, the evaluation
of the mechanical deformation state is very simple, since it may be argued based on (3.33) and
(3.34):
Kˆuu [u1, . . . , u180] =
[
hˆ1, . . . , hˆ180
]
, (3.39a)
Φˆu = [u1, . . . , u180] , (3.39b)
Kuu = Kuϑ . (3.39c)
However according to (2.50) or Tab. 2.4 respectively, employing the assumption above, it can be
stated:
Kuu zu = Kuϑ zϑ , (3.39d)
which leads to the identity zu = zϑ that of course only holds for this specic example.
Referring to (2.58), the nal set of equations for this problem are then given with:
Cϑϑ z˙ϑ + (Kϑϑ + KϑR) zϑ = hϑN qB + hϑR ϑ∞ , (3.40a)
zu = zϑ , (3.40b)
which is additionally simplied by the setting ϑ∞ = 0, i.e. the temperature of the air stream and
the reference temperature Θ0 coincide.
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For the sake of demonstration the mass Mˆuu and the stiffness matrix Kˆuu of the mechanical FE-
system were transformed into their corresponding modal representation and an eigenvalue analysis
of the reduced mechanical system has been performed. The 180 eigenfrequencies range from
1 231 Hz up to 624 230 Hz. A dynamic multibody simulation with frequencies up to 600 000 Hz
is unthinkable and therefore another strong argument for the truncation of inertia terms related to
thermoelastic displacements is given.
Simulation Results: Temperature
Fig. 3.19 shows the temperature curves at two sample nodes for the thermal nite element and
the modal simulation. Node 415 coincides with the centre of the heat ux load. Node 4519 has
the same radial and angular co-ordinate but is located on the lower surface of the disc (c4519 =
(0.1 m, 0◦, 0 m)T ). Furthermore, the plot shows the relative error
∆(t) =
ϑFEM − ϑMMA
ϑFEM
for Node 415 at the beginning of each contact event.
As long as the time gradients of the temperature are large, the differences between the modal and
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Figure 3.19: Transient temperature results at two nodes: nite element method (FEM) vs. modal
multield approach (MMA).
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the FE-results oscillate with values between 0 and 9%. The relative error ∆ oscillates even stronger
during or immediately after each contact event (not shown in Fig. 3.19). The phase between two
contact events has a smoothing effect on the temperature differences. When the time gradients of
the temperature get smaller, the relative error is smoother and its absolute value is less than 5%.
On the other hand the time gradients at the beginning of the simulation surely are extremely large
and might not be reached or even exceeded in practical applications.
An interesting detail may be observed in the temperature plot of Node 4519 in Fig. 3.19. The
temperature at Node 4519 is in phase with the contact events, although Node 4519 is at least 10 mm
away from the hot spot load. This immediate response requires an innite thermal wave speed and
cannot be justied by physical understanding. This behaviour may be attributed to the parabolic
differential equation of heat conduction which does not consider thermal inertia, see [Now78b,
Ch. 7].
In numerical tests it has been found that the errors were larger if less than ve functions Φz(z) of
Fig. 3.18 were used for the modal approximation of the temperature eld.
Simulation Results: Displacement
The mechanical displacements in all three directions obtained with the FE- and the modal model at
Node 20 (c20 = (0.15 m, 0◦, 0.01 m)T ) on the outer contour edge of the disc are shown in Fig. 3.20.
For a brake disc the axial deformation is much more relevant than the in-plane displacements.
Therefore, the relative error ∆ is only given for the uz-component.
On the contrary to the in-plane displacements the axial deformation is additionally determined
by bending and not only inuenced by direct thermal expansion. This may be shown from two
formulas of the analytical plate theory, in which the axial temperature distribution is used to express
equivalent membrane loads Nϑ and bending moments Mϑ in terms of the strength-of-material
representation [BW97, (12.2.6b)]:
Nϑ = α E
s/2∫
−s/2
ϑ dz , Mϑ = α E
s/2∫
−s/2
ϑ z dz .
According to these equations large axial temperature gradients cause bending moments which re-
sult in comparable large displacements at the outer contour of the disc.
Compared to the results of Fig. 3.19 the time plot of relative errors for the axial displacement in
Fig. 3.20 is smoother but the errors themselves are slightly larger than for the temperature analysis.
It is frequently observed that a Rayleigh-Ritz approximation provides upper bounds for the stiffness
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Figure 3.20: Transient displacement results at Node 20: nite element method (FEM) vs. modal
multield approach (MMA).
values compared to the original system [GK89, Sec. 6.2.3]. Therefore, in Fig. 3.20 the absolute
values of the displacements in the modal analysis are smaller than the ones of the FE results.
The results in Fig. 3.20 give another justication to neglect the inertia terms associated to the
thermal deections in the equations of motions following Duhamel’s assumption (Sec. 3.2.1). The
temperature gradients are extremely large at the beginning of the simulation, but nevertheless the
modal multield approach reproduces the displacements of the nite element analysis qualitatively
correct.
Comparison of Linear and Nonlinear Analysis
This section is continued by a physically nonlinear nite element analysis to study the inuence
of temperature dependent material parameters. For this purpose the material coefcients given in
Fig. 2.9 on p. 36 are approximated as linear functions of the temperature, which is again docu-
mented in Appendix A.3.
All other conditions and loads are the same as for the linear FE-simulation. Fig. 3.21 presents the
comparison of the nonlinear analysis with the linear one.
The relative difference of the temperature results ∆ϑ(t) at Node 415 ranges between +7% and
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Figure 3.21: Comparison of nonlinear nite element analysis vs. linear nite element analysis:
transient displacement (uz) and temperature (ϑ) results.
-7%. The relative difference of the axial displacements ∆uz(t) at Node 20 remains slightly below
10% during the whole simulation. The linear analysis tends to overestimate the displacement
results.
Résumé
The modal simulation results of the hot-spot-scenario correspond quite well with the FE results.
The differences in the linear evaluations of the thermal eld are in the range of 5%, the linear
evaluations of the displacement eld differ approximately by 8%, whereby the modal multield
approach tends to underestimate the nite element results.
Additionally, signicant differences in the numerical effort of the methods have been observed.
Tab. 3.5 lists the CPU time, which has been spent for each simulation set-up. All simulations
has been performed on the same hardware (workstation HP 9000/785, operating system HP-UX
B.11.0, 3 GB memory).
The modal multield simulation has been performed in MATLAB with the standard Dormand-
Prince time integrator Ode45 with the absolute and relative error tolerance of 10−3. Adjusting
both error tolerances to 10−6 results in 47.8 s spent CPU-time, but did not signicantly change the
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Set-up Time [s] Time [normalised]
simulation time 5.5 1.0
modal multield simulation 26.6 4.8
linear thermal FE-analysis 19377.0 3523.0
linear mechanical FE-analysis 110087.0 20016.0
nonlinear thermal FE-analysis 28639.0 5207.0
nonlinear mechanical FE-analysis 250426.0 45532.0
Table 3.5: Comparison of computational costs (CPU time).
simulation results.
The nite element simulations are performed applying the implicit Euler method with automatic
time step control, which is the standard ANSYS time integration scheme. In the comparison of
CPU time it has to be taken into account that the nite element simulations are set up completely
dynamically, whereas the modal evaluation of the displacement eld is a purely static one. As
well the nonlinear FE-simulations cannot be compared directly to the modal evaluations. It is
nevertheless interesting that the nonlinear FE-analysis has taken about 50% up to 130% more CPU
time than the linear one.
With the benchmark hot spot chances and limits of the thermoelastic modal multield approach are
illustrated by means of a challenging application. The results reveal in particular a high numerical
efciency combined with an acceptable loss of accuracy.
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4 Tools and Applications
Based on the theoretical framework of Chapter 2 and the modelling issues in Chapter 3, the now
following elaboration is devoted to advanced applications of the concept in multibody dynamics.
Compared to Ch. 3, the discussion is widened from moderately complex single body models, which
exemplify specic modelling assumptions, to assembled multibody systems to demonstrate the
broad capabilities of the approach and the chances for system dynamical engineering.
Since the mechanical inuence of the nonmechanical eld quantities is independent from the
body’s reference frame motion, see the denition of him in Tab. 2.4, the proposed methods for
multield representation in Ch. 3 can be carried over completely to applications with nonlinear
reference motion of the exible body under consideration.
The rst section of the present chapter briey introduces the software components of the simulation
environment for multield analysis in multibody dynamics. The structural control methodology
from Sec. 3.1 is then applied to a railway car body. The exposition covers the modelling, the control
synthesis for active damping and its evaluation by simulation, see also [HV02] and [VH04a]. A
feasibility study which is supposed to present an approach how the thermoelastic behaviour of a
high accuracy machine tool may be modelled by means of multibody dynamics, exemplies the
thermoelastic capabilities of the modal multield approach from Sec. 3.2.
4.1 Software Components and Interfaces
Each step of a development process has different requirements. That is why specialised software
tools are available, each tailored to meet the needs of a particular design task [SK00]. In this thesis
the commercial nite element tool ANSYS has been used to analyse the structural properties of
exible bodies, the industrial tool SIMPACK is employed as multibody dynamics software and the
control system synthesis is performed with the widespread MATLAB Simulink toolbox. Following
the idea of concurrent engineering the different software tools are interconnected by interfaces.
Due to the oating frame of reference formulation in multibody dynamics, the data exchange from
FEM to MBS relies on additional mechanical considerations and an appropriate preprocessing,
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which have been published by WALLRAPP [Wal94]. Tab. 4.1 summarises input, output and in-
termediate data of this standard interface further on called MechFembs. It has been necessary to
extend the standard functionality of MechFembs in order to account for the thermomechanical
coupling, since the consideration of thermal response modes and of mechanical loads caused by
temperature elds are new issues of the modal reduction.
The preprocessing of heat transfer nite element data and their transfer into the modal description
as proposed in Sec. 3.2.2 requires a new interface called ThermFembs. The main problem here is to
dene thermal modes that are appropriate to the given analysis objective. Since ANSYS does not
support the modal reduction of thermal elds, this task is completely performed by ThermFembs.
The third interface PiezoFembs evaluates the data of piezo-ceramic patches and their electrome-
chanical coupling according to the calculation processes in Sec. 3.1.2 and Sec. 3.1.3.
Besides these ofine interfaces the online simulation environment of SIMPACK has also been
extended. Two new types of software components are necessary to enable the simulation of multi-
body systems with exible bodies that are additionally inuenced by multiphysical eld quantities:
distributed force elements and modal sensors.
A distributed force element
 is uniquely assigned to a specic exible body ( )(i).
 provides a load vector h(i)i+ for the right-hand side of the equations of motion of this body
(2.59a). This load vector is added vectorially to the vector of the internal forces h(i)i (dened
in Tab. 2.1) so that the sum corresponds to h(i)im (see Tab. 2.4).
 may or may not have own state variables such as zϑ in (2.59b).
 allocates memory and assigns data of matrices and vectors to establish equations of type
(2.59b) or (2.59c) on p. 46, which are interpreted as specic force laws from the point of
view of the multibody system.
 may accept external input quantities like the voltage vector zϕ, which may be provided via
so called SIMPACK-MATLAB interprocess communication, see below.
A modal sensor
 returns the instantaneous modal state z(i)u and its derivatives z˙(i)u of the body ( )(i) when
invoked.
 is accessible for the SIMPACK-MATLAB interprocess communication.
The physical background of the distributed force is not specied by the distributed force element.
That way the specication is open for future developments which may consider other eld quanti-
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Mechanical Preprocessing Interface FEM to MBS: MechFEMBS
Input Intermediate Output Comment and Reference
Geometry ck cI Important nodes only†.
Mechanical eigenmodes ul Step 4 of the modal
Thermal response modes ui Φˆu Φu(cI) reduction scheme in
Other modes u... Sec. 3.2.2 on p. 74.
Inertia data Mˆuu M ?, h?gcc Denitions in
Stiffness data Kˆuu Kuu Tab. 2.1, p. 21.
Thermal loads hi Kuϑ Step 2, Sec. 3.2.2, p. 73.
Thermal Preprocessing Interface FEM to MBS: ThermFEMBS
Input Intermediate Output Comment and Reference
Geometry ck cI Important nodes only†.
Thermal modes ‡ ϑi , Φˆϑ Φϑ(cI) Step 1, Sec. 3.2.2, p. 73.
Heat capacity matrix Cˆϑϑ Cϑϑ
Conductivity matrix Kˆϑϑ Kϑϑ
Denitions in
Robin load matrix KˆϑR KϑR
Tab. 2.5 on p. 45.
Robin load vector hˆϑR hϑR
Modal reduction
Neumann load vector hˆϑN hϑN
according to Step 1,
Heat source vector hˆϑS hϑS
Sec. 3.2.2, p. 73.
Electrostatic Preprocessing Interface FEM to MBS: PiezoFEMBS
Input Intermediate Output Comment and Reference
Geometry ck cI Important nodes only†.
Element specication k1 ...4\
ce, ne
Modal displacements Φu(ck)
Evaluation for beams
Modal rotations Ψu(ck)
ue, Φe, Ψ e Kϕϕ Sec. 3.1.2 on p. 53.
Patch position s0, s1
Kuϕ Evaluation for shells
Material data e31, 33
Sec. 3.1.3 on p. 56.
: Important nodes are in particular nodes at which joints, force elements or constraints are attached.
?: Only constant, state independent terms of the multibody inertia data are stored, see [Wal94].
: The evaluation of thermal (eigen-)modes is no standard capability of industrial finite element tools.
\: Each finite element is specified by the numbers of the nodes at the element corners or ends.
Table 4.1: Overview on preprocessing interfaces and their input, output and intermediate results.
ties as the presented electrostatic and thermal terms. Concerning thermally induced displacements
this developer version of SIMPACK does not realise the full potential of thermal response modes,
since the associated inertia terms are still present in (2.50). Duhamel’s assumption is only exploited
to dene thermal response modes based on a static nite element analysis.
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Figure 4.1: Assembly of a multibody system with exible body, distributed force element, modal
sensor and an exemplary user sensor.
Additional boundary conditions may require the denition of additional software components. If
e.g. it is intended to dene a heat ux due to mechanical friction on the surface of a exible body,
a specic routine has to be specied that evaluates the instantaneous friction performance. This
routine accesses mechanical information like friction force and relative velocity of the friction
partners and returns the heat ux if invoked by the distributed force element. Since such routines
are software components which are tailored for specic applications by the user, they may be called
user sensors. The denition of such a user element is a standard SIMPACK functionality. Fig. 4.1
shows an exemplary multibody system in a schematic way.
The standard interface between SIMPACK and the computer aided control engineering (CACE)
tool MATLAB Simulink has two main features, see [VKS01]. On one hand, SIMPACK models
can be linearised and exported to MATLAB in the form of linear system matrices. On the other
hand, co-simulation via interprocess communication (IPC) may be performed.
Consider e.g. a multibody system with a controller that is modelled in MATLAB Simulink. The
dynamics of the multibody system is numerically integrated w.r.t. time by SIMPACK, the dynamics
of the controller is handled by MATLAB Simulink. Both time integration processes proceed in
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parallel, but exchange data in discrete time steps. This scheme is therefore designed according to
the structure of a digital controller and enables the testing of the control set-up concerning sampling
and stability problems.
The collaboration of all introduced components and interfaces, which constitute the simulation
environment, is demonstrated in the next two sections.
4.2 Active Damping of Railway Car Body Vibrations
4.2.1 Motivation
New generations of ground and air vehicles will more and more prot from light-weight design
because of economic and environmental reasons. However, light-weight structures are more sus-
ceptible to structural vibrations. This drawback is aggravated by increasing operational speeds and
demands on passenger comfort. Additionally, there are conceptual design studies that propose to
replace classical bogie vehicles by blueprints with only one or two axles per vehicle, [Gre03]. Such
future vehicles will not prot from the mechanical preltration and damping characteristics of the
railway bogies.
These facts give reason to think about the concept of smart or adaptive structures. First com-
putational and experimental proposals for the application of piezo-patches on railway vehicles to
suppress car body vibrations have already been studied, [HTTT03]. However, the design, optimi-
sation and evaluation of a structural control concept concerning a complex railway vehicle is still
a challenging task and far away from being state-of-the-art.
4.2.2 Development Process and Environment
Multibody simulation tools are widely accepted for the analysis of railway vehicle dynamics and
there is a great deal of experiences in this eld, see e.g. [Gan04]. Even elaborate problems such as
two railway vehicles simultaneously crossing an elastic bridge have already been solved with rea-
sonable effort of about 580 s computational time for 10 s simulation time [DHS01]. The extended
MBS environment that have been introduced in Sec. 4.1 makes use of these proven capabilities
in railway vehicle dynamics and allows additionally to evaluate structural control concepts and to
examine their feasibility and efciency.
The background of the assumed development process is the question whether and to which extent
the comfort characteristics of a classical railway car body design can be improved by structural
control with distributed piezo-ceramic actuators and sensors.
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It is presumed that a veried multibody model of the railway vehicle is available which has been
used to evaluate its driving dynamics. This model has to be extended in order to enable the comfort
analysis. That is why the originally rigid car body model is to be replaced by a exible one with
piezoelectric patches on appropriate positions. The excitation by the rail irregularities transmitted
via wheel-rail contact and the bogie to the car body is identied be the most important one w.r.t.
the comfort properties.
Fig. 4.2 shows an overview on the specic tasks the entire design job is compost of and gives
the corresponding tools. The rst step of the development process consists of the nite element
modelling of the car body. Since the vehicle component car body has to be dimensioned concerning
mechanical strength and fatigue, a FE model of the car body is created anyway.
The FE data of the mechanical structure and the results of the FE eigenvalue analysis are the input
data of the interface MechFembs that provides the multibody data of the exible car body. For all
technically possible patch locations the electrostatic and electromechanical coupling data are then
generated by the interface PiezoFembs, see Tab. 4.1.
The existing multibody model of the railway vehicle is upgraded with the exible car body descrip-
tion and a distributed force element and a modal sensor are initialised. Furthermore, the excitation
by rail irregularities is dened.
The system equations of the vehicle model are linearised and exported to the computer aided con-
trol engineering (CACE) tool, which is used to select appropriate patches w.r.t. the given design
objective. The information about the reduced set of patches that have been selected for control is
returned to the multibody model. Using the CACE capabilities the controller parameters are opti-
mised according to the approach that has been the presented in Sec. 3.1.4 and a state estimator is
designed.
The system is nally simulated in parallel: the vehicle system including the piezoelectric actuators
and sensors is numerically integrated by the MBS tool, while the transient controller and estimator
dynamics is integrated by the CACE tool. The processes communicate at discrete time events
exchanging the actuator and sensor signals. In order to shorten the calculation time the processes
may be performed in parallel on different computers, even on different platforms.
The detailed simulation scenario assumes the railway vehicle to run at the velocity of 162 km/h
on a straight track with pseudo-stochastic rail irregularities based on the measurements of the real
track Göttingen to Hannover [EG99]. The simulation time is set to 10 seconds. The acceleration at
the centre of the car body’s oor is dened as criterion to assess the comfort improvements of the
structural control set-up.
Since industrial multibody simulation tools are tailored for problems in vehicle dynamics this spe-
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Figure 4.2: Simulation environment including nite element (FEM), multibody simulation (MBS)
and computer aided control engineering (CACE) tools and inter-process communica-
tion interface (IPC).
cic scenario may easily be adapted to modied problem denitions. The variation of parameters
such as the speed of the vehicle or the curvature of the track is a standard functionality as well, see
e.g. [Rul98, Sec. 3.7].
The development process is at rst performed and tested with a simplied beam model, which
provides more insight in particular regarding the control and optimisation set-up. The experiences
that have been gained that way are carried over to a second simulation with the detailed bogie
railway vehicle.
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4.2.3 Simplified Beam Model
The simplied structure consists of a beam model of the half railway car body with a mass
of 17 500 kg, see Fig. 4.3. The car body is supported by two linear spring-damper elements
each characterised by the stiffness coefcient c = 358 830 N/m and the damping coefcient
d = 20 000 Ns/m, which reect the compliance of the secondary suspensions of the railway vehicle.
The elasticity of the primary suspension is neglected since the stiffness of the primary suspension
exceeds the one of the secondary suspension by several orders of magnitude.
Figure 4.3: Simplied beam model of the railway car body with suspensions.
The FE model for this simplied structure is built up with 45 nodes and 44 beam elements of
type Beam4 [ANS03]. For the nite element eigenvalue analysis the FE structure is supported
by springs at those nodes at which the secondary suspension is supposed to be attached in the
multibody model. That way the obtained eigenmodes reect the conditions that arise from the
assembly of the multibody vehicle model.
The modal model considers the rst three bending eigenmodes, see Fig. 4.4, with frequencies of
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Figure 4.4: Eigenmodes of the the simplied beam model.
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9.3 Hz, 24.4 Hz and 45.3 Hz. The geometrical parameters of the beam are chosen in a way that
the rst eigenfrequency of the simplied beam model coincides with the rst eigenfrequency of
the detailed car body model. The length of the beam structure is 25.8 m and the distance of the
spring-damper elements is 19 m, which corresponds to the detailed car body model.
Fig. 4.5 presents the optimal location of piezo-patches for different numbers of patches.The rst
conguration in Fig. 4.5 uses four patches, i.e. two patches located on each side of the beam
(collocated patches). The last conguration has 32 patches. The second conguration with eight
patches has been selected for the simulation experiments.
5 10 15 20 25 30 35 40
4 patches
8 patches
12 patches
16 patches
20 patches
24 patches
28 patches
32 patches
Figure 4.5: Optimal locations of the beam model for a different number of patches.
A comparison of Fig. 4.5 with Fig. 4.4 demonstrates that the positions of the rst and the third
eigenmode with maximum curvature of the modal displacements are preferred locations to attach
structural actuators and sensors. This is well-known and was already proven by experiments, see
e.g. [Lau97]. The modal displacement of the second eigenmode at the central position, where the
comfort improvements shall be assessed, is zero. Therefore this eigenfrequency is not considered in
the weighting matrix Q
11
in (3.20b) and the corresponding eigenmode does not affect the selection
of appropriate patches.
The simulation results in Fig. 4.6 indicate a reduction of the vertical acceleration at the centre of
the beam. Since the patch selection procedure as well yields reasonable results, the development
process chain is now applied to a more realistic vehicle model, an authentic multibody model.
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Figure 4.6: Comparison of the acceleration on the centre of the simplied beam model.
4.2.4 Detailed Car Body Model
The generic model of a bogie railway vehicle in Fig. 4.7 originates from the Mechatronic Train
project, funded by the European Community, and was used to evaluate different mechatronical
concepts [EG99].
The model consists of two identical bogies with the elastic car body mounted on top. Each bogie
has two wheel-sets that are guided by a right-hand and a left-hand trailing arm each. This assem-
bly is spring-mounted and damped by a set of three-dimensional and rotatory force elements that
denes the primary suspension and mainly deals with the running stability.
The secondary suspension from the bogie to the car body is mainly a set of soft air-springs which
are supposed to improve the passengers’ ride comfort. Nonlinear bump-stops restrict the lateral
motion of the car body relative to the bogie frame. Additional spring and damper elements inu-
ence the yaw and the roll motion of the bogies and the car body. All together a total number of
79 partly nonlinear force elements including four air-springs with eigendynamics are installed, see
[MeT01] for detailed input parameter sets.
As proles for rails and wheels the German norm combination UIC60/S1002 is used. To avoid
discontinuous contact point locations that would lead to serious numerical complications each
wheel-rail contact is modelled by a specic kinematic constraint with a smoothing algorithm called
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quasi-elastic contact model. Its basic principle is to account for the elastic deformation of wheel
and rail qualitatively in the whole contact region and thus ensure the necessary smoothness of the
system equations [Net98].
The FE model of vehicle car body is built up with 3 632 nodes and 3 796 elements of type Shell63
[ANS03] with bilinear shape functions for bending and membrane deection which leads to 21 792
mechanical DoF.
1 170 of the total 3 796 elements have been preselected as potential positions of piezo-patches. Less
suitable positions like the neighbourhood of the suspension mounting parts on the car body and the
entry areas have been rejected this way. The optimal patch locations have been determined as a
subset of these 1170 positions applying the method from Sec. 3.1.4.
The nal, optimised conguration considers 16 patches of the approximate size 800 × 400 mm2
and 0.4 mm thick. The actual size of the patches varies somewhat, since the discretisation, i.e. the
element geometry, of the mounting structure depends on constructive issues. In general it is difcult
to manufacture piezo-elements of this large size, but an arbitrary number of smaller patches can
be connected electrically in parallel to the same circuit and then behave identically to one large
piezo-element. The maximum electric eld is assumed to be 1 kV/mm, which limits the maximum
voltage to 400 V.
Figure 4.7: SIMPACK model of the railway car body with suspensions on a track.
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i-th Mode 1 2 3 4 5 6 7
Frequency [Hz] 9.6 9.7 12.7 16.8 18.6 18.7 19.8
[Φu(cm)]i,z [mm] 0 14.0 -0.011 28.9 -1.74 -0.013 0
Table 4.2: Frequencies and modal displacements at the central node in vertical direction for the
rst seven car body eigenmodes.
The modal representation of the car body includes the rst seven eigenmodes that are between 9
and 20 Hz. They are given in Tab. 4.2 together with the corresponding modal displacements at the
central node.
All together the vehicle model has 124 states of rst order. The 14 states of the state estimator
as part of the control model have to be counted additionally. The control loop looks very similar
to Fig. 3.4, whereas 14 instead of 28 states are involved here. The state estimator is designed six
times faster than the closed loop system which leads to estimator eigenvalues with a real part of
about Re ωe = −806 1/s, cp. [Pre02, Sec. 7.6].
The sampling rate, with which both time integration processes exchange data, has been set to 1 ms.
An adapted version of the BDF-code DASSL, see Sec. 2.1.5, is used to integrate the multibody
model, the Dormand-Prince integrator Ode45 deals with the control model.
The results of the transient simulation are presented in Fig. 4.8. The root mean square (RMS)
value of the controlled structure is about 16% smaller than in the passive case. Fig. 4.8 reveals
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Figure 4.8: Comparison of the acceleration in vertical direction at the centre of the car body
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signicant differences compared to the results of the simplied beam model in Fig. 4.6, which
justies the efforts of detailing. Although the simplied model overestimates the improvements of
the control set-up, it gives a rst insight nevertheless.
The time integration of the multibody model has spent 448 CPU-s on the hardware specied to-
gether with Tab. 3.5 on p. 90. However, due to dynamics of the state estimator the time integration
of the control model runs about 90 times slower than the one of the vehicle model and determines
the over-all performance of the coupled system. Thus, the control model has been moved to an
X86-based PC with 4 GB memory and two Intel 3 199 MHz Xeon processors with the operating
system WindowsXP. With this distributed simulation set-up the entire time integration of the cou-
pled system lasted 15 362 s.
4.3 A Machine Tool with Thermoelastic Deformations
4.3.1 Motivation
Modern machine tool drives show excellent dynamical properties and allow high accelerations of
slides and tool heads. However, for point-to-point working tasks the accumulation of high power
inputs near frequently used start and stop positions cannot be avoided for physical reasons. Due
to performance losses localised thermal loads may be generated and result in an inhomogeneous
temperature eld of the machine base or other machine components.
The corresponding inhomogeneous thermal expansion causes tool centre point displacements that
are difcult to be measured and which are widely accepted to be unavoidable. However, since
technical demands on the accuracy tend to increase, this acceptance does not apply for future
generations of high accuracy machine tools.
In the industrial practice the MBS model of the machine tool is not only used to simulate the
working task. As outlined in Fig. 4.2 the SIMPACK environment is as well capable to provide the
linear system matrices of the model. This data is already used to design the controller for all three
drives of the machine tool. In this section an extension of this simulation environment is presented
for new measurement and control strategies in order to deal with the thermoelastic deformation of
machine tools.
4.3.2 Simulation Scenario
The feasibility study was dened in cooperation with an industrial partner who also provided a
nite element model of the machine base. The welded construction of the machine is sketched in
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the SIMPACK model in Fig. 4.9.
The machine is symmetric w.r.t. a vertical plane and is assembled with two cantilever arms, one
at each side. Each cantilever arm is driven by a linear induction device and moves along a magnet
liner which is parallel to the y-axis of the machine. The cantilever carries x- and z-drives and the
tool head with the tool centre point (TCP) at its tip. The at workpiece on the machine table in
Fig. 4.9 demonstrates the position of the work-plane.
As a starting point of the feasibility study it is assumed that the working task of the machine is
repeated very often and varies only slightly. The objective of the study is to reproduce a constant
thermal operating state of the machine that is reached after a sufciently large time span. This is a
frequently observed operating condition in the industrial use of machine tools. Fig. 4.10 shows the
predened positioning loop of the cantilever arm along the y-axis which is assumed to be repeated
periodically.
In order to model the thermal behaviour a heat source of intensity q¯ at the position y¯ = y¯(t) is
Figure 4.9: Principle lay-out of the machine tool in SIMPACK.
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Figure 4.10: Predened positioning loop y¯ = y¯(t) and its time derivatives in normalised represen-
tation.
considered to move along an isotropic one-dimensional continuum, described by the co-ordinate y.
For mathematical representation, the formulation of a point source by means of the Dirac function
d(y − y¯), see [Now78b, (19.28)], is extended by a term that accounts for the geometrical dimen-
sions of the heat source, i.e. the drive head on the cantilever arm. The heat ux is assumed to be
distributed as a Gaussian bell-shaped curve with a parameter a that reects the length of the drive
head:
−Λϑ,yy + %cϑ˙ = Q(t, y, y¯) =
 q¯ d(y − y¯) point sourceq¯ √api exp(−a(y − y¯)2) distributed source (4.1)
For constant hot running conditions the time dependent terms in (4.1) have to vanish. The localised
heat supply q = q(y) is obtained as time average over one positioning loop with period T :
q¯(t) = q¯(t + nT )
y¯(t) = y¯(t + nT )
n → ∞
 =⇒ −Λϑ,yy ≈ 1T
T∫
0
Q(t, y, y¯) dt = q(y) (4.2)
Since the specic design of the cantilever suspension involves only very small frictional forces,
the mechanical power is almost completely invested into the kinetic energy of the cantilever arm
and may be easily described based on the predened kinematic scenario in Fig. 4.10. If it is
assumed, that a constant share of the consumed electrical power is transformed into heat energy
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Figure 4.11: Mechanical power consumption and quasi-stationary heat ux.
and conducted to the surface of the machine base, the complete information to evaluate the localised
heat supply q = q(y) according to (4.2) is given.
Fig. 4.11 presents the results of this numerical evaluation. The mechanical power consumption is
plotted versus the relative position of the cantilever arm on the magnet liner with the time as curve
parameter. The start and stop positions are denoted by the relative position 0 and 1 respectively.
The power consumption, specied by the instantaneous product of mass m, velocity ˙¯y and accel-
eration ¨¯y from Fig. 4.10, has distinct maxima in the neighbourhood of start and stop positions.
Therefore, the quasi-stationary heat ux accumulates at specic positions on the magnet liner. On
the other hand, those parts of the magnet liner at which the cantilever arm moves with constant
velocity, are not subjected to heat loads.
4.3.3 Finite Element Analysis
The thermal nite element model of the machine base consists of 20 641 tetrahedral shaped ele-
ments of type Solid90 [ANS03] with 40 471 nodes or thermal DoF respectively.
A steady state heat transfer FE analysis has been performed using the analytical heat source intro-
duced above as quasi-stationary load. The solid curve in Fig. 4.11 is taken as heat ux distribution
in y-direction along the upper surface of the magnet liner, which is visualised in Fig. 4.12. In the
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Figure 4.12: Temperature eld at the magnet liner, obtained by FE analysis.
ξ-direction on the upper surface, the heat ux is modelled to be constant. Robin boundary condi-
tions are dened on the complete surface of the machine base with two different lm coefcients
to reect different cooling conditions due to the air-stream forced by the moving of the cantilever.
The heat transfer analysis is performed twice, separated for each cantilever drive. Since all struc-
tural analysis, the thermal as well as the following mechanical, are linear, the solutions may be
superimposed.
Fig. 4.12 presents the results of one heat transfer FE analysis. Since the temperatures mainly vary
on the magnet liner while the other elements of the machine base show only small temperature
differences, Fig. 4.12 only visualises the temperature eld of the magnet liner. Two distinct tem-
perature maxima on the magnet liner are clearly visible.
The two FE temperature eld solutions of the complete machine base have been applied as separate
thermal loads on the mechanical nite element model of the base structure, which uses the same
mesh as the thermal FE-model. However, the mesh now species 20 641 elements of type Solid95
[ANS03] with 121 413 mechanical DoF. The solutions of these steady state FE analysis yield the
displacement elds of the machine base caused by the temperature elds and are interpreted as
thermal response modes according to Sec. 3.2.2.
Fig. 4.13 plots the thermal displacements of a reference point on the deformed surface of the magnet
liner, which moves along the motion path of the cantilever arm with constant velocity from its start
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Figure 4.13: Comparison of the thermal displacements as evaluated by FEM and the correspond-
ing thermal response mode.
to its stop position. The backside of the machine is not subjected to thermal loads, i.e. the second
cantilever drive is assumed to be out of use. Fig. 4.13 compares the FE results along the motion
path with the corresponding multibody deformations modelled by thermal response modes.
Besides the steady state analysis, a nite element eigenvalue analysis is performed and 27 eigen-
modes of the machine base are obtained. That way, the dynamical properties of the mechanical
structure up to the frequency of 400 Hz are described. Tab. 4.3 gives an overview of the evaluated
eigenfrequencies of the machine base.
A unied set of modes consisting of 27 mechanical eigenmodes in the frequency range according
to Tab. 4.3 and two thermal response modes has been used to reduce the nite element description
of the machine base and get a modal multield representation according to Fig. 3.12. The coupling
between the eigenmodes and the thermal response modes is comparable weak, but the unied set
No. Frequencies [Hz]
1-10 90.1 104.5 114.4 116.6 119.4 138.7 157.5 187.9 188.5 209.1
11-20 269.1 285.7 290.5 295.8 311.2 321.7 326.5 332.7 335.8 337.0
21-27 354.2 360.8 371.0 380.0 383.5 386.5 390.9
Table 4.3: Eigenfrequencies of the machine base obtained from a FE eigenvalue analysis.
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of modes is not orthogonal with respect to the mass and the stiffness matrix. In view of the fact
that both groups of modes contain a different physical information which is worth to be retained,
the unied set of modes has not been orthogonalised for the multibody simulation.
On a trial basis a supplementary orthogonalisation of the 29 modes has been performed yielding
1 694 Hz and 2 368 Hz as additional frequencies due to the thermal response modes, while the
eigenfrequencies of Tab. 4.3 remain unchanged.
4.3.4 Multibody Simulation
Fig. 4.9 shows the principle structure of the multibody model and the FE mesh of the magnet liner.
Also the complete machine base originates from the FE model and is mechanically represented as
exible body in modal representation.
Since the machine base rests on six feet, which are not xed to the foundation, its reference frame
has three degrees of freedom that allow a plane motion of the machine base frame w.r.t the inertial
frame. Six stick-slip force elements reect the dry friction conditions between machine base and
ground.
The suspension of the cantilever arm is modelled by spring-damper elements, which connect the
deformed magnet liner and the base of the cantilever arm. The cantilever arm itself is assumed
to be rigid. Since the arm moves along the liner, so called moved markers have be dened that
represent the working points of the suspension forces at the machine base.
The current position of a moved marker does in general not coincide with the position ck of a known
node k with the known modal matrix Φu(ck). Since the modal representation does not include
any topological information about the exible body, neither the position of the moved marker nor
its displacement due to the deformation of the machine base is given explicitly. Therefore, this
information has to be evaluated by interpolation from four known positions in the neighbourhood,
which is the actual capability of a moved marker. The reference point for Fig. 4.13 has been
modelled with such a moved marker. Thus, it is also veried that the interpolation of positions and
displacements works satisfactory.
In order to simulate the working task of the machine tool a controller for the y-drive is modelled.
The kinematic scenario from Fig. 4.10 serves as target specication of the control loop, which is
adjusted in such a way that the positioning error induced by the drive control is at least one order
of magnitude smaller than the other displacements and cannot falsify the results.
Three different measurements are compared in Fig. 4.14, where all results concern the displace-
ments w.r.t. the workpiece on the table of the machine tool. Again, it is assumed that the second
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Figure 4.14: MBS displacement results at the tool center point (TCP) in solid lines and at the
reference point P2 on the magnet liner in dashed lines. ∆r... denotes the absolute
displacement parallel to the work plane, while ∆z... is measured normal to the work-
plane. The third couple of curves in dotted lines visualises the TCP-displacements in
a simulation without any thermal load (ϑ = 0).
cantilever drive is out of use.
The dotted curves give the tool centre point (TCP) displacements of a multibody simulation without
any thermal loads and serve as a reference. These displacements are only caused by the response
of the machine base structure and the cantilever suspension to the dynamical loads given by the
predened kinematic scenario.
The other two measurement types in Fig. 4.14 additionally involve the displacements which are
induced by the temperature eld of the machine base.
The dashed curves plot the displacements of the reference point P2 on the magnet liner, which
moves with the cantilever arm. The solid curves again give the displacements of the TCP at the tip
of the cantilever arm. The difference between the P2- and TCP-displacements are caused by the
kinematic amplication of the cantilever arm.
The thermally induced displacements inuence the motion of the TCP mostly in the neighbourhood
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of the start position at the beginning and at the end of the simulation. However, since the working
task consists of a point-to-point job, these deviations are not crucial in this case. More important are
the deections at the stop position, which is reached several times within 0.4 s and 0.9 s. The dotted
and the solid curves differ here by about 10 µm to 20 µm, which is a relevant error concerning the
demanded accuracy of machine tools. It could be conrmed that thermal displacements of this
order of magnitude have already been observed in the industrial use of machine tools.
Besides the thermal deection, the response of the machine base structure corresponds mainly to
the acceleration curve in Fig. 4.10 and is of static nature. The vibrations in Fig. 4.14 primarily
originate from the compliance of the cantilever suspension. This statement could be veried by
an accompanying simulation, for which the compliance of the cantilever suspension is neglected.
The structural damping of the machine base has also no signicant inuence (Lehr’s damping
coefcient d = 0.004). These facts together with the lowest eigenfrequency of 90.1 Hz from
Tab.4.3 leads to the conclusion that the machine base is a well designed, stiff structure.
The time integration has spent 3 580 CPU-s. This high computational effort is caused by the high
frequency band width of the MBS model. Since the inertia terms that correspond to the thermal
response modes have not been neglected for this simulation, frequencies up to 2.400 Hz are present,
which leads to a very stiff system, cf. [Sim01].
With the results presented above the controller design of the machine may be extended to addi-
tionally consider thermal displacements modelled by a few thermal response modes. Temperature
sensors may be used to observe the thermal state of the real machine base. This thermal state drives
the thermal displacement state. With a discretisation by appropriate thermal response modes, it is
possible to compensate the thermal displacements by the control law. Thus, the feasibility of the
approach which enables to account for thermal inuences on the quality of working task of the
machine is demonstrated.
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5 Summary and Outlook
Outline of the Presentation
The multield description of the present work extends the classical exible body representation in
multibody dynamics. Therefore a review of the state-of-the-art in dealing with exible multibody
systems commences the exposition.
The kinematics are based on the oating frame of reference formulation to separate large reference
motion from linear elastic deformation, which is described by global modes. This approach is
inserted into the Hamilton’s principle in order to obtain the equations of motion. The exploitation of
the topology of multibody systems enables a very efcient recursive evaluation of these equations
for chain- or tree-structured systems as well as for structures with closed kinematic loops.
In order to obtain a linear material law that describes the inuence of mechanical, electrical and
thermal eld quantities on a material particle, a thermodynamical potential, namely the electric
Gibbs potential, is approximated by a quadratic form. Analogously to the displacement eld of the
exible body, the temperature eld and the electrical potential eld are spatially semi-discretised
by global modes. The coupled set of eld equations in weak form is obtained by means of a
generalised Hamilton’s principle and compared to the strong formulation of the thermal and the
electrostatic eld.
Since native electromechanical nite element data of beam and shell structures is not yet avail-
able in industrial nite element tools, a technique to evaluate the electromechanical data of piezo-
ceramic devices based on purely mechanical nite element data is introduced. Further modelling
issues such as verication are exemplied by the simulation of a metal sheet, which is excited by
a force impact. A strategy to control the structural vibrations and determine the optimal device
locations is given.
In view of some fundamental arguments from literature, so-called thermal response modes are pro-
posed in order to model thermoelastic problems. This scheme, which reduces the mechanical and
thermal nite element description into a modal representation, neglects the inuence of the inertia
terms regarding deections caused by thermal loads. The Gough-Joule effect, i.e. the inuence
of the mechanical deformation on the temperature eld, also turned out to be small enough to be
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neglected. The feasibility of the approach is shown by means of the simulation of a circular disc
with constant thermal loads and the simulation of hot spots on a brake disc. Evaluations with the
nite element method are taken as a reference in order to justify the statements about the proper-
ties of the modal multield approach. Thus, an extraordinary efciency with only small losses of
accuracy could be demonstrated.
An extended development environment for the design of smart structures consisting of nite ele-
ment, multibody simulation and computer aided control engineering tool with appropriate inter-
faces and software components is realised. The development of an active damping regime of a
railway car body exemplies the application of this environment. Since multibody tools are tai-
lored for vehicle applications, a large number of options and capabilities, which e.g. allow quasi-
stochastic excitations based on railway track measurements to be dened, support the assessment
of smart structures in specic design congurations.
In order to simulate the working task of a machine tool, the approximately 160 000 degrees of
freedom that are dened by the nite element model of the machine base are reduced to the es-
sential information of interest. The modal multield representation of the structure employs only
29 degrees of freedom and is therefore suited for control design as well. By analysing the simu-
lation results it can be shown that the thermally induced tool centre point displacements take on
remarkable values, which are difcult to gauge with conventional measurement devices of machine
tools.
Outlook and Open Problems
It is a characteristic of smart structures that the physical modelling is only one part of the actual
task. The design optimisation problem and the set-up of appropriate control concepts are important
as well. The presented methodology is supposed to support this process. However, additional
parameter studies and comparisons in order to streamline the weighting within the LQR control of
the piezo-ceramic devices in Sec. 3.1.4 are necessary.
The implementation of active structural control devices in practice still has to deal with major pit-
falls such as the handling of multi-channel-signal-processing for the simultaneous use of distributed
patches for actuation and sensor purposes.
Although realisations like tennis rackets and snow-boards exist, passive damping applications have
to deal with a crucial lack of robustness against parameter variations. That is why semi-active
strategies gain more and more importance, see e.g. [CC02]. Of course, the proposed environment
is suitable for the simulation of passive or semi-active vibration damping scenarios as well, in
particular if large reference motion is involved as demonstrated in [Hec03].
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Neglecting the inertia terms that correspond to the thermal induced deections is not only useful
to justify the denition of thermal response modes but also improves the numerical properties
of a thermoelastic multibody system. Therefore, the consistent transfer of the modal multield
approach into an industrial multibody simulation environment has to exploit this fact and neglect
specic mass terms, which requires a modication of the multibody formalism of Sec. 2.1.5.
The upgrade of the specic machine tool model from Sec. 4.3 will include the development of
an appropriate approach to discretise the temperature distribution on the magnet liner in space in
order to deal with continuously varying working tasks. The transient temperature behaviour of the
machine base during the warm-up phase is another point of interest.
The presented hot-spot-scenario in Sec. 3.2.4 only delineates the beginning of a development that
may lead to a consistent thermal and mechanical brake model. Possible subjects of research are
numerous and include effects such as temperature dependent friction, dynamical interaction of
brakes and vehicle suspensions or aircraft landing gears, wear prediction, electromechanical brake
actuation, anti-skid system set-up, brake noise generation and so on.
If all three considered elds - the thermal, the electrostatic and the mechanical - are simultaneously
present, the application of the modal multield approach constitutes a still outstanding modelling
challenge. The simulation of a micro-electromechanical device here comes to mind. A compari-
son of the publication by CHIAO and LIN, Self-Buckling of Micromachined Beams under Resistive
Heating [CL00], with the thermal buckling simulation in [HAV05] reveals that the problem speci-
cation in micro-scale systems are frequently quite similar to the macro-scaled systems which are
mainly addressed by the present thesis.
As a nal conclusion it may be stated that the presented low-dimensional representation of dis-
tributed phenomena opens new chances for system dynamical engineering issues. Complex ap-
plications, which could be analysed so far either in detail using the nite element method or only
roughly neglecting important inuences, may now be modelled more comprehensively from a sys-
tem dynamical point of view.
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A Specication of Input Data
In this chapter, the input data of all simulations presented in Ch. 3 is summarised. The reader
should therefore be enabled to reproduce all results and to assess the reasonability of the chosen
modelling approaches.
The appended ANSYS scripts were performed with the versions ANSYS Release 7.1 and ANSYS
Release 8.0, while the MATLAB scripts run with the Version 6.5.1.199709 Release 13 (Service
Pack 1). Both simulation tools are installed on a HP-UX 11.0 operating platform.
A.1 Control of a Metal Sheet
Tab. A.1 outlines the physical and geometrical information of the mechanical structure on which
the simulations in Sec. 3.1.4 are based.
Entity Symbol Unit Value
mounting structure
Young’s modulus E N/m2 2.1 · 1011
Poisson constant ν - 0.3 · 100
Density % kg/m3 7.85 · 103
Length m 1.3 · 100
Width m 1.0 · 100
Thickness 2|s0| m 0.9 · 10−3
Table A.1: Geometrical, physical and control set-up data of the simulations in Sec. 3.1.4.
The ANSYS script in Fig. A.1 refers to the data set in Tab. A.1 and may be executed in order to
obtain the nite element model of the simulated structure. The corresponding physical, geometrical
and control set-up data for the piezo-ceramic patches is given in Tab. A.2.
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/filname,metsheet,1
/PREP7
!*** geometry *************
BLC4, , ,1,1.3
!*
!*** element **************
ET,1,SHELL63
!*
R,1,.0009,.0009,.0009,.0009,,,
!*** material ***
MP,EX,1,2.1e11
MP,NUXY,.3
MP,DENS,1,7800
!*
!*** meshing **************
TYPE,1
REAL,1
MAT,1
LSEL,S,Length,,.9,1.1
LESIZE,all,,,10
LSEL,S,Length,,1.2,1.4
LESIZE,all,,,14
alls
MSHAPE,0,2D
MSHKEY,0
AMESH,all
!*
!*** boundary conditions ***
NSEL,S,NODE,,1,2
NSEL,A,NODE,,12,
NSEL,A,NODE,,26,
D,all,UX,,,,,UY,UZ
alls
!*
!*** end *******************
finish
save
Figure A.1: ANSYS script dening the FE-model of the simulations in Sec. 3.1.4.
Entity Symbol Unit Value
piezo-ceramic patch
c11 = c22 N/m2 1.26 · 1011
Elasticity c12 N/m2 7.95 · 1010
c44 N/m2 2.33 · 1010
Permittivity 33 F/m 1.3 · 10−8
Piezoelectric coefcients e31 = e32 C/m2 -6.5 · 100
Length m 9.29 · 10−1
Width m 0.1 · 100
Thickness s1 − s0 m 0.2 · 10−3
control set-up
Weighting factor kQ - 1.0 · 1010
Estimator eigenvalues ι ≤ −5.81 · 101
ι± j υ υ 1/s ≤ 2.96 · 100
Table A.2: Geometrical, physical and control set-up data of the simulations in Sec. 3.1.4.
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As a result of the modal reduction process which includes the generation of the electrostatical-
mechanical coupling data, the set of equations in (A.1) are yielded:
Muuz¨uu + Duuz˙u + Kuuzu = hf + Kuϕ zϕ ,
KTuϕzu + Kϕϕ zϕ = hϕ .
(A.1)
The terms of (A.1) are detailed in Table A.3.
Term Specication Reference
Muu I14
Kuu diag{2piω¯i}2 ω¯i see Tab. 3.1
Duu diag{4 pi ω¯i · 0.01 } ω¯i see Tab. 3.1
Φu(cm) see Tab. 3.3
hf Φ
T
u (cm) · ( 0 0 f(t) )
T
f(t) see Fig. A.2
Kϕϕ 6.035714 · 10
−5 · I140
Kuϕ see Tab. A.4
Table A.3: Specication of the matrices and vectors in (A.1).
The time plot of the force impact f(t), which acts on the central node and is represented by the
external force hf(t) in (A.1) is visualised in Fig. A.2.
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Figure A.2: Excitation force f = f(t) of the simulations in Sec. 3.1.4.
The mechanical-electrostatic coupling matrix Kuϕ for the 24 patches, which have been selected
for control may be reproduced according to Tab. A.4.
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Kouϕ × 10
3
Patch location according to the “rows/columns” in Fig. 3.5
5/3 6/3 4/7 5/7 6/7 7/7
Column
Row 1 2 3 4 5 6
1 -0.05271 -0.05271 -0.06994 -0.07128 -0.07128 -0.06994
2 -0.01336 0.01336 -0.06078 -0.02109 0.02109 0.06078
3 0.17383 0.17383 0.02452 0.02575 0.02575 0.02452
4 -0.16151 -0.16151 -0.00201 -0.02244 -0.02244 -0.00201
5 0.08756 -0.08756 0.04678 0.01631 -0.01631 -0.04678
6 0.04499 0.04499 0.07603 0.06706 0.06706 0.07603
7 0.14890 0.14890 0.69639 0.84684 0.84684 0.69639
8 0.19791 -0.19791 -0.04510 -0.00597 0.00597 0.04510
9 -0.20089 0.20089 0.02545 0.00501 -0.00501 -0.02545
10 0.88852 0.88852 0.29247 0.36419 0.36419 0.29247
11 0.36838 0.36838 -0.29860 -0.12046 -0.12046 -0.29860
12 -0.16931 0.16931 -1.29737 -0.51188 0.51188 1.29737
13 0.08835 -0.08835 0.87111 0.39817 -0.39817 -0.87111
14 -2.03473 -2.03473 1.34832 1.61667 1.61667 1.34832
Patch location according to the “rows/columns” in Fig. 3.5
4/8 5/8 6/8 7/8 5/12 6/12
Column
Row 7 8 9 10 11 12
1 -0.06994 -0.07128 -0.07128 -0.06994 -0.04525 -0.04525
2 -0.06078 -0.02109 0.02109 0.06078 -0.01057 0.01057
3 -0.02452 -0.02575 -0.02575 -0.02452 -0.18047 -0.18047
4 -0.00201 -0.02244 -0.02244 -0.00201 -0.19656 -0.19656
5 -0.04678 -0.01631 0.01631 0.04678 -0.08225 0.08225
6 -0.07603 -0.06706 -0.06706 -0.07603 0.10919 0.10919
7 0.69639 0.84684 0.84684 0.69639 -0.00829 -0.00829
8 -0.04510 -0.00597 0.00597 0.04510 0.23504 -0.23504
9 -0.02545 -0.00501 0.00501 0.02545 0.29432 -0.29432
10 -0.29247 -0.36419 -0.36419 -0.29247 -0.43043 -0.43043
11 -0.29860 -0.12046 -0.12046 -0.29860 -0.01715 -0.01715
12 -1.29737 -0.51188 0.51188 1.29737 -0.14617 0.14617
13 0.87111 0.39817 -0.39817 -0.87111 -0.15748 0.15748
14 1.34832 1.61667 1.61667 1.34832 -1.51955 -1.51955
Table A.4: The mechanical-electrostatic coupling matrix Kouϕ of those 12 patches on the upper
side of the sheet that have been selected for control in Sec. 3.1.4. The corresponding
matrix for the 12 patches on the lower side is given by the relation Kuuϕ = −Kouϕ.
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The simulations in Sec. 3.2.3 are based on the data set that is listed in Tab. A.5.
Entity Symbol Unit Value
Young’s modulus E N/m2 2.1 · 1011
Poisson constant ν - 0.3 · 100
Density % kg/m3 7.8 · 103
Thermal conductivity Λ W/(mK) 4.3 · 101
Thermal expansion α 1/K 1.2 · 10−5
Specic heat capacity c J/(kgK) 4.65 · 102
Inner radius ri m 0.75 · 10−1
Outer radius ra m 1.5 · 10−1
Thickness s m 0.7 · 10−2
Heat ux qB W/m2 3.0 · 103
Film coefcient hf W/(m2K) 1.0 · 101
Bulk temperature ϑ∞ K -2.0 · 102
Table A.5: Geometrical and physical data for the simulation in Sec. 3.2.3.
The modal temperatures Φϑ(c101) and displacements Φu(c101) in Tab. A.6 are necessary to repro-
duce the modal results, which have been presented in Fig. 3.15. Tab. A.6 and Tab. A.7 specify the
i 1 2 3 4 5 6 7
1 0.87510 0.40688 -1.06108 0.85506 0.10805 -0.26688 -0.41564
KϑR 2 0.42070 -0.40853 0.35791 0.46809 0.25855 -0.46681
3 1.32947 -1.09077 0.02433 0.50825 0.45817
× 4 0.97486 0.02561 -0.47928 -0.54225
5 0.77536 0.68636 -0.54814
104 6 0.94332 -0.14935
7 symm. 0.80697
hTϑN qB 1 0.96107 -0.44650 1.16539 0.93883 0.11808 0.29321 0.45588
hTϑR ϑ∞ 1 -0.64045 -0.29777 0.77656 -0.62579 -0.07906 0.19534 0.30419
Φϑ(c101) 1 0.02733 -0.02465 -0.03039 -0.01571 -0.03729 0.02288 0.03553
x -0.33167 0.59218 0.00874 0.56248 0.15440 -0.55310 -0.05368
Φu(c101) y 0.57078 -0.20656 -0.67374 0.00452 -0.67483 0.10753 0.63471
Table A.6: Verication Example 2: Robin load matrix and load vectors of (A.2), modal tempera-
tures Φϑ in [K] and modal displacements Φu in [m] concerning Node 101.
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Term Specication Reference
Muu I7
Cϑϑ I7
Kuu diag{2piω¯i}2 ω¯i see Fig. 3.14
Kϑϑ diag{κi} κi see Fig. 3.14
Kuϑ diag{2piω¯i}2 ω¯i see Fig. 3.14
Table A.7: Specication of thermal and mechanical system matrices of (A.2).
terms of the thermal and mechanical equations in modal representation:
Cϑϑ z˙ϑ + (Kϑϑ + KϑR) zϑ = hϑN qB + hϑR ϑ∞ ,
Muuz¨uu + Kuuzu = Kuϑ zϑ .
(A.2)
The FEM reference solutions are evaluated with the models that are documented in Fig. A.3.
/filname,thermodisc,1
/PREP7
!*** geometry *************
CYL4, , ,.15
CYL4, , ,.075
ASBA, 1, 2
!*** elements2switch ******
ET,1,SHELL57 ! thermal
!ET,1,SHELL63 ! mechanical
R,1,.007,.007,.007,.007,,,
!*** material *************
MP,EX,1,2.1e11
MP,NUXY,.3
MP,DENS,1,7800
MP,C,1,465
MP,ALPX,1,1.2e-5
MP,KXX,1,43
!*** meshing **************
TYPE,1
MAT,1
REAL,1
LESIZE,all,,,9,,,,,0
MSHAPE,0,2D
MSHKEY,0
AMESH,all
!*** boundary conditions ***
CSYS,1
!*** mechanical ***
!NSEL,S,LOC,X,.0749,.0751
!D,all,UX,,,,,UY
!alls,
!D,all,UZ
!*** thermal ***
NSEL,S,LOC,Y,-41,41
ESLN,S,1,all
SFE,all,1,HFLUX,,3000,,,
NSEL,S,LOC,Y,139,221
ESLN,S,1,all
SFE,all,1,CONV, ,10
SFE,all,1,CONV,2,-200
alls
!*** end *******************
finish
save
Figure A.3: ANSYS script dening the FE model of the simulations in Sec. 3.2.3.
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Tab. A.8 gives the linear physical parameters, which have been used for the nite element and the
modal modelling of the brake disc in Sec. 3.2.4. Consequently these values as well appear in the
ANSYS script in Fig. A.4 and again in the MATLAB script in Fig. A.7.
Physical Entity Symbol Unit Value
Young’s modulus E N/m2 8.0 · 1010
Density % kg/m3 7.25 · 103
Thermal conductivity Λ W/(mK) 4.7 · 101
Thermal expansion α 1/K 1.04 · 10−5
Specic heat capacity c J/(kgK) 7.0 · 102
Table A.8: Material data for linear analysis.
/filenam,StrHotSp
/PREP7
!*** elements2switch *********
ET,1,PLANE77 ! thermal
ET,2,SOLID90 ! thermal
!ET,1,PLANE82 ! mechanical
!ET,2,SOLID95 ! mechanical
!*** material ***************
MP,EX,1,8e10
MP,NUXY,.26
MP,DENS,1,7250
MP,C,1,700
MP,ALPX,1,1.04e-5
MP,KXX,1,47
!*** geometry ****************
CYL4,0,0,.075,0,.15,360,
CYL4,0,0,.075,0,.15,60,
CYL4,0,0,.075,60,.15,90,
CYL4,0,0,.075,90,.15,120,
CYL4,0,0,.075,120,.15,180,
CYL4,0,0,.075,180,.15,240,
CYL4,0,0,.075,240,.15,270,
CYL4,0,0,.075,270,.15,300,
CYL4,0,0,.075,300,.15,360,
APTN,all
!*** meshing ******************
TYPE,1
LSEL,S,RADIUS,,.074,.076
LESize,all,.00437,
LSEL,S,RADIUS,,.14,.15
LESize,all,.00873,
LSEL,S,LENGTH,,.0749,.0751
LESize,all,.00625,
AMESH,all
TYPE,2
MAT,1
ESIZE,,2
EXTOPT,ACLEAR,1,0,
EXTOPT,ATTR,0,0,0
VEXT,all,,,0,0,.01,1,1,1
!*** end **********************
ET,1,0
finish
save
Figure A.4: ANSYS script dening the FE model of Verication Example 2 in Sec. 3.2.4.
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Three MATLAB scripts are used to set-up the modal model of the brake disc. Fig. A.5 denes
a general quadratic B-spline. The script in Fig. A.6 evaluates the modal shape functions Φϑ(ck),
which are visualised in Fig. 3.18. The system matrices of (3.40) can be calculated with the script
in Fig. A.7.
function [y, dy]=myBspline(t,x);
%%%% evaluation of coefficients of quadratic B-spline %%%%%%%%%
%%%% t: knot vector, starts & ends with tripels, row vector %%%
%%%% x: position parameter, scalar %%%%%%%%%
%%%% y: values at x, row vector %%%%%%%%%
%%%% dy: derivatives at x, row vector %%%%%%%%%
y =zeros(length(t)-3,1)’; dy=y; %%% initialise
N= zeros(length(t)-1,3); dN=N; o=N; do=N; %%% initialise
if x >= t(1) && x <= t(end); %%% only take if inside
%%%%% get intervall index %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
i=length(t); %%% start at the end of t
while t(i)~=t(1) && i > 0 && x <= t(i)
i=i-1; %%% count downwards
end;
%%%%%% recursively evalute B-splines of order 1, 2 and 3 %%%
N(i,1)=1; %%% 1st order
for m=[2 3]; %%% 2nd and 3rd order
for j=[i-2 i-1 i];
if t(j) < t(j+m-1); %%% prevent division by 0
do(j,m)= 1/(t(j+m-1)-t(j));
o(j,m) =(x-t(j))*do(j,m);
end;
end;
for j=[i-2 i-1 i];
N(j,m) =o(j,m)*N(j,m-1)+(1-o(j+1,m))*N(j+1,m-1);
dN(j,m)=do(j,m)*N(j,m-1)+o(j,m)*dN(j,m-1); %%% chain rule
dN(j,m)=dN(j,m)-do(j+1,m)*N(j+1,m-1) %%% chain rule
dN(j,m)=dN(j,m)+(1-o(j+1,m))*dN(j+1,m-1); %%% chain rule
end;
end;
y=N(1:length(t)-3,3)’; dy=dN(1:length(t)-3,3)’; %%% return
end;
Figure A.5: MATLAB script to dene quadratic B-splines, see [RS99, Sec. 5.1].
A.3. Verification Example 2: Hot Spot 125
function [PtvX, gPtvX]=PHItheta(X);
%%%%%%% evaluation of modal shape functions for %%%%%%%%%%%%%
%%%%%%% thermal field of brake disc %%%%%%%%%%%%%
%%%%%%% X: cylindrical position on disc; %%%%%%%%%%%%%
%%%%%%% PtvX: vector of modal shape functions at X %%%%%%%%%%%%%
%%%%%%% gPtvX: gradient of modal shape functions at X %%%%%%%%%%%%%
thd= .01 %%% thickness of disc [m]
ri = .075 %%% inner radius [m]
ra = .15 %%% outer radius [m]
%%% coefficients w.r.t. axial co-ordinate X(3,1) %%%%%%%%%%%%%%%%
trz=[0 0 0 1 2 3 3 3]*thd/3;
[fz fzs]=myBspline(trz, X(3,1));
%%% coefficients w.r.t. radius co-ordinate X(1,1) %%%%%%%%%%%%%%%%
trr=ri+[0 0 0 1 2 3 3 3]*(ra-ri)/3;
[tmp tmps]=myBspline(trr, X(1,1));
fr(1)=1; frs(1)=0; fr(2)=tmp(3); frs(2)=tmps(3);%%% reduce approach
%%% coefficients w.r.t. angular co-ordinate X(2,1) %%%%%%%%%%%%%%%%
trp=[0 0 0:1:24 24 24]*pi/9; %%% easy
[tmp tmps]=myBspline(trp, X(2,1)+pi/3); %%% way to
tmp(:,22:23) = tmp(:,22:23) + tmp(:,4:5); %%% make a
tmps(:,22:23)= tmps(:,22:23)+ tmps(:,4:5); %%% cyclic
fp=tmp(6:23); fps=tmps(6:23); %%% B-spline
%%% multiplication according to Eq. (3.38) %%%%%%%%%%%%%%%%%%%%%%%%
i=0;
for iw=1:length(fp);
for ir=1:length(fr);
for iz=1:length(fz);
i=i+1;
PtvX(i,1) =fp(iw)*fr(ir)*fz(iz);
gPtvX(i,1)=frs(ir)*fp(iw)*fz(iz);
gPtvX(i,2)=fps(iw)*fr(ir)*fz(iz)/r;
gPtvX(i,3)=fzs(iz)*fp(iw)*fr(ir);
end;
end;
end;
Figure A.6: MATLAB script to dene modal shape functions of the hot spot scenario in Sec. 3.2.4.
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function [Ctt,Ktt,Ktr1,Ktr2,htn]=HotSpotSysMatrices();
%%% evaluate modal system matrices of the thermal %%%%%%%%%%%%
%%% equation of the hot spot scenario, see (3.40) %%%%%%%%%%%%
%%% Ctt: heat capacity matrix %%%%%%%%%%%%
%%% Ktt: conductivity matrix %%%%%%%%%%%%
%%% Ktr1: Robin load matrix, load area not included %%%%%%%%%%%%
%%% Ktr2: Robin load matrix, only load area considered %%%%%%%%%%%%
%%% htn: Neumann load vector, normalised %%%%%%%%%%%%
%% physical & geometrical parameters in SI-Units
rho =7250; % density
csp =700; % specific heat capacity
lambda=47; % heat conductivity
hf =1 ; % film coefficient
ri =0.075;% inner radius
ra =0.15; % outer radius
thd =0.01; % disc thickness
%% initialise %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Ctt=zeros(180,180); Ktt=Ctt; Ktr1=Ctt; Ktr2=Ctt; htn=zeros(180,1);
%% knotvectors for spatial load distribution %%%%%%%%%%%%%%%%%%%%%%
qtr=[0 0 0 1 2 3 3 3]*(ra-ri)/3 + ri;
qtp=[0 0 0 1 2 3 3 3]*pi/9;
qa=16/9; %%% normal. factor => q = 1 for r=ri+(ra-ri)/2, p=pi/6
%% location of Gauss points & corresponding weights for %%%%%%%%
%% gaussian quadrature with 3^2 (boundary) or 3^3 (volume) %%%%%%%%
%% points per element, exact for polynomial of 5th order %%%%%%%%
a= [-sqrt(.6) 0 sqrt(.6)]; b=[5 8 5]/9;
DR=[1+a, 3+a, 5+a]*(ra-ri)/6 + ri; wr=[b b b];
DZ=[1+a, 3+a, 5+a]* thd/6; wz=[b b b];
DP=[1+a]*pi/18; wp=[b];
for i=3:2:35;
DP=[DP, (i+a)*pi/18]; wp=[wp, b];
end;
%% differential volume and boundary elements %%%%%%%%%%%%%%%%%%%%%
dpdz=thd/3*pi/9/4; %%% cylinder surface element
drdp=(ra-ri)/3*pi/9/4; %%% circle sector element
drdpdz=(ra-ri)/3*thd/3*pi/9/8; %%% volume element
Figure A.7: Page 1 of the MATLAB script to evaluate the modal system matrices of the Verica-
tion Example 2 in Sec. 3.2.4, integration scheme see [ZT00a, Sec. 9.9].
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%%%% integration %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
for iz=1:length(wz);
for ip=1:length(wp);
for ir=1:length(wr);
GPV=[DR(ir); DP(ip); DZ(iz)]; %%% Gauss point
WV=wr(ir)*wz(iz)*wp(ip); %%% weight
%%%% volume integration %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[PtvX, gPtvX]=PHItheta(GPV); %%% get values & derivatives
Ctt=Ctt+PtvX*PtvX’ *GPV(1,1)* WV * drdpdz;
Ktt=Ktt+gPtvX*gPtvX’*GPV(1,1)* WV * drdpdz;
%%%% integration over both circle surfaces %%%%%%%%%%%%%%%%%%%%%%%%
if (iz==1) %%% only once
WS=wr(ir)*wp(ip); %%% weight
[PtvXo, void]=PHItheta([GPV(1:2,1);0.01]); %%% get values
[PtvXu, void]=PHItheta([GPV(1:2,1);0]); %%% get values
Ktr1=Ktr1+ (PtvXo*PtvXo’+ PtvXu*PtvXu’)*GPV(1,1)*WS*drdp;
%%%% integration over load area %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if (ip <=9) %%% only for angle p: 0 <= p <= pi/3
Ktr2=Ktr2+(PtvXo*PtvXo’)*GPV(1,1)*WS*drdp;
[Qr, void]=myBspline(qtr, GPV(1,1));
[Qp, void]=myBspline(qtp, GPV(2,1));
Qrp=qa*Qr(3)*Qp(3);
htn=htn + PtvXo*Qrp*GPV(1,1)*WS*drdp;
end;
end;
end;
%%%% integration over cylinder surfaces %%%%%%%%%%%%%%%%%%%%%%%%%%%
GPi=[ri; DP(ip); DZ(iz)]; %%% Gauss point
GPa=[ra; DP(ip); DZ(iz)]; %%% Gauss point
[PtvXi, void]=PHItheta(GPi); %%% get values
[PtvXa, void]=PHItheta(GPa); %%% get values
Wia=wz(iz)*wp(ip); %%% weight
Ktr1=Ktr1+(PtvXi*PtvXi’)*Wia*ri*dpdz;
Ktr1=Ktr1+(PtvXa*PtvXa’)*Wia*ra*dpdz;
end;
end;
Ktr1=Ktr1 * hf; Ktr2=Ktr2 * hf; Ktr1=Ktr1-Ktr2; %%% return
Ctt=Ctt*csp*rho; Ktt=lambda*Ktt; %%% return
Figure A.8: Page 2 of the MATLAB script of Fig. A.7.
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Fig. A.9 shows schematically how the thermal loads are applied at each contact event and has to be
read together with the transient load values of Tab. A.9.
0
 
 
 
ti ti+∆ti ti+1
∆ti / 3 ∆ti / 3 ∆ti / 3
q
 B,i
h
 f,i
h
 f,i−1
q
 B(t)
h
 f(t)
Figure A.9: Transient load scheme of the Verication Example 2 for 1 ≤ i ≤ 35, to be read in
conjunction with Tab. A.9.
The spatial distribution of the heat ux load follows from the analytical equations (A.3), which
dene a B-spline hump on basis of the quadratic B-spline curve b(ξ, τ ) with knot vector
τ = (τ1 τ2 τ3 τ4) and position parameter ξ:
b(ξ, τ ) =

0 if ξ < τ1 ,
(ξ − τ1)
2
(τ3 − τ1)(τ2 − τ1)
if τ1 ≤ ξ < τ2 ,
(ξ − τ1)(τ3 − ξ)
(τ3 − τ1)(τ3 − τ2)
+
(ξ − τ2)(τ4 − ξ)
(τ3 − τ2)(τ4 − τ2)
if τ2 ≤ ξ < τ3 ,
(τ4 − ξ)
2
(τ4 − τ2)(τ4 − τ3)
if τ3 ≤ ξ ≤ τ4 ,
0 if τ4 < ξ .
(A.3a)
τr = (0.075 0.1 0.125 0.15) [m] , τφ =
(
0
pi
9
2pi
9
pi
3
)
[rad] , (A.3b)
qB(r, φ, t) =
16
9
· qB(t) · b(r, τr) · b(φ, τφ) . (A.3c)
The equivalent formulation may be taken from Fig. A.8, where the load distribution appears after
the comment line % integration over load area %.
The matrix Φˆu(ck), which is necessary to reproduce the displacement results at a specic node k at
the position ck has to be evaluated according to the scheme in Fig. 3.12. The 180 modal temperature
elds ϑi are used to dene 180 mechanical loads hˆi and lead to 180 vectorial displacements ui(ck),
which form the matrix Φˆu(ck).
A.3. Verification Example 2: Hot Spot 129
Time Load Time Span Heat Flux Film Coefcient
i ti [s] ∆ti [1/100 s] qB,i
[
kW
m2
]
hf,i
[
W
m2K
]
0 0.0000 0.000 0 86.9
1 1.0000 0.435 317606 86.9
2 1.0760 0.442 303347 85.9
3 1.1531 0.449 289307 84.8
4 1.2316 0.456 275492 83.7
5 1.3113 0.464 261903 82.6
6 1.3924 0.472 248546 81.5
7 1.4749 0.481 235423 80.3
8 1.5590 0.490 222541 79.1
9 1.6448 0.499 209902 77.9
10 1.7322 0.510 197511 76.6
11 1.8215 0.521 185375 75.4
12 1.9127 0.532 173498 74.0
13 2.0060 0.545 161886 72.7
14 2.1015 0.558 150546 71.3
15 2.1994 0.572 139483 69.9
16 2.3000 0.588 128705 68.4
17 2.4033 0.605 118221 66.8
18 2.5097 0.623 108037 65.2
19 2.6194 0.643 98164 63.6
20 2.7328 0.666 88611 61.9
21 2.8503 0.691 79391 60.0
22 2.9724 0.718 70514 58.1
23 3.0996 0.750 61995 56.1
24 3.2326 0.786 53850 54.0
25 3.3724 0.828 46097 51.8
26 3.5200 0.877 38756 49.3
27 3.6770 0.936 31852 46.7
28 3.8454 1.009 25416 43.8
29 4.0281 1.103 19483 40.6
30 4.2295 1.228 14100 36.9
31 4.4571 1.410 9332 32.6
32 4.7246 1.705 5271 26.9
33 5.0659 2.328 2071 18.5
34 5.6556 6.316 104 9.1
35 6.0000 0.000 0 4.0
Table A.9: Verication Example 2: transient load denitions.
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In order to perform a nonlinear nite element analysis and reproduce the results of Fig. 3.21, the
material parameters of the ANSYS script from Fig. A.4 have to substituted according to the values
that are listed in Tab. A.10. The load denitions remain unchanged, but the parameters of the
ANSYS time integration scheme should be adapted.
Physical Entity Symbol Unit a0 aϑ
Young’s modulus E N/m2 8.635 · 1010 -2.1 ·107
Density % kg/m3 7.25 · 103 0.0
Thermal conductivity Λ W/(mK) 5.5 · 101 -2.67 ·10−2
Thermal expansion α 1/K 8.092 · 10−6 7.7 ·10−9
Specic heat capacity c J/(kgK) 5.998 · 102 3.34 ·10−1
Table A.10: Material data for the nonlinear nite element analysis as linear functions of the tem-
perature according to: a(ϑ) = ao + aϑ ϑ .
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