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i
Abstract
Electrical Impedance Tomography and Spectroscopy (EITS) is a noninvasive imaging
technique that creates images of cross-sections “tomos” of objects by discriminating them
based on their electrical impedance. This thesis investigated and successfully confirmed
the use of Code Division Multiplexing (CDM) using Gold codes in Electrical Impedance
Tomography and Spectroscopy. The results obtained showed 3.5% and 6.2% errors
in determining the position and size of imaged anomalies respectively, with attainable
imaging speed of 462 frames/second. These results are better, compared to those reported
when using Time Division Multiplexing (TDM) and Frequency Division Multiplexing
(FDM).This new approach provides a more robust mode of EITS for fast changing
dynamic systems by eliminating temporal data inconsistencies. Furthermore, it enables
robust use of frequency difference imaging and spectroscopy in EITS by eliminating
frequency data inconsistencies. In this method of imaging, electric current patterns are
safely injected into the imaged object by a set of electrodes arranged in a single plane on
the objects surface, for 2-Dimensional (2D) imaging. For 3-Dimensional (3D) imaging,
more electrode planes are used on the objects surface. The injected currents result in
measurable voltages on the objects surface. Such voltages are measured, and together
with the input currents, and a Finite Element Model (FEM) of the object, used to
reconstruct an impedance image of the cross-sectional contents of the imaged object.
The reconstruction process involves the numerical solutions of the forward problem;
using Finite Element solvers and the resulting ill-posed inverse problem using iterative
Optimization or Computational Intelligence methods. This method has applications
mainly in the Biomedical imaging and Process monitoring fields. The primary interests of
the author are, in imaging and diagnosis of cancer, neonatal pneumonia and neurological
disorders which are leading causes of death in Africa and world-wide.
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This chapter provides a brief motivation for conducting the research work in this thesis.
The motivation cites applications of this work and their importance in both biomedical
and industrial realms. A short review of literature around the research field is given to
put the research hypothesis, objectives, questions and limitations, that follow, in context.
Thereafter, the chapter presents a summary of the methodology employed. A section
discussing the contributions of this work and lastly an outline of this thesis document are
presented.
1.1 Electrical Impedance Tomography
Electrical Impedance Tomography (EIT) is a form of imaging used for biomedical and
process imaging. Medical Imaging is an integral part of diagnosing injury, physiological
changes and monitoring of medication given to patients. It provides position, size and
shape information about internal contents of a subject. These may be organs or anomalous
tissue, such as: cancer tumors and blood clots. Some of the most common forms of
imaging are: X-ray, Computed Tomography (CT), Magnetic Resonance Imaging (MRI),
Electrical Tomography [1] and Ultrasound. Most of the former techniques are slow and
utilize large machinery that are not ideal for on-the-go use such as in ambulances. EITS
provides a unique imaging tool from the other methods, since it is the only method that
provides information about the electrical impedance of objects.
Electrical Tomography take one of four modalities being Electrical Resistance Tomography
(ERT), Electrical Capacitance Tomography (ECT), Electromagnetic Inductance (EMT)
1
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and Impedance Tomography. In each of these imaging methods, an electrical property
of the constituents of some object is used to create a distribution map of that property
across the cross-section of the entity. These are conductivity, permittivity, permeability,
and a combination of the first two giving rise to impedance [1; 2; 3]. Spectroscopy on
the other hand, exploits the frequency dependence of object impedances to discriminate
them.
The different modalities have their advantages and disadvantages, but EIT is by far
the most advantageous and generic method. ERT is the simplest and requires minimal
electronic instrumentation. However, this method does not allow the use of Spectroscopy
and frequency difference imaging, as resistance is independent of frequency. ECT solves
some of the problems posed by ERT. EIT combines both modes at the expense of complex
electronics instrumentation.
In EITS, electrodes are placed along a cross-section of the imaged object. Some or all of
these electrodes are used for injecting known current patterns into the object, while some
or all are used for measuring resulting surface voltages. Figure 1.1 shows a configuration
where 15 currents referenced to ground are applied on single electrodes (odd numbered
electrodes) and resulting differential surface voltages are measured between each pair
of even numbered electrodes. All the injected currents are returned through a single
grounded electrode.
The geometry of the object, the location of the electrodes, the injected currents and
measured surface voltages are then used to determine the distribution of the electrical
property of the object in the plane of the cross-section. This is achieved using Finite
Difference (FD) or Finite Element Methods (FEM) to solve the Partial Differential
Equation (PDE), that governs the electromagnetic behavior inside and on the boundary
of the imaged object, and using reconstruction algorithm s that solve the resulting inverse
problem. While any number of electrodes can be used in EIT, it is common practice to
use 8, 16, 32 and 64 . . . electrodes in tomography systems, and the spatial resolution of
reconstructed images improves with increasing number of electrodes.
2
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Figure 1.1: A EITS configuration showing simultaneous single electrode current injections
(odd electrodes), with a single grounded current return path and simultaneous differential
voltage measurements between all even numbered electrodes.
If one cross-section is used a 2-Dimensional (2D) system results. Otherwise, if more cross-
sections are interrogated, a 3-Dimensional (3D) implementations of EITS is realized. Both
2D and 3D implementations have been successfully researched and reported [1; 4]. Static
applications of EIT collect a single set of measurements to create the distribution image,
and have also been successful. Difference methods require a reference measurement,
which is subtracted from another measurement taken at a different time or frequency to
reconstruct a distribution of admittivity, conductivity or permittivity changes. Dynamic
applications of EITS are those concerned with imaging changes in objects. These pose
a challenge regarding required image frame rates to cope with the rate of change of the
imaged objects.
The attainable frame rates are limited by a number of factors, namely: data acquisition
3
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multiple access schemes used, bandwidth of used electronics, and speed of reconstructing
EIT images. The first factor is of prime interest to the research work proposed in this
thesis. Previous applications, research and published works have to the best of the authors
knowledge all focused on two main multiple access methods which are, Time Division
Multiplexing (TDM) and Frequency Division Multiplexing (FDM). In the application of
TDM Wilkinson and colleagues reported an Electrical Resistance Tomography (ERT)
system that could capture and process 1000 frames/second using one iteration of the
Newton-Raphson reconstruction algorithm [4]. FDM was reported by [2; 5], with up
to 280 frames/second. The challenges facing EITS systems are: inaccurate and low
bandwidth electronics instrumentation, slow reconstruction software, and the ill-posed
nature of the reconstruction problem arising, which result in errors and lower spatial
resolution of images compared to other imaging modalities such as X-ray, Magnetic
Resonance Imaging (MRI) and Computed Tomography (CT).
1.2 Multiplexing in EITS
Electrical impedance tomography has received wide research attention, both in the medical
imaging field and Process tomography. It has a number of advantages over the other
imaging modalities in that, tomography systems used are small in physical size, it is
non-intrusive, cost-effective and relatively fast. However, due to the size and budget
constraints of the systems, multiplexing has been researched to come up with a method
that offers a cost-effective, accurate and high frame rate option. These multiplexing
techniques include Time Division Multiplexing (TDM), which allocates time slots to
current sources and voltmeters in a mutually exclusive manner. By design this method
provides data from excitation currents and surface voltages measured at different times.
This introduces temporal data inconsistencies which may deteriorate the accuracy of
reconstructed images, especially for fast changing dynamic systems.
The second approach is Frequency Division Multiplexing (FDM). In FDM several non-
overlapping frequency bands are allocated to each current source within the allocated
bandwidth. It has been found that in general FDM gives higher frame rates of about
280 frames/s in [2], while TDM offers lower frame rates under common implementations.
Wilkinson and colleagues reported an optimized Electrical Resistance Tomography used
to obtain frame rates of about 1000 frames/s [4]. Because FDM excites different injection
electrodes with sinusoidal currents at different frequencies, the measured resultant surface
voltages maybe inconsistent if complex impedances (frequency dependent) are imaged.
This results in poor reconstruction results, especially if some of the excitations occur on
4
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the amplitude roll-off of the frequency response of the imaged impedances. Another
multiple access method is the Code Division Multiplexing (CDM), in which pseudo
random (PN) codes are used to modulate the input current patterns. This approach has
the benefit of frequency re-use and is popular in communication systems. One reported
use of CDM in sensing can be found in [6].
It was observed in [7] that in the vicinity of of 128 kHz, the impedance of a banana
was indistinguishable from that of the background saline solution. This means if time
difference imaging were to be used with a sinusoidal stimulus signal at 128 kHz, the
imaging results would be poor. Electrical Impedance Spectroscopy (EIS) can be used
to achieve better results in imaging. This is achieved by sweeping the frequency of the
injected excitation signals within some frequency range and making use of the frequency
that yields optimum discrimination of contents. Alternatively, multisine inputs can be
used to simultaneously inject currents at different frequencies. In addition to that,
multiple frequency imaging can be used in difference imaging, as opposed to using
measurement sets taken at different times and subtracting them. The sets can be taken
at different frequencies of the same spectroscopic data set. This doubles the temporal
resolution of EIT, as only one measurement is needed as opposed to two for time difference
imaging. Furthermore, this provides a means of difference imaging where time reference
measurements are not available. Alternatively, applications in Biomedical Engineering
have made use of EIS for tissue identication/classication [8]. Other reported works on
EITS can be found in [9; 10].
Works reported to date used TDM and FDM [4; 2; 5]. McEwan et al [7], used pseudo-
random binary codes on a tomography system for time and frequency difference imaging of
a banana object. However, this work does not fully employ the Code Division Multiplexing
principle, as it only used two simultaneous codes implemented on a reprogrammed UCL
Mark 2.5 system. Gevers and colleagues in [11], used Walsh-Hadamard codes to modulate
sinusoidal inputs in their system.
1.3 EITS Reconstruction Methods
Reconstruction methods used in EITS imaging can be grouped into three different classes.
The first is static imaging in which only a single voltage measurement set vm is required.
A Finite Element Model of the imaged object is used with an initial estimate of the
admittivity distribution γ(r) within the object; where r = (x, y, z) is a 3-dimensional
position of the admittivity, to compute surface voltages vc = f(γ(r)). The errors between
5
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computed and measured voltages are used to iteratively update the estimated admittivity
distribution with computed increments ∆γ(r), until a chosen measure of error between
the computed and measured surface voltages (often the sum of squared errors at each
electrode) is minimized below a set level σ. A candidate algorithm that minimizes a
scalar cost function (1.3-1) can be used to solve the reconstruction problem. Detailed
accounts of alternative reconstruction algorithms can be found in [12; 13; 14].
min∆γ(r)J =‖ vm − f(γ(r)) ‖2Q + ‖ ∆γ(r) ‖2R (1.3-1)
The set ∆γ(r) that minimizes the cost is then used to update the initial guess of
admittivities, and the minimization process is repeated until the error value is below
the desired value.
γ(r) = γ(r) + ∆γ(r) (1.3-2)
The matrix Q is a penalty matrix used to emphasize the importance of minimizing the
errors at each measurement electrode. The weights are usually chosen based on the
calibrated measurement accuracies on the individual measurement electrodes, because it
would be unreasonable to require minimization of voltage errors beyond the accuracy of
measurement on the respective electrodes. R is the regularization matrix, that contains
prior information to constrain the computed increments ∆γ(r) based on the known
geometrical structures. This matrix improves the conditioning of the matrix computations
involved in minimizing (1.3-1). A result of this method is an absolute admittivity
distribution that is used to create a tomogram in the case of 2-dimensional imaging.
The accuracy of this method relies heavily on knowledge of contact impedances between
electrodes and the imaged object as well as the prior geometrical information regarding
impedance changes. Such knowledge is often not available, overlooked or limited in
practical applications. This method provides absolute admittivities which may provide
vital information on the imaged object or industrial process. Research reported in [15],
presents different models for electrodes to be included in this reconstruction method,
placing emphasis on the improved performance offered by the use of the complete electrode
model (CEM).
The second approach first measures a reference measured voltage data set vr, and another
data set vm acquired after admittivity changes have occurred. The dependence of this
approach on temporal changes in admittivity renders it useless in situations where a
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reference can not be obtained due to lack of temporal change in admittivity, such as
imaging of static biological tissue distribution. The two measurement sets are then
subtracted from each other and the difference used with in reconstruction algorithms
such as the Sheffield back projection [16], Gauss-Newton [17] and sensitivity method
initially proposed by Kotre in [18].
Advantages of this method are that it results in a linearized and simpler reconstruction
problem under the assumption of small admittivity changes. Furthermore, the differencing
of measured voltage sets alleviates the effects of contact impedances between electrodes
and imaged object since they cancel out. The disadvantage is that time-differential data
only provides images of temporal changes, which means parts of the imaged object that
are static can not be detected even if they have different admittivities such as bone and
fatty tissue.
The third method takes a single measurement set, through application of currents that
stimulate a range of different frequencies or two data set obtained at different frequencies
of excitation currents. The two data sets taken from different frequencies are subtracted
from each other and used in a similar manner to vr, and vm in time difference imaging.
However, this provides frequency difference imaging since the used measurement sets are
obtained at different frequencies (possible at the same time). This approach can identify
static admittivities if they have different impedances (frequency dependent) and can be
used to locate bones and fatty tissue due to their different frequency responses [19].
The disadvantage and a factor that has been overlooked in most reported works is that
subtracting measurement sets at different frequencies no longer alleviates the effects of
contact impedances between electrodes and imaged object, as achieved by time difference
imaging. This is because such contact impedances are frequency dependent, and it has
been reported that if they change by as much as 20%, they can render reconstructed
images meaningless [20]. Consequently, the complete electrode model (CEM) has to be
used along with a measurement of the electrode contact impedances [15; 21].
A systematic deficiency in most reported research works in EITS is that standardized
performance measures that allow comparison among different system implementations
and methods are not provided. Proposals of such performance measures have been
presented in [22]. Another problem with most simultaneous current injection and voltage
measurement systems is that they use different injection and measurement electrodes
which increases the total number of used measurement electrodes. This is because the use
of the same electrodes for both injection and measurement places stringent performance
requirements on each current source used as discussed by Tapson and colleagues [23], along
with their proposal of circuits to achieve the task. Some research has placed the blame
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of poor performance on electrodes geometrical structure and placement, and conducted
research to determine optimal electrodes [24].
1.4 Statement of Hypothesis
The main objectives of this research work are to investigate the application of CDM to
Electrical Impedance Tomography/Spectroscopy (EITS). This is based on the hypothesis
that, if orthogonal (or nearly so) pseudo-random binary codes (PN) are simultaneously
applied as excitation current to the electrodes of a tomograph, and respective voltages are
measured, the cross-correlations of the injected PRN code currents and measured voltages
will give the impulse responses, whose fast Fourier transforms can be used to reconstruct
images of complex impedances of the imaged object contents. Such object characterizing
information will provide direct frequency response data of the contents of the object for
contents classification and monitoring. Frequency difference imaging is also an important
aspect of this approach, allowing diagnostics that can not be performed where baseline
conductivity data of contents is not available, such as in stroke patients [25]. This
approach is also followed due to its ability to inject higher excitation signal energies,
evenly distributed over the bandwidth of a broadband EITS system. The method can
achieve high frame rates, and better discrimination at multiple frequencies. In order to
confirm this hypothesis, the following questions have to be answered:
1. Can simultaneously injected pseudo-random binary codes be used to extract usable
channel impulse response (impedance) data in a shared medium (phantom) that
can provide enough information to enable reconstruction of impedance distribution
within the phantom?
2. Can impulse responses from imaging biological specimen provide enough impedance
variation with frequency to enable frequency difference imaging?
3. Will the developed EITS system enable spectroscopy and wide-band EIT?
4. What imaging quality is attainable through CDM EITS as compared to TDM and
FDM?
5. What are the achievable advantages and disadvantages of CDM EITS over TDM
and FDM if any?
A fully functional 16 electrode Tomography system using CDM and capable of capturing
at least 10 image frames per second has to be designed and implemented. Phantom tests
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to verify the functionality of the developed system have to be performed. An approach
for computing standard performance measures on reconstructed images using only the
actual .jpeg or .png etc. images and not the raw reconstruction data should be developed
to allow comparison of the developed system and other reported works.
1.5 Contributions
While code division multiplexing (CDM) and system identification using pseudo-random
binary codes have been used in Communications and Control Systems Engineering,
these concepts have not been deployed on a complete simultaneous current injection and
voltage measurement system before. This work extends these concepts in that manner
and provides proof of their applicability as well as uncovering some of the challenges,
weaknesses and advantages when compared to the currently used TDM and FDM. Using
TDM, it is possible to inject either a chirp, or pseudo-random code signals in a manner
reported in [26] and [7]. However, TDM produces low frame rates due to its sequential
manner of current injection. It is established in this research that the use of CDM in
EIT for simultaneous injection of currents increases the speed of imaging, and provides an
alternative to TDM. The injection of a chirp signal using TDM can be used for wide-band
spectroscopy as reported in [26].
For fast changing dynamic imaging applications however, the serial injection of the
stimulus signal captures the system data in different times for each separate injection.
The time lag between injections of a single data set collection can introduce temporal
inconsistencies that may render TDM based spectroscopy useless in such fast changing
systems. Due to the simultaneous nature in which injection is done in the current work,
and its ability to achieve spectroscopy, such temporal data inconsistencies are eliminated
making it ideal for spectroscopy on fast changing systems.
FDM provides a means of achieving simultaneous injection of currents. However, such
currents being injected at different frequencies means they excite different sections of the
frequency spectra of the imaged object contents. If these frequencies are selected over
a range of frequencies in which the impedances of the contents change drastically, this
introduces data inconsistencies (spectral) between different channels which can result in
poor imaging quality. However, because CDM allows frequency re-use among all channels,





While the motivation for this study was to develop a device that can be used for Biomedical
imaging, it is beyond the scope of this work to take the study to human testing. The
tomography system developed in this work is aimed at verifying the research hypothesis.
It is not intended to be the best design in terms of hardware capabilities, as it is limited
by budget constraints. Part of the study investigates possible applications of the device,
but it is not part of the scope that such applications be pursued. The performance of the
ultimate device depends heavily on reconstruction methods used, it is however, not an
objective of this study to develop new reconstruction tools and software, but rather to use
and integrate existing ones if available. Some parts of this study which are mechanical
in nature may be outsourced as they fall outside the author’s area of expertise.
1.7 Research Approach
To the author’s knowledge at the present time there is no reported, fully functional
wide band CDM tomograph system using simultaneous Gold codes current injection
and measurement of surface voltages. Tapson and colleagues [27] implemented a two
electrode serial injection tomograph using the UCL Mk 2.5 platform reprogrammed to
produce two gold codes. In this study, a 32 electrode CDM tomograph was designed
and constructed. This system was interfaced with a saline phantom for phantom testing.
Gevers and colleagues [11] reported a narrow-band system which used Walsh-Hadamard
codes to modulate a sinusoidal excitation input on 8 simultaneous current injection
electrodes. Their system provides improved interference immunity between different
inputs. However, due to the fact that the used codes do not have Dirac delta auto-
correlation, they are not ideal for the CDM approach presented and tested in this research
work.
The complete system was calibrated using a homogeneous saline solution in the phantom
to enable Time Difference (TD) imaging. Experiments were performed by placing an
object inside the phantom filled with a saline solution, and both homogeneous and
inhomogeneous data sets measured at different time instances. These data sets were
used for time difference and frequency difference imaging. The imaging results obtained
were compared to results of equivalent FDM and TDM tomography systems reported in
literature, through a set of defined performance indices. Figure 1.2 shows the author’s
mind map and break-down of activities in conducting the research work and Figure 1.3
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shows a critical path analysis. Simulations of a full CDM EIT system were performed as
proof of concept for the proposed simultaneous current injection and voltage measurement
system. The simulations were done using the EIDORS software [28] running on MATLAB.
Analysis of the resulting images was done and comparisons made between them and









































































































































































Chapter 1 - Introduction
This chapter gives a brief account of the theory of EITS, and presents the hypothesis
statement, research questions, objectives and limitations of this research work. The
problem of simultaneously exciting the imaged object with equal bandwidth, broadband
current patterns is presented. Such current patterns are proposed in the hypothesis to be
pseudo-random binary codes used in a Code Division Multiplexed manner. To confirm
the hypothesis, a plan to develop a prototype hardware and software tomography system
is presented, along with a research approach and contributions of the research work.
Chapter 2 - Electrical Impedance Tomography/Spectroscopy (EITS)
This chapter is aimed at broadly introducing the field of Impedance Tomography with
emphasis on its variants, and extensions to Spectroscopy (EITS). The different forms of
electrical tomography: ERT, ECT and EIT are qualitatively explained. The simplicity
of ERT and its inability to provide frequency-difference imaging and spectroscopy are
discussed. Configurations of ECT and EIT and explanations of how they addresses
the limitations of ERT are also given. EITS which is a hybrid of ERT and ECT is
discussed, with its major disadvantage being the increased number of electrodes and
complex electronics. The chapter further presents different multiplexing methods used in
EITS, their advantages and limitations. TDM and FDM are reviewed along with their
inherent temporal and frequency data inconsistencies, which motivate the investigation
of this study.
Biomedical safety and conformance standards critical in the biomedical application of
EITS are given in this chapter. Discussions of the instrumentation configuration used
in EITS systems are presented and the details of the subsystems that may be used
in designing and integrating the hardware system covered. The preferred four-electrode
impedance measurement system is discussed and its disadvantage of increasing the number
of electrodes. For simultaneous current injection, a challenge of ring connected current
sources arises. This problem imposes stringent requirements on the design of such sources
and contributes towards low quality of attainable results in EITS, along with the effects
of parasitic electronic components, signal-to-noise ratio and attainable bandwidth. The
discussions of electronic instrumentation in this chapter are mainly based on the popular,
current injection and voltage measurement type of tomography system. Choices of
materials used to make electrodes and their geometrical structures are discussed. The
choice and structure of these electrodes is based on their conductivity, corrosion resistance
and to avoid injecting toxic metal ions into the imaged subject.
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A mathematical formulation of the Elliptic partial differential equations (PDE) that
govern the EITS problem, discussions of the Finite Difference Method and Finite Element
Method used in solving the resulting PDE (forward problem) are presented. These are
followed by the algorithms used to compute the impedance image of the imaged object
from the forward solution, the measured surface voltages and geometrical data of the
hardware system (inverse problem). Popular algorithm used for the inverse problem
are: the Newton-Raphson, back-projection, sensitivity method and Neural networks.
Overviews of how these algorithms work and their salient strengths and weaknesses are
presented as a prelude to the choice of the algorithm to be used in this work.
Chapter 3 - The Proposed Approach: CDM EITS
This chapter presents the formulations of EITS using CDM, on which the fully parallel
EITS system developed in this Thesis is based. These confirm that theoretically it
is possible to extract impulse responses of input-output channels on the tomography
systems, and that they can be used to reconstruct EITS images. In addition to these
formulations, a presentation of the mathematical models (Poisson equation and boundary
conditions) governing the EITS problem is given. Formulations of a Finite Element
(FEM) solution method for solution of the governing PDE is also given in this chapter.
FEM offers accurate solutions of the weak form, without strict smoothness requirements
on the trial solutions. Furthermore, FEM can model irregular boundaries accurately
through the use of small, isoparametric elements. Finally, a presentation of the algorithm
used to reconstruct the admittivity images is provided. This is a modified version of
the Newton-Raphson method that includes regularization using prior information and
error weighting based on the noise-error-ratios on each measurement electrode of the
tomography system. While the presented formulations have already been published by
the author and his former supervisor, this research is the first confirmation of these
concept, using a broadband simultaneous injection EITS system.
The research is classified under applied quantitative research, that requires the design
of an experimental tomography prototype, simulations of the proposed method and
experimentation for data generation. This chapter gives details of performance measures
that are used to compare the developed method with other reported EIT approaches:
TDM and FDM. These performance measures are the size error (SE), position error (PE),
amplitude response (AR), noise-error-ratio (NER), shape deformation, detectability, frame
rate, ringing, distinguishability, repeatability, accuracy, reciprocity, and low frequency
drift. These provide a standard platform for comparison of different EIT systems, despite
their infrequent of use in previously reported works.
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Chapter 4 - Simulations and proof of concepts
Here simulations that confirm the hypothesis of this research work are reported. Properties
of pseudo-random binary codes are discussed and their use tested on simple system
identification problems. The lack of sufficient numbers of maximal length and small
set of Kasami codes of the same length, non-impulse auto-correlation and perfect cross
correlation properties of Walsh-Hadamard codes are also discussed. Gold codes are
discussed and found to be good compromise codes due to their correlation properties,
multiplicity of codes with the same length and ease of processing. Simulation results
of EITS using Gold codes are presented and analyzed. These simulations confirm the
hypothesis and are found comparable to reported works using FDM and TDM. Simulation
results show 9.7% position error, 18.7% size error, 26.4% noise-error-ratio, and 17.6%
distinguishability. This chapter is based on a paper presented in the IEEE AFRICON
2015 conference [29].
Chapter 5 - EITS System Design
This chapter documents the design of the prototype EITS system (hardware and software)
that is used in this investigation. The needs for a new device, functional and non-
functional requirements are given. These include: the sampling rates, bit resolution
of data acquisition devices at more than 16 bits, signal levels and compliance at 0.1
mA for injected currents and 10V for measured voltages and number of electrodes.
Furthermore, design concepts using different technologies such as microprocessors, FPGA,
special purpose data acquisition cards, personal computers and industrial computers are
presented. Based on their ability to meet the technical specifications, complexity, cost
and portability, these concepts are compared. A prototype concept using special purpose
data acquisition cards is chosen for this work, and a more expensive concept that offers
the best technical performance based on an FPGA, industrial computer system is chosen
for ultimate implementation beyond the scope of this Thesis.
Chapter 6 - EITS System Testing
The designed system is tested for proper performance in this chapter and its limitations
and possible improvements discussed. Measurement noise levels are analyzed and found
acceptable at 25% of the smallest anticipated measurement and 0.25% of the voltage
compliance of the system. Ghosting due to the multiplexed and high frequency nature
of the system is also reported in this chapter with possible remedies, and effects on
attainable performance. Phantom tests are performed using the prototype system and
results and presented. Several biological objects are successfully imaged in a saline
phantom. Different Gold code lengths are also investigated in an effort to increase
imaging speed but it is found and reported in this chapter that shorter codes result
in lower quality results. The effects of the chosen current injection protocol, using one
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ground electrode is discussed, and its uneven current density distribution pointed out.
Frequency difference imaging was also successfully experimented, but showed limitations
due to the low bandwidth of the electronics hardware used. In general this chapter
reports successful functionality of the proposed method using Gold codes in CDM for a
broadband EITS system.
Chapter 7 - Results Analysis and Discussions
In this chapter, results of phantom tests performed are analyzed to extract some of
the performance measures used to compare CDM EITS using Gold codes to other EIT
modalities namely: TDM and FDM. The findings of this chapter have been published in
a Journal article, in the IEEE Transactions of Biomedical Circuits and Systems [30].
Analysis reveals that the method proposed here yields results that are better than
most reported works as follows: 3.5% position error, 6.2% size error, 31.3% noise-error-
ratio, and 13.7% distinguishability. The hardware used in this work was low cost and
significantly impaired the performance of the system compared to most reported works.
Frequency difference imaging results analysis presented in this chapter confirmed its
successful use in CDM EITS, with 4.9% position error, 11.5% size error and 30.4% noise-
error-ratio, but also revealed the need for higher hardware bandwidth, which was not
available due to budget constraints. The proposed simple image processing approach of
extracting performance measures presented in the Simulations chapter is also successfully
used in this chapter. Analyses presented in this chapter provide concrete answers to the
research questions and confirm the Thesis hypothesis.
Chapter 8 - Conclusions
Conclusions are drawn based on the obtained results and discussions presented in Chapters
3 to 7. These conclusions are drawn in line with the hypothesis, questions and objectives
of this research work articulated in the Introduction chapter. Based on the findings of this
research, recommendations for improvement and future work activities are also given in
this chapter. All the questions of this research are answered positively through simulation,
experimentation and results analysis. The only question with an implied answer is that
of use of CDM EITS for spectroscopy. This is due to the fact that the low cost prototype
system used did not provide enough bandwidth to enable conclusive assertion. The
conclusions state a confirmation of the hypothesis, that indeed simultaneous injection of
pseudo-random binary (Gold) codes can be used to extract data necessary to reconstruct
impedance images of subjects. However, injection of multiple codes suffers from cumulative
errors, due to cross-correlation non-idealities. Recommendations and directions for further
work are to implement a fully functional high bandwidth system with higher bit resolution
for data acquisition, and to investigate methods of reducing the errors arising in signal





This chapter gives a qualitative description of Electrical Impedance Tomography and
its workings. Different modalities: Electrical Resistance Tomography (ERT), Electrical
Capacitance Tomography (ECT), and Electrical Impedance Tomography/Spectroscopy
(EITS) are discussed. Their advantages, weaknesses and reported applications are given.
These are presented here to provide context within which the proposed method is developed.
Different modalities and technologies of EITS may be preferable based on the intended
applications.
Electronic instrumentation used in the design of Tomographs is a first integral part
towards a working system. In a large number of reported works, instrumentation is
often reported as a culprit for poor performance. This is because of accuracy, bandwidth,
tolerance, parasitic effects, input and output impedances and cost associated with it.
An overview of critical considerations in Tomography instrumentation is given in this
chapter. Most of the discussion is biased towards the more popular current injection type
of systems. Correct implementation of electronics instrumentation sets a platform for a
successful system.
Following successful hardware implementation, the reconstruction problem has to be
solved in software to generate tomograms. Some of the factors that affect the quality
of reconstruction achieved in EITS are reviewed. The chapter describes the forward
problem in reconstruction which can be solved using Finite Difference (FD) Methods or
Finite Element Methods (FEM). The inverse problem is then reviewed, and some of the
most popular algorithms used for solving it namely: the Sheffield back-projection, the
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sensitivity method, Newton-Raphson and Neural Networks presented. The reconstruction
problem is nonlinear and ill-posed, and is the main reason for the low quality in EITS
imaging.
2.1 Electrical Impedance Tomography/Spectroscopy
Electrical Tomography is a non-invasive technique used to obtain cross-sectional images
of objects by interrogating the electrical and electromagnetic properties of the internal
constituents of such objects. The name “Tomography” was derived from a Greek word
tomos, which means section. These properties are the electrical conductivity, electrical
permittivity and electromagnetic permeability [31] of the constituents individually, or
combined to give impedance.
Electrodes are mounted in a plane around the cross-section to be imaged. Designed
current patterns are injected between some electrodes while potential differences are
measured across some. Bipolar alternating currents (AC) are used in order to avoid
polarization of the contents of the object under investigation. Alternatively, voltages are
applied across pairs of electrodes and currents measured from others. Voltage input is
particularly used for capacitance tomography, as it yields poor results for other modes
[1]. When such electrodes are mounted in a single plane, a 2-dimensional image of the
object in question sliced along that plane is obtained. Multiple electrode planes can also
be used in order to create 3-dimensional images.
The spatial resolutions of EIT images is considerably lower than the common imaging
modalities, such as X-ray and MRI, however the temporal resolution is much higher for
EIT. Furthermore, EIT is less dangerous compared to these alternative methods as it does
not utilize destructive and ionizing radiation energy to interrogate the imaged object. An
important disadvantage of EIT, which is also responsible for its low spatial resolution is
that, unlike high energy radiation such as X-rays, electrical current does not necessarily
travel in straight lines through the imaged body, nor is it confined to the imaging plane,
which complicates the reconstruction process significantly and turns it into an ill-posed
inverse problem.
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2.1.1 EITS Modalities
In resistance tomography, current is injected between a pair of electrodes. Potential
differences are measured between all other adjacent electrodes. This approach produces
a resistance/conductance map of the object’s cross-section by discriminating among the
conductivities of the different types of contents. This form of Electrical Tomography is
more intrusive in many of its applications, as direct contact is needed with the imaged
object. Figure 2.1, illustrates the type of measurement arrangement. Furthermore,
resistance/conductance is a frequency independent property, which removes the option
of spectroscopy and frequency difference imaging. This is a major disadvantage as such
techniques can enhance image quality and temporal resolution.
The choice of current patterns to be used in ERT is not restricted, especially if such
currents are not injected simultaneously into the imaged object. This enables the method
to use short duration signals, and increase the attainable temporal resolution such as 1000
frames/s reported in [4]. Short duration signals have low excitation energy that may
reduce the system accuracy. In applications where conductivity is a dominant property
of the imaged medium, and high frame rates are required, this method is preferable.
Figure 2.1: This figure illustrates a typical measurement arrangement in Resistance
Tomography. It can be seen that AC current is injected between a pair of electrodes
e7 and e8. Potentials are then measured across all other adjacent electrodes.
In ECT, contents of an entity can be differentiated based on their dielectric properties.
This is a form of capacitive sensing that is based on the fact that the capacitance between
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any two plates depends on the dielectric distribution between them. Hence, forming a
number of capacitors around the object in question, a map of the dielectric profile of the
object’s contents can be established [32], by applying a voltage across a pair of electrodes
and measuring the currents in other electrodes. An illustration is given in Figure 2.2.
Figure 2.2: This figure illustrates a typical measurement arrangement in Capacitance
Tomography. In it, a voltage is applied across electrodes e7 and e8 (transmitter node)
and currents measured from all other electrodes, converted to a voltage (I to V) and
transmitted for processing in differential form.
This method is less intrusive, and provides the option of spectroscopy and frequency-
difference imaging as the interrogated property is frequency dependent. However, in
exploiting the frequency dependence of reactance, the choice of excitation signals is
limited, in order to excite a wide frequency range. Most systems use sinusoidal current
patters at discrete selected frequencies for this in order to avoid complexity. Chirp signals,
multi-sine, and pseudo-random binary sequences can be used for the excitation [33; 34].
Discrete interval random binary sequences (DIRBS) offer optimized energy over the signal
bandwidth [34]. These signals, however only guarantee this an even distribution on the
discrete frequencies for which they are optimized. This requires a priori knowledge of
frequencies of interest which may not be available in EITS. Furthermore, while correlation
properties of a single code are known, information on the multiplicity of equal length codes
and their cross-correlation properties is not available in literature.
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A more detailed discrimination of contents of an object can be obtained by interrogating
both its capacitive and resistive properties. This gives rise to a dual-mode type of
Electrical Tomography, Impedance Tomography. This modality carries the advantages of
the other two methods while also suffering from an increased number of needed electrodes,
more complex electronics and subsequent signal processing. Literature has reported the
use of separate electrodes for interrogating resistivity and permeability [2] and other
published works have used the same set of electrodes for both [23]. A similar configuration
to that of Resistance Tomography can be used for EITS.
2.1.2 Multiplexing Methods in EITS
In order to establish which injected current is responsible for voltages observed on the
measuring electrodes, it is necessary to to use multiplexing in EITS. Different multiplexing
schemes are explained in this section, as they apply to EITS. Some of their applications
and achievements are also discussed in this section.
The simplest way of avoiding interference between, or distinguishing among multiple
transmissions through a shared transmission medium and within the same frequency
band is to use time division multiplexing (TDM). Unfortunately, while this is an appealing
approach which has enjoyed, and is still seeing wide deployment in the field of tomography,
it mainly suffers from low frame rates, due to lengthy voltage measurement times [2;
6]. Wilkinson and colleagues [4], developed an optimized ERT system using TDM
and achieved up to 1000 frames/s. Furthermore, other problems have been identified
pertaining to this scheme, one of them is caused by induced impulses on the injected
currents due to the switching process. TDM offers the least interference between injecting
electrodes, however it lengthens measurement times if longer current patterns are used to
increase excitation energy. Furthermore, it results in temporal data inconsistencies when
imaging fast changing systems.
The challenges outlined for TDM, and the need for higher frame rates at relatively low
complexity in dynamic imaging brought about a move in research to Frequency Division
Multiplexing [2; 5]. The work reported by Teague [2] reported a temporal resolution of
280 frames/s when using FDM. This migration to FDM however, comes at a price of
a higher electrode count for EITS systems. This is because injection of currents and
measurement of voltages using the same set of electrodes suffers from errors introduced
by contact impedances between the electrodes and imaged object [35]. Furthermore,
this places stringent performance requirements on the current sources used as they are
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connected in a ring [23]. Even more important, is the change in tissue impedance with
frequency in biomedical applications. This therefore, prompts a careful selection of a
frequency band with a more gentle change in impedance and allocating the different
FDM channels within it [1; 5].
2.2 Instrumentation in EITS
The choices and design of electronic hardware are influenced by the application at hand.
For biomedical applications, it is required that total injected currents be less than 1
[mA] [36]. Furthermore, all electronic devices used on the same subject should have a
common ground to avoid unwanted leakage currents. Leakage currents may also arise
due to parasitic circuit components and electromagnetic coupling between separate sub-
circuits [1; 35]. It is desirable that live subjects be isolated from the electronic equipment.
Galvanic isolation is often achieved through diode protected broadband inductors. It
is important that application specific considerations be given to the design for EITS
instrumentation.
The problem of identifying the impedance of an object is formed around two alternative
procedures. One is to pass a known current through the object and measure the resulting
potential drop in order to compute the impedance, a method used by Barber and Brown
[37]. The other is to apply a voltage across the object and measure the resulting current
flowing through the object [38]. Between the two approaches current injecting and voltage
measurement has seen wide deployment in EITS systems due to performance deterioration
if imaged object impedances are of comparable magnitudes to the output impedance of
voltage sources. Furthermore, most measurement boards take voltage inputs and require
a transimpedance stage, which alters the measurement, and requires calibration [39].
This is mainly due to the fact that the performance of voltage stimulation is heavily
affected by the impedance of the object being imaged, due to the relatively small output
impedances of voltage sources resulting in voltage divider configurations [1; 35].
Configurations of EITS systems differ according to technology choices, starting from
Current vs Voltage excitation, the number of sources used at the same time and whether
the sources are single-ended or floating. Pedro and colleagues used mirrored single-
ended current sources and reported an improvement in output impedance [40], over
the normal and modified Howland sources [41; 42]. Single-ended sources are also used
in [43], with a single ground path to all. In multiple source systems instrumentation
errors are cumulative and can be analyzed stochastically as done in [35]. The number
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of simultaneously used measuring devices, whether or not they are single ended or
differential, and whether the driving signal synthesis method is analogue or digital are
also important factors.
A multiple source configuration is given in Figure 2.3 and used in the discussions that
follow. It assumes current excitation and voltage measurement. If one source is used, it
has to be multiplexed in time thorough all injecting electrodes of the system. Measurement
of voltages is also done in a differential manner across all electrodes of the system. For
the purpose of generality, digital synthesis of the driving signal is chosen as it requires
more hardware stages.
Simultaneous injection of currents through multiple sources and simultaneous voltage
measurement on the same or separate electrodes set, comes with substantial challenges
of SNR, Common Mode signals, complexity, and accuracy. It was mentioned earlier
that inaccuracies in injected currents grow cumulatively with the increasing number of
sources. This therefore calls for conservative design, in which the accuracy requirements
on each source are tightened in order to achieve a reasonable overall system accuracy.
The most obvious approach has been to break each electrode into a part for current
injection and another for voltage measurement. However, this is expensive and restricts
the size of electrodes, hence the accuracy of measurement. An alternative approach
has been proposed and tested in [23], using the same electrodes for the task and is a
step towards reducing the complexity of EITS systems while preserving the measurement
quality. The test apparatus used by the authors does not present a closed ring of current
sources. The results presented are therefore, not fully representative of the emergent
problems. Simultaneous injection of currents and measurement of voltages on the same
set of electrodes remains a problem in EITS.
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2.2. INSTRUMENTATION IN EITS
In EITS, a signal in the form of a voltage is generated using analog hardware or synthesized
using some form of digital electronics. This signal is used to drive a current source in
order to provide excitation currents injected into the imaged object. In the case of analog
electronics, the hardware is straightforward in the sense that mainly oscillators are used
to generate sinusoids, or some forms of pulse generators for pulse excitations. However,
digital electronics is becoming a common place for producing such driving signals. Three
approaches are widely adopted in digital synthesis. In the first one samples of the digital
waveform are stored in FLASH devices and continuously clocked out. With appropriate
logic, only half of the wavelength of the synthesized periodic waveform needs to be stored,
as it contains all the information needed to re-produce the waveform. Microprocessors
are commonly used for this purpose.
The second approach uses Direct Digital Synthesis (DDS) techniques in which samples
are stored and a phase increment Φ is used to address the samples in a clocked manner
resulting in waveforms of different frequencies depending on the size of the phase increment.
It is evident that quantization of the phase increment becomes a problem, and may result
in large spectral impurities. Some DDS ICs utilize phase dithering in order to deal with
this problem [35]. The generated digital waveform is then passed through an Digital-to-
Analog Converter (DAC), this stage introduces further signal impurities due to resolution,
quantization, and signal to noise ratio. Advantages of this method are: flexibility and
synchronization between the source and demodulator for digital demodulation.
As an alternative, driving functions are generated by a mathematical or logic function
of time. In such a case, the signal can be generated directly in time [44]. When using
pseudo-random binary sequences as proposed here, such sequences can be stored and
clocked out or computed online using shift registers and feedback polynomials.
A wide range of conductive materials can be used as electrodes based on their impedances,
conductivity properties, availability and toxicity to the body [1]. The most common
are metal electrodes, which come in the form of silver, gold, stainless steel, copper, tin
and platinum. Stainless steel is commonly used in phantom based systems due to its
corrosion resistance while silver is common for biomedical applications. As an alternative
to metals other materials are used such as carbon and polymers, in an effort to try and
avoid injecting metal ions that may be toxic into the body.
The size, geometry and placement of these electrodes have a strong influence on the
attained reconstruction quality. General guidelines dictate that current injection electrodes
should be large, while voltage measurement electrodes should be small. In addition,
electrodes should not be placed too closed to each other since this prevents the current
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from penetrating deep into the imaged object. Corroborating research results from [10; 45]
indicate that optimum performance is achieved when about 80 − 90% of the imaged
object’s surface is covered by the electrodes. Conflicting with some of the ideas above,
results reported by Wang and colleagues [24] show that there is a point where increasing
electrode sizes results in poorer results. Furthermore, they argue that injecting electrode
size does not have to be large, presenting FEM simulation results that show that; the
spacing between compound electrodes should be large the space between the injecting and
measuring electrodes should be small, and decreasing injection electrode width increases
the imaging sensitivity at the center of the imaged object. A practical concern is that,
the gel often used under electrodes to reduce the electrode-skin contact impedance often
smears across electrodes, creating a short circuit. The investigated electrode types are




single piece for injecting
current and measuring
voltages
(b) Circular and rectangular compound with a
round center piece for measuring voltage and outer
piece for injecting current
Figure 2.4: Most common electrode structures
In impedance measurements, inaccuracies often show up. These are due to inclusions
of contact impedances between measuring electrodes (probes) and the specimen whose
impedance is being measured. The simple form of impedance measurement setup in
which this problem is eminent is the two terminal measurement, in which current is
injected through and voltage measured across the same pair of electrodes. This scenario
is illustrated in Figure 2.5 and the resulting measured voltage v(t) depends on the contact
impedances Zc1 and Zc2 as well as the load impedance Z.
v(t) = (Zc1 + Zc2 + Z)i(t) (2.2-1)
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Figure 2.5: A two terminal impedance measurement, in which electrode-object contact
impedances are included in the measured impedances and cause errors.
An attempt to nullify the effects of contact impedances is to have a pair of electrodes
for current injection and a separate pair for voltage measurement. Due to the high input
impedance of voltmeters, the current flowing through the contact impedances is negligible
and renders the voltage across them negligible. This is the four terminal impedance
measurement illustrated in Figure:2.6.
v(t) = Zi(t) (2.2-2)
Figure 2.6: A four terminal impedance measurement, in which electrode-object contact
impedances are rendered negligible by splitting current injection and voltage measurement
electrodes pairs.
This configuration is used in a large number of Impedance Tomography applications,
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especially ones that use multiple current sources simultaneously to inject current into an
imaged object. As the number of current sources increases, this configuration results in
double the number of electrodes, requiring reduced electrode sizes, which in turn reduces
the image quality. An alternative method has been proposed by Tapson and colleagues
[23], that allows simultaneous injection and measurement using shared electrodes, among
multiple current sources and will be tested in this work.
2.3 Image Reconstruction in EITS
In single source EITS systems, one source is used to inject currents between a pair of
electrodes, and resulting voltages are measured across the remaining adjacent electrode
pairs. The source is time multiplexed across all electrode pairs. The voltage measurement
can happen in a time multiplexed manner or simultaneously. In this scheme, two major
injection protocols are dominant and these are illustrated below.
1. Adjacent Electrode Injection: In this protocol a single pair of adjacent electrodes
is used to inject currents, while the remaining adjacent pairs are used to measure
surface voltages. The injection and measurements are repeated using a different
injection pair, and measurements until all adjacent electrode pairs are exhausted.
This is illustrated in Figure 2.7, with the current injected between electrodes e15 and
e16, and voltages being measured between electrodes (e1,e2), (e2,e3), . . . , (e12,e13)
in a 16 electrode system. Taking into account, the reciprocity of measurements,
this results in n(n−3)
2
measurement for a complete measurement data set.
Unfortunately, this measurement protocol results in more current density close to
the injecting electrodes than at the interior of the imaged object, as can be seen by
rotating the concentric red lines in the object to use all electrodes pairs for current
injection.
2. Opposite Electrode Injection: To counter the poor current distribution of the
previous protocol, an improved injection pattern involves current injected between
a pair of opposite electrodes while voltages are measured between each of the
remaining electrodes and a reference electrode chosen close to one of the injecting
electrodes. In Figure 2.8, an illustration is made where current is injected between
electrode e1 and e9 in a 16 electrode system, and voltages are measured between
all remaining adjacent electrode pairs. A variant of this injection protocol places
injecting electrodes at an arbitrary angle , and this is called the trigonometric
injection [46].
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Figure 2.7: Injection of current through electrodes e15 and e16 and measuring of
potentials between (e1,e2),(e2,e3), . . . , (e12, e13).
While the current distribution is still dense close to the electrodes, this protocol
results in a much more even current distribution within the imaged object (especially
the center), and also results in n(n−4)
2
measurements in an n electrode system. It
is reported however, that EIDORS reconstruction software does not handle this
protocol well and may result in ghost mirror images during reconstruction [47].
On the other hand, some systems that have been reported use all electrodes to inject
currents simultaneously and measure voltages simultaneously. These systems have the
advantage of being able capture static images in which reconstruction is achieved from a
data set captured at one instance. In addition, difference images taken at different time
instances, or different frequencies can be reconstructed, with the advantages of being
less sensitive to electrode object contact impedances. Simultaneous injection systems
can result in higher frame rates enabling the imaging of objects with changing internal
admittivity topologies such as oil pipelines, mineral and process applications and emptying
of intestinal contents. In this approach, orthogonality is achieved by exciting the object
at different frequencies or using orthogonal current patterns such as the one proposed
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Figure 2.8: Injection of current through electrodes e16 and e8 and measuring of potentials
between (e1,e2),(e2,e3), . . . , (e14, e15).
here of CDM. These are commonly referred to as Applied Current Tomography (ACT).
Variants of the above injection and measurement protocols can also exist in single ended
mode. The currents can be injected in a Time Multiplexed manner on each electrode
with a ground return path, or through all injecting electrodes simultaneously with single
ground return electrode [43]. Furthermore, the voltages can also be measured in a
multiplexed fashion or simultaneously between measurement electrodes and ground.
2.3.1 The Forward Problem
The forward problem of EITS is concerned with solving for resulting boundary potentials
vc(r) at points r = (x, y, z) on the surface of the imaged object with known cross-sectional
conductivity distribution, when well designed current patterns are injected through it.
The current patterns can be simple in TDM systems, while in FDM systems the currents
injected at different electrodes (pairs) need to be at orthogonal frequencies. In CDM based
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tomographs, the currents injected at different electrodes are modulated with orthogonal
(or nearly so) binary random codes.
The current patterns injected on the boundary surface of the imaged object, set up current
densities within the object. These current densities result in spatial potentials inside the
object and on the boundary. These relationships are governed by Maxwell’s laws which
are summarized in the equations that follow [48; 49; 50].
∇ · E = ρ
ε
(2.3-1a)
∇× E = −∂B
∂t
(2.3-1b)
∇ ·H = 0 (2.3-1c)
∇×H = J + ∂D
∂t
(2.3-1d)
Where ρ[C/m3] is the charge density, E[V/m] and D = εE[C/m2] are the Electric field
and Electric flux intensity respectively. H[A/m] and B = µH[T ] are the Magnetic field
and Magnetic flux intensity respectively. ε[F/m] is the permittivity while µ[H/m] is the
permeability. J = σE[A/m2] is the current density, and σ[S/m] is the conductivity.
The electric field is a conservative gradient field, with its potential function being the
voltage u(r) hence: E(r) = −∇u(r) and ∇×E(r) ≈ 0 at low frequencies because of low
Electromagnetic induction. By taking the Fourier Transform of the equations, it can be
noted that:
∇×H(r) = J(r) + jwD(r) = (σ(r) + jwε(r))E(r) = γ(r)E(r) = −γ(r)∇u(r) (2.3-2)
Where w[rad/s] is the frequency and j =
√
−1. The term γ(r) = σ(r) + jwε(r) is
the complex admittivity, the inverse of whose is the complex impedance Z(r) = R(r) +
jwX(r). It then follows from the equation above, and the fact that the divergence of curl
of a vector field is always zero ∇ · (∇×H) = 0 that.
∇ · (∇×H) = −∇ · (γ(r)∇u(r)) = 0 (2.3-3)
inside the imaged object O. In accordance to the Fourier transformed equations the
potential u(r) is considered here as a complex phasor at a particular frequency w.
On the boundary of the imaged object, conditions can be developed for current injecting
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electrodes, grounded electrode, voltage measuring electrodes as well as the free object
boundary regions. Based on the findings presented in [15], the formulations of the
boundary conditions are those of the complete electrode model in order to optimize
the accuracy of the system. Ignoring the effects at the edges of the current injecting
electrodes, the instantaneous total normal current at each of these electrodes can be




J(r, t) · nds =
∫
e
γ(r)∇u(r) · nds (2.3-4)
The ground electrode is responsible for sinking the sum of all the currents injected on
the other Ni current injecting electrodes, and ensuring charge conservation. Hence, the







γ(r)∇u(r) · nds] (2.3-5)
Equations (2.3-4) and (2.3-5), are no longer standard Neumann conditions. When separate
injection and measurement electrodes are used, the voltage measuring electrodes ideally




γ(r)∇u(r) · nds = 0 (2.3-6)
Furthermore, the current density on the free sections of the object boundary is zero and
therefore,
γ(r)∇u(r) · n = 0 (2.3-7)
Lastly, the curl of the current density is zero at all electrodes, under the assumption of
high conductivity and constant voltage in short time intervals.
∇× J ≈ 0 (2.3-8)
If the same pairs of electrodes are used for injection and measurement, the complete
electrode model incorporates the electrode contact impedance zi, into the measured
voltage equation on electrode i as follows:
vi = ui(r) + ziγ(r)∇u(r) · n (2.3-9)
where ui(r) is the potential on the boundary of the imaged object in contact with the
electrode. Erkki and colleagues [15] specify that conservation of charge and ground or
zero potential must be specified in order to guarantee the uniqueness and existence of the
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Ii = 0 (2.3-10)
16∑
i=1
vi = 0 (2.3-11)
With the formulated boundary conditions, and constant admittivity, the forward problem
in EITS is concerned with solving either Poisson’s or Laplace’s equation for surface
potentials on an object of known internal admittance distributions, excited with known
current patterns along the same surface.
The solution to this Partial Differential Equation (PDE), Boundary Value Problem
(BVP), can be found by re-defining it as an extremizing Variational problem [51]. While
some simple scenarios of this problem are mathematically tractable for analytical solution,
majority of problems are significantly complex, and require a numerical solution. Among
others, Finite Difference (FD) Methods, Finite Element Methods (FEM) and Boundary
Element Methods have been used in this regard. Major sources of error in the FD
method are the truncation errors of the first order finite divided difference approximations
of differentials, inaccuracies in the formulation of irregular boundaries and numerical
computer precision [52]. Apart from these the FD method solves the strong form (PDE)
of the EIT problem, whose results are accurate. Further improvement in the solution
accuracy can be attained by increasing the refinement, which means decreasing the size
of the FD divisions or the control volume. However, this comes at the cost of heavy
computation due to the increased number of equations to be solved. The Finite Element
Method is used in solving the weak form or Integral Equation (IE) of Boundary Value
Problems (BVP), arising in Science, Engineering and other fields of Applied Mathematics
including EITS [53]. These problems are represented by Ordinary or Partial differential
equations derived from conservation laws of Physics, examples of these are the Poisson
equation and wave equation. These equations with their boundary conditions (Neumann,
Dirichlet or Mixed) can be solved by transforming the problem into equivalent weak
forms directly or through a variational minimization approach. In FEM a linearization
of nonlinearities is performed. This places a constraint on the dynamic variables of the
problem or system under investigation to small changes. Several software packages are
available for solution of FEM problems, one of them is DEAL II [54]. This method is
much more complex to implement compared to the FD approach. However, FEM relaxes
the stringent smoothness requirements on the trial solution of the PDE and results in
better accuracy due to better modeling for irregular boundaries, using isoparametric and
high order elements.
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2.3.2 The Inverse Problem
The Forward problem of EIT is concerned with solving a Poisson or Laplace equation to
get surface potentials ui on electrodes i = 1, 2, 3, . . ., and is important for understanding
the properties of, and the conditioning of the reconstruction process. It uses geometrical
information of the imaged object, injected currents i, admittivity distribution γ(r), which
is initialized through an informed guess process, and updated iteratively to compute the
surface potentials: vc(r) = f(γ(r), i). The Inverse problem is concerned with determining
the admittivity distribution γ(r) within the imaged object from the knowledge of the
injected current patterns on injecting electrodes and the measured voltages on the sensing
surface electrodes. Numerous methods have been proposed for solving the Inverse problem
including iterative methods [48; 18] and Neural Networks [2; 55; 56]. A single shot method
using the sensitivity coefficients matrix was also presented by Kotre in [57]. The most
illustrative and popular of the methods is the back-projection approach introduced in the
next section, followed by the Sensitivity S based methods. Neural Networks have also seen
application in the reconstruction problem solving to avoid the time consuming iterative
algorithms. These are also introduced later in the text. Several softwares packages are
available for solving inverse problems in EIT, the most popular of which is the Electrical
Impedance and Diffuse Optics Reconstruction Software (EIDORS) by Lionheart and
colleagues [28; 58]. Some of the developments and challenges in reconstruction methods
were reviewed by William Lionheart in [14].
Backprojection
Perhaps the most intuitive reconstruction algorithm is that of Barber and colleagues [59],
which is derived from the methods used in Computed Tomography (CT) [60]. In CT the
radiation travels through the imaged object in a straight path. If the object is exposed to
radiation at different angles, the attenuation profiles of the measured eminent radiation
from the incident radiation angles can be used to localize the attenuating objects in 2-
and 3-dimensions as illustrated in Figure 2.9 where only two orthogonal incidence angles
are used to image an object located 4 O’clock inside a bigger object.
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Figure 2.9: CT using vertical and horizontal radiation beams showing clear variation
on the measured radiation’s attenuation profile around the object’s (x, y) location. The
image is a free hand sketch for illustration and it is not from practical measurements
Unfortunately, in EITS currents do not travel in straight paths. However, with the
assumption of small conductivity variations in the imaged object, and well defined current
densities due to injected currents, equipotential lines can be defined in the object projecting
towards the voltage measurement electrodes as shown with red and blue lines inside the
circular object in Figure 2.10. In this idealized view of the problem, it is then evident from
the image that only v1, v2, v3 will be affected by the removal or placement of an object
at 4 O’clock (see smaller circular object) inside the imaged medium, when current i2 is
injected. Also, only v2, v3, v4 are affected by the same object when current i1 is injected.
The measured voltages due to a current are called a projection of such a current. It is
then clear that as more currents are injected among electrode pairs, the mesh generated
by the overlap of different projections becomes finer and finer, enabling the localization
of conductivity changes within the object based on observed voltage variations from all
projections.
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Figure 2.10: The figure illustrates the concept of backprojection as applied to EITS,
showing that only v1, v2, v3 are affected by the presence or absence of an object at 4
O’clock, and only v2, v3, v4 are affected due to currents i2 and i1 respectively. The
intersection of all affected projection bands marks the location and geometry of the
conductivity changes
The weaknesses of the algorithm are the assumptions of evenly distributed current density
and restriction to small conductivity changes. Looking at the way this algorithm works, it
becomes clear how geometrical errors get introduced during reconstruction. Furthermore,
it is also clear that the spatial resolution of reconstructed images is limited by the number
of electrodes.
Sensitivity Methods
For lower bounded admittance values in a region O, the forward problem gives rise to the
solution of an Elliptic PDE, with Neumann boundary conditions given by the injected
currents at injecting electrodes.
In sensitivity based methods, the argument is that for a region O partitioned into small
subsections (pixels) P (x, y) in two dimensions, each with a given admittivity value γ(x, y)
and current injected at electrode (or electrode pair) em a voltage can be measured at
sensing electrode (or electrode pair) en, denoted vm,n,x,y. A small variation occurring to
the value of γ(x, y) such that the new admittance is given by:
γ̃(x, y) = γ(x, y) + δγ(x, y) (2.3-12)
will produce a variation in the measured voltage [61] such that:
ṽm,n,x,y = vm,n,x,y + δvm,n,x,y (2.3-13)
where δvm,n,x,y ∝ δγ(x, y), and if the proportionality constant is defined, it is given
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. This proportionality constant is referred to as the sensitivity
coefficient and a collection of these coefficients in matrix form corresponding to each
pixel within the domain D is called the sensitivity matrix or Jacobian. A derivation
performed by Breckon and Pidcock in [62], shows that these constants can be computed
as the surface integral of the inner product of the gradients of potential fields um and un







∇um · ∇undA (2.3-14)
where dA is a area segment of the pixel. This then means that there is a sensitivity
coefficient linking every surface potential to the effects of each pixel. If instead of
attaching Cartesian positions on pixels, they are just numbered from i = 1, 2, 3, . . . , nP ,
where nP is the total number of pixels then P (x, y) = P (i), Sm,n,x,y = Sm,n,i and the
sensitivities can be collected in a matrix equation as:




S1,1,1 S1,1,2 . . . S1,1,nP
S1,2,1 S1,2,2 . . . S1,2,nP
· · . . . ·
· · . . . ·
· · . . . ·

Because the number of pixels is not the same as the observed surface measurements, the
sensitivity matrix is not square. This means that the solution of the equation has to use
the Moore-Penrose (Generalized) inverse to obtain a least squares solution δγ.
δγ = (STS)−1ST δv (2.3-15)
This computed vector at iteration number k is used to update the initial estimate (or
computed) admittances for the next iteration k + 1.
γk+1 = γk + δγ (2.3-16)
The iterative process is therefore outlined below and is repeated until the admittance
perturbations are less than an acceptable margin ‖δγ‖ < ζ, or the set number of iterations
is reached.
Step 0: Compute or estimate the initial admittivity values γ for the homogeneous medium.
Step 1: Solve the forward problem for surface voltages using current transmittance values.
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Step 2: Compute the sensitivity matrix according to equation (2.3-14), and compute the
transmittance change δγ
δγ = (STS)−1ST δv (2.3-17)
Step 3: Update the admittivity values
γk+1 = γk + δγ (2.3-18)
Step 4: If ‖δγ‖ < ζ, or the set number of iterations is reached terminate, else go back to
Step 1.
2.3.3 The Modified Newton-Raphson Algorithm
The Newton-Raphson algorithm has been used in most published works [4; 63], with a
reported execution time less than 1 ms per image frame. In this algorithm, the geometry
of the imaged object, placement of electrodes and an internal model (PDE), of the object
are captured in a function vc = f(γ(r)), defined by a FEM or FD model. This function
is in general, nonlinear and models the relationship between the image partitions or
pixels, at location r = (x, y, z) within a 3-dimensional object, whose values are local
admittivities γ(r), and the computed surface voltages on the measuring electrodes. The
algorithm minimizes a sum of squared errors between the computed surface voltages and
the actual measured set of voltages vm on the imaged object.
minγ(r){J = [vc − vm]T [vc − vm] = [f − vm]T [f − vm]} (2.3-19)







(vm − f) (2.3-20)
where f
′
is the Jacobian matrix of f with respect to all the spatial admittivities γ(r).
γ(r) = γ(r) + ∆γ(r) (2.3-21)
The increments are used to update the current admittivity values and the computation
is then repeated until the cost is less than a determined value J ≤ ζ or the set number of
iterations is reached. This algorithm, when used with regularization has been reported
to be better than other methods, but suffers from sensitivity to measurement noise [63].
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2.3.4 Computational Intelligence for Image Reconstruction
Artificial Neural Networks (ANN) are a mathematical and statistical tools used for data
manipulation [64; 65]. In cases where the complex impedances of the contents of imaged
objects are known to a relatively good confidence level, Neural Networks can be trained
to perform the reconstruction task, of unknown distributions of such impedances within
an object [55; 66; 67]. In the text that follows, an introduction will be given to the
structural and functional aspects of Neural Networks.
The structure of a ANN is explained using Fig. 2.11. In it, there are Neuron nodes
denoted by circular shapes, input nodes represented by squares and connections shown
with arrow-lines, inputs and outputs are shown with solid arrow-heads. In the figure, each
neuron has multiple inputs and a single output. There are two layers of neurons shown
in the diagram (there can be more), of which the first is called the Hidden Neurons layer
and the last is called the Output Neurons layer. Each neuron performs a mathematical
function on its inputs, the simplest of which is the weighted linear summation. In order to
limit the magnitude of the output of each neuron a nonlinear activation function is applied
on the result of the mathematical function, in order to give an output. The most common
activation functions are sigmoid functions given by tanh and tan−1 functions, and these
are used in Neural networks called M ulti-Layer Perceptrons (MLP). This implies that for
neuron No1 the mathematical representation is:










ajixj + bi)] + d1)
where d1 and bi are bias scalar constants, aji are weights on all inputs xj entering hidden
node Nhi, ui are the hidden layer outputs and w1i are scalar weights on each input to
No1. A variant of ANN use Radial Basis Functions and Wavelets as activation functions
as opposed to sigmoid functions.
Figure 2.11 shows an example of a Feed-Forward ANN, in which there are no connections
feeding back from front layers to preceding layers (principle of feedback). ANNs with
feedback are called Recurrent ANN. Furthermore, it is possible for the network to have
direct connections from the inputs (nodes) to the output neurons, and for the inclusion
of a measure of time delay on the connections between nodes and neurons. It is also
possible to use a linear activation function for a given layer. As an example the overall
output equation of the depicted neural network, if the activation functions of the output
40
2.3. IMAGE RECONSTRUCTION IN EITS
Figure 2.11: The structure of a Neural Network with n-inputs, m-Hidden neurons and
k-output neurons







ajixj + bi) + d1] (2.3-23)
Regression is a process of estimating an unknown value of a function y = f(x) given a
vector of inputs xT =< 1 x1 x2 x3 . . . xn > and a set of known function values y and their
corresponding input vectors x values. In the case of single layer feedforward network,
with linear activation functions the problem is of the form:
Xw = y (2.3-24)
and in the nonlinear activation case the problem becomes:
tanh(Xw) = y (2.3-25)
where the rows of X contain the samples xT for which the function outputs are known
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and stored in the column vector y and w =< w0 w1 w2 w3 . . . wn >
T is the transpose
of a row vector containing the weighting (scaling factors) for mapping the inputs to the
output and w0 is the bias constant.
The requirement is generally that the number of known function input-output samples be
sufficiently many compared to the number of inputs n to allow the regression of unknown
values. But, the samples should not be too many to avoid the regression machine from
simply reproducing them, a problem called over-fitting. This is related to the choice of
the number of hidden neurons in the network.
Training is a process of using the known input-output samples to determine the values
of the weights w in equation (2.3-24) or (2.3-25) that produce the sample input-output
mapping or are close in a least-squares sense. This means that the determined weights
should minimize a least-squares cost function (2.3-26). Popular training algorithms are:







[yi − xTi w]2 (2.3-26)
For the linear case, the training process is achieved by the generalized (Moore-Penrose)
inversion X# of X:
w = X#y = (XTX)−1XTy (2.3-27)
or in regularized form as:
w = X#y = (XTX + λjI)
−1XTy (2.3-28)
where λj are regularization constants, to alleviate matrix ill-conditioning, j = 1, 2, 3, . . .
and I is an identity matrix of appropriate size.
For the nonlinear cases, some form of an iterative optimization algorithm has to be used
to determine the weights. Some of the algorithms used can be found in [64], where back
propagation is used as a way of determining the gradient of the cost function. Measures of
how well a regression machine can generalize/predict the values of a function within the
boundaries of its training, are: computed by using a set of input data Xv to validate the
determined weights w, with known function outputs yv corresponding to the validation







[yv,j − xTv,jw]2 (2.3-29)
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where N is the size of the validation set or number of data samples xTv,j int it, j =
1, 2, 3, . . . , N .
Classification is a process of assigning a specimen represented by a vector of values
xT =< 1 x1 x2 x3 . . . xn > to one of the Classes Ci ∈ C. The popular Bayes’ Classifier
is often used to as a theoretical benchmark for evaluating other classifiers. Alternatively
a classifier is trained using a set of specimen with known class designations and tested
using a different set of specimen, also with known class assignments and the number
of false classifications counted to evaluate the quality of the classifier. Different to
regression, the elements of the output vector y only take discrete values representing
different classes Ci. A similar process of determining the weights w is followed in the
training of neural networks for classification. Important analysis can be performed on
the input data set X to show how separable it is using an index such as the Thornton’s
separability index [69; 70]. The dimensionality of the data set can also be reduced using
techniques such as Principal Component Analysis (PCA) to lower the computation cost
without compromising distinguishing features of the data set [71]. In an attempt to
reduce training time incurred by gradient-based training algorithms popularly used in
ANNs, Huang et al [72] proposed the Extreme Learning Machine (ELM) - a single layer
feed-forward ANN learning method that randomly assigns input weights and biases, and
uses differentiable activation functions - which has reduced tuned parameters, and results
in a linear problem whose tuning is achieved by the Moore-Penrose generalized inversion.
Neural Networks can also be used for image processing functions such as filtering [73; 74].
Here interest is in their use for reconstructing an image of the cross-sectional impedance
distribution of an imaged object [58; 75; 76]. In this application the inputs to the network
are the Neumann-to-Dirichlet voltage data measured on the boundary of the imaged
object for given current injection patterns. In this case the imaged space is partitioned
into Np pixel areas in a plane P (x, y) whose values are constant at a given time and
functions of their location and the measured voltages v.
The ANN is then designed so that each of its Np outputs correspond to each pixel in
the image space. Training then becomes a process of occupying selected pixels in a
training image, with known impedances (objects) and measuring the resulting surface
voltages. It is essential that the impedances of the objects used in the training process be
representative of the intended application impedances range. Furthermore, the number of
electrodes of the tomograph and the concept of sensitivity, become of importance when
deciding on the number (and sizes) of pixels to be used. In cases where the contents
of the objects to be imaged are known and available or their electrical equivalents, such
objects can be used for training the ANN for a classification problem. On the other hand,
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if only the upper and lower impedance bounds of the contents of the imaged object are
known, it would be a good idea to formulate the problem as a regression problem where
the training is done using several objects of different impedances and locations, contact
impedances and boundary variations, within the bounds of impedances of the imaged
object contents. The number and length of experiments required for training such ANNs
can be very laborious. However, this may be a better option against Finite Elements,
Variational Calculus and Optimization. Mathematically this problem can be formulated,
for a single pixel as shown in the equation and block diagram that follows in Figure 2.12,
where wi is a vector of weights linking the pixel value (admittivity value) to the vector
of inputs y to the output node Noi from the hidden layer.
P (x, y) = oi = tanh(w
T
i y + di) (2.3-30)
Figure 2.12: The structure of a Neural Network with n-inputs, m-Hidden neurons and
k-output neurons. The inputs are processed surface voltages, and network outputs are
pixel values.
The first application of Computational Intelligence in EIT reconstruction was by Miller
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and colleagues, in 1992. They used a back-projection neural network to reconstruct EIT
images of a 52 pixel lung model [77]. In their work, they achieved 14% error on pixel
values and up to 40% classification error on unseen imaging scenarios. They recommended
addition of measurement noise to bring training data close to real measurements. In 1993,
Srinivasan et al used a Hopfield network for reconstruction of images obtained from a
head model [78]. A Adaptive Linear Network was used by Adler et al in 1994 [79]. Their
results while acceptable, showed dilations of up to a factor of 10 on reconstructed images.
Applications of the Artificial Neural Network (ANN) and Bayesian networks in 1998,
1999 and 2000 showed results that are in keeping with reconstruction literature, that
reconstruction quality deteriorates when smaller pixels are used due to sensitivity issues
[80; 81; 82]. During the period 2001 to 2010, a multilayer perceptron was investigated by
Teague [55] who reported volume fraction errors of 6.1% in a seawater-air-gravel mixture
being imaged using EIT. A Radial Basis Function (RBF) network was also implemented in
this period by Wang et al [83]. The most recent works are those of Wang and colleagues in
2015 who trained an Least-Squares Support Vector Machine (LS-SVM) using a Particle
Swarm Optimizer (PSO) [84]. In their results they obtained errors of up to 41% and
showed significant improvement over the Gauss-Newton algorithm. Further work by
Martin et al also used PSO to train a ANN for reconstruction [85]. Their results showed
position errors of less than 1% using the same object model and 2.91% using a distorted
model. Most or the reported works have been applied on ECT, most of them did not
take into account measurement noise and large pixels have been used to reduce the labor
intensive data set generation and avoid poor results due to low sensitivity.
2.4 Conclusions
Electrical Tomography is a non-invasive method of imaging objects by establishing their
conductivity (ERT), reactance (ECT) or admittivity (EIT) distribution along a cross-
section. This is achieved by injecting currents and measuring voltages on the surface
of the object in question. ERT is the simplest of the electrical tomography modes and
has a potential for the highest frame rates if similar hardware specifications are used for
all. However, this method does not allow frequency difference imaging and spectroscopy.
ECT allows frequency difference imaging and spectroscopy. It is less intrusive compared
to ERT, but may not yield optimal results where resistance is a dominant property of
the imaged media. EIT combines the advantages of ERT and ECT but comes at a cost
of complex electronics, processing and increased electrode count.
In order to identify which injected current pattern is responsible for causing measured
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voltage changes in EIT, multiplexing is used. The most commonly used and simplest
form is TDM, it allocates different time slots for each current pattern to be injected.
However, due to the sequential operation approach, it results in the slowest injection and
measurement times if long current patterns are used. FDM allows injection of current
patterns simultaneously by modulating them onto orthogonal frequency bands. FDM
does not easily allow frequency-difference imaging and spectroscopy due to its use of
different frequency bands for each current. A further challenge facing TDM is that of
temporal data inconsistency when applied to fast changing systems. The data consistency
problem extends to FDM, in cases where frequency bands are allocated over largely
varying regions of the imaged object’s frequency spectrum.
Depending on the mode of electrical tomography used; ERT, ECT and EIT, and the type
of multiplexing chosen for the system, different system modules are required. Furthermore,
based on whether the system injects currents and measures voltages or the reverse,
components needed will range from multiplexers, current sources, voltmeters, voltage
sources, ammeters and electrodes. Accuracies of all these modules are of paramount
importance to the operation of such tomography systems. In applications that employ
frequency difference imaging and spectroscopy, the modules ought to have wide bandwidth
and good gain band width (GBW) properties for optimal performance. Furthermore, the
electrodes used in the system need to be of optimal geometrical shapes and arranged
optimally around the imaged object. The selection of materials making such electrodes
needs to consider good electro-mechanical properties: conductivity, corrosion, flexibility,
soldering and others. Additionally, electrodes need to be safe for biomedical applications
and not inject toxic ions into the imaged subjects. Biomedical applications further require
isolation, proper grounding and properly monitored signal levels, frequencies and time
durations for patient safety. Augmenting electronics such as impedance converters, buffers
and filters may be needed to alleviate parasitic circuit effects and reduce noise, interference
and common mode signals. A careful choice of electrical tomography mode, multiplexing,
components and their design as well as safety measures are critical in the success of the
envisaged tomography system.
If the errors in hardware instrumentation with its associated controlling software are
minimized and the instrumentation platform meets performance specifications, the next
critical stage of electrical tomography is the reconstruction of images. The problem of
image reconstruction is a complex, computationally expensive and ill-posed in nature.
Several approaches have been proposed to solve the problem and the most common of
them are: the Sheffield back-projection method. This method yields relatively good
results and is conceptually simple to understand, as it originates from well understood
area of Computed Tomography. However, it makes assumptions that are not true for large
46
2.4. CONCLUSIONS
admittivity changes and may compromise attainable performance. The second approach
is the uses sensitivity coefficients that specify the effect of a small sub-region of the
imaged on each measured voltage as a result of a specific injected current. The methods
based on this approach yield good performance but are also based on the assumption
of small admittivity changes. The third approach is based on Neural networks and is
an appealing one. However, neural networks only work within boundaries of present
knowledge, based on which they are trained. It is the training aspect of these networks
limit their performance both in time taken to learn and accuracy of classification or
regression. Other important factors affecting reconstruction is the protocol used for
injection and measuring currents and voltages respectively, and the solver used for solving
the forward problem of reconstruction (FD, FEM, . . . ). A number of software packages
are available for image reconstruction, however the most common one is EIDORS.
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Chapter 3
The Proposed Approach: CDM
EITS
The hypothesis of this Thesis is that, if orthogonal (or nearly so) pseudo-random binary
codes (PN) are simultaneously applied as excitation current to the electrodes of a tomograph,
and resulting surface voltages are measured, the cross-correlations of the injected PN code
currents and measured voltages will give impulse responses, whose fast Fourier transforms
(fft) can be used to reconstruct images of complex impedance distributions of the imaged
objects. This hypothesis was formulated as an alternative multiplexing approach (CDM),
that can be used in EITS to overcome the temporal and frequency data inconsistencies of
TDM and FDM. Furthermore, this approach presents an opportunity for injecting high
excitation signal energy, which is evenly distributed over the bandwidth of a broadband
EITS system. The application of CDM in EITS, can solve problems of TDM and FDM
and promises improved frame rates.
Formulations for the CDM approach investigated in this study are presented in this
chapter. These are followed by formulations of the Poisson’s equation and boundary
conditions governing the EITS problem. The boundary conditions are formulated to
conform with the EITS system configuration proposed for this work. Numerical methods
for solving both the forward and inverse problem in this study are also given in this
chapter, in order to provide a complete problem and solution set that can be implemented
using computing software.
In order to evaluate the performance of EITS systems, a standard set of performance
measures need to be defined. These performance indices include, but are not limited
to the signal-to-noise (SNR) of measurement instrumentation, accuracy, repeatability,
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amplitude response, detectability, distinguishablity, ringing, frame rates, position error,
size error, shape deformation. These performance measures are presented at the end of
this chapter, with the intention of using some of them in evaluating and quantifying the
extend to which the hypothesis of this work is validated, in comparison to alternative
methods and systems reported in literature.
3.1 Proposed Approach: Code Division Multiplexing
(CDM)
FDM offers an improvement over TDM by avoiding temporal data inconsistencies through
simultaneous current injection. However, due to the frequency sensitivity of biological
tissue impedance, FDM can introduce data inconsistencies of its own. This occurs if
the frequency bands assigned to current injection electrodes are selected over a frequency
range that contains large changes in the impedance of imaged object contents. In addition,
trade-offs have to be made between the number of electrodes and interference among
simultaneously injected currents.
In Code Division Multiplexing, frequency reuse is possible since every current source
(transmitter) is assigned a special pseudo random code (PN) which is used as a stimulus
current pattern. All electrodes have the same bandwidth, which avoids the inconsistencies
of FDM. These codes are shared between respective source and all measured voltage
processors (receivers).
Taking an example of an eight electrode EIT system where four of the electrodes are used
for differential voltage measurement, three used for injection 3 pseudo-random binary
codes and one as a common ground electrode as shown in Figure 3.1. Each current
source is given a unique PN code, which is orthogonal (or nearly so) to those of the other
sources to inject into the object. The voltage processors are furnished with information
on which PN belongs to which transmitter. At the receiver, the PN codes are used to
separately extract the channel impulse response hij(jw) between source number i and
receiver number j.
The benefit of pseudo-random binary codes is that as approximations of white noise,
they have a near even distribution of energy over their bandwidth. This then allows
them to excite all frequencies with the same amount of energy when used in EITS. Not
many other signals share this useful property. CDM extracts channel impulse responses
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over the same frequency range for each source. An alternative to extracting channel
impulse responses over the same frequency range is to inject a chirp stimulus, in a time
division multiplexed manner through all injection electrodes. This however, decreases the
attainable frame rates in TDM and is compounded by the length of the chirp in time.
A further disadvantage is that of temporal data inconsistency when this approach is
applied to fast changing systems. The chirp input approach is used in [26]. Gevers
and et al [11], also reported recently the application of CDM in EIT using Walsh-
Hadamard codes to modulate a sinusoidal carrier. Their implementation was for a narrow
band EIT system, with the aim of reducing the interference between different current
injecting electrodes. Their formulation does not allow frequency difference imaging and
spectroscopy. Furthermore, Walsh-Hadamard codes are reviewed in this document and
found inappropriate for the formulations presented in the text that follows due to the
fact that their auto-correlations do not result in a single impulse function.
The advantage of using CDM is that, the cross-correlation performed with the PN codes
at each output explicitly extracts the impulse responses of the channel connecting the
respective output with the Transmitter that owns the PN code [27; 39; 86]. This is shown
mathematically through a discrete time derivation below.
Each input signal Ui is a PN code PNi , and the input follows different paths/channels
hij to output point Oj . At each output point Oj, j = 1, 2, 3, . . . the combined output Oj
is correlated with the different PNi codes (of length T ) to extract the respective impulse







Where T is the period (epoch length) of the PN code. At any time instance k, the
combined output Oj[k] at receiver j, is the sum of convolutions between the impulse




Ur[k − p]hrj[p] (3.1-2)
Here, rm is the maximum number of inputs. Substituting (3.1-2) into (3.1-1) gives:
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The fast Fourier transform of hrj[p] gives the impulse response hrj[jw] between input
i and output j. This now shows that the correlation of Oj and Ui is similar to taking
the sum of the correlations of Ui with all other inputs multiplied by their respective
connection channel hrj[p]. Ideally, the PN codes’ cross-correlations should be zeros and
hence leaving the only term where i = r which gives a unity correlation value multiplying
the impulse response of the connecting channel.
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CUiUi(m− p)hij[p] = hij[p] (3.1-6)
This derivation can similarly be performed in the continuous time domain [88]. The









Where wrj is the impulse response of the channel between input r and output j. Taking
the cross-correlation of this output with an input ui(t) then gives,







Substituting (3.1-7) into (3.1-8) gives:

































The correlation inside the summation only assumes a finite value when i = r and is
zero elsewhere if the inputs are orthogonal random signals (pseudo random noise). This
therefore implies that the input output correlation gives the weighting function of the
respective channel.
Cyj ,ui(τ) = wij(λ) (3.1-10)
Whose Fourier transform would now be wij(jw). The zero cross-correlation and unit
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impulse auto-correlations among PN codes is an idealization. In practice the auto-
correlations will have nonzero floor values, and the cross-correlations will not be entirely
zero.
3.2 The Forward Problem
The forward problem of EITS is concerned with solving for resulting boundary potentials
vc(r) at points r = (x, y, z) on the surface of the imaged object with known cross-
sectional conductivity distribution, when designed current patterns are injected through
it. The current patterns can be simple in TDM systems, while in FDM systems the
currents injected at different electrodes (pairs) need to be at orthogonal frequencies. In
CDM based tomographs, the currents injected at different electrodes are modulated with
orthogonal (or nearly so) binary random codes (popularly Gold codes).
3.2.1 The Strong Form
A Poisson’s PDE governing the electromagnetic phenomena within the imaged object
O was derived in section 2.3.1 and is given here along with the associated boundary
conditions:
∇ · (γ(r)∇u(r)) = 0 (3.2-1)
The instantaneous total normal current at each injecting electrode can be computed as




J(r, t) · nds =
∫
e
γ(r)∇u(r) · nds (3.2-2)
The ground electrode is responsible for sinking the sum of all the currents injected on the







γ(r)∇u(r) · nds] (3.2-3)
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Equations (2.3-4) and (2.3-5), are not standard Neumann conditions. When separate
injection and measurement electrodes are used, the voltage measuring electrodes ideally




γ(r)∇u(r) · nds = 0 (3.2-4)
The normal current density on the free sections of the object boundary is zero and
therefore:
γ(r)∇u(r) · n = 0 (3.2-5)
and lastly, the curl of the current density is zero at all electrodes, under the assumption
of high conductivity and constant voltage in short time intervals.
∇× J ≈ 0 (3.2-6)
These equations, together with the shape of the object, electrodes and their geometrical
arrangement, and injection/measurement protocol are used in formulating the forward
problem of EITS. In this work we use a circular object with interior O and boundary Γ
with 32 evenly spaced electrodes, 15 of which are used for simultaneous current injection
and 16 used for differential voltage measurements, while the last electrode is used as a
ground path. This configuration is shown in Figure 3.2. All the parameters used are
functions of position r = (x, y, z) and time t, however the time is not explicitly shown as
the solutions are obtained at steady state.
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Figure 3.2: A configuration for a CDM EITS system with 15 simultaneous Gold code
currents, 16 simultaneous differential voltage measurements and 1 Ground electrode.
3.2.2 The Weak Form
In order to obtain the weak form for the problem, the governing Poisson’s PDE is and
Neumann boundary conditions are multiplied by a weighting function w(r) and integrated
over the object domain and boundary. The weighting function is chosen to assume a value
zero on all boundaries at which Dirichlet boundary conditions are specified. The selected
weighting functions are required to have a C0 continuity and be integrable [53]. At the
very least, the weight functions have to be linear Lagrange interpolants in order to be
complete and useful in FEM.
∫
O
w(r)∇ · (γ(r)∇u(r))dO (3.2-7)
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This is accompanied by a set of conditions:
∫
Γv
w(r)γ(r)∇u(r)) · ndΓv = 0 at voltage injecting electrodes.∫
Γf
w(r)γ(r)∇u(r)) · ndΓf = 0 at boundaries with no electrodes.∫
Γi





dΓi at each current injecting electrode.∫
Γg






dΓg at the ground electrode.











∇w(r) · γ(r)∇u(r)dO = 0 (3.2-8)
The first integral on the right hand side of the (3.2-8) captures the boundary conditions of
the problem. For this problem the boundary conditions are all Neumann type, as specified
in the derivation of the strong form. These Neumann conditions are zero at all sections
of the boundary that are not covered with current carrying electrodes (including voltage
measuring electrodes). On the current carrying electrodes the values of the Neumann
conditions are specified in terms of the injected/sunk currents. Therefore the weak form
can be stated as:
∫
O













3.2.3 Domain Discretization and Approximation Functions
In FEM, imaged object (domain) is segmented into smaller divisions (elements) of chosen
shapes. The simplest shape in 2-dimensional FEM is a triangle with linear edges as
depicted in Figure 3.3. For each triangle, the vertices are marked as nodes of the element.
Extra nodes may be located on the edges of the element. Evident in this representation,
is the fact that due to the straight edges, the triangular shapes introduce some errors in
representing curved boundaries. This problem is alleviated by reducing the size of the
triangles (refinement) at the domain edges. A better alternative is the use of elements
with curved edges, called isoparametric elements. For this work linear triangular elements
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are used and their refinement increased around curved boundaries. Other shapes can also
be used as elements such as linear/isoparametric rectangles, quadrilaterals, and other
higher order polytopes.
Figure 3.3: An irregular object partially segmented into linear triangular elements. Shape
approximations errors are evident at the curved edges due to the linear choice of triangle
edges.
In each element the function of interest, in this case the electric potential, is approximated
by a trial solution function u(r). The derivation of the weak form discussed in the
preceding section made use of weighting functions w(r). Due to the similarity in their
formulations, in this section both the weighting functions and the trial solutions will be
referred to simply as approximation functions θ(r). The requirements on these functions
is that their minimum smoothness be C0, because the weak form of the BVP contains
first order differential/gradient operators. Furthermore, the weight functions are chosen
to have a values w(r) = 0 at all prescribed Dirichlet boundary conditions. A further
requirement on the trial solutions is that they should be compatible at the nodes and
edges of adjoining elements in order to satisfy physical requirement that the potentials be
continuous. The requirement of compatibility comes from the fact that in electrodynamics,
two points connected/collocated can not have different potentials or in mechanics, two
rigidly connected points can not have different displacement values.
Approximation functions in general are required to be a complete set, which means they
should be able to approximate any given smooth function with good relative accuracy.
The bare minimum of complete set is that of linear functions represented by:
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 = peTαe (3.2-10)
In (3.2-10) the superscript e = 1, 2, 3, . . . gives the element number and the subscript gives
the local node number within the element. The T is a simply a transpose operator. At





























θe(r) = peT [Me]−1de = Nede (3.2-12)
The matrix Ne = peT [M]e−1 contains a set of polynomial functions (one for each global
node) called shape functions. These functions assume a value of 1 at their respective node
and 0 at all other nodes. This is called the Kronecker delta property of shape functions,
and is essential in ensuring compatibility.
Triangular elements can have more than 3 nodes, and the extra nodes are placed on the
edges. However, the formulations presented here are restricted to three node triangular
elements. Figure 3.4 shows a quadrilateral object partitioned into two linear triangular
elements. The nodes on the original object are called global nodes and the ones attached
to each element separately are local nodes. Node numbers are assigned in a anticlockwise
direction in keeping with the common convention used in available FEM softwares.
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Figure 3.4: (a) A quadrilateral object segmented into two linear triangular elements,
with four global nodes. (b) Separated elements showing local node numbering and the
common edges on which the approximation functions must be compatible.
By examining Figure 3.4 the values of the approximation functions at the global nodes
(note the absence of element numbers on global quantities) can be related to the superposition




































Equation (3.2-13) represents the operation of gathering local element node values into
global node values, the reverse operation is called scattering. LeT is the transpose of a
matrix Le that determines the influence of nodal values of element e on global nodal values
(scatter matrix), and nel is the total number of elements. The size of these scattering
matrices depends on the total number of global nodes and their sparsity can be exploited
to improve computational efficiency. Individually the contributions of each element to
the global node values are:
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 = L2d (3.2-14b)
Because the weak form integral of the problem contains gradients of the approximation










de = Bede = BeLed (3.2-15)


















dΓg}] = 0 (3.2-16)
The matrix Ke =
∫
O











dΓg contain the prescribed boundary conditions at the current
injecting electrodes and the ground electrode. All these integrals can be computed using
Gauss Quadrature [52; 53] since the integrands are polynomials.






















LeT f eΓi (3.2-18)
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LeT f eΓg (3.2-19)
Therefore the weak form (3.2-8) becomes just a matrix equation, after the numerical
evaluation of the integrals:
wT (r)Ku(r)− wT (r)fΓi − wT (r)fΓg (3.2-20)
3.3 The Inverse Problem
Given all the injected currents, boundary conditions and a FEM model of the imaged
object. A solution of the FEM gives the scalar potential field u(r) as its solution using
some approximated admittivity distribution γ(r). The computed potentials at the voltage
measuring electrodes of Figure 3.2 can be denoted as vc(r, t) and compared with the
measured voltages vm(r, t). The time parameterization captures the fact that for time-
difference imaging, two sets of measurements need to be taken at different times. All the
computed and measured data are cross-correlated with the injected PN codes as discussed
in section 6.1 and their Fourier transforms computed. In order to perform reconstruction
the resulting frequency spectra need to be sampled in the following manner:
• Static Imaging
In static imaging, the task is to determine the absolute admittivity distribution
of the imaged object. As such a single set of measured potentials is acquired.
Cross-correlation of these voltages with the injected currents is performed followed
by Fourier transforms. The resulting frequency spectra are sampled at a chosen
frequency w to give hm(jw). FEM is used to compute surface voltages and similar
operations performed on them to yield a set hc(jw) the error between these two sets
is then used in reconstruction to determine the increments ∆γ(r) to the approximate
model admittivity distribution that will reduce this error.
• Time-Difference Imaging
Time-difference imaging is aimed at determining the temporal changes in admittivity
responsible for the change in measured potentials between times t1 and t2. Voltage
measurements are taken at different time instances and FEM computations done
to produce sets of computed potentials. Fourier cross-correlations and transforms
of the two measured sets are computed, sampled at the same frequency w and the
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resulting sampled sets are subtracted to represent measured temporal changes in
channel impulse responses ∆hm(jw) = hm(jw, t1) − hm(jw, t2). A similar process
performed with the computed FEM data to produce ∆hc(jw). These changes in
impulse responses are used in reconstruction to compute ∆γ(r).
• Frequency-Difference Imaging
In this case a single set of measurements is needed from the real object after injection
of currents. The aim is to compute changes in admittivity within an object as a
function of frequency. At each reconstruction iteration, a single set of potentials
is computed from the FEM model. Cross-correlations are performed on these two
sets and their Fourier transforms computed. As opposed to time-difference, here
both resulting frequency spectra are sampled at two different frequencies w1 and
w2. The quantities ∆hm(jw) = h(jw1, t) − h(jw2, t) and ∆hc(jw) are computed
accordingly to be used in the reconstruction.
Figure 3.5 shows a block diagram illustration of the reconstruction task for problem
formulated here.
Figure 3.5: A reconstruction block diagram showing the error between the measured and
computed voltages being used to update the FEM admittivity until it converges to the
actual admittivity distribution.
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3.3.1 The Modified Newton-Raphson (m-NR): EIDORS
Due to its reported good performance [63; 89], the modified Newton-Raphson algorithm
also referred to as the Gauss-Newton algorithm in EIDORS is used for this problem. The
challenge of this algorithm is its sensitivity to measurement SNR leading to ringing in
the reconstructed images. Most early reported works only minimize the error between
the measured and computed potentials, and introduce regularization to alleviate the ill-
conditioning of the reconstruction problem. In this section we present the regularized NR
method and include a term for inclusion of prior information,hence the objective function




{λi[hm,i − fi(γ(r))]2 + ηj[∆γ(r)]2} (3.3-1)
In equation 3.3-1 λi is a regularization constant responsible for alleviating ill-conditioning.
This constant penalizes the error between measured and computed surface potentials on
electrode pair i = 1, 2, 3, . . .. The function f(γ(r)) is a representation of the FEM which
encapsulates the mapping between the admittivities and computed impulse responses at
the measuring electrodes, taking into account the object geometry, electrode positions,
boundary conditions and internal sources if any. ηj is a constant that restricts the
computed change in admittivity in element j based on prior knowledge of the relative





{‖hm − f(γ(r))‖2Q + ‖∆γ(r)‖2R} (3.3-2)
Here Q =

λ1 0 0 . . .
0 λ2 0 . . .
0 0 λ3 . . .
0 0 . . . λ16
 and R =

η1 0 0 . . .
0 η2 0 . . .
0 0 η3 . . .
0 0 . . . ηnel
.
The minimization of this cost function is the solution of the iterative problem in (6.3-18)
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and,
γ(r) = γ(r) + ∆γ(r) (3.3-4)
Here f
′
(γ(r)) is the Jacobian of functional mapping f(γ(r)).
3.3.2 Alternative Methods
Alternative methods to the m-NR were presented in Chapter 4, however due to their
reported inferior performance to the m-NR they are not used in this work. It is worth
noting however that the Computational Intelligence methods have not been explored
extensively in EITS and significant strides have been made in this field of study. A revisit
of some of these methods can potentially yield good performance in reconstruction.
3.4 Results Presentation and Analysis
Results from this research work were predominantly in the form of reconstructed images
and their actual photographed counterparts for comparison purposes. Graphs were used
to display used signals for validation, and visual inspection. Furthermore, graphs were
also used to display static, dynamic and statistical properties of the instrumentation and
measurement system. Bode plots were used to show the computed frequency spectra
after cross-correlation and Fourier transformation. The designed hardware was tested
for accuracy, repeatability, measurement noise and interference immunity. The software
results were visually inspected, checking of the properties of the generated codes against
literature and the statistical balance of the produced codes.
A number of authors have made an effort to formulate standard methods and indices that
can be used to gauge the performance of EITS systems [22; 90; 91]. However, most of
these works were published around 2010. As a result, the research contributions reported
before that time, primarily rely on three modes of evaluating EIT system performance:
signal to noise ratio (SNR), error in determining known conductivities of objects and
visual inspection of resulting images. This makes comparison of results obtained using
different tomography systems difficult, due to non-standard performance indices used in
reporting (if any at all). In the mentioned published works, several measures of system
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performance are proposed and used and some are discussed in the subsections that follow:
3.4.1 Hardware Performance
1. Accuracy: Systematic Error Ratio (SER)
Quantifying the accuracy of a measurement device involves applying the device to
measure an object with known/standard properties. McEwan and colleagues [7]
benchmarked the performance of their results against directly measured impedance
spectrum of a banana over the frequency range: 1 kHz - 1 MHz. Against these
direct measurements the results obtained by Woo [10] can be compared, showing
an error of about 0.04 S/m at 10 kHz, an error of 80%. Granot [5] and colleagues
compared the RMS impedance error in their injection/measurement protocol with
the trigonometric protocol showing a maximum variation 20 Ω and a general trend
indicating that their protocol performs better than the trigonometric protocol.
2. Reciprocity: Reciprocity Error Ratio (RER)
For systems employing the same set of electrodes for injecting and measuring
currents and voltages respectively, regardless of whether this is done in a simultaneous
or sequential manner, the sensitivity of a measured voltage vabij (t) between electrodes
ea and eb due to a current pattern injected between electrodes ei and ej and the one
in the reverse injection and measurement is constant. This introduces reciprocity
between each pair of measurement and injection electrodes if their roles are reversed.
However for the configuration used here and by [5] this principle does not apply since
electrodes are not shared between injection and measurement. In order to test this
property, a reciprocity test can be performed between each pair of measuring and
injecting electrodes while the admittivity distribution is kept constant. Disturbance
variables such as temperature should be carefully controlled/monitored. Tong et al
reported reciprocity errors of 0.05% in the KHU Mark 1 system [92].
3. Amplitude Response (AR)
This index measures variation in measured pixel amplitudes when an inhomogeneity
is placed at different locations in the phantom. A test can be performed by moving
the object by constant offsets from one side of the phantom to the other, along a
straight path. It can shed information on the symmetry of the measurement system
about a line perpendicular to the line of motion of the inhomogeneity object. Yasin
[91] and colleagues used this index on to compare and contrast three systems using
adjacent injection and measurement protocol. This test can also be used to establish
the detectability of objects placed at different locations within the phantom. By
moving their inhomogeneous object around the phantom in the vicinity of each
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electrode and at the center, it was shown in [5] that, while the system can detect
the object, the achieved resolution differs with the location of the object. This was
mainly due to the uneven current distribution of the injection and measurement
protocol. A z − score computation of this index can be performed using the value







With every measurement instrument it is desired that measurements of a similar
scenario at different time instances give the same outcome. This property can be
tested by performing the same measurement at regular time intervals, enough times
to enable the computation of the mean value of the measurement and associated
standard deviation and variance. Box-Whisker plots or probability distribution
plots can be used to represent this measure of performance.
5. SNR or Noise Error Ratio (NER)
The NER is a ratio of the root-mean-square value of the noise to the value of the
measured variable. It is the inverse of the signal-to-noise ratio (SNR). It is usually
measured against the smallest expected amplitude of the measured signal or the
device’s signal resolution, as a SNR or above 50% on the resolution can introduce
intolerable measurement errors. Majority of reported systems give a specification
of the attained SNR over the system’s bandwidth. Yasin and colleagues reported
the use of this index in [91]. A review of some tomography systems and their SNR
values is given in [93]. Another use of noise measure using its mean (mean[v]) and
standard deviation (std[v]) was reported by Fabrizi [94] and colleagues comparing





6. Low frequency drift
This is a measure of how a measurement of a constant input or constant periodic
signal shifts in its zero frequency (DC) value over the duration of the measurement.
It is usually determined by factors such as temperature, ionization of chemical
mixtures and electronic device properties.
7. Injection and Measurement Protocol
Injection protocols have a direct effect on the system complexity in terms of electrode
count, processing hardware and speed of acquisition of measurements. More importantly,
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measurement protocols have a direct influence on the distribution of injected currents
in the imaged object and the imaging sensitivity. A review of some tomography
systems and their injection/measurement protocol (parallel or serial) is given in
[93].
8. Measurement Frame Rate
The frame rate is the number of complete measurements needed for reconstruction
which can be collected in a period of time (frames/s) using the complete assembled
hardware and data acquisition software. It does not include the delays introduced by
reconstruction. It is limited by the hardware and software capabilities, the injected
current patterns and protocols used to inject currents and measure voltages. A
review of some tomography systems and their frame rate values is given in [93].
3.4.2 Reconstruction Performance
1. Detectability (D) and Sensitivity
This is a measure of the smallest change in admittivity and size of inhomogeneity
object that can be detected by a given tomography system. Theoretical guidelines
dictate that a 16 electrode system can detect a minimum of an inhomogeneity
occupying 5% of the imaged object, and this number is 10% for an 8 electrode
system. The test for AR outlined in the previous subsection can be used to establish
this property in addition to theoretical analysis that may be performed. This
attribute is seldom quoted as a numerical value. However, in some reported works it
can be deduced from presented results, for instance from the results presented by [7]
it can be deduced that at 128 kHz the system cannot detect a conductance change
of 0.025 S/m of an inhomogeneity object occupying 10% of the phantom, which
gives a sensitivity of 25% of the full range of the measured conductivity (0.05 S/m
- 0.15 S/m). Woo [10] reported a system that could detect 0.01 S/m conductivity
changes at 10 kHz for an object occupying 33% of the phantom size. In [22] the
detectability is measured using the z − statistic computed on the reconstructed
image and actual one.
In the author’s opinion, detectability should be a measure of how well an object
at a given location is detected and reconstructed. As such, this performance index
(D) should be a weighted aggregate of all N other indices pi ∀ i = 1, 2, 3, . . . , N ,
in a similar manner to the Global error of Fabrizi and colleagues [94]. If all the
contributing indices are computed as percentages such that 0% means “perfect”
and excluding all indices computed as z − scores, then detectability for a single
object should be computed as:
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2. Position error (PE)
Besides the proposal of and the use of PE reported in [22; 91] no other use of this
measure was found by the author. This is a measure of reconstruction accuracy that
captures the the difference in the radial distances of the actual and reconstructed
inhomogeneity objects” centers da and dr respectively. Such radial distances can be
computed relative to the phantom’s center, edge or based on their (x, y) position.
PE = dr − da (3.4-4)
This value is more useful when computed as a fraction of the phantom diameter d for
comparative purposes. This is because the significance of absolute errors depends





3. Size Error (SE)
In a similar manner to the PE, the size error is seldom quantified in reported
reconstructions. This can be used to measure the difference in the size of the
reconstructed image and the actual object. In most cases the reconstructed object
appears larger than the original object. Through visual inspection of results reported
by Granot in [5], an object occupying 31% of the phantom placed at its center was
reconstructed obtaining a dilated reconstruction of 41% occupancy using FDM.
This reconstructed occupancy worsened to 51% for the same object located in the
vicinity of the current sinking ground electrode, giving a size error of 20%. The
deterioration could be attributed to the high current density close to the single
ground electrode compared to elsewhere in the phantom. In [7] a banana object
occupying 10% of the phantom was used and a reconstructed image showing 20%
occupancy was reconstructed at 2kHz, at an error of 10%. Nahvi [26] reported
results that show a size error of approximately 11%. For circular objects, this can
be computed using the reconstructed object diameter dr, the actual imaged object





4. Shape Deformation (SD)
Shape deformation measures the difference in shape between the actual object and
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the reconstructed image due to artifacts introduced by the reconstruction process
and measurement noise. Graphs showing average relative error are reported in [26].
In most reported works, a visual assessment is used to establish the position error,
size error and shape deformation without any statement of numerical measures. In
[22] the shape deformation is defined with reference to a circular approximation of
the reconstructed object. This definition is inadequate since it does not account
for arbitrarily shaped objects and the fact that reconstruction algorithms tend to
produce circular or oval reconstructions even for non-oval/circular objects. However,
it can be defined as a measure of the reconstructed object that lies outside the
boundary of the actual imaged object A+ as an absolute value or percentage of the






This is a measure of how well a designed tomography system can distinguish among
several inhomogeneity objects within the imaged object. The question associated
with it is how the radial distances between the objects affect their distinguishability
and their relative sizes. A test of distinguishability is done using more than one
objects’ of differing sizes placed at selected radial distances from each other. The
quality of the distinguishing ability of the system can be quantified through position
error, resolution and shape deformation after reconstruction. Among a few results
reported on multiple inhomogeneity objects, the work of Navi and Hoyle [26] shows
that the system can distinguish a banana and cucumber object in a single phantom,
however, the reconstructed images incorrectly represent the objects as having equal
sizes and shapes which is inaccurate. A report of the UCL Mark 1b distinguishing
among three circular objects (banana, cucumber and perspex) using time difference
and frequency difference imaging is given in [95]. The indices discussed earlier such
as PE, SE, SD and the z − statistic can be used to quantify the distinguishing
ability of a system.
6. Ringing
Ringing is a measure of how much negative admittivity changes are evident in the
reconstructed images. This artifact usually appears as areas of pixels containing
negative polarity impedance changes in the image. No publications using either
TDM, FDM or random codes were found that quote a measure of ringing. Some
works use thresholding to remove ringing in order to give clearer images.
Out of all the discussed measures of performance, some of them are not applicable to
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the system designed here. Furthermore, some of them are not widely used and do not
provide a good platform for comparison with other reported systems. However, a selection
of indices was made that provide a measures of how accurate the designed prototype
system is. Additionally, they were chosen to provide a means of comparison between the
current prototype and the reported systems using FDM, TDM [4; 5] and the works of
McEwan and colleagues who applied pseudo-random codes as current patterns using a
time difference multiplexing scheme [7].
3.5 Conclusion
A mathematical formulation of the EITS problem using CDM was presented in this
chapter. The formulations show that under ideal conditions, it is possible to extract
channel impulse responses between current injecting and voltage measuring electrodes.
These impulse responses can be extracted from the measured data on each voltage
electrode by cross-correlating it with each of the injected Gold codes (PN) followed
by a Fourier transform operation to obtain the frequency response of each channel.
Through the solution of the forward problem using FEM computations and using the error
between the FEM computed surface voltages and measured ones, the Newton-Raphson
algorithm can be used to adjust the approximated admittivity distribution of the finite
element model until it converges to that of the actual object. Regularization is used to
alleviate the ill-posedness of the inverse problem by choosing constants λi associated with
each electrode. These are chosen taking into account the measurement accuracy on the
respective electrode. When available, prior information about the imaged object can also
be used to penalize the incremental changes made by the Newton-Raphson algorithm to
each element of the finite element model in each iteration.
Performance measures and indices were discussed that were used in quantifying the
performance of the designed prototype system and resulting reconstructed images. These
indices are used to evaluate systematic errors, noise errors and reconstruction errors of the
system. The most applicable of these are: size error, position error, repeatability, noise-
error-ratio, detectability, amplitude response, accuracy and shape deformation. While
these performance measures have not enjoyed wide deployment in reported EITS works




Simulations and Proof of Concept
In this chapter, simulations of the proposed approach in the previous chapter are presented.
These are intended at providing a proof of concept for the proposed approach since the
works of Tapson and colleagues [23] used a time division multiplexed system to produce
results, and the works of Gevers and colleagues [11] used a sine wave carrier modulated
by random codes in a narrow-band system and both do not provide sufficient proof of
concept. Simulations demonstrating the properties of PN codes are also presented in this
chapter. As a benchmark for comparison with EITS reconstruction results, PN codes are
used to identify a single-input single-output (SISO) system, to demonstrate the spectral
contamination that comes with the use of PN codes. Results of the simulated CDM EITS
system are compared with reported works in literature using the measures presented in
Chapter 3. Furthermore, the outcomes of this simulation chapter are used to inform
the design process for the EITS prototype system in the chapter that follows. These
simulation results are validated by experimental results presented in Chapter 6.
4.1 Random Codes and Statistical Properties
Owing largely to works done in CDMA Communication systems and Acoustic Engineering,
many types of pseudo-random binary codes have been reported. These are called “pseudo”
because they appear random at first, but repeat after a given period, determined by the
size of the Linear Feedback Shift Registers (LFSR) used or how the codes are formed.
However, comparative literature on the statistical properties of these codes against each
others is not in abundance as far as the author is concerned. This section deals with the
generation of some of these codes and finishes with discussions of some of their properties
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and suitability for use in multiple-source CDM tomography systems.
There is a large number of methods reported in literature for measuring randomness of
the sequences produced by pseudo-random binary sequence generators [96]. These are
grouped into statistical and empirical tests, the Serial correlation test has been chosen
out of both groups for the purpose of this work. In this investigation both the auto- and
cross-correlation properties are vital for good performance. The cross-correlations have
been studied in [97].
4.1.1 Maximum Length Codes (ML)
ML codes are the easiest to generate, requiring a feedback shift register. These codes have
good auto-correlation properties that get better with increasing code length, however
their cross-correlation properties are not impressive. Furthermore, there is only a limited
number of primitive polynomials for each code order such as 60 for a 10 bit one. Figure
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for 10 bit wide codes. This would
give codes of length 1024 chips. Shorter codes can also be used at 8 bits wide, 256 chips
long with masks
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. The minimum code width chosen for this
work (16 electrodes) must produce a minimum of sixteen codes and is 8 bits wide.
4.1.2 Gold Codes
In order to circumvent the problem of poor cross-correlation properties of ML codes, with
a maximum cross-correlation 383 over all codes of length 1023 (10 bits). Gold proposed a
formulation of a set of codes that offer better cross-correlation properties [97; 98]. These
are generated by a polynomial:
x = yz (4.1-1)
where y and z are primitive polynomials for the nth Galois Field (GF (2n)), without any
common factors, called preferred polynomials. The polynomial x generates 2n + 1 unique
sequences, with a maximum correlation of θc = (2
(n+1)
2 + 1) or θc = (2
(n+2)
2 + 1) for odd
and even n respectively. These sequences have a period T = 2n− 1. For 10 bit sequences
a pair of preferred polynomials is given by the masks:
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(a) Auto-correlation of ML codes with masks
(b) Cross-correlation of typical ML codes.
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.
Sequences resulting from this preferred pair are generated and typical auto-correlation
and cross-correlations of randomly selected pairs are shown in the Figure 4.2.
The combination process described above is equivalent to taking the Exclusive OR of
the ML codes generated by the initial primitive polynomials y and z at all their possible
phase shifts, hence the production of 2n + 1 distinct codes. For the purpose of this work
the codes should be generated from an XOR of out of phase base ML codes. This is
because generation from a product polynomial x is in a serial fashion that will lengthen
the excitation rate or require storage for simultaneous application. Gold codes have good
74
4.1. RANDOM CODES AND STATISTICAL PROPERTIES
(a) Auto-correlation of typical gold codes
(b) Cross-correlation of typical gold codes.
Figure 4.2: Serial correlation properties of typical 10 bit Gold codes.
correlation properties with impulse auto-correlations. These properties improve with code
length.
4.1.3 Kasami Codes
Kasami sequences are a set of pseudo random sequences generated by a polynomial h = pq
of degree 3n
2
. Here p is a primitive polynomial that generates a ML sequence S1 of degree
n, where n is even and q is a polynomial of degree n/2 that generates a subsequence S2 of
S1. The roots of q are powers of the roots of p [99; 100]. The small set of Kasami codes
have comparable properties to those of Gold codes but are fewer in number at any given
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code length. The large set of Kasami codes have poorer correlation properties compared
to Gold codes, but have more codes at each code length. The generation of these codes
is not as simple as that of Gold codes.
4.1.4 Walsh-Hadamard Codes













where W̄ is the bitwise logic complement of W. Here W1 = 0. From (4.1-2) an (n× n)
binary matrix can be defined whose rows (save the first all-zero row) form the required
sequences of length n.
A variant of the above codes are Orthogonal Variable Spreading Factor codes generated
using a binary tree (1,-1) as demonstrated in Figure 4.3. Each branching level of the tree
forms a (i× i) matrix, where every wij forms the jth row of the matrix, i = 1, 2, 4, 8, . . .
and j = 1, 2, 3, . . .
Figure 4.3: Recursive tree for construction Orthogonal Variable Spreading Factor codes.
In a similar manner that the Walsh codes are generated using the matrix formulation,













where H1 = 1.
Walsh-Hadamard codes have perfect (zero) cross-correlations when their phase shift is
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zero. If the phase shift of codes is non-zero, the cross-correlation properties deteriorate
but are still better than those of Gold codes at any code length. These codes are easy
to generate however, their main disadvantage is that their auto-correlations contain
more than one impulses which makes them difficult to decode, and requiring external
synchronization for the task.
4.1.5 Barker Codes
These codes have good correlation properties, but only go to a maximum length of 13 bits.
This in return defeats the purpose of injecting high signal energy for the Tomography
application. These codes are given in Table 4.1.
Table 4.1: Table of Barker Codes
Length n [bits] Code
1 [-1]
2 [-1 1]
3 [-1 -1 1]
4 [-1 -1 1 -1]
5 [-1 -1 -1 1 -1]
7 [-1 -1 -1 1 1 -1 1]
11 [-1 -1 -1 1 1 1 -1 1 1 -1 1]
13 [-1 -1 -1 -1 -1 1 1 -1 -1 1 -1 1 -1]
4.2 Identification Using Random Codes
Among the different pseudo-random binary codes discussed in the previous section, Gold
codes are the only type that offer good correlation properties, give a large number of
distinct codes of the same length, have a single impulse auto-correlation and do not
require stringent external synchronization. This makes them a good choice for application
in simultaneous injection CDM based EITS. As a result, the remainder of this work will
use Gold codes as the the codes of choice.
The initial proposal of the hypothesis of the work contained in this thesis was published
and patented by Tapson, van Schaik and Holder in [23]. In their work they performed
preliminary experiments using two pseudo random codes stored in a micro-controller and
a circuit representation of a subsection of a typical imaged object. The main aim of
this chapter is to support their proof of concept by simulation and experimentation, and
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increased number of used electrodes. To the best of the author’s knowledge there has
not been a system employing the proposed CDM technique using more than 2 electrodes
reported.
The principle of system identification using random signals is established and presented
in a myriad of texts on signal processing. The presentation in this subsection is purely
for the purpose of developing and intuitive feel of the concept. The magnitude bode
plot in Figure 4.4 is obtained through injecting a Gold code current of 1024 chips into
a parallel RC (R = 100, C=2.7 µF ) low pass circuit and measuring the voltage across
it. The output voltage is sampled at 3072 Samples/s. The output and input are then
cross-correlated and an impulse response computed.
Figure 4.4: Bode plot of a RC low pass filter using a 1024 chips Gold code current input.
Through this experiment, it was established that the quality of the identified impulse
response was not as good as theory suggested, and needs to be divided by the Fourier
transform of the auto-correlation of the Gold code used. The results in Figure 4.4 are from
such a process. In addition to that, a 4th order polynomial fit is used to approximate the
underlying magnitude Bode plot for accuracy. The reasons for this identification method
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performing below expectation are that: (a) ideally the auto-correlation of a pseudo-
random binary code produces an impulse function. However, due to the non idealities of
these codes that is not the case as the floor values of the auto-correlation are non-zero
and (b) the peak is not an impulse but a triangular pulse due to the codes being sampled
at more than one sample per chip.
Other than the accuracy issues and spectral contamination seen on the magnitude Bode
plot. It is established that the identification of the RC circuit gain and time constant
is successful using the Gold code input. This is shown on the plot by the approximated
gain value of 100 and bandwidth 370 Hz. The gain identification is almost 100% accurate
while the bandwidth has an error of +19 Hz.
4.2.1 EIDORS Simulation
In this simulation experiment, EIDORS is used to create a circular tank with 15 single
ended injection electrodes, 16 differential measurement electrodes and one ground electrode.
Gold codes are set as stimuli and an impedance FEM mesh with a circular object at 3
O’clock, 6 O’clock, 9 O’clock and 12 O’clock are used. Reconstruction is run to establish
the effectiveness of the CDM method and the effects of the non-ideal correlations between
injected Gold codes. The reconstruction shows that the objects can be identified however,
the spatial resolution is not good. Figures 4.5, 4.6, 4.7, 4.8 show the results. The problem
of contaminated frequency spectrum that led to the division by the auto-correlations of
the codes in the previous simulation is compounded here, and a similar method is used
together with polynomial fitting. Figure 4.9, shows the contaminated bode plot with a
polynomial fit on it.
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(a) Finite Element Mesh (left), simulated object (center) and
reconstructed image from raw input/output data(right)
(b) Reconstructed image
using impulse responses of
CDM EITS
Figure 4.5: Reconstructed images of inhomogeneous object placed at 12 O’clock in the
phantom using CDM EIT.
(a) Finite Element Mesh (left), simulated object (center) and
reconstructed image from raw input/output data(right)
(b) Reconstructed image
using impulse responses of
CDM EITS
Figure 4.6: Reconstructed images of inhomogeneous object placed at 3 O’clock in the
phantom using CDM EIT.
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(a) Finite Element Mesh (left), simulated object (center) and
reconstructed image from raw input/output data(right)
(b) Reconstructed image
using impulse responses of
CDM EITS
Figure 4.7: Reconstructed images of inhomogeneous object placed at 6 O’clock in the
phantom using CDM EIT.
(a) Finite Element Mesh (left), simulated object (center) and
reconstructed image from raw input/output data(right)
(b) Reconstructed image
using impulse responses of
CDM EITS
Figure 4.8: Reconstructed images of inhomogeneous object placed at 9 O’clock in the
phantom using CDM EIT.
81
4.3. RESULTS DISCUSSION
Figure 4.9: A sample magnitude Bode plot from a single input/output channel showing
spectral contamination and a polynomial fit used to approximate the actual magnitude
plot.
For the above simulation results, the simulation configuration used is as depicted in Figure
3.2.
4.3 Results Discussion
In general, the results obtained in this chapter through EIDORS simulations confirm that
pseudo-random binary codes can be used for system identification accurately. Furthermore,
the results show that CDM can be used as a multiplexing method for simultaneously
injecting Gold current patterns for EIT measurements and reconstructing the conductivity
distribution within the imaged object.
4.3.1 Single Code Identification
The application of a single 1024 chips Gold code as an input for identifying an RC low
pass filter shows accurate results in predicting the gain and bandwidth of the circuit,
with a bandwidth error of 19 Hz from a nominal bandwidth of 589 Hz. In addition to
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the prediction of the circuit parameters, it was discovered that the non-ideal correlation
properties of the Gold code necessitate a division by the auto-correlation (effective input)
of it in order to extract the impulse response of the circuit. The extracted magnitude bode
plot showed spectral contamination due to the non-idealities of the correlation properties
of the Gold code and measurement noise. Tapson and colleagues in [7] reported an
increase in spectral error of 0.41% when an extra code is simultaneous injected.
4.3.2 CDM EITS
Simulation of a full 32 electrode CDM tomography system with 16 differential voltage
measurements on a separate set of electrodes and 15 injected Gold code current patterns
with 1 common ground electrode, show that CDM can be used to image conductivity
distributions of objects. This is evident in the detection of object placed at selected
locations within the phantom as shown in Figures 4.5, 4.6, 4.7 and 4.8. The reconstructed
images also shows that there are some errors in the reconstruction with the reconstructed
object size and location, of 11% and 7% respectively, on average.
Through the analysis of the reconstructed images using the MATLAB image processing
toolbox several measures of performance can be extracted. In this analysis the location
and centroid of the object within the phantom are extracted by gray-scaling the Red,
Green and Blue planes of the reconstructed images. It was observed that this process
separates the reconstructed and reconstruction artifacts such as ringing and effects of
noise in to different planes: Green and Blue respectively. Using the Green plane, and a
magnitude pixel plot along the the middle of the plane (along x or y axes), the radius
and centroid of the reconstructed object can be determined, and used to compute the
position and location errors. The reconstruction artifacts are used by computing the
standard deviation of the Blue plane, which is used to divide the maximum pixel value
in the Green plane. Both the Green and Blue gray-scaled planes are inverted before
processing so that the background color (zero conductivity change) has a pixel value of
zero and not 255 in the gray-scale range. Figures 4.10, 4.11, 4.12, 4.13, 4.14 show the
images and plots used to compute the indices for simulated inhomogeneous objects at
selected locations in the phantom.
Based on the computations performed from these images and plots, the performance
measures in Table 4.2 were computed. It is to be noted that while it is more convincing
and technical to compute these values from image processing, these values were found to
be in close agreement with the values computed through manual measurements on images,
83
4.3. RESULTS DISCUSSION
with the exception of the SNR which whose computation involves the knowledge of each
pixel value. Furthermore, while the pixel values serve as a good computation variable,
the discretization error of the gray-scale (0 − 255) introduces some quantization error.
The merits of this approach however as opposed to the approaches proposed in [91; 22] is
that only the reconstruction images and actual images are needed for the computations,
as opposed to the need for raw data from EIDORS processing which is seldom available
to consumers of reported works.
Table 4.2: Performance indices of CDM EIT simulations in EIDORS
Index 3 0’clock 6 O’clock 9 O’clock 12 O’clock Center Average
PE 11% 10.9% 12.4% 11% 3.2% 9.7%
SE 20% 12.7% 22.6% 20% 19% 18.7%
NER 25.7% 25.5% 27.1 26.3% 27.3% 26.4%
D 15.6% 16.2% 20.7% 18.8% 16.5% 17.6%
84
4.3. RESULTS DISCUSSION
(a) Gray scaled Red, Green and Blue (RGB) planes of the reconstructed image, from left to right. The
Green plane shows the reconstructed object, while the Blue Plane shows the ringing and image artifacts.
(b) Reconstructed image using
impulse responses of CDM
EITS, for comparison
(c) Pixel magnitude plot along the middle horizontal line, plotted against pixel number.
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On the basis of size and position error the results of the simulation study are comparable
to those reported by Fabrizi in [94]. Furthermore the results of a Time Multiplexed system
using Gold codes as current patterns in [7] showed position and size errors of 11.7% and
10% respectively for a banana object occupying 10% of the phantom at 2 kHz. The
system of Granot [5] using Frequency division multiplexing with simultaneous injection
and measurements gave size errors to a maximum of 20% when an object occupying 31%
of the phantom was placed in the vicinity of the common ground electrode, and 10%
at the center of the phantom. From the results presented by Wilkinson and colleagues
[4], and circular object 50 mm in diameter placed in a circular phantom of 350 mm
diameter was reconstructed showing a size error of approximately 9.2%. It is therefore,
concluded from the comparative studies that a simultaneous injection and measurement
tomography system using CDM with Gold pseudo-random binary codes is viable for
imaging conductivity distributions in EIT. The resulting magnitude bode plots when
15 Gold codes are injected simultaneously at a sample rate of 4 samples/chip bears a
significant amount of spectral contamination and necessitates the use of line fitting or a
smoothing algorithm in order to extract accurate values out of it, as can be seen in Figure
4.9. Compared to the bode plot in Figure 4.4 the increase in spectral contamination can
be seen.
4.4 Conclusions
White noise can theoretically be used to identify frequency responses of systems. However,
it is difficult to generate white noise practically. Pseudo-random binary codes are used
to approximate white noise with a defined time period. Several pseudo-random binary
codes are available with varying correlation properties and lengths. Gold codes are
preferable over available alternatives due to their correlation properties, ability to produce
many codes of the same length (8, 16, 32, 64) needed for simultaneous injection CDM
tomography, and the ease with which they can be generated. The use of pseudo-random
binary codes to identify impulse responses suffers from spectral contamination due to their
non-ideal correlation properties, but the method produces accurate results. Simulations
of simultaneous current injection using Gold codes and simultaneous measurement of
voltages show that it is possible to use CDM in EIT and that the results obtained are of
comparable quality to reported results using TDM and FDM methods. The results show:





In this chapter, a Systems Design approach is taken in designing an experimental platform
to be used in this research. This begins with a motivation for the development of a
Tomography system based on different principles to existing TDM and FDM platforms.
Thereafter, requirements and specifications for the envisaged system are given. These
include, functional, non-functional and biomedical requirements. The above are presented
along with a synthesis of technical specifications that are used to guide the design choices
and selections. A few design concepts are then suggested and evaluated using a scoring
table against the requirement specifications. The selected design is then passed forward
for detailed simulation, and design, which are presented in the two chapters that follow.
5.1 Needs and Motivation for System
1. Injection Time and Frame Rates
Current systems, such as the UCL Mk2.5 and KHU Mk1 use TDM injection
protocols [94]. While these systems are well designed and functional, their current
injection and measurement times, can be improved by using the simultaneous
injection and measurement protocol, resulting in better frame rates. They do
however, have an advantage inherent in their design of low/no interference among
driving and measurement electrodes. An alternative to systems based on TDM is
based on FDM. However, due to the use of different frequency bands for different
injecting electrodes in FDM, spectroscopy and frequency difference imaging become
impractical. Therefore an alternative approach which allows frequency difference
imaging and spectroscopy while providing good spatial (image quality) and temporal




The fact that TDM systems inject currents and measure voltages at different times
in a sequential manner, means that for fast changing systems these systems become
inapplicable as they will result in inconsistent temporal data. FDM systems also
result in inconsistent data if the frequency bands assigned to each current injection
electrode are chosen over a range of frequencies that contains large changes in
impedance. The insufficiency of these two multiplexing schemes motivates for a
system that uses CDM to allow collection of temporal data from all electrodes while
currents are injected concurrently, and excites the same frequency range through
all injected currents, to avoid inconsistencies caused by FDM.
3. Signal Energy
The ability of a system to easily perform spectroscopy and frequency difference
imaging is based on how easily it provides access to frequency response of the
imaged object. While for FDM the above concepts are completely unrealistic, for
TDM, the frequency responses can be obtained by application of known inputs
U(jw) and computation of the resulting transfer functions G(jw) = O(jw)
U(jw)
using
the resulting outputs O(jw) after a Fourier transformation. The problem with this
approach is that the energy of most of commonly used input functions such as a
step or pulse, do not contain evenly distributed energy over all frequencies in the
selected range. PN codes poses this desirable property.
4. Electrically Active Objects
When imaging electrically active objects such as active muscle or brain tissue,
there maybe signals originating from inside the imaged space. Depending on
the frequency at which these internal signals occur, they can cause errors in the
measurement systems involving TDM and FDM. In CDM the cross-correlation
process at the measuring electrodes renders such interfering signals as very low
energy noise which (theoretically) does not cause much problems.
5.2 Specification
Based on the specifics of the imaging task and object type, the requirements of the
designed EITS system vary. A particular envisaged application of this system is brain
imaging for diagnosing of stroke, effects of which can occur at low frequencies around
100 Hz and as high as 1 MHz. Furthermore, biomedical quality, reliability and safety
standards as stipulated in the IEC 601-1, IEC 601-1-2, IEC 601-1-4 and ISO 13485, 13488
and 14969, have to be observed in the design of such equipment. The specifications are
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given in three separate subsections starting with functional specifications, then biomedical
considerations and finally non-functional specifications of the device.
5.2.1 Functional Specifications
Signal Levels and Compliance
With medical applications in mind, injected current levels are dictated by biomedical
findings that, human beings can sense a current of level 1 mA flowing through them,
at 1 kHz. This amplitude is larger at lower frequencies and must be lower at higher
frequencies. This value takes into account the fact that the heart is most vulnerable to
currents at a frequency of 60 Hz, and the value can be raised with increasing frequency
[23; 36]. Typical impedance levels of the human skin transfer impedance are in the range
100 - 10 kHz. These impedances combined with the safe current magnitude give a voltage
compliance of 10 V for the current sources [101].
Signal Frequencies and Excitation Rates
From the application specific operating frequency range of 100 Hz to 1 MHz it is desired
that the equipment have a bandwidth to accommodate that. In addition, the driving
signal produced by the signals (PN codes) from the waveform generator need to be at a
frequency dictated by the desired imaging frame rate. For the purpose of this research
work, any frame rate of above 10 frames/s will be deemed sufficient. Using PN codes of
1024 bits length, this translates to a period of less than 0.2 ms, 0.02 ms for 100 frames/s
and 2 µs for 1000 frames/s.
Number of Electrodes and Resolution
It is desired that a setup of 8 or 16 electrodes along each plane of imaging be designed and
the measurement be at accuracy levels of 0.1%. With a 3D measurement obtained using
3 planar measurement this can lead to 48 electrodes at most. If all these electrodes act
simultaneously, then the worst case accuracy requirement is 0.002% on each electrode,
or 0.006% for a 16 electrode single plane system. In addition to the electrodes above,
it is necessary that the number of electrodes be kept as few as possible. This therefore
93
5.2. SPECIFICATION
implies that if possible, split current injection and voltage measurement electrodes are to
be avoided for complexity and spatial resolution. An accuracy of 0.002% would require
a data acquisition resolution of 16 bits or more, in which case an accuracy of LSB would
satisfy the requirement.
5.2.2 Biomedical Safety Considerations
In order to ensure the safety of life imaging subjects, the final device has to conform to
biomedical safety requirements, and these are itemized below.
• Equipotential grounding between all devices to avoid leakage current flows.
• Patient isolation for protection from active electronics using transformers or opto-
couplers.
• Over-current protection to avoid affecting bodily function, through the use of fast
acting fuses.
• Patient protection from physical irritation due to electrodes, adhesives and saline
solutions.
• Patient isolation from environment to prevent fault currents from flowing to ground
through sensitive body parts such as the heart and brain, in the operating rooms.
• Fail safe software and hardware states within the system.
5.2.3 Non-Functional Requirements
These are specifications that do not dictate the operation of the device and have no
bearing on the safety of live subjects, on whom the device maybe used. They are mainly
ergonomic and economic requirements.
• The cost of the device should be kept as low as possible, compared to to the
commercial systems which cost about 400000.00ZAR.




• The platform should be capable of deriving power from a 12 V battery or vehicle
power outlet.
5.3 Device Concepts
Besides a computer needed for signal processing and reconstruction, the largest cost of
cost of the system is for the data acquisition hardware. This comprises the platform
for generating the binary random codes, and for measuring surface voltages. Several
options are available for PN code generation through digital synthesis. Some of these are
discussed below, along with voltage measurement hardware.
5.3.1 Concept One: Personal Computer and Interface Cards
Hardware and Software speciciations:
The use of a Personal Computer (PC) through a data acquisition card is used as a first
option due to its simplicity of implementation. However this approach is not favorable
due to the cost of multi-IO high frequency cards. Two µDAQ data acquisition cards from
Eagle Electronics: USB30D-32 and PCI766-24, are used for ADC and DAC respectively.
The output card can provide refresh rates of 100 kS/s per channel over 24 channels, and
the input card provides 1 MHz sampling rate shared among 32 channels for boundary
voltages and measurement of injected currents to be used in the cross correlation process.
Experiments are done using only 16 channels for boundary potentials, to be correlated
with measured current patterns because of lack of synchronization that arise if the
currents are not measured. This will enable sampling rates of about 31.25 kHz per
channel. These are interfaced to a PC running Windows XP, with 2 GHz dual-core
duo processors, and 2048 MB RAM. The software used is developed in both C# and
MATLAB, for data acquisition and image reconstruction. The output card has a range
of ±10 V while the input card has a range of ±5 V. This necessitates scaling of input
voltages to accommodate the possible voltage compliance of the system. A complete
block diagram of the system used here is provided Figure 5.1, for an 8 electrode system.
Limitations Imposed by Hardware:
According to the hardware specifications above, the maximum frequency at which the
imaged object can be interrogated is fs
2
where fs is the sampling frequency. This therefore
means that spectral data up to 15 kHz using a 16 electrode system with 16 current sensing
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Figure 5.1: An illustration of a 8-electrode tomogram using only the µDAQ30D.
electrodes. Furthermore, even though the output card can generate 100 kHz per channel.
The maximum that can be handled by the input card allows only outputs of 15 kHz.
5.3.2 Concept Two: Personal Computer and Micro-controllers
In most applications of microprocessors for generation of signals, the samples of the
respective signal are stored in memory and clocked out. This becomes simpler if the
signals are periodic. This approach however poses a problem if the signals are aperiodic
and contain many samples, due to the limited memory in microprocessor platforms. In
testing this approach, instead of storing the pseudo-random codes on the microprocessor
memory, the codes are synthesized from the basic principles and then written to the
output ports of the micro-controller. C++ code was written for a Arduino Mega 2560
micro-controller to drive 8 digital outputs with the Gold codes. Attained speed was 10
code periods per second, which would be halved if 16 codes were used. The device was
used with the µDAQ card discussed earlier. This platform allows higher frequencies but
the phase shifts between the codes become a significant problem, which can be corrected
at the cost of more complex electronics. Another problem of micro-controllers is that the
produced Gold codes are between 0 and 5 V which then needs to be DC shifted to ±2.5
V. The biggest disadvantage of micro-controllers is the fact that they usually possess a
single Analog to Digital Converter (ADC) that needs to be multiplexed, reducing the
attainable sampling rates to unacceptable levels. This necessitates the use of a different




Figure 5.2: An illustrative 8-electrode tomogram using the Mega 2560 and µDAQ30D.
5.3.3 Concept Three: Personal Computer and FPGA
A VHDL implementation of the pseudo random codes was used to synthesize the required
codes on a Cyclone EP1C12 FPGA. The development of the VHDL code was done
using the Qucs, ModelSim and Web Edition of Altera’s Quartus II software. The timing
simulation results performed on this platform showed that the device shares some of the
disadvantages of the µController problems while being slightly more costly. An alternative
stand alone FPGA based platform considered was the National Instruments RIO 9612
platform with 32 voltage inputs at 250 kHz sampling distributed among all channels, while
this platform would suffice for concept testing, it can only interrogate frequencies up to
3 kHz on the imaged object when used on a 16 simultaneous injection and measurement
system. Faster FPGA based devices are mostly PCI, PXI or PCI-Express connected.
This concept is illustrated in Figure 5.3
Figure 5.3: 8-electrode tomogram using a FPGA (Cyclone EP1C12).
97
5.3. DEVICE CONCEPTS
5.3.4 Concept Four: Industrial Computer and FPGA
This concept uses an industrial PXI computer backplane. Attached to the backplane is a
computer board and memory (Random Access Memory) expansion for reconstruction
and external communications such as Ethernet. Also attached to the backplane is
an FPGA device that is responsible for interfacing to the analog electronics: analog
multiplexers, digital-to-analog (DAC) converters, analog-to-digital (ADC) converters and
programmable gain amplifiers (PGA). The FPGA connects to three modules of such
devices to allow 3 imaging planes for use in 3D imaging. Furthermore, the FPGA is
responsible for excitation signal generation (16 signals per plane), processing of measured
voltages (16 voltages per plane) using correlation, fast Fourier transform and filtering
operations. These tasks are placed on the FPGA to limit the amount of data that goes
onto the PXI backplane to the reconstruction computer board. The analog devices used
have to be high bandwidth (100 Hz to 1 MHz), and tightly synchronized by the the FPGA.
A similar implementation is that of the OXBACT-5 reported by Yue and McLeod in [102].
Their platform achieved 25 frames per second using 16 current injections and 62 voltage
measurements per plane. In order to achieve the desired measurement accuracy, DAC
devices used must have more than 16 bit resolution. This concept is illustrated in Figure
5.4 The cost of this concept is estimated at 400000.00ZAR.
Figure 5.4: A 3D, 3 plane industrial computer and FPGA based EITS system architecture.





The concepts above are evaluated towards achieving the specifications using a scoring
Table 5.1. Within the functional specifications listed earlier, the scoring weights are
allocated as follows: outputrate = 25%: this scaling factor is selected as such because
the output rate influences the attainable frame rates which is an important aspect of
the system and quality of the system if it contains too large phase differences between
the injected signals, inputrate = 30%: this requirement is given the highest weight
because it influences the attainable frame rates and the range of frequencies that can be
interrogated in the imaging. This is important in spectroscopic imaging and frequency
difference imaging which are vital in the proposed mode of imaging (CDM). The cost of
development is is an important factor after the frame rate, hence it is given a score of
cost = 15%. portability = 10%: all the proposed concepts have to be portable hence
this weight is also chosen low. needed analog electronics = 20%: analog electronics in
the system can introduce measurement and signal errors hence it is selected to have a
moderate weight. The scoring of all concepts is done by considering their strengths and
disadvantages discussed earlier.
Table 5.1: Concept Scoring Table
Specification Concept Concept Concept Concept
One Two Three Four
output rate [25%] 10 5 8 25
input rate [30%] 10 5 10 30
electronics needed [20%] 20 5 7 0
portability [10%] 10 10 10 7
cost [15%] 15 15 10 0
Total Score [100%] 75 40 45 62
From Table 5.1, the first concept was selected as a good compromise between cost and
performance and will be the one taken forth for detailed design and implementation. The
analog electronics and additional aspects that follow are selected for this concept. Concept
four is the ultimate implementation platform as it scores high on functional requirements
and enables wider deployment of the developed system, however it is almost ten times
the cost of all the other concepts which excludes it as a hypothesis testing prototype.
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5.4 Current to Voltage Converters
Following the successful implementation and testing of Gold code generation software, is
the design and implementation of current to voltage converters. While the single inverting
Op-Amp sources (with and without transformer coupling) is desirable, a Howland source
has been selected for implementation due to its lower cost and requirement for fewer
electrodes. Simulations of the variants of the devices were performed, however the major
considerations used to select the current sources was their resulting complexity. It is
decided that to test the hypothesis of this work, a modified Howland source will be used
with the OPA655 Op-Amp and ±1% tolerance resistors, due to its moderate requirement
for electrode count between that of TDM systems and floating current sources using
separate injection and measurement electrodes.
A two electrode measurement system was not used because floating two-point sources
proposed by Tapson and colleagues [23] were tested and the results obtained when a ring
of three current sources was closed around an RC circuit network, were not satisfactory.
Their configuration using two sources and a resistor-capacitor network to simulate the
imaged object, did not represent a complete closed ring of sources. Similar results for their
scenario were obtained in testing however, upon closing the ring the results deteriorated
badly. It is assumed that the results in [23], might have been acceptable because the
current source ring used for experimentation was not fully complete, similar to the one
they used to explain the practical scenario, or maybe due to lack of information on the
authors part on the particulars of their implementation. In [27] a serial UCL Mk2.5 was
reprogrammed with two Gold codes of chip length 1024, and used in a time difference
multiplexed manner to successfully to produce results comparable to commonly reported
results of FDM and TDM systems.
Figure 5.5 shows a schematic of the constructed modified Howland source [40]. The
requirements are that R1 = R2 = R3 = R4 = R and R5 = 2R, iG(t) = −vG(t)R
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Figure 5.5: Modified Howland current source for Tomograph.
5.5 Voltage Meters
Differential voltage measurements are used to avoid large voltage ranges, common mode
rejection and gain bandwidth. After considering two measurement variants, one using
a difference amplifier and the other a Instrumentation amplifiers, it was decided to
use AD620AN and INA128P Instrumentation amplifiers due to their superiority over
difference amplifier configurations.
5.6 Electrodes and Phantom
A round plexy-glass bowl of radius 11 cm and height of 5 cm is used to mount the
electrodes. A picture of the phantom and electrodes assembly is shown in Figure 5.6.




Figure 5.6: A phantom electrode assembly for use in the CDM EITS experimentation
with 32 copper line electrodes.
5.7 Computer Interfacing
A 32 analog input USB30D-32 data acquisition card with 16 bit resolution and 1 MHz
sampling frequency shared among used channels, ±5 V input range and a PCI766-24
output card with ±10 V output range and 100 kS/s refresh rate on each channel.











































A 32 electrode EITS system with copper electrodes and a circular phantom, using CDM
as a multiplexing method was designed. This system was designed to attain 14 frames/s
in imaging speed. Out of several approaches, the design using a PCI data acquisition
card with 100 kHz refresh rate for each of its 24 voltage outputs with ±10 V output range
was chosen. The voltages were converted to currents using 15 modified Howland current
sources made of OPA655 operational amplifiers and ±1% tolerance resistors. Voltages
were measured in a differential manner using AD620AN or INA128P instrumentation
amplifiers and ±1% resistors. These voltages were fed into a USB input device with 32
inputs multiplexed onto a 1 MHz analog-to-digital converter system, with input range of
±5 V. The control of the hardware and graphical user interface were developed in C#.
The reconstruction software was implemented in MATLAB and EIDORS and interface
to the C# control software using the Windows COM server. Biomedical safety and
robustness considerations were given but not implemented as the current prototype is




In this chapter, results are presented towards asserting the full functionality of the
designed Tomography system. Furthermore, results of tests performed to address the
hypothesis of the research work are presented and discussed, with reference to the different
aspects of the hypothesis statement. Signals in the system are measured to check their
integrity SNR and DC drift. Results from phantom imaging tests of several objects
are also presented to confirm the success and quality of the designed system. In depth
analysis of results and their comparison with results produced by equivalent technologies
TDM and FDM, is reserved for the next chapter.
6.1 System Accuracy and Repeatability
In order to assess the performance of the designed data acquisition system, the level of
zero input noise measurement needs to be established. Such results are shown in Figure
6.1. It can be seen that the peak-to-peak amplitude is at 0.025 V, and this is deemed
reasonable since the system was designed to interrogate resistance values in the range
100 Ω to 10 kΩ, with current amplitudes of up to 1 mA. This implies that minimum
measurable data voltages will be 0.1 V which makes the noise level 25%.
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6.1. SYSTEM ACCURACY AND REPEATABILITY
For inspection purposes, the injected Gold codes are plotted using the acquisition software
and shown in Figure 6.2, and samples of measured surface voltages are shown in Figure
6.3. This test and software feature is provided for visual inspection during experimentation.
There is some fluctuation in amplitude of the Gold codes besides the logic changes.
This is caused by ghosting due to the multiplexed nature of the USB30D input device,
this phenomena becomes worse with increased sampling rates, signal amplitudes and is
due to high output impedances of circuits connected to the input acquisition device.
The remedies are: to lower such output impedances, lower the sampling frequencies, or
connecting the inputs with the highest output impedance close to the ground connections
of the acquisition device. However, these mechanisms do not completely eliminate this
phenomena. The ultimate solution is to use a acquisition device with a separate ADC
for each input channel and such have a higher cost than their multiplexed alternatives.
Figure 6.3, shows that for zero inputs (left edge of the plot), some of the measured outputs
are not zero. This is due to DC bias within the imaging phantom. This DC bias has to be
removed before results processing to avoid reconstruction errors. This can be achieved in
software or through the use of high pass filters on the hardware measurement channels. It
was opted that such corrective action be implemented in software for this work to reduce
the electronics component count.
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6.2. CDM EIT PHANTOM TESTING
6.2 CDM EIT Phantom Testing
To perform phantom tests, the phantom was filled with a normal NaCl saline solution
- (1%) concentration, which is similar to to the NaCl concentration in the human body
electrolyte. Gold code currents were injected into the phantom and measurements of
a homogeneous impedance distribution taken. An object was then placed into the
phantom (banana, cucumber and teflon). These objects are chosen due to their close
impedance properties to human tissue (brain, electrolyte and bone). Another data set
of measurements was taken after the object is introduced. The two data sets were used
for time difference imaging in the following manner: each of the electrode outputs was
cross-correlated with all the injected gold codes to extract the respective channel impulse
response in accordance with the derivations of section 4.3. These impulse responses
(magnitudes) are supplied to the reconstruction function in EIDORS for reconstruction.
The impulse responses from both the homogeneous and inhomogeneous measurements
are sampled at a chosen frequency w rad/s to give a set of channel impedances (impulse
responses) between each of the 15 inputs and 16 measuring electrodes:
Vh(jw) = hh1(jw), hh2(jw), . . . , hh240(jw) and
Vi(jw) = hi1(jw), hi2(jw), . . . , hi240(jw) respectively.
These data sets were then subtracted to form a time difference data set used to reconstruct
the impedance images. Figures 7.3, 6.5, 6.6 show reconstructions of a banana, cucumber
and teflon object placed at various locations in the phantom using time difference imaging.
(a) Image of real banana object placed at
9 O’clock in the phantom
(b) Reconstructed image using impulse
responses
Figure 6.4: Images of inhomogeneities (left images) placed at selected locations, and their
reconstructed images (right images) using CDM EIT.
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(a) Image of real cucumber object placed
at 3 O’clock in the phantom
(b) Reconstructed image using impulse
responses
Figure 6.5: Images of inhomogeneities (left images) placed at selected locations, and their
reconstructed images (right images) using CDM EIT.
(a) Image of a block of
polytetrafluoroethylene (teflon) placed at
9 O’clock
(b) Reconstructed image using impulse
responses
Figure 6.6: Images of real objects (left images) placed at selected locations, and their
reconstructed images (right images) using CDM EIT.
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(a) Image of two blocks of
polytetrafluoroethylene (teflon) placed at
12 and 6 O’clock
(b) Reconstructed image using impulse
responses
Figure 6.7: Images of real objects (left images) placed at selected locations, and their
reconstructed images (right images) using CDM EIT.
(a) Image of two blocks of
polytetrafluoroethylene (teflon) placed at
9 and 3 O’clock
(b) Reconstructed image using impulse
responses
Figure 6.8: Images of real objects (left images) placed at selected locations, and their
reconstructed images (right images) using CDM EIT.
The reconstructed images show that CDM can produce comparable images to the currently
used EIT modalities FDM and TDM. This is seen in the correct localization of the
inhomogeneities and their relative sizes. The quality of the reconstructed images depends
heavily on the concentration of the saline solution. This is because the concentration is
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related to the solution’s impedance. The difference in impedance between the the solution
and the introduced object also contributes. Furthermore, due to the chosen current
injection protocol, the current distribution in the phantom is symmetric about the ground
electrode, and the device has more sensitivity close to the ground electrode as a result
of the high current density in its vicinity. Figure 6.9, shows the current distribution
within the device. Reconstructed images obtained here are compared to similar ones
reported in [7; 95]. The linearization done in the FEM and reconstruction algorithms can
adversely affect the accuracy of reconstruction in cases where the imaged object has large
impedance difference from the surrounding saline solution. While it is to be assumed that
a reduction in the spectral contamination due to non-ideal correlation properties of Gold
codes injected simultaneously into the phantom will improve the results, the results show
comparable quality to those reported in literature in the current state of the system.
The results of Figures 6.7 and 6.8 further show that the designed device can distinguish
between two objects within the phantom.
Figure 6.9: Image showing the current distribution within the phantom. It shows that
the current density is highest in the vicinity of the ground electrode and falls off evenly
away from that electrode.
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6.3 Comparison of 256 and 1024 Gold Codes
In this research work, the selection of Gold code lengths used was taken as a compromise
between achieving high frame rates (short codes) and two conflicting objectives: injection
of high signal energies and getting good correlation properties, both of which get better
with longer codes. The bowl was filled with a normal NaCl saline solution - (1%)
concentration, which is similar to to the NaCl concentration in the human body electrolyte.
Data sets of similar inhomogeneity locations are captured using 256 chip length codes
and 1024chips ones. The results presented in Figures 6.10, 6.11, 6.12, show the different
imaging quality using different code lengths. It can be seen from the figures that using
shorter codes result in lower position and size accuracy in reconstructed images than
longer codes. The results of reconstruction using 512 chip Gold codes are presented in
Figure 6.13. In the results, the quality of reconstruction does not deteriorate heavily for
the 512 chip codes.
(a) Reconstructed banana object placed
at 3’O’clock using 1024 chips codes
(b) Reconstructed banana placed at 3
O’clock using 256 chips codes
Figure 6.10: Reconstructed images of a a banana object placed at selected locations,
using different code lengths. The shorter codes show lower reconstruction accuracy in
position and size of objects.
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(a) Reconstructed cucumber object
placed at 3’O’clock using 1024 chips
codes
(b) Reconstructed cucumber placed at 3
O’clock using 256 codes
Figure 6.11: Reconstructed images of a a cucumber object placed at selected locations,
using different code lengths. The shorter codes show lower reconstruction accuracy in
position and size of objects.
(a) Reconstructed teflon placed at 3
O’clock using 1024 chips codes
(b) Reconstructed teflon placed at 3
O’clock using 256 chips codes
Figure 6.12: Reconstructed images of a a teflon object placed at selected locations, using
different code lengths. The shorter codes show lower reconstruction accuracy in position
and size of objects.
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(a) Reconstructed teflon placed at 9
O’clock using 1024 chips codes
(b) Reconstructed teflon placed at 9
O’clock using 512 chips codes
Figure 6.13: Reconstructed images of a a teflon object placed at selected locations, using
different code lengths. The shorter codes show lower reconstruction accuracy in position
and size of objects.
It was decided based on the evidence of these results that codes of length 1024 chips
would be used for the rest of the study. However, codes of 512 chips were also tested
and can be used, at the sacrifice of reconstruction accuracy, and twice the imaging speed
(frame rate). Miao and Zane used multiple epochs of pseudo-random binary codes, and
averaged the results to improve the spectral quality identified impulse response of a power
converter in [103], while this approach may work, in the case of multiple code injections,
it also has the disadvantage of lowering the attainable frame rates.
6.4 CDM Frequency Difference EIT
In addition to the experiments performed to test the use of CDM in EIT, it is also a
stipulation of the hypothesis that a single data set of CDM EIT can be used to reconstruct
the impedance distribution using frequency difference imaging. This has the advantage
of reducing the temporal resolution of the EIT device to half (twice the speed). However,
this mode of difference imaging depends heavily on the variation of the impedance of the
imaged object with frequency. McEwan and colleagues have established using a 0.1%
saline solution that the impedance of a banana becomes the same as that of the salt
solution around 90 kHz making it indistinguishable through time difference imaging at
that frequency [7]. Yerworth and colleagues support the findings of McEwan and further
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show through Cole-Cole plots of direct measurement that there is enough impedance
variation between 2 kHz and 8 kHz, as well as between 8 kHz and 1.6 MHz for a piece
of banana or cucumber to enable the use of frequency difference imaging. They however
attribute the lack of distinguishability of the imaged banana at 90 kHz to the CMMR of
the system. It was therefore decided that while their findings using EITS suggested very
little change in these frequency ranges, a banana would be a suitable object to test the
frequency difference imaging capabilities of the designed simultaneous injection CDM
system in the frequency range 0 - 8 kHz. The results presented in Figure 6.14, show
that while the achieved imaging quality and sensitivity is not good we can successfully
implement frequency difference imaging. The subtracted data sets were sampled at
frequencies 100 Hz and 8 kHz.
(a) Reconstructed images of banana
placed at 9 O’clock using frequency
difference imaging.
(b) Reconstructed images of banana
placed at 12 O’clock using frequency
difference imaging.
Figure 6.14: Images of a banana imaged using frequency difference imaging.
6.5 Conclusions
System test results are presented showing that the integrity of injected current patterns is
acceptable and that the measured voltages are distinguishable. Results of reconstruction
show that CDM can be used in EIT to image single objects placed at selected locations
withing a phantom and to image two objects placed in the phantom. Results of frequency
difference imaging are presented showing that the imaging is successful. However, due
to the limited bandwidth of the prototype system the image quality is low compared to
that of time difference imaging. Analysis of the results is presented in the next chapter.
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Results Analysis and Discussion
Analysis of the results presented in the previous chapter is performed here in order to
measure the success of the prototype system developed in affirming the hypothesis of
this dissertation. The analysis conducted uses the performance measures discussed in
Chapter 3, in order to quantitatively and qualitatively measure the performance of the
system. The chapter is divided into three sections as follows: the first section addresses
the performance of the prototype system by analyzing the signals through the system,
while the second section analyses the entire system through the results of imaging.
These sections use both the qualitative and quantitative performance measures to draw
comparisons of the designed prototype with prominent reported works that use TDM and
FDM. Explanations of the results are given, challenges facing the developed system are
identified and possible approaches to address such challenges discussed. Due to the lack
of standardized presentation of tomography systems and their performance in literature,
the task of comparing systems is not a trivial one and the author infers some performance
measures of reported systems from presented results. Such a process is subject to some
error as the author has no access to the raw data from such literary sources for accurate
processing.
7.1 System Performance
The prototype system designed was intended as a platform for checking that pseudo-
random binary codes injected simultaneously into a 16 electrode tomography system will
confirm the research hypothesis. The system is therefore limited by budget constraints
to being a basic system that meets bare minimum specifications given in the design
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chapter. Analysis of performance of the system is however performed and compared to
other reported systems, however unfair the comparison might be. In cases where direct
comparisons can not be drawn, extrapolation and hypothetical analysis based on the
features of compared systems is performed.
7.1.1 Accuracy/Systematic Error
Out of the reviewed literary sources, the work of McEwan [7] is one of those that present
direct measurements of conductance of a banana object for comparison with the values
obtained EITS over a frequency range of up to 1 MHz. In their report they show that the
Sheffield Mark 3.5 system they used can accurately predict the conductivity spectrum
of a banana object up to a maximum frequency of 128 kHz. It is also evident in their
work that the system is unable to detect a conductance change of 0.025 S/m (using time
multiplexed Gold codes) and 0.04 S/m (using time multiplexed sinusoidal inputs) for a
banana occupying 10% of the phantom at 128 kHz with reference to the conductance of
the background saline solution of conductance 0.16%.
Based on the direct measurements of McEwan, the KHU Mark 1 system reported by Woo
[10] can be benchmarked for measuring the conductivity spectrum of a banana object
producing a 50% error at a frequency 10 kHz. However, the results presented show
that the KHU system is able to detect a conductance change of 0.01 S/m introduced
by the banana object at 10 kHz in a saline solution of conductivity: 0.01 S/m, which is
more sensitive than the Sheffield system. Direct impedances of a banana and cucumber
objects are made in the report by Yerworth [95]. and show a errors of 1288% and 4830%
respectively. Based on these results it is seen that the accuracy of EITS systems in
directly determining actual values is not very good. This can be rectified by calibration
experiments using known impedances. Regardless of the errors in the determination of
absolute admittivity values, the reconstructed images still give invaluable information on
the constitution of the imaged objects. It was decided that this performance measure
not be assessed, as even direct conductivity measurements of McEwan [7] and Woo [10],
show errors which make it difficult to use in benchmarking EIT systems.
7.1.2 Noise Error/SNR, DC Offset and Low Frequency Drift
The results presented in this section are derived from the measurement signals. In Figure
7.2, it is uncovered that the measurement system has DC offsets on the 16 measurement
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channels with a maximum offset of 0.13 V and a maximum standard deviation on the
channels of 0.01 V which is 10% of the minimum expected variation caused by an
impedance change of 100 Ω using excitation currents of 1 mA peak amplitude. An
estimation of the measurement NER is then 0.1, which drops to 0.001 at 10 kΩ.
Furthermore, the results in Figure 7.1 show that there is no low frequency drift in the
system across the acquisition of about seven imaging frames. The removal of the DC
bias is done in software to reduce reconstruction errors. A method to reduce the effects
of measurement noise and offsets is to average the results over multiple frames, and
use averaging on homogeneous measurements used in time difference imaging. This
approach however decreases the effective frame rates of the system and is not preferable.
Wilkinson and colleagues [4] reported measurement standard deviations of 0.0025 V.
They however computed the percentile over the largest measurement which is counter
intuitive as measurement variation affects smallest values more. A low pass filter can be
implemented to alleviate the measurement noise in the system.
Figure 7.1: Frames of the data (in Volts vs sample number) capture using 1024 chip Gold
codes, showing that the zero input measurement between frames has no low frequency




Figure 7.2: Box-Whisker plot of measurement noise across all 16 measurement electrodes
(in Volts vs electrode number). Results show DC offset in all the channels and give the
mean and variance of the noise. This data is used to set regularizing constants in the
reconstruction.
7.2 Reconstruction Performance
The reconstruction done in this work used the Gauss-Newton one step solver. Comparison
done between this algorithm, the Sheffield back-projection and GREIT algorithms showed
that it has higher performance measured by ringing, amplitude response, and position
error. However, the comparisons also showed that the algorithm is less robust than the
other two to noise [22].
7.2.1 Analysis
In this subsection analysis of the presented phantom results is performed. The analysis
is performed on reconstruction tests using banana objects, however the analysis can be
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replicated for other objects types. The analysis proceeds in a similar manner to that
done for simulation results and the process will not be presented here in its entirety
again. However, additional coverage will be given for the analysis of frequency difference
imaging and distinguishability performance of the system.
The results summarized in the Table 7.1, are extracted from Figures 7.4, 7.5, 7.6, 7.7.
The magnitude plots shown are used to estimate the diameter of the phantom (two
outer data points), the two interior data points are used to estimate the diameter of the
reconstructed object, then all points are used to estimate the centroid of the object. All
the experiments in this section were performed using a banana placed at selected locations
in a saline solution. The diameter of the banana was 36% of the phantom diameter. The
banana centroid locations around the phantom were at fixed at 0.4 radius fraction from
the phantom center. Illustrative images are given in Figure 7.3.
(a) Image of real banana object
placed at 9’O’clock in the
phantom
(b) Reconstructed image using
impulse responses
Figure 7.3: Reconstructed images of inhomogeneities (left images) placed at selected
locations, and their reconstructed images (right images) using CDM EIT.
Table 7.1: Performance indices of CDM EIT banana phantom tests.
Index 3 0’clock 6 O’clock 9 O’clock 12 O’clock Center Average
PE 5.2% 3.6% 1% 4.1% - 3.5%
SE 9.6% 4.3% 2.9% 8% - 6.2%
NER 27.3% 31.9% 34.1% 32% - 31.3%
D 14% 13.3% 12.7% 14.7% - 13.7%
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(a) Gray scaled Red, Green and Blue (RGB) planes of the reconstructed image, from left to right. The
Green plane shows the reconstructed object, while the Blue Plane shows the ringing and image artifacts.
(b) Reconstructed image using
impulse responses of CDM
EITS, for comparison
(c) Pixel magnitude plot along the middle horizontal line, plotted against pixel number.
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The reconstructed images using banana objects placed at different locations within the
phantom show an average localization error of 3.5%. The position error is measured as
the ratio of the difference in radial distances of the actual and reconstructed objects, with
the radial distance of the actual object from either the center or edge of the phantom.
These results are comparable to reported results of Nahvi [26], estimated at 43% location
error, and 25% position error estimated from the results of Yerworth in [95]. Similar
construction estimations on the results McEwan [7] show a position error of 12% using
pairs of Gold codes time multiplexed around all the electrodes of the Sheffield Mark
3.5. Other results are presented in [94] comparing the KHU Mark 1 and the UCH Mark
2.5 using different protocols. The results show maximum position errors of 16.9% and
10.7% for the KHU and UCH systems measured from the phantom center. Unfortunately
there is not enough information in the report of a TDM ERT system by Wilkinson and
colleagues [4] and the FDM system by Granot [5] to draw any meaningful comparisons.
7.2.3 Size Error
The error in the reconstructed size is measured as the ratio of the reconstructed and actual
object radii with the radius of the actual object. In most cases the reconstructed images
appear dilated compared to the actual objects. In order to do this in an accurate manner,
a threshold is selected in the image node (pixel) values at which the object boundary is
drawn - a similar process to image segmentation. The results of the designed prototype
show a 12% dilation in the reconstructed images. A comparison is done with the results
of a TDM ERT system of Wilkinson [4] estimated at 9.2% computed from an actual
percentage occupancy of 14.3% and reconstructed occupancy of 23.5% estimated from
the presented images. The results of McEwan [7] reconstruct an object of occupancy
10% producing an image of occupancy 30% and a dilation of 200% or 20% size error.
The results of Nahvi show 35% dilation in the banana size. However, these results maybe
affected by the fact that two objects are in the phantom. An FDM system reported by
Granot [5] shows a dilation of 32% for an object placed at the center of the phantom.
When the object is moved to the vicinity of the single current sinking ground electrode
the dilation becomes 64%. These values are computed from the stated actual occupancy
of 31% and the reconstructed images reported. Based on these comparisons, and the
attained size error of 6.2% it is clear that the designed prototype performs comparable
to the these reported systems.
127
7.2. RECONSTRUCTION PERFORMANCE
7.2.4 Detectability and Ringing
The results presented in the previous chapter Figures 7.3, 6.5, 6.6 show that the developed
prototype is able to detect object placed around the phantom. However, the the image
quality at different locations of the phantom is not the same. This is due to the uneven
current density distribution within the phantom as a result of the chosen current injection
protocol. A measure of detectability as an aggregate of the position and size errors is
computed to be at an average of 13.7%. It is however noticed that compared to the
simulation results, the NER ratio from the system is higher with an average of 31.3%
and this is attributed to the measurement noise and DC offset discussed earlier, and the
fact that the Gauss-Newton one step reconstruction algorithm used has been established
to introduce ringing as seen in the results presented in Figures 7.4 to 7.7. Filtering can
be used to alleviate the effects of measurement noise, and an alternative reconstruction
algorithm such as the Sheffield back-projection or Newton-Raphson can also be used.
7.2.5 Distinguishability
Through the use of two teflon objects placed within the phantom, it is evident from
Figures 6.7 and 6.8 that the system can distinguish among multiple objects. However,
there is evidence of shape deformation for both objects and some position error. The
results obtained are comparable to those obtained by [26], with a size error of 35%.
For this performance measure the reviewed TDM and FDM systems of Wilkinson and
Granot [4; 5] do not provide any information regarding the imaging of more than one
object in the phantom. This is also the case for the report of McEwan and colleagues [7].
Furthermore, the resultant current distribution within the phantom, from the injection
protocol also introduces uneven reconstruction quality. This protocol was chosen because
it results in a lower number of electrodes compared to floating current injection. It was
also chosen because the proposed use of the same electrodes for current injection and
voltage measurement in [23], did not yield satisfactory results in this work.
7.2.6 Frame Rates
Comparisons of tomography systems on the basis of their frame rates heavily depends on
their hardware capabilities which are directly related to their cost, and does not constitute
a fair comparison metric. However, capabilities of different multiplexing schemes can
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be compared, assuming equal capabilities of data acquisition hardware. In this regard
and assuming that all systems are required to perform frequency difference imaging and
spectroscopy, over the same frequency range, the comparison boils down to the length of
injected current patterns. It is reported in [26] that chirp signals of period 5 ms were
used with a bandwidth of 210 kHz. This input requires time difference multiplexing to
distinguish among different input electrode effects. On a 16 electrode system this can
only achieve 12 frames/s. Working from the sampling requirements of a signal of 210
kHz at 410 kHz and measuring 13 channels plus the injected signal itself, this would
require a 5.88 MHz multiplexed input device. The same input device used for a CDM
system with 16 effective electrodes using simultaneous injection and measurement, can
only provide an imaging bandwidth of 91.9 kHz at 84 frames/s when using 1024 chip
codes and 168 frames/s if 512 chip codes. This is because using CDM requires all codes
to be measured as opposed to measuring only one chirp signal. It therefore becomes
apparent that simultaneous injection CDM EITS is only an advantage when the imaged
object changes rapidly as a function of time, but does not require a wide-band frequency
difference imaging system. In any other condition, it is preferable to use a time difference
multiplexed system employing either a chirp or maximum length pseudo-random binary
code as an input in a manner that was done in [26; 7], in order to achieve moderate
temporal resolution at a wider bandwidth.
7.3 Frequency Difference Imaging
The results of frequency difference imaging performed using the prototype device are also
analyzed in Figure 7.8. The limited frequency range of the designed device in the range
0 Hz to 15 kHz has greatly limited the attained results. This is because the impedance
change of a banana in this range is quite small as reported in [7] and [10]. The results
however, show that frequency difference imaging is possible. The required increase in
frequency range was limited by budgets constraints is left for a full system design as a
continuation of the research work presented here. From the results a NER of 30.4% is
computed, size error of 11.5% and position error of 4.9%. The results further show that
there is significant ringing and reconstruction artifacts in the reconstructed image.
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(a) Gray scaled Red, Green and Blue (RGB) planes of the reconstructed image, from left to right. The
Green plane shows the reconstructed object, while the Blue Plane shows the ringing and image artifacts.
(b) Reconstructed image using
frequency difference imaging,
for comparison
(c) Pixel magnitude plot along the middle horizontal line, plotted against pixel number.





While the research community in EITS has not fully accepted and used the measures
of performance that allow comparison between different reported works, an effort is
made in this chapter to quantify the performance of the designed prototype system.
The results are as follows: position error 3.5%, size error of 6.2%, detectability error of
13.7% and 31.3% noise error ratio, using time difference imaging. Frequency difference
imaging results give: a noise error ratio of 30.4%, position error of 4.9% and size error
of 11.5%. These results are comparable if not better that most results results reviewed
from literature that use TDM and FDM. Test results on the hardware platform show DC
offsets on the measurement channels. These can be removed in software. In addition, the
measurement system shows a noise error ratio of 10% maximum over all 16 measurement
channels. The results of the reconstruction confirm that pseudo-random binary codes
can be successfully injected into a phantom to extract usable impulse response data for
both time difference and frequency difference imaging in EITS. Given hardware with a
wide enough frequency range and rigorous calibration, EITS systems can provide the
capability of spectroscopy. However, this capability was not confirmed due to lack of
accurate truth impedance measurements for banana or cucumber objects. Measurements
done and reported in literature show very large errors indicating that more work still
needs to be done in the instrumentation for measuring truth values of such impedances





Based on the research work conducted, and both simulation and experimental results
presented in the previous chapters, the following conclusions are drawn in line with the
different aspects of the research hypothesis. Thereafter, some recommendations for future
work are given, that can improve both the quality of imaging in CDM EIS and increase
the attainable temporal resolution (frame rates).
8.1 Conclusions
8.1.1 Hypothesis Confirmation
Using the designed platform, the hypothesis was confirmed, which stated that CDM EIT
using simultaneous injection and measurement of currents and voltages respectively is
practically possible. The obtained results of experimental testing showed an error of
3.5% in the position of the reconstructed objects and 6.2% error in size compared to the
actual imaged object. These errors are lower than reported results in literature using
other systems based on TDM and FDM. The overall detectability of imaged object was
achieved with 13.7% error computed as an aggregate of the PE, SE and NER. It was
however noted that, the non-ideal correlation properties of pseudo-random binary code
limit the attainable quality of imaging. Furthermore, the implementation results in twice
the number of electrodes needed for TDM, however, it has the potential for high frame
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rates, using excitation signals that excite all frequencies in the attainable range with equal
energy. Polynomial fit estimates were used to extract cleaner impulse response frequency
data, and they introduce errors in measurements. Electrical impedance spectroscopy is
possible and much easier using CDM EIT, as it only requires the use one data set to be
measured compared to N measurements using TDM and a chirp excitation inputs where
N is the total number of current injection electrodes.
8.1.2 Prototype CDM EITS System
A 32 electrode EITS system was successfully designed and tested. This system uses
16 electrodes for differential voltage measurement, 15 electrodes are used to inject Gold
codes currents and 1 electrode used as a ground return path. The system is tested to
have adequate accuracy and repeatability. However, this system is connected to and
draws power from mains supply which is not recommended for biomedical applications.
Secondly, due to cost limitations the system can only image at 14 frames/second using
codes of length 1024 chips and 60 frames/second using Gold codes of length 256 chips.
The maximum attainable frame rate is 462 frames per second, using 31 chip codes, which
is the shortest set that can give 16 distinct codes. The available imaging frequencies
are up to 15 kHz. This frequency range is adequate for some imaging applications
but low for applications needing up to 1 MHz imaging frequencies. The cost of the
designed system is less than 30000.00ZAR which is cheaper than commercial platforms
that cost more than 400000.00ZAR. The prototype system showed no low frequency
drift in measurements. However, the zero input measurements exhibited DC offsets of
mean + standard deviation = 0.13 ± 0.01 V. The standard deviation is about 10% of
the smallest expected voltage variation coming out of the measurement system.
8.1.3 Frequency Difference Imaging
Frequency difference imaging was achieved using a single measurement data set. The
results obtained showed 11.5% and 4.9% errors in size and position respectively. However,
the attained imaging shows imaging accuracy that needs improvement. This is due to
several factors being: the limited imaging frequency range offered by the current designed
hardware, polynomial fitting errors and the sensitivity, which is a function of the code
length, injected currents and their injection protocol for even current density distribution.
Due to the feasibility of both CDM EIT and its associated frequency difference imaging,
it is possible to apply this system to take both static and dynamic images in situations
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where reference images (data sets) are not available such as closed industrial systems and
anatomical human imaging. The only requirement is that the contents of the imaged
object have distinct frequency dependent impedances, over the frequency range of the
imaging device.
8.2 Recommendations
• The use of parallel measurement channels can improve system accuracy as the
problem of ghosting at high frequency sampling is a problem requiring unreasonably
stringently low output impedances for analog electronics.
• Faster sampling for the voltage measurements will widen the range of frequencies
that can be interrogated by the imaging towards the desired 1 MHz ranges for
Biomedical applications.
• Patient isolation and protection using opto-coupling, and fast acting fuse circuit
breakers will make the device safer for live subjects.
• The current device can be configured to perform a TDM EITS using pseudo-random
binary codes, for even distribution of signal energy over all interrogated frequencies
and attain a wider spectroscopic range of up to 500 kHz. While this will reduce the
frame rates, it offers benefit for systems that are not very rapidly changing. This
would be equivalent to applying a chirp excitation.
• The device should be tested for EITS on real industrial plants and Biomedical
subjects.
• To improve spectral purity for the generated impulse responses in CDM EITS,
several approaches can be investigated and these are: injecting multiple periods
of the used codes and averaging the results, using longer codes, investigation of
better polynomial fitting approaches, and obviously improvement of implemented
instrumentation.
8.3 Further Work
Motivated by the success of the research work presented here, further work will be dine to
improve both the results quality, system capabilities and explore applications as follows:
134
8.3. FURTHER WORK
• A fully functional system will be designed to support a temporal resolution of more
than 200 frames/s. Due to the ease of implementation, this system will be adapted
in software to support all three multiplexing modes: CDM, FDM and TDM. The
system will have hardware capabilities to support a wider operating bandwidth
of up to 500 kHz for improved results on both frequency difference imaging and
spectroscopy.
• Biomedical testing of the capabilities of CDM EITS will be explored. This will
require the upgraded system to incorporate all biomedical safety and robustness
standards discussed in chapter 5. The biomedical testing of the upgraded device
will start with imaging, monitoring and spectroscopy of non-critical human organs
such as muscle activity but ultimately end with the envisaged head imaging due to
differing ethical considerations.
• Custom software that supports the popular reconstruction methods and includes
neural networks methods will be developed in order to increase reconstruction speed
and provide a more integrated software system.
• Better instrumentation, will be further investigated in two domains: (a) the use
of better current sources due to limitations and challenges faced by the modified
Howland sources, and (b) methods that enable simultaneous injection of currents
and measurement of voltages on the same set of electrodes, in order to reduce the
required electrode count.
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