AbstractPetri nets are suitable for modelling of discrete-event systems with highly parallel and cooperating activities. In complex man-made systems, such as manufacturing systems, the systems' specific properties, such as conflicts, deadlocks, limited buffer sizes, and finite resource constraints can be easily represented in the Petri net model. Therefore teaching of Petri net basics is an inevitable component of courses on modelling and simulation. The paper presents an object oriented Matlab m-script based Petri net tool, which is used to implement Petri net examples within MMT-server e-learning environment. The tool structure is described, and basic examples on timed Petri net simulation and simulation-based optimization of schedules are provided.
INTRODUCTION
Teaching of modelling and simulation is greatly enhanced by hands-on examples, where students can experiment by models and thus get an empirical insight into the system dynamics.
The MMT-web server (Mathematics, Modelling and Tools) is a part of the E-learning infrastructure at Vienna University of Technology, which enables students to get basic insight into the field of simulation and modelling in a userfriendly way. To help students to improve their mathematical background, examples concerning linear algebra and analysis are provided. By the MMT server students are able to train their skills by solving given problems and comparing their results to the example solutions provided on the MMT server. Students in higher semesters with advanced mathematical knowledge can concentrate on more complex models based on differential equations. Most examples on the MMT server are implemented in Matlab. The users can access the m-script source code and download it to be able to explore the given solutions in detail. On the server itself main model parameters of examples can be adjusted and the parameter effects can be observed. Recent developments include the ability to implement complex examples by various Matlab modelling and simulation toolboxes, including Simulink and Simscape (Winkler et al., 2010) .
Most of the modelling and simulation examples on the MMT server deal with continuous systems, there is however an increased interest in the modelling and simulation community also in discrete-event and hybrid systems. Among discrete-event modelling formalisms suitable for description of systems with highly parallel and cooperating activities, Petri nets are perhaps the most widely used one. In complex man-made systems, such as manufacturing systems, the systems' specific properties, such as conflicts, deadlocks, limited buffer sizes, and finite resource constraints can be easily represented in the Petri net model. This motivated the investigation of possibilities of implementation of Petri net based discrete-event examples on the MMT server. Based on our previous experience in developing a Matlab based Petri net toolbox (Mušič et al., 2006; Löscher et al., 2007) we implemented an object oriented Matlab based Petri net kernel, which can be used to implement simple examples without a dedicated user interface.
The paper focuses on the Petri net tool architecture and specific implementation details, and provides simple timed simulation and scheduling examples to illustrate the feasibility of the approach.
PETRI NETS AND PETRI NET CLASSES
Petri nets were introduced by C. A. Petri in his PhD thesis in 1962 and initially had the form of Condition/Event Systems with only binary markings and simple arcs. Later a number of modifications of the basic system model was introduced, including integer markings and weighted arcs. The resulting Place/Transition Petri nets became a central model, which is well explored in terms of analysis and synthesis techniques.
Place/Transition Petri nets
Informally, a Place/Transition (P/T) Petri net is defined as a bipartite graph, consisting of two types of nodes: places, typical drawn as circles, and transitions, typically represented by bars or rectangles. Nodes are interconnected by directed arcs, which either originate from a transition and end in a place or reversed, i.e., and arc always connects two nodes of different types. An arc can be weighted, which is an abbreviated representation of a set of parallel arcs. An example of a P/T Petri net is shown in Figure 1 . Figure 1 . A Place/transition Petri net Formally, a P N = (N , M 0 ) is a P/T Petri net system, where: N = (P, T, P re, P ost) is a P/T Petri net structure:
-P = {p 1 , p 2 , . . . , p k }, k > 0 is a finite set of places.
-T = {t 1 , t 2 , . . . , t l }, l > 0 is a finite set of transitions (with P ∪ T = ∅ and P ∩ T = ∅). -P re : (P × T ) → N is the pre-incidence function and defines weighted arcs between places and transitions. It can be represented by a matrix whose element P re(p, t) is equal to the weight of the arc from p to t. When there is no arc between the given pair of nodes, the element is 0. -P ost : (P × T ) → N is the post-incidence function, which defines weights of arcs from transitions to places. It can be represented by a matrix whose element P ost(p, t) is equal to the weight of the arc from t to p or 0 when there is no arc between the given pair of nodes.
M : P → N is the marking of place p ∈ P and defines the number of tokens in the place p. Net marking M can be represented as a k × 1 vector of integers. M 0 is the initial marking of a P/T Petri net.
Functions P re and P ost define the weights of directed arcs, which are represented by numbers placed along the arcs. In the case when the weight is 1, this annotation is omitted, and in the case when the weight is 0, the arc is omitted. Let • t j ⊆ P denote the set of places which are inputs to transition t j ∈ T , i.e., there exists an arc from every p i ∈
• t j to t j . Transition t j is enabled by a given marking if, and only if, M (p i ) P re(p i , t j ), ∀p i ∈
• t j . An enabled transition can fire, and as a result removes tokens from input places and creates tokens in output places. If transition t j fires, then a new marking is determined by
The switching rule of a Petri net is given as follows:
i) a transition is enabled if each of the input places of this transition is marked with as many tokens as the weight of the corresponding arc,
ii) an enabled transition may or may not fire, which may depend on an additional interpretation, iii) a firing of a transition is immediate (includes no delay) and removes a number of tokens equal to the arc weight from each of the input places and adds as many tokens to each of the output places as the weight of the corresponding arc.
If the pre-and post-incidence functions are given in a matrix representation (Murata, 1989; Zhou and Venkatesh, 1999) , then matrices Pre and Post precisely describe the structure of the Petri net and enable to explore the structure by linear algebraic techniques. Furthermore, the marking vector M where M i = M (p i ), and a firing vector v where every nonzero entry v j = c j indicates that a transition t j is fired c j -times, are defined. Using these matrices a state equation
(1) can be written. The subscript k denotes a k-th firing in some firing sequence. It is important to note that a parallel firing of several transitions as well as multiple firings of a transition can be described with the state equation (1).
The basic Place/Transition Petri net model can be extended in different ways, leading to other Petri net classes.
Timed Petri nets
The concept of time is not explicitly given in the original definition of Petri nets. For many practical applications, execution times have to be considered. Therefore various authors extended Petri nets with time representation.
As described in Bowden (2000) , there are three basic ways of representing time in Petri nets: firing durations (FD), holding durations (HD) and enabling durations (ED). Assignment of duration to transition firing is the basic idea of FD principle. In contrast, firing has no duration according to HD principle but a created token is considered unavailable for the time assigned to transition that created the token. This has the same effect, the subsequent transitions can only fire after the assigned delay has expired. With ED principle, the transitions also fire instantaneously while the time delays are represented by forcing transitions to stay enabled for a specified period of time before they can actually fire.
The ED concept is more general than HD. Furthermore, some authors derive even more general concepts, e.g. delays can be assigned to individual arcs, either inputs or outputs of a transition. When modelling several performance optimization problems, e.g. scheduling problems, such general concepts are not needed. When operations are considered non-preemptive the HD principle is sufficient.
Coloured Petri nets
Coloured Petri nets enable to distinguish among tokens based on an assigned attribute, which is called colour. This way the structurally complex P/T Petri net models can be represented in a compact form, while preserving the model behaviour.
A definition of simple Coloured Petri nets (CPN) used in this paper differs from the CPN definition in Jensen (1997) in the sense that it does not alow for transition guards. Instead it closely follows one of the representations used in Basile et al. (2007) with an important difference: a different interpretation of transition delays is used, which is closer to that of Jensen (1997) .
Timed models The timed version of CPNs defined by Jensen (1997) uses a HD type time principle, where the unavailability of the tokens is defined implicitly through the corresponding time stamps. While CPNs allow the assignment of delays both to transition and to output arcs, we further simplify this by allowing time delay inscriptions to transitions only. This is sufficient for the type of examples investigated here, and can be generalized if necessary.
To include a time attribute of the marking tokens, coloured tokens are accompanied with clocks where clock values are elements of a time set T S, which is defined as a set of numeric values. In many software implementations the time values are integer, i.e. T S = N, but will be here admitted to take any positive real value including 0, i.e. T S = R + 0 . Timed markings are represented as collections of clocks and are multisets over T S: T S M S .
Continuous Petri nets
If a token count of a place is replaced by a token quantity, firing of a transition only removes a fraction of the token quantity from its input places. The token flow through firing transitions becomes continuous. It depends on arc weights and firing speed which becomes the main attribute of a transition. Various versions of continuous Petri nets are defined in the literature (David and Alla, 2005; Silva and Recalde, 2004) . They differ mainly in determination of firing speeds and in use of different firing/flow policies during marking evolution.
Here we use a version of basic timed continuous Petri nets (CCPN) where maximal firing speeds are constant (David and Alla, 2005) . Nevertheless to extend the modelling power of such nets, a possibility to define an additional linearly marking dependent firing speed term is added. The net is then able to represent systems of linear differential equations.
MATLAB IMPLEMENTATION
The previously developed PetriSimM Matlab based Petri net toolbox (Mušič et al., 2006; Löscher et al., 2007 ) is based on Matlab graphical user interface (GUI) with callbacks to a number of m-script functions to support model building and manipulation, Petri net analysis, simulation and optimization. All the data is integrated in the Matlab GUI through user defined GUI properties. On the other hand, the implementation of the Matlab examples within MMT server requires pure m-script without GUI, and the user interaction is limited to changes of model parameters.
The specifics of MMT server environment as well as improved object oriented programming support in recent versions of Matlab motivated the development of a new object oriented toolset, which can be used to build, analyze and simulate Petri net models in a script based manner. All classes are implemented as Matlab handle classes, which means that the class constructor returns a handle object that is a reference to the object created. When using such an object as an input argument to a Matlab function the object is passed by reference and the function can manipulate the contents of the object directly, it does not need to return the modified object.
Next an abstract APetriNet object class is defined in order to standardize basic Petri net properties and methods that are common to all classes. Two basic sub-classes are PTPetriNet, which implements Place/Transition Petri net class and CPetriNet, which implements simple coloured Petri net class. Besides basic Petri net element manipulation methods both classes implement basic token game simulation methods.
Various ways of timed simulation are implemented in the following sub-classes. HDPetriNet and EDPetriNet represent two classes of timed Petri nets, with implementation of holding duration and enabling duration time principle, respectively. CCPetriNet implements a version of continuous time Petri nets, and CTPetriNet implements a timed version of Coloured Petri nets, also applying holding duration time principle.
Place/Transition Petri net class implementation
The implementation of PTPetriNet class closely follows the formal definition of P/T Petri nets. P and T sets are object properties in a form of cell arrays, thus enabling any kind of string representation of place and transition labels. P re and P ost are sparse matrices, and C is a sparse incidence matrix, which is dependent object property calculated as P ost − P re. A special change flag and related mechanism is implemented to perform the calculation only when the pre-or post-incidence matrix has been changed, otherwise a value of a hidden c property is used. Similar mechanism is used for other dependent properties, e.g. results of Petri-net analysis, which are not shown in Figure 2 . Two sparse marking vectors are defined, one represented the initial marking, and another capturing the current marking. Basic structural analysis methods are supported, such as calculation of place and transition invariants and linear programming based analysis of structural boundedness. Reachability/coverability tree based analysis is supported as well, where the tree calculation is limited by the predefined maximal tree size. Toke game simulation can be performed step wise or in a series of predefined steps, where random choice is made when deciding on which of the enabled transitions will fire. Import/export to a XML file is supported employing Petri Net Markup Language (PNML).
Holding and enabling durations timed Petri net class implementation
The implementation of holding durations timed Petri net class builds on PTPetriNet class by adding a vector of transition delays to HDPetriNet class. The basic net construction methods are inherited from the parent class while the simulation methods are re-implemented. The distinction among available and unavailable tokens is maintained by additional vectors of place indices and clock values. A corresponding pair of place index and clock value is assigned to every token, and the token is considered available, if the clock value is zero, and unavailable, if the clock value is non-zero. If the net is structurally bounded the length of place and clock vectors is determined based on estimated upper bounds for place markings. In the opposite case a maximal token count is declared and the simulation is interrupted when the token limit is reached.
The simulation proceeds by firing transitions, which are enabled by available tokens, and assigning clock values to created tokens in accordance to transition delays. Conflicts among enabled transitions are resolved either randomly or by predefined rules, e.g. priority can be given to transition with the shortest delay (equivalent to Shortest Processing Time first rule -SPT). Ties are resolved randomly. If no token is available, the state of the clocks is examined and the simulation time is incremented by the smallest clock value while all the clock values are decremented accordingly. The definition of firing sequences is supported, which means that from the set of enabled transition only those can be fired that comply with the state of additional sequence index vectors and corresponding counters.
The implementation of enabling durations timed Petri net class is performed similarly, except that the clocks are assigned to enabled transitions. Only transitions with zero valued clocks can actually fire. The remaining conflicts are resolved randomly. Special consideration of multiple enabling is required in accordance to chosen single-or multiple-server semantics, as well as an adequate treatment of clocks at transition enabling interruption, when enabling tokens are consumed by another transition.
Coloured (Timed) Petri net class implementation
The CPetriNet class is implemented as a wrapper for a PTPetriNet class in the untimed version, and the CTPetriNet class is implemented as a wrapper for HDPetriNet class.
Both coloured classes support the definition of token colours and transition occurrence colours. Therefore the net construction and manipulation methods are implemented differently compared to PTPetriNet class. Due to multiple token colours the marking of a place in a CPN becomes a multiset of token colours, which is represented as a column vector of token counts, each element of the vector corresponding to one of the colours in the place colour set. The order of vector elements matches the order of colour indices as defined by the colour function. The marking of the whole net is then assembled in a cell array of place markings. Note that the sum of length of individual cells matches the number of places in an equivalent P/T Petri net.
Similarly, the multiple transition occurrence colours in a CPN result in a set of weights of every arc linked to a transition, a separate weight for every occurrence colour. Additionally a separate weight has to be defined for every token colour in places connected to the transition by these arcs. The scalar weights of PTPNs so become matrices. Consequently, the P re and P ost matrices become cell matrices of size |P | × |T |, where each element is a cell containing weight matrix of size |Co(p)| × |Co(t)| (Co(p) and Co(t) denote token colours in a place and transition occurrence colours, respectively).
The sum of rows in the cells of the cell matrix column matches the number of places in an equivalent P/T Petri net. Similarly, the sum of columns in the cells of the cell matrix row matches the number of places in an equivalent P/T Petri net. Therefore, the cell matrix can be any time converted to an incidence matrix of the corresponding unfolded P/T net and reverse, the P/T net can be folded back. The only information necessary consists of the place and transition colour sets of individual nodes in the CPN.
For example, the Matlab command >> PTPre=cell2mat(Pre)
unfolds the pre-incidence matrix from the CPN into a preincidence matrix of an equivalent P/T Petri net and the command >> Pre=mat2cell (PTPre, ncolP, ncolT) reproduces back the original cell matrix, provided that vectors ncolP and ncolT contain information about numbers of token and occurrence colours for all p ∈ P and t ∈ T .
This way the CPN framework can be used to efficiently encode various models into a compact representation.
Later the CPN representation can be analyzed directly, or can be translated into an equivalent P/T Petri net, which enables the application of standard PN analysis methods. This is achieved by maintaining a PTPetriNet class instance within the CPetriNet class and adjustment of net construction methods in a way to keep the CPN and P/T PN structure in synchronization. Both analysis and token game simulation methods are implemented by calling the corresponding methods of the PTPetriNet class and converting the result in a CPN compatible representation.
The timed version of CPNs is implemented analogously, with the difference that the HDPetriNet class is used internally, and a set of delays is adjoined to every transition, a separate delay for every occurrence colour. The delay vector therefore becomes a cell array of vectors.
Continuous Petri net class implementation
The CCPetriNet class is implemented as a sub-class of PTPetriNet class. Similarly as with timed Petri nets the net construction methods are inherited while the simulation methods are re-implemented.
Firing speeds are defined through a set of two additional properties, cVelocity vector defines the constant terms and mVelocity matrix defines the marking dependent terms.
Continuous Petri net simulation is performed in fixed integration intervals, i.e. an Euler type discrete time approximation is used. The used state equation is
where T s is sampling time and v k is a vector of instantaneous firing speeds. Elements of v k are bounded to interval [0, V j ] where V j is the maximal firing velocity of transition t j . V j is determined by cVelocity and mVelocity properties, and current marking M k . The exact value of v k depends on enabling degree of transitions, actual conflicts and chosen conflict resolution strategy (David and Alla, 2005) .
EXAMPLES
A set of testing examples was implemented to check the performance of the developed toolset in combination with MMT server. Due to limited interaction with the user and the lack of animation capabilities the examples were chosen, which result in a series of markings that can be simply plotted in a Matlab figure. The current implementation of MMT server provides a simple way to include such plots in the web user interface. Two of the examples are shown in the sequel.
Timed simulation
The timed simulation example tends to illustrate the simulation of a Petri net employing holding duration time principle. Additionally, the example illustrates the notion of conflict in Petri nets, possible conflict resolution strategies and corresponding effects on marking evolution of the timed Petri net. 
Scheduling example
The scheduling example illustrates a classical deterministic scheduling problem, i.e. a job-shop problem. The goal is to optimize the processing order of four jobs on four machines where every job has to be processed on all machines. The order in which a job visits the machines is specified and so are the processing times of corresponding operations. The optimal solution minimizes the total processing time, i.e., the makespan.
The user can choose between rule based determination of operations schedule (without optimization), manual optimization of sequences in which jobs are processed on machines, and iterative search for the optimal solution with an optimization algorithm.
The problem description and a schedule obtained by SPT rule are shown in Figure 4 while Figure 5 shown a schedule obtained by manual determination of processing sequences. The focus of the presented work was on exploration of possibilities to implement a m-script Petri net kernel suitable for implementation of modelling and simulation examples in MMT server and to identify potential limitations. The described Matlab based Petri net tool has been successfully implemented and tested in MMT server E-learning environment. Further testing is planned to fully explore the capabilities of the proposed architecture. A more comprehensive set of Petri net examples is in preparation.
