The Kneser graph K(n, k) is the graph whose vertices are the k-elements subsets of an n-element set, with two vertices adjacent if the sets are disjoint. The square G 2 of a graph G is the graph defined on V (G) such that two vertices u and v are adjacent in G 2 if the distance between u and v in G is at most 2. Determining the chromatic number of the square of the Kneser graph K(2k + 1, k) is an interesting problem, but not much progress has been made. Kim and Nakprasit [7] showed that χ(K 2 (2k+1, k)) ≤ 4k+2, and Chen, Lih, and Wu [1] showed that χ(K 2 (2k+1, k)) ≤ 3k + 2 for k ≥ 3. In this paper, we give improved upper bounds on χ(K 2 (2k + 1, k) ). We show that χ(K 2 (2k + 1, k)) ≤ 2k + 2, if 2k + 1 = 2 n − 1 for some positive integer n. Also we show that χ(K 2 (2k + 1, k)) ≤ 8 3 k + 20 3 for every integer k ≥ 2. In addition to giving improved upper bounds, our proof is concise and can be easily understood by readers while the proof in [1] is very complicated. Moreover, we show that χ(K 2 (2k + r, k)) = Θ(k r ) for each integer 2 ≤ r ≤ k − 2.
Introduction
For a finite set X, let X k be the set of all k-element subsets of X. For n ≥ 2k, for a finite set X with n-elements, the Kneser graph K(n, k) is the graph whose vertex set is X k and two vertices A and B adjacent if and only if A ∩ B = ∅. Kneser graphs have many interesting properties and have been the subject of many researches. The problem of computing the chromatic number of a Kneser graph was conjectured by Kneser and proved by Lovász [9] that χ(K(n, k)) = n − 2k + 2. Also, several types of colorings of Kneser graphs have been considered.
For a simple graph G, the square G 2 of G is defined such that V (G 2 ) = V (G) and two vertices x and y are adjacent in G 2 if and only if the distance between x and y in G is at most 2. We denote the square of the Kneser graph K(n, k) by K 2 (n, k). The problem of computing χ(K 2 (n, k)), which was originally posed by Füredi, was introduced and discussed in [7] . As an independent set of K 2 (n, k) Note that that A and B are adjacent in K 2 (n, k) if and only if A ∩ B = ∅ or |A ∩ B| ≥ 3k − n. Therefore, K 2 (n, k) is the complete graph K t where t = n k if n ≥ 3k − 1, and K 2 (n, k) is a perfect matching if n = 2k. But for 2k +1 ≤ n ≤ 3k −2, the exact value of χ(K 2 (n, k)) is not known. Hence it is an interesting problem to determine the chromatic number of the square of the Kneser graph K(2k + 1, k) as the first nontrivial case. In 2004, Kim and Nakprasit [7] showed that χ(K 2 (2k + 1, k)) ≤ 4k if k is odd and χ(K 2 (2k + 1, k)) ≤ 4k + 2 if k is even. And then, in 2009, Chen, Lih, and Wu [1] improved the bound as χ(
In this paper, we give improved upper bounds on χ(K 2 (2k + 1, k)) with a concise proof. We show that χ(K 2 (2k + 1, k)) ≤ for any integer k ≥ 2. In particular, when 2k + 1 = 2 n − 1 for some positive integer n, we give better upper bounds. We show that χ(K 2 (2k + 1, k)) ≤ 2k + 2, if 2k + 1 = 2 n − 1 for some positive integer n. Note that the proof in [1] is very complicated. However, our proof in this paper is concise and can be easily understood by readers.
Considering the problem determining χ(K(n, k)), which was solved by Lovász [9] , we can expect that the problem determining χ(K 2 (2k + 1, k)) is difficult. There is not even any conjecture on the value of χ(K 2 (2k+1, k)). We have observed that χ(K 2 (2k+1, k)) ≤ αk + β for some real numbers α and β. A natural interesting problem is determine the least value of α. From the result in [7] and the result that χ(
On the other hand, from the result that χ(K 2 (2k + 1, k)) ≤ 2k + 2 for infinitely many special cases, we can conjecture that χ(K 2 (2k + 1, k)) ≤ 2k + 2 for all integers k ≥ k 0 for some fixed integer k 0 . Regarding this conjecture, we give a supporting evidence. We show that for any fixed real number ǫ > 0,
In addition, we study χ(K 2 (2k + r, k)) where 2 ≤ r ≤ k − 2. For 2 ≤ r ≤ k − 2, we show that
r . These are the first results for 2 ≤ r ≤ k − 2. From the well-known fact that (
for any b < a, we can conclude that for each integer 1 ≤ r ≤ k − 2, there exist constant real numbers α r and β r such that α r k r ≤ χ(K 2 (2k + r, k)) ≤ β r k r , where α r and β r depend on r. That is,
The coloring of the square of Kneser graphs is closely related with an intersecting family as follows. A family
and |A ∩ B| ∈ L for all distinct elements A and B of F . Let m(n, k, L) denote the maximum size of an (n, k, L)-system. The problem of determining m(n, k, L) was introduced by Deza, Erdős, and Frankl in [4] . (See [5] for more results about m(n, k, L).) The coloring of the square of Kneser graphs is related with (n, k, L)-system, since m(2k
≤ χ(H) for every graph H. Kim and Nakprasit [7] showed that χ(K 2 (9, 4)) ≥ 11 by showing that m(9, 4, {1, 2}) = 12. Later, Khodkar and Leach [8] showed that χ(K 2 (9, 4)) ≤ 11. Thus it is concluded that
where G = K(9, 4).
In addition, the coloring of the square of a graph G can be explained in a relation with L(p, q)-labelling problem introduced by Griggs and Yeh [6] . For nonnegative integers p and q, an L(p, q)-labelling of a graph G is a function φ :
2 Coloring of the Kneser graph
Let H be a finite additive abelian group and let 2 H be the set of subsets of H. We define a function σ H : 2
H → H such that for any subset X of H, σ H (X) = x∈X x, where the sum is over the addition of the group H. If there is no confusion, we denote σ H by σ. The following two lemmas are simple, but will play a key role in the proofs of main results.
Lemma 2.1. If A and B are two subsets of an abelian group H such that |A| = |B| = k and |A ∩ B| = k − 1 for some positive integer k, then σ H (A) = σ H (B). 
Then the followings holds.
(ii) For each 1 ≤ i ≤ n, the number of elements in X whose ith entry is 1 is even.
Proof. Since the first q − 1 elements of
Thus by the definition of X, each element (x 1 , . . . , x n+1 ) in X has a coordinate x i such that x i = 0 and 1 ≤ i ≤ n. Thus (i) holds.
Next, for each i (1 ≤ i ≤ n), let X i denote the set of elements in X whose ith entry is 1. Then
ith entry of u is 1}| − |{w ∈ F ℓ : ith entry of w is 1}| .
Note that |{u ∈ Z n 2 × Z q : ith entry of u is 1}| = 2 n−1 q where n ≥ 2. Hence to prove (ii), it is enough to show that |{w ∈ F ℓ : ith entry of w is 1}| is even.
For
, let P j be the set of the (2j − 1)th element and the (2j)th element in F in the ordering ≺. Then, since ℓ is even, F ℓ is the disjoint union of P 1 , P 2 ,. . . , P ℓ
2
. Thus |{w ∈ F ℓ : ith entry of w is 1}| = 1≤j≤ ℓ 2 |{w ∈ P j : ith entry of w is 1}|.
Let a = (a 1 , . . . , a n , a n+1 ) and b = (b 1 , . . . , b n , b n+1 ) be the (2j − 1)th element and (2j)th element in F . Since (2j − 1) is odd, a n+1 is odd. Therefore a n+1 < q − 1 since q − 1 is even. By the definition of ≺, it has to be b = (a 1 , . . . , a n , a n+1 + 1). Therefore a i = 1 if and only if b i = 1, which implies that |{w ∈ P j : ith entry of w is 1}| is zero or two for each 1 ≤ j ≤ ℓ 2
. Thus |{w ∈ F ℓ : ith entry of w is 1}| is even, and consequently |X i | is even. Hence (ii) holds. Now we will prove the main result.
Proof. For each case of the following, we will define a group H and a subset X of H such that |X| = 2k + 1 to define the Kneser graph K(2k + 1, k) on the ground set X.
Case 2. r is an odd integer. Since 2k + 1 and r are odd, p is even and so p + 1 is odd. In this case, let H be the group Z n 2 × Z p+1 . Let ℓ = 2 n − 1 − r + p and F = Z n 2 × Z * p+1 . We define X as follows.
Note that ℓ = 2 n − 1 − r + p is an even integer, and X is a subset of H such that |X| = 2 n (p + 1) − (2 n − 1 − r + p + 1) = 2 n p − p + r = 2k + 1.
Case 3. r is an even integer, r = 0. In this case, let H = Z n 2 × Z p+2 . Since 2k + 1 is odd and r is even, p is odd and so p + 2 is odd. Let ℓ = 2 n+1 − 2 − r + (p + 1) and F = Z n 2 × Z * p+2 . We define X as follows.
Note that ℓ = 2 n+1 − 2 − r + (p + 1) is an even integer, and X is a subset of H such that
First, we will show that the following claim.
Claim 2.4. For any element (x 1 , . . . , x n+1 ) ∈ X, x i = 0 for some i ∈ {1, 2, . . . , n}.
Proof. If r = 0, then it is clear from the definition of X. Suppose that r = 0. Since 0 ≤ r ≤ 2 n − 2,
Moreover, if r is odd, then F = Z n 2 × Z * p+1 and p + 1 is odd. And if r is even, then F = Z n 2 × Z * p+2 and p + 2 is odd. Therefore x i = 0 for some i ∈ {1, 2, . . . , n} by (i) of Lemma 2.2. This completes the proof of Claim 2.4.
Let G be the Kneser graph defined on the set X, that is,
where σ H (X) = x∈X x. We will show that σ H (A) = σ H (B) for each edge AB of G 2 . We denote σ H by σ for simplicity. Let AB be an edge in
by Lemma 2.1. Hence it is remained to show that σ(A) = σ(B) when |A ∩ B| = 0.
From now on, we assume that |A∩B| = 0. Since |A| = |B| = k and |X| = 2k +1, there exists unique element z ∈ X such that z ∈ A ∪ B. Let z = (z 1 , . . . , z n+1 ). By Claim 2.4, z i = 0 for some i ∈ {1, 2, . . . , n}. Fix an i such that z i = 0 and i ∈ {1, 2, . . . , n}. Let X i = {(a 1 , . . . , a n+1 ) ∈ X : a i = 1}, which is the set of elements in X whose ith entry is 1. Now we can show that |X i | is even as follows. For the case when r = 0, we have that
And for the case when r = 0, since ℓ is an even integer, |X i | is even by (ii) of Lemma 2.2.
Claim 2.5. For any subset A of X, |A ∩ X i | (mod 2) is the ith entry of σ(A) where Note that |A ∩ X i | is the number of elements of A whose ith entry is 1. Therefore |A ∩ X i | (mod 2) is the ith entry of σ(A). This completes the proof of Claim 2.5.
Note that z ∈ X i by the definition of z. Since X i \ {z} is the disjoint union of A ∩ X i and B ∩ X i , we have that |A ∩ X i | + |B ∩ X i | = |X i | − 1. As |X i | is even, |X i | − 1 is odd. Therefore, one of |A ∩ X i | and |B ∩ X i | is odd and the other is even. Note that by Claim 2.5, |A∩X i | (mod 2) is the ith entry of σ(A), and |B ∩X i | (mod 2) is the ith entry of σ(B). Thus the ith entry of two vectors σ(A) and σ(B) are distinct, and consequently σ(A) = σ(B).
Hence σ provides a proper coloring of G 2 with |H| colors, where |H| is the number of elements of H. Therefore χ(G 2 ) ≤ |H|.
Theorem 2.3 gives the following corollary.
Proof. If 2k + 1 = 2 n+1 − 1, then p = 1 and r = 0. Thus χ(K 2 (2k + 1, k)) ≤ 2k + 2 by Theorem 2.3.
In addition, from 2k + 1 = (2 n − 1)p + r, we have the following relations.
(a) 2
Note that
for all n and r. Thus
Proof. When n = 2, from (1), we have
It was showed in [1] that χ(K 2 (2k + 1, k)) ≤ 3k + 2. Corollary 2.7 improves the result in [1] when k ≥ 15. The following corollary implies that the upper bounds on χ(K 2 (2k + 1, k)) become much smaller when k is sufficiently large.
Corollary 2.8. For any fixed real number ǫ > 0, there exists a positive integer k 0 depending on ǫ such that
for any positive integer k ≥ k 0 . Thus for any fixed real number ǫ > 0,
Proof. For any fixed ǫ > 0, there exists n 0 such that
Then there exists a positive integer k 0 such that 2 n 0 − 1 ≤ √ 2k + 1 for all integers k ≥ k 0 . Thus for any k ≥ k 0 , we can find integers p and r such that 2k + 1 = (2 n 0 − 1)p + r and 0 ≤ r ≤ 2 n 0 − 2 as in the proof of Theorem 2.3. Then by (1) , it holds that
3 Coloring of the Kneser graph
In this section, we give upper bounds on χ(K 2 (2k + r, k)) for all 2 ≤ r ≤ k − 2.
Theorem 3.1. Let F be a finite field with characteristic p such that p > r and |F| > 2k+r. Then χ(K 2 (2k + r, k)) ≤ (r + 2)|F| r , where |F| is the number of elements of F.
Proof. Let X ⊂ F with |X| = 2k + r. Let G = K(2k + r, k) be the Kneser graph defined on the set X, that is,
. We define a function f :
where σ j (A) = a∈A a j for 1 ≤ j ≤ r, and a proper (r + 2)-coloring φ of K(2k + r, k). Note that χ(K(2k + r, k)) = r + 2 and so the range of f has the size at most (r + 2)|F| r .
We will show that f (A) = f (B) for each edge AB of G 2 . If AB is an edge of G 2 , then |A ∩ B| ∈ {0, k − r, k − r − 1, . . . , k − 1}. First, if AB is an edge of G 2 with A ∩ B = ∅, then AB is an edge of G and so φ(A) = φ(B) as φ is a proper (r + 2)-coloring of K(2k + r, k). Hence f (A) = f (B).
Next, we will show that f (A) = f (B) when AB is an edge of G 2 with A ∩ B = ∅. Suppose that AB is an edge of G 2 with A∩B = ∅ and f (A) = f (B). Then k−r ≤ |A∩B| ≤ k−1. Let |A∩B| = k−s for some 1 ≤ s ≤ r. We can denote A = {a 1 , . . . , a s , x 1 , . . . , x k−s } and B = {b 1 , . . . , b s , x 1 , . . . , x k−s } where a i = b j for all i, j ∈ {1, . . . , s}. For convenience let A ′ = {a 1 , . . . , a s } and B ′ = {b 1 , . . . , b s }. Note that A ′ and B ′ are disjoint. Since f (A) = f (B), we have that σ i (A) = σ i (B) for each 1 ≤ i ≤ s. Thus
Let e i (Z) is the ith the elementary symmetric function of Z that is the sum of all distinct products of i distinct elements in Z. That is, when Z = {z 1 , . . . , z n },
, and e 4 (Z) = x 1 x 2 x 3 x 4 .
Note that the well-known Newton's identity [10] Hence (b 1 − a 1 )(b 1 − a 2 ) · · · (b 1 − a s ) = 0. Thus there is an element in a i ∈ A ′ such that b 1 = a i , since all computations are defined in the field F. This is a contradiction to the fact that A ′ and B ′ are disjoint. Therefore, σ i (A) = σ i (B) for some i ∈ {1, . . . , r}, which implies that f (A) = f (B). Hence f gives a proper coloring of G 2 , and χ(G 2 ) is at most the size of the range of f .
The following Theorem is known, which is a generalization of Bertrand-Chebyshev Theorem.
