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STRUCTURE OF GROUP INVARIANTS
OF A QUASIPERIODIC FLOW
LENNARD F. BAKKER
Abstract. The multiplier representation of the generalized symmetry group
of a quasiperiodic flow on the n-torus defines, for each subgroup of the multi-
plier group of the flow, a group invariant of the smooth conjugacy class of that
flow. This group invariant is the internal semidirect product of a subgroup
isomorphic to the n-torus by a subgroup isomorphic to that subgroup of the
multiplier group. Each subgroup of the multiplier group is a multiplicative
group of algebraic integers of degree at most n, which group is isomorphic to
an abelian group of n by n unimodular matrices.
1. Introduction
The generalized symmetry group, Sφ, of a smooth (i.e. C
∞) quasiperiodic flow
φ : R × T n → T n, n ≥ 2, is group theoretic normalizer of the abelian group of
diffeomorphisms generated by φ:
Sφ = NDiff(T n)
(
Fφ
)
,
where Diff(T n) is the group of diffeomorphisms of T n, and Fφ = {φt : t ∈ R}. The
quasiperiodic flow φ is generated by the vector field
X(θ) =
d
dt
φt(θ)
∣∣∣∣
t=0
.
An R ∈ Diff(T n) which belongs to Sφ is characterized by a number in R∗ = R\{0}.
(Here and elsewhere, T is the tangent functor, and R∗X = TRXR
−1.)
Theorem 1.1. The following are equivalent:
a) R ∈ Sφ;
b) there exists a unique α ∈ R∗ such that Rφt = φαtR for all t ∈ R;
c) there exists a unique α ∈ R∗ such that R∗X = αX.
Proof. See Lemma 10.3 and Theorem 13.1 in [5].
The multiplier representation ρφ : Sφ → R∗ = GL(R) is a linear representation
of Sφ in R (see [4]) which takes an R in Sφ to the unique number α appearing in
parts b) and c) of Theorem 1.1. The image, ρφ(Sφ), is the multiplier group of φ,
and is a subgroup of the abelian group GL(R). For each Λ < ρφ(Sφ), the multiplier
representation induces the short exact sequence of groups,
idTn → ker ρφ → ρ
−1
φ (Λ)→ Λ→ 1,
in which idTn is the identity diffeomorphism of T
n, kerρφ → ρ
−1
φ (Λ) is the canonical
monomorphism, and jΛ : ρ
−1
φ (Λ) → Λ is the restriction of ρφ to ρ
−1
φ (Λ). (By the
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Fundamental Theorem on Homomorphisms (p. 10 [1]), Λ ∼= ρ−1φ (Λ)/ker ρφ.) This
states that ρ−1φ (Λ) is a group extension of kerρφ by the abelian group Λ. It will be
shown that this extension splits for any Λ < ρφ(Sφ), that kerρφ ∼= T n, and that
Λ is a multiplicative group of real algebraic integers of degree at most n, which is
isomorphic to an abelian subgroup of GL(n,Z).
2. Multipliers and Quasiperiodic Flows
A flow φ on T n is quasiperiodic if and only if there exists a V ∈ Diff(T n) such
that Y = V∗X is a constant vector field whose coefficients are independent over
Q (see pp. 79-80 [7]). Real numbers a1, a2, ..., an are independent over Q if for
m = (m1,m2, ...,mn) ∈ Zn, the equation
n∑
j=1
mjaj = 0
implies that mj = 0 for all j = 1, 2, ..., n.
The nonzero number ρφ(R) is called the multiplier of R ∈ Sφ. An R ∈ Sφ with
ρφ(R) = 1 is known as a (classical) symmetry of φ (p. 1 [2]); the symmetry group
of φ is ker ρφ = ρ
−1
φ ({1}). An R ∈ Sφ with ρφ(R) = −1 is called a reversing
symmetry (p. 4 [10]); if R2 = idTn , then R is a reversing involution or a classical
time-reversing symmetry of φ; the reversing symmetry group of φ is ρ−1φ ({1,−1})
(p. 8 [10]). An R ∈ Sφ with ρφ(R) 6= ±1, if it exists, is a new type of symmetry of
φ, called a generalized symmetry of φ. Generalized symmetries are known to exist
for quasiperiodic flows whose frequencies satisfy certain algebraic relationships (see
[3] for those algebraic relationships and examples on T 2 and T 3).
Theorem 2.1. If φ is a quasiperiodic, then {1,−1} < ρφ(Sφ).
Proof. Suppose φ is quasiperiodic. Then there is a V ∈ Diff(T n) such that Y = V∗X
is a constant vector field. Let ψ be the flow generated by Y . For any t ∈ R, the
diffeomorphism ψt satisfies (ψt)∗Y = Y , so that 1 ∈ ρψ(Sψ). On the other hand,
the map N : T n → T n defined by N(θ) = −θ satisfies N∗Y = −Y , so that
−1 ∈ ρψ(Sψ). Because Y = V∗X , the flows φ and ψ are smoothly conjugate. This
implies that ρφ(Sφ) = ρψ(Sψ) (Theorem 12.2 [5]), and so {1,−1} < ρφ(Sφ).
Theorem 2.2. If φ is quasiperiodic and {1} 6= Λ < ρφ(Sφ), then ρ
−1
φ (Λ) is non-
abelian, and hence the generalized symmetry group of φ and the reversing symmetry
group of φ are nonabelian.
Proof. Suppose φ is quasiperiodic and {1} 6= Λ. Then there is an R ∈ Sφ such that
α = ρφ(R) 6= 1. By Theorem 1.1, Rφ1 = φαR. If φ1 = φα, then φ would be periodic.
Thus, ρ−1φ (Λ) is nonabelian. By Theorem 2.1, both ρφ(Sφ) and ρφ
(
ρ−1φ ({1,−1})
)
contain −1, so that Sφ = ρ
−1
φ (ρφ(Sφ)) and ρ
−1
φ ({1,−1}) are both nonabelian.
For any Λ < ρφ(Sφ), ρ
−1
φ (Λ) is an invariant of the smooth conjugacy class of φ
in the sense that if φ and ψ are smoothly conjugate, then ρ−1φ (Λ) and ρ
−1
ψ (Λ) are
conjugate subgroups of Diff(T n) (Theorem 13.3 [5]). Because a quasiperiodic flow
φ is smoothly conjugate to a quasiperiodic flow ψ generated by a constant vector
field, the group structure of idTn → kerρφ → ρ
−1
φ (Λ) → Λ → 1 is determined by
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that of idTn → kerρψ → ρ
−1
ψ (Λ) → Λ → 1. Attention is therefore restricted to a
quasiperiodic flow φ generated by a constant vector field X .
3. Lifting the Generalized Symmetry Equation
The equation R∗X = αX appearing in part c) of Theorem 1.1 is the generalized
symmetry equation for φ. It is an equation on TT n, and lifting it to TRn, the
universal cover of TT n, requires lifting the diffeomorphism R of T n to a diffeomor-
phism of Rn, and the vector field X on T n to a vector field on Rn. The covering
map π : Rn → T n is a local diffeomorphism for which
π(x +m) = π(x)
for any x ∈ Rn and any m ∈ Zn. Let R : T n → T n be a continuous map. A lift
of Rπ : Rn → T n is a continuous map Q : Rn → Rn for which Rπ = πQ. Since π
is a fixed map, Q is also said to be a lift of R. Any two lifts of R differ by a deck
transformation of π, which is a translation of Rn by an m ∈ Zn.
Theorem 3.1. Let R : T n → T n and Q : Rn → Rn. Then Q is a lift of a
diffeomorphism R of T n if and only if Q is a diffeomorphism of Rn such that
a) for any m ∈ Zn, Q(x+m)−Q(x) is independent of x ∈ Rn, and
b) the map lQ(m) = Q(x+m)−Q(x) is an isomorphism of Zn.
Proof. The proof uses standard arguments in topology.
The canonical projections τRn : TR
n → Rn and τTn : TT n → T n are smooth.
The former is a lift of the latter,
τTnTπ = πτRn ,
which lift sends w ∈ TxRn to x ∈ Rn. The covering map Tπ : TRn → TT n is a
local diffeomorphism.
A vector field on T n is a smooth map Y : T n → TT n such that τTnY = idTn .
A vector field on Rn is a smooth map Z : Rn → TRn such that τRnZ = idRn .
Lemma 3.2. If Y is a vector field on T n, then there is only one lift of Y that is a
vector field on Rn.
Proof. Let x0 ∈ Rn, θ0 ∈ T n be such that Y π(x0) = Y (θ0). Let wx0 ∈ Tx0R
n be the
only vector such that Tπ(wx0) = Y (θ0). There exists a unique lift Z : R
n → TRn
such that Y π = TπZ and Z(x0) = wx0 (Theorem 4.1, p. 143 [6]). Because Y is a
vector field on T n, Z is a lift of Y π, and τRn is a lift of τTn ,
π(x) = τTnY π(x) = τTnTπZ(x) = πτRnZ(x).
So the difference x − τRnZ(x) is a discrete valued map. Because R
n is connected,
this difference is a constant (see Proposition 4.5, p. 10 [6]). This constant is zero
because τRnZ(x0) = x0, and so τRnZ = idRn . The equation Y π = TπZ implies
that Z is smooth because π and Tπ are local diffeomorphisms and because Y is
smooth. The choice of the only vector w ∈ Tx0+mR
n for any 0 6= m ∈ Zn such
that Tπ(w) = Y (θ0) would lead to a lift Zm of Y that is not a vector field on R
n
because τRnZm(x) = x+m. The collection {Zm : m ∈ Z}, with Z0 = Z, accounts
for all the lifts of Y by the uniqueness of the lift and the uniqueness of the vector
w. Therefore Z is the only lift of Y that is a vector field on Rn.
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For a vector field X on T n, let Xˆ denote the only lift of X that is a vector field
on Rn as described in Lemma 3.2; Xˆ satisfies Xπ = TπXˆ . For a diffeomorphism
R of T n, let Rˆ be a lift of R; the lift Rˆ is a diffeomorphism of Rn (by Theorem 3.1)
for which Rπ = πRˆ.
Lemma 3.3. The only lift of the vector field R∗X on T
n that is a vector field on
Rn is Rˆ∗Xˆ.
Proof. A lift of R∗X is Rˆ∗Xˆ because
TπRˆ∗Xˆ = TπTRˆXˆRˆ
−1
= T(πRˆ)XˆRˆ−1
= T(Rπ)XˆRˆ−1
= TRTπXˆRˆ−1
= TRXπRˆ−1
= TRXR−1π
= R∗Xπ.
By definition, Rˆ∗Xˆ is a vector field on R
n. By Lemma 3.2, it is the only lift of
R∗X that is a vector field on R
n.
Lemma 3.4. For any α ∈ R∗, the only lift of the vector field αX on T n that is a
vector field on Rn is αXˆ.
Proof. A lift of αX is αXˆ because
Tπ(αXˆ) = αTπXˆ = αXπ.
Only one lift of αX is a vector field (Lemma 3.2), and αXˆ is this lift.
Theorem 3.5. Let X be a vector field on T n, Xˆ the lift of X that is a vector field
on Rn, R a diffeomorphism of T n, Rˆ a lift of R, and α a nonzero real number.
Then R∗X = αX if and only if Rˆ∗Xˆ = αXˆ.
Proof. Suppose that R∗X = αX . By Lemma 3.3, Rˆ∗Xˆ is a lift of R∗X : TπRˆ∗Xˆ =
R∗Xπ. By Lemma 3.4, αXˆ is a lift of αX : Tπ(αXˆ) = αXπ. Then
Tπ
(
Rˆ∗Xˆ − αXˆ
)
=
(
R∗X − αX
)
π = 0Tnπ,
where 0Tn is the zero vector field on T
n. So Rˆ∗Xˆ−αXˆ is a lift of 0Tn . The only lift
of 0Tn that is a vector field on R
n is 0Rn , the zero vector field on R
n. By Lemma
3.3 and Lemma 3.4, the difference Rˆ∗Xˆ − αXˆ is a vector field on Rn. By Lemma
3.2, Rˆ∗Xˆ − αXˆ = 0Rn . Thus, Rˆ∗Xˆ = αXˆ .
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Suppose that Rˆ∗Xˆ = αXˆ . Then
R∗Xπ = TRXR
−1π
= TRXπRˆ−1
= TRTπXˆRˆ−1
= T(Rπ)XˆRˆ−1
= T(πRˆ)XˆRˆ−1
= TπTRˆXˆRˆ−1
= TπRˆ∗Xˆ
= Tπ(αXˆ)
= αTπXˆ
= αXπ.
Because π is surjective, R∗X = αX .
4. Solving the Lifted Generalized Symmetry Equation
The lift of R∗X = αX is an equation on TR
n of the form Q∗Xˆ = αXˆ for Q ∈
Diff(Rn). With global coordinates x = (x1, x2, ..., xn) on R
n, the diffeomorphism
Q has the form
Q(x1, x2, ..., xn) = (f1(x1, x2, ..., xn), ..., fn(x1, x2, ..., xn))
for smooth functions fi : R
n → R, i = 1, ..., n. Let θ = (θ1, θ2, ..., θn) be global
coordinates on T n such that θi = xi mod 1, i = 1, 2, ..., n. If
X(θ) = a1
∂
∂θ1
+ a2
∂
∂θ2
+ · · ·+ an
∂
∂θn
for constants ai ∈ R, i = 1, ..., n, then
Xˆ(x) = a1
∂
∂x1
+ a2
∂
∂x2
+ · · ·+ an
∂
∂xn
,
so that Q∗Xˆ = αXˆ has the form
n∑
j=1
aj
∂fi
∂xj
= αai, i = 1, ..., n.
This is an uncoupled system of linear, first order equations which is readily solved
for its general solution.
Lemma 4.1. For real numbers a1, a2, ..., an and α with an 6= 0, the general solution
of the system of n linear partial differential equations
n∑
j=1
aj
∂fi
∂xj
= αai, i = 1, ..., n
is
fi(x) = α
ai
an
xn + hi
(
x1 −
a1
an
xn, x2 −
a2
an
xn, ..., xn−1 −
an−1
an
xn
)
,
for arbitrary smooth functions hi : R
n−1 → R, i = 1, ..., n.
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Proof. For each i = 1, ..., n, consider the initial value problem
n∑
j=1
aj
∂fi
∂xj
= αai
xj(0, s1, s2, ..., sn−1) = sj for j = 1, ..., n− 1
xn(0, s1, s2, ..., sn−1) = 0
fi(0, s1, s2, ..., sn−1) = hi(s1, s2, ..., sn−1)
for parameters (s1, s2, ..., sn−1) ∈ R
n−1 and initial data hi : R
n−1 → R. Using
the method of characteristics (see [9] for example), the solution of the initial value
problem in parametric form is
xj(t, s1, s2, ..., sn−1) = ajt+ sj for j = 1, ..., n− 1
xn(t, s1, s2, ..., sn−1) = ant
fi(t, s1, s2, ..., sn−1) = αait+ hi(s1, s2, ..., sn−1).
The coordinates (x1, x2, ..., xn) and the parameters (t, s1, s2, ..., sn−1) are related
by 

x1
x2
x3
...
xn−1
xn


=


a1 1 0 0 . . . 0
a2 0 1 0 . . . 0
a3 0 0 1 . . . 0
...
...
...
...
. . .
...
an−1 0 0 0 . . . 1
an 0 0 0 . . . 0




t
s1
s2
...
sn−2
sn−1


The determinant of the n × n matrix is (−1)nan, which is nonzero by hypothesis.
Inverting the matrix equation gives

t
s1
s2
...
sn−2
sn−1


=


0 0 . . . 0 0 1/an
1 0 . . . 0 0 −a1/an
0 1 . . . 0 0 −a2/an
...
...
. . .
...
...
...
0 0 . . . 1 0 −an−2/an
0 0 . . . 0 1 −an−1/an




x1
x2
x3
...
xn−1
xn


Substitution of the expressions for t and the si’s in terms of the xi’s into
fi(x1, x2, ..., xn) = αait+ hi(s1, s2, ..., sn−1)
gives the desired form of the general solution.
Lemma 4.2. If a1, a2, ..., an are independent over Q, then
J =
{(
m1 −
a1
an
mn, ...,mn−1 −
an−1
an
mn
)
: m1, ...,mn ∈ Z
}
is a dense subset of Rn−1.
Proof. Suppose a1, a2, ..., an are independent over Q. This implies that none of the
ai’s are zero. In particular, an 6= 0. Consider the flow
ψt(θ1, ..., θn−1, θn) = (θ1 − (a1/an)t, ..., θn−1 − (an−1/an)t, θn − t)
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on T n which is generated by the vector field
Y = −
a1
an
∂
∂θ1
−
a2
an
∂
∂θ2
− · · · −
an−1
an
∂
∂θn−1
−
∂
∂θn
.
The coefficients of Y are independent over Q because a1, a2, ..., an are independent
over Q and
m1a1 + · · ·+mnan = 0⇔ −m1
a1
an
− · · · −mn−1
an−1
an
−mn = 0.
So the orbit of ψ through any point θ0 ∈ T n,
γψ(θ0) = {ψt(θ0) : t ∈ R},
is dense in T n (Corollary 1, p. 287 [2]).
The submanifold
P = {(θ1, ..., θn−1, θn) : θn = 0}
of T n, which is diffeomorphic to T n−1, is a global Poincare´ section for ψ because
X(θ) 6∈ TθP for every θ ∈ P and because γψ(θ0)∩P 6= ∅ for every θ0 ∈ T n. Define
the projection ℘ : T n → T n−1 by
℘(θ1, θ2, ..., , θn−1, θn) = (θ1, θ2, ..., θn−1)
and the injection ı : T n−1 → T n by
ı(θ1, θ2, ..., θn−1) = (θ1, θ2, ..., θn−1, 0).
The Poincare´ map induced on ℘(P ) by ψ is given by ψ¯ = ℘ψ1ı because ψ1(θ0) ∈ P
when θ0 ∈ P . For any κ ∈ Z, ψ¯κ = ℘ψκı. So, for instance, with 0 = (0, 0, ..., 0) ∈ T n
and 0¯ = ℘(0),
℘
(
γψ(0) ∩ P
)
= {ψ¯κ(0¯) : κ ∈ Z}
=
{(
−
a1
an
κ,−
a2
an
κ, · · ·,−
an−1
an
κ
)
: κ ∈ Z
}
,
where for each i = 1, ..., n − 1, the quantity −(ai/an)κ is taken mod 1. With
π¯ : Rn−1 → T n−1 as the covering map,
J = π¯−1
(
℘(γψ(0) ∩ P )
)
.
If ℘(γψ(0) ∩ P ) were dense in ℘(P ), then J would be dense in Rn−1 because π¯ is
a covering map. (That is, if ℘(γψ(0) ∩ P ) ∩ [0, 1)n−1 is dense in the fundamental
domain [0, 1)n−1 of the covering map π¯, then by translation, it is dense in Rn−1.)
Define χ : R× T n−1 → T n by
χ(t, θ1, θ2, ..., θn−1) = ψ
(
t, ı(θ1, θ2, ..., θn−1)
)
.
The map χ is a local diffeomorphism by the Inverse Function Theorem because
Tχ =


−a1/an 1 0 . . . 0
−a2/an 0 1 . . . 0
...
...
...
. . .
...
−an−1/an 0 0 . . . 1
−1 0 0 . . . 0


has determinant of (−1)n+1. Let O be a small open subset of ℘(P ). For ǫ > 0, the
set Oǫ = (−ǫ, ǫ)×O is an open subset in the domain of χ. For ǫ small enough, the
image χ(Oǫ) is open in T
n because χ is a local diffeomorphism. By the denseness
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of γψ(0) in T
n, there is a point θ0 in χ(Oǫ) ∩ γψ(0). By the definition of χ(Oǫ),
there is an ǫ¯ ∈ (−ǫ, ǫ) and a θ¯0 ∈ O such that χ(ǫ¯, θ¯0) = θ0. Thus ı(θ¯0) ∈ γψ(0),
and so ℘(γψ(0) ∩ P ) intersects O at θ¯0. Since O is any small open subset of ℘(P ),
the set ℘(γψ(0) ∩ P ) is dense in ℘(P ).
Theorem 4.3. If α ∈ R∗ and the coefficients of X =
∑n
i=1 ai∂/∂θi are indepen-
dent over Q, then for each R ∈ Diff(T n) that satisfies R∗X = αX there exist
B = (bij) ∈ GL(n,Z) and c ∈ Rn such that
Rˆ(x) = Bx+ c
for x = (x1, x2, ..., xn), in which
bin = α
ai
an
−
n−1∑
j=1
bij
aj
an
, i = 1, ..., n.
Proof. Suppose that the a1, a2, ..., an are independent over Q. For α ∈ R∗, sup-
pose that R ∈ Diff(T n) is a solution of R∗X = αX . A lift Rˆ of R is a diffeo-
morphism of Rn by Theorem 3.1. The lift of X that is a vector field on Rn is
Xˆ =
∑n
i=1 ai(∂/∂xi). By Theorem 3.5, Rˆ is a solution of Rˆ∗Xˆ = αXˆ . With global
coordinates (x1, x2, ..., xn) on R
n write
Rˆ(x) = (f1(x1, ..., xn), ..., fn(x1, ..., xn)).
In terms of this coordinate description, the equation Rˆ∗Xˆ = αX written out is
n∑
j=1
aj
∂fi
∂xj
= αai, i = 1, ..., n.
The independence of the coefficients of Xˆ over Q implies that an 6= 0. By Lemma
4.1, there are smooth functions hi : R
n−1 → R, i = 1, ..., n, such that
fi(x1, ..., xn) = α
ai
an
xn + hi(s1, s2, ..., sn−1)
where
si = xi −
ai
an
xn, i = 1, ..., n− 1.
By Theorem 3.1, Rˆ(x +m) − Rˆ(x) is independent of x for each m ∈ Rn. This
implies for each i = 1, ..., n that
fi(x+m)− fi(x)
= fi(x1 +m1, x2 +m2, ..., xn +mn)− fi(x1, x2, ..., xn)
= α
ai
an
mn + hi
(
s1 +m1 −
a1
an
mn, ..., sn−1 +mn−1 −
an−1
an
mn
)
−hi(s1, ..., sn−1)
