This paper discusses algorithms for deriving the steady state features of the M/PH/c queue with batch arrivals. Many characteristic quantities such as the mean and variance of queue length in continuous time, the mean waiting time, the waiting probability, etc. are obtained in computationally tractable form. Numerical examples
Introduction
Batch arrivals constitute an important class of input processes in the theory of queues. A queueing system is generally represented by GIX/G/C, where GI, G, C arid X denote an interarrival time distribution, a service time distribution, the number of serverB and arrival group of random size, respectively. Especially, multiserver queues with batch arrivals have been investigated by a number of authors. Kabak [9, 10] obtained the steady state results of J!/Mlc. Cromie et al. [6] I~xtended and corrected Kabak's results. They also derived how to calculate percentiles or fractiles for the queue length distribution and the [8] obtained the moments of queue of the characteristic equation.
waiting time distribution. Holman et al.
X length of Ek IMlc
Baily and Neuts [2] queue using the roots studied the GIXIMlc queue with bounded batch arrivals. They discussed algorithms for the computation of the steady state features and obtained queue length densities at prior to arrivals and at arbitrary times in a modified matrix-geometric form.
But all of the above authors assumed that the service time distribution was exponential.
Markov chain, it is convenient to define that the index i (i ~ 0) denotes the total number of customers in the system and jk (1 ~k ~M) the total number of customers in the k-th phase of service. The the state of the system can be represented by an ordered (MTl)-tuple of nonnegative integers (Z.l)
Let i be the set of all possible states such that the total number of customers in the system is equal to i, and 
Therefore the infinitesimal generator of this system is given by the matrix
We denote the invariant probability vector of Q by ~, which we may write in the partitioned form s.-vectors.
Let T be the real number such that (Z.5) Let us define dome matrices and vectors given by
Then the stochastic matrix P is written by
Using the stochastic matrix P. we state below a~practical algorithm to calculate the stationary distribution of the ~/PH/C queue by improving the algorithm discussed in Lucantoni [11] .
A practical alogirithm
Step 1.
(2.9) (2.10)
Step 2.
Step 3.
Calculate the sequence of matri.ces {H(n). n ~ O} by 00 i+l
By above successive substitutions. the sequence {H(n)} converges to a matrix H. which satisfies
i=l ~ Especially the batch size distribution is the probability distribution with finite support on positive integers. we call this
and the batch size distribution is geometric. we call this Case 2.
Calculation of the vector h of stationary probabilities corresponding to the stochastic matrix H.
We introduce the square matrix ii of order Sc' whose rows are all identical and equal to the vector E.. and the vector ~ defined by
for Case 2.
Calculate the vector ~ defined by Step 5.
Step 6.
The matrices N, Land K are stochastic. (see Lucantoni [11] )
Calculate the invariant probability vectors £ and ~ of the matrices Land K.
Calculate some vectors defined by Step 7.
for Case 2, '-1
for Case 2 and -1 1 00 0 0 . 1
The stationary'probabi1ity vec:tors !l..o and for Case 2.
x are given by -c
Using this algorithm, we can obtain the stationary probability vectors !l..o and x.
-c
Moments of queue Length
In this section, we obtained the stationary probability vectors ~ and ~c.
Using these vectors, we shall obtain the first two moments of the queue length.
Let us recall the stochastic matrix (2.8):
The steady state equations with respect to P are given by
J=l
We introduce the vector generating function ~(z) for 0 ~ Z < 1 in the following way.
Multiplying both hands in (3.1) by Z and summing over i ~ 1, we can easily obtain that ~(z) satisfies the equation
i=l-c ~ 00 00 00 00 o.
The following relations are assumed to be: hold. (3.5) where 1I is the steady state vector of the stochastic matrix A(l), and e is the column vector with all entries equal to 1. We denote by A(j)(z) the matrix obtained by differentiating j times each entry of A(z).
We have to prepare the following.
Proposition 3.1.
[11] The derivatives o(j)(l), QU)(l), yU)(l), j ~ 0, may be computed recursively for each j. These recursion formulae are follows. (3.6) and for
where IT is the square matrix of order s , and each row of it is TI. 0 C We want to derive the first two mom.~nts of the queue size, Le., we shall deduce the formulae for computing K(l)(l)~ and K(2) (l)g. Let us recall the equation (3.3):
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If we let z tend to 1, we get <Xl (3.9) 
Differentiating (3.8) once with respect to z yields

~(l)(z)[ZI -A(z)]
(1)
Hence as z -+-1, we get
We note that I -A(l) is singular but I -A(l) + IT is nonsingu1ar and ~(l)(l)IT = (~(l)(l)~)E' Therefore (3.12) becomes (3.13)
Using (3.10) and (3.13), we have the next theorem.
Theorem 3.2. The first and second factorial moments of the queue size are given by (3.14) 00 00
-c - (3.15) ~ (2) (1)~ = -!(1).!:!, (2) (1) _ ~(1) (I).!:!, (1) (1) Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
M/PH/c Queue wilh Batch
Eoi=l ~- ( 
i=l ~
~=1
Letting z -+ 1 and using L'Hospita1's rule, we have (3.15) after tedious
Especially, we have the next corollary for Case 1 and Case 2 defined in Section 2.
Corollary 3.3. For Case 1,
For Case 2, (3.21)
The higher factorial moments of the queue size can be computed in the same manner but the formulae become uninspiringly complicated. Thus they will not be shown here.
Burke [5] shows, using a result from renewal theory, that the probability of an arbitrary customer being in the n-th position is given by
The probability that a randomly chosen customer is in the k-th position in line (including the ones being served) immediately following an arrival is equal to Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. More numerical results are shown in the extended version of this paper [2] .
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