A major focus of current research on place recognition is visual localization for autonomous driving. In this scenario, as cameras will be operating continuously, it is realistic to expect videos as an input to visual localization algorithms, as opposed to the single-image querying approach used in other place recognition works. In this paper, we show that exploiting temporal continuity in the testing sequence significantly improves visual localization -qualitatively and quantitatively. Although intuitive, this idea has not been fully explored in recent works. Our main contribution is a novel Monte Carlo-based visual localization technique that can efficiently reason over the image sequence. Also, we propose an image retrieval pipeline which relies on local features and an encoding technique to represent an image as a single vector. The experimental results show that our proposed method achieves better results than state-of-the-art approaches for the task on visual localization under significant appearance change. Our synthetic dataset is made available at: http://tiny.cc/jd73bz
I. INTRODUCTION
To carry out higher level tasks such as planning and navigation, a robot needs to maintain, at all times, an accurate estimate of its position and orientation with respect to the environment. When the robot uses an existing map to infer its 6 degree of freedom (DoF) pose, the problem is termed localization. In the case when the map information is appearance (images) associated with different parts of the map, the problem is that of visual localization (VL). Image-based localization methods normally assume that the appearance remains unchanged from when the map is generated to the present time when the robot needs to localize itself. However, as the operational time span of the robot increases, the appearance of the environment inevitably changes. This poses a great challenge for visual localization methods as the underlying assumption of static appearance is violated due to continual changes of environment, e.g., weather condition, time of day, construction sites, updating of façades and billboards, etc.
One approach towards dealing with appearance change is to observe as many variations as possible of each location and carry a representation that can model them [1] . However, the bottleneck in this case is the significant amount of time needed to capture sufficient naturally occurring appearance variations. For example, recent benchmarks [2] - [4] have taken years to collect data with sufficient natural appearance variation.
An orthogonal approach to address appearance change, pioneered by SeqSLAM [5] , is to consider sequence-tosequence matching instead of matching a single query image to previously observed images. SeqSLAM showed that sequencebased matching is more resilient to appearance changes but comes with its own shortcoming (e.g., sensitivity to view-point changes and differences in sequence velocities [6] ). While recent learning-based VL algorithms [7] - [10] have focused on the case of a single query image, the camera, in robotics setting, is operating continuously once the vehicle is moving and hence, it is realistic to expect a video (sequence of images) as an input to VL methods.
Another paradigm to overcome this challenge is to extract "fingerprints" which are robust against appearance changes [11] [12] . However, this approach has been only shown its efficiency in "natural" changes, e.g., weather conditions or time of day.
Our contribution: This work addresses the problem of metric visual localization (i.e., we recover the 6 DoF pose of the camera) under appearance changes, in the context of autonomous vehicles. To effectively reason over image sequences, we leverage Monte Carlo principle that approximates the probability distribution of 6 DoF camera poses incrementally. We show that for the case of driving on urban streets, a simple motion model is enough to successfully track the vehicle's pose. For the observation model, we propose a novel observation encoder based on image retrieval which generates a fixed (low) dimensional vector representation for each image. We show experimentally that such a representation is more resilient to appearance change along with minor changes in the viewpoint, while being compact in size.
We validate the proposed localization method on synthetic and real datasets [4] to show that it outperforms state-of-theart approaches in the task of 6 DoF visual localization in the large-scale environment with significant appearance changes, i.e., the traversal distance of the vehicle is about 10 km.
II. RELATED WORKS
Visual localization is a very well-studied area and various methods have been proposed to address the problem in different ways. For the scope of our work, we limit the survey to methods that can perform metric localization, i.e., they recover the 6 DoF pose of the camera based on image information. These algorithms can be categorized into local feature-based methods and learning-based methods. Fig. 1 : An example of our proposed method. 1st and 2nd rows respectively are the particle distribution and query image, from 3rd to 7th rows are the retrieval results. Red bounding boxes indicate mistakes. The color bar describes the particle weights. Red lines are the camera pose predicted by our method. At the first frame, we randomly generates 1,000 particles with weight 0.001, then particles which are inconsistent with measurements are vanished. Eventually, the ambiguity is resolved, and the particles track the movement of the vehicle. It is also worth mentioning that the query and retrieved images are from different time and weather conditions. In particular, the query images are from 6:26pm-cloudy, and the correct retrieved images are from 11:24am-rainy, 9:15pm-clear, and 1:28pm-sunny conditions. Broadly speaking, local feature-based methods estimate the pose of the query image from 2D-3D correspondences by solving the PnP problem [13] or an equivalent step [2] . The main difficulty for this approach is establishing and validating the 2D-3D correspondences for large (city-scale) maps. Many methods attempt to improve this step by using geometric constraints [7] , [14] , semantic information in the images [15] , and learning-based matching [9] .
Learning-based methods perform 6-DoF pose estimation as an image-to-SE(3) regression problem. PoseNet [8] uses a convolutional neural network (CNN) to learn the regression mapping. LSTM-Pose [16] argues that the usage of a fully connected layer in PoseNet possibly leads to the overfitting, despite the usage of dropout. Therefore, they use Long-Short Term Memory (LSTM) units. Other variants of PoseNet include: uncertainty in the pose prediction [17] and geometric constraints [10] , [18] .
Our proposed method is different from above methods, in that we seek not only the current 6 DoF pose of the camera as a point estimate but as a distribution over the space of all possible locations in the map. Therefore, we employ a probabilistic filtering framework, namely Monte Carlo localization, that takes into account the constraints on motion of the vehicle and the temporal nature of the localization task. To deal with appearance changes, we propose a novel observation encoder based on image retrieval which relies on dense local features and encoding technique to ensure the robustness against environmental changes. While, previous works [19] [20] [21] have combined Monte Carlo localization with image retrieval for localizing a robot in an indoor environment, they only consider the case of a robot moving on plane (3 DoF) while we aim to recover the complete 6 DoF pose of the robot. Also, while these works [19] [20] [21] only test their method in the indoor environment, in which the appearance changes are insignificant; we show that our method can perform robustly in a large-scale outdoor environment with significant appearance changes, i.e., the car traverses over 10 km in its run.
III. MONTE CARLO-BASED VISUAL LOCALIZATION
Let the 6 DoF camera pose be given by:
where, r t and Ω t represent the 3D position and Euler orientation respectively at time t. Given motion u 1:t and noisy measurement z 1:t up to time t, we would like to estimate probability distribution p(s t |u 1:t , z 1:t ). However, p(s t |u 1:t , z 1:t ) can be an arbitrary distribution, thus we leverage Monte Carlo principle to address this issue.
The idea of Monte Carlo-based visual localization is to represent the probability distribution p(s t |u 1:t , z 1:t ) with a set of N particles. Each particle maintain an estimate of the state at time t:
t } with a set of corresponding weights:
t } The states of particles and their corresponding weights are respectively updated according to the motion u t (Section III-A) and nosy measurement z t (Section III-B) at time t. In the following sections, we justify the use of a simple motion model and give details about the novel observation encoder.
A. Motion model
In the autonomous driving scenario when navigating the roads of an urban area 1 , the motion of the car is fairly restricted, i.e., it largely stays on a road network on an approximately 2D plane 2 [23] . While the road surface still allows significant scope for movement (cf. Fig. 2 ), relative to the size of the map, the motion of the car is rather limited 3 . This is echoed by the recent work of [2] , who observed that there is "lower variation in viewpoints as the car follows the same road". Hence, a Monte Carlo scheme with a simple motion model suffices to track the 6 DoF rigid motion of the vehicle. In many cities, the road networks are complex Euclidean graphs. In fact, it is well known that using (visual) odometry alone, it is possible to accurately track a car on a 2D road map [24] 4 . More fundamentally, this suggests that temporal continuity in the testing sequence (which is fully exploited by our method) strongly benefits VL.
Mathematically, for each particle, we model the noisy motion consisting of linear velocity v [i] t and angular velocity ψ
where, μ v and μ ψ respectively represent the linear and angular velocities. The accelerations are modeled by the noise covariance matrices Σ v and Σ ψ . For each particle, their motion in each time step is given by:
In practice, the μ v , μ ψ , Σ v , and Σ ψ can be either manually tuned, or estimated from training data [25] .
While 3D positions can be easily updated by using simple additions, we convert two Euler angles to the Direction Cosine Matrix (DCM) [26] , multiply two matrices and convert the result back to the Euler representation, to stay on the 3D manifold of valid rotations. Let ϕ(.) be a function that maps an Euler representation to DCM and ϕ −1 (.) is its inverse mapping. Our motion model for each particle is then given by:
The experimental results will show that our motion model can properly handle the temporal evolution of camera pose in an image sequence. In case there is mismatch between the actual motion and the one predicted by the motion model, such as during emergency maneuvers, the discrepancy would be reflected in the enlarged covariance estimate and resolved once motion returns to within normal bounds.
B. Observation encoder based on image retrieval
To make the image representation robust against appearance change, we seek for every image I a nonlinear function τ (I) that maps I to a vector in a fixed dimensional space. To do so, we first densely compute SIFT features:
where, RootSIFT normalization makes the Euclidean distance calculation among SIFT features equivalent to computing the Hellinger kernel. Subsequently, we employ the embedding function VLAD [28] to embed SIFT features into a higher dimensional vector space. In particular, given a vocabulary learned by K-means: C = {c k ∈ R d | i = 1, ..., K}, every SIFT feature is embedded as follows:
where c j is the nearest visual word to x i , and D = K × d. Note that different from Bag of Word (BoW), which embeds the feature vector as follows:
where only j th component of φ BoW (x i ) non-zero means that the nearest neighbor of feature x i is visual word c j ; VLAD considers the residual between a visual word and its nearest feature. Do et al. [29] show that VLAD is a simplified version of local coordinate coding [30] , which tries to approximate a nonlinear classification function by a linear function.
From a set of embedded vector: {φ(x i ) ∈ R D | i = 1, ..., M }, we aggregate them by the sum pooling to obtain a single vector representing the image I:
In literature, there are several other ways for this aggregation step [31] , [32] , but for simplification, we choose sum pooling and show that it can obtain good performance in practice.
One drawback of using local features in image retrieval is that the background features (e.g., trees, sky, road, etc) significantly outnumber features from informative objects (e.g., buildings). To alleviate this, we apply PCA projection, whitening and L2-normalization [33] , which limit the impact of background features in the vector τ (I).
During the testing phase, we calculate the similarity between the query and database images using L2 distance and retrieve top R database images with smallest distances. Next, meanshift algorithm is applied on R retrieved images over the translational part of their poses. We then select the largest cluster, and calculate the mean of translation and rotation [34] , which is viewed as a noisy measurement z t from the image query I t .
C. Updating particle weights and Resampling
For every particle, its weight is computed as the following:
where, Σ o is a covariance matrix which describes the noise of the measurement obtained by observation encoder. Then, all particle weights are normalized to ensure their summation equal to 1:
Finally, we resample particles based on their weights by stochastic universal sampling [35] . This resampling step prevents the degeneracy problem, which can occur in the longterm localization scenario. Fig. 1 shows the filtering performed by our proposed method. At the first iteration, hypotheses are randomly generated. Hypotheses with small weights vanish if they are inconsistent with the noisy measurement from the observation encoder. Finally, the ambiguity is resolved, and the particles successfully track the vehicle. It is worth noting that in the example shown, the query and retrieved images are from different times and weather conditions.
D. Overall algorithm
Algorithm 1 summarizes the proposed Monte Carlo-based visual localization method. The critical benefit of maintaining a set of particles is to leverage Monte Carlo principle to approximate the probability distribution p(s t |u 1:t , z 1:t ). As the number of particles N are sufficiently large, this set of particles are equivalent to a representation of probability density function. The motion model ensures the temporal smoothness of the vehicle's movement.
Algorithm 1 Monte Carlo-based Visual Localization (MCVL)
Estimate z t from image I t (Section III-B ) 4: for i = 1 to N do 5: sample v [ 
t as (4) 10: for i = 1 to n do 11: draw i with probability w [i] t (Section III-C) 12 :
return X t
IV. EXPERIMENTS
To validate the performance of our proposed VL method, we conduct experiments on synthetic as well as real datasets. For quantitative results, we report the mean and median translation and orientation errors. The translation error is calculated as the Euclidean distance ||c est − c gt || 2 . The orientation error |α| is computed as the angular difference 2 cos(|α|) = trace(R −1 gt R est ) between estimated and ground truth camera rotation matrices R est and R gt .
A. Implementation details
In the observation encoder, we extract SIFT feature at 4 different scales with region width of 16, 24, 32 and 40, over a grid with spacing of 2 pixels, visual vocabulary size is K = 128. The SIFT features are embedded and aggregated using VLAD to obtain a single vector of length 16384, which is then projected to a 4096 dimensional space via PCA, whitened and L2-normalized. For nearest neighbors search, we set R = 20.
Particles are initialized from Gaussian distribution with the mean from the noisy measurement in the first frame. The covariance matrices for initializing 3D location r
respectively are diag([10, 10, 10] T ) and diag([0.001, 0.001, 1] T ). The parameters for our method are set as the following:
diag is a function that outputs a square diagonal matrix with the elements of input vector on the main diagonal. The number of particles are fixed to 1000. These are the default parameters for all experiments, unless otherwise noted.
We select PoseNet [8] , MapNet [18] and MapNet+PGO [18] as our competitors. Following suggestion of [18] , PoseNet uses ResNet-34 [36] , adds a global average pooling layer, and parameterizes camera orientation as logarithm of a unit quaternion. MapNet+PGO employs pose graph optimization (PGO) to fuse the absolute poses (produced by MapNet) and relative odometry (from visual odometry) during the inference. PoseNet is implemented in Tensorflow, MapNet and 
B. Synthetic dataset
We construct a synthetic dataset from the computer game Grand Theft Auto V (GTA V). There are several softwares [37] [38] [39] which support researchers in collecting image data from GTA V. In this work, we adapt G2D [39] because it is able to produce an accurate ground truth 6 DoF camera pose for every image as well as provide functions to manipulate environmental conditions in the game. Note that there is an increasing recognition of the value of synthetic data towards building autonomous driving systems [40] .
In particular, we simulate that there are 59 vehicles which run independently in different routes and environmental conditions. Figure 2 shows the setting of our synthetic dataset. The bird's-eye view view of our synthetic dataset is illustrated in Figure 3 , the coverage area is about 3.36km 2 . Also, those vehicles are simulated to run in different times of day and weather conditions. The distributions of times and weather conditions are shown in two histograms of Figure 3 . The times and weathers in training sequences are uniformly distributed from 1am to 11pm, and in 7 different weather conditions (snowy, foggy, clear, overcast, cloudy, sunny and rainy). Five sequences in different times and weathers are also collected for the testing phase. The statistics information and trajectory of the testing sequences are described in Table I and Figure  3 respectively. We sub-sampled on the training sequences at 2Hz and the testing sequences at 4Hz. Examples from training and testing sequences are shown in Figure 4 .
In the first experiment, we compare the performance of MapNet [18] against the proposed observation encoder based on image retrieval. For our method, we use the output of the observation encoder as the final output and no filtering is done. Our purpose is to show the robustness of the observation encoder against appearance changes. For this experiment, no temporal information is used. As can be seen from Table II and Figure 5 , MapNet struggles to produce a reasonable result. This is because MapNet formulates the problem as an image to pose regression, whose underlying assumption of constant appearance is violated when the appearance of the environment changes. Moreover, repeated structures such as trees, sky, and road surfaces can leads to ambiguities for MapNet. In contrast, our observation encoder based on image retrieval applies state-ofthe-art normalization techniques to reduce the negative impact from repetitive objects. Hence, image retrieval significantly outperforms MapNet. However, as Fig. 5 shows, using only image retrieval leads to non-smooth trajectory estimates, hinting at the need for temporal reasoning. The results for the complete system, which employs a motion model to exploit temporal information, leads to a dramatic improvement of our method over image retrieval in terms of mean errors. The median errors are comparable between image retrieval and our method, showing that our method has a tighter error distribution.
C. Oxford RobotCar
We compare our proposed method to state-of-the-art approaches, i.e., PoseNet [8] , MapNet and MapNet+PGO [18] . In particular, PoseNet directly regresses 6-DoF camera pose from an input image. MapNet receives videos as training data, hence its loss function minimizes absolute pose per image as well as the relative pose between consecutive images, it is then followed by a fine-tuning step on unlabeled data with their visual odometry (VO). MapNet+PGO, in the inference step, fuses the prediction of MapNet with VO by using pose graph optimization (PGO) to ensure the temporal smoothness.
We follow the configuration suggested by [18] . The split of training and testing sequences are summarized in Table IV . The training and testing sequences are recorded in different dates, which ensure a significant difference in their appear- ances. The experiment is conducted on the alternate and full routes with the length of 1 km and 10 km respectively. MapNet is initially trained with the training set, and then fine-tuned in an unlabeled dataset, PoseNet is trained with the training set, and our method only uses training set as the reference database. As shown in Table III , our method outperforms PoseNet, MapNet and MapNet+PGO with a large margin in the full route, i.e., 10 km running distance. The predicted trajectory comparison between our method and MapNet and Map-Net+PGO is shown in Fig. 6 . Our method produces a smoother trajectory than MapNet and MapNet+PGO. In alternate route, although MapNet+PGO achieves the best quantitative result, our method outputs a smoothest trajectory, compared to other approaches. One possible reason which PGO is unable to produce a smooth prediction is there are some existing outliers from the predictions of both MapNet and VO which will probably make PGO stuck in a local minimum.
V. CONCLUSION
This paper presents a practical Monte Carlo-based visual localization which is shown as an efficient method to exploit the temporal smoothness of an image sequence. Inside the Monte Carlo localization scheme, we propose a novel image retrieval pipeline which represents an image as a (fixed) single vector and is robust against appearance changes. The experimental results show that our method outperforms state- 
