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Abstract Humans use their faces, hands and body as an integral part of their 
communication with others. For the computer to interact intelligently with human 
users, computers should be able to recognize emotions, by analyzing the human’s 
affective state, physiology and behavior. Multimodal interfaces allow humans to 
interact with machines through multiple modalities such as speech, facial 
expression, gesture, and gaze. In this paper, we present an overview of research 
conducted on face and body gesture analysis and recognition. In order to make 
human-computer interfaces truly natural, we need to develop technology that tracks 
human movement, body behavior and facial expression, and interprets these 
movements in an affective way. Accordingly, in this paper we present a vision-based 
framework that combines face and body gesture for multimodal HCI. 
 
1   Introduction 
 
In many HCI applications, for the computer to interact intelligently with human 
users, computers should be able to recognize emotions, by analyzing the human’s 
affective state, physiology and behavior [23].  
Non-verbal behavior plays an important role in human communications. According 
to Mehrabian [4], 93% of our communication is nonverbal and humans display their 
emotions most expressively through facial expressions and body gestures. 
Considering the effect of the message as a whole, spoken words of a message 
contribute only for 7%, the vocal part contributes 38%, while facial expression of the 
speaker contributes 55% to the effect of the spoken message [4]. Hence, 
understanding human emotions through nonverbal means is one of the necessary 
skills for computers to interact intelligently with their human counterparts. 
Furthermore, recent advances in image analysis and machine learning open up the 
possibility of automatic recognition of face and body gestures for affective human-
machine communication [2,7].  
This paper analyzes various existing systems and technologies used for automatic 
face and body gesture recognition and discusses the possibility of a multi-modal 
system that combines face and body signals to analyze the human emotion and 
behavior. The rationale for this attempt of combining face and body gesture for a 
better understanding of human non-verbal behavior is the recent interest and advances 
in multi-modal interfaces [24]. Pantic and Rothkrantz in [1] clearly state the 
importance of a multimodal affect analyzer for research in emotion recognition. The 
modalities considered are visual, auditory and tactile, where visual mainly stands for 
facial actions analysis. The interpretation of other visual cues such as body language 
(natural/spontaneous gestures) is not explicitly addressed in [1]. However, we think 
that this is an important component of affective communication and this will be a 
major goal in this paper. Moreover, an automated system that senses, processes, and 
interprets the combined modes of facial expression and body gesture has great 
potential in various research and application areas [1-3] including human-computer 
interaction and pervasive perceptual man-machine interfaces [23,24]. 
The paper is organized as follows. Section 2 and 3 cover previous work done on 
automatic facial expression and gesture analysis, respectively. Section 4 presents the 
possible efforts toward multimodal analyzers of human affective state. Section 5 
presents our approach on combining face and body gesture for multimodal HCI and 
finally, Section 6 gives the conclusion. 
 
2   Facial Expression 
 
    Facial expression measurement provides an indicator of emotion activity and is 
presently used in a variety of areas from behavioral research to HCI. Research in 
psychology has indicated that at least six emotions are universally associated with 
distinct facial expressions: happiness, sadness, surprise, fear, anger, and disgust [5,6]. 
Several other emotions, and many combinations of emotions have been studied but 
remain unconfirmed as universally distinguishable.  
 
Facial Expression Recognition  
 
    Within the past decade, analysis of human facial expression has attracted great 
interest in the machine vision and artificial intelligence communities. Systems that 
automatically analyze the facial expressions can generally be classified into two 
categories: (1) systems that recognize prototypic facial expressions (happy, sad etc.); 
(2) systems that recognize facial actions (frown, eyebrow raise etc.). 
(1) Systems that Recognize Prototypic Facial Expressions: There has been a 
significant amount of research on creating systems that recognize a small set of 
prototypic emotional expressions from static images or image sequences. This focus 
follows from the work of Ekman [5]. Bassili suggested that motion in the image of a 
face would allow emotions to be identified even with minimal information about the 
spatial arrangement of features [6]. Thus, facial expression recognition from image 
sequences can be based on categorizing prototypic facial expressions by tracking 
facial features and measuring the amount of facial movement; various approaches 
have been explored [9, 10]. 
(2) Systems that Recognize Facial Actions:  Although prototypic expressions are 
natural, they occur infrequently in everyday life and provide an incomplete 
description of facial expressions . To capture the subtlety of human emotion and 
paralinguistic communication, automated recognition of fine-grained changes in facial 
expression is needed [11]. Ekman and Friesen developed the Facial Action Coding 
System (FACS) for describing facial expressions by action units (AUs) [5]. The 
system is based on the enumeration of all “action units” of a face that cause facial 
movements. Out of the 44 AUs defined, 30 are anatomically related to the 
contractions of specific facial muscles: 12 for the upper face, and 18 for the lower 
face. AUs can be classified either individually or in combination. Vision-based 
systems attempting to recognize action units (AUs) are motivated by FACS [5]. Some 
of them have used optical flow across the entire face or facial feature measurements 
[9, 14]. Tian and Kanade used facial features to recognize 16 AUs and their 
combination by describing the shape of facial features by multistate templates [7]. 
Donato et al. compared optical flow, principal component analysis, independent 
component analysis, local feature analysis, and Gabor wavelet representation to 
recognize 6 single upper face AUs and 6 single lower face AUs [8]. Pantic and 
Rothkrantz developed a facial gesture recognition system from both frontal and 
profile image sequences [12]. Kapoor and Picard used pupil detection from infrared 
sensitive cameras for recognizing upper AUs [13]. 
 
3   Gesture 
 
Gesture is “the use of motions of the limbs or body as a mean of expression; 
communicate an intention or feeling” [14]. Gestures include body movements (e.g., 
palm-down, shoulder-shrug) and postures (e.g., angular distance), and most often 
occur in conjunction with speech. It has been shown that when speech is ambiguous 
or in a noisy environment, listeners rely on the gestural cues [3]. Thus, gestures serve 
an important communicative function in face-to-face communication [3, 16]. The 
majority of hand gestures produced by speakers are connected to speech. Kendon has 
situated these hand gestures along a “gesture continuum” [14], defining five different 
kinds of gestures: (1)Gesticulation– spontaneous movements of the hands and arms 
that accompany speech; (2)Language-like gestures– gesticulation that is integrated 
into the vocal expression, replacing a particular spoken word; (3)Pantomimes– 
gestures that represent objects or actions, with or without accompanying speech; 
(4)Emblems– familiar gestures such as thumbs up (often culturally specific); (5)Sign 




    According to Turk [17], most research to date in computer science, focuses on 
emblems and sign languages in Kendon’s continuum, where gestures tend to be less 
ambiguous, more learned and more culture-specific.  However, the concept of gesture 
is still not well defined, and depends on the context of the particular interaction 
(static/dynamic). Currently, most computer vision systems for recognizing gestures 
have similar components [17]. Human position and movement is sensed using 
cameras and computer vision techniques. In the preprocessing stage images are 
normalized, enhanced, or transformed. Gestures are modeled by using various 
representation techniques [18, 19]. Features are extracted and gestures analyzed with 
motion analysis, segmentation, contour representation etc. [17-19]. In the final stage, 
gesture recognition and classification is performed.  
 
4   Multimodal HCI 
 
    Multimodal systems provide the possibility of combining different modalities (i.e. 
speech, facial expression, gesture, and gaze) that occur together to function in a more 
efficient and reliable way in various human-computer interaction applications [1], 
[24]. Studies showed that these interfaces support more effective human-computer 
interaction [24]. Currently, there are very few multi-modal systems introduced 
attempting to analyze combinations of communication means for human affective 
state analysis [20-22]. These are systems mostly combining auditory and visual 
information by processing facial expression and vocal cues for affective emotion 
recognition. According to a recent survey by Pantic and Rothkrantz in [1], the work 
presented by Picard et al. [23] is the only work combining different modalities for 
automatic analysis of affective physiological signals. See [1] and [24] for further 
review of the recent attempts at combining different modalities in HCI.  
 
5   Proposed Framework 
 
    Face and body gestures are two of the several channels of nonverbal 
communication that occur together. Messages can be expressed through face and 
gesture in many ways. For example, an emotion such as sadness can be 
communicated through the facial expression and lowered head and shoulder position. 
Thus, various nonverbal channels can be combined for construction of computer 
systems that can affectively communicate with humans. 
We propose a vision-based framework that uses computer vision and machine 
learning techniques to recognize face and body gesture for a multimodal HCI 
interface. To our best knowledge there has been no attempt to combine face and body 
gesture for nonverbal behavior recognition. For our multimodal analyzer we wi ll use a 
human model including the face (eyes, eyebrows, nose, lips and chin) and the upper 
body (trunk, two arms and two hands) performing face and body actions (i.e. raising 
eyebrows, crossing arms etc.). Hence, multi-modality will be achieved by combining 
facial expression and body language. Proposed system framework is shown in Fig.1. 
Due to being a new research area, there exist problems to be solved and issues to 
be considered in order to develop a robust multimodal analyzer of face and body 
gesture. In a multimodal system, the basic problem to be solved is to fuse information 
from different modalities [1]. Fusion could be (a) done early or late in the 
interpretation process; (b) some mode could be principal and other auxiliary. Another 
potential issue to consider in our work is that gesture analysis is even more context-
dependent than facial action analysis. For this reason, we clearly want to treat face 
and body information separately. Another issue to consider is that detection of gesture 
actions could be technically more challenging than facial actions. There is a greater 
intrinsic visual complexity; facial features never occlude each other and they are not 
Figure1: Proposed System Framework 
deformable, instead, limbs are subject to occlusions and deformations. However, the 
use of gesture actions could be an auxiliary mode to be used only when expressions 
from the remaining modes are classified as ambiguous. 
 
6   Conclusion 
 
    This paper presented a vision-based framework that recognizes face and body 
gesture for multimodal HCI by firstly presenting various approaches and previous 
work in automatic facial expression/action analysis, gesture recognition and 
multimodal interfaces. “The advent of multimodal interfaces based on recognition of 
human speech, gaze, gesture, and other natural behavior represents only the beginning 
of a progression toward computational interfaces capable of human-like sensory 
perception” [24]. However, due to being a fairly new research area, there still exist 
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