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This dissertation focuses on the relation information in natural language processing
(NLP). NLP is a technique to process and interpret natural language and an important
task in artificial intelligence. In NLP, the relation is often defined as the connections
between two words in documents. For example, in the sentence “Apple released new
iPhone models,” there is the relation “product-of” between “iPhone” and “Apple.” Doc-
uments written in natural language contain relation information and we usually utilize it
to interpret natural language. The utilization and extraction of the relation information
are important tasks in NLP.
First, we discuss the utilization of relation information for natural language interpre-
tation. We deal with sarcasm in this dissertation. Sarcasm presents a negative meaning
using positive expressions. Computational sarcasm is important from two perspectives.
One perspective is the contribution to sentiment analysis (SA). Sarcasm often leads to
mistakes in the SA task. Therefore, sarcasm detection is important for the SA task.
The other perspective is the contribution to the realization of human-like chatbots. The
computation of figurative language contributes to the realization of a more natural form
of a conversation between humans and machines. We utilize relation information based
on the characteristics of sarcasm and verify the effectiveness of the relation information
for sarcasm detection.
Then, we handle biomedical documents for the relation information extraction. The
number of biomedical articles is increasing rapidly. Biomedical relation extraction (RE)
techniques determine the existence of a relation between two chemical entities and clas-
sify the relation into certain relation types. Since there is a large number of chemicals
in biomedical documents, the manual identification of the relations is highly costly.
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Therefore, biomedical RE is an important task. Recently, the BERT model showed
great performance in various NLP tasks. The BERT model is pre-trained on a large
scale corpus. BioBERT, which is the BERT model pre-trained on large scale biomedi-
cal corpus, improved the performance of biomedical RE. However, the BERT model is
a large scale neural network model and requires large-scale computational resources. In
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A relation is defined as a connection between two or more things1. “Connections” and
“things” are defined differently depending on situations. This dissertation focuses on the
relation information in natural language processing (NLP). NLP is an important task in
artificial intelligence. NLP is a technique to process and interpret natural language. In
NLP, the relation is often defined as the connections between two words in documents.
There are many kinds of relations. Texts in different domains contain different rela-
tions. For example, in the news text “Apple released new iPhone models,” there is the
relation “product-of” between “iPhone” and “Apple.” In the scientific text “the molec-
ular formula of ethylene is C2H4,” there is the relation “molecular-formula” between
“ethylene” and “C2H4.” The utilization and extraction of the relation information are
important tasks in NLP.
We usually utilize relation information to interpret natural language. We can realize
the cohesion between two sentences in Example 1 with the relation information “iPhone
is a product of Apple.”
Example 1 The new iPhone is popular. The stock price of Apple will go up.
In addition, we can interpret the simile and the meaning of Example 2 with the relation
information “roses are associated with red.”
Example 2 Her cheeks are like roses.
Several natural language interpretation techniques utilize relation information. The nat-
ural language interpretation techniques need task-dependent relation information. For
example, the detection of an opinion holder’s stance toward a topic is a task of natural
language interpretation. Hanawa et al. [1] have proposed a stance detection method
with relation information. They detect the author’s stance toward a topic with relation
information. They focused on promoting and suppressing relations and constructed a
database of the relation information. For example, from the sentence “we should in-
crease consumer spending somehow,” their method can detect favor stance to “Premium
Friday” with the relation information “Premium Friday promotes consumer spending.”
1https://www.ldoceonline.com/jp/dictionary/relation
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In addition, Teraoka et al. [2] have proposed the metonymy detection method with as-
sociation relations. For example, their method detected the metonymy “he drank the
glass.” with the relation information “glasses contain drink.”
The extraction of relation information from documents is also an important research
field in NLP. Extracting important information automatically is useful in many situa-
tions and resources. Recently, the information extraction from documents on the Web
has been actively researched because a large amount of documents containing various
information is available on the Web. Posts on social network services (SNSs), such as
Twitter and Facebook, are increasing and a large number of news articles are published
every day. Culotta and Sorensen [3] have proposed an extraction method of relation
information, such as (“Apple”, “Organization”, “Cupertino”), and (“Microsoft”, “Orga-
nization”, “Redmond”), from news documents. The documents on the web are not only
news articles and SNS posts but also scientific documents, such as papers and technical
articles. Kruiper et al. [4] have proposed an extraction method of relation information,
such as (“safety”, “trade-offs”, “efficiency”), from scientific documents. Recently, the
BERT model [5] showed great performance in various NLP tasks. The BERT model is
pre-trained on a large scale corpus. Lee et al. [6] pre-trained the BERT model on a large
scale biomedical corpus. Their model improved the performance of biomedical relation
extraction methods.
This dissertation focuses on the relation information between words. First, we dis-
cuss the utilization of relation information for natural language interpretation. We deal
with sarcasm in this dissertation. Sarcasm presents a negative meaning using positive
expressions. The surface sentiment of words in the sarcastic sentence is not always the
same as the intended sentiment. Computational sarcasm is important from two perspec-
tives. One perspective is the contribution to sentiment analysis (SA). A basic task in
SA is to classify opinions into positive or negative. Many SA techniques have been
proposed and achieved high-performance [7]. However, sarcasm involves a positive
expression with a negative meaning. Sarcasm often leads to mistakes in the SA task.
Therefore, sarcasm detection is important for the SA task. The other perspective is
the contribution to the realization of human-like chatbots. We usually use figurative
languages, such as metaphor, simile, and sarcasm. The computation of figurative lan-
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guage contributes to the realization of a more natural form of a conversation between
humans and machines. In particular, Huang et al. [8] have reported that sarcastic re-
marks catalyzed creativity in both sarcasm expressers and recipients. We deal with
the sarcasm detection task with relation information in this dissertation. As mentioned
above, the natural language interpretation techniques need task-dependent relation in-
formation. We utilize relation information based on the characteristics of sarcasm and
verify the effectiveness of the relation information for sarcasm detection.
Then, we handle biomedical documents for the relation information extraction. More
than 26 million biomedical journal articles in MEDLINE2 are available on the Web. The
number of articles is increasing rapidly. Many researchers have studied biomedical in-
formation extraction techniques [6, 9, 10]. The methods can extract chemical entities
by using biomedical NER techniques. For example, they can extract the chemical com-
pound names, such as “Ethylene” and molecular formulas, such as “C2H4”. However,
we cannot identify the relation between the chemical by the biomedical information ex-
traction techniques. Biomedical relation extraction techniques determine the existence
of a relation between two chemical entities and classify the relation into certain relation
types. Since a large number of chemical entities are extracted from a large scale corpus,
the manual identification of the relations is highly costly. Therefore, biomedical relation
extraction methods are important in biomedical fields. As mentioned above, the BERT
model contributed to RE tasks. However, the BERT model is a large scale neural net-
work model and requires large-scale computational resources. In this dissertation, we
construct a lightweight and high-performance relation extraction model.
1.2 Purpose and Contribution
The purposes and contributions of this dissertation are as follows:
• Sarcasm detection:
Many researchers have proposed sarcasm detection methods [11]. Riloff et al.
[12] have proposed a sarcasm detection method based on a feature of sarcasm, that
2http://www.nlm.nih.gov/bsd/pmresources.html
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is sarcasm consists of a positive sentiment contrasted with a negative situation.
Ghosh and Veale [13] have proposed a sarcasm detection method using neural
network models. The model achieved high performance.
In this dissertation, we consider features of sarcasm and utilize them for sarcasm
detection. Sarcasm typically involves a specific target [14]. Kumon-Nakamura
et al. [15] claimed that ironic remarks affect the interpretation by alluding to a
failed expectation. Sarcasm is considered a type of irony. In Example 3 the boss
is the target, and the writer criticizes the boss from the perspective of staff who
are dissatisfied with the boss’ behavior.
Example 3 He is a good boss who gives his staff homework to do on the weekend.
The implied expectation that the boss should be a good manager affects the in-
terpretation of sarcasm. The expectation is not described in Example 3. When
we interpret the sarcastic sentence, we recognize the implied expectation based
on the two words “boss” and “staff.” Therefore, we propose a sarcasm detec-
tion method utilizing relation information between two words to realize implied
expectations. Here, we focus on role expressions. Role expressions are words
expressing a perspective, such as “boss,” “staff,” “teacher” and “student.” There
are predicates, such as activities, obligations, rights, abilities, and properties, as-
sociated with the roles [16, 17]. For example, the ability of “good management”
is associated with the role “boss.” We consider that the predicates are correspond-
ing to implied expectations in sarcasm and we can recognize implied expectations
based on role expressions. In addition, the roles are relative categories [17, 18]. A
pair of role expressions like “boss and staff” clarify dissatisfaction with expecta-
tions. Therefore, we consider the relationships between two role expressions, e.g.
“boss and staff” and “teacher and student.” To recognize sarcasm in a sentence,
the relations inferred by the role expressions are important features. We construct
relation vectors expressing the relation information between two role expressions.
We incorporate the relation vectors into neural network models. We evaluate the
effectiveness of the relation information.
Here, we raise a research question.
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RQ1: Does relation information about the characteristics of language phe-
nomena improve natural language interpretation models?
The contributions are as follows:
– We verified the effectiveness of relation information between two role ex-
pressions.
– We incorporated a role pair relation vector into a neural network model for
sarcasm detection.
– We proposed the role pair weighting method based on the topic similarity
between two roles in the pair to improve the model performance.
• Biomedical relation extraction: Many researchers have proposed biomedical
relation extraction (RE) methods for accurate relation extraction [6, 19, 20, 21].
Unfortunately, available annotated corpora for biomedical RE are limited on a
relatively small scale. Therefore, the BERT model [5] that was pre-trained on
large-scale biomedical corpus was adopted for the improvement of biomedical
RE methods. Biomedical RE models based on BERT showed great performance
[6, 19]. However, the BERT-based models require large computing resources and
generally need a long time for the inference process. Since a large number of new
biomedical data are published every day, a demand for extracting knowledge from
large-scale biomedical documents is also increasing. BERT-based models are not
always suitable to process large scale documents due to the long inference time.
Therefore, more lightweight and accurate relation extraction models are expected.
Watanabe et al. [10] have proposed a method with a multi-task learning model us-
ing a pre-trained language model. Their method achieved state-of-the-art (SOTA)
performance on the biomedical NER task. The language model is Contextual
string embeddings (CSE) [22]. CSE is generated by a character-level LM. The
LM is lightweight since it is constructed with a single layer of Bi-LSTM. Jin et
al. [9] have proposed models for biomedical NLI tasks using embeddings from a
language model, ELMo, that was pre-trained on large-scale in-domain documents.
ELMo is contextualized word-level embeddings from LM based on multiple lay-
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ers of Bi-LSTMs. CSE and ELMo models are more lightweight than BERT. CSE
and ELMo achieved high performance on the biomedical NER tasks. However,
the effectiveness of the models with CSE and ELMo on the biomedical RE task
has not been confirmed. Therefore, we evaluate the effectiveness of the models on
the biomedical RE task. In addition, we introduce multi-task learning approaches
for the construction of a highly accurate model. Multi-task learning approaches
have been used successfully in various NLP tasks [10, 23, 24]. Several related
tasks are introduced to support the training of the RE task on the multi-task learn-
ing. Although simultaneous learning of multiple tasks is highly costed, we do not
need such computational cost for the inference because we use only the model of
the main task at the inference. We evaluate the model trained with the multi-task
learning.
Since our model is constructed with multiple models, we can select the usage
models according to the user’s needs. On the other hand, since the BERT model is
one large scale model, we need to use the model in all situations. We consider that
the proposed model is more useful than the BERT models in several situations.
For example, when there is no computational resource to execute the processing
of the BERT models, we need a practicable model even if the accuracy of the
model is decreased slightly. In the situation, the light-weight proposed model is
useful. In addition, when the task that users of the models want to deal with is
simple, we can often obtain the accuracy required by the users without the large
model. In the situation, the light-weight model is useful than the large model for
low-cost and high-speed processing.
Here, we raise two research questions.
RQ2: Does the utilization of task-specific models improve the performance of
a relation extraction model?
RQ3: Can we construct a high-speed and accurate relation extraction model
that does not require rich computational resources?
The contributions are as follows:
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– We constructed the biomedical RE model that can execute on middle-class
GPUs.
– We applied the strategy that feeds the complementary features from two pre-
trained models to RE tasks in the biomedical domain.
– We verified that the model with CSE and ELMo leads to the improvement
of the F1 scores in a relation extraction task in the biomedical domain.
– We showed that the proposed models using ELMo achieve the SOTA per-
formance on the GAD corpus.
– The proposed model performed approximately three times faster than BERT-
based models.
1.3 Organization of This Dissertation
In this section, we describe the organization of this dissertation. As described in the
sections about the background and the purpose, this dissertation consists of two major
components: the utilization of relation information for natural language interpretation
and the extraction of relation information from documents.
In the utilization of relation information, we evaluate the effectiveness of the relation
information between role pair on the sarcasm detection task. In the extraction of relation
information, we construct a lightweight and high-performance biomedical RE model.
The organization of this dissertation is as follows.
In Chapter 2, we explain sarcasm detection with relation information. In this chapter,
we focus on the utilization of relation information. We discuss the effectiveness of
relation vector expressing relation information between two role expressions. First,
we explain the extraction of role pairs, and construction of relation vectors, Then, we
explain the construction of the sarcasm detection model and utilization of the relation
vectors. We prepare baseline methods with and without neural network models. We
compare our methods with the baseline methods. We discuss the effectiveness of the
neural network models and relation information.
In Chapter 3, we explain the relation extraction using multiple pre-training methods
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in the biomedical domain. In the chapter, we focus on the extraction of relation infor-
mation. We proposed a lightweight and high-performance biomedical RE model. First,
we explain lightweight language models such as ELMo and CSE models. Second, we
explain our methods using the lightweight models. Third, we introduce a multi-task
learning approach for the construction of a highly accurate model. We compare the per-
formance of our methods with that of previous methods. In addition, we also discuss
the improvement of the inference time.
In Chapter 4, first, we summarize the discussions in Chapter 2 and Chapter 3. Next,
we provide an overall summary and discuss the future direction of this work.
9
Chapter 2




Sarcasm presents a negative meaning using positive expressions. The surface sentiment
of words in the sarcastic text is not always the same as the intended sentiment.
Example 4 He is a good boss who gives his staff homework to do on the weekend.
In Example 4, even though the writer uses the positive word “good,” the intention is to
criticize the boss. Sarcasm detection is important from two perspectives. One perspec-
tive is the contribution to sentiment analysis (SA). A basic task in sentiment analysis is
to classify sentences as positive or negative, and the surface sentiment of words is an
important feature for such classification. However, often, sarcastic sentences are mis-
classified; thus, sarcasm detection is a significant challenge in sentiment analysis. For
example, for products with many evaluation aspects, the number of reviews for each
aspect is small. In such a situation, one sarcastic review for an aspect of the product is
important to improve the product.
The other perspective is the contribution to the realization of human-like chatbots.
We usually use figurative languages, such as metaphor, simile, and sarcasm. The com-
putation of figurative language contributes to the realization of a more natural form of
a conversation between humans and machines. In particular, Huang et al. [8] have
reported that sarcastic remarks catalyzed creativity in both sarcasm expressers and re-
cipients.
To identify sarcastic sentences, we must consider both surface and non-surface fea-
tures. In this chapter, we focus on relation information as a non-surface feature, and we
propose a method to detect sarcastic sentences based on the relations between the target
of sarcasm and the person who is dissatisfied with the target. Note that sarcasm typically
involves a specific target [14]. Kumon-Nakamura et al. [15] claimed that ironic remarks
have effects by alluding to a failed expectation. Sarcasm is considered a type of irony. In
Example 4, the boss is the target, and the writer criticizes the boss from the perspective
of staff who are dissatisfied with the boss’ behavior. The implied expectation that the
boss should be a good manager affects the interpretation of sarcasm. The expectation
is not described in Example 3. When we interpret the sarcastic sentence, we recog-
nize the implied expectation based on the two words “boss” and “staff.” Therefore, we
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propose a sarcasm detection method utilizing relation information between two words
to realize implied expectations. Here, we focus on role expressions. Role expressions
are words expressing a perspective, such as “boss,” “staff,” “teacher” and “student.”
There are predicates, such as activities, obligations, rights, abilities, and properties, as-
sociated with the roles [16, 17]. For example, the ability of “good management” is
associated with the role “boss.” We consider that the predicates are corresponding to
implied expectations in sarcasm and we can recognize implied expectations based on
role expressions. In addition, the roles are relative categories [17, 18]. A pair of role
expressions like “boss and staff” clarify dissatisfaction with expectations. Therefore,
we consider the relationships between two role expressions, e.g. “boss and staff” and
“teacher and student.” To recognize sarcasm in a sentence, the relations inferred by the
role expressions are important features.
We propose sarcasm detection methods on the basis of two features: role expressions
that appear more frequently in sarcastic texts as the target of sarcasm and relationships
between two role expressions.
In the method based on the role expressions, we use a machine learning approach.
We use the presence of the role expressions as features for the classifier. We use the
SVM classifiers. An SVM classifier had been used in many previous studies [25, 26, 27].
In the proposed method, classifiers are trained with the features in previous studies and
proposed features.
In the method based on the relationships between two role expressions, we use a
vector to express the relations and use a Recurrent Neural Network (RNN) as the clas-
sifier. Recently, methods using neural network models have achieved high performance
in various tasks. We use the RNN classifier in this method. The RNN is trained by using
two types of features, i.e., words in sentences and a vector that expresses the relations
between role pairs, e.g., “boss and staff.” We extract role pairs from a corpus to obtain
a list of role pairs. We construct the relation vector generated from a role and evaluate
the effectiveness of the vector to express the relation of role pairs in a sarcasm detection
task.
The contributions are as follows:
• We verified the effectiveness of relation information between two role expres-
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sions.
• We incorporated a role pair relation vector into a neural network model for sar-
casm detection.
• We proposed the role pair weighting method based on the topic similarity between
two roles in the pair to improve the model performance.
First, we describe baseline methods without role expressions and role pairs in Sec-
tion 2.3 Second, we propose sarcasm detection methods with information of relations
between two role expressions in Section2.4. We explain the extraction of role pairs,
and construction of relation vectors, Third, we explain the construction of the sarcasm
detection model and utilization of the relation vectors. In Section 2.5, we discuss the
effectiveness of relation vector expressing relation information between two role ex-
pressions. We prepare baseline methods with and without neural network models. We
compare our methods with the baseline methods. Next, in Section 2.6, we present an
error analysis. Finally, in Section 3.7, we describe the conclusions and future work.
2.2 Related Work
In previous studies, sarcasm detection has been treated as a task that classifies text as
sarcastic or non-sarcastic. Many researchers have used machine learning approaches
to classify text. Words or phrases are commonly used as features in machine learning
[28, 29, 25, 30].
In addition to these features, linguistic features of sarcasm, such as positive words,
negative words, a sentence length, and a target of sarcasm, were also used. For example,
Example 5 Oh, I love being ignored.
This sarcastic sentence contains the positive word “love” and the negative word “ig-
nored”. Joshi et al. [25] have focused on positive words and negative words in sarcastic
sentences. They used features such as the number of positive and negative words and
the number of times that a word is followed by a word with opposite polarity. We also
use these features for the proposed method.
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However, for sarcasm detection, we must apply both surface and non-surface fea-
tures. Often, perceiving sarcasm requires background knowledge. For example, to un-
derstand that Example 4 is a sarcastic sentence, we must know the relationship between
the “boss” and “staff.” Consider the following example, where “boss” and “staff” are
replaced by “manager” and “clerks,” respectively.
Example 6 He is a good manager who gives clerks homework to do on the weekend.
Here, the relationship between “manager” and “clerks” is similar to the relationship
between “boss” and “staffs;” thus, we understand that Example 6 is a sarcastic sentence.
The similarities of the relations in a role pair are important to detect sarcasm. Therefore,
we use role pair relations to detect sarcastic sentences.
Hashimoto et al. [31] proposed word embedding learning for a relation classification
task. They constructed feature vectors that represent relations between two nouns by
combining word embeddings that express the nouns and words around the nouns. In
their method, similar relations, e.g., between “boss” and “staff” and “manager” and
’“clerks,” are expressed as similar vectors. In this study, we also construct a feature
vector based on the relationship between two role expressions, e.g., “boss and staff,”
and incorporate this relation vector into a sarcasm detection model.
We use an RNN classifier to train our sarcasm detection model. Neural network-
based models have been shown to be effective in sarcasm detection tasks [13, 32]. The
proposed method introduces the role pair relation vector to the RNN model for the
sarcasm detection task.
2.3 Baseline Methods
We propose sarcasm detection methods with role expressions and role pairs. We use
SVM and RNN classifiers. In this section, we explain the baseline methods without role
expressions and role pairs. The baseline methods use surface features. We describe the
baseline methods using SVM and RNN classifiers respectively. We explain the baseline























Figure 2.2 Overview of the proposed method.
Here, we explain the word embeddings. By inputting word embeddings that express
each word in a sentence, the Bi-LSTM model operates a sequence of words in a sen-
tence. We constructed a 200-dimensional vector for each word from a corpus using the
word2vec skip-gram model.
Furthermore, some words are particularly important for sarcasm detection, such as
sentiment words [25]. Thus, we introduced an attention mechanism [37] to assign a
weight over the input words, Figure 2.1.
2.4 Proposed Methods
We propose four kinds of methods to detect sarcasm. Figure 2.2 shows the common
outline of all the methods. We use role expressions or role pairs in the input sentence
as a feature for sarcasm detection. To identify role expressions and role pairs in the
sentence, we need to obtain the lists of role expressions and role pairs. In this section,
first, we explain the method using SVM models with role expressions. We extract role
expressions to obtain the role expression list. SVM models use the features based on
role expressions in the input sentence. Second, we explain the method using an RNN
model with role pair information. Third, we construct relation vectors corresponding
16
• Bag-of-Words
• Presence of Role Expressions
SVM1
• Length of Tweets
• Positive/Negative Words
• Opposition of Polarity











Figure 2.3 Overview of the method using SVMs with role expressions.
to role pairs. We explain the construction of relation vectors, and sarcasm detection
model using an RNN with relation vector. Finally, we explain the method using the
RNN model with a bootstrapped role pair list. We use a bootstrap method to obtain a
large role pair list. We use the bootstrap method and the model using the bootstrapped
role pair list.
2.4.1 Sarcasm Detection Using SVMs with Role Expressions
The outline of our method is shown in Figure 2.3. The method uses a feature based on
role expressions. First, we explain the extraction of the role expression list. Next, we
explain the framework of the proposed method, which combines two classifiers, and the
features for the classifiers.
Extraction of Role Expressions
Here, we explain the extraction of role expressions, such as boss, staff, teacher, and
student. We identify and extract role expressions from the Twitter1 corpus. Here, we
assume that a word that adjoins “にとっては (for)” or “としては (as)” tends to express
a role in Japanese. Therefore, we extract nouns that adjoin “にとっては (for)” or “とし
ては (as)” from the Twitter corpus. We consider the extracted words as role expressions.
We use the data include 23 million randomly collected Twitter posts.
1https://twitter.com/
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The Framework of Proposed Method
Tungthamthiti et al. [27] used two SVM classifiers with two different feature sets. Then
they combined the outputs of classifiers. More reliable output between two outputs was
chosen as the final result. They used two feature sets separately: one is the features in
previous studies and the other is their proposed features. Our method also uses two SVM
classifiers. In our method, we use features in previous studies and proposed features.
The features include binary features such as Bag-of-Words and features with a large
range value such as the number of words in documents. The features with various
ranges of the feature value An SVM is sensitive to features with a large range value. For
example, when an SVM classifier is trained by binary features such as Bag-of-Words
and features with a large range value such as the number of words in documents, features
with a large range value tend to greatly affect a classification. Although we use features
with various range values, we want to equally handle the binary features and large range
features. Therefore, we classify features on the basis of the range of feature values.
Features
The features for SVM1 in Figure 2.3 are as follows.
• Bag-of-Words: This feature is the presence of unigrams for the training dataset.
• Presence of each word in the list of role expressions: we used the obtained
list of role expressions. Then, we selected role expressions that appear more
frequently in sarcastic sentences for the features.
The features for SVM2 in Figure 2.3 are as follows.
• The number of words: This is the length of tweets.
• Positive/negative words, opposite polarity: These features are the number of
positive/negative words and the number of times a word is followed by a word
of opposite polarity. In the proposed method, the volume of verbs of a Japanese
Sentiment Polarity Dictionary [38], the volume of adjectives of a Japanese Senti-
ment Polarity Dictionary [39], and a Polar Phrase Dictionary [40] are used as lists





Role Pair Relation Vector
We use the extracted role pairs to construct the role pair relation vector using the method
proposed by [31], which constructs a noun pair relation vector using word embeddings
trained for semantic relation classification. In the following, we explain their method to
train word embeddings for semantic relation classification. Semantic relation classifica-
tion classifies a word pair into a given semantic relation class. Three important features
are involved in the classification of relations between pairs of nouns, i.e., the nouns, the
words between the nouns, and the words around the noun pairs [43].
Example 7 The boss manages staff and employees.
In Example 7, to classify the relation between “boss” and “staff,” the important
features are “boss” and “staff” (the nouns), “manages” (the word between the nouns),
and “and employees” (the words after the noun pair). Rink and Harabagiu [44] showed
that words between noun pairs are the most effective among these features. Hashimoto
et al. obtained word embeddings using a model to predict words between noun pairs.
They used the nouns and the words around the noun pair for prediction. Here, we
express a noun pair as n = (n1, n2). In addition, we express the words between n1 and
n2, the words before n1, and the words after n2 as follows:
win = (w
in
















where Min, Mbef , and Maft are the number of the words between n1 and n2, the
words before n1, and the words after n2, respectively. Hashimoto et al. obtained two
types of word embeddings, i.e., word embedding N to express noun pairs and word
embedding W to express words between and around the noun pair. To predict word wini






















Here, N(w) and W(w) are word embeddings of word w in N and W , respectively, and
winj (j ̸= i) are the words before and after w
in
i . Context size c is the number of words,
and [·; ·] indicates concatenation. Hashimoto et al. used a logistic regression model with
feature vector f to predict wini . This is expressed as follows:
p(w|f) = σ(W̃(w) · f + b(w)) (2.5)
where W̃(w) is a weight vector for w, b(w) is a bias for w, and σ(x) = 1
1+ex
is the
logistic function. N, W, and W̃ are trained to make p(wini |f) greater than p(w
′|f) for
w′ ̸= wini . Note that Hashimoto et al. used negative sampling [45] to speed up training.
They obtained word embeddings N and W and weight vector W̃ to construct a relation
vector.
To construct a relation vector for the noun pair n = (n1, n2) in a sentence, Hashimoto
et al. used three feature vectors.
gn: Word embeddings of the noun pair
gin: Averaged n-gram embeddings between the pair
gout: Concatenation of averaged word embeddings before and after the pair
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Figure 2.8 Overview of the relation prediction model
We handle the relation vector as the final input to the Bi-LSTM. Here, there is
one problem with this implementation. The word vector based on word2vec is a 200-
dimensional vector, while the relation vector is a 2,000-dimensional vector. Therefore,
we cannot directly apply the relation vector to the Bi-LSTM model. To solve this prob-
lem, we converted the size of the relation vector to 200 dimensions. Then, we use the
training data to train the embedding layer.
Relation Prediction Model
In the previous section, we explained the input role pair relation vector. We input the role
pair relation vector when a sentence contains role pairs. However, we cannot construct
a relation vector when a sentence contains no role pairs.
Therefore, we attempt to assign relation vectors to data that do not contain any role
pairs. In this section, we explain the function to assign relation vectors. Note that we
assign similar relation vectors to similar sentences in the situation that the sentences do
not contain any role pairs. For example, we consider a sentence containing “boss and
staff” and another containing “chief and staff,” which are similar relations. However,
when the obtained role pair list contains “boss and staff” but does not include “chief and
staff,” we cannot apply a relation vector to the sentence that contains only “chief and
staff.” Therefore, we attempt to assign a similar relation vector assigned to the sentence
with “boss and staff” to the sentence with “chief and staff.” We construct the Bi-LSTM
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model for this assignment (Figure 2.8). The inputs to the model are the sequence of
word embeddings of each word in a sentence, and the model predicts a relation vector
of the sentence. Here, we denote the sequence of word embeddings as w1:T, where T
is the number of words in the input sentence. We input w1:T and the reverse order wT:1
into the Bi-LSTM model. Then, we obtain the final hidden state hT of the Bi-LSTM
model, which we use to predict the relation vector of the input sentence. This prediction
is expressed as follows.
p = tanh(VhT + b) (2.9)
Here, p is the predicted vector, tanh is the hyperbolic tangent activation function, V is
a weight vector, and b is a bias vector. We use the root mean square error between the
predicted vector p and the relation vector to train the Bi-LSTM model. First, to train the
model, we use tweets containing role pairs. We input the word embeddings of words
in the tweets to predict a relation vector of the tweets. Note that we required a large
number of tweets containing role pairs as training data. Therefore, we extracted 30,000
tweets containing role pairs from the Twitter corpus. Then, we constructed relation
vectors for the tweets. We used a set of tweets and the relation vectors for the tweets
as training data. Next, the model was used to predict the relation vectors of data that
did not contain role pairs. At the time of prediction, when we input a tweet, the model
predicts a vector that is similar to a relation vector of a similar tweet in the training data.
2.4.4 Sarcasm Detection Using RNN with Bootstrapped Role Pair
List
In the previous section, we proposed the sarcasm detection method using the RNN
model with relation vectors. The method contains two problems. We deal with the
problems in this section. Figure 2.9 shows an overview of their method and our solu-
tions for the two problems (the green part in the figure).
The first problem is the size of the role pair list. In the previous section, we assigned
similar relation vectors to similar sentences in the situation that the sentences do not
contain any role pairs. However, it is desirable that sarcastic data contain role pairs.
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Figure 2.10 The flow of the bootstrap method.
times contain noise information due to the automatic augmentation process. In analogy
with wrong pairs, the noise role pairs also cause a significant problem to generate the
average relation vector. Therefore, we need to consider the importance of each pair. To
solve this problem, we introduce a weighting process to generate the average relation
vector. We compare two types of weighting methods; the strength of association (SOA)
and topic similarity.
First, we explain the bootstrap method. Second, we explain the RNN model with
two types of role pair weighting methods.
Bootstrap Method
In this method, we use a bootstrap method to extract a large number of clue expressions
for a role pair extraction. The bootstrap method uses a small clue expression list (the
seeds of the bootstrap) and expands the list. We extract role expressions using the large
clue expression list and identify role pairs in the role expression list. Figure 2.10 shows
the flow of the bootstrap method. The bootstrap method iterates 2 steps: (I) expansion
of the role expression list and (II) expansion of the clue expression list. We explain each
step.
Step I: First, we extract candidate nouns for role expressions from a corpus using a
small clue expression list (the seeds of the bootstrap). We use “にとっては (for)”
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and “としては (as)” as the seeds. We score each extracted candidate noun. We
will explain the scoring later. We rank the candidate nouns based on the scores.
We select the top 30 candidates and add the candidates to the role expression list.
Step II: Next, we extract candidate clue expressions from the corpus using the role
expression list. We extract 1-grams and 2-grams that occur immediately before
or after each role expression in texts of the corpus as the candidates. We score
each extracted candidate clue expressions. We will explain the scoring later. We
rank the candidate clue expressions based on the scores. We select the top 30
candidates and add the candidates to the clue expression list.
We obtain the large clue expression list and the large role expression list by the
iterations of the above steps.
We explain the scoring methods in each step. The score for the role expressions







where keywordList is the clue expression list in an iteration. Count(cand) is the total
number of occurrences of cand in the corpus. Co(key, cand) is the number of co-
occurrences of key and cand in the corpus. We assign the score to each candidate for
role expressions. The scoring method for clue expressions is similar to that for role







where roleList is the role expression list in an iteration.
Note that we use Twitter data in each step. We use 1 million randomly collected
tweets.
We identify role pairs from the extracted role expressions. We apply the method that
we described in Section 2.4.2 to identify the role pairs.
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Role Pair Weighting Method
We propose two weighting methods as follows:
• SOA weighting
We consider the influence of each role pair on the sarcasm detection. We calculate
a weight for each role pair on the basis of a role pair frequency in sarcastic data
and that in non-sarcastic data. We use the strength of association (SOA) [46] to
calculate the weight for each role pair.
The SOA score is calculated as follows:
SOA(p, c) = PMI(p, c)− PMI(p,¬c)
= log2
freq(p, c) ∗ freq(¬c)
freq(c) ∗ freq(p,¬c)
(2.12)
where p is a role pair and c is sarcastic or non-sarcastic data. freq(p, c) is a
frequency of p in c. freq(p,¬c) is a frequency of p in ¬c. freq(c) is the ratio of
c in all data. freq(¬c) is the ratio of ¬c in all data. We calculate a weight for a
role pair SOAWeightp as follows:
SOAWeightp = 1 +max{SOA(p, sarcastic data),
SOA(p, non-sarcastic data)}
(2.13)
Here, we do not calculate weights for low-frequency role pairs. If a role pair does
not appear more than once in sarcastic data and non-sarcastic data, we assign 1 to
the role pair as the weight.
• Topic similarity weighting
Since sarcasm is very much topic-dependent and highly contextual [32], the speaker
and hearer often need to share background knowledge to recognize sarcasm. The
“staff” criticizes the “boss” in Example 4. It seems that two role expressions shar-
ing similar topics, such as “boss” and “staff” in Example 4, tend to appear in a
sarcastic text. Moreover, two role expressions that do not share similar topics are
often a noise pair that do not relevant to sarcasm. For example, two role expres-
sions “staff” and “student” probably do not share a similar topic. We believe that
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role pairs without a similar topic, such as “staff” and “student”, do not contribute
to the sarcasm detection, as compared with role pairs in a similar topic, such as
“boss” and “staff”. For the topic similarity weighting, we use Latent Dirichlet
Allocation (LDA) [47]. We construct a vector expressing topic proportions in a
role expression and then calculate a cosine similarity between the topic vectors of
role expressions in a role pair. We assign the similarity to each role pair as the
weight. We calculate the weight for a role pair p as follows:
TopicWeightp = cossim(vp1, vp2) (2.14)
where vp1 and vp2 are the topic proportions vectors of two role expressions in a
role pair p. cossim is the cosine similarity function.
2.5 Experiment
In this section, we discuss an experimental evaluation of the proposed methods to clas-
sify input text as sarcastic or non-sarcastic. First, we explain the tweet dataset we con-
structed.
2.5.1 Dataset
In this study, we handled Japanese tweets as the target texts. To construct a sarcasm
dataset, we collected sarcastic tweets from Twitter. One common approach for collect-
ing sarcastic tweets is to use Twitter hashtags [12, 25, 29, 48]. Often, some tweets
contain user-defined hashtags, which are used to categorize the content of a tweet. Sar-
castic tweets in English can be obtained by collecting tweets tagged with “#sarcasm.”
The Japanese expression of “sarcasm” is “皮肉.” Therefore, we attempted to obtain
sarcastic tweets by collecting tweets tagged with “#皮肉.” However, we did not find a
sufficient number of tweets with the “#皮肉” hashtag. Sarcastic tweets in Japanese tend
to contain the indicator “(皮肉).” An example of a sarcastic tweet with the indicator
“ (皮肉)”is shown in the following.
Example 9 彼は部下に仕事を押し付ける素晴らしい (皮肉 )上司だ。(He is a won-
derful (sarcasm) boss who leaves his all work to his staff.)
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with role pairs (%)
Simply extracted role pair list 3,607 35,688 22
Bootstrapped role pair list 10,225 105,337 30
Note that tweets with the indicator “(皮肉)” are posted more frequently than tweets with
“#皮肉”; therefore, we collected such tweets as sarcastic tweets.
We created development, training, and test datasets by collecting tweets with the
indicator “(皮肉)” and tweets without “(皮肉)” from April 2016 to November 2017.
Table 2.1 shows the number of tweets in each dataset. We extracted 21,000 tweets with
“(皮肉)” as sarcastic tweets and 21,000 tweets without “(皮肉)” as non-sarcastic tweets
randomly. Then, we removed the indicator “(皮肉)” in the tweets because including the
indicator was effective unfair for classification if this indicator appeared in the test data.
We used 5,000 sarcastic and 5,000 non-sarcastic tweets for the development dataset,
15,000 sarcastic and 15,000 non-sarcastic tweets as the training dataset, and 1,000 sar-
castic and 1,000 non-sarcastic tweets as the test dataset.
We used the training data to calculate SOA weights for role pairs. We used the
sarcastic tweets in training data and development data to train the LDA model. We set
the number of latent topics of the model to 25.
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2.5.2 Result of Role Pair Extraction
In Section 2.4.4, we proposed a bootstrap method to extract a larger role pair list than
that obtained in Section 2.4.3 (a simple extraction). In this section, we describe the
results of the extraction. Table 2.2 shows the number of extracted role expressions,
the number of extracted role pairs, and the ratio of sarcastic tweets with role pairs for
the development data. The numbers of the role expressions and the role pairs by the
bootstrapping method were larger than the numbers of outputs by the simple extraction
method. In addition, the ratio of sarcastic tweets with the role pairs by the bootstrapping
method was larger than that by the simple extraction method (22% vs. 30%).
We confirmed the numbers of sarcastic tweets that contain role pairs in the boot-
strapped role pair list and do not contain role pairs in the simply extracted role pair list.
72% of the sarcastic tweets contain multiple role pairs in the bootstrapped role pair list.
The following is an example of the sarcastic tweet.
Example 10 まああそこの事務所はタレントに何か言う前に事務所の方に先に文
句言いたくなるからタレント守ってるとも言えるけど (I want to complain to his
entertainment office rather than the actor before saying something to the actor. In a
sense, the office protected actors well from complaints.)
Example 10 contains two pairs “事務所とタレント (actor and office)” and “何と前
(before and something)”3. However, “何 (something)” and “前 (before)” in the pair
“何と前 (before and something)” do not express any roles in the example. These pairs
are generated by our bootstrap method. Therefore, the weighting methods in Section
2.4.4 are expected to assign low weights to the noise pairs in the experiment of the next
section.
3Note that these English words are not nouns although we defined that each role pair consists of nouns
in Section 2.4.2. This is caused by English translation. The original words in Japanese are nouns.
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Table 2.3 The results of sarcasm detection.
Methods









(Joshi et al., 2016.)
SVM - - -
S 0.704 0.878 0.781
N 0.838 0.631 0.712
A 0.771 0.755 0.751
Ours 1
(Section 2.4.1)
SVM - - -
S 0.718 0.777 0.746
N 0.757 0.695 0.725




RNN - - -
S 0.767 0.783 0.775
N 0.778 0.762 0.770
A 0.773 0.773 0.772
Ours 2
(Section 2.4.2)
RNN Small - -
S 0.804 0.755 0.779
N 0.763 0.812 0.787
A 0.783 0.783 0.783
Ours 3
(Section 2.4.3)
RNN Small ✓ -
S 0.810 0.788 0.799
N 0.794 0.815 0.804
A 0.802 0.802 0.801
Ours 4
(Assignment of predicted
relation vector of Eq. 2.9)
RNN Small ✓ -
S 0.813 0.787 0.800
N 0.794 0.819 0.806






S 0.765 0.838 0.800
N 0.821 0.742 0.779







S 0.775 0.846 0.809
N 0.830 0.754 0.790
A 0.803 0.800 0.800
Ours 7
(Section 2.4.4)
RNN Large ✓ -
S 0.806 0.775 0.790
N 0.783 0.813 0.798
A 0.794 0.794 0.794
Ours 8
(Section 2.4.4)
RNN Large ✓ SOA
S 0.785 0.824 0.804
N 0.815 0.774 0.794






S 0.827 0.764 0.794
N 0.781 0.840 0.809
A 0.804 0.802 0.802
Note: Precision (P), Recall (R), and F1 (F) scores are reported. S, N, and A in the Class column denote
the sarcastic class, the non-sarcastic sarcastic class, and the average of the sarcastic and non-sarcastic
classes respectively. Bold indicates the best average scores. Small and Large in the Role pair list column
denote the role pair list extracted with a few clue expressions and the augmented role pair list with the
bootstrap method respectively. 34
2.5.3 Result of Sarcasm Detection
Table 2.3 shows the experimental results.
Baseline 1 and Ours 1 are based on SVM classifiers, and the other methods employ
an RNN classifier. The average F-scores of Baseline 1 and Ours 1 are lower than the
average F-scores of the other methods. The comparison of methods that employ an
RNN classifier to those that use an SVM classifier demonstrates the effectiveness of
RNN models.
Ours 2-9 outperformed all baseline methods relative to precision, recall, and F-score.
The results show the effectiveness of the features based on role pairs for sarcasm detec-
tion. We evaluated the statistical significance using a sign test (p < 0.05) between each
baseline and the proposed methods. The results show a significant difference between
both Ours 3 and Ours 4 and each baseline. In addition, the results show a significant
difference between Ours 2 and Ours 3. The fact that our methods outperformed the
RNN-based methods (baselines 2) suggests the effectiveness of introducing the relation
vector to sarcasm detection.
Note that Ours 4 outperformed Ours 3; however, no significant difference was ob-
served between these methods. Therefore, the effectiveness of the assignment of the
predicted relation vector is unclear.
Ours 5 and Ours 6 are the methods with a simple extracted role pair list using the
weighting methods. The average F-score of Ours 5 and Ours 6 were slightly lower than
Ours 3 without the weighting methods (0.790 and 0.800 vs. 0.801). It seems that the
weighting methods did not work well due to a lack of diversity of the role pairs in the
simple extracted role pair list.
Ours 7, 8, and 9 are the methods with bootstrapped role pair list. Ours 8 and Ours 9
outperformed Ours 7 relative to precision, recall, and F-score. Ours 8 and Ours 9 are the
methods with weighing methods. This result shows the effectiveness of the weighting
methods for the sarcasm detection task.
On the other hand, the F1 score of Ours 8, the SOA score, was also lower than
the F1 score of Ours 3 (0.799 vs 0.801). In other words, the SOA score essentially
did not contribute to the improvement. We set a limitation for the SOA; the frequency
threshold. Many role pairs did not satisfy the threshold. As a result, the number of role
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pairs dramatically decreased (105,337 pairs to 1,418 pairs). Hence, the method with the
SOA did not work well in the detection.
The F-score of Ours 9 was equivalent to or slightly better than Ours 3 and Ours 4
(0.802 vs. 0.801 and 0.802). The result shows the applicability of our method although
it was limited effectiveness. Hence, we analyzed a sarcastic tweet that was classified
correctly by Ours 9. The following is an example:
Example 11 医者が患者と向き合わず何らかの特別な機械にまかせるの？すごい
ね。(Do doctors leave the patient to some special machine? Amazing. )
In Example 11, the sarcastic tweet contains role pairs such as “医者と患者 (doctor and
patient)” and “何と特別 (some and special)”. The role pair with the highest topic sim-
ilarity score was “医者と患者 (doctor and patient)”. On the other hand, our method
assigned a small value to the score for the pair “何と特別 (some and special)” appropri-
ately. In other words, our method contains a potential benefit because the method with
topic similarity can reduce the influence of such noise pairs. Therefore, we need more
deep analysis of the importance of role pairs and discuss another role pair extraction
method with high accuracy.
2.6 Error Analysis
In this section, on the basis of the result of Ours 4 in the previous section, we discuss the
effect of role pairs on errors. Table 2.4 shows the ratio of tweets containing role pairs
and those without role pairs in the development dataset. Note that the ratio of sarcastic
tweets with role pairs (22%) is greater than that of non-sarcastic tweets with role pairs
(12%); therefore, it appears that the proposed method tends to classify tweets containing
role pairs as sarcastic and tweets without role pairs as non-sarcastic. To analyze errors,
we classified tweets in the development dataset using our model (i.e., Ours 3 in the
experiment). Table 2.5 shows the misclassification ratio of tweets with and without role
pairs. Our model misclassified 15% of sarcastic tweets containing role pairs and 26% of
sarcastic tweets without role pairs. The proposed method tends to misclassify sarcastic
tweets without role pairs as non-sarcastic. In addition, our model misclassified 31%
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Table 2.4 Ratio of tweets with and without role pairs in the development dataset.
Containing role pairs (%) Not containing role pairs (%)
Sarcastic tweets 22 78
Non-sarcastic tweets 12 88








Containing role pairs 31 15
Not containing role pairs 19 26
of non-sarcastic tweets containing role pairs and 19% of non-sarcastic tweets without
role pairs. The proposed method tends to misclassify non-sarcastic tweets containing
role pairs as sarcastic. Note that the misclassification ratio of non-sarcastic tweets with
role pairs was the highest. Thus, we examined the role pairs in the non-sarcastic tweets.
Non-sarcastic tweets misclassified by the proposed method frequently contained the role
pair “[人, 自分] ([person, myself]).” In addition, this role pair appeared frequently in
sarcastic tweets. It appears that common role pairs are not important for classification.
As we described in the previous section, we need to discuss another role pair extraction
method with high accuracy.
2.7 Conclusions
In this chapter, we have proposed a method to detect sarcastic text based on the role
expressions, e.g. “boss” and “teacher” and the relations between role pairs, e.g., “boss
and staff” and “teacher and student.” We proposed the methods using SVMs and an
RNN model. We used features based on role expressions for the method using SVM.
To capture the relations between such pairs, we introduced a role pair relation vector,
which is incorporated into a Bi-LSTM model. In addition, we dealt with two problems
37
of the method using a Bi-LSTM model with relation vectors; the size of role pairs and
the usage of relation vectors. For the size problem, we applied a bootstrap approach
to the data augmentation process. We obtained an approximately threefold increase
for roles and role pairs, respectively. For the usage problem, we introduced two types
of weighting methods; the strength of association (SOA) and topic similarity based on
LDA.
In addition, we constructed a Japanese sarcasm dataset from Twitter comprising
21,000 sarcastic and 21,000 non-sarcastic tweets. We evaluated the proposed method
experimentally using this dataset. In this experiment, we prepared three baselines, i.e.,
one SVM-based method from previous studies and two Bi-LSTM-based methods with-
out the relation vector. The proposed methods outperformed these baselines relative to
all criteria, i.e., precision, recall, and F-score. The results demonstrate the effective-
ness of introducing the Bi-LSTM model and the role pair relation vector. The weight-
ing methods contributed to the improvement of the accuracy, as compared with the
method without the weightings. The method with the topic similarity was equivalent to
or slightly better than the best method for the dataset. Although the effectiveness was
limited, our method shows a potential benefit because the method with topic similarity
can reduce the influence of such noise pairs.
In the future, to improve the F-score of the task, we need to generate a role pair aug-
mentation method with high accuracy. In addition, we need to introduce other weighting
methods and compare them. Moreover, we analyze the effectiveness of the assignment
of relation vectors to data that do not contain role pairs to improve the proposed method.
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Chapter 3
Relation Extraction using Multiple




The amount of biomedical documents is increasing rapidly. The documents contain
valuable information, such as chemical entities and chemical-protein relations. How-
ever, manual extraction of the information is highly costed. Therefore, a demand for
extracting knowledge from large scale biomedical text data is increasing.
Biomedical relation extraction (RE) models based on the BERT [5] showed great
performance [6, 19]. They used the BERT model pre-trained on biomedical corpora.
The methods using BERT models (BioBERT) achieved state-of-the-art (SOTA) perfor-
mance on several biomedical relation extraction datasets.
BERT is a large-scale model and is constructed with an architecture that can be
applied to general-purpose tasks. BERT contributes to various NLP tasks by fine-tuning
in downstream tasks. However, BERT models require a lot of computing resources and
generally take a long time for the inference process. BERT requires a high-end GPU for
fine-tuning and the inference process. A high-end GPU or a distributed environment for
efficient computation is not available in many situations. Therefore, more lightweight
and accurate relation extraction models are expected.
In this section, we propose a biomedical RE model that can be executed in a wide
range of environments by reducing memory consumption during the learning process
or the inference process. During the inference process, the amount of calculation can
be suppressed and the model can process documents at high speed. In this research, we
construct a biomedical RE model suitable for a wide range of environments by combin-
ing word embeddings obtained from multiple lightweight models. We assume a model
that can execute on a CPU or middle-class GPU. Multiple kinds of word embeddings are
input to the lightweight model to extract relational information. Since the calculation in
each model is small scale, memory consumption can be suppressed. Furthermore, by
selecting whether or not to utilize each word embeddings, we can customize the model
to be suitable for the computer environment. During the inference process, it is consid-
ered that our model can process faster than the BERT-based models. We describe the
word embeddings that we use in our model. We adopted more lightweight pre-trained
models: ELMo [49] and Contextual String Embeddings (CSE) [50]. ELMo is contextu-
alized word-level embeddings from the language model (LM) based on multiple layers
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of bidirectional long-short term memories (Bi-LSTMs) [51]. On the other hand, CSE
is character-level embeddings of each input word from LM based on single-layer Bi-
LSTM. Subword information of words plays an important role in the estimation of kinds
and features of chemicals since chemical names tend to contain characteristic sub-word
patterns such as prefixes and suffixes. Therefore, we propose RE models that combine
ELMo and CSE to utilize both word-level and character-level features effectively.
In addition, for high accuracy, we introduce multi-task learning approaches. Multi-
task learning approaches have been used successfully in various NLP tasks [10, 23, 24].
On the multi-task learning, several related tasks (auxiliary tasks) are introduced to sup-
port the training of the main task. The models for the main task and the auxiliary tasks
are learned simultaneously. The models share a set of parameters among the tasks and
leverage their shared information. The auxiliary tasks can be added to the main task
to ultimately boost the performance. Although simultaneous learning of multiple tasks
is highly costed, we do not need such computational cost for the inference because we
use only the model of the main task at the inference. We introduce a biomedical named
entity recognition task as an auxiliary task. The shared information among the biomed-
ical tasks is useful because similar vocabulary is used in the data for the tasks. We
introduce three types of multi-task learning approaches. First, we apply the multi-task
learning where the main task is the RE task. The biomedical RE and NER models with
pre-trained LMs are trained simultaneously. Second, we apply the multi-task learning
where the main task is the pre-training of an LM. The LM and the biomedical NER
model are learned on the biomedical data simultaneously. We use the multi-task pre-
trained LM for the RE task. Finally, we apply the multi-task learning of the RE task and
the NER task. The models for the tasks contain the LM. In this approach, the LM is not
pre-trained, but it is trained using multi-task learning. The RE model, the NER model,
and the LM are trained simultaneously.
The contributions are as follows:
• We constructed the biomedical RE model that can execute on middle-class GPUs.
• We applied the strategy that feeds the complementary features from two pre-
trained models to RE tasks in the biomedical domain.
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• We verified that the model with CSE and ELMo leads to the improvement of the
F1 scores in a relation extraction task in the biomedical domain.
• We showed that the proposed models using ELMo achieve the SOTA performance
on the GAD corpus.
• The proposed model performed approximately three times faster than BERT-
based models.
First, we explain lightweight language models such as ELMo and CSE models in
Section 3.4.1. Second, we explain our methods using the lightweight models in Section
3.4.2. Third, we explain the multi-task learning approach for the construction of the
highly accurate model in Section 3.4.3. In Section 3.5, we compare the performance
of our methods with that of previous methods. We also evaluate the effectiveness of
the multi-task learning. In addition, we discuss the improvement of the inference time.
In Section 3.6, we discuss the elements that affect the model performance. Finally, in
Section 3.7, we describe the conclusions and future work.
3.2 Preliminaries
Many NLP methods have utilized word embeddings. A word embedding is a vector
representation of a word. Word embeddings are obtained by training on neural network
models with unlabeled text corpus. We can utilize the word embeddings on downstream
supervised NLP tasks. The word embeddings contribute to various NLP tasks. Word
embeddings are often trained on the text on the same domain as the target task be-
cause such training is more effective for the target task. There are two types of word
embeddings: non-contextual word embeddings and contextual word embeddings. Non-
contextual word embeddings are global vectors. A single vector is assigned for each
word. Contextual word embeddings are assigned to each word based on the context that
the word appears in.
In this section, we describe the models to obtain word embeddings: the skip-gram
model, the GloVe model, the ELMo model, the CSE model, and the BERT model. The
non-contextual embeddings are obtained by the skip-gram model and the GloVe model.
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The contextual embeddings are obtained by the ELMo model, the CSE model, and the
BERT model. The ELMo model and the CSE model are constructed using recurrent
neural networks. A recurrent neural network is a kind of neural network model. First,
we explain the models to obtain the non-contextual embeddings. Second, we explain
the recurrent neural networks and an LSTM model. Finally, we explain the models to
obtain the contextual embeddings.
3.2.1 Skip-gram model
The skip-gram model [33] is a neural network model to obtain word embeddings. The
model is based on the distributional hypothesis [52]. The distributional hypothesis is
that words that occur in the same contexts tend to have similar meanings. The input of
the model is a word in a text. The model is trained to predict the surrounding words in
the text.
3.2.2 GloVe: Global Vectors for Word Representation
Pennington et al. [53] claimed that the Skip-gram model poorly utilizes the statistics of
the corpus since they train on separate local context windows instead of on global co-
occurrence counts. They have proposed the GloVe model that addresses the problem.






i w̃j + bi + b̃j + logXij)
2 (3.1)
where V is the size of the vocabulary. i and j are the i-th word and the j-th word in
vocabulary respectively. X is the matrix of word-word co-occurrence counts. Xij is the
frequency of the word j in the context of the word i. w and b are the parameters. wi is
the word embedding of i.
3.2.3 RNN: Recurrent Neural Network
RNN (A recurrent neural network) is a kind of neural network model. The RNN model
operates sequential information such as a sequence of words in a sentence. Given an in-
43
put sequence x = (x1, x2, ..., xT ), an RNN model computes the hidden vector sequence
h = (h1, h2, ..., hT ) and the output vector sequence y = (y1, y2, ..., yT ) as follows:
ht = f(Wxhxt +Whhht−1 + bh) (3.2)
yt = Whyht + bt (3.3)
where the Wxh, Whh, and Why are weight matrices. bh and bt are bias vectors. f is a
non-linear activation function, such as a sigmoid function.
The RNN model has been employed for a variety of tasks. For example, in a named
entity recognition task, x represents input features and y represents tags for the inputs.
The weight matrices and bias vectors are estimated to minimize a loss function. The
loss function is the difference between the ground truth and the predicted output of the
model. When a long sequence is inputted, the RNN often fails the estimation due to
vanishing gradient and exploding gradient problems [51].
3.2.4 LSTM: Long Short-Term Memories
LSTM (Long short-term memories) are a variant of an RNN model design to overcome
the vanishing gradient and exploding gradient problems of traditional RNNs [51]. The
LSTM model introduces a memory cell to handle a long sequence. The memory cell is
controlled by input, output, and forget gates. The LSTM model computes the hidden
vector sequence h = (h1, h2, ..., hT ) as follows:
it = σ(Wxixt +Whiht−1 +Wcict−1 + bi) (3.4)
ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (3.5)
ct = ftct−1 + it tanh(Wxcxt +Whcht−1 + bc) (3.6)
ot = σ(Wxoxt +Whoht−1 +Wcoct + bo) (3.7)
ht = ot tanh(ct) (3.8)
where σ is the logistic sigmoid function, and i, f , o, and c are the input gate, the forget




characters. We can obtain the word embeddings that contain stronger character-level
features, such as subword structures by using the model. The model generates word em-
beddings from the hidden states of the forward LSTM model and the backward LSTM
model. From the forward LSMT model (shown in red in Figure 3.2), we extract the hid-
den state after the last character in the word. From the backward LSTM model (shown
in blue in Figure 3.2), we extract the hidden state before the first character in the word.
We obtain word embeddings by concatenation of the hidden states. The hidden states
from the LSTM models contain context information. For example, when we generate
the word embedding for the word “Washington”, the hidden state of the forward LSTM
model contains the context information of the characters “George” and the hidden state
of the backward LSTM model contains the context information of the characters “was
born”. Therefore, the CSE model produces the word embeddings that contain not only
the character-level features of a word but also that of the characters of the surrounding
context.
3.2.7 BERT: Bidirectional Encoder Representations from Trans-
formers
BERT (Bidirectional encoder representations from transformers) [5] is a large scale neu-
ral network model. BERT’s model architecture is a multi-layer bidirectional transformer
encoder [54]. Figure 3.3 shows an overview of the BERT model. The model is trained
with two unsupervised tasks.
• Masked LM: ELMo and CSE can only be trained left-to-right or right-to-left.
Unlike ELMo and CSE, a deep bidirectional representation can be trained on the
BERT model. Some words in input sentences are masked randomly, and then
BERT is trained to predict the masked token.
• Next Sentence Prediction: Many important NLP tasks, such as a question an-
swering system and a natural language inference task, need the relation informa-
tion between two sentences. In order to train the sentence relation information,
BERT is pre-trained on this task. The input of the model is two sentences A and B.
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BERT model on a large scale biomedical corpus containing 4.5 billion words. They
applied the model to biomedical NER, RE, and question answering tasks and achieved
high performance on the benchmark tasks. For the RE tasks, they utilized the sentence
classifier of the original version of BERT, which uses a [CLS] token for the classifica-
tion of relations. They used pre-defined strings such as @GENE$ and @DISEASE$ to
express a pair of target entities. For instance, a sentence with two target entities (gene
and disease in this case) is represented as Example 12.
Example 12 Serine at position 986 of @GENE$ may be an independent genetic pre-
dictor of angiographic @DISEASE$.
Zhou et al. [55] have proposed a relation classification model with an attention-
based Bi-LSTM model. They used pre-defined indicator tags to express a pair of target
entities. For instance, a sentence with a pair of target entities is represented as Example
13.
Example 13 <e1> Flowers </e1> are carried into the <e2> chapel </e2>.
Entity pairs were anonymized using the predefined strings in the method of Lee et al.
[6]. In contrast, this model can predict a relation class using surface information of the
target entity pair. Sub-word information such as prefixes and suffixes plays an important
role in estimations of kinds and features of chemicals. Therefore, we express the entity
pair using tags in our method.
BERT is constructed by multiple layers of multi-head self-attention layers and re-
quires large-scale computational resources. More lightweight pre-training LM models
have also been proposed. Jin et al. [9] proposed models for biomedical NLI tasks using
ELMo pre-trained on large-scale in-domain text data. ELMo is an LM based on multi-
layer Bi-LSTMs for aiming at obtaining contextualized word-level embeddings. CSE is
generated by a character-level LM. The LM is lightweight since it is constructed with
a single layer of Bi-LSTM. Sharma et al. [56] have been proposed a biomedical NER
method with CSE generated from the LM pre-trained on a biomedical corpus. Watan-
abe et al. [10] have proposed a method with a multi-task learning model using CSE.
Their method achieved SOTA performance on the biomedical NER task. Sharma et al.
and Watanabe et al. evaluated the effectiveness of CSE on the biomedical NER tasks.
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3.4.1 Language Model Pre-Training
We train CSE LM using large-scale biomedical corpora. We obtain stacked word em-
beddings by concatenation of an optional combination of GloVe [53], CSE, and ELMo
vectors for training and inference of RE task.
We use the abstracts and full texts of biomedical papers from the PubMed corpus1,
the PMC corpus2, and the ChemRxiv3 to train the LM. The data from PubMed, PMC,
and ChemRxiv contain 190k, 270k, and 300k biomedical papers respectively.
We use the GloVe embeddings4 trained on general domain corpora (the Wikipedia
and the Gigaword corpus) and ELMo embeddings5 trained on PubMed corpus.
3.4.2 Relation Extraction Model
For the RE task, we apply a Bi-LSTM with an attention model [55]. Then, the relation
extraction model outputs a predicted class label. Here, we express the stacked embed-






















hiare hidden states of the forward LSTM and
backward LSTM respectively. [·; ·] indicates concatenation of two vectors. We calculate



















h∗ = tanh(r) (3.20)
Then, the model calculates a predicted label ŷ as follows:
p(y|X) = softmax(Wsh
∗ + bs) (3.21)
ŷ = arg max
y
P (y|X) (3.22)







where N is the number of class labels.
3.4.3 Multi-Task Learning
We introduce three types of multi-task learning approaches: (1) the multi-task learning
of the biomedical RE and NER models. (2) the multi-task learning where the main task
is the pre-training of the LM. The LM and the biomedical NER model are learned on
the biomedical data simultaneously. Then, we use the multi-task pre-trained LM for the
RE task. (3) the multi-task learning of the RE task, the NER task, and training of the
LM. We explain each approach.
Multi-task Learning of RE and NER
Figure 3.5 shows an overview of the multi-task learning where the main task is the RE
task. The biomedical RE and NER models are trained simultaneously. The NER task
is a sequence labeling task. For the NER task, we apply a Bi-LSTM-CRF model. (The
right side of Figure 3.5.)
The model predicts a sequence of tags for the input sequence. Here, we express the
stacked embeddings as X = x1, x2, ..., xn. The Bi-LSTM model outputs hidden states
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calculates the probability of a tag sequence y = y1, y2, ..., yn as follows:














YX is the set of all possible tag sequences. Ai,j is a transition score from the i-th tag
to the j-th tag. The CRF model outputs a tag sequence y∗ that maximized the score
calculated by the following equation:
y∗ = arg max
ỹ∈YX
s(X, ỹ) (3.31)
For the NER task, we use the loss function:




The RE task and NER task share the pre-trained LMs and the Bi-LSTM model.
During training, we minimize the sum of the loss functions of LossRE (Eq. 3.23) and
LossNER (Eq. 3.32).
Multi-task Learning on Language Model Pre-training
Figure 3.6 shows an overview of the multi-task learning where the main task is the pre-
training of an LM. The multi-task learning where the main task is the pre-training of an
LM. The CSE LM and the biomedical NER model are learned on the biomedical data
simultaneously6. Then, we use the multi-task pre-trained LM for the RE task.
CSE LM consists of a forward LSTM model and a backward LSTM model. Each





where ct is the t-th character in a sentence. We calculate the cross-entropy loss for each
LSTM model and use the sum of the losses as the loss of the CSE LM LossCSE . During
pre-training, we minimize the sum of the losses of LossNER (Eq. 3.32) and LossCSE .




Table 3.1 Dataset statistics. The number of samples for ChemProt is the sum of the
number of samples in training, validation, and test sets.













task, and to focus on a subset of key relations, all the annotated relations were grouped
into 10 semantically related classes. Table 3.2 shows the groups. For the evaluation,
only five groups were used in the shared task. The five groups were CPR: 3, CPR: 4,
CPR: 5, CPR: 6, CPR: 9. The task is to classify an instance pair into the five classes and
non-relation.
To indicate the location of target entities, we inserted tags before and after each
target entity. For the GAD dataset, we use the <gene> and <dise> tags for genes and
diseases respectively. For the ChemProt dataset, we use the <gene> and <chem> tags
for chem and chemicals respectively. For instance, 1-aminoadamantane and Fos are
the target entities in Example 14.
Example 14 Amantadine ( <chem> 1-aminoadamantane </chem> ) induced <gene>
Fos </gene> expression in the central, dorsal-medial and ventral-medial part of the
striatum.
For the multi-task learning, we used the biomedical NER dataset. The CHEMDNER
task (part of The BioCreative IV competition) [59], which was preprocessed by Luo et
al. [60] 8. Table 3.3 shows the statistics of the CHEMDNER dataset. The CHEMDNER
8https://github.com/lingluodlut/Att-ChemdNER
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Table 3.2 Relation Groups on the ChemProt dataset.
Group Relations belonging to this group
CPR:1 PART OF







CPR:9 SUBSTRATE|PRODUCT OF|SUBSTRATE PRODUCT OF
CPR:10 NOT
Table 3.3 CHEMDNER Dataset statistics.
B I O
Training 29,478 29,526 811,043
Development 29,526 31,800 806,287
Test 25,347 26,997 697,239
dataset consists of 10,000 abstracts annotated for mentions of chemical and drug names
using in-out-begin (IOB) tags. The numbers of tags in the CHEMDNER dataset are
shown in 3.3. We used the development and training data in the CHEMDNER dataset
for the multi-task learning.
We implemented the proposed method based on the flair framework [22]. The
framework includes the standard Bi-LSTM-CRF sequence labeling architecture [61],
ELMo models, and CSE models. We added the implementation of the Bi-LSTM model
with an attention model for the RE tasks and the multi-task learning framework. In
addition, we pre-trained ELMo and CSE models as described in Section 3.4.1.
First, we evaluate the proposed models without multi-task learning that we described
in Section 3.4.3. We trained one baseline and three proposed models. Each method was
based on the Bi-LSTM attention model with a combination of three different inputs.
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The trained models are as follows:
• Bi-LSTM attention model with GloVe embeddings (Proposed 1)
• Bi-LSTM attention model with CSE embeddings (Proposed 2)
• Bi-LSTM attention model with ELMo embeddings (Proposed 3)
• Bi-LSTM attention model with CSE and ELMo embeddings (Proposed 4)
• Bi-LSTM attention model with GloVe and CSE embeddings (Proposed 5)
• Bi-LSTM attention model with GloVe and ELMo embeddings (Proposed 6)
• Bi-LSTM attention model with GloVe, CSE, and ELMo embeddings (Proposed
7)
We evaluate the effectiveness of each embedding through the comparison between the
baselines and our methods.
We compare our methods with the method based on BERT (BioBERT [6] and SciB-
ERT [19]) and the SOTA methods. BioBERT used the BERT model pre-trained on
large-scale biomedical corpora. BioBERT was the SOTA method for ChemProt. SciB-
ERT used the BERT model pre-trained on large-scale biomedical and computer science
corpora. SciBERT used the vocabulary constructed by using the corpora. The current
SOTA method for the GAD dataset was based on an ensemble of SVMs [20] (E-SVM).
SPINN is the previous SOTA method that is not based on pre-trained LMs [21].
Next, we evaluate the effectiveness of multi-task learning, We evaluate the three
proposed models using the multi-task learning (MTL) approaches. The models are as
follows:
• Bi-LSTM attention model with GloVe, CSE, and ELMo embeddings with the
multi-task learning of the RE task and the NER task. (Proposed 7 with MTL of
RE and NER)
• Bi-LSTM attention model with GloVe, CSE, and ELMo embeddings with the
multi-task pre-trained CSE model. (Proposed 7 with multi-task pre-trained LM)
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Table 3.4 Experimental results. Bold and underline indicate the best score and the
second-best score respectively. The values of E-SVM, SPINN, and BioBERT are re-
ferred from the original papers. For SciBERT, because the experimental setting in the





P R F P R F
E-SVM 79.21 89.25 83.93 - - -
SPINN - - - 74.85 56.06 64.11
SciBERT 85.54 80.61 82.83 79.73 70.85 75.03
BioBERT 76.43 87.65 81.61 77.02 75.90 76.46
Proposed 1
(GloVe)
77.31 80.01 78.59 58.13 57.43 57.78
Proposed 2
(CSE)
77.51 87.07 81.97 58.40 46.79 51.95
Proposed 3
(ELMo)
82.48 85.15 83.75 76.59 61.44 68.18
Proposed 4
(CSE+ELMo)
82.46 86.36 84.22 74.42 65.27 69.55
Proposed 5
(GloVe+CSE)
78.74 87.43 82.83 67.41 58.79 62.81
Proposed 6
(GloVe+ELMo)
83.10 85.43 84.16 76.49 65.82 70.76
Proposed 7
(GloVe+CSE+ELMo)
82.64 86.36 84.38 76.05 66.17 70.77
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Table 3.5 Inference time required for the test-set of ChemProt
Method Time (s) Average time per item (ms)
Proposed 5 (GloVe+CSE) 86.53 5.99
Proposed 6 (GloVe+ELMo) 212.51 14.71
Proposed 7 (GloVe+CSE+ELMo) 239.06 16.55
SciBERT 537.32 37.20
BioBERT 680.39 47.11
• Bi-LSTM attention model with GloVe, CSE, and ELMo embeddings with the
multi-task learning of the RE task, the NER task, and the training of the LM.
(Proposed 7 with MTL of RE, NER, and LM)
3.5.2 Experimental Results
Table 3.4 shows the experimental results. For all the datasets, we reported precision,
recall, and F1-measure scores for the positive classes.
The F1 score of Proposed 5 (GloVe+CSE) outperformed the F1 score of Proposed 1
(GloVe) for GAD and ChemProt datasets. The F1 score of Proposed 7 (GloVe+CSE+ELMo)
outperformed other all the proposed methods. The result shows the effectiveness of LMs
pre-trained on the biomedical corpora.
For the GAD dataset, the F1 score 84.38 of Proposed 7 (GloVe+CSE+ELMo) ob-
tained the best performance. It outperformed SciBERT, BioBERT, and E-SVM. For the
ChemProt dataset, although this method also outperformed SPINN, namely the previ-
ous SOTA method before the BERT era, it does not reach the scores of SciBERT and
BioBERT.
Table 3.5 shows the required time of the proposed methods, SciBERT, and BioBERT
for processing the test set of ChemProt. Although the F1 score of Proposed 5 (GloVe+CSE)
was lower than other proposed methods, the inference speed was approximately 2.5
times faster than the proposed methods using ELMo, and 7.86 times faster than BioBERT.
The inference speed of Proposed 7 (GloVe+CSE+ELMo) was 2.85 times faster than that
of BioBERT. These results show that our model is a lightweight and high-performance
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Table 3.6 The results of the methods with MTL.
Method Precision Recall F1-score
Proposed 7 without MTL 76.05 66.17 70.77
Proposed 7 with MLT of RE and NER 67.07 56.23 61.18
Proposed 7 with multi-task pre-trained LM 75.24 64.11 69.23
Proposed 7 with MTL of RE, NER, and LM 74.79 65.56 69.45
relation extraction model. On the other hand, for the ChemProt dataset, the F1 score
of the proposed method was approximately 6 points lower than BioBERT although the
inference speed was faster than that of BioBERT. In addition, the F1 score of Proposed
5 (GloVe+CSE) was approximately 8 points lower than the proposed method although
the inference speed was faster than that of the proposed method. We can see a trade-off
between the F1 scores and the inference speed. If users need the inference speed for the
application, our method is useful although the accuracy is comparatively sacrificed.
For the ChemProt dataset, the methods using BERT models (BioBERT and SciB-
ERT) achieved the best and the second-best performances. We expected that combin-
ing our method and BERT embeddings leads to an improvement in the performance.
Therefore, as an additional experiment after this experiment, we attempted to incorpo-
rate the BERT embeddings generated by the BioBERT model into our model. How-
ever, the methods combining BERT embeddings (GloVe+BERT, GloVe+ELMo+BERT,
GloVe+CSE+BERT, and GloVe+ELMo+CSE+BERT) resulted in slightly lower perfor-
mance than BioBERT. In addition, since the methods combining BERT embeddings
required larger inference time, this approach was not promising.
Table 3.6 shows the result of the methods with the multi-task learning approaches.
We reported precision, recall, and F1-measure scores on the ChemProt dataset. The
methods with MTL were lower performances than the Proposed 7 without MTL. The
MTL approaches did not work well in the RE task. On the multi-task learning, we used
the sum of losses of the tasks. However, the objectives of the tasks often conflict and the
auxiliary tasks affect the main task negatively [62]. Therefore, in future work, we need





In the experiment, we used NVIDIA Tesla V100 GPU with 32GB memory. This is
the high-end GPU for data center use. We observed the maximum memory consump-
tion during the learning execution of BioBERT and the proposed method. BioBERT
consumed approximately 12GB of memory. It is confirmed that BioBERT is supposed
to execute on high-end GPUs. Our method consumed approximately 2GB of memory.
The memory consumption of our method was lower than that of BioBERT. In addition,
considering the memory consumption, we considered that our model can be executed
even on a middle-class GPU.
3.6.2 Task Difficulty and Model Selection
For the GAD dataset, our method outperformed BioBERT. However, for the ChemProt
dataset, the precision, recall, and F1 scores were lower than the scores of BioBERT. For
the GAD dataset, the number of the negative samples is about the same as the number of
positive samples as shown in Table 3.4. On the other hand, for the ChemProt dataset, the
number of negative samples is three times more than the number of positive samples. In
addition, the task for the ChemProt dataset is the multi-class classification. The task for
the GAD dataset is simpler than that for the ChemProt dataset. The experimental result
shows that the performance of our light-weight model for the simple task was sufficient.
Therefore, our approach of the utilization of different models according to the difficulty
of the tasks was efficient. However, there was a large difference (9.73 points) between
the recall score of BioBERT and the score of our method. We analyzed the classification
errors of our method for the positive samples of the ChemProt dataset. About 92 % of
the misclassifications were into the negative class, not into the other positive classes.
On the basis of the analysis, the large difference between the recall scores was due to
the data imbalance. It seems that the data imbalance affects our model’s performance
negatively. Therefore, we need to handle the data imbalance problem to improve our
method.
63







P 76.46 76.11 75.90 76.05
Proposed 7
(GloVe+CSE+ELMo)
R 63.82 63.62 65.27 66.17
F 69.57 69.31 70.19 70.77













Dataset Tag Replacement Tag Replacement Tag Replacement Tag Replacement
GAD
P 77.31 68.91 78.74 70.20 83.10 76.47 82.64 81.88
R 80.01 67.33 87.43 81.64 85.43 79.22 86.36 85.26
F 78.59 68.77 83.83 75.44 84.16 77.80 84.38 83.46
ChemProt
P 58.13 57.06 67.41 68.14 76.49 76.03 76.05 75.38
R 57.43 53.91 58.79 61.67 65.82 61.67 66.17 63.96
F 57.78 55.44 62.81 64.74 70.76 68.10 70.77 69.20
3.6.3 Effects of Pre-Training Corpora
We pre-trained the CSE LM on the PubMed, PMC, and ChemRxiv corpora. In this
section, we evaluate the effectiveness of each corpus for the pre-training of the CSE
LM. We evaluated our methods with CSE LMs pre-trained on each corpus. Table 3.7
shows the experimental results for the ChemProt dataset. The F1 score of the method
with the model pre-trained on the PubMed + ChmeRxiv corpora was lower than that of
the method with the model pre-trained on the PubMed corpus. On the other hand, the
F1 score of the method with the model pre-trained on the PubMed + PMC corpora was
higher than the method with the model pre-trained on the PubMed corpus. The F1 score
of the method with the model pre-trained on the PubMed + PMC + ChemRxiv corpora
was the best score. Therefore, it seems that the combination of PubMed, PMC, and
ChemRxiv was effective although ChemRxiv provided no benefit to the pre-training.
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3.6.4 Effects of Target Entity Pair Indicators
We used the indicator tags to express a pair of two target entities. On the other hand,
Lee et al. [6] replaced the target entity pair with pre-defined strings. In this section,
we compare the methods using the indicator tags with the methods using the entity pair
replacement. For the GAD dataset, we replaced diseases and genes with pre-defined
strings @DISEASE$ and @GENE$ respectively. For the ChemProt dataset, Lim et
al. replaced chemicals and proteins with pre-defined strings “bc6entc” and “bc6entg”
respectively. We used the same pre-defined strings that were used in Lim et al.
For instance, 1-aminoadamantane and Fos in Example 15 are replaced with “bc6entc”
and “bc6entg” respectively as shown in Example 16.
Example 15 Amantadine (1-aminoadamantane) induced Fos expression in the central,
dorsal-medial and ventral-medial part of the striatum.
Example 16 Amantadine (bc6entc) induced bc6entg expression in the central, dorsal-
medial and ventral-medial part of the striatum.
We evaluated the baseline and proposed methods using each of the indicator tags and
the entity pair replacement. Table 3.8 shows the experimental results for the GAD and
ChemProt datasets. Most of the scores of the methods using the indicator tags, except
for the scores of the Proposed 5 for the ChemProt dataset, were higher than the scores of
the methods using the entity pair replacement. We can use the surface information of the
target entity pair by using indicator tags. Therefore, the result shows the effectiveness
of the surface information of the entity pairs.
3.7 Conclusions
In this chapter, we proposed a lightweight and high-performance RE models for the
biomedical domain. Our method used the combination of word embeddings generated
by the pre-trained LMs (the ELMo model and the CSE model). The ELMo model is a
word-level LM and the CSE model is a character-level LM. We proposed RE models
that combined ELMo and CSE to utilize both word-level and character-level features
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effectively. At the training, we introduced multi-task learning approaches. We use the
biomedical NER task and LMs to support the RE task.
We evaluated the proposed methods on the biomedical RE datasets. We used the
ChemProt dataset and the GAD dataset. We compared our methods with the methods
based on BERT (BioBERT and SciBERT) and the SOTA methods. We evaluated the
model performance and the inference time.
Although the multi-task learning approach did not work well in the RE task, the
combination of the word embeddings generated by the pre-trained LMs was effective.
For the GAD dataset, we obtained the SOTA score. For the ChemProt dataset, our
model was approximately three times faster than BioBERT. However, the F1 score of
our method is lower than that of BioBERT for the ChemProt dataset due to the data
imbalance. In future work, we analyze the causes of the high inference speed and the






In this dissertation, we focused on relation information. We dealt with two tasks:
relation extraction and utilization of relation information. First, we summarize our dis-
cussion in each task. Then, we provide an overall summary.
• Sarcasm Detection with Relation Information:
Sarcasm detection is a challenging task since we need to consider non-surface
information. A basic task in SA is to classify opinions into positive or negative.
The surface sentiment of words is an important feature of the SA task. However,
sarcasm involves a positive expression with a negative meaning. Sarcasm often
leads to mistakes in the SA task. Therefore, sarcasm detection is an important
task.
We proposed the sarcasm detection methods with relation information. We fo-
cused on the relations between role pairs, e.g., “boss and staff” and “teacher and
student.” To capture the relations between such pairs, we introduced a role pair re-
lation vector, which is incorporated into a Bi-LSTM model. In addition, we dealt
with two problems of the method using a Bi-LSMT model with relation vectors;
the size of role pairs and the usage of relation vectors. For the size problem, we
applied a bootstrap approach to the data augmentation process. We obtained an
approximately threefold increase for roles and role pairs, respectively. For the
usage problem, we introduced two types of weighting methods; the strength of
association (SOA) and topic similarity based on LDA.
We constructed a Japanese sarcasm dataset from Twitter comprising 21,000 sar-
castic and 21,000 non-sarcastic tweets. We evaluated the proposed method exper-
imentally using this dataset. In this experiment, we prepared three baselines, i.e.,
one SVM-based method from previous studies and two Bi-LSTM-based methods
without the relation vector. The proposed methods outperformed these baselines
relative to all criteria, i.e., precision, recall, and F-score. The results demonstrate
the effectiveness of introducing the Bi-LSTM model and the role pair relation
vector. The weighting methods contributed to the improvement of the accuracy,
as compared with the method without the weightings. The method with the topic
similarity was equivalent to or slightly better than the best method for the dataset.
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Although the effectiveness was limited, our method shows a potential benefit be-
cause the method with topic similarity can reduce the influence of such noise
pairs.
In future work, to improve the F-score of the task, we need to generate a role pair
augmentation method with high accuracy. In addition, we need to introduce other
weighting methods and compare them. Moreover, we analyze the effectiveness of
the assignment of relation vectors to data that do not contain role pairs to improve
the proposed method.
• Relation Extraction using Multiple Pre-Trained Models in Biomedical Do-
main: There are a large number of biomedical documents on the Web and the
number is increasing rapidly. Therefore, a demand for extracting knowledge from
large-scale biomedical text data is increasing. Although BERT is a pre-trained
model known for its high-performance in various tasks, it is computationally ex-
pensive and not necessarily suitable to process large-scale texts.
In this dissertation, we proposed the lightweight and high-performance biomed-
ical RE method. We focused on lightweight language models: CSE and ELMo.
We used the models and their combinations.
The proposed models using ELMo outperformed the latest SOTA F1 score on the
GAD biomedical RE corpus. In addition, our model performed 3 times faster
than BioBERT. However, on the ChemProt dataset, the F1 score of our method
was lower than the methods based on the BERT model. The ChemProt dataset is
more imbalanced data than the GAD dataset. The number of negative samples is 3
times more than the number of positive samples in the ChemProt dataset. It seems
that the data imbalance affects our model’s performance negatively. On the other
hand, the performance of the BERT based methods was not dropped also in the
ChemProt corpus. In future work, we need to analyze the cause of the difference
between our methods and BERT based methods.
• Overall Summary:
In this dissertation, we dealt with two tasks and two kinds of relations. For the
utilization of relation information for natural language interpretation, we apply re-
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lation information to sarcasm extraction. For the relation information extraction,
we focused on biomedical information. We addressed three research questions.
RQ1: Does relation information about the characteristics of language phe-
nomena improve natural language interpretation models?
YES. We verified the effectiveness of relation information on a neural net-
work model. The performance can be further improved by the selection of
the relation information according to the characteristics of the task and the
selection of the modeling method to express the relation information.
RQ2: Does the utilization of task-specific models improve the performance of
a relation extraction model?
YES. Considering the characteristics of the biomedical documents we adopted
a model that utilizes character information. The model achieved the SOTA
performance on a biomedical relation extraction corpus.
RQ3: Can we construct a high-speed and accurate relation extraction model
that does not require rich computational resources?
YES. We constructed high speed and accurate relation extraction model.
We constructed a model that can be executed on a middle-class GPU, while
a high-end GPU is required for BERT.
We utilized and extracted relation information considering the features of lan-
guages and documents. Our methods with the relation information contributed to
the sarcasm detection task and the biomedical relation extraction task. However,
relation information is not limited to these tasks. We usually consider many kinds
of relation information in daily life.
As mentioned above, first, we focused on relations between two chemical enti-
ties as the relation extraction task. However, relationships appear in only words
but also phrases, sentences, and documents. For example, consider a sentence-
level relationship between “it is going to rain” and “buying an umbrella,” namely
a causal relation. The extraction of such a relationship from text is one impor-
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tant task as context analysis in NLP. For the realization of intelligent information
processing, we need a deeper analysis of various types of relations.
In the second part, we utilized relations between two role expressions to detect
sarcasm. Role expressions were effective for the sarcasm detection task. How-
ever, the relation between two role expressions affects not only the interpretation
of sarcasm but also a wider range of situations. In real communication such as dis-
cussions on meetings, there are many kinds of roles; e.g., “hearer and speaker,”
“facilitator and participant,” and “project leader and followers.” Understanding
and utilizing these roles are probably beneficial to construct a system that coop-
eratively supports consensus-building and management of conversation for high-
quality discussion [63, 64, 65]. Thus, the relation information contributes to a
wide range of NLP tasks. Understanding relations in various situations, e.g., text
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