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ABSTRACT 
In this survey paper matrix theoretic methods dealing with some aspects of the 
theory of combinatorial designs are discussed. In particular, questions dealing with 
incidence matrices, quasisymmetric designs, strongly regular graphs, block graphs, 
special partially balanced designs, partial geometric designs, ti designs, and resolu- 
tions are examined. Some recent work of Haemers on the interlacing of eigenvalues 
and Wilson on t-designs is also included. 
1. INTRODUCTION 
Matrix theory and eigenvalues have numerous applications in several 
branches of mathematics. Combinatorics and graph theory, in particular, 
make intensive use of these tools. For example, R. C. Bose’s 1949 derivation 
[13] of the famous Fisher’s inequality is an elegant early illustration of these 
powerful methods. The papers [24], [27], [40], [41], [42], [59], [61], and [72] 
among others contain many deep results obtained via matrix tools. The 
monograph [ll] contains a wealth of theorems in algebraic graph theory 
which rely on matrix and group theoretic techniques. More recently the 
authors of [28] have made the study of the eigenvalues of a graph a subject in 
its own right. For the many papers in combinatorics and graph theory which 
depend on matrix tools, see for example, the references in [ll] and [28]. 
Haemers’s thesis [32] is another illustration of the importance of the socalled 
eigenvalue method in design and graph theory. The very recent work [I] has 
masterfully put representation theory of finite groups, association schemes, 
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distance regular graphs and orthogonal polynomials under a single umbrella. 
Powerful matrix techniques amongst other tools are constantly used in [l]. 
In this paper we shall attempt to survey some results in combinatorial 
designs which have a certain unifying theme. The standard references in 
design theory are for example, [29], [34], and [57]. See also the recent 
monographs [12] and [25]. The common thread to the present paper is that 
the designs dealt with will usually be 2-designs with at most two block 
intersection numbers. These are the well-known symmetric and quasisym- 
metric designs. Moreover, in the quasisymmetric case, there is an associated 
graph called the block graph [25]. The origin of this paper is a problem in 
combinatorial designs [63]. The techniques used in [63] were a mix of 
standard methods from design and graph theory. Some matrix results from 
[72] were also used. Since that time, some new questions have been raised 
[65,66], several generalizations of the original ideas have been considered 
[23,58,67], and the tools developed have been used in other contexts [2, 17, 
20, 51, 52, 75, 811. It seems now an appropriate occasion, a decade later, to 
survey not only the original problem, and related results, but also some recent 
work of [B], [32], [33], [79], and [SO]. This recent work uses some elegant 
matrix tools and is also related to designs and their block intersection 
properties. 
Section 2 contains some standard results from design and graph theory. 
These are well known to the specialist, but have been included for reasons of 
completeness. In addition we collect some results from matrices that are 
commonly used in this area. These include the old and famous results of 
Perron and Frobenius. 
In Section 3, we discuss the original problem from [63] and several other 
results with a common theme. Some of these motivate, in a natural fashion, 
the special partially balanced incomplete block designs (s.p.b.i.b.d.‘s) ([23]) 
discussed in Section 4. A spectral characterization exists for s.p.b.i.b.d.‘s 
(Theorem 4.5). Some applications to naturally associated graphs of s.p.b.i.b.d.‘s 
are also discussed. 
Some applications and generalizations are then considered in Section 5. In 
particular, we show how the ideas in the proof of Theorem 4.5 give a 
characterization of partial geometric designs of Bose, Shrikhande, and Singhi 
[21]. Neumaier’s generalization to ti designs [51,53] and Wolff’s “rank 
classification” of point stable designs [Bl] are discussed briefly. We also point 
out a result of Bose and Shrikhande [17] which depends on some matrix tools 
developed in earlier sections. This generalizes an old result of Bose and 
Clatworthy (see [ 151). 
In Section 6, we discuss some work of Beker and Haemers [B] on 2designs 
having an intersection number k - n. These use matrix tools heavily and were 
motivated by an early result of Majumdar [48]. One of their results (Theorem 
6.10) is a nice extension of the well-known result on the block graph of a 
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quasisymmetric design discussed in Section 2. We also point out some results 
of S. S. Shrikhande and Raghavarao [73] and of Hughes and Piper [43] which 
deal with the block structure of designs. The proof of these results are also 
matrix theoretic in nature. 
Section 7 deals with some recent work of Haemers [32] on the interlacing 
of eigenvalues. This generalizes the Higman-Sims technique [38]. Haemers’s 
result is very powerful. Some of its applications include results on the size of a 
coclique in a graph and inequalities for designs and graphs. 
The last section of this paper is somewhat far removed from the general 
theme of the other results. This section deals with some recent work of Wilson 
[78,79]. Some of these results are included because they deal with the block 
structure or block intersection numbers. The results on t-designs are only 
briefly alluded to, since surveys [37,44,79] are already in the literature. 
Others have been included mainly to show the power of matrix methods. 
Due to the survey nature of this paper, we have omitted most of the 
proofs, referring instead to the original papers. We have nevertheless at- 
tempted to sketch the main ideas, the tools used, and the results obtained. 
The standard reference of Marcus and Mint [49] should suffice for any proofs 
of the matrix results cited. 
2. STANDARD RESULTS FROM GRAPHS, DESIGNS, AND MATRICES 
We refer to [36] for an introduction to graphs. All graphs considered will 
be finite, undirected, and without loops or multiple edges. Let G be a graph 
on n vertices. The adjacency matrix of G is the n X n matrix A indexed by 
the vertices of G and defined by 
(AL, = 
(1 if {x,y} isanedgeof G 
\ 0 otherwise. 
The graph G is called regular of valency a if each vertex is adjacent to a 
other vertices. Obviously, G is regular of valency a if and only if its adjacency 
matrix A has row sum a. Many graph theoretic properties can be studied via 
the adjacency matrix [12,28]. In particular the following two theorems from 
matrix theory are used frequently. 
RESULT 2.1 (Perron). Let A be an n X n nonnegative indecomposable 
matrix. Then 
(i) A has a real positive eigenvalue p which is a simple root of the 
characteristic polynomial of A. 
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(ii) Zf Xi is any other eigenvalue of A, then IX i( < p. 
(iii) There exists a positive eigenvector corresponding to p. 
(p is called the maximal eigenvalue of A.) 
RESULT 2.2 (Frobenius). Let A,, A,, . . . , A, be n X n real matrices. Then 
there exists an orthorwrmul basis consisting of comrrwn eigenvectors of 
Al,Az,..., A, if and only if 
(i) A,, AZ,..., A, are symmetric, and 
(ii) AiAj=AiAi forall l<i# j<l. 
The following theorem of A. J. Hoffman has proved to be very useful in 
algebraic graph theory [ 111. 
THEOREM 2.3 [39]. Th ere exists a polynomial p(x) such that if A is an 
adjacency matrix of size n X n, then p(A) = I, the all 1 matrix, if and only 
if A is regular and connected. Zf a is the valency of A and PI, &,. . . , & are 
the other distinct eigenvalues of A, then 
The following type of graph is very important to us. A regular graph G on 
n vertices and of valency a is strongly regular if any two adjacent (nonadja- 
cent) vertices are adjacent to exactly c (d) other vertices. The parameters of a 
strongly regular graph are then (n, a, c, d). Strongly regular graphs were 
introduced by Bose [15] and are extremely important not only in design and 
graph theory but also in group theory [12,25]. As is customary, we shall 
assume that a strongly regular graph is neither the null graph nor the 
complete graph. 
It is obvious that a graph G is strongly regular (n, a, c, d) iff its adjacency 
matrix A has the properties 
Al = al, A2=aZ+cA+d(J-Z-A). (1) 
Using this and Results 2.1, 2.2 and Theorem 2.3, S. S. Shrikhande and 
Bhagwandas gave a characterization of strongly regular graphs in terms of the 
eigenvalues of its adjacency matrix A. 
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THEOREM 2.4 [72],. A regular, connected adjacency matrix A of valence 
a is strongly regular (n, a, c, d) if and only if A has three distinct eigenvalues 
0, = a, O,, 0,. Moreover, then 
c = a + e,e, + e1 + 8, and d = a + 8,8,. 
Seidel [61] considered the (O,l, - 1) adjacency matrix of a graph. This 
matrix will be denoted by S and is defined to have 0 on the diagonal, and - 1 
or + 1 elsewhere according as the corresponding vertices are adjacent or 
nonadjacent. Goethals and Seidel [30] also prove Theorem 2.4 using the 
(0, 1, - 1) adjacency matrix. See [30] for many constructions of strongly 
regular graphs from combinatorial designs. Also see [62] for a recent survey 
on strongly regular graphs. 
We now collect a few basic facts from design theory that will be needed. 
Let P be a finite set of elements ( = points, treatments) and p be a family of 
subsets ( = blocks) of P. Then D = (P, p) is a 2design ( = balanced incom- 
plete block design, abbreviated as b.i.b.d.) with parameters (v, b, T, k, A) if: 
(i) IPI = v, j/II = b, v > k 2 3. 
(ii) Each point occurs in exactly r blocks. 
(iii) Each block contains exactly k points. 
(iv) Each pair of points occurs in exactly h blocks. 
For examples of 2designs, see [34] or [57]. If b = v, then D is called a 
symmetric design. It is a well-known result that a design is symmetric if and 
only if any two distinct blocks intersect in h points. For other examples of 
symmetric designs constructed from Hadamard matrices, finite projective 
planes, and groups see [12], [25], [29], or the most recent [45]. A design D 
with b > v is called quasisymmetric if any two distinct blocks intersect in x 
or y points (x < y < k). The concept of a quasisymmetric designs goes back 
to S. S. Shrikhande [70], who considered duals of 2designs with h = 1. See 
also [30] and [74] for some early results on quasisymmetric designs. Finite 
affine planes provide natural examples of quasisymmetric designs. Clearly any 
2design D with b > v and A = 1 is quasisymmetric. For other examples of 
quasisymmetric designs see e.g. [25], [30], or [52]. 
From a quasisymmetric design D, we can form a graph r called the block 
graph of D ([25] or [30]). The vertices of l? are the blocks B,, B,, . . . , B, of 
D. Two distinct blocks Bi, Bj are adjacent if and only if jBj n B,I = y (say). 
The next result ([30] or [72], concluding remarks) follows from Theorem 2.4. 
It is the basic tool used in [63], [65] and [66]. As usual I and _Z denote 
respectively the identity and all one matrix of the appropriate size. We 
assume also that r is connected. 
220 MOHAN SHRIKHANDE 
THEOREM 2.5. Let N be the standard v X b incidence matrix 
of a qua&symmetric design (v, b, r, k, X) with block intersections x and 
y (0 < x < y < k). Let A be the adjacency matrix ofits block graph r. Then, 
(i) we have 
N’N=kI+ yA+x(J-Z- A); (2) 
(ii) A is a strongly regular graph (b,a,c, d) with a, 8,, and 8, as its 
distinct eigenvalues, where 
k(r - l)+ x(1 - b) 
a= 
(Y-4 
(3) 
c=a+8,8,+8,+e8,, 
d=a+e,e,, 
r-X-k+x 
8, = 
y-x ’ 
(4 
(5) 
(6) 
x-k 
e, = - 
y-x’ (7) 
The following easy consequence of Theorem 2.5 plays an important role 
for example in [3], [4], [26], [47], and [60]. It is well known to workers in this 
area, but to the best of the author’s knowledge, it does not appear in print 
explicitly. 
COROLLARY 2.6. In any qua&symmetric design, y - x divides the in- 
tegersx-kandr-A. 
Proof. Using (l), the eigenvalues 8,, 0, are roots of the manic poly- 
nomial 8’ +(d - c)e +(d - a) = 0, which has integer coefficients. From (6) 
and (7), 8, and 6, are rational numbers. This implies that 8, and r9, are 
integers, thereby proving the result. n 
3. QUASISYMMETRIC DESIGNS AND ASSOCIATED GRAPHS 
Stanton and Kalbfleisch [74] investigated quasisymmetric designs with 
possibly repeated blocks. Their definition of quasisymmetry is more restrictive 
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than ours. Their main result, obtained by matrix methods, in our terminology 
reads as 
THEOREM 3.1 [74]. Let D be a quasisymmetric design with block inter- 
sections x and y (0 < x # y < k). Suppose each bkxk of D intersects one other 
block in x points and the remaining b-2 blocks in y points. Then either x = k 
or x + k - 2y = 0. The quasisymmetric designs with parameters 
(v,2v,2k, k,2X) with x = k are obtained by taking two copies of symmetric 
designs. The quasisymmetric designs with x +- k - 2y = 0 are the Hadamurd 
3-designs with parameters v = 4y, b = 8y - 2, r = 4y - 1, k = 2y, X = 
2y - 1. 
Let D be any quasisymmetric design with block intersections x and y. 
Let f and f’ be the frequencies of y and x respectively. Put s = min{ f, f’}. 
Then Carmony and Tan [26] call D s-quasisymmetric. Stanton and Kalbfleisch 
[74] dealt with the case s = 1. Carmony and Tan [26] consider designs which 
they denote by B( y, n, t). These are designs with 
n2y n n2y - t2 o=- 
t2 ’ 
b=F 
n-l ’ 
n2y - t2 ny - t 
‘= (n-1)t’ 
k+ A=- 
n-l * 
The families B( y, n, t ) have the parameters of an s-quasisymmetric design 
with s = n - 1, x = ny(t - l)/(n - l), and y = y. Using Theorem 2.5 and 
other combinatorial tools, [26] essentially gives an algorithm which for a 
specific value of s determines the possible parameter sets of all potential 
squasisymmetric designs. Moreover, a computer search in the same paper for 
s < 15 revealed certain exceptional parameters which do not belong to any 
B(y, n, t). M. S. Shrikhande and Singhi [69] showed that for any given s, 
every squasisymmetric design belongs to the B( y, n, t) for sufficiently large 
v. We postpone the exact statement of this result to Section 6 (Theorem 6.9), 
where it seems to fit more naturally along with results on resolutions of 
designs. 
Using the (0, f 1) adjacency matrix defined in Section 2, Goethals and 
Seidel [30] established the following results. The common theme in these is to 
get structural properties of the quasisymmetric design by assuming some 
additional structure on its block graph. The second of these is an extension of 
Theorem 3.1. 
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THEOREM 3.2 [30]. The only quasisymmetric designs whose block graph 
is a ladder graph are the designs consisting of two copies of a symmetric 
design. 
The ladder graph [30] is the graph on 2n vertices whose (0, * 1) adjacency 
matrix has the form 
s= 1-z 
[ 
1-H 
I-2z J-Z 1 *
The graph H(n) [30] is the complement of the ladder graph. 
THEOREM 3.3 [30]. The only quasisymmetric design with H(n) as its 
block graph is the double Hadamard design of order n + 1. 
See [30] for the definition of double Hadamard designs. 
Recall that the lattice square graph L,(n) is the graph obtained with 
1,2,. . . ) n2 arranged in an n X n array as vertices. Two vertices are adjacent if 
and only if they occur in the same row or column. 
THEOREM 3.4 [30]. There is rw quasisymmetric design whose block graph 
is L,(n) or its complement. 
For further basic results concerning strongly regular graphs, Hadamard 
matrices, and other combinatorial designs obtained by matrix techniques, 
refer to [30]. 
The very recent papers [47] and [60] greatly strengthen the results of [4], 
which are in the same spirit as some of the above work. We shall briefly 
describe some of these results. In [4] we considered quasisymmetric e-designs 
D( u, b, r, k, A) with block intersection numbers 0 and y >, 2. Suppose further 
that D has no three mutually disjoint blocks. Equivalently r, the complement 
of its block graph I, has no triangles. Then using a variety of combinatorial 
arguments and Corollary 2.6, it was shown in [4] that for a fixed value of 
y > 2, there are only finitely many such designs. In the following theorem of 
[6O], this “triangle-free condition” was removed. 
THEOREM 3.5. Let D be any quasisymmetric design with block intersec- 
tion numbers 0 and y 2 2. Then for fixed values of y and f, where f denotes 
the frequency of the intersection number 0, there are only finitely many such 
designs. 
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REMARK 3.6. 
(1) It was shown in [4] that 2y < k < y2 + y. 
(2) Following [68], we call a “triangle-free” quasisymmetric design excep- 
tionul if 2y < k < y2 + y. See [47] and [68] for further results and a conjec- 
ture about exceptional triangle-free quasisymmetric designs. 
We now discuss a result from [63] which relied heavily on Theorem 2.5 as 
its major tool. Let D be a quasisymmetric design (0, b, r, k, A) with block 
intersections x and y (x < y). Let, as before, N and A denote respectively 
the incidence matrix of D and the adjacency matrix of its block graph. Put 
Then P is the adjacency matrix of a graph which contains the strongly regular 
subgraph A. The problem considered in [63] was of finding necessary and 
sufficient conditions on the parameters of D so that P is a strongly regular 
graph. This requires the row sum of P to be constant. Furthermore, by (I), 
the inner product of any two rows of P can assume either one of only two 
values. Using Theorem 2.5 and, among other things, the standard combina- 
torial method of twoway counting, the following was proved: 
THEOREM 3.7 [63]. With the above notation, 
represents a strongly regular graph (b + v, a, c, d) if and only if the parame- 
ters of D are given by 
k’+kg-g2-g 
v= b= (k+g)(k2+kg-g2-gg) k(k+g) 
k-g2 ’ (k-g’)(g+l) ’ ‘= g+l 
k xz k(k-g2) 
g+l ’ 
x=k-g2-g, 
where g is an integer [ 1~ g < ( - 1 + d-)/2]. 
Moreover, the parameters of P are then given by 
y=k-g2, 
b-v, a=r, c=g+X-k, d=X. 
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TABLE 1 
Parameters of D 
Parameters of P 
(b + 0, a = r, 
No. g (o,b,r,k,~,x,y) c=g+X-k, d=X) 
1 1 (k+2,(k;2)>(k;1)> ((“;“j>(“;‘j~(“;‘),(;j) 
,k-2,k-1 
2 2 (21,56,16, (77,16,0,4) 
6,4,0,2) 
3 2 (19,57,21, (76,21,2,7) 
7,7,1,3) 
4 2 (19,76,40, (95,40,12,20) 
10,20,4,6) 
5 2 (21,105,65, (126,65,28,39) 
13,39,7,9) 
6 2 (29,232,176, (261,176,112,132) 
22,132,16,18) 
The problem of the existence of the designs D and the graphs P given by 
the above theorem naturally arises. We cannot rule out the existence of P by 
the well-known “ rationality condition” [25], since the multiplicities of the 
eigenvalues of P are integers (as can be easily checked). The parameter sets 
for D, and those of the corresponding graph P, for g = 1,2 (say), are given by 
Table 1. 
REMARK 3.9. 
(1) The complement of the design No. 2 of the above table is 
The complement p of the graph P has parameters 
,2(k+l),k+1,4 
-which are those of the line graph of the complete graph on k + 3 points. 
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(2) The design in No. 2 exists. It is the residuaI of the well-known S-design 
(u=22, b=77, r = 21, k = 6, X = 5, x=0, y=2, X,=1) 
(WI or 1251). 
(3) The design in No. 3 does not exist. Its block graph would have 
parameters (57,14,1,4), whose existence has been ruled out by Wilbrink and 
Brouwer [ 771. 
(4) The existence of the remaining cases is unknown (to us). 
Techniques similar to those used in the proof of Theorem 3.6 were used to 
establish the following results. These may be regarded respectively as the 
converses of results of Mesner (cf. [65]) and It. C. Bose and S. S. Shrikhande 
[lq]. For the necessary background on association schemes, 2class partially 
balanced designs, and pseudogeometric graphs see e.g. [15] or [57]. 
THEOREM 3.10 [65]. Let D be a qua&symmetric design (v, b, r, k, A) 
with block intersections x and y (x + y). Let N and A be as in Theorem 3.6. 
Let j, and 0, be row vectors of all l’s and O’s respectively. Then, P 
represents a strongly regular graph if and only if D has parameters v = g 
(g”+3g+l), b=(g2+2g-1)(g2+3g-l), r=(g+l)(g2+2g-l), k= 
g( g + l), X = g( g + 1) - 1, x = 0, y = g (g > 1). Moreover, the only strongly 
regular graphs P so obtained are the so-called “negative latin square graphs” 
NL,(g2 f3g) with parameters ((g2 +3g)‘, g(g2 +3g + l),O, g(g + 1)). 
THEOREM 3.11 [66]. Let N be the incidence matrix of a semiregular 
groupdivisible design D with parameters v = mn, b, r, k, X,, X2, having m 
sets of n treatments each. Suppose any two distinct blocks of D intersect in x 
or y (x # y) treatments. Let 
C=diag J--1,1-1,..., 
[- J- {] 
m 
be the association matrix of D, and A the adjacency 
Then, 
matrix of its blocks. 
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represents a strongly regular gr ph if and only if the parameters of D are one 
of the following: 
(i) v = q(q2 + l), b = q4, r = q3, k = q2 + 1, m = q2 + 1, n = q, A, = 0, 
A, = q2, x = 1, y = q + 1 (q 2 2), or 
(ii) v=2n, b= n2, r=n, k=2, m=2, n, h,=O, X,=1, x=1, y=O 
(n > 2). 
Moreover, the corresponding strongly regular gr phs are respectively pseu- 
dogeometric ( q2 + 1, q + 1,1) or pseudogeometric (2, n + 1,l). 
REMARK 3.12. 
(1) Designs with the parameters as in Theorem 3.7 exist for g = 1 and 2 
([12] or [25]). For g >, 3, the existence is not known. 
(2) The existence of s.r.g.d. designs as in Theorem 3.11, case (i), and 
partial geometries (q2 + 1, q + 1,1) is known for all prime powers q [19]. 
(3) The existence of designs D as in Theorem 3.11, case (ii), is known for 
any n [66]. 
This interplay between matrices, graphs, and designs is certainly not new 
(see e.g. [12], [25], and [30]). We mention also a recent paper of Thompson 
[76]. One of his results is closely related to Theorem 3.6. An independent set 
( = coclique) in a graph is a set of mutually nonadjacent vertices. Thompson 
defines a strongly regular graph G(n, r, c, A) to be design constructible (d.c.) 
if its vertex set can be partitioned into sets V and p such that 
(i) V is an independent set 
(ii) I{ g E V: g is adjacent to B} ) is independent of the choice of B E /?. 
Thompson proves in [76] 
THEOREM 3.13. Let G(n, r, c, A) be a design-constructible strongly regu- 
lar graph. Then: 
(1) D = (V, p) forms a 2design with point set V and block set p. 
(2) The parameters of D are given by 
-PB+l 
v=r 
x 
+I, b=n-v, r=r, k= -p3, X=X, 
where p3 is the unique negative eigenvalue of G. 
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If a strongly regular graph G is d.c., then we can index the vertices of G 
so that the first o vertices correspond to elements of V and the last b vertices 
correspond to the elements of fi. Then the adjacency matrix of G has the 
form 
By the above, N is the incidence matrix of D = (V, p), and A is the 
adjacency matrix of its blocks. The problem considered in Theorem 3.6 can be 
phrased in Thompson’s terminology as: characterize the parameters of D in a 
d.c. strongly regular graph 
4. SPECIAL PARTIALLY BALANCED DESIGNS 
Theorems 3.7, 3.10, 3.11 discussed in Section 3 are nothing but particular 
cases of the following more general situation. 
PROBLEM. Let D be a 2class partially balanced incomplete block design 
(p.b.i.b.d.) with parameters (u, b, r, k, A,, A,) based on an association scheme 
C. Further assume that D is quasisymmetric with block intersection numbers 
r and y. Let N and A be respectively the incidence and adjacency matrix of 
D, where blocks Bi, Bj adjacent if IBi n Bjl = x (say). Find conditions on D 
so that 
gl(D)=(z, z) or g,(D)= pi c N 
i 
j, 0, 
0; N' A I 
is strongly regular. 
REMARK. If D 
and if D is a s.r.g.d. 
I- Z). 
is a Zdesign, as in Theorems 3.7 and 3.10, then C = 0 
design as in Theorem 3.11, then C = diag( J - I, J - I,. . . , 
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In the course of the proof of Theorem 3.11, we needed the following 
property: For a s.r.g.d. design, there are integer constants s and t, such that 
for any point-block pair (ti, Bj), the number of first associates of tj in Bj is s 
or t according as ti E Bj or not. 
Recall that two points p, 4 (say) are first associates if they are adjacent in 
the strongly regular graph C. The above property is essentially the well-known 
Bose-Connor result. 
THEOREM 4.1 [16]. For a s.r.g.d. design D with parameters 
(v, b, r, k, m, n, A,, X,) based on m sets Si of size n, m divides k and each 
block contains k/m treatments from each Si (i = 1,2,. . . , m). 
Thus, in a s.r.g.d. each ti has (k/m) - 1 or k/m first associates in block 
Bj according as ti E Bj or ti @ Bj. In order to answer the general problem 
mentioned at the beginning of this section, we therefore need such a 
“ point-block regularity condition.” This is the motivation of the following 
concept due to Bridges and M. S. Shrikhande [23]. 
DEFINITION 4.2. A 2class p.b.i.b.d. D is said to be a special p.b.i.b.d. 
(s.p.b.i.b.d.) of type (s, t) if for any point-block pair (ti, Bj), the number of 
first associates of ti in Bj equals s or t according to whether ti E Bj or not. 
The following are some examples of s.p.b.i.b.d.‘s of type (s, t): 
(i) A b.i.b.d. D (v, b, r, k, X) can be viewed as an s.p.b.i.b.d. with h, = X, 
h, vacuous, s = k - 1, t = k. 
(ii) Partial geometries (r, k, t) [15] are s.p.b.i.b.d.‘s with h, = 1, h, = 0, 
s=k-1, t=t. 
(iii) s.r.g.d. designs, where as earlier s = (k/m) - 1, t = k/m. 
The following is an equivalent matrix formulation of s.p.b.i.b.d.‘s. 
LEMMA 4.3. A 2-&ss p.b.i.b.d. D with incidence matrix N and associ- 
ation matrix P is an s.p.b.i.b.d. of type (s, t) if and only 
(i) NJ=rJ, JN=k.J, NN’=(r-X,)Z+(X,-X,)P+A,.J, 
(ii) PN=(s-t)N+k_L 
It is convenient to introduce the following notation as in [23]: (Y = s - t, 
0 = (A, - r)/@, - &J, g = A, - A,, PJ = n,J, L?(P) = the set of distinct 
eigenvalues of P. Then, the next result follows easily [23]. 
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LEMMA 4.4. ZfDisans.p.b.i.b.d.oftype(s,t), thenti( {n,,a,e}. 
A spectral characterization of s.p.b.i.b.d.‘s given in [23] now follows. The 
proof depends on the above two lemmas and A. J. Hoffman’s result Theorem 
2.3. We refer to [23] for the details. 
THEOREM 4.5 [23]. Let D(v,b,r, k,X,,A,) be a 2-class p.b.i.b.d. 
based on the association scheme P. Then D is an s.p. b.i. b.d. if and only if 
one of the following holds: 
(i) 0 E Q( P ) \ { n 1 } and P is connected, or 
(ii) e = n, and IQ(P)\ = 2. 
We state below the following essential equivalent of Theorem 4.5. We also 
include a proof, because it is short and because it illustrates the eigenvalue 
technique. 
COROLLARY 4.6 [23]. Let D be a p.b.i.b.d. which is not a b.i.b.d., 
having a v x b incidence matrix h? Then D is an s. p. b.i. b.d. if and only if 
rankN< v. 
Proof. If D is special and not a b.i.b.d., we have 0 E Q(P) and thus 
0 E a( NN’), unless n1 = 0 is a simple eigenvalue of P. But then the remain- 
ing eigenvalue of P is, by Lemma 4.4, (Y = - 1 of multiplicity v - 1, and 
P = J - I, and therefore D is a b.i.b.d. Hence rank NN’= rank N < v. Con- 
versely, if rank N < v, complementing the association scheme if necessary, we 
may assume P is connected. The 0 eigenvalue in NN’ must come from 
8 E Q(P), where B + n,, since P is connected. Hence, D is special by 
Theorem 4.6(i). n 
The concept of a quasisymmetric design naturally carries over to 
p.b.i.b.d.‘s. The following result is an extension of the result of [30] and [72] 
which states that the block graph of a quasisymmetric design is strongly 
regular (Theorem 2.5). 
THEOREM 4.7 [23]. The dual of a quasisymmetric s.p. b.i. b.d. is an 
s.p. b.i. b.d. 
This result implies that for a quasisymmetric p.b.i.b.d. with v # b, the 
dual of D is a p.b.i.b.d. if and only if D is special. This observation which 
appears in [23] has proven useful in recent work of Neumaier [51-541. These 
will be discussed in the next section together with other applications of 
s.p.b.i.b.d.‘s. 
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Using the theory of s.p.b.i.b.d.‘s, the general problem mentioned at the 
beginning of this section was solved in [23]. The proofs are highly matrix 
theoretic. We state this result as 
THEOREM 4.8 [23]. Let D be a s.p. b.i. b.d. with incidence matrix N and 
association matrix C. Suppose further that D is quasisymmetric with block 
graph A. Let 
g,(D)=(i, T) and g,(D)= I 
0 j, 0, 
.I 
1 C N 
0; N’ A 
Then IO(g,(D))I d 6 ad IQ(g,(D))I G 7. 
Using this theorem and Theorem 2.4, necessary and sufficient conditions 
for gr( D) or g2( D) to be strongly regular can be given (cf. Corollaries 5.3 and 
5.5 in [23]). 
REMARK 4.7. 
(1) S.p.b.i.b.d.‘s having more than two associate classes have been consid- 
ered in [58]. 
(2) For matrix-free proofs of some of the results of [23] and [58], see [67]. 
5. APPLICATIONS AND GENERALIZATIONS OF S.P.B.I.B.D.‘S 
Partial geometric designs were introduced by R. C. Bose, S. S. Shrikhande, 
and N. M. Singhi [21]. These designs were used to generalize the Hall-Connor 
embedding theorem [35] for X < 2 to all values of h. We phrase their 
definition in matrix terms for convenience. 
DEFINITION 5.1. A partial geometric design D = (X, fi) with parameters 
(r, k, t, c) is a tactical configuration whose incidence matrix N satisfies the 
following two conditions: 
(1) NJ = rJ, _/N = k.7. 
(2) NN’N=tJ+dN, where 8=r+k-l+c-t. 
The requirement (2) expresses a “point-block regularity condition” as in 
Section 4. As a consequence, the spectral characterization in Theorem 4.5 can 
COMBINATORIAL DESIGNS 231 
be suitably modified to characterize partial geometric designs. This is due to 
Bose, Bridges, and M. S. Shrikhande. 
THEOREM 5.2 [20]. Let D be a connected configuration with incidence 
matrix N such that NJ = r] and JN = k]. Then D is a partial geometric design 
(r, k, t, c) if and only if NN’ h as a single rwnzero eigenvalue distinct from rk. 
Neumaier refers to partial geometric designs as 1; designs [51,54]. A 
special 1: design [53] consists of set of v points, a collection of b blocks, and 
an incidence relation between the points and blocks such that 
(i) blocks contain k points, points are in r blocks, 
(ii) two distinct points are in 0 or A blocks, 0 < A < r, and both possibili- 
ties occur. 
(iii) If b is a block, then every point outside the block is adjacent to 
exactly e points on B. 
Thus, using results of [23] a special 1; design is essentially a p.b.i.b.d. 
having X r = 0 and with a “point-block regularity condition.” In general the 
converse is not true, but from Corollary 4.6, the following easily follows. 
THEOREM 5.2 [54]. A 2-clu.s~ p.b.i.b.d. with A,= 0 and which has 
more points than blocks is a special l+ design. 
We refer to [54] for many other results on regular cliques and special 1; 
designs. In [51], Neumaier gives a generalization of l$ designs ( = partial 
geometric designs) to arbitrary t-designs with usual parameters t - (v, k, A,) 
[29]. Every (t + l)-design D = (X, p) satisfies the following condition: 
( +) If T is a set of t points c X, and B is any block E fi, the number 
a( T, B) of incident point-block pairs (x, A) with x P T, x E B, T U { x } c A 
depends only on 1 T n B I. 
A t-design which satisfies (+) is called a t$ design [Sl]. Using ingenious 
combinatorial and matrix methods, Neumaier proves a host of results about 
such designs. As examples, Neumaier shows that dual 2designs, transversal 
designs, and partial geometries are 1: designs, symmetric designs are 2$ 
designs, and Hadamard 3designs are 3i designs. A t$ design is called 
genuine if it is not a (t + l)-design. 
THEOREM 5.3 [Sl]. Let D be a genuine t$ design. 
(i) Zf t = 2, then D is a multiple of a symmetric design. 
(ii) Zf t = 3, then D is a multiple of a Hadamurd Sdesign. 
(iii) Zf t > 4, then D does not exist. 
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Following the characterization of regular, connected graphs by Hoffman 
(Theorem 2.3) and partial geometric designs by Bose, Bridges, and 
Shrikhande (Theorem 5.2), Wolff introduced the notion of point-stable de- 
signs [81]. These are tactical configurations ( = l-designs) with incidence 
matrix A, satisfying AA’] = _/AA’. Wolff gives a classification of point stable 
designs using four “ranks” of a designs, each of which is defined as the 
minimal degree of a real manic polynomial satisfying a certain rank equation 
[e.g. f(AA’)A = tJ, t E Iw]. He obtains generalizations of several known 
characterizations of 2designs and partial geometric designs (Theorem 5.2). 
We give another application of s.p.b.i.b.d.‘s. Bose and Clatworthy (cf. [3]) 
showed that the parameters of two-class p.b.i.b.d.‘s with hi = 1, X, = 0 and 
satisfying r < k can be expressed in terms of just three parameters (r, k, t). 
Later, Bose [15] showed that such a design is a partial geometry (T, k, t). The 
partial geometric designs (r, k, t, c) of Bose, Shrikhande, and Singhi [21] 
reduce to partial geometries when c = 0. Using the theory of s.p.b.i.b.d.‘s 
developed in [23] and the spectral characterization of partial geometric 
designs [20], Bose and M. S. Shrikhande [17] proved that any two-class 
p.b.i.b.d. with r < k is a partial geometric design for suitably chosen r, k, t, c. 
Furthermore, they showed that the parameters of the p.b.i.b.d. are expressible 
in terms of T, k, t, c, and ha. We refer to [17] for details. 
Finally, we point out a result of [17], which has proven useful in recent 
investigations on quasisymmetric designs [2,3,52]. 
LEMMA 5.4 [17]. Let D(v, b, r, k, A) be a quasisymmetric design with 
block intersections x and y. Then the dual of D is a two-class s.p.b.i.b.d. of 
type (S, t), where S and t can be determined in terms of the parameters of D. 
6. DESIGNS WITH INTERSECTION NUMBER k - n, 
DECOMPOSITIONS, AND RESOLUTIONS 
Let D be a 2design with parameters (v, b, r, k, A). It is customary to call 
the number n = r - X the order of the design. In 1953, Majumdar [48] proved 
the following result by simple combinatorial considerations. 
THEOREM 6.1. Given any two distinct blocks X and Y of D, the number 
of points in their intersection is at least k - n. Moreover, IX n Y I= k - n if 
and only if IX n 21 = IY n ZI for all blocks Z diffwent from both X and Y. 
Using this result as their starting point, Beker and Haemers [8] showed the 
significance of having k - n as an intersection number in a design. Matrix 
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theory and eigenvalue considerations play an important role in many proofs of 
their results. We shall briefly discuss some of these which fall under the 
general theme laid out in the introduction. The first gives a restriction on the 
parameters of such designs. 
THEOREM 6.2 [8]. Zf a 2design contains two blocks having an intersec- 
tion number k - n, then 
(i) 0 < k - n < A, 
(ii) v-k>n, 
(iii) u-lab-r, 
(iv) k >, r/2. 
There are infinitely many affine and symmetric designs and hence in- 
finitely many 2designs with an intersection number k - n E (0, X }. How- 
ever, surprisingly the following two results hold. 
THEOREM 6.3 [8]. For a given value of k - n @ (0, X }, there are only 
finitely many 2designs admitting k - n as an intersection number. 
THEOREM 6.4 [8]. For a given value of A, there are only finitely many 
2designs with an intersection number k - n. 
Beker and Haemers define a relation - on the blocks of a 2design D 
having k - n as an intersection number. If X, Y are blocks of D, then X - Y 
if and only if X = Y or JX n Y) = k - n. By Theorem 6.1, - becomes an 
equivalence relation. They call the partition of the blocks into equivalence 
classes the maximal decomposition of D. Any refinement of this maximal 
decomposition is called a decomposition. A decomposition of a 2design 
obviously has the property that the number of points in the intersection of 
two blocks depends only on their decomposition class. Further, a decomposi- 
tion is called regular if each decomposition class has the same size. Next, for 
any design D a resolution of D is a partition of its blocks into classes 
pi, pa,. . . , p,. such that any point of D occurs a constant number 1y (say) of 
times in each class. Clearly, LY = k(&I/v, for i = 1,2,. . . , c. A resolution is 
called strong if any two blocks from the same class intersect in a constant 
number oi (say) of points and any two blocks from different classes intersect 
in a constant number q2 (say) of points. Clearly, if D is strongly resolvable, 
then D is quasisymmetric or symmetric. 
These notions involving resolvability were investigated much earlier by 
S. S. Shrikhande and D. Raghavarao [73]. In [73], resolvable and strongly 
resolvable designs were called a-resolvable and affine cY-resolvable designs, 
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respectively. This concept for (Y = 1 generalizes the classical theorem of R. C. 
Bose. 
THEOREM 6.5 [14]. Zf D is resolvable, then b > v + r - 1. Moreover 
b = v + r - 1 for a resolvable design if and only if D is affine. 
The original proof of Bose uses the standard “variance argument.” The 
following (well-known) matrix theory proof of b 2 v + r - 1 is also possible: 
Partition the usual point-block incidence matrix N as 
~=Gw%, . . . . NJ, 
where N, denotes the restriction of N to Pi, i = 1,2,. . . , r. Let I?,,, 1~ j < 
t = b/r, be the blocks in pi, 16 i < r. Let Cij, 1~ j < t, be the column 
vectors representing the blocks in pi, 1~ i < r. Then Xi=,Ei j = j, the all 1 
vector of size 0, for all i. Thus F,, + Cra + . . . + El, = Crl + Crz + . . . + Crt. 
This shows that C,r is a linear combination of Ci2, Cis, . . . , 
- - _ 
Cl!>. . * > C,l, C&T.. .7 qt. Using a similar argument, we can show that 
cii,czl>...,cr~il is a linear combination of the remaining columns of A? Using 
the well-known relation XV’ = (T - X)Z + AZ, it follows that det( NW) f 0. 
Then, v = rank(NN’) = rank(N) < b - (r - 1). This implies b > v + r - 1. n 
In [73], the following was established by matrix tools. 
THEOREM 6.6. The following properties are equivalent for a a-resolvable 
2design D( v, b, r, k, A) partitioned into c classes: 
(i) affine a-resolvability, 
(ii) b = v + c - 1. 
Essentially the same result was proved by Hughes and Piper (1976), also 
by matrix techniques. 
THEOREM 6.7 [43]. 
(i) D is strongly resolvable if and only if b = v + c - 1. 
(ii) Zf D is strongly resolvable, then two distinct blocks of the same class 
have k - n points in comnwn. 
The next result of [8] has also proved useful, for example in [2] and [69]. 
One of the results of [2], in particular, contains a nice eigenvalue proof. 
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THEOREM 6.8 [8]. For a 2design D, the following are equivalent: 
(i) D is quasisymmetric with an intersection number k - n. 
(ii) D is strongly resolvable. 
(iii) D is qua&symmetric, and its block graph is a complete c-partite 
graph. 
Using the above result, [69] strengthened Carmony’s result in [26] on 
squasisymmetric designs (cf. Section 3). 
THEOREM 6.9 [69]. Let s > 1 be a fixed integer. Then any s-quasisym- 
metric design D(v, b, T, k, A) with block intersection numbers x, y (0 < x < y 
< k) satisfies one of the following conditions: 
(i) v < s2 + s + 1, or 
(ii) D is strongly resolvable with parameters of B(y, n, t), with n = s + 1, 
1<t<s. 
Now, if D is a 2design with possibly an intersection number k - n and 
just two more intersection numbers p1 and pz (pl > pz), Beker and Haemers 
[8] define the class-graph of D to be a graph whose vertices are the classes of 
the maximal decomposition, and where adjacency between two blocks, one 
from each of the corresponding classes, means they intersect in pz points. In 
[8], using elegant matrix tools, Beker and Haemers prove the following 
extension of Theorem 2.5. 
THEOREM 6.10 [8]. The class graph is strongly regular. Moreover, its 
eigenvalues and multiplicities can be explicitly calculated in terms of the 
parameters of D. 
We mention also the papers of Beker [6,7] and Bridges [22], and the 
recent survey paper of Beker, Mitchell, and Piper [9], for their elegant matrix 
proofs. The paper [71] is an important survey paper on affine resolvable 
designs. [lo] deals with intersection numbers of a 2design. The arguments are 
however, matrix free. 
7. INTERLACING, THEOREMS, HAEMERS’S RESULT, 
AND APPLICATIONS 
In this section we discuss some results on eigenvalues which have some 
rather startling applications in combinatorics and finite geometries. Some of 
these matrix tools are classical, while the others are fairly recent. As regards 
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the applications we shall try not to stray too far from the general theme laid 
down earlier. 
Let A be any n X n real symmetric matrix with eigenvalues A, > X, 
> f.0 > h,. Let x and y be column vectors of size n. Let (x, y) denote the 
standard inner product. Then the Rayleigh quotient R(x) for A is defined by 
R(x) = (x, Ax)/(x,x), x # 0. It is well known that X, = max, + ,R(x) and 
X, = minX,,R(x). 
A useful fact that may not be so well known is the following lemma. For a 
short proof, see [55]. 
LEMMA 7.1. Let x be a nonzero vector in R” for which R(x) = hi for 
i = 1 or i = n. Then x is an eigenvector of A belonging to the eigenvalue Xi. 
The following result is known as Cauchy ‘s interlacing theorem. 
THEOREM 7.2. Let A be a real symmetric matrix with eigenvalues 
x, > A, > ‘. . 2 A,. Suppose B is a principal submutrir of A with eigenval- 
uespL1>pL2> ... 2~~. Then A,>~l~>h,_,+~ foreveryi=1,2,...,m. 
For instance if G is a graph on n vertices, and A is its usual (0,l) 
adjacency matrix. Let the eigenvalues of A be X 1 > A, > * . . > A,. Suppose 
G, is an induced subgraph of G, having m vertices such that any two vertices 
of G, are nonadjacent. That is, G, is a coclique of G. Now p 1 = p s = . . . = 
= 0 are the eigenvalues of G,. Then using Theorem 7.2, X m >, p, = 0 and 
im_ n m+ 1 < pL1 = 0. This is Haemers’s proof of the following result first ob- 
served by Cvetkovic. 
THEOREM 7.3 [32]. The size of a coclique of a graph G cannot exceed the 
number of nonnegative (or rwnpositive) eigenvalues of G. 
Another application of Theorem 7.2, for example, is C. F. Dunkl’s proof of 
the well known Krein condition for commutative association schemes. For the 
exact statement and proof of this result, see Bannai and Ito [l]. 
The following classical result can be found e.g. in [38]. It has been used, in 
many equivalent forms, as a valuable tool-for example, in the recent papers 
[46] and [50]. 
THEOREM 7.4. With the hypothesis of Theorem 7.2, if Ai, j = 1 or n, is 
an eigenvalue of B, y is an eigenvector of B with eigenvalue A j, and Z is an 
eigenvector of A with eigenvalue Z hi, then y is orthogonal to the projection 
of Z onto the subspace corresponding to B. 
Using Theorem 7.4 and combinatorial arguments, Hoffman [41] proved 
that the triangular association scheme T(n) is uniquely determined by its 
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parameters when n # 8. C. C. Sims proved the following result (unpublished) 
using methods similar to the standard proof of Theorem 7.2. It has become 
known as the Higman-Sims technique. 
THEOREM 7.5 [38]. Let A be an n x n real symmetric matrix with 
eigenvalues X,2.X,> *.. >-A,,. Suppose A,uA,u ... UA, is a partition 
of {1,2,..., n }, with ]Ai] = n, > 0. Consider the blocking A = ( Ai j), so that 
the block Ai j is of size n, X nj. Let Sij be the sum of the entries in A,,, and 
define B = (sij/ni). That is, the entries bii of the m x m matrix B are the 
average row sums of Aij. Let pL1 > t.~~ > . . . > p, be the eigenvalues of B. 
Then hl>piiAXn foreveryi=1,2 ,..., m. 
Using the above result, among other tools, Hestenes and Higman [38] 
have given an alternative proof of a result of Seidel on the classification of 
strongly regular graphs with least eigenvalue - 2 [61]. Lemma 7.1 and the 
Higman-Sims technique are used, for example, by Payne to obtain inequalities 
on the parameters of generalized quadrangles [55] and its subquadrangles 
[56]. Haemers in his Ph.D. thesis [32] has proved a deep generalization of the 
Higman-Sims technique which was announced in [31]. This has as corollaries, 
for example, Cauchy’s interlacing theorem and the results of Payne [32]. It 
has many wide-ranging applications in combinatorics and design theory. 
THEOREM 7.6 [32]. Let A be an n X n Hermitian matrix, partitioned into 
m2 block matrices, such that all diagonal blocks are square. Let B be the 
m x m matrix whose (i, j)th entry equals the average row sum of the (i, j)th 
bl.ockofA, fori, j=1,2 ,..., m.ThentheeigenvaluesX,>,h,>... >A,,of 
A and pI>,c12>, ... >/P,,, of B satisfy the inequalities Xi > pi > h nPm+i for 
i = 1,2,..., m. Moreover, if for some integer k, 0 < k < m, we have hi = pi 
for i = 1,2,..., kandt.ti=A,_,+i fori=k+l,...,m, thenalltheblocksof 
A have constant row and column sum. 
In Theorem 7.6, the eigenvalues of B are said to interlace those of A. 
Moreover, if k exists satisfying the above conditions, Haemers calls the 
interlacing tight. 
We close this section with an application of Theorem 7.6. Let D( v, k, X) 
be a symmetric design containing a symmetric design Di( v, k,, h 1) (k, < k). 
We call D, a subdesign of D. Let 
be the incidence matrix of D, where Nr is the incidence matrix of D,. Put 
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x = u,(k - k,)/(v - 01). Th en x is the average row sum of iVr. Using 
Haemers’s theorem, the following was proved in [33]. 
THEOREM 7.7. With the above notation: 
(i) k>(Z~,-r)~-tX. 
(ii) Zf k = (k, - x)’ + A, then the points (blocks) of D, and blocks 
(points) not on D, form a possibly degenerate block design D,(v,, x, X - A,). 
REMARK 7.8. 
(1) If k = (k, - x)~ + A in Theorem 7.7, D, is called a tight subdesign of 
D. In the special case h, = A, the inequality (i) reduces to that of R. C. Bose 
and S. S. Shrikhande [18], and tight subdesigns correspond to their notion of 
Baer subdesigns. 
(2) Tight subdesigns of symmetric designs are considered in [5]. 
(3) For many other applications of eigenvalue methods in combinatorics 
and graph theory, see [32]. 
8. PROJECTIONS, HIGHER INCIDENCE MATRICES, AND 
WILSON’S RESULTS 
In this last section, we survey some recent work of Wilson [78] and [79]. 
The proofs of these results involve very elegant applications of linear algebra. 
As corollaries of these results, Wilson obtains the well-known Fisher in- 
equality, Connor inequalities [27], and Mann’s inequality for 2designs. The 
result of Majumdar mentioned in Section 6 (Theorem 6.1) is another conse- 
quence of these methods. All of these depend on the standard concept of an 
orthogonal projection of a linear operator. Wilson next introduces the so 
called higher incidence matrices of an incidence structure. He then applies 
this notion together with projections to t-designs S,(t, k, v). An alternative 
proof of the famous inequality due to Ray-Chat&m-i and Wilson [59] and the 
results on tight designs are then immediate. Extensions of the Connor 
inequalities, originally for 2designs, are also obtained for t-designs. All of 
these (and more) can be found in Wilson’s recent survey paper [79]. These 
results are included in the present survey paper for two reasons: firstly 
because Wilson’s results deal with block intersection properties in one way or 
another, and secondly because they show the power of matrix methods in 
proving deep results in combinatorics. 
We follow the standard notation of t-designs. Thus, S,(t, k, u) denotes a 
tdesign on u points, with block size k, such that any t-points are contained in 
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exactly A blocks. We again mention [29] as the standard reference and also 
the recent surveys [37], [44], and [79]. 
We now fix some notation and definitions from [79]. V = Iw” denotes the 
n-dimensional Euclidean space with the usual standard basis vectors and inner 
product. Elements x E V are taken as row vectors, and x + x M will denote a 
linear operator or matrix M. For a subspace U of V, decompose V = U@ U ‘, 
where U ’ denotes the usual orthogonal complement of U. Then any x E V 
can be written uniquely as x = u + w, where u E U and w E U I. Define P 
and Q by XP = u and xQ = w. Then P and Q are called the orthogonal 
projections of V onto U and U I. Obviously, P and Q are symmetric and 
satisfy P + Q = I, P2 = P, and Q” = Q. 
The following are the three basic tools from matrices used in 1781, [79]. 
RESULT 8.1. Zf v is the row space of an m x n matrix N with linearly 
independent TOWS, then the orthogonal projection from V = R” onto v is 
given by the matrix P = N’(NN’-‘N. Moreover, P is positive semidefinite 
and rank P = dim v. 
RESULT 8.2. Every principal submatrix of a positive semidefinite matrix 
is positive semidefinite. 
RESULT 8.3. For any m X n real matrix N, rank N = rank NN’. 
Suppose now N is the usual v X b incidence matrix of a 2design 
[ = S,(2, k, v)] D with blocks B, ,..., B,. Also, the (i, j)th entry of N’N is 
pi j = jBi n Bjl. From standard properties of a 2design, the matrix P of the 
orthogonal projection from V = Rb onto the row space v of N is (using Result 
8.1): 
and the orthogonal projection of V onto the (b - v)-dimensional space U is 
Q=I-P=I- ’ Xk -N’N+ 
r-A r(r-A) 
1. (9b) 
The next result was first obtained by Connor [27]. It is an easy application 
of Wilson’s projection method. 
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THEOREM 8.4. Let A,, A, ,..., A,, be blocks of an S,(2, k, v) with 
v 2 k + 1, and let pij = IAi n Ajl. Form the m X m matrix 
Cm = r(r - h)Z,, - r(pij)+ Xkl,,,. 
Then detC,,,aO and detC,,=O ifm>b-v. 
Proof. [l/r(r - X)]C* is a principal submatrix of the positive semidefi- 
nite matrix Q. Now use Result 8.2. n 
REMARK 8.5. 
(1) The conclusions of Theorem 8.4 are called the Connor inequalities. 
(2) In case m = 1, the Connor inequalities reduce to Fisher’s inequality 
b > v. If m = 2, these become k + X - T < pij < r - k - X +2Xk/r. There 
are examples to show that this inequality is best possible. 
(3) Majumdar’s result Theorem 6.1 gives a characterization of designs 
having an intersection number k + A - r. This result is also obtained in [79] 
by the projection method. 
(4) Mann’s inequality b > mv in a 2design with v > k + 1 and having an 
m-fold repeated block follows easily by Theorem 8.4. 
Ray-Chaudlmri and Wilson [59] proved the following very useful result 
about t-designs. It 
principle. 
THEOREM 8.6. 
is an application of the well-known inclusion-exclusion 
Zfi+j<t, thenthenumberofblocksofanSx(t,k,v) 
which are incident with all of a set of i points and none of a disjoint set of j 
points is a constant b,i, where 
(10) 
Wilson [78] introduces the higher incidence matrices of an incidence 
structure. For i = 0, 1, . . . , u let Ni denote the x b matrix whose rows are 
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indexed by the i-subsets of the points and whose columns are indexed by the 
blocks. The entry in row Y and column A of N, is 1 if Y c A, and 0 
otherwise. Also, for 1~ i < j < v let Wij = Wij(v) be the 
O[i 
y X 
V 
i 
inci- 
dence matrix whose rows and columns respectively are indexe by the 
i-subsets and i-subsets of the points with entry 1 corresponding to inclusion. 
It is shown in [78] or [79] that the higher incidence matrices Ni and the 
matrices Wij satisfy 
THEOREM 8.7. The matrices No, N,, . . . , NV of an S,,(t, k, v) with e + f < t 
satisfy 
min{e,f) 
N,N; = c b;+fpiW;eWiif. 
i=l 
ConoLLmY 8.8 [59]. If sA(t, k, V) has t > 2s and v > k + s, then 
Proof [79]. Choose e = f = s in the above theorem. Then 
N,N, = 2 b;,_iW:,WiS. 
i=O 
(II) 
Observe that the matrices bi,_ iWiSWiS are positive semidefinite, and 
b,“W,‘,W,, = b,“Z is positive definite by Theorem 8.6. Hence N,N,’ is positive 
definite, and this implies 
V ( 1 S = rank NSNi = rank N, < (no. of columns of N,) = b. n 
Along with the higher incidence matrices, [79] also introduces 
N,,N,,..., fl, by taking Ni as the 
( 1 
y x b matrix with rows indexed by the 
i-element subset of points, and columns indexed by the blocks. Define its 
(Y, A)th entry of to be 1 if A I? Y = 0, and 0 otherwise. Form the associated 
matrices Wi j = Wij( v). Wilson [79] then establishes the following matrix 
equations. 
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THEOREM 8.9. For O<i<s<k, 
i=O 
MOHAN SHRIKHANDE 
(12) 
(13) 
(14) 
(15) 
06) 
07) 
Using this, it is shown [79] that N, and %, have the same row spaces for 
i = O,l,..., k. The following is Wilson’s fundamental result. 
THEOREM 8.10 [79]. Let NO, N,, . . . , N, be the higher incidence matrices 
of S,(t, k, v), and let s be an integer such that 2s < t and s Q k Q v - s. Then 
the matrix P, of the orthogonal projection from V = Rb onto Us, the row space 
of N,, is given by the two expressions 
P,= i (-l)“-i(k;~~l)(b~)-l~~, 
i=O 
P,= i (-l)i($;;)(bf)-lii$$ 
i=O 
(18) 
(19) 
As a consequence of Theorem 8.18, [79] then gets 
COROLLARY 8.11. Zf A, B are two blocks of an S,(t, k, v) with IA n BI 
= p, then the entry in row A and column B of P, is f,(p), where f,(r) is a 
polynomial of degree s, given by 
f,(x)= 
i=O 
=i$O(-l)“~‘(;?)(b;)~l(k;x). 
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The extension of Connor’s inequalities to t-designs is then 
THEOREM 8.12 [79]. Let A,, A,,. . ., A,,, be blocks of an S,(t, k, v) with 
t>2sancEv>,k+s. Let~ij=(AinAjJ.ThenthemXmmatrixZ-(&(~ij)) 
satisfies det[Z - (f,(pij))] > 0 and det[Z - (f,(~ij))] = 0 if m > b - V. 
Proof. Z - ( f,(pi i)) is principal submatrix of Q, = I - Z’,. n 
REMARK 8.13. 
(1) Putting m = 1 in Theorem 8.12 Wilson 
(2) Putting m = 2 in the same result gives 
obtains Corollary 8.8. 
In [59], a nontrivial t-design with t = 2s was called tight if 
b=(y). 
Using the above, [79] has an alternative proof of 
COROLLARY 8.14 [59]. Distinct blocks of a tight 2sdesign meet in at 
most s distinct cardinulities p; these integers p are roots of the polynomial 
f;.(x). 
The author gratefully acknowledges support of a Central Michigan Uni- 
versity Research Professor Award #2-20232. 
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