ABSTRACT In this paper, the lag synchronization of delayed memristor-based neural networks (MBNNs) via robust analysis is studied. The MBNNs are neural networks closely related to the state variables. Therefore, the traditional linear feedback control may not achieve the goal of lag synchronization between the master system and the slave system. Under the definition of Filippov's solution, we convert the varying weight coefficients of the MBNNs into interval perturbation which is the first time to consider positive real uncertainty and simultaneously avoid discussing the problem of parameter mismatch. Based on the Lyapunov-Krasovskii functional and an improved convex combination inequality, some new lag synchronization criteria are established in the form of linear matrix inequalities. Compared with some existing works, the robust analysis approach can improve the synchronization performance. Finally, numerical examples are provided to show the reliability and effectiveness of the results presented.
I. INTRODUCTION
It is well known that the neural networks have great applications in the field of biology, aviation, and engineering for the great functions such as the ability of self-learning, associative storage, efficient search for optimal solutions and so on [1] - [3] . When scientists studied the relationship among current, voltage, charge quantity, and magnetic flux, they found that, theoretically, there should be a basic circuit component between the two of the four quantities. However, after considering the three existing basic circuit components of resistance, inductance, and capacitance, there is no single component to describe the relationship between the charge quantity and the magnetic flux. In 1971, professor Chua first proposed the concept of memristor, and gave some properties of the memristor from the theoretical level, such as memory. That is to say, when the power supply is suddenly disconnected, the memristor will remember the voltage before disconnection and not change until the power is connected in the next time [4] . In 2008, HP Labs announced that they manufactured the memristor in 2008 [5] - [7] . This is a historic leap. People start to investigate the MBNNs, which replace the resistance in the neural networks with memristor [8] . Based on the good properties of memristors, the research of the MBNNs has attracted a lot of attention. People have studied the stability and exponential stability [9] , [10] , passivity [11] , [12] , exponential synchronization [13] - [20] , dissipative [21] and so on. However, there are few people to discuss the problem of lag exponential synchronization for the MBNNs.
Time delay is a very common phenomenon in real life. For example, in the field of communication, there always exist delay in the process of communication due to the influence of speed and environment. In this case, some delay parameters must be introduced into the model. Otherwise, some complex dynamic behaviors may occur since the time delay parameter is not considered. The stability of the MBNNs with time-varying delay was discussed in [9] , [10] , and [12] analyzed the passivity of MBNNs with leakage and time-varying delays. There is no doubt that the time delay factor is considered in the paper.
In generally, in order to synchronize the slave system with the master system, we often add some controllers to the slave system [13] , [14] , such as feedback control, adaptive control, impulsive control, sliding mode control and so on. Among them, we often consider designing feedback control and adaptive control, because the feedback control gain can be solved easily by using LMIs, and the control for the system is the most direct. The biggest difference between adaptive feedback control and feedback control is whether the matrix gain is a function matrix about time t. The matrix gain of adaptive feedback control is dynamic and can be adjusted according to time, but relies on additional conditions to help control. This paper studies the lag synchronization of memristive neural networks by designing feedback control and adaptive control.
So far, many interesting results for synchronous control of the MBNNs have been published in [13] - [20] . The MBNNs are state-dependent switching systems. The most important step for the MBNNs is how to deal with these weighting coefficients which associated with state variables. Wang et al. [14] and Zhang et al. [17] used the method of switching matrices to transform the MBNNs into many general neural networks to study exponential stability. This method turns the nonlinear problem into linear problem, which makes the problem much simpler. However, as the number of systems grows by a multiple of number two, the amount of calculation is undoubtedly increased, and the purpose of reducing conservation may not be achieved. In [15] , the asymptotic stability of the MBNNs in the form of interval disturbance was investigated, but the approach to deal with the interval perturbations is common and the matrix in the Lyapunov function must be positive definite diagonal.
Inspired by the above analysis, in the paper, we investigated the global lag exponential synchronization for the MBNNs. The main contributions are listed below: (i) In the paper, the weight coefficient is processed into interval perturbation in the form of positive real uncertainty, which is the first attempt. A novel method is put up to handle the term of positive real uncertainty. Compared with the prior methods, this method is more flexible; (ii) Under the definition of the Filippov's solution, we transform the original model into differential inclusion form to discuss the lag synchronization problem. Based on the theory of LKFs and improved convex combination inequalities, two kinds of controls including feedback control and adaptive feedback control are designed to study the lag exponential synchronization of the MBNNs; (iii) Improved the LMIs-based synchronization criteria are obtained. Compared with the existing results, the synchronization conclusions acquired in this paper are less conservative which can be verified in numerical examples.
Notation 1: Throughout this paper, R n and R n×n denote the set of n-dimensional vectors and real square matrices, respectively. * is a symbol of the symmetric block in a symmetric matrix. I n and 0 n stand for n × n identity matrix and n × n zero matrix, respectively. Q > 0 will represent that Q is a positive symmetric definite matrix, i.e. the eigenvalues of Q are all positive real numbers. C([−τ, t 0 ], R n ) represents the space of continuous functions from [−τ, t 0 ] to R n . N = {1, 2, . . . , n}, Sym{Q} = Q + Q T , col{. . .} stands for the column vector.
II. PRELIMINARIES
In this paper, we consider the following model of MBNNs with time-varying:
where n is the number of neurons, x i (t) represents the state of the ith neuron of the system at time t, c i denotes the rate required for the ith neuron to recover from an active state to a potentially static state, f i (x i (t)) and f i (x i (t − τ (t))) are the nonlinear activation functions without and with time-varying delay, respectively. τ (t) corresponds to the transmission delay and satisfies 0 ≤ τ 1 ≤ τ (t) ≤ τ 2 ,τ (t) ≤ µ. a ij (x i (t)) and b ij (x i (t)) denote the elements of the connection weight matrix and the delayed connection weight matrix, respectively. J i is the external input.
According to characteristics of current-voltage of the memristor, we suppose
where T j is the switching jump,á ij ,à ij ,b ij ,b ij , i, j ∈ N are known constants relating to memristances. The initial condition of system (1) is given by
Based on the definition of Filippov's solution [22] , [23] , system (1) can be composed as the following form of the differential inclusion [24] :
Equivalently, by the measurable selection theorem in [24] , there exist the measurable functions
. wherē e i ∈ R n represents a vector which the ith element is 1 and the others are 0.
Then, we write the model (3) in vector-matrix forṁ
where
Remark 1: For the MBNNs, the biggest difference from the neural networks is that the weight coefficient is no longer a fixed number, but varies with the state variable. Under the definition of the Filippov's solution, the weight matrix coefficient is processed into interval matrix in the third form of uncertainties, which is called the positive real uncertainty. Few literature discusses positive real uncertainty. Generally, the uncertainty is either directly defining a bound α (α is a positive constant) or directly doing an order T (t) (t) I n . Therefore, the model (4) in the form of positive real uncertainty is an interesting topic.
Next, we consider the corresponding slave system:
. . . , u n (t)) T is controller that will be designed later. The initial condition of system (5) is given by
is the same definition as the master system.
Let e(t) = y(t) − x(t − σ ). Hence, the lag error system can be written as following:
The main results of the paper are based on the following definition, assumptions and lemmas.
Remark 2: In the paper, the lag exponential synchronization for MBNNs is studied. The lag is mainly reflected on the σ . σ can take any non-negative real number which is determined by the actual situation. If we take σ = 0, then the problem of the lag exponential synchronization is converted to the exponential synchronization problem in the literature [13] - [20] . In other words, the problem in this paper is more general.
Definition 1 [25] : The master system (4) and the slave system (5) are said to be exponentially synchronized with lag σ , if there exist positive constants ε and M such that
where x(t) and y(t) are the Filippov's solution obtained by the drive system (4) and response system (5) with respect to the initial conditions ϕ(t) and φ(t),
The neuron activation function f i is continuous and satisfies the condition that for ∀ u, v ∈ R, u = v
where F − i and F + i are some constants, which can be allowed to be zero, positive, or negative.
Lemma 1 [26] : Let = { ∈ R n×n |J and G(t) in meet the Assumption 3}, then
Lemma 2 [27] : For any matrix S ∈ R n×n and S = S T > 0, given a scalar β > 0, and the vector function ψ : [0, β] → R n , such that the following inequality holds:
and ω i ∈ R n (i = 1, 2) and a scalar α ∈ (0, 1). Then, for any real matrix S ∈ R n×n , the following inequality holds:
Remark 3: The improved convex combination inequality can loosen the constraint among the matrix Q 1 , Q 2 , and S relative to the convex combination inequality in [27] . That is, we do not need the condition of the matrix
On the other hand, the introduction of a free-matrix S greatly helps to lower the conservativeness of the problem in this paper. At present, this inequality has been used to study the state estimation for static neural networks with timevarying delays and not to discuss the exponential stability for MBNNs.
III. MAIN RESULTS
Denote
, . . . ,
A. FEEDBACK CONTROL

According to the definition of E(t), we have
The controller of error system (6) is defined as follows:
where K is control gain matrix to be determined later and = diag{γ 1 , γ 2 , . . . , γ n },γ i = ϒ i , sgn(e(t)) = (sgn(e 1 (t)), sgn(e 2 (t)), . . . , sgn(e n (t))) T , sgn(·) is the standard sign function.
Theorem 1: Assume Assumptions 1-3 hold. For given scalars τ 1 > 0, τ 2 > 0, µ < 1, under the controller (7), the error system (6) is lag exponentially stable if for any scalar ε > 0, there exist matrices P > 0,
, S with appropriate dimension such that
where e i is the ith n × 14n row-block vector of the 14n × 14n
. Moreover, the control gain matrix K is given by
Proof: Construct the following LKFs for the error system (6):
with ξ (t) = col{e(t),f (e(t))}. The derivative of V (t) along the error system (6) can be calculateḋ
t)P[−(C + K )e(t) + (A+ 3 A(t))f (e(t))+(B+ 4 B(t))f (e(t − τ (t)))
where ω(t) = (ω 1 (t), ω 2 (t), . . . , ω n (t)) T , ω i (t) = sgn(e i (t)) if e i (t) = 0; while ω i (t) = 0 if e i (t) = 0, i = 1, 2, . . . , n.
Note that 2e T (t)P 3 A(t)f (e(t))
f T (e(t))N
T (t)P(E(t) − sgn(e(t)))
Hence, the following inequality will holḋ
M T P)e(t)
+ 2e ε(t−σ ) e T (t)PAf (e(t))
4 N 2f (e(t − τ (t))) (12) Differentiating V 2 (t), one can derivė
Then, doing derivation for V 3 (t)
Next, we will handle the term −τ 1
ξ (s)ds
For any positive diagonal matrices L i , i = 1, 2, 3, 4, some inequalities will be found from the Assumption 2 that
0,
Now, by combining (12)- (16), we can obtaiṅ
By Shur complement, one can geṫ
Therefore, according to (11), we know
By using the condition 0 ≤ τ 1 ≤ τ (t) ≤ τ 2 ,τ (t) ≤ µ < 1, then we will get 
Therefore,
From Definition 1, when (8), (9) and (10) hold, the error system (6) is lag exponentially stable with exponential convergence rate ε/2. The proof of Theorem 1 is completed.
Remark 4: In the paper, the weight matrix coefficient of MBNNs is converted into interval matrix with positive real uncertainty. And the uncertain term is handled by adding the non-negative terms U T U . In the literature [15] , the uncertainty was dealt with by [29, Lemma 1] . Although that method can solve the problem, the approach adopted in this paper may make the result more conservative and flexible. In the paper, our main purpose is how to handle the positive real uncertainty. So we only select some simple LKFs, and use the improved convex combination inequality to estimate the derivative of the LKFs. Many approaches such as freematrix-based integral inequality method [30] , delay partitioning approach [31] , multiple integration and so on can further improve the synchronization performance of MBNNs.
Remark 5:
It is worth pointing out that the previous results about synchronization of MBNNs may be conservative, because they are acquired by the switching matrix approach [14] , [17] and the framework of the maximum absolute values of memristive synaptic weights [9] , [13] , [18] , [20] . All of the above methods either greatly increase the amount of calculation or have enlarged the values of memristive synaptic weights to a certain extent. Motivated by [26] , the positive real uncertainty term is considered for synchronization of MRNNs. Therefore, compared with some existing work, our criteria are less conservative.
B. ADAPTIVE FEEDBACK CONTROL
In this subsection, lag synchronization of the drive-response systems will be realized by designing the adaptive feedback control. The adaptive feedback controller is designed as
. . , k n (t)} and (t) = diag{γ 1 (t), γ 2 (t), . . . , γ n (t)}, sgn(e(t)) = (sgn(e 1 (t)), sgn(e 2 (t)), . . . , sgn(e n (t))) T , sgn(·) is the standard sign function. k i (t) and γ i (t) satisfy the following conditions:
where ι i ,ι i are the adaptive gains. The initial values of k i (t) and γ i (t) are some small positive constants. Theorem 2: Assume Assumptions 1-3 hold. For given scalars τ 1 > 0, τ 2 > 0, µ < 1 , under the controller (17) and (18) , the error system (6) is lag exponentially stable if for any scalar ε > 0, there exist matrices
whereρ(τ (t),τ (t)) =ρ 1 (τ (t),τ (t)) − ρ 2 (τ (t)),ρ 1 (τ (t), 
where V 1 (t) = e ε(t−σ ) e T (t)e(t)
The derivative of V 1 (t) along the error system (6) can be calculateḋ
Do the same process forV 1 (t) as in Theorem 1 , we can havė
+ 2e ε(t−σ ) (e T (t)E(t) −γ |e(t)|).
2e ε(t−σ ) e T (t)E(t) − 2e ε(t−σ )γ |e(t)| 0. The next step is same as the theorem 1, here, in order to save space, it is omitted.
Remark 6: In this section, adaptive controller is utilized to study the lag exponential synchronization for MBNNs. But only relying on control (17) is not enough, so we extraly add the condition (18) to restrict the adaptive terms. Moreover, adaptive feedback controller is more flexible than feedback control because the gain matrix of the adaptive feedback controller can be adjusted with time t.
IV. NUMERICAL ILLUSTRATIONS
In the section, two illustrative examples are presented to show the effectiveness of the conclusions derived previously.
Example 1: Consider MBNNs (1) with the following parameters: f 1 (x 1 (t)) = 0.5sin(x 1 (t)), f 2 (x 2 (t)) = 0.9cos(x 2 (t)), J 1 = J 2 = 0, The state trajectories of the master system (4) and the slave system (5) with u(t) = 0 are given in Fig.1 , from which we can discover that the master system (4) and the slave system (5) cannot realize the synchronization when we take u(t) = 0. However, under the above control gain, Fig.2 presents the state trajectories of the master system (4) and the slave system (5). Fig.3 describes the time response of error e(t), by which we can know that the synchronization is achieved. Example 2: Consider MBNNs (1) with the following parameters: To show the less conservativeness of the method in this paper, the comparison with the methods in [15] and [17] is made below.
Set K ρ, where ρ is a known positive constant. When we take τ 1 = 0, ε = 0, τ 2 = 1.4, the maximum allowable upper bound (MAUB) of µ by Theorem 1 in the paper and the detailed comparisons with those by Theorem 1 of [15] and [17] are presented in Table 1 and 2. Apparently, our Theorem 1 provides bigger MAUBs of µ than those by Theorem 1 of [15] , [17] . Therefore, compared with the approaches in [15] and [17] , our approach is less conservative.
Here, take τ 1 = 0, ε = 0, ρ = 1.4, the control gain is given as by Theorem 1: K = 1.4317 0.0304 0.0304 1.3282 . Set x 1 (t) = 1.5 + tanh(t), x 2 (t) = −2cos(t), y 1 (t) = −2sin(t), y 2 (t) = 2.5cosh(t), and τ (t) = 1.4e x /(1 + e x ), under the above control gain, the state trajectories of x(t) and y(t) are showed in Fig.4 . Fig.5 displays the trajectory of the error e(t), from which we can clearly see that the synchronization error is tending to zero. Thus, the synchronization between master system (4) and slave system (5) is realized.
V. CONCLUSION
In this paper, the lag exponential synchronization problem of MBNNs with time-varying delay has been investigated. Compared with some existing methods, our approach not only reduces the amount of calculation but also has lower conservation. There are mainly three points to help obtain the improved results. First, based on the robust analysis for the MBNNs, we take advantage of property of the matrix to estimate the derivative of the LKFs. Second, the form of enlarging memristive synaptic weight matrix is not adopted. Third, by combining improved convex combination inequalities, the theory of the LKFs, and two kinds of feedback controls to study the synchronization problem, the result obtained is more flexible and effective. Evidently, the lag synchronization criteria for MRNNs represent significant improvements over some published results in the literature. In future work, fuzzy control method [31] , [32] , event trigger control with non-periodic sampling [33] will be taken into account for MBNNs.
