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The main goal of this paper is to achieve a simultaneous treatment of the
even and odd truncated matricial Stieltjes moment problems in the most
general case. These results are generalizations of results of Chen and Hu [5,
17] which considered the particular case α = 0. Our approach is based on
Schur analysis methods. More precisely, we use two interrelated versions of
Schur-type algorithms, namely an algebraic one and a function-theoretic one.
The algebraic version was worked out in a former paper of the authors. It is an
algorithm which is applied to finite or infinite sequences of complex matrices.
The construction and investigation of the function-theoretic version of our
Schur-type algorithm is a central theme of this paper. This algorithm will
be applied to relevant subclasses of holomorphic matrix-valued functions of
the Stieltjes class. Using recent results on the holomorphicity of the Moore-
Penrose inverse of matrix-valued Stieltjes functions, we obtain a complete
description of the solution set of the moment problem under consideration
in the most general situation.
1. Introduction
This paper is a continuation of [12]. The main goal is to achieve a simultaneous treat-
ment of the even and odd cases of a truncated matricial Stieltjes moment problem. We
are guided by our investigations on the truncated matricial Hamburger moment problem
in [11], where we simultaneously treated the even and odd cases. Our approach in [11] is
based on Schur analysis methods the origin of which goes back to the fundamental mem-
oir [22] by R. Nevanlinna. We used two interrelated versions of Schur-type algorithms,
namely an algebraic one and a function-theoretic one. The algebraic version had been
worked out in the paper [14], whereas the function-theoretic version and the interplay
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of both versions where investigated in [11]. Against to this background, we want to
treat now simultaneously the even and odd cases for an analogous truncated matricial
Stieltjes problem. More precisely, our approach will be based again on Schur analysis
methods, namely on the interplay between two versions of Schur-type algorithms, an
algebraic one and a function-theoretic one. The investigation of the algebraic version of
our Schur-type algorithm was the main content of the paper [12]. The first central theme
of this paper is to work out the function-theoretic version of our Schur-type algorithm. A
careful analysis of the interplay between both versions will lead us finally to a complete
solution of the original truncated matricial Stieltjes problem in the most general case.
This is the main achievement of this paper.
Though, roughly speaking, we repeat the basic strategy used in [11, 14] the concrete
constructions are rather different. What concerns the algebraic versions of our Schur-
type algorithm, these differences where described in great detail in [12]. Roughly speak-
ing, the main difference can be characterized as follows: In the Hamburger case the
algebraic version of our Schur-type algorithm is a two-step algorithm, whereas in the
Stieltjes case we are lead to a one-step algorithm. This observation reflects the nature
of finite Hankel non-negative definite sequences from Cq×q on the one side and finite
α-Stieltjes non-negative definite sequences from Cq×q on the other side. Using matricial
versions of Hamburger-Nevanlinna theorems in [11], we reformulated the truncated matri-
cial Hamburger moment problem under study into an equivalent problem of prescribing
an asymptotic expression for matrix-valued functions which are holomorphic in the open
upper half plane. Guided by these experiences, we prove now Stieltjes-type versions of
Hamburger-Nevanlinna-type theorems, which enable us to reformulate the original trun-
cated matricial Stieltjes moment problem under study into an equivalent problem of
prescribing an asymptotic expansion for a special class of matrix-valued functions which
are holomorphic in C \ [α,+∞) where α is a given real number. More precisely, this
special class is the class Sq,[α,+∞) of all [α,+∞)-Stieltjes function of order q, which is in-
troduced in Definition 2.1. We frequently apply results from our former paper [13], which
contains a detailed treatment of the class Sq,[α,+∞) and some important subclasses. The
construction and investigation of a Schur-type algorithm for q × q matrix-valued func-
tions holomorphic in C \ [α,+∞) which preserves special subclasses of Sq,[α,+∞) is a
central theme of this paper. The idea how to build the algorithm in the matrix case was
inspired by some constructions in the papers [5,17] by Chen and Hu. An essential point
of our approach is an intensive use of the interplay between the function-theoretic and al-
gebraic versions of our matricial Schur-type algorithms. Both algorithms are formulated
in terms of Moore-Penrose inverses of matrices. What concerns the function-theoretic
version, it can be said that its effectiveness is mostly caused by recent results from [13]
on the holomorphicity of the Moore-Penrose inverse of special classes of holomorphic
matrix-valued functions.
In order to describe more concretely the central topics studied in this paper, we in-
troduce some notation. Throughout this paper, let p and q be positive integers. Let N,
N0, Z, R, and C be the set of all positive integers, the set of all non-negative integers,
the set of all integers, the set of all real numbers, and the set of all complex numbers,
respectively. For every choice of ρ, κ ∈ R ∪ {−∞,+∞}, let Zρ,κ := {k ∈ Z | ρ ≤ k ≤ κ}.
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We will write Cp×q, Cq×qH , C
q×q
≥ , and C
q×q
> for the set of all complex p× q matrices,
the set of all Hermitian complex q × q matrices, the set of all non-negative Hermitian
complex q × q matrices, and the set of all positive Hermitian complex q × q matrices,
respectively.
We will use BR to denote the σ-algebra of all Borel subsets of R. Let Ω ∈ BR \ {∅}.
Then, let BΩ := BR ∩ Ω. Furthermore, we will write M
q
≥(Ω) to designate the set of all
non-negative Hermitian q × q measures defined on BΩ, i. e., the set of all σ-additive map-
pings µ : BΩ → C
q×q
≥ . We will use the integration theory with respect to non-negative
Hermitian q × q measures, which was worked out independently by I. S. Kats [18] and
M. Rosenberg [25]. Some features of this theory are sketched in Appendix A. For all
κ ∈ N0 ∪ {∞}, we will use M
≥
q,κ(Ω) to denote the set of all σ ∈ M
q
≥(Ω) such that the
integral
s
(σ)
j :=
∫
Ω
xjσ(dx) (1.1)
exists for all j ∈ Z0,κ.
Remark 1.1. If k, ℓ ∈ N0 with k < ℓ, then the inclusion M
≥
q,ℓ(Ω) ⊆M
≥
q,k(Ω) holds true.
The central problem in this paper is the truncated version of the following power
moment problem of Stieltjes-type
Problem (M[[α,+∞); (sj)
κ
j=0,=]). Let α ∈ R, let κ ∈ N0 ∪ {∞} and let (sj)
κ
j=0 be a
sequence of complex q × q matrices. Describe the set M≥q,κ[[α,+∞); (sj )
κ
j=0,=] of all
σ ∈M≥q,κ([α,+∞)) for which s
(σ)
j = sj is fulfilled for all j ∈ Z0,κ.
We note that there is a further matricial version of the truncated Stieltjes moment
problem:
Problem (M[[α,+∞); (sj)
m
j=0,≤]). Let α ∈ R, let m ∈ N0 and let (sj)
m
j=0 be a se-
quence of complex q × q matrices. Describe the set M≥q,m[[α,+∞); (sj)
m
j=0,≤] of all
σ ∈ M≥q,m([α,+∞)) for which s
(σ)
j = sj is satisfied for each j ∈ Z0,m−1, whereas the
matrix sm − s
(σ)
m is non-negative Hermitian.
A detailed treatment of the history of these two moment problems is contained in the
introduction to the paper [8].
In order to state a necessary and sufficient condition for the solvability of each of
the above formulated moment problems, we have to recall the notion of two types of
sequences of matrices. If n ∈ N0 and if (sj)
2n
j=0 is a sequence of complex q × q matrices,
then (sj)
2n
j=0 is called Hankel non-negative definite if the block Hankel matrix
Hn := [sj+k]
n
j,k=0
is non-negative Hermitian. Let (sj)
∞
j=0 be a sequence of complex q × q matrices. Then
(sj)
∞
j=0 is called Hankel non-negative definite if (sj)
2n
j=0 is Hankel non-negative definite
for all n ∈ N0. For all κ ∈ N0 ∪ {∞}, we will write H
≥
q,2κ for the set of all Hankel
non-negative definite sequences (sj)
2κ
j=0 of complex q × q matrices. Furthermore, for all
3
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n ∈ N0, let H
≥,e
q,2n be the set of all sequences (sj)
2n
j=0 of complex q × q matrices for which
there exist complex q × q matrices s2n+1 and s2n+2 such that (sj)
2(n+1)
j=0 ∈ H
≥
q,2(n+1),
whereas H≥,eq,2n+1 stands for the set of all sequences (sj)
2n+1
j=0 of complex q × q matrices
for which there exist some s2n+2 ∈ C
q×q such that (sj)
2(n+1)
j=0 ∈ H
≥
q,2(n+1). For each
m ∈ N0, the elements of the set H
≥,e
q,m are called Hankel non-negative definite extendable
sequences. For technical reason, we set H≥,eq,∞ := H
≥
q,∞.
Besides the just introduced classes of sequences of complex q × q matrices we need
analogous classes of sequences of complex q × q matrices which take into account the
influence of the prescribed number α ∈ R: Let (sj)κj=0 be a sequence of complex p× q ma-
trices. Then, for all n ∈ N0 with 2n+ 1 ≤ κ, we introduce the block Hankel matrix
Kn := [sj+k+1]
n
j,k=0.
Let α ∈ R. Now we will introduce several classes of finite or infinite sequences of complex
q × q matrices which are characterized by the sequences (sj)
κ
j=0 and (−αsj + sj+1)
κ−1
j=0 .
Let K≥q,0,α := H
≥
q,0, and, for all n ∈ N, let K
≥
q,2n,α be the set of all sequences (sj)
2n
j=0 of
complex q × q matrices for which the block Hankel matrices Hn and −αHn−1 + Kn−1
are both non-negative Hermitian, i. e.,
K≥q,2n,α =
{
(sj)
2n
j=0 ∈ H
≥
q,2n
∣∣∣ (−αsj + sj+1)2(n−1)j=0 ∈ H≥q,2(n−1)
}
. (1.2)
Furthermore, for all n ∈ N0, let K
≥
q,2n+1,α be the set of all sequences (sj)
2n+1
j=0 of complex
q × q matrices for which the block Hankel matrices Hn and −αHn +Kn are both non-
negative Hermitian, i. e.,
K≥q,2n+1,α :=
{
(sj)
2n+1
j=0 from C
q×q
∣∣∣ {(sj)2nj=0, (−αsj + sj+1)2nj=0} ⊆ H≥q,2n}. (1.3)
Let K≥q,∞,α be the set of all sequences (sj)
∞
j=0 of complex q × q matrices such that
(sj)
m
j=0 ∈ K
≥
q,m,α for all m ∈ N0. Formulas (1.2) and (1.3) show that the sets K
≥
q,2n,α and
K≥q,2n+1,α are determined by two conditions. The condition (sj)
2n
j=0 ∈ H
≥
q,2n ensures that
a particular Hamburger moment problem associated with the sequence (sj)
2n
j=0 is solvable
(see, e. g. [8, Theorem 4.16]). The second condition (−αsj+sj+1)
2(n−1)
j=0 ∈ H
≥
q,2(n−1) (resp.
(−αsj + sj+1)
2n
j=0 ∈ H
≥
q,2n) controls that the original sequences (sj)
2n
j=0 and (sj)
2n+1
j=0 are
well adapted to the interval [α,+∞). Let m ∈ N0. Then, let K
≥,e
q,m,α be the set of all se-
quences (sj)
m
j=0 of complex q × q matrices for which there exists a complex q × q matrix
sm+1 such that (sj)
m+1
j=0 belongs to K
≥
q,m+1,α. Further, let K
≥,e
q,∞,α := K
≥
q,∞,α. We call a
sequence (sj)
κ
j=0 of complex q × q matrices α-Stieltjes non-negative definite if it belongs
to K≥q,κ,α and α-Stieltjes non-negative definite extendable if it belongs to K
≥,e
q,κ,α.
Now we can characterize the situations in which the mentioned problems have a solu-
tion:
Theorem 1.2 ( [7, Theorems 1.3 and 1.4]). Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 be
a sequence of complex q × q matrices. Then:
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(a) Mq≥[[α,+∞); (sj)
m
j=0,=] 6= ∅ if and only if (sj)
m
j=0 ∈ K
≥,e
q,m,α.
(b) Mq≥[[α,+∞); (sj)
m
j=0,≤] 6= ∅ if and only if (sj)
m
j=0 ∈ K
≥
q,m,α.
In the case α = 0 there is some important work of Bolotnikov [2] and Chen/Hu [5,
17] which influenced our investigations. This will be explained now in more detail.
Theorem 1.2(a) was proved in Bolotnikov [17, Lemma 1.7]. Bolotnikov also stated a
parametrization of the solution set of Problem M[[0,+∞); (sj)
m
j=0,≤] in the language
of the Stieltjes transforms (see [17, Theorems 5.3 and 6.6]. Chen and Hu stated a
parametrization of the solution set of Problem M[[0,+∞); (sj)
m
j=0,=] in the language of
the Stieltjes transforms (see [17, Theorem 4.1]).
The main goal of our paper here is to give via Stieltjes transformation a parametriza-
tion of the solution set of Problem M[[α,+∞); (sj)
m
j=0,=] (see Theorems 13.1 and 13.4).
2. The class Sq,[α,+∞)
The use of several classes of holomorphic matrix-valued functions is one of the special
features of this paper. In this section, we summarize some basic facts about the class of
[α,+∞)-Stieltjes functions of order q, which are mostly taken from our former paper [13].
If A ∈ Cq×q, then let ReA := 12 (A + A
∗) and ImA := 12i(A − A
∗) be the real part and
the imaginary part of A, respectively. Let Π+ := {z ∈ C | Im z > 0} be the open upper
half plane of C. The first class of functions which plays an essential role in this paper,
is the following.
Definition 2.1. Let α ∈ R and let F : C\ [α,+∞) → Cq×q. Then F is called a [α,+∞)-
Stieltjes function of order q if F satisfies the following three conditions:
(I) F is holomorphic in C \ [α,+∞).
(II) For all w ∈ Π+, the matrix Im[F (w)] is non-negative Hermitian.
(III) For all w ∈ (−∞, α), the matrix F (w) is non-negative Hermitian.
We denote by Sq,[α,+∞) the set of all [α,+∞)-Stieltjes functions of order q.
For a comprehensive survey on the class Sq,[α,+∞), we refer the reader to [13]. The
functions belonging to the class Sq,[α,+∞) admit an important integral representation. To
state this, we introduce some terminology: If µ is a non-negative Hermitian q × q measure
on a measurable space (Ω,A), then we will use L1(Ω,A, µ;K) with K ∈ {R,C} to denote
the space of all Borel-measurable functions f : Ω → K for which the integral
∫
Ω fdµ
exists. In preparing the desired integral representation, we observe that, for all µ ∈
Mq≥([α,+∞)) and each z ∈ C \ [α,+∞), the function hα,z : [α,+∞) → C defined by
hα,z(t) := (1 + t− α)/(t − z) belongs to L
1([α,+∞),B[α,+∞), µ;C).
Theorem 2.2 (cf. [13, Theorem 3.6]). Let α ∈ R and let F : C\ [α,+∞)→ Cq×q. Then:
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(a) If F ∈ Sq,[α,+∞), then there are a unique matrix γ ∈ C
q×q
≥ and a unique non-
negative Hermitian measure µ ∈Mq≥([α,+∞)) such that
F (z) = γ +
∫
[α,+∞)
1 + t− α
t− z
µ(dt) (2.1)
holds true for each z ∈ C \ [α,+∞).
(b) If there are a matrix γ ∈ Cq×q≥ and a non-negative Hermitian measure µ ∈
Mq≥([α,+∞)) such that F can be represented via (2.1) for each z ∈ C \ [α,+∞),
then F belongs to the class Sq,[α,+∞).
For all F ∈ Sq,[α,+∞), we will write (γF , µF ) for the unique pair (γ, µ) ∈ C
q×q
≥ ×
Mq≥([α,+∞)) for which the representation (2.1) holds true for all z ∈ C \ [α,+∞).
In the special case that q = 1 and α = 0 Theorem 2.2 can be found in
Krein/Nudelman [21, Appendix].
Remark 2.3 ( [13, Remark 3.12]). Let α ∈ R and let F ∈ Sq,[α,+∞). Further let A ∈ C
q×q
be such that γF + A is non-negative Hermitian. Then G := F + A ∈ Sq,[α,+∞) and
(γG, µG) = (γF +A,µF ).
Proposition 2.4 ( [13, Proposition 3.13]). Let α ∈ R and let F ∈ Sq,[α,+∞). Then
limy→+∞ F (iy) = γF .
We are particularly interested in the structure of the values of functions belonging to
Sq,[α,+∞). For this reason, we introduce some notation: For all A ∈ C
p×q, let N (A) be
the null space of A and R(A) be the column space of A.
Proposition 2.5 (cf. [13, Proposition 3.15]). Let α ∈ R and let F ∈ Sq,[α,+∞). For all
z ∈ C \ [α,+∞), then
R(F (z)) = R(γF ) +R(µF ([α,+∞))) and N (F (z)) = N (γF ) ∩ N (µF ([α,+∞))).
Proposition 2.5 contains essential information on the class Sq,[α,+∞). It indicates
that, for an arbitrary function F belonging to Sq,[α,+∞), the null space N (F (z)) and
the column space R(F (z)) are independent of the concrete point z ∈ C \ [α,+∞) and,
furthermore, in which way these linear subspaces of Cq are determined by the pair
(γF , µF ) of F .
In the sequel, we will sometimes meet situations where interrelations of the null space
(resp. column space) of a function F ∈ Sq,[α,+∞) to the null space (resp. column space)
of a given matrix A ∈ Cp×q are of interest. More precisely, we will frequently apply
the following auxilliary result. In preparing its formulation we note that for a matrix
A ∈ Cp×q we denote byA† its Moore-Penrose inverse. This means A† is the unique matrix
X from Cq×p which satisfies the four equations AXA = A, XAX = X, (AX)∗ = AX
and (XA)∗ = XA.
Lemma 2.6 (cf. [13, Lemma 3.18]). Let α ∈ R, let A ∈ Cp×q, and let F ∈ Sq,[α,+∞).
Then the following statements are equivalent:
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(i) N (A) ⊆ N (F (z)) for all z ∈ C \ [α,+∞).
(ii) There is a z0 ∈ C \ [α,+∞) such that N (A) ⊆ N (F (z0)).
(iii) N (A) ⊆ N (γF ) ∩ N (µF ([α,+∞))).
(iv) FA†A = F .
(v) R(F (z)) ⊆ R(A∗) for all z ∈ C \ [α,+∞).
(vi) There is a z0 ∈ C \ [α,+∞) such that R(F (z0)) ⊆ R(A
∗).
(vii) R(γF ) +R(µF ([α,+∞))) ⊆ R(A
∗).
(viii) A†AF = F .
A generic application of Lemma 2.6 will be concerned with situations where the matrix
A even belongs to Cq×q≥ .
In our subsequent considerations we will very often use the Moore-Penrose inverse of
functions belonging to the class Sq,[α,+∞). In this connection, the following result turns
out to be of central importance.
Proposition 2.7 ( [13, Theorem 6.3]). Let α ∈ R and let F ∈ Sq,[α,+∞). Then G : C \
[α,+∞)→ Cq×q defined by G(z) := −(z − α)−1[F (z)]† belongs to the class Sq,[α,+∞) as
well.
3. On some subclasses of Sq,[α,+∞)
An essential feature of our subsequent considerations is the use of several subclasses of
Sq,[α,+∞). In this section, we summarize basic facts about these subclasses under the
special orientation of this paper. These subclasses are characterized by growth properties
on the positive imaginary axis. It should be mentioned that the scalar versions of the
function classes were introduced and studied in the paper [19]. Next we recall the
Euclidean norm of a matrix. For each B ∈ Cq×q, let trB be the trace of B. If A ∈ Cp×q,
then ‖A‖E :=
√
tr(A∗A) is the Euclidean norm of A. An important subclass of the class
Sq,[α,+∞) is the set
S0,q,[α,+∞) :=
{
F ∈ Sq,[α,+∞)
∣∣∣∣∣ supy∈[1,+∞) y‖F (iy)‖E < +∞
}
. (3.1)
Now we want to characterize the class S0,q,[α,+∞) via an integral representation.
Lemma 3.1 ( [13, Lemma A.4]). Let Ω be a non-empty closed subset of R and let
σ ∈Mq≥(Ω). Then:
(a) For each w ∈ C \Ω, the function gw : Ω→ C defined by gw(t) := 1/(t−w) belongs
to L1(Ω,BΩ, σ;C).
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(b) The matrix-valued function S : C \ Ω → Cq×q given by S(w) :=
∫
Ω gwdσ satisfies
R(S(z)) = R(σ(Ω)) and in particular rankS(z) = rank σ(Ω) for each z ∈ C \
[inf Ω, supΩ].
(c) −i limy→+∞ yS(iy) = σ(Ω).
Let Ω be a non-empty closed subset of R and let σ ∈ Mq≥(Ω). Then, in view of
Lemma 3.1(a), the matrix-valued function Sσ : C \ Ω→ C
q×q given by
Sσ(z) :=
∫
Ω
1
t− z
σ(dt) (3.2)
is well-defined and called Ω-Stieltjes transform of σ.
Let z ∈ C \Ω. Then obviously z ∈ C \ Ω and from (3.2) it follows
Sσ(z) =
∫
Ω
1
t− z
σ(dt) =
∫
Ω
(
1
t− z
)
σ(dt) =
[∫
Ω
1
t− z
σ(dt)
]∗
= [Sσ(z)]
∗. (3.3)
Now we consider the case Ω = [α,+∞). We want to characterize the set of all [α,+∞)-
Stieltjes transforms of measures belonging to Mq≥([α,+∞)).
Theorem 3.2. The mapping σ 7→ Sσ is a bijective correspondence betweenM
q
≥([α,+∞))
and S0,q,[α,+∞). In particular S0,q,[α,+∞) = {Sσ |σ ∈M
q
≥([α,+∞))}.
Proof. This is an immediate consequence of [13, Theorem 5.1].
For each F ∈ S0,q,[α,+∞), the unique measure σ ∈ M
q
≥([α,+∞)) satisfying Sσ = F is
called the [α,+∞)-Stieltjes measure of F . We will also write σF for σ. Theorem 3.2
indicates that the [α,+∞)-Stieltjes transform Sσ of a measure σ ∈ M
q
≥([α,+∞)) is
characterized by a particular mild growth on the positive imaginary axis.
Corollary 3.3. Let α ∈ R and let F ∈ S0,q,[α,+∞). For z ∈ C \ [α,+∞) then z ∈
C \ [α,+∞) and F (z) = [F (z)]∗.
Proof. Combine Theorem 3.2 and (3.3)
Proposition 3.4 ( [13, Proposition 6.4]). Let α ∈ R, let F ∈ S0,q,[α,+∞), and let
σF be the [α,+∞)-Stieltjes measure of F . Then G : C \ [α,+∞) → C
q×q defined by
G(z) := −(z − α)−1[F (z)]† belongs to Sq,[α,+∞) and
γG = [σF ([α,+∞))]
†.
In particular, if F is not the constant function with value Oq×q, then G ∈ Sq,[α,+∞) \
S0,q,[α,+∞).
In view of Theorem 3.2, Problem M[[α,+∞); (sj)
κ
j=0,=] can be given a first reformu-
lation as an equivalent problem in the class S0,q,[α,+∞) as follows:
8
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Problem (S[[α,+∞); (sj)
κ
j=0,=]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 be
a sequence of complex q × q matrices. Describe the set Sκ,q,[α,+∞)[(sj)
κ
j=0] of all F ∈
S0,q,[α,+∞) the [α,+∞)-Stieltjes measure of which belongs to M
≥
q,κ[[α,+∞); (sj )
κ
j=0,=].
In Section 6, we will state a reformulation of the original power moment problem
M[[α,+∞); (sj)
κ
j=0,=] as an equivalent problem of finding a prescribed asymptotic ex-
pansion in a sector of the open upper half plane Π+. Furthermore, we will see that a
detailed analysis of the behavior on the positive imaginary axis of the concrete functions
of F ∈ Sq,[α,+∞) under study is extremely useful. For this reason, we turn now our
attention to some subclasses of Sq,[α,+∞) which are described in terms of their growth
on the positive imaginary axis. First we consider the set
S⋄q,[α,+∞) :=
{
F ∈ Sq,[α,+∞)
∣∣∣∣ limy→+∞‖F (iy)‖E = 0
}
. (3.4)
In the following considerations we associate with a function F ∈ Sq,[α,+∞) often the
unique ordered pair (γF , µF ) given via Theorem 2.2(a).
Remark 3.5 ( [13, Corollary 3.14]). Let α ∈ R. Then
S⋄q,[α,+∞) =
{
F ∈ Sq,[α,+∞)
∣∣∣ γF = Oq×q}.
Remark 3.6. Let α ∈ R, let n ∈ N, and let (pk)
n
k=1 be a sequence of positive integers.
For all k ∈ Z1,n, let Fk ∈ S
⋄
pk,[α,+∞)
and let Ak ∈ C
pk×q. In view of Remark 3.5
and [13, Remark 3.11], then
∑n
k=1A
∗
kFkAk ∈ S
⋄
q,[α,+∞).
Now we state modifications of Proposition 2.5 and Lemma 2.6 for S⋄q,[α,+∞).
Proposition 3.7. Let α ∈ R, let F ∈ S⋄q,[α,+∞), and let µF be given via Theorem 2.2(a).
For all z ∈ C \ [α,+∞), then
R(F (z)) = R(µF ([α,+∞))) and N (F (z)) = N (µF ([α,+∞))).
Proof. Combine Proposition 2.5 and Remark 3.5.
Lemma 3.8. Let A ∈ Cp×q and let F ∈ S⋄q,[α,+∞). Then the statements
(ix) R(µF ([α,+∞))) ⊆ R(A
∗).
and
(x) N (A) ⊆ N (µF ([α,+∞))).
are equivalent. Furthermore, (ix) is equivalent to each of the statements (i)–(viii) stated
in Lemma 2.6.
Proof. Combine Remark 3.5 and Lemma 2.6.
For all α ∈ R and all κ ∈ N ∪ {∞}, we now consider the class
Sκ,q,[α,+∞) :=
{
F ∈ S0,q,[α,+∞)
∣∣∣σF ∈M≥q,κ([α,+∞))}. (3.5)
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Lemma 3.9. Let α ∈ R, let κ ∈ N0∪{∞}, and let F ∈ Sκ,q,[α,+∞) with [α,+∞)-Stieltjes
measure σF . For each z ∈ C \ [α,+∞), then
R(F (z)) = R(σF ([α,+∞))) and N (F (z)) = N (σF ([α,+∞))).
Proof. This is an immediate consequence of [13, Proposition 5.3].
Remark 3.10. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let F ∈ Sκ,q,[α,+∞). Then from (3.5)
and (3.1) we see that limy→+∞ F (iy) = Oq×q.
Remark 3.11. Let α ∈ R. In view of the Remarks 1.1 and 3.10, then
S∞,q,[α,+∞) ⊆ Sℓ,q,[α,+∞) ⊆ Sm,q,[α,+∞) ⊆ S0,q,[α,+∞) ⊆ S
⋄
q,[α,+∞) ⊆ Sq,[α,+∞) (3.6)
for all ℓ,m ∈ N0 with ℓ ≥ m.
4. On the class S⋄q,[α,+∞)[A]
In this section, we consider a particular subclass of the class S⋄q,[α,+∞), which was in-
troduced in (3.4). We have seen in Proposition 2.5 that, for an arbitrary function
F ∈ Sq,[α,+∞), the null space of F (z) is independent from the concrete choice of
z ∈ C \ [α,+∞). For the case F ∈ S⋄q,[α,+∞), a complete description of this constant null
space was given in Proposition 3.7. Against to this background, we single out now a
special subclass of S⋄q,[α,+∞), which is characterized by the interrelation of the constant
null space to the null space of a prescribed matrix A ∈ Cp×q. More precisely, for all
A ∈ Cp×q, let
S⋄q,[α,+∞)[A] :=
{
F ∈ S⋄q,[α,+∞)
∣∣∣N (A) ⊆ N (µF ([α,+∞)))} (4.1)
In our later investigations the role of the matrix A will be taken by matrices which are
generated from the sequence of data matrices of the problem under consideration via a
Schur-type algorithm.
Remark 4.1. Let α ∈ R. If A ∈ Cp×q satisfies N (A) = {Oq×1}, then S
⋄
q,[α,+∞)[A] =
S⋄q,[α,+∞). In particular, this situation arises in the case that p = q and detA 6= 0 are
fulfilled.
In the following considerations, we associate with a function F ∈ Sq,[α,+∞) often the
unique ordered pair (γF , µF ) given via Theorem 2.2(a).
Example 4.2. Let α ∈ R, let A ∈ Cp×q, and let F : C \ [α,+∞) → Cq×q be defined
by F (z) := Oq×q. In view of [13, Example 3.19], then one can easily see that F ∈
S⋄q,[α,+∞)[A] and µF is the zero measure belonging to M
q
≥([α,+∞)).
Lemma 4.3. Let α ∈ R, let A ∈ Cp×q and F : C \ [α,+∞)→ Cq×q. Then the following
statements are equivalent:
(i) F ∈ S⋄q,[α,+∞)[A].
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(ii) F ∈ S⋄q,[α,+∞) and N (A) ⊆ N (F (z)) for all z ∈ C \ [α,+∞).
(iii) F ∈ Sq,[α,+∞), limy→+∞‖F (iy)‖E = 0, and N (A) ⊆ N (F (z)) for all z ∈ C \
[α,+∞).
(iv) F ∈ Sq,[α,+∞), γF = Oq×q, and N (A) ⊆ N (µF ([α,+∞))).
Proof. This follows from (4.1), Lemma 3.8, (3.4), and Remark 3.5.
Remark 4.4. Let α ∈ R, let A ∈ Cp×q, and let F ∈ S⋄q,[α,+∞). In view of Remark 3.5 and
Lemma 2.6, then the following statements are equivalent:
(i) F ∈ S⋄q,[α,+∞)[A].
(ii) There is a z0 ∈ C \ [α,+∞) such that N (A) ⊆ N (F (z0)).
(iii) N (A) ⊆ N (µF ([α,+∞))).
(iv) FA†A = F .
(v) R(F (z)) ⊆ R(A∗) for all z ∈ C \ [α,+∞).
(vi) There is a z0 ∈ C \ [α,+∞) such that R(F (z0)) ⊆ R(A
∗).
(vii) R(µF ([α,+∞))) ⊆ R(A
∗).
(viii) A†AF = F .
Remark 4.5. Let α ∈ R, let r ∈ N, and let A ∈ Cp×q and B ∈ Cr×q be such that
N (A) ⊆ N (B). Then S⋄q,[α,+∞)[B] ⊆ S
⋄
q,[α,+∞)[A].
Remark 4.6. Let α ∈ R and let A ∈ Cp×q. In view of Remark 4.4, A†A = (A†A)∗
and [13, Remark 3.20], then S⋄q,[α,+∞)[A] = {A
†AFA†A : F ∈ S⋄q,[α,+∞)}.
The following result contains essential information on the structure of the set
S⋄q,[α,+∞)[A], where A ∈ C
p×q.
Proposition 4.7. Let α ∈ R and let A ∈ Cp×q. Then:
(a) If A = Op×q, then S
⋄
q,[α,+∞)[A] = {F}, where F : C \ [α,+∞) → C
q×q is defined
by F (z) := Oq×q.
(b) Suppose that r := rankA fulfills r ≥ 1. Let u1, u2, . . . , ur be an orthonormal basis
of R(A∗) and let U := [u1, u2, . . . , ur]. Then:
(b1) S⋄
q,[α,+∞)[A] = {UfU
∗ | f ∈ S⋄
r,[α,+∞)}.
(b2) If f, g ∈ S⋄r,[α,+∞) are such that UfU
∗ = UgU∗, then f = g.
11
5. The class Sκ,q,[α,+∞)[(sj)
κ
j=0]
Proof. (a) This follows from Remark 4.6 and Example 4.2.
(b1) Let G ∈ S⋄q,[α,+∞)[A]. In view of Remark 4.6, there exists an F ∈ S
⋄
q,[α,+∞) such
that G = A†AFA†A. Let f := U∗FU . Because of Remark 3.6, then f ∈ S⋄r,[α,+∞). In
view of Remark B.5, we have UU∗ = A†A. Thus, G = UU∗FUU∗ = UfU∗. Hence,
S⋄q,[α,+∞)[A] ⊆ {UfU
∗ | f ∈ S⋄r,[α,+∞)}.
Conversely, let f ∈ S⋄r,[α,+∞). In view of Remark 3.6, then UfU
∗ ∈ S⋄q,[α,+∞). Now
we consider an arbitrary x ∈ N (A). In view of the construction of U and the relation
[N (A)]⊥ = R(A∗), we get U∗x = Or×1. Thus, x ∈ N (U
∗). Consequently, for each
z ∈ C \ [α,+∞) we get N (A) ⊆ N ((UfU∗)(z)). The application of Lemma 4.3 yields
now {UfU∗ | f ∈ S⋄r,[α,+∞)} ⊆ S
⋄
q,[α,+∞)[A]. This completes the proof of (b1).
(b2) In view of Remark B.5, we have U∗U = Ir. Thus UfU
∗ = UgU∗ implies f =
g.
5. The class Sκ,q,[α,+∞)[(sj)
κ
j=0]
In this section, we consider particular subclasses of the class Sκ,q,[α,+∞), which was
introduced in (3.1) for κ = 0 and in (3.5) for κ ∈ N ∪ {∞}. In view of Theorem 3.2,
for each function F belonging to one of the classes Sκ,q,[α,+∞) with some κ ∈ N0 ∪ {∞},
we can consider the [α,+∞)-Stieltjes measure σF of F . Now taking Remark 1.1 into
account, we turn our attention to subclasses of functions F ∈ Sκ,q,[α,+∞) with prescribed
first κ+ 1 power moments of the [α,+∞)-Stieltjes measure σF .
For all α ∈ R, all κ ∈ N0 ∪ {∞}, and each sequence (sj)
κ
j=0 of complex q × q matrices,
now we consider the class
Sκ,q,[α,+∞)[(sj)
κ
j=0] :=
{
F ∈ Sκ,q,[α,+∞)
∣∣∣σF ∈M≥q,κ[[α,+∞); (sj)κj=0,=]}. (5.1)
Remark 5.1. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 be a sequence of complex
q × q matrices. If ι ∈ N0 ∪ {∞} with ι ≤ κ then it is readily checked that
Sκ,q,[α,+∞)
[
(sj)
κ
j=0
]
⊆ Sι,q,[α,+∞)
[
(sj)
ι
j=0
]
.
and
Sκ,q,[α,+∞)
[
(sj)
κ
j=0
]
=
κ⋂
m=0
Sm,q,[α,+∞)
[
(sj)
m
j=0
]
.
Remark 5.2. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 be a sequence of complex
q × q matrices. Let F ∈ Sκ,q,[α,+∞)[(sj)
κ
j=0] with [α,+∞)-Stieltjes measure σF . Then
s0 = s
(σF )
0 =
∫
[α,+∞)
t0σF (dt) = σF ([α,+∞)).
Now we characterize those sequences for which the sets defined in (5.1) are non-empty.
Theorem 5.3. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 be a sequence of complex
q × q matrices. Then Sκ,q,[α,+∞)[(sj)
κ
j=0] 6= ∅ if and only if (sj)
κ
j=0 ∈ K
≥,e
q,κ,α.
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Proof. Combine (5.1) and (3.4) with Theorems 1.2 and 3.2.
Now we state a useful characterization of the set of functions given in (5.1).
Theorem 5.4. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 be a sequence of complex
q × q matrices. In view of (3.2) then
Sκ,q,[α,+∞)[(sj)
κ
j=0] =
{
Sσ
∣∣∣σ ∈M≥q,κ[[α,+∞); (sj)κj=0,=]}.
Proof. Combine (5.1) with Theorem 3.2.
Theorem 5.4 shows that Sκ,q,[α,+∞)[(sj)
κ
j=0] coincides with the solution set of
Problem S[[α,+∞); (sj)
κ
j=0,=], which is via [α,+∞)-Stieltjes transform equivalent
to the original Problem M[[α,+∞); (sj)
κ
j=0,=]. Thus, the investigation of the set
Sκ,q,[α,+∞)[(sj)
κ
j=0] is a central theme of our further considerations. The next result
contains essential information on the functions belonging to this set.
Proposition 5.5. Let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let F ∈
Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then:
(a) R(F (z)) = R(s0) and N (F (z)) = N (s0) for all z ∈ C \ [α,+∞).
(b) [F (z)][F (z)]† = s0s
†
0 and [F (z)]
†[F (z)] = s†0s0 for all z ∈ C \ [α,+∞).
(c) The function F belongs to the class Sq,[α,+∞) with
R(s0) = R(γF ) +R(µF ([α,+∞))), N (s0) = N (γF ) ∩ N (µF ([α,+∞))). (5.2)
Proof. (a) In view of the choice of F , we get
F ∈ S0,q,[α,+∞) (5.3)
and σF ∈ M
≥
q,κ[[α,+∞); (sj)
κ
j=0,=]. Thus, we have σF ([α,+∞)) = s0. Combining this
with (5.3), we obtain from Lemma 3.9 all assertions of (a).
(b) The assertions of (b) follow from (a) by application of Remark B.3.
(c) From (5.3) and (3.1) we get F ∈ Sq,[α,+∞). Now the assertions of (c) follow by
combination of Proposition 2.5 with (a).
The next result establishes a connection to the class S⋄q,[α,+∞)[s0] introduced in Sec-
tion 4.
Lemma 5.6. Let α ∈ R, let κ ∈ N0 ∪ {∞} and let (sj)
κ
j=0 be a sequence of complex
q × q matrices. Then Sκ,q,[α,+∞)[(sj)
κ
j=0] ⊆ S
⋄
q,[α,+∞)[s0].
Proof. Let F ∈ Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then F ∈ S0,q,[α,+∞) and the [α,+∞)-Stieltjes
measure σF of F belongs to M
≥
q,κ[[α,+∞); (sj )
κ
j=0,=]. From (3.6) we get then F ∈
S⋄q,[α,+∞) and, in view of (1.1), we have s0 = s
(σF )
0 = σF ([α,+∞)). Taking into account
Lemma 3.9, we conclude then N (s0) = N (σF ([α,+∞))) = N (F (z)) for all z ∈ C \
[α,+∞). From Remark 4.4 we obtain then F ∈ S⋄q,[α,+∞)[s0].
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Remark 5.7. Let α ∈ R and let F : C \ [α,+∞) → Cq×q be a matrix-valued function.
Then:
(a) If F ∈ S0,q,[α,+∞), then F ∈ S0,q,[α,+∞)[(sj)
0
j=0] with s0 := σF ([α,+∞)).
(b) Let κ ∈ N0 ∪ {∞} and let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α. If F ∈ Sκ,q,[α,+∞)[(sj)
κ
j=0], then
F ∈ S0,q,[α,+∞) and σF ([α,+∞)) = s0.
6. On Hamburger-Nevanlinna-type results for Sκ,q,[α,+∞)[(sj)
κ
j=0]
This section should be compared with [11, Section 6], where we investigated matricial
generalizations of the classical Hamburger-Nevanlinna theorems for the class Rq(Π+) of
q × q matrix-valued functions which are holomorphic in Π+ and have non-negative Her-
mitian imaginary values at each point. Using these results, we were able to reformulate
the truncated matricial Hamburger moment problem in [11] into a problem of determin-
ing all functions from special subclasses of Rq(Π+) which have prescribed asymptotic
expansion in some sector of Π+.
The main goal of this section can be described as follows. Let m ∈ N0 and let
(sj)
m
j=0 be a sequence of complex q × q matrices. Then we are going to reformulate
the moment problem M[[α,+∞); (sj)
m
j=0,=] into a problem of determining all functions
from special subclasses of Sq,[α,+∞) which have a prescribed asymptotic expansion in
some sector of Π+. This aim can be realized by application of a Stieltjes-type version of
a matricial Hamburger-Nevanlinna theorem. Before formulating the result, we introduce
some notation. For each Ω ∈ BR \ {∅}, each κ ∈ N0 ∪ {∞}, and each sequence (sj)
κ
j=0
of complex q × q matrices letMq≥[Ω; (sj)
κ
j=0,=] be the set of all σ ∈M
q
≥,κ(Ω) such that
s
(σ)
j = sj is fulfilled for each j ∈ Z0,m. For all r ∈ (0,+∞) and each δ ∈ (0, π/2], let
Σr,δ := {z ∈ C | |z| ≥ r and δ ≤ arg z ≤ π − δ}.
Taking (3.2) into account, now we can formulate the following Stieltjes-type version of
the Hamburger-Nevanlinna theorem:
Theorem 6.1. Let Ω be a non-empty closed subset of R, let m ∈ N0, and let (sj)
m
j=0 be
a sequence of complex q × q matrices.
(a) Let σ ∈ M≥q,m[Ω; (sj)
m
j=0,=] and let Sσ be the Ω-Stieltjes transform of σ. For all
ℓ ∈ Z0,m and all δ ∈ (0, π/2], then
lim
r→+∞
sup
z∈Σr,δ
∥∥∥∥∥∥zℓ+1

Sσ(z) + ℓ∑
j=0
z−(j+1)sj


∥∥∥∥∥∥
E
= 0.
(b) Suppose that inf{|inf Ω|, |supΩ|} < +∞ and that the matrices s0, s1, . . . , sm are
Hermitian. Let σ ∈Mq≥(Ω) be such that the Ω-Stieltjes transform Sσ of σ fulfills
lim
y→+∞
∥∥∥∥∥∥(iy)m+1

Sσ(iy) + m∑
j=0
(iy)−(j+1)sj


∥∥∥∥∥∥
E
= 0. (6.1)
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Then σ belongs to M≥q,m[Ω; (sj)
m
j=0,=].
Theorem 6.1 should be compared with [11, Theorem 6.1]. A closer look shows that
Theorem 6.1 simultaneously works for all m ∈ N0 whereas in [11, Theorem 6.1] it is
assumed that m is even.
Part (b) of Theorem 6.1 will be often applied in the following for Ω = [α,+∞).
It contains a sufficient condition which implies that a function F ∈ S0,q,[α,+∞) is the
[α,+∞)-Stieltjes transform of a solution σ of Problem M[[α,+∞); (sj)
m
j=0,=].
The proof of part (a) of Theorem 6.1 can be done analogously to the proof in the case
that Ω = R and m = 2n with some n ∈ N0 hold (see, e. g. [20], [4, Lemma 2.1]). We
omit the details. Now we are going to prove part (b) of Theorem 6.1. In order to do
this, we need some auxiliary results:
Remark 6.2. Let m ∈ N0, let G be a subset of C such that {iy | y ∈ (0,+∞)} ⊆ G, let
F : G → Cp×q be a matrix-valued function, and let (sj)
m
j=0 be a sequence of complex
p× q matrices such that
lim
y→+∞
(iy)ℓ+1

F (iy) + ℓ∑
j=0
(iy)−(j+1)sj

 = Op×q (6.2)
holds for ℓ = m. Then one can easily check by induction that (6.2) is valid for each
ℓ ∈ Z0,m.
Lemma 6.3. Let Ω be a non-empty closed subset of R such that inf{|inf Ω|, |supΩ|} <
+∞, let m ∈ N, let (sj)
m−1
j=0 be a sequence of complex q × q matrices, and let sm be
a Hermitian q × q matrix. Let σ ∈ M≥q,m−1[Ω; (sj)
m−1
j=0 ,=] be such that the Ω-Stieltjes
transform Sσ of σ fulfills
lim
y→+∞
(iy)m+1

Sσ(iy) + m∑
j=0
(iy)−(j+1)sj

 = Oq×q. (6.3)
Then σ belongs to M≥q,m[Ω; (sj)
m
j=0,=].
Proof. Because of (6.3) we have
sm = − lim
n→∞
(in)m+1

Sσ(in) + m−1∑
j=0
(in)−(j+1)sj

. (6.4)
For each n ∈ N, let fn : Ω→ C and gn : Ω→ C be defined by
fn(t) :=
n2tm
t2 + n2
− i
ntm+1
t2 + n2
and gn(t) :=
n2tm
t2 + n2
.
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For each n ∈ N we get in view of σ ∈M≥q,m−1[Ω; (sj)
m−1
j=0 ,=] then
− (in)m+1

Sσ(in) + m−1∑
j=0
(in)−(j+1)sj


= −(in)m+1
∫
Ω
1
t− in
σ(dt)−
m−1∑
j=0
(in)m−j
∫
Ω
tjσ(dt)
=
∫
Ω
1
t− in

−(in)m+1 − m−1∑
j=0
(in)m−jtj(t− in)

σ(dt)
=
∫
Ω
−intm
t− in
σ(dt) =
∫
Ω
−intm+1 − (in)2tm
t2 + n2
σ(dt) =
∫
Ω
fndσ
and in particular fn ∈ L
1(Ω,BΩ, σ;C). Hence, for each n ∈ N, because of gn = Re fn
and Remark A.4 we obtain
gn ∈ L
1(Ω,BΩ, σ;C) (6.5)
and
Re

−(in)m+1

Sσ(in) + m−1∑
j=0
(in)−(j+1)sj



 = ∫
Ω
gndσ. (6.6)
Using (6.6), (6.4) and s∗m = sm we get
lim
n→∞
∫
Ω
gndσ = lim
n→∞
Re

−(in)m+1

Sσ(in) + m−1∑
j=0
(in)−(j+1)sj




= Re

− lim
n→∞
(in)m+1

Sσ(in) + m−1∑
j=0
(in)−(j+1)sj



 = Re sm = sm.
(6.7)
Now we are going to prove that the function g : Ω → C given by g(t) := tm belongs to
L1(Ω,BΩ, σ;C) and that limn→∞
∫
Ω gndσ =
∫
Ω gdσ. Obviously, for each t ∈ Ω we have
lim
n→∞
gn(t) = t
m = g(t). (6.8)
First we consider the case
inf{|inf Ω|, |supΩ|} = |inf Ω|. (6.9)
Then inf Ω ∈ R and α := min{0, inf Ω} is a non-positive real number. Obviously,
[α, 0] ∪ (0,+∞) = [α,+∞), [α, 0] ∩ (0,+∞) = ∅ and Ω ⊆ [α,+∞).
Thus the sets A := Ω ∩ [α, 0] and B := Ω ∩ (0,+∞) are disjoint and fulfill A ∪ B = Ω.
Consequently,
1A + 1B = 1Ω (6.10)
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where, for eachM ∈BΩ, the notation 1M denotes the indicator function ofM (defined
on Ω). For each t ∈ Ω, from (6.8) we conclude that
lim
n→∞
(1Agn)(t) = (1Ag)(t) and lim
n→∞
(1Bgn)(t) = (1Bg)(t) (6.11)
hold. For each n ∈ N and each t ∈ Ω the estimate |(1Agn)(t)| ≤ 1A(t) · |t|
m ≤ |α|m1A(t)
is true. Since |α|m1A belongs to L
1(Ω,BΩ, σ;C) application of Proposition A.5 yields
then 1Ag ∈ L
1(Ω,BΩ, σ;C), 1Agn ∈ L
1(Ω,BΩ, σ;C) for all n ∈ N, and
lim
n→∞
∫
Ω
1Agndσ =
∫
Ω
1Agdσ. (6.12)
We consider an arbitrary x ∈ Cq. For each n ∈ N, from (6.5) we see that 1Bgn belongs
to L1(Ω,BΩ, x
∗σx;R). Moreover, one can easily check that 0 ≤ 1Bgn ≤ 1Bgn+1 holds
for every n ∈ N. Because of 1A + 1B = 1Ω, we have gn − 1Agn = 1Bgn for each n ∈ N.
Using this, (6.7), and (6.12), we conclude that
x∗
(
sm −
∫
Ω
1Agdσ
)
x = lim
n→∞
∫
Ω
1Bgnd(x
∗σx). (6.13)
Hence, in view of (6.11), (6.13), and the monotone convergence theorem, we get 1Bg ∈
L1(Ω,BΩ, x
∗σx;R) and limn→∞
∫
Ω 1Bgnd(x
∗σx) =
∫
Ω 1Bgd(x
∗σx). Consequently, 1Bg ∈
L1(Ω,BΩ, σ;R) and
lim
n→∞
∫
Ω
1Bgndσ =
∫
Ω
1Bgdσ (6.14)
hold. Since (6.10) the identity g = 1Ag + 1Bg is valid and since the functions 1Ag and
1Bg both belong to L
1(Ω,BΩ, σ;R) we get
g ∈ L1(Ω,BΩ, σ;R) (6.15)
and ∫
Ω
gdσ =
∫
Ω
1Agdσ +
∫
Ω
1Bgdσ.
From (6.12), (6.14), (6.10) and (6.7) we infer then∫
Ω
tmσ(dt) =
∫
Ω
gdσ = lim
n→∞
∫
Ω
1Agndσ + lim
n→∞
∫
Ω
1Bgndσ
= lim
n→∞
∫
Ω
(1Agn + 1Bgn)dσ = lim
n→∞
∫
Ω
gndσ = sm.
(6.16)
Now we consider the case inf{|inf Ω|, |supΩ|} = |supΩ|. Then we have supΩ ∈ R
and β := max{0, supΩ} is a non-negative real number. Obviously, [0, β] ∪ (−∞, 0) =
(−∞, β], [0, β] ∩ (−∞, 0) = ∅, and Ω ⊆ (−∞, β]. Thus the sets C := Ω ∩ [0, β] and
D := Ω∩ (−∞, 0) are disjoint and fulfill C ∪D = Ω. Analogous to the case (6.9) one can
prove then that (6.15) and (6.16) hold. Thus (6.15) and (6.16) are proved for each case.
Because of σ ∈ M≥q,m−1[Ω; (sj)
m−1
j=0 ,=] and (6.16), we conclude then that σ belongs to
M≥q,m[Ω; (sj)
m
j=0,=].
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κ
j=0]
Proof of part (b) of Theorem 6.1. Using Lemma 3.1(c) one can easily check that
s
(σ)
0 = σ(Ω) = −i limy→+∞
ySσ(iy) = −
[
lim
y→+∞
iySσ(iy) + s0
]
+ s0.
In view of (6.1), the application of Remark 6.2 yields then
s
(σ)
0 = − limy→+∞
iy
[
Sσ(iy) + (iy)
−1s0
]
+ s0 = s0.
Hence σ belongs to M≥q,0[Ω; (sj)
0
j=0,=]. Consequently, there is an ℓ ∈ Z0,m such that σ
belongs to M≥q,ℓ[Ω; (sj)
ℓ
j=0,=]. We consider the case ℓ < m. Then (6.1) and Remark 6.2
provide us
lim
y→+∞
(iy)ℓ+2

Sσ(iy) + ℓ+1∑
j=0
(iy)−(j+1)sj

 = Oq×q.
Application of Lemma 6.3 yields then σ ∈ M≥q,ℓ+1[Ω; (sj)
ℓ+1
j=0,=]. Consequently, σ ∈
M≥q,m[Ω; (sj)
m
j=0,=] is inductively proved.
Theorem 6.1 was inspired by Benaych-Georges [1, Theorem 1.3]. This result was ob-
tained in the context of free probability in the scalar case for the so-called R-transform.
The R-transform realizes a bijective correspondence between the set of probability mea-
sures on R and some set of holomorphic functions. The R-transform is different from
our Ω-Stieltjes transform in (3.2). For this reason, even in the scalar case Theorem 6.1
is different from [1, Theorem 1.3]. However in a wider sense both results have some
common features. In particular, the assumption of the semiboundedness of the support
of the measure in part (b) of Theorem 6.1 was suggested by [1, Theorem 1.3(b)].
Now we give corollaries of the Stieltjes-type matricial Hamburger-Nevanlinna Theo-
rem 6.1 for the particular case Ω = [α,+∞).
Corollary 6.4. Let α ∈ R, let m ∈ N0, let (sj)
m
j=0 be a sequence of complex q × q ma-
trices, and let F ∈ Sm,q,[α,+∞)[(sj)
m
j=0]. For all ℓ ∈ Z0,m and all δ ∈ (0, π/2], then
lim
r→+∞
sup
z∈Σr,δ
∥∥∥∥∥∥zℓ+1

F (z) + ℓ∑
j=0
z−(j+1)sj


∥∥∥∥∥∥
E
= 0.
Proof. Let σ be the [α,+∞)-Stieltjes measure of F and let Sσ be the [α,+∞)-
Stieltjes transform of σ. Then Sσ = F and, in view of (5.1), furthermore σ ∈
M≥q,m[[α,+∞); (sj )
m
j=0,=]. The application of Theorem 6.1(a) completes the proof.
Corollary 6.5. Let α ∈ R, let m ∈ N0, let (sj)
m
j=0 be a sequence of Hermitian q × q ma-
trices, and let F ∈ Sq,[α,+∞) be such that
lim
y→+∞
(iy)m+1

F (iy) + m∑
j=0
(iy)−(j+1)sj

 = Oq×q. (6.17)
Then F belongs to the class Sm,q,[α,+∞)[(sj)
m
j=0].
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Proof. Remark 6.2 shows that (6.17) holds for m = 0. This implies that
supy∈[1,+∞) y‖F (iy)‖E < +∞ is valid, i. e., F belongs to S0,q,[α,+∞). In particular,
Sσ = F , where σ is the [α,+∞)-Stieltjes measure of F and Sσ is the [α,+∞)-Stieltjes
transform of σ. Using Theorem 6.1(b) and (5.1), the proof is finished.
Let m ∈ N0 and let (sj)
m
j=0 be a sequence of Hermitian q × q matrices. Then our
preceding considerations lead us to the desired description of the set Sm,q,[α,+∞)[(sj)
m
j=0].
Theorem 6.6. Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 be a sequence of Hermitian
q × q matrices. Then
Sm,q,[α,+∞)[(sj)
m
j=0]
=

F ∈ Sq,[α,+∞)
∣∣∣∣∣∣ limy→+∞(iy)m+1

F (iy) + m∑
j=0
(iy)−(j+1)sj

 = Oq×q

.
Proof. Combine Corollaries 6.4 and 6.5.
Theorem 6.6 is the main result of this section. In combination with Theorem 5.4, we
recognize now that Problem M[[α,+∞); (sj)
m
j=0,=] via [α,+∞)-Stieltjes transform can
be reformulated into an equivalent problem of prescribing the asymptotic behavior on
the positive imaginary axis of functions belonging to Sq,[α,+∞), with the aid of the given
sequence (sj)
m
j=0 from C
q×q.
Theorem 6.6 should be compared with [11, Theorem 6.5]. A closer look shows that
Theorem 6.6 works for all m ∈ N0, whereas in [11, Theorem 6.5] it is assumed that
m is even. In [11], the case of an odd m ∈ N0 requires a separate treatment (see [11,
Theorem 6.6, Proposition 6.7]).
7. On a Schur-type algorithm for sequences of complex
p× q matrices
In this section, we recall some essential facts on the Schur-type algorithm for sequences
from Cp×q, which was introduced and investigated in [12]. The elementary step of this
algorithm is based on the use of the reciprocal sequence of a finite or infinite sequence
from Cp×q. For this reason, we first remember the definition of the reciprocal sequence:
Let κ ∈ N0 ∪ {∞} and let (sj)
κ
j=0 be a sequence of complex p× q matrices. Then the
sequence (s♯j)
κ
j=0 given by s
♯
0 := s
†
0 and, for all k ∈ Z1,κ, recursively by
s♯k := −s
†
0
k−1∑
j=0
sk−js
♯
j,
is called the reciprocal sequence corresponding to (sj)
κ
j=0. For a detailed treatment of
the concept of reciprocal sequences, we refer the reader to [15]. Furthermore, we recall
the notion of [+, α]-transformation for sequences of complex matrices (cf. [12, Defini-
tion 4.1]):
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Let α ∈ C, let κ ∈ N0 ∪{∞}, and let (sj)
κ
j=0 be a sequence of complex p× q matrices.
Let s−1 := Oq×q. Then the sequence (s
[+,α]
j )
κ
j=0 given by
s
[+,α]
j := −αsj−1 + sj (7.1)
is called the [+, α]-transform of (sj)
κ
j=0. In order to prepare the basic construction,
we use the reciprocal sequence corresponding to the [+, α]-transform of a sequence of
complex matrices:
Let α ∈ C, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 be a sequence of complex p× q matrices
with [+, α]-transform (uj)
κ
j=0. Then the sequence (s
[♯,α]
j )
κ
j=0 is given by
s
[♯,α]
j := u
♯
j,
i. e., the sequence (s
[♯,α]
j )
κ
j=0 is defined to be the reciprocal sequence corresponding to
the [+, α]-transform of (sj)
κ
j=0. Now we explain the elementary step of the Schur-type
algorithm under consideration (cf. [12, Definition 7.1]):
Let α ∈ C, let κ ∈ N ∪ {∞}, and let (sj)
κ
j=0 be a sequence of complex p× q matrices.
Then the sequence (tj)
κ−1
j=0 given by
tj := −s0s
[♯,α]
j+1s0 (7.2)
is called the α-Schur-transform (or short α-S-transform) of (sj)
κ
j=0.
Remark 7.1 (cf. [12, Remark 7.3]). Let α ∈ C, let κ ∈ N ∪ {∞}, and let (sj)
κ
j=0 be a
sequence of complex p× q matrices with α-S-transform (tj)
κ−1
j=0 . For all m ∈ Z1,κ, then
the sequence (tj)
m−1
j=0 depends only on the matrices s0, s1, . . . , sm and, hence, it coincides
with the α-S-transform of (sj)
m
j=0.
The repeated application of the α-Schur-transform generates in a natural way a cor-
responding algorithm for (finite or infinite) sequences of complex p× q matrices (cf. [12,
Definition 8.1]):
Let α ∈ C, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 be a sequence of complex p× q ma-
trices. The sequence (s
[0,α]
j )
κ
j=0 given by s
[0,α]
j := sj is called the 0-th α-S-transform
of (sj)
κ
j=0. In the case κ ≥ 1, for all k ∈ Z1,κ, the k-th α-S-transform (s
[k,α]
j )
κ−k
j=0 of
(sj)
κ
j=0 is recursively defined to be the α-Schur-transform of the (k−1)-th α-S-transform
(s
[k−1,α]
j )
κ−(k−1)
j=0 of (sj)
κ
j=0.
One of the central properties of the just introduced Schur-type algorithm is that it
preserves the α-Stieltjes non-negative definite extendability of sequences of matrices.
This is the content of the following result.
Theorem 7.2 (cf. [12, Theorem 8.10]). Let α ∈ R, let κ ∈ N0∪{∞}, let (sj)
κ
j=0 ∈ K
≥
q,κ,α,
and let k ∈ Z0,κ. Then the k-th α-S-transform (s
[k,α]
j )
κ−k
j=0 of (sj)
κ
j=0 belongs to K
≥,e
q,κ−k,α.
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In our considerations below, the special parametrization introduced in [9] will play
an essential role, the so-called α-Stieltjes parametrization. For the convenience of the
reader, we recall this notion. Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)
κ
j=0 be a sequence
of complex p× q matrices. For every choice of integers ℓ,m ∈ N0 with ℓ ≤ m ≤ κ, let
yℓ,m :=


sℓ
sℓ+1
...
sm

 and zℓ,m := [sℓ, sℓ+1, . . . , sm].
For all n ∈ N0 with 2n ≤ κ, let
Hn := [sj+k]
n
j,k=0
and, for all n ∈ N0 with 2n+ 1 ≤ κ, let
Kn := [sj+k+1]
n
j,k=0.
Definition 7.3 (cf. [9, Definition 4.2]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0
be a sequence of complex p× q matrices. Then the sequence (Qj)
κ
j=0 given by Q0 := s0
and
Q2k := s2k − zk,2k−1H
†
k−1yk,2k−1
for all k ∈ N with 2k ≤ κ and by Q1 := −αs0 + s1 and
Q2k+1 := (−αs2k+s2k+1)−(−αzk,2k−1+zk+1,2k)(−αHk−1+Kk−1)
†(−αyk,2k−1+yk+1,2k)
for all k ∈ N with 2k + 1 ≤ κ is called the α-Stieltjes parametrization of (sj)
κ
j=0.
In [9], several important classes of sequences of complex q × q matrices were character-
ized in terms of their α-Stieltjes parametrization. From the view of this paper, the class
K≥,eq,κ,α of α-Stieltjes non-negative definite extendable sequences is of extreme importance
(see Theorems 1.2 and 5.3). In the case of a sequence (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, the α-Stieltjes
parametrization can be generated by the above constructed Schur-type algorithm. This
is the content of the following theorem.
Theorem 7.4 ( [12, Theorem 9.15]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)
κ
j=0 ∈
K≥,eq,κ,α. Then (s
[j,α]
0 )
κ
j=0 is exactly the α-Stieltjes parametrization of (sj)
κ
j=0.
An essential step in the further considerations of this paper can be described as follows.
Let α ∈ R, let κ ∈ N ∪ {∞} and let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α with α-Schur-transform (tj)
κ−1
j=0 .
In view of Theorem 7.2, we get then (tj)
κ−1
j=0 ∈ K
≥,e
q,κ−1,α. Thus, Theorem 5.3 yields that
both sets Sκ,q,[α,+∞)[(sj)
κ
j=0] and Sκ−1,q,[α,+∞)[(tj)
κ−1
j=0 ] are non-empty. Then a central
aspect of our strategy is based on the construction of a special bijective mapping S[+;α,s0]
with the property
S[+;α,s0]
(
Sκ,q,[α,+∞)
[
(sj)
κ
j=0
])
= Sκ−1,q,[α,+∞)
[
(tj)
κ−1
j=0
]
.
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sequences and some subclass
This mapping S[+;α,s0] will help us to realize the basic step for our construction of a
special Schur-type algorithm in the class Sq,[α,+∞), which stands in a bijective correspon-
dence to the above described Schur-type algorithm for α-Stieltjes non-negative definite
extendable sequences.
Against to this background we will use the inverse of the α-S-transform.
Definition 7.5 ( [12, Definition 10.1]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 be a
sequence of complex p× q matrices, and let A be a complex p× q matrix. The sequence
(rj)
κ+1
j=0 with r0 := A recursively defined by
rj := α
jA+
j∑
ℓ=1
αj−ℓAA†
[
ℓ−1∑
k=0
sℓ−k−1A
†r
[+,α]
k
]
is called the inverse α-S-transform corresponding to [(sj)
κ
j=0, A].
8. Further considerations on the class of α-Stieltjes
non-negative definite extendable sequences and some
subclass
In order to verify several interrelations between the algebraic and function theoretic
versions of our Schur-type algorithm, we will need certain properties of α-Stieltjes non-
negative definite extendable sequences of complex q × q matrices. Now we give a short
summary of this material:
Lemma 8.1. Let α ∈ R, let κ ∈ N0∪{∞} and let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α. Then sj ∈ C
q×q
H for
all j ∈ Z0,κ and s2k ∈ C
q×q
≥ for all k ∈ N0 with 2k ≤ κ.
Proof. This is an immediate consequence of [9, Lemma 2.9].
Proposition 8.2 (cf. [9, Theorem 4.12(b)]). Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)
κ
j=0
be a sequence of complex q × q matrices with α-Stieltjes parametrization (Qj)
κ
j=0. Then
(sj)
κ
j=0 ∈ K
≥
q,κ,α if and only if Qj ∈ C
q×q
≥ for all j ∈ Z0,κ and R(Qj+1) ⊆ R(Qj) for all
j ∈ Z0,κ−2.
Now we recall a class of sequences of complex matrices which, as the considerations
in [12] have shown, turned out to be extremely important in the framework of the above
introduced Schur algorithm:
Definition 8.3 ( [15, Definition 4.3]). Let κ ∈ N0 ∪ {∞} and (sj)
κ
j=0 be a sequence
of complex p× q matrices. We then say that (sj)
κ
j=0 is dominated by its first term (or,
simply, that it is first term dominant) if N (s0) ⊆
⋂κ
j=0N (sj) and
⋃κ
j=0R(sj) ⊆ R(s0).
The set of all first term dominant sequences (sj)
κ
j=0 of complex p× q matrices will be
denoted by Dp×q,κ.
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For a comprehensive investigation of first term dominant sequences, we refer the reader
to the paper [15]. From the view of the Schur-type algorithm for sequences of matrices,
the following result proved to be of central importance:
Proposition 8.4 ( [12, Proposition 3.8(a)]). Let α ∈ R and let κ ∈ N0 ∪ {∞}. Then
K≥,eq,κ,α ⊆ Dq×q,κ.
Now we turn our attention to further important subclasses of the class of all α-Stieltjes
non-negative definite sequences. Let α ∈ R and let m ∈ N0. A sequence (sj)
m
j=0 of
complex q × q matrices is called α-Stieltjes positive definite if in the case m = 0 the
block Hankel matrix H0 is positive Hermitian, in the case m = 2n with some n ∈ N
the block Hankel matrices Hn and −αHn−1 +Kn−1 are positive Hermitian, and in the
case m = 2n + 1 with some n ∈ N0 the block Hankel matrices Hn and −αHn +Kn are
positive Hermitian, respectively. A sequence (sj)
∞
j=0 of complex q × q matrices is called
α-Stieltjes positive definite if for all m ∈ N0 the sequence (sj)
m
j=0 is α-Stieltjes positive
definite. For all κ ∈ N0 ∪ {∞}, we will write K
>
q,κ,α for the set of all α-Stieltjes positive
definite sequences (sj)
κ
j=0 of complex q × q matrices.
Proposition 8.5 ( [9, Proposition 2.20]). Let α ∈ R and let κ ∈ N0 ∪ {∞}. Then
K>q,κ,α ⊆ K
≥,e
q,κ,α.
Proposition 8.6 ( [9, Theorem 4.12(d)]). Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)
κ
j=0
be a sequence of complex q × q matrices with α-Stieltjes parametrization (Qj)
κ
j=0. Then
(sj)
κ
j=0 ∈ K
>
q,κ,α if and only if Qj ∈ C
q×q
> for all j ∈ Z0,κ.
9. On a coupled pair of Schur-Stieltjes-type transforms
The main goal of this section is to prepare the elementary step of our Schur-type al-
gorithm for the class Sq,[α,+∞). We will be led to a situation which, roughly speaking,
looks as follows: Let α ∈ R, let A ∈ Cp×q and let F : C \ [α,+∞) → Cp×q. Then the
matrix-valued functions F [+,α,A] : C\ [α,+∞)→ Cp×q and F [−,α,A] : C\ [α,+∞)→ Cp×q
which are defined by
F [+,α,A](z) := −A
(
Iq + (z − α)
−1[F (z)]†A
)
(9.1)
and
F [−,α,A](z) := −(z − α)−1A
[
Iq +A
†F (z)
]†
, (9.2)
respectively, will be central objects in our further considerations.
Against to the background of our later considerations, the matrix-valued functions
F [+,α,A] and F [−,α,A] are called the (α,A)-Schur-Stieltjes transform of F and the inverse
(α,A)-Schur-Stieltjes transform of F .
The generic case studied here concerns the situation where p = q, A is a complex
q × q matrix with later specified properties and F ∈ Sq,[α,+∞).
The use of the transforms introduced in (9.2) was inspired by some considerations in
the papers Chen/Hu [5,17]. In particular, we mention [17, formula (2.3)]. Before treating
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more general aspects we state some relevant concrete examples for the constructions
given by formulas (9.1) and (9.2). First we illustrate the transformations given in (9.1)
and (9.2) by some examples.
Example 9.1. Let A ∈ Cq×q. In view of (9.1), then:
(a) Let γ ∈ Cq×q and let F : C \ [α,+∞) → Cq×q be defined by F (z) := γ. Then
F [+,α,A](z) = −A+ 1
α−zAγ
†A for all z ∈ C \ [α,+∞).
(b) Let M ∈ Cq×q, let τ ∈ [α,+∞), and let F : C \ [α,+∞) → Cq×q be defined by
F (z) := 1+τ−α
τ−z M . Then
F [+,α,A](z) =
(
1
1 + τ − α
AM †A−A
)
+
1
α− z
(
τ − α
1 + τ − α
AM †A
)
for all z ∈ C \ [α,+∞).
For all τ ∈ [α,+∞), let δτ be the Dirac measure defined on B[α,+∞) with unit mass
at τ . Furthermore, let the measure oq : B[α,+∞) → C
q×q
≥ be defined by oq(B) := Oq×q.
Example 9.2. Let A ∈ Cq×q. In view of Theorem 2.2 and Example 9.1, then:
(a) Let γ ∈ Cq×q≥ and let F : C \ [α,+∞) → C
q×q be defined by F (z) := γ. Then
F ∈ Sq,[α,+∞) and (γF , µF ) = (γ, oq). If −A ∈ C
q×q
≥ , then F
[+,α,A] ∈ Sq,[α,+∞) and
(γF [+,α,A], µF [+,α,A]) = (−A, δαAγ
†A).
(b) Let M ∈ Cq×q≥ , let τ ∈ [α,+∞), and let F : C \ [α,+∞) → C
q×q be defined
by F (z) := 1+τ−α
τ−z M . Then F ∈ Sq,[α,+∞) and (γF , µF ) = (Oq×q, δτM). If
1
1+τ−αAM
†A ≥ A, then F [+,α,A] ∈ Sq,[α,+∞) and
(γF [+,α,A], µF [+,α,A]) =
(
1
1 + τ − α
AM †A−A,
τ − α
1 + τ − α
AM †A
)
.
Example 9.3. Let A, γ ∈ Cq×q and let G : C \ [α,+∞) → Cq×q be defined by G(z) := γ.
In view of (9.2), then G[−,α,A](z) = 1
α−zA(Iq +A
†γ)† for all z ∈ C \ [α,+∞).
Example 9.4. Let A ∈ Cq×q, let γ ∈ Cq×q≥ with A(Iq + A
†γ)† ∈ Cq×q≥ and let G : C \
[α,+∞) → Cq×q be defined by G(z) := γ. In view of Theorem 2.2 and Example 9.3,
then G ∈ Sq,[α,+∞) and (γG, µG) = (γ, oq), and, furthermore, G
[−,α,A] ∈ Sq,[α,+∞) and
(γG[−,α,A], µG[−,α,A]) =
(
Oq×q, Oq×q, δαA(Iq +A
†γ)†
)
.
A central theme of this paper is to choose, for a given function F ∈ Sq,[α,+∞), special
matrices A ∈ Cq×q such that the function F [+,α,A] and F [−,α,A], respectively, belongs to
Sq,[α,+∞). The following result provides a first contribution to this topic.
Proposition 9.5. Let F ∈ Sq,[α,+∞) and let A ∈ C
q×q be such that −A ∈ Cq×q≥ . Then
F [+,α,A] ∈ Sq,[α,+∞).
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Proof. Let G : C \ [α,+∞)→ Cq×q be defined by
G(z) := −A. (9.3)
In view of −A ∈ Cq×q≥ and (9.3), we see from Theorem 2.2(b) then
G ∈ Sq,[α,+∞). (9.4)
Let H : C \ [α,+∞)→ Cq×q be defined by
H(z) := −(z − α)−1[F (z)]†. (9.5)
We see from Proposition 2.7 then
H ∈ Sq,[α,+∞). (9.6)
Taking (9.4), (9.6) and A∗ = A into account, we infer from [13, Remark 3.11] then
G+AHA ∈ Sq,[α,+∞). (9.7)
Because of (9.1), (9.3) and (9.5), we have
F [+,α,A] = G+AHA. (9.8)
Using (9.8) and (9.7), we get F [+,α,A] ∈ Sq,[α,+∞).
Furthermore, we will show that under appropriate conditions the equations
(F [+,α,A])
[−,α,A]
= F and (G[−,α,A])
[+,α,A]
= G (9.9)
hold true. The formulas in (9.9) show that the functions F [+,α,A] and G[−,α,A] form
indeed a coupled pair of transformations. Furthermore it will be clear now the choice of
our terminologies “(α,A)-Schur-Stieltjes transform” and “inverse (α,A)-Schur-Stieltjes
transform”. If all Moore-Penrose inverses in (9.1) and (9.2) would be indeed inverse
matrices, then the equations in (9.9) could be confirmed by straightforward direct com-
putations. Unfortunately, this is not the case in more general situations which are of
interest for us. So we have to look for a convenient way to prove the equations in (9.9)
for situations which will be relevant for us.
Now we verify that in important cases the formulas (9.1) and (9.2) can be rewritten
as linear fractional transformations with appropriately chosen generating matrix-valued
functions. The role of these generating functions will be played by the matix polynomials
Wα,A and Vα,A which are studied in Appendix D. In the sequel we use the terminology
for linear fractional transformations of matrices which was introduced in Appendix C.
Lemma 9.6. Let α ∈ R, let F : C \ [α,+∞) → Cp×q be a matrix-valued function,
and let A ∈ Cp×q be such that R(F (z)) ⊆ R(A) and N (F (z)) ⊆ N (A) for all z ∈
C \ [α,+∞). Then F (z) ∈ Q[−(z−α)A†,Iq−A†A] and F
[+,α,A](z) = S
(p,q)
Wα,A(z)
(F (z)) for all
z ∈ C \ [α,+∞).
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Proof. Let z ∈ C \ [α,+∞). The matrix Y := (z − α)F (z) fulfills R(Y ) ⊆ R(A) and
N (Y ) ⊆ N (A), which in view of Lemma B.4 implies R(Y ) = R(A) und N (Y ) = N (A).
Hence, Y Y † = AA† and Y †Y = A†A. Thus, we obtain
(−Y †A+ Iq −A
†A)(−A†Y + Iq −A
†A)
= Y †AA†Y − Y †A(Iq −A
†A)− (Iq −A
†A)A†Y + (Iq −A
†A)2
= Y †Y Y †Y + Iq −A
†A = Y †Y + Iq − Y
†Y = Iq
and
(Y +A)(−Y †A+ Iq −A
†A) = −Y Y †A+ Y − Y A†A−AY †A+A(Iq −A
†A)
= −AA†A+ Y − Y Y †Y −AY †A = −A(Iq + Y
†A).
In particular, det[−(z−α)A†F (z)+ Iq−A
†A] 6= 0 and [−(z−α)A†F (z)+ Iq−A
†A]−1 =
−Y †A+ Iq −A
†A. In view of (9.1), (D.1), and (C.1), the proof is complete.
The follwing application of Lemma 9.6 is important for our considerations in Sec-
tion 12.
Proposition 9.7. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let F ∈
Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then F (z) ∈ Q[−(z−α)s†0,Iq−s
†
0s0]
and S
(q,q)
Wα,s0 (z)
(F (z)) = F [+,α,s0](z)
for all z ∈ C \ [α,+∞).
Proof. In view of Proposition 5.5(a) we have
R(F (z)) = R(s0) and N (F (z)) = N (s0). (9.10)
Taking (9.10) into account, we infer from Lemma 9.6 the assertions.
Now we are going to consider the following situation which will turn out to be typical
for larger parts of our future considerations. Let A ∈ Cq×q≥ and G ∈ Sq,[α,+∞) be such
that
R(γG) +R(µG([α,+∞))) ⊆ R(A). (9.11)
Then our aim is to investigate the function G[−,α,A] given by (9.2). We begin by rewriting
formula (9.2) as linear fractional transformation. In the sequel we will often use the fact
that for G ∈ Sq,[α,+∞) the matrix γG given via Theorem 2.2(a) is non-negative Hermitian.
Lemma 9.8. Let α ∈ R, let A ∈ Cq×q≥ , and let G ∈ Sq,[α,+∞) be such that (9.11) holds.
For all z ∈ C\ [α,+∞), then G(z) ∈ Q[(z−α)A†,(z−α)Iq] and G
[−,α,A](z) = S
(q,q)
Vα,A(z)
(G(z)).
Proof. Let z ∈ C \ [α,+∞). We chose an arbitrary
v ∈ N
(
Iq +A
†G(z)
)
. (9.12)
According to Proposition 2.5 and (9.11), we obtain
R(G(z)) ⊆ R(A). (9.13)
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Consequently, Remark B.3(b) implies
AA†G(z) = G(z). (9.14)
Setting F := G+A, the application of (9.14) and (9.12) implies
[F (z)]v = A
[
Iq +A
†G(z)
]
v = Oq×1. (9.15)
Since the matrix γG is non-negative Hermitian, we have γG+A ∈ C
q×q
≥ . From Remark 2.3
we get then that F belongs to Sq,[α,+∞) and that γF = γG+A and µF = µG hold. Using
Proposition 2.5, we conclude then that
N (F (z)) = N (γF ) ∩ N (µF ([α,+∞))). (9.16)
Furthermore, because of γF ≥ γG ≥ Oq×q, we have N (γF ) ⊆ N (γG). From this, (9.16),
and Proposition 2.5 we get then
N (F (z)) = N (γF ) ∩N (µF ([α,+∞)))
⊆ N (γG) ∩ N (µG([α,+∞))) = N (G(z)).
(9.17)
From (9.15) and (9.17) we infer v ∈ N (G(z)). Thus, we have
v = v +A† ·Oq×1 =
[
Iq +A
†G(z)
]
v = Oq×1.
Combining this with (9.12) we get N (Iq + A
†G(z)) = {Oq×1}. In view of (9.2), (D.2),
and (C.1) this completes the proof.
The following result plays an essential role in our considerations in Section 12.
Proposition 9.9. Let α ∈ R, let A ∈ Cq×q≥ and let G ∈ S
⋄
q,[α,+∞)[A]. Then G(z) ∈
Q[(z−α)A†,(z−α)Iq] and G
[−,α,A](z) = S
(q,q)
Vα,A(z)
(G(z)) for all z ∈ C \ [α,+∞).
Proof. First observe that G ∈ S⋄q,[α,+∞). In view of Remark 3.5, then G ∈ Sq,[α,+∞) and
γG = Oq×q. From Remark 4.4 we obtain furthermore R(µG([α,+∞))) ⊆ R(A). Thus,
we get R(γG) +R(µG([α,+∞))) ⊆ R(A). The application of Lemma 9.8 yields for all
z ∈ C \ [α,+∞) then
det
[
(z − α)A†G(z) + (z − α)Iq
]
6= 0
and furthermore G[−,α,A](z) = S
(q,q)
Vα,A(z)
(G(z)).
Now we formulate the first main result of this section. Assuming the situation of
Lemma 9.8, we will obtain useful insights into the structure of the inverse (α,A)-Schur-
Stieltjes transform of F .
Proposition 9.10. Let A ∈ Cq×q≥ , let α ∈ R, let G ∈ Sq,[α,+∞) be such that (9.11) holds,
and let u0 := A(γG +A)
†A. Then G[−,α,A] : C \ [α,+∞) → Cq×q given by (9.2) belongs
to S0,q,[α,+∞)[(uj)
0
j=0] and fulfills R(G
[−,α,A](z)) = R(A) and N (G[−,α,A](z)) = N (A)
for all z ∈ C \ [α,+∞).
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Proof. Since the matrices γG and A are non-negative Hermitian, using Remark B.1(a)
we conclude that u0 is Hermitian. Let z ∈ C \ [α,+∞). According to Lemma 9.8, we
get det[Iq +A
†G(z)] 6= 0 and taking (D.2) into account furthermore
G[−,α,A](z) = −(z − α)−1A
[
Iq +A
†G(z)
]−1
. (9.18)
By virtue of Proposition 2.5 and (9.11) we obtain (9.13). Consequently, Remark B.3(b)
implies (9.14). From γG ∈ C
q×q
≥ and A ∈ C
q×q
≥ we get γG+A ∈ C
q×q
≥ . Thus, Remark 2.3
yields that F := G+A belongs to Sq,[α,+∞) and that γF = γG +A and
µF = µG (9.19)
hold. Using Proposition 2.5, we conclude then (9.16). Moreover, because of γF =
γG +A ≥ A ≥ Oq×q, we get
R(A) ⊆ R(γF ) (9.20)
and N (γF ) ⊆ N (A). Because of (9.16), we obtain then
N (F (z)) = N (γF ) ∩N (µF ([α,+∞))) ⊆ N (γF ) ⊆ N (A).
Consequently, Remark B.3(a) implies AF †(z)F (z) = A. Taking additionally into account
(9.14), we get
AF †(z)A
[
Iq +A
†G(z)
]
= AF †(z)[A+G(z)] = AF †(z)F (z) = A.
Hence, in view of (9.18), we conclude
G[−,α,A](z) = −(z − α)−1AF †(z)A
[
Iq +A
†G(z)
][
Iq +A
†G(z)
]−1
= −(z − α)−1AF †(z)A.
(9.21)
Let H : C\[α,+∞)→ Cq×q be defined by H(w) := −(w−α)−1F †(w). Because of (9.21),
we have then
G[−,α,A](z) = A
[
−(z − α)−1F †(z)
]
A = A∗H(z)A.
Since F belongs to Sq,[α,+∞), Proposition 2.7 yields H ∈ Sq,[α,+∞). From [13, Re-
mark 3.11] we obtain then A∗HA ∈ Sq,[α,+∞), i. e., G
[−,α,A] ∈ Sq,[α,+∞). Thanks to
F ∈ Sq,[α,+∞), Proposition 2.4 provides us limy→+∞ F (iy) = γF , and Proposition 2.5
yields
R(F (iy)) = R(γF ) +R(µF ([α,+∞))) for each y ∈ (0,+∞). (9.22)
In view of (9.19), (9.11) and (9.20), we get
R(µF ([α,+∞))) = R(µG([α,+∞))) ⊆ R(γG) +R(µG([α,+∞))) ⊆ R(A) ⊆ R(γF ).
Consequently, using (9.22), we have
R(F (iy)) = R(γF ) +R(µF ([α,+∞))) = R(γF )
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for each y ∈ (0,+∞). Hence, rankF (iy) = rank γF hold for each y ∈ (0,+∞). Taking
into account Lemma B.6, we obtain then limy→+∞ F
†(iy) = γ†F . Using this and (9.21),
we get
Oq×q = −u0 + u0 = −A(γG +A)
†A+ u0 = (−1) ·Aγ
†
FA+ u0
=
(
lim
y→+∞
iy
[
−(iy − α)−1
])
A
[
lim
y→+∞
F †(iy)
]
A+ u0
= lim
y→+∞
(
iy
[
−(iy − α)−1
]
AF †(iy)A+ u0
)
= lim
y→+∞
iy
[
−(iy − α)−1AF †(iy)A+ (iy)−1u0
]
= lim
y→+∞
iy
[
G[−,α,A](iy) + (iy)−1u0
]
.
By virtue of Corollary 6.5, then the function G[−,α,A] belongs to S0,q,[α,+∞)[(uj)
0
j=0].
Because of (9.18) we have R(G[−,α,A](z)) = R(A), whereas (9.21) yields N (A) ⊆
N (G[−,α,A](z)). Hence, Lemma B.4 implies N (A) = N (G[−,α,A](z)).
Now we indicate some generic situations in which the formulas in (9.9) are satisfied.
We start with the first formula in (9.9).
Proposition 9.11. Let α ∈ R, let F ∈ Sq,[α,+∞) and let A ∈ C
q×q be such that
R(γF ) +R(µF ([α,+∞))) ⊆ R(A) and N (γF ) ∩ N (µF ([α,+∞))) ⊆ N (A) hold. Then
(F [+,α,A])
[−,α,A]
= F .
Proof. Let z ∈ C \ [α,+∞). In view of Proposition 2.5 the matrix X := F (z) fulfills
R(X) ⊆ R(A) and N (X) ⊆ N (A), which in view of Lemma B.4 implies R(X) = R(A)
and N (X) = N (A). Hence, Remark B.3 yields XX† = AA† and X†X = A†A. With
Y := F [+,α,A](z) and (9.1) we obtain then
A†Y = A†
(
−A
[
Iq + (z − α)
−1X†A
])
= −
1
z − α
A†AX†A−A†A = −
1
z − α
X†XX†A−A†A = −
1
z − α
X†A−A†A.
Furthermore, we have(
−
1
z − α
X†A+ Iq −A
†A
)[
−(z − α)A†X + Iq −A
†A
]
= X†AA†X −
1
z − α
X†A(Iq −A
†A)− (z − α)(Iq −A
†A)A†X + (Iq −A
†A)2
= X†XX†X + Iq −A
†A = X†X + Iq −X
†X = Iq.
In particular, det[−(z−α)−1X†A+ Iq−A
†A] 6= 0 and [−(z−α)−1X†A+ Iq−A
†A]−1 =
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−(z − α)A†X + Iq −A
†A. Finally, we get
−
1
z − α
A(Iq +A
†Y )† = −
1
z − α
A
(
Iq −
1
z − α
X†A−A†A
)†
= −
1
z − α
A
(
−
1
z − α
X†A+ Iq −A
†A
)−1
= −
1
z − α
A
[
−(z − α)A†X + Iq −A
†A
]
= AA†X −
1
z − α
A(Iq −A
†A) = XX†X = X.
In view of (9.1) and (9.2), the proof is complete.
Corollary 9.12. Let κ ∈ N0∪{∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let F ∈ Sκ,q,[α,+∞)[(sj)
κ
j=0].
Then (F [+,α,s0])
[−,α,s0]
= F .
Proof. According to part (c) of Proposition 5.5, the function F belongs to Sq,[α,+∞) and
(5.2) holds true. Thus, the application of Proposition 9.11 yields the assertion.
Now we turn our attention to the second formula in (9.9).
Proposition 9.13. Let α ∈ R, let A ∈ Cq×q≥ , and let G ∈ Sq,[α,+∞) be such that (9.11)
holds. Then (G[−,α,A])
[+,α,A]
= G.
Proof. Let z ∈ C \ [α,+∞). According to (9.1), we have
(G[−,α,A])
[+,α,A]
(z) = −A
(
Iq + (z − α)
−1
[
G[−,α,A](z)
]†
A
)
. (9.23)
For each w ∈ C\ [α,+∞), from Lemma 9.8 we know that det[Iq+A
†G(w)] 6= 0 and that
G[−,α,A](w) = −(w − α)−1A
[
Iq +A
†G(w)
]−1
. (9.24)
From Proposition 9.10 we know that G[−,α,A] ∈ S0,q,[α,+∞). Because of this and Corol-
lary 3.3, we have [G[−,α,A](z)]∗ = G[−,α,A](z). From (9.24) we see that R(G[−,α,A](z)) =
R(A) and, in view of A∗ = A, consequently N (G[−,α,A](z)) = [R(A)]⊥ = N (A). Hence,
Remark B.3(b) shows that
A
[
G[−,α,A](z)
]†
G[−,α,A](z) = A. (9.25)
Proposition 2.5 and (9.11) provide us (9.13) and, in view of Remark B.3(b), consequently
(9.14). Using (9.23), (9.24), (9.25), and (9.14), we obtain
(G[−,α,A])
[+,α,A]
(z) = −A+A
[
G[−,α,A](z)
]†[
−(z − α)−1A
]
= −A+A
[
G[−,α,A](z)
]†(
−(z − α)−1A
[
Iq +A
†G(z)
]−1)[
Iq +A
†G(z)
]
= −A+A
[
G[−,α,A](z)
]†
G[−,α,A](z)
[
Iq +A
†G(z)
]
= −A+A
[
Iq +A
†G(z)
]
= AA†G(z) = G(z).
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Corollary 9.14. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let G ∈
Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then (G
[−,α,s0])
[+,α,s0]
= G.
Proof. Lemma 8.1 yields s0 ∈ C
q×q
≥ . Thus, taking Proposition 5.5(c) into account, the
application of Proposition 9.13 yields the assertion.
10. On the (α, s0)-Schur-Stieltjes transform for the class
Sκ,q,[α,+∞)[(sj)
κ
j=0]
The central topic of this section can be described as follows. Let m ∈ N0 and let
(sj)
m
j=0 ∈ K
≥,e
q,m,α. Then Theorem 5.3 tells us that the class Sm,q,[α,+∞)[(sj)
m
j=0] is non-
empty. If F ∈ Sm,q,[α,+∞)[(sj)
m
j=0], then our interest is concentrated on the (α, s0)-
Schur-Stieltjes transform F [+,α,s0] of F . We will obtain a complete description of this
object. In the case m = 0, we will show that F [+,α,s0] belongs to S⋄q,[α,+∞)[s0] (see
Theorem 10.1). Let us now consider the case m ∈ N. If (tj)
m−1
j=0 denotes the α-S-
transform of (sj)
m
j=0, then it will turn out (see Theorem 10.3 and Corollary 10.4) that
F [+,α,s0] belongs to Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ]. Our strategy to prove this is based on the
application of Hamburger-Nevanlinna-type results for the class Sq,[α,+∞), which were
developed in Section 6.
Now we start with the detailed treatment of the case m = 0.
Theorem 10.1. Let (sj)
0
j=0 ∈ K
≥,e
q,0,α and let F ∈ S0,q,[α,+∞)[(sj)
0
j=0]. Then F
[+,α,s0]
belongs to S⋄q,[α,+∞)[s0].
Proof. Denote by σF the [α,+∞)-Stieltjes measure of F . From Remark 5.2 we infer
s0 = σF ([α,+∞)). (10.1)
According to Proposition 3.4, the function G : C \ [α,+∞) → Cq×q defined by G(z) :=
−(z−α)−1F †(z) belongs to Sq,[α,+∞) and using (10.1) we get γG = [σF ([α,+∞))]
† = s†0.
In view of Lemma 8.1 we have s0 ∈ C
q×q
≥ . Thus, s
∗
0 = s0. From this an (9.1) we infer
F [+,α,s0] = −s0 + s
∗
0Gs0. (10.2)
Furthermore, H := s∗0Gs0 belongs to Sq,[α,+∞) and γH = s
∗
0γGs0 by virtue of [13, Re-
mark 3.11]. In view of s∗0 = s0 then γH = s0. Because of γH + (−s0) = Oq×q ∈ C
q×q
≥
and Remark 2.3, then F [+,α,s0] ∈ Sq,[α,+∞) and γF [+,α,s0] = Oq×q. Hence, in view of
Proposition 2.4, we obtain
lim
y→+∞
F [+,α,s0](iy) = γF [+,α,s0] = Oq×q.
Thus, (3.4) yields that F [+,α,s0] belongs to S⋄q,[α,+∞). From (10.2) we see moreover
F [+,α,s0]s†0s0 = F
[+,α,s0]. This finally shows F [+,α,s0] ∈ S⋄q,[α,+∞)[s0].
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Corollary 10.2. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let F ∈
Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then F
[+,α,s0] ∈ S⋄q,[α,+∞)[s0].
Proof. From Remark 5.1 we get F ∈ S0,q,[α,+∞)[(sj)
0
j=0], which, in view of Theorem 5.3,
implies (sj)
0
j=0 ∈ K
≥,e
q,0,α. Thus, the application of Theorem 10.1 completes the proof.
Now we turn our attention to the case m ∈ N.
Theorem 10.3. Let α ∈ R, let m ∈ N, let (sj)
m
j=0 ∈ K
≥,e
q,m,α with α-S-transform (tj)
m−1
j=0 ,
and let F ∈ Sm,q,[α,+∞)[(sj)
m
j=0]. Then F
[+,α,s0] ∈ Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ].
Proof. The basic strategy of our proof is to apply Corollary 6.5. From Theorem 7.2 we
obtain (tj)
m−1
j=0 ∈ K
≥,e
q,m−1,α. Lemma 8.1 yields then
tj ∈ C
q×q
H for all j ∈ Z0,m−1. (10.3)
Furthermore, F ∈ S0,q,[α,+∞) and the [α,+∞)-Stieltjes measure σF of F belongs to
M≥q,m[[α,+∞); (sj )
m
j=0,=]. Remark 5.2 implies
s0 = σF ([α,+∞)). (10.4)
By virtue of Corollary 10.2, we have F [+,α,s0] ∈ S⋄q,[α,+∞)[s0] and hence
F [+,α,s0] ∈ Sq,[α,+∞). (10.5)
In view of F ∈ S0,q,[α,+∞), the application of Propositions 3.4 and 2.4 and (10.4) yields
lim
y→+∞
(iy − α)−1F †(iy) = −s†0. (10.6)
From Corollary 6.4 we conclude that
lim
y→+∞
(iy)m+1

F (iy) + m∑
j=0
(iy)−(j+1)sj

 = Oq×q
and, consequently, in view of limy→+∞(iy)
−1 = 0, then
Oq×q =
(
1− α
[
lim
y→+∞
(iy)−1
]) lim
y→+∞
(iy)m+1

F (iy) + m∑
j=0
(iy)−(j+1)sj




= lim
y→+∞
(iy)m(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

.
(10.7)
Because of Lemma 3.9 and (10.4), for each y ∈ (0,+∞), we have
N (F (iy)) ⊆ N (σF ([α,+∞))) = N (s0)
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and hence, in view of Remark B.3(b), then
s0F
†(iy)F (iy) = s0. (10.8)
Using (9.1) and (10.8), for each y ∈ (0,+∞), we get
F [+,α,s0](iy) = −s0
[
Iq + (iy − α)
−1F †(z)s0
]
= −s0F
†(iy)F (iy)− (iy − α)−1s0F
†(iy)s0
= (iy − α)−1s0F
†(iy)[−s0 − (iy − α)F (iy)].
(10.9)
For each y ∈ (0,+∞) and each j ∈ Z0,m−1, from (10.8) and (7.2) we get
s0F
†(iy)F (iy)s†0tj = s0s
†
0tj = tj .
Consequently, for each y ∈ (0,+∞), we have
s0F
†(iy)F (iy)s†0
m−1∑
k=0
(iy)−(k+1)tk =
m−1∑
k=0
(iy)−(k+1)tk. (10.10)
Taking into account (7.1), we see that
−(iy − α)
m∑
j=0
(iy)−(j+1)sj = −
[
(iy)−0s0 +
m∑
k=1
(iy)−k(−αsk−1 + sk)− (iy)
−(m+1)αsm
]
= −
m∑
j=0
(iy)−js
[+,α]
j + (iy)
−(m+1)αsm
(10.11)
and
m∑
j=0
(iy)−js
[+,α]
j − s0 =
m−1∑
j=0
(iy)−(j+1)s
[+,α]
j+1
hold true for each y ∈ (0,+∞). Furthermore, for each y ∈ (0,+∞), we obtain
−
m∑
j=0
m−1∑
k=0
(iy)−j−(k+1)s
[+,α]
j s
†
0tk = −
2m−1∑
r=0


m−1∑
k=0
0≤r−k≤m
(iy)−(r+1)s
[+,α]
r−k s
†
0tk


= −
2m−1∑
r=0


m−1∑
k=0
r≥k≥r−m
(iy)−(r+1)s
[+,α]
r−k s
†
0tk

 = −
2m−1∑
r=0
min{r,m−1}∑
k=max{0,r−m}
(iy)−(r+1)s
[+,α]
r−k s
†
0tk
= −
m−1∑
r=0
r∑
k=0
(iy)−(r+1)s
[+,α]
r−k s
†
0tk −
2m−1∑
r=m
m−1∑
k=r−m
(iy)−(r+1)s
[+,α]
r−k s
†
0tk.
(10.12)
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κ
j=0]
From Proposition 8.4 we obtain (sj)
m
j=0 ∈ Dq×q,m. Then [12, Lemma 7.11] yields
j∑
k=0
s
[+,α]
j−k s
†
0tk = s
[+,α]
j+1 (10.13)
for each j ∈ Z0,m−1. Combining (10.12) and (10.13), we get
−
m∑
j=0
m−1∑
k=0
(iy)−j−(k+1)s
[+,α]
j = −
m−1∑
j=0
(iy)−(j+1)s
[+,α]
j+1 −
2m−1∑
j=m
m−1∑
k=j−m
(iy)−(j+1)s
[+,α]
j−k s
†
0tk.
For each y ∈ (0,+∞), from (10.9) and (10.10) we get
(iy)m
[
F [+,α,s0](iy) +
m−1∑
k=0
(iy)−(k+1)tk
]
= (iy)m
{
(iy − α)−1s0F
†(iy)[−s0 − (iy − α)F (iy)]
+ (iy − α)−1(iy − α)s0F
†(iy)F (iy)s†0
m−1∑
k=0
(iy)−(k+1)tk
}
= (iy)m(iy − α)−1s0F
†(iy)
×
[
−s0 − (iy − α)F (iy) + (iy − α)F (iy)s
†
0
m−1∑
k=0
(iy)−(k+1)tk
]
.
(10.14)
Now we are going to derive an identity for the matrix in brackets on the right side of
(10.14). For all z ∈ Π+, let
M(z) := Iq − s
†
0
m−1∑
k=0
z−(k+1)tk. (10.15)
From (7.1) it follows s
[+,α]
0 = s0. Combining this with (10.15), we obtain
 m∑
j=0
(iy)−js
[+,α]
j

[M(iy)] =

 m∑
j=0
(iy)−js
[+,α]
j


[
Iq − s
†
0
m−1∑
k=0
(iy)−(k+1)tk
]
= s
[+,α]
0 +
m∑
j=1
(iy)−js
[+,α]
j −
m∑
j=0
m−1∑
k=0
(iy)−j−(k+1)s
[+,α]
j s
†
0tk
= s0 +
m−1∑
j=0
(iy)−(j+1)s
[+,α]
j+1 −
m−1∑
j=0
(iy)−(j+1)s
[+,α]
j+1 −
2m−1∑
j=m
m−1∑
k=j−m
(iy)−(j+1)s
[+,α]
j−k s
†
0tk
= s0 −
2m−1∑
j=m
m−1∑
k=j−m
(iy)−(j+1)s
[+,α]
j−k s
†
0tk.
(10.16)
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Using (10.15), (10.11), (10.16), and (10.13), we infer then
− s0 − (iy − α)F (iy) + (iy − α)F (iy)s
†
0
m−1∑
k=0
(iy)−(k+1)tk = s0 − (iy − α)F (iy)M(iy)
= −s0 −

(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

− (iy − α) m∑
j=0
(iy)−(j+1)sj

M(iy)
= −s0
−

(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

− m∑
j=0
(iy)−js
[+,α]
j + (iy)
−(m+1)αsm

M(iy)
= −s0 −

(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

+ (iy)−(m+1)αsm

M(iy)
−

 m∑
j=0
(iy)−js
[+,α]
j

M(iy)
= −s0 −

(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

+ (iy)−(m+1)αsm

M(iy)
+ s0 −
2m−1∑
j=m
m−1∑
k=j−m
(iy)−(j+1)s
[+,α]
j−k s
†
0tk
= −
2m−1∑
j=m
m−1∑
k=j−m
(iy)−(j+1)s
[+,α]
j−k s
†
0tk
−

(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

+ (iy)−(m+1)αsm

M(iy)
(10.17)
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j=0]
for all y ∈ (0,+∞). Because of (10.14), (10.17), and (10.15), we have
(iy)m
[
F [+,α,s0](iy) +
m−1∑
k=0
(iy)−(k+1)tk
]
= (iy)m(iy − α)−1s0F
†(iy)
{
−
2m−1∑
j=m
m−1∑
k=j−m
(iy)−(j+1)s
[+,α]
j−k s
†
0tk
−

(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

+ (iy)−(m+1)αsm

M(iy)
}
= s0(iy − α)
−1F †(iy)
{
−
2m−1∑
j=m

(iy)m−j−1 m−1∑
k=j−m
s
[+,α]
j−k s
†
0tk


−

(iy)m(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

+ (iy)−1αsm


×
[
Iq − s
†
0
m−1∑
k=0
(iy)−(k+1)tk
]}
(10.18)
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κ
j=0]
for all y ∈ (0,+∞). From (10.6), (10.7), and (10.18) we conclude
Oq×q = s0(−s
†
0)
{
−
2m−1∑
j=m

0 · m−1∑
k=j−m
s
[+,α]
j−k s
†
0tk


− (Oq×q + 0 · αsm)
(
Iq − s
†
0
m−1∑
k=0
0 · tk
)}
= s0
(
lim
y→+∞
[
(iy − α)−1F †(iy)
])
×
{
−
2m−1∑
j=m

[ lim
y→+∞
(iy)m−j−1
] m−1∑
k=j−m
s
[+,α]
j−k s
†
0tk


−

 lim
y→+∞

(iy)m(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj



+ [ lim
y→+∞
(iy)−1
]
αsm


×
(
Iq − s
†
0
m−1∑
k=0
[
lim
y→+∞
(iy)−(k+1)
]
tk
)}
= lim
y→+∞
{
s0(iy − α)
−1F †(iy)
{
−
2m−1∑
j=m

(iy)m−j−1 m−1∑
k=j−m
s
[+,α]
j−k s
†
0tk


−

(iy)m(iy − α)

F (iy) + m∑
j=0
(iy)−(j+1)sj

+ (iy)−1αsm


×
[
Iq − s
†
0
m−1∑
k=0
(iy)−(k+1)tk
]}}
= lim
y→+∞
(iy)m
[
F [+,α,s0](iy) +
m−1∑
k=0
(iy)−(k+1)tk
]
.
(10.19)
In view of (10.3), (10.5), and (10.19), then Corollary 6.5 yields that F [+,α,s0] belongs to
the class Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ].
Corollary 10.4. Let α ∈ R, let (sj)
∞
j=0 ∈ K
≥,e
q,∞,α with α-S-transform (tj)
∞
j=0, and let
F ∈ S∞,q,[α,+∞)[(sj)
∞
j=0]. Then F
[+,α,s0] belongs to S∞,q,[α,+∞)[(tj)
∞
j=0].
Proof. Combine Remarks 5.1 and 7.1 and Theorem 10.3.
Proposition 10.5. Let α ∈ R, let κ ∈ N∪{∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α with α-S-transform
(tj)
κ−1
j=0 , and let F ∈ Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then F
[+,α,s0] belongs to Sκ−1,q,[α,+∞)[(tj)
κ−1
j=0 ].
Proof. Because of (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, we have (sj)
m
j=0 ∈ K
≥,e
q,m,α for allm ∈ Z0,κ. Remark 5.1
yields F ∈
⋂κ
m=0 Sm,q,[α,+∞)[(sj)
m
j=0]. Thus, Theorem 10.3 shows then that F
[+,α,s0]
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belongs to
⋂κ−1
m=0 Sm,q,[α,+∞)[(tj)
m
j=0]. Consequently, from Remark 5.1 then F
[+,α,s0] ∈
Sκ−1,q,[α,+∞)[(tj)
κ−1
j=0 ] follows.
11. On the inverse (α, s0)-Schur-Stieltjes transform for special
subclasses of Sq,[α,+∞)
Against to the background of Propositions 9.11 and 9.13, the considerations of Section 10
lead us to the study of two inverse problems which will be formulated now. Let m ∈ N0,
let (sj)
m
j=0 ∈ K
≥,e
q,m,α, and let F ∈ Sm,q,[α,+∞)[(sj)
m
j=0]. In the case m = 0, it was shown
in Theorem 10.1 that F [+,α,s0] belongs to S⋄q,[α,+∞)[s0]. Now we start with a function
G ∈ S⋄q,[α,+∞)[s0] and will show in Proposition 11.1 that G
[−,α,s0] ∈ S0,q,[α,+∞)[(sj)
0
j=0].
Finally, we investigate the case m ∈ N. Let (tj)
m−1
j=0 be the α-S-transform of (sj)
κ
j=0,
then we know from Theorem 10.3 that F [+,α,s0] ∈ Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ]. So we are
going to verify now that, for a function G ∈ Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ], its inverse (α, s0)-
Schur-Stieltjes transform G[−,α,s0] belongs to Sm,q,[α,+∞)[(sj)
m
j=0] (see Theorem 11.3).
First we turn our attention to a detailed treatment of the case m = 0. An application
of Proposition 9.10 will provide us quickly the desired result.
Proposition 11.1. Let α ∈ R, let (sj)
0
j=0 ∈ K
≥,e
q,0,α, and let G ∈ S
⋄
q,[α,+∞)[s0]. Then
G[−,α,s0] ∈ S0,q,[α,+∞)[(sj)
0
j=0].
Proof. Because of G ∈ S⋄q,[α,+∞)[s0], we have G ∈ S
⋄
q,[α,+∞). In view of Remark 3.5,
then G ∈ Sq,[α,+∞) and γG = Oq×q. From Remark 4.4 we obtain furthermore
R(µG([α,+∞))) ⊆ R(s0). Thus, we get R(γG) + R(µG([α,+∞))) ⊆ R(s0) and
s0 = s0(γG + s0)
†s0. The application of Proposition 9.10 with A := s0 provides us
then G[−,α,s0] ∈ S0,q,[α,+∞)[(sj)
0
j=0].
Corollary 11.2. Let (sj)
0
j=0 ∈ K
≥,e
q,0,α. For each F ∈ S0,q,[α,+∞)[(sj)
0
j=0], let
S[+;α,s0](F ) := F
[+,α,s0].
Then S[+;α,s0] generates a bijective correspondence between S0,q,[α,+∞)[(sj)
0
j=0] and
S⋄q,[α,+∞)[s0]. The inverse mapping S
−1
[+;α,s0]
is given for each G ∈ S⋄q,[α,+∞)[s0] by
S−1[+;α,s0](G) := G
[−,α,s0].
Proof. Taking Corollary 9.12 and Corollary 9.14 into account, applying Theorem 10.1
and Proposition 11.1 completes the proof.
Now we turn our attention to the case m ∈ N. Similar as in the proof of Theorem 10.3,
we will use Hamburger-Nevanlinna-type results from Section 6.
Theorem 11.3. Let α ∈ R, let m ∈ N, let (sj)
m
j=0 ∈ K
≥,e
q,κ,α with α-S-transform (tj)
m−1
j=0 ,
and let G ∈ Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ]. Then G
[−,α,s0] belongs to Sm,q,[α,+∞)[(sj)
m
j=0].
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Proof. The basic strategy of our proof is to apply Corollary 6.5. Lemma 8.1 yields
s0 ∈ C
q×q
≥ . (11.1)
From Theorem 7.2 we get (tj)
m−1
j=0 ∈ K
≥,e
q,m−1,α. According to Proposition 5.5(c) and (7.2)
we have then G ∈ Sq,[α,+∞) and R(γG) +R(µG([α,+∞))) = R(t0), whereas (7.2) yields
R(t0) ⊆ R(s0). Thus
R(γG) +R(µG([α,+∞))) ⊆ R(s0). (11.2)
Consequently, in view of (11.1) and (11.2), we infer from Proposition 9.10, that
G[−,α,s0] ∈ S0,q,[α,+∞)[(uj)
0
j=0], where u0 := s0(γG + s0)
†s0. In particular,
G[−,α,s0] ∈ Sq,[α,+∞). (11.3)
The application of Corollary 6.4 provides us
lim
y→+∞
(iy)ℓ
[
G(iy) +
ℓ−1∑
k=0
(iy)−(k+1)tk
]
= Oq×q for each ℓ ∈ Z1,m. (11.4)
In particular, using (11.4) for ℓ = 1, we get
Iq = Iq + s
†
0(0 ·Oq×q − 0 · t0)
= Iq + s
†
0
{[
lim
y→+∞
(iy)−1
] lim
y→+∞
iy

G(iy) + 0∑
j=0
(iy)−(j+1)tj




−
[
lim
y→+∞
(iy)−1
]
t0
}
= lim
y→+∞
[
Iq + s
†
0G(iy)
]
= lim
y→+∞
N(iy),
(11.5)
where
N(z) := Iq + s
†
0G(z) (11.6)
for all z ∈ Π+. From (11.2), (11.6), (D.2), (C.1), and Lemma 9.8, for each y ∈ (0,+∞),
we obtain
detN(iy) 6= 0 (11.7)
and
G[−,α,s0](iy) = −(iy − α)−1s0[N(iy)]
−1. (11.8)
Because of (11.7) and (11.5), we conclude that
lim
y→+∞
[N(iy)]−1 = I−1q = Iq. (11.9)
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Using (7.1), we obtain that
(iy − α)
m∑
j=0
(iy)−(j+1)sj
= (iy)0s0 +
m∑
j=1
(iy)−jsj − α

m−1∑
j=0
(iy)−(j+1)sj

− α(iy)−(m+1)sm
= (iy)−0s0 +
m∑
k=1
(iy)−k(−αsk−1 + sk)− (iy)
−(m+1)αsm
=
m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm.
(11.10)
and, taking s
[+,α]
0 = s0 into account,
− s0 +
m∑
j=0
(iy)−js
[+,α]
j =
m−1∑
j=0
(iy)−(j+1)s
[+,α]
j+1 (11.11)
are fulfilled for each y ∈ (0,+∞). Furthermore, for each y ∈ (0,+∞), we obtain
−
m∑
j=0
m−1∑
k=0
(iy)m−j−ks
[+,α]
j s
†
0tk = −
2m−1∑
r=0


m−1∑
k=0
0≤r−k≤m
(iy)m−rs
[+,α]
r−k s
†
0tk


= −
2m−1∑
r=0


m−1∑
k=0
r≥k≥r−m
(iy)m−rs
[+,α]
r−k s
†
0tk

 = −
2m−1∑
r=0
min{r,m−1}∑
k=max{0,r−m}
(iy)m−rs
[+,α]
r−k s
†
0tk
=
m−1∑
r=0
[
(iy)m−r
(
−
r∑
k=0
s
[+,α]
r−k s
†
0tk
)]
−
2m−1∑
r=m

(iy)m−r m−1∑
k=r−m
s
[+,α]
r−k s
†
0tk

.
(11.12)
From Proposition 8.4 we get (sj)
m
j=0 ∈ Dq×q,m. Hence, [12, Lemma 7.11] provides us∑j
l=0 s
[+,α]
j−l s
†
0tl = s
[+,α]
j+1 for all j ∈ Z0,m−1. Consequently, for each y ∈ (0,+∞), we have
m−1∑
j=0
(iy)m−j

s[+,α]j+1 −
j∑
l=0
s
[+,α]
j−l s
†
0tl

 = Oq×q. (11.13)
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Using (11.8) and (11.7), for each y ∈ (0,+∞), we infer
(iy)m+1

G[−,α,s0](iy) + m∑
j=0
(iy)−(j+1)sj


= (iy)m+1

−(iy − α)−1s0[N(iy)]−1 + m∑
j=0
(iy)−(j+1)sj


= (iy − α)−1(iy)m+1

−s0 + (iy − α)

 m∑
j=0
(iy)−(j+1)sj

N(iy)

[N(iy)]−1.
(11.14)
From (11.6), (11.10), and (11.11) we get
− s0 + (iy − α)

 m∑
j=0
(iy)−(j+1)sj

N(iy)
= −s0 + (iy − α)

 m∑
j=0
(iy)−(j+1)sj

[Iq + s†0G(iy)]
= −s0 +

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm


×
(
Iq + s
†
0
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk −
m−1∑
k=0
(iy)−(k+1)tk
])
= −s0 +
m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm
+

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
×
([
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
]
−
m−1∑
k=0
(iy)−(k+1)tk
)
=
m−1∑
j=0
(iy)−(j+1)s
[+,α]
j+1 − (iy)
−(m+1)αsm
+

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
]
+

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
[
−
m−1∑
k=0
(iy)−(k+1)tk
]
(11.15)
41
11. On the inverse (α, s0)-Schur-Stieltjes transform for special subclasses of Sq,[α,+∞)
for all y ∈ (0,+∞). In view of (11.12), we get
− (iy)m+1

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
[
m−1∑
k=0
(iy)−(k+1)tk
]
= −

 m∑
j=0
(iy)m+1−js
[+,α]
j − αsm

s†0
[
m−1∑
k=0
(iy)−(k+1)tk
]
= −
m∑
j=0
m−1∑
k=0
(iy)m−j−ks
[+,α]
j s
†
0tk + αsms
†
0
m−1∑
k=0
(iy)−(k+1)tk
=
m−1∑
j=0

(iy)m−j

− j∑
ℓ=0
s
[+,α]
j−ℓ s
†
0tℓ



− 2m−1∑
j=m

(iy)m−j m−1∑
ℓ=j−m
s
[+,α]
j−ℓ s
†
0tℓ


+ αsms
†
0tℓ
m−1∑
k=0
(iy)−(k+1)tk.
(11.16)
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Because of (11.15), (11.16), and (11.13), we obtain
(iy)m+1

−s0 + (iy − α)

 m∑
j=0
(iy)−(j+1)sj

N(iy)


=
m−1∑
j=0
(iy)m−js
[+,α]
j+1 − αsm
+ iy

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
(
(iy)m
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
])
− (iy)m+1

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
[
m−1∑
k=0
(iy)−(k+1)tk
]
=
m−1∑
j=0
(iy)m−js
[+,α]
j+1
+ iy

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
(
(iy)m
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
])
+
m−1∑
j=0

(iy)m−j

− j∑
l=0
s
[+,α]
j−l s
†
0tl



− 2m−1∑
j=m

(iy)m−j m−1∑
l=j−m
s
[+,α]
j−l s
†
0tl


+ αsms
†
0
m−1∑
k=0
(iy)−(k+1)tk − αsm
=
m−1∑
j=0
(iy)m−j

s[+,α]j+1 −
j∑
l=0
s
[+,α]
j−l s
†
0tl


+ iy

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
(
(iy)m
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
])
−
2m−1∑
j=m

(iy)m−j m−1∑
l=j−m
s
[+,α]
j−l s
†
0tl

+ αsm
[
s†0
m−1∑
k=0
(iy)−(k+1)tk − Iq
]
= iy

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
(
(iy)m
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
])
−
2m−1∑
j=m

(iy)m−j m−1∑
l=j−m
s
[+,α]
j−l s
†
0tl

+ αsm
[
s†0
m−1∑
k=0
(iy)−(k+1)tk − Iq
]
(11.17)
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for all y ∈ (0,+∞). In view of (11.14) and (11.17), we obtain
(iy)m+1

G[−,α,s0](iy) + m∑
j=0
(iy)−(j+1)sj


=
{
(iy − α)−1iy

 m∑
j=0
(iy)−js
[+,α]
j − (iy)
−(m+1)αsm

s†0
×
(
(iy)m
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
])
−
2m−1∑
j=m

(iy − α)−1(iy)m−j m−1∑
l=j−m
s
[+,α]
j−l s
†
0tl


+ (iy − α)−1αsm
[
s†0
m−1∑
k=0
(iy)−(k+1)tk − Iq
]}
[N(iy)]−1
(11.18)
for all y ∈ (0,+∞). Using (11.4), (11.9), and (11.18), we get
Oq×q = Oq×q · Iq
=
{
1 ·

s[+,α]0 +
m∑
j=1
0 · s
[+,α]
j − 0 · αsm

s†0 ·Oq×q
−
2m−1∑
j=m

0 · m−1∑
ℓ=j−m
s
[+,α]
j−ℓ s
†
0tℓ

+ 0 · αsm
(
s†0
m−1∑
k=0
0 · tk − Iq
)}
· Iq
=
{[
lim
y→+∞
(y − α)−1y
]s[+,α]0 +
m∑
j=1
[
lim
y→+∞
(iy)−j
]
s
[+,α]
j −
[
lim
y→+∞
(iy)−(m+1)
]
αsm

s†0
×
(
lim
y→+∞
(iy)m
[
G(iy) +
m−1∑
k=0
(iy)−(k+1)tk
])
−
2m−1∑
j=m

( lim
y→+∞
[(y − α)−1(iy)m−j ]
) m−1∑
ℓ=j−m
s
[+,α]
j−ℓ s
†
0tℓ


+
[
lim
y→+∞
(y − α)−1
]
αsm
(
s†0
m−1∑
k=0
[
lim
y→+∞
(iy)−(k+1)
]
tk − Iq
)}(
lim
y→+∞
[N(iy)]−1
)
= lim
y→+∞
(iy)m+1

G[−,α,s0](iy) + m∑
j=0
(iy)−(j+1)sj

.
(11.19)
Since (sj)
m
j=0 is, in view of Lemma 8.1, a sequence of Hermitian matrices and because of
(11.3) and (11.19), the application of Corollary 6.5 yields G[−,α,s0] ∈ Sm,q,[α,+∞)[(sj)
m
j=0].
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Corollary 11.4. Let α ∈ R, let (sj)
∞
j=0 ∈ K
≥,e
q,∞,α with α-S-transform (tj)
∞
j=0, and let
G ∈ S∞,q,[α,+∞)[(tj)
∞
j=0]. Then the function G
[−,α,s0] belongs to S∞,q,[α,+∞)[(sj)
∞
j=0].
Proof. Combine Remarks 5.1 and 7.1 with Theorem 11.3.
Corollary 11.5. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α with α-
S-transform (tj)
κ−1
j=0 . Denote by S[+;α,s0] the bijective mapping defined in Corol-
lary 11.2. Then S[+;α,s0] generates a bijective correspondence between the sets
Sκ,q,[α,+∞)[(sj)
κ
j=0] and Sκ−1,q,[α,+∞)[(tj)
κ−1
j=0 ]. The inverse mapping S
−1
[+;α,s0]
is given
for G ∈ Sκ−1,q,[α,+∞)[(tj)
κ−1
j=0 ] by S
−1
[+;α,s0]
(G) = G[−,α,s0].
Proof. We will consider the cases κ ∈ N and κ =∞. In any of these cases, we can apply
Corollaries 9.12 and 9.14 to verify the shape of the inverse mapping. If κ belongs to N,
then the assertion follows from Theorems 10.3 and 11.3. Finally, if κ =∞, then one has
to apply Corollaries 10.4 and 11.4.
We mention that the investigations in Sections 10 and 11 were influenced to some
extent by considerations in Chen/Hu [17]. In particular, [17, Lemma 2.3] played an
essential role for the choice of our strategy. This concerns first the development of
a Schur-type algorithm for sequences of complex matrices and then the construction
of an interrelated Schur-type algorithm for functions belonging to special subclasses of
Sq,[α,+∞). In [5,17] Chen and Hu treat the truncated matricial Stieltjes moment problem
(α = 0 in our setting). They introduce a transformation Γm via [5, formula (9)] (see
also [17, formula (3.2)]) which maps a sequence of lengthm+1 of complex square matrices
to a sequence of length m of complex square matrices. This transformation essentially
coincides for α = 0 and sequences from Dq×q,m with the first α-Schur-transformation
given via (7.2). To describe the respective solution sets, Chen and Hu then reduce
the length of the given sequence of prescribed moments in each step by 2, using the
transformation Γm−1Γm (see [5, formula (12)] and [17, formula (3.7)]). To prove [17,
Theorem 3.1], they use Lemma 2.6 from their paper [4] on the truncated matricial
Hamburger moment problem.
12. A Schur-Stieltjes-type algorithm for the class Sq,[α,+∞)
The results of Section 10 suggest the construction of a Schur-Nevanlinna-type algorithm
for the class Sκ,q,[α,+∞) with κ ∈ N0 ∪ {∞}. The main theme of this section is to
work out the details of this algorithm. In Section 10, we fixed an m ∈ N0 and a
sequence (sj)
m
j=0 ∈ K
≥,e
q,m,α. Theorem 5.3 tells us then that Sm,q,[α,+∞)[(sj)
m
j=0] 6= ∅. Let
F ∈ Sm,q,[α,+∞)[(sj)
m
j=0]. Then the central theme of Section 10 was to study the (α, s0)-
Schur-Stieltjes transform F [+,α,s0] of F . The following observation shows that in the case
κ ∈ N0 ∪ {∞} the results of Section 10 can be applied to arbitrary functions belonging
to Sκ,q,[α,+∞).
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Lemma 12.1. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let F ∈ Sκ,q,[α,+∞) with [α,+∞)-
Stieltjes measure σF . Then σF belongs to M
q
≥,κ([α,+∞)), the sequence (sj)
κ
j=0 given by
sj :=
∫
[α,+∞) x
jσF (dx) belongs to K
≥,e
q,κ,α and F belongs to Sκ,q,[α,+∞)[(sj)
κ
j=0].
Proof. From (3.5) we see that σF ∈ M
q
≥,κ([α,+∞)). Thus, from (5.1) we infer now
F ∈ Sκ,q,[α,+∞)[(sj)
κ
j=0]. Hence, Theorem 5.3 yields (sj)
κ
j=0 ∈ K
≥,e
q,κ,α.
In view of Lemma 12.1, we introduce the following construction of [α,+∞)-Schur-
Stieltjes transforms for functions belonging to the class Sκ,q,[α,+∞) with κ ∈ N0 ∪ {∞}.
Definition 12.2. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let F ∈ Sκ,q,[α,+∞) with [α,+∞)-
Stieltjes measure σF . Then the function F
[+,α,σF ([α,+∞))] is called the [α,+∞)-Schur-
Stieltjes transform of F .
Remark 12.3. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let F ∈
Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then F ∈ Sκ,q,[α,+∞) and F
[+,α,s0] is the [α,+∞)-Schur-Stieltjes
transform of F .
Proposition 12.4. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let
F ∈ Sκ,q,[α,+∞)[(sj)
κ
j=0]. Then the [α,+∞)-Schur-Stieltjes transform of F belongs to
S⋄q,[α,+∞)[s0].
Proof. In view of Remark 12.3, the application of Corollary 10.2 yields the assertion.
Lemma 12.5. Let α ∈ R, let m ∈ N, and let F ∈ S0,q,[α,+∞). Furthermore, let G be the
[α,+∞)-Schur-Stieltjes transform of F . Then G belongs to Sm−1,q,[α,+∞) if and only if
F belongs to Sm,q,[α,+∞).
Proof. Let σF be the [α,+∞)-Stieltjes measure of F . In view of Definition 12.2, we have
G = F [+,α,σF ([α,+∞))]. (12.1)
First suppose that
G ∈ Sm−1,q,[α,+∞). (12.2)
In view of (12.2) and (5.1), then G ∈ S0,q,[α,+∞) and the [α,+∞)-Stieltjes measure σG
of G satisfies σG ∈M
≥
q,m−1([α,+∞)). Hence, the matrices
tj :=
∫
[α,+∞)
xjσG(dx), j ∈ Z0,m−1 (12.3)
are well defined and, in view of (12.2) and (12.3), we have
G ∈ Sm−1,q,[α,+∞)
[
(tj)
m−1
j=0
]
. (12.4)
In view of (12.4), then Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ] 6= ∅. Thus, Theorem 5.3 implies (tj)
m−1
j=0 ∈
K≥,eq,m−1,α. The matrix A := σF ([α,+∞)) is obviously non-negative Hermitian. Let
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(sj)
m
j=0 be the inverse α-S-transform corresponding to [(tj)
m−1
j=0 , A]. From Definition 7.5
then we get s0 = σF ([α,+∞)). Using (tj)
m−1
j=0 ∈ K
≥,e
q,m−1,α and A ∈ C
q×q
≥ , we conclude
from [12, Proposition 10.15] that (sj)
m
j=0 ∈ K
≥,e
q,m,α and, in particular, (sj)
0
j=0 ∈ K
≥,e
q,0,α.
In view of F ∈ S0,q,[α,+∞) and s0 = σF ([α,+∞)), we infer from Remark 5.7(a) that F ∈
S0,q,[α,+∞)[(sj)
0
j=0]. Because of s0 = σF ([α,+∞)), F ∈ S0,q,[α,+∞)[(sj)
0
j=0], (sj)
0
j=0 ∈
K≥,eq,0,α, and Corollary 9.12, we obtain
G[−,α,s0] =
(
F [+,α,σF ([α,+∞))]
)[−,α,s0]
=
(
F [+,α,s0]
)[−,α,s0]
= F. (12.5)
Taking (9.1) and (12.1) into account, we get
N (A) ⊆ N
(
−A
(
Iq + (i− α)
−1[F (i)]†A
))
= N
(
F [+,α,A](i)
)
= N (G(i)). (12.6)
Furthermore, in view of (12.2), we infer from Lemma 3.9 that N (G(i)) =
N (σG([α,+∞))). Because of (12.4), we see from Remark 5.2 that
t0 = σG([α,+∞)). (12.7)
The combination of (12.6), N (G(i)) = N (σG([α,+∞))), and (12.7) yieldsN (A) ⊆ N (t0).
From (12.1) and (9.1), we conclude that
R(G(i)) = R
(
F [+,α,s0](i)
)
= R
(
−A
(
Iq + (i− α)
−1[F (i)]†A
))
⊆ R(A). (12.8)
Taking (12.1) into account, we infer from Lemma 3.9 that R(G(i)) = R(σG([α,+∞))).
In combination with (12.7) and (12.8), this implies R(t0) ⊆ R(A). By virtue of (12.7),
(12.5), and [10, Lemma B.2], for each j ∈ Z0,m−1, we conclude
N (t0) = N (σG([α,+∞))) ⊆ N
(∫
[α,+∞)
xjσG(dx)
)
= N (tj)
and
R(tj) = R
(∫
[α,+∞)
xjσG(dx)
)
⊆ R(σG([α,+∞))) = R(t0).
Hence in view of Definition 8.3, the sequence (tj)
m−1
j=0 belongs to Dq×q,m−1. Taking
additionally into account N (A) ⊆ N (t0) and R(t0) ⊆ R(A), we obtain from [12, Propo-
sition 10.8] that (tj)
m−1
j=0 is exactly the α-S-transform (s
[1,α]
j )
m−1
j=0 of (sj)
m
j=0. In view of
(12.3), this implies G ∈ Sm−1,q,[α,+∞)[(s
[1,α]
j )
m−1
j=0 ]. The application of Theorem 11.3 pro-
vides us then that G[−,α,s0] belongs to the class Sm,q,[α,+∞)[(sj)
m
j=0]. Thus, (12.4) implies
F ∈ Sm,q,[α,+∞)[(sj)
m
j=0] and, consequently, F ∈ Sm,q,[α,+∞).
Conversely, now suppose that F belongs to Sm,q,[α,+∞). For each j ∈ Z0,m, then
the matrix sj :=
∫
[α,+∞) x
jσF (dx) is well defined and F belongs to Sm,q,[α,+∞)[(sj)
m
j=0],
which, in view of Theorem 5.3, implies (sj)
m
j=0 ∈ K
≥,e
q,m,α. Thus, if (tj)
m−1
j=0 denotes the
α-S-transform of (sj)
m
j=0, then Theorem 10.3 and Remark 12.3 yield that G belongs to
Sm−1,q,[α,+∞)[(tj)
m−1
j=0 ]. In particular, G belongs to Sm−1,q,[α,+∞).
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In view of Lemma 12.5, we introduce in recursive way the following notions, which
will play a central role in our further investigations.
Definition 12.6. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let F ∈ Sκ,q,[α,+∞). We will
write F [0,α] for F and call it the 0-th [α,+∞)-Schur-Stieltjes transform of F . For each
k ∈ Z1,κ+1, we will call the [α,+∞)-Schur-Stieltjes transform F
[k,α] of the (k − 1)-th
[α,+∞)-Schur-Stieltjes transform F [k−1,α] the k-th [α,+∞)-Schur-Stieltjes transform of
F .
Remark 12.7. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let F ∈ Sκ,q,[α,+∞), and let k ∈ Z0,κ+1.
Because of Definition 12.6 and Lemma 12.5, then F [k,α] ∈ Sκ−k,q,[α,+∞). Furthermore,
for each ℓ ∈ Z0,κ−k+1, we get (F
[k,α])[ℓ,α] = F [k+ℓ,α].
The content of our next considerations can be described as follows. Let κ ∈ N ∪ {∞}
and let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α. Then we are going to study the Schur-Stieltjes-type algorithm,
which is generated via Definition 12.6, particularly for functions which belong to the
class Sκ,q,[α,+∞)[(sj)
κ
j=0]. For every choice of F ∈ Sq,[α,+∞) and s0 ∈ C
q×q, we set
S[+;α,s0](F ) := F
[+,α,s0] and S[−;α,s0](F ) := F
[−,α,s0].
Proposition 12.8. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, and let F
belong to Sκ,q,[α,+∞)[(sj)
κ
j=0]. Further, let m ∈ Z0,κ and let F
[m+1,α] be the (m + 1)-th
[α,+∞)-Schur-Stieltjes transform of F . For each ℓ ∈ Z0,κ, let (s
[ℓ,α]
j )
κ−ℓ
j=0 be the ℓ-th
α-S-transform of (sj)
κ
j=0. Then:
(a) F [m+1,α] = (S
[+;α,s
[m,α]
0 ]
◦ S
[+;α,s
[m−1,α]
0 ]
◦ · · · ◦ S
[+;α,s
[1,α]
0 ]
◦ S
[+;α,s
[0,α]
0 ]
)(F ) and
F [m+1,α] ∈

Sκ−(m+1),q,[α,+∞)[(s
[m+1,α]
j )
κ−(m+1)
j=0 ] ; m < κ
S⋄q,[α,+∞)[s
[m,α]
0 ] ; m = κ
.
(b) F = (S
[−;α,s
[0,α]
0 ]
◦ S
[−;α,s
[1,α]
0 ]
◦ · · · ◦ S
[−;α,s
[m,α]
0 ]
)(F [m+1,α]).
Proof. (a) In view of the construction of F [m+1,α] (see Definitions 12.6 and 12.2) and
Remark 12.3, this follows by induction, using Theorem 10.3 and Corollaries 10.2 and 10.4.
(b) In view of Corollaries 11.2 and 11.5, part (b) is an immediate consequence of (a).
Our next considerations are aimed to study the inversion of the Schur-Stieltjes algo-
rithm. The following result can be considered as an inverse statement with respect to
Proposition 12.8.
Proposition 12.9. Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 ∈ K
≥,e
q,m,α. For each ℓ ∈ Z0,m,
let (s
[ℓ,α]
j )
m−ℓ
j=0 be the ℓ-th α-S-transform of (sj)
m
j=0. Further, let G ∈ S
⋄
q,[α,+∞)[s
[m,α]
0 ]
and let
F := (S
[−;α,s
[0,α]
0 ]
◦ S
[−;α,s
[1,α]
0 ]
◦ · · · ◦ S
[−;α,s
[m,α]
0 ]
)(G).
Then the following statements hold true:
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(a) F ∈ Sm,q,[α,+∞)[(sj)
m
j=0].
(b) The (m + 1)-th [α,+∞)-Schur-Stieltjes transform F [m+1,α] of F satisfies
F [m+1,α] = G.
Proof. (a) This follows by combining Proposition 11.1 and Theorem 11.3.
(b) Taking the definition of F and (a) into account, the application of Corollaries 11.2
and 11.5 yields
G = (S
[+;α,s
[m,α]
0 ]
◦ S
[+;α,s
[m−1,α]
0 ]
◦ · · · ◦ S
[+;α,s
[1,α]
0 ]
◦ S
[+;α,s
[0,α]
0 ]
)(F ).
Combining this with (a), we infer from part (a) of Proposition 12.8 that F [m+1,α] =
G.
The combination of Propositions 12.8 and 12.9 gives us now a complete description of
the Schur-Stieltjes algorithm in the class Sm,q,[α,+∞)[(sj)
m
j=0].
Theorem 12.10. Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 ∈ K
≥,e
q,m,α. For each ℓ ∈ Z0,m,
let (s
[ℓ,α]
j )
m−ℓ
j=0 be the ℓ-th α-S-transform of (sj)
m
j=0. Let
S[−;α,(sj)mj=0] := S[−;α,s[0,α]0 ]
◦ S
[−;α,s
[1,α]
0 ]
◦ · · · ◦ S
[−;α,s
[m,α]
0 ]
(12.9)
and let
S[+;α,(sj)mj=0] := S[+;α,s[m,α]0 ]
◦ S
[+;α,s
[m−1,α]
0 ]
◦ · · · ◦ S
[+;α,s
[1,α]
0 ]
◦ S
[+;α,s
[0,α]
0 ]
. (12.10)
Then the following statements hold true:
(a) The mapping S[−;α,(sj)mj=0] generates a bijective correspondence between the sets
S⋄q,[α,+∞)[s
[m,α]
0 ] and Sm,q,[α,+∞)[(sj)
m
j=0].
(b) Let S−1[−;α,(sj)mj=0]
be the inverse mapping of S[−;α,(sj)mj=0]. For each matrix-valued
function F ∈ Sm,q,[α,+∞)[(sj)
m
j=0], then
S−1[−;α,(sj)mj=0]
(F ) = S[+;α,(sj)mj=0](F ) = F
[m+1,α],
where F [m+1,α] is the (m+ 1)-th [α,+∞)-Schur-Stieltjes transform of F .
Proof. Combine Propositions 12.8 and 12.9.
Our next considerations are aimed to rewrite the mappings introduced in Theo-
rem 12.10 as linear fractional transformations of matrices. The essential tool in realizing
this goal will be the matrix polynomials introduced in Appendix D. More precisely, we
will use finite products of such matrix polynomials.
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Let α ∈ R, let κ ∈ N0∪{∞}, let (sj)
κ
j=0 be a sequence of complex p× q matrices, and
let m ∈ Z0,κ. For all ℓ ∈ Z0,m, let (s
[ℓ,α]
j )
κ−ℓ
j=0 be the ℓ-th α-S-transform of (sj)
κ
j=0. Let
the sequence (V
α,s
[j,α]
0
)mj=0 be given via (D.2). Then, let
V
[α,(sj)mj=0] := V
α,s
[0,α]
0
V
α,s
[1,α]
0
· . . . · V
α,s
[m−1,α]
0
V
α,s
[m,α]
0
(12.11)
and let
V
[α,(sj)
m
j=0] =

v[α,(sj)
m
j=0]
11 v
[α,(sj)
m
j=0]
12
v
[α,(sj)mj=0]
21 v
[α,(sj)mj=0]
22


be the block representation of V[α,(sj)
m
j=0] with p× p block v
[α,(sj)
m
j=0]
11 .
Remark 12.11. Let α ∈ R, let κ ∈ N ∪ {∞} and let (sj)
κ
j=0 be a sequence of complex
p× q matrices. For all m ∈ Z1,κ and all ℓ ∈ Z0,m−1, one can see then from (12.11)
and [12, Remark 8.3] that
V
[α,(s
[ℓ,α]
j
)m−ℓ
j=0 ] = V[α,(s
[ℓ,α]
j
)
m−(ℓ+1)
j=0 ]V
α,s
[m,α]
0
and
V
[α,(s
[ℓ,α]
j
)m−ℓ
j=0 ] = V
α,s
[ℓ,α]
0
V
[α,(tj)
m−(ℓ+1)
j=0 ],
where tj := s
[ℓ+1,α]
j for all j ∈ Z0,m−(ℓ+1).
Let α ∈ R, let κ ∈ N0∪{∞}, let (sj)
κ
j=0 be a sequence of complex p× q matrices, and
let m ∈ Z0,κ. For all ℓ ∈ Z0,m, let (s
[ℓ,α]
j )
κ−ℓ
j=0 be the ℓ-th α-S-transform of (sj)
κ
j=0. Let
the sequence (W
α,s
[j,α]
0
)mj=0 be given via (D.1). Then, let
W
[α,(sj)
m
j=0] :=W
α,s
[m,α]
0
W
α,s
[m−1,α]
0
· . . . ·W
α,s
[0,α]
0
(12.12)
and let
W
[α,(sj)mj=0] =

w[α,(sj)mj=0]11 w[α,(sj)mj=0]12
w
[α,(sj)
m
j=0]
21 w
[α,(sj)
m
j=0]
22


be the block representation of W[α,(sj)
m
j=0] with p× p block w
[α,(sj)
m
j=0]
11 .
Remark 12.12. Let α ∈ R, let κ ∈ N ∪ {∞} and let (sj)
κ
j=0 be a sequence of complex
p× q matrices. For all m ∈ Z1,κ and all ℓ ∈ Z0,m−1, one can then see from (12.12)
and [12, Remark 8.3] that
W
[α,(s
[ℓ,α]
j
)m−ℓ
j=0 ] =W
α,s
[m,α]
0
W
[α,(s
[ℓ,α]
j
)
m−(ℓ+1)
j=0 ]
and
W
[α,(s
[ℓ,α]
j
)m−ℓ
j=0 ] = W[α,(tj )
m−(ℓ+1)
j=0 ]W
α,s
[ℓ,α]
0
,
where tj := s
[ℓ+1,α]
j for all j ∈ Z0,m−(ℓ+1).
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Proposition 12.13. Let α ∈ R, let m ∈ N0, let (sj)
m
j=0 ∈ K
≥,e
q,m,α, and let (s
[m,α]
j )
0
j=0 be
the m-th α-S-transform of (sj)
m
j=0. Further, let G ∈ S
⋄
q,[α,+∞)[s
[m,α]
0 ]. Then:
(a) For all z ∈ C \ [α,+∞),
det
[
v
[α,(sj)
m
j=0]
21 (z)G(z) + v
[α,(sj)
m
j=0]
22 (z)
]
6= 0.
(b) Let S[−;α,(sj)mj=0] be given via (12.9). Then
S[−;α,(sj)mj=0](G) = S
(q,q)
V
[α,(sj)
m
j=0
](G).
Proof. For each ℓ ∈ Z0,m let (s
[ℓ,α]
j )
m−ℓ
j=0 be the ℓ-th α-S-transform of (sj)
m
j=0. For each
ℓ ∈ Z0,m, in view of Theorem 7.2, then (s
[ℓ,α]
j )
m−ℓ
j=0 ∈ K
≥,e
q,m−ℓ,α. Thus, for each ℓ ∈ Z0,m,
we have
(s
[ℓ,α]
j )
0
j=0 ∈ K
≥,e
q,0,α. (12.13)
Because of (12.9), we have
S[−;α,(sj)mj=0] = S[−;α,s[0,α]0 ]
◦ S
[−;α,s
[1,α]
0 ]
◦ · · · ◦ S
[−;α,s
[m,α]
0 ]
. (12.14)
For each ℓ ∈ Z0,m we infer from Proposition 11.1 and Theorem 11.3 inductively
(S
[−;α,s
[ℓ,α]
0 ]
◦ S
[−;α,s
[ℓ+1,α]
0 ]
◦ · · · ◦ S
[−;α,s
[m,α]
0 ]
)](G) ∈ Sm−ℓ,q,[α,+∞)[(s
[ℓ,α]
j )
m−ℓ
j=0 ].
For each ℓ ∈ Z0,m, then Lemma 5.6 shows that
(S
[−;α,s
[ℓ,α]
0 ]
◦ S
[−;α,s
[ℓ+1,α]
0 ]
◦ · · · ◦ S
[−;α,s
[m,α]
0 ]
)(G) ∈ S⋄q,[α,+∞)[s
[ℓ,α]
0 ]. (12.15)
Taking (12.13), (12.14), and (12.15) into account, we get from Proposition 9.9 that
S[−;α,(sj)mj=0](G) = (S
(q,q)
V
α,s
[0,α]
0
◦ S
(q,q)
V
α,s
[1,α]
0
◦ · · · ◦ S
(q,q)
V
α,s
[m,α]
0
)(G). (12.16)
In view of (12.16) and (12.11), now Proposition C.1 yields (a) and (b).
Proposition 12.14. Let α ∈ R, let m ∈ N0, let (sj)
m
j=0 ∈ K
≥,e
q,m,α, and let F belong to
Sm,q,[α,+∞)[(sj)
m
j=0]. Then the following statements hold true:
(a) For all z ∈ C \ [α,+∞),
det
[
w
[α,(sj)
m
j=0]
21 (z)F (z) +w
[α,(sj)
m
j=0]
22 (z)
]
6= 0.
(b) Let S[+;α,(sj)mj=0] be given by (12.10). Then
S[+;α,(sj)mj=0](F ) = S
(q,q)
W
[α,(sj)
m
j=0
](F ).
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j=0]
Proof. For each ℓ ∈ Z0,m let (s
[ℓ,α]
j )
m−ℓ
j=0 be the ℓ-th α-S-transform of (sj)
m
j=0. For each
ℓ ∈ Z0,m in view of Theorem 7.2, then
(s
[ℓ,α]
j )
m−ℓ
j=0 ∈ K
≥,e
q,m−ℓ,α. (12.17)
Because of (12.10), we have
S[+;α,(sj)mj=0] = S[+;α,s[m,α]0 ]
◦ S
[+;α,s
[m−1,α]
0 ]
◦ · · · ◦ S
[+;α,s
[0,α]
0 ]
. (12.18)
Form = 0, the assertions of (a) and (b) are an immediate consequence of (12.18), (12.12),
and Proposition 9.7. Now let m ∈ N. For each ℓ ∈ Z0,m−1, we infer from Theorem 10.3
inductively that
(S
[+;α,s
[ℓ,α]
0 ]
◦ S
[+;α,s
[ℓ−1,α]
0 ]
◦ · · · ◦ S
[+;α,s
[0,α]
0 ]
)(F ) ∈ Sm−ℓ,q,[α,+∞)
[
(s
[ℓ,α]
j )
m−ℓ
j=0
]
. (12.19)
Taking (12.17), (12.18), and (12.19) into account, Proposition 9.7 yields
S[+;α,(sj)mj=0](F ) = (S
(q,q)
W
α,s
[m,α]
0
◦ S
(q,q)
W
α,s
[m−1,α]
0
◦ · · · ◦ S
(q,q)
W
α,s
[0,α]
0
)(F ). (12.20)
In view of (12.20) and (12.12), now Proposition C.1 yields (a) and (b).
13. Description of the sets Sκ,q,[α,+∞)[(sj)
κ
j=0]
Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 ∈ K
≥,e
q,m,α. Then we know from Theorem 1.2(a)
that the solution setM≥q,m[[α,+∞); (sj )
m
j=0,=] of Problem M[[α,+∞); (sj)
m
j=0,=] is non-
empty. Furthermore, Theorem 5.4 tells us that Sm,q,[α,+∞)[(sj)
m
j=0] is exactly the set of
[α,+∞)-Stieltjes transforms of all the measures belonging toM≥q,m[[α,+∞); (sj )
m
j=0,=].
On the basis of our Schur-Stieltjes-type algorithm, which was introduced in Section 12,
we have obtained important insights into the structure of the set Sm,q,[α,+∞)[(sj)
m
j=0].
Using Theorem 7.4, we will now rewrite the descriptions of Sm,q,[α,+∞)[(sj)
m
j=0], which
were obtained in Section 12, in a form which is better adapted to the original data
sequence (sj)
m
j=0. This is our first main theorem.
Theorem 13.1. Let α ∈ R, let m ∈ N0, let (sj)
m
j=0 ∈ K
≥,e
q,m,α with α-Stieltjes
parametrization (Qj)
m
j=0, and let V
[α,(sj)mj=0] be defined by (12.11). Then:
(a) Sm,q,[α,+∞)[(sj)
m
j=0] = S
(q,q)
V
[α,(sj )
m
j=0
]
(
S⋄q,[α,+∞)[Qm]
)
.
(b) For each F ∈ Sm,q,[α,+∞)[(sj)
m
j=0], there is a unique G ∈ S
⋄
q,[α,+∞)[Qm] which
satisfies
S
(q,q)
V
[α,(sj )
m
j=0
](G) = F,
namely G = F [m+1,α], where F [m+1,α] stands for the (m + 1)-th [α,+∞)-Schur-
Stieltjes transform of F .
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κ
j=0]
Proof. Let (s
[m,α]
j )
0
j=0 be the m-th α-S-transform of (sj)
m
j=0. In view of Theorem 7.4
and Definition 7.3, then s
[m,α]
0 = Qm. Hence, the application of Theorem 12.10 and
Proposition 12.13 completes the proof.
It should be mentioned that a result similar to Theorem 13.1 for α = 0 is contained
in [16, Theorem 4.1(d)].
Corollary 13.2. Let α ∈ R, let m ∈ N0, let (sj)
m
j=0 ∈ K
>
q,m,α, and let V
[α,(sj)
m
j=0] be
defined by (12.11). Then
Sm,q,[α,+∞)
[
(sj)
m
j=0
]
= S
(q,q)
V
[α,(sj )
m
j=0
]
(
S⋄q,[α,+∞)
)
.
Proof. From Proposition 8.5 we get
(sj)
m
j=0 ∈ K
≥,e
q,m,α. (13.1)
Because of the assumption (sj)
m
j=0 ∈ K
>
q,m,α, we infer from Proposition 8.6 that the
matrix Qm defined in Definition 7.3 is positive Hermitian. In particular, detQm 6= 0.
Consequently, Remark 4.1 implies S⋄q,[α,+∞)[Qm] = S
⋄
q,[α,+∞). Thus, taking (13.1) into
account, the application of Theorem 13.1(a) completes the proof.
Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 ∈ K
≥
q,m,α with α-Stieltjes parametrization
(Qj)
m
j=0. Then (sj)
m
j=0 is called completely degenerate, if Qm = Oq×q. Observe that the
set K≥,cdq,m,α of all completely degenerate sequences belonging to K
≥
q,m,α is a subclass of
K≥,eq,m,α (see [9, Proposition 5.9]). This class is connected to the case of a unique solution,
which was already discussed in [16, Theorem 4.1(a)–(c)].
Theorem 13.3. Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 ∈ K
≥,e
q,m,α. Then:
(a) The following statements are equivalent:
(i) The set Sm,q,[α,+∞)[(sj)
m
j=0] consists of exactly one element.
(ii) The sequence (sj)
m
j=0 belongs to K
≥,cd
q,m,α.
(b) If (i) holds true, then det v
[α,(sj)
m
j=0]
22 (z) 6= 0 for all z ∈ C \ [α,+∞) and
Sm,q,[α,+∞)
[
(sj)
m
j=0
]
=
{
v
[α,(sj)mj=0]
12 (v
[α,(sj)mj=0]
22 )
−1
}
.
Proof. “(i)⇒(ii)”: Use Theorem 3.2, Remark 3.11, (5.1), Theorem 5.4, and [7, Theo-
rems 6.1 and 6.3].
“(ii)⇒(i)”: Let (Qj)
m
j=0 be the α-Stieltjes parametrization of (sj)
m
j=0. Then (ii) means
Qm = Oq×q. Thus, Proposition 4.7(a), implies that the set S
⋄
q,[α,+∞)[Qm] consists of
exactly one element, namely the constant function defined on C \ [α,+∞) with value
Oq×q. Using Theorem 13.1(a), then (i) follows, and we see moreover that (b) holds
true.
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By using Proposition 4.7, we are able to derive an alternate description of the set
Sm,q,[α,+∞)[(sj)
m
j=0] if m ∈ N0 and (sj)
m
j=0 ∈ K
≥,e
q,m,α are arbitrarily given. This gives
reformulations of our main result stated in Theorem 13.1.
Theorem 13.4. Let m ∈ N0 and let (sj)
m
j=0 ∈ K
≥,e
q,m,α with α-Stieltjes parametrization
(Qj)
m
j=0. Suppose that r := rankQm fulfills r ≥ 1. Let u1, u2, . . . , ur be an orthonormal
basis of R(Qm) and let U := [u1, u2, . . . , ur]. Then:
(a) Sm,q,[α,+∞)[(sj)
m
j=0] = S
(q,q)
V
[α,(sj )
m
j=0
]({UfU
∗ | f ∈ S⋄r,[α,+∞)}).
(b) Let F ∈ Sm,q,[α,+∞)[(sj)
m
j=0]. Then there is a unique f ∈ S
⋄
r,[α,+∞) such that
S
(q,q)
V
[α,(sj )
m
j=0
](UfU
∗) = F,
namely f := U∗F [m+1,α]U , where F [m+1,α] is the (m+1)-th [α,+∞)-Schur-Stieltjes
transform of F .
Proof. Since (sj)
m
j=0 ∈ K
≥,e
q,m,α implies (sj)
m
j=0 ∈ K
≥
q,m,α we get from Proposition 8.2 that
Qm ∈ C
q×q
≥ . In particular, Q
∗
m = Qm. Thus, Proposition 4.7(b1) yields
S⋄q,[α,+∞)[Qm] =
{
UfU∗
∣∣∣ f ∈ S⋄r,[α,+∞)}, (13.2)
whereas Remark B.5 implies U∗U = Ir.
(a) Because of (13.2), we infer (a) from Theorem 13.1(a).
(b) Using (13.2), U∗U = Ir, and (a), we conclude (b) from Theorem 13.1(b).
A. Some considerations on non-negative Hermitian measures
In this appendix, we summarize some facts on integration with respect to non-negative
Hermitian measures. For a detailed treatment of this subject we refer to Rosenberg [25]
(see also Kats [18]). Let (Ω,A) be a measurable space. If µ = [µjk]
q
j,k=1 is a non-negative
Hermitian measure on (Ω,A), then each entry function µjk is a complex measure on
(Ω,A). In particular, µ11, µ22, . . . , µqq are finite non-negative real-valued measures. For
each H ∈ Cq×q≥ , the inequality H ≤ (trH)Iq holds true. Hence, each entry function µjk is
absolutely continuous with respect to the so-called trace measure τ :=
∑q
j=1 µjj of µ, i. e.,
for eachM ∈ A, which satisfies τ(M) = 0, it follows µ(M) = Oq×q. The Radon-Nikodym
derivatives dµjk/dτ are thus well defined up to sets of zero τ -measure. Obviously, the
matrix-valued function µ′τ := [dµjk/dτ ]
q
j,k=1 is A-measurable and integrable with respect
to τ . The matrix-valued function µ′τ is said to be the trace derivative of µ. If ν is a non-
negative real-valued measure on A, then let the class of all A-measurable p× q matrix-
valued functions Φ = [φjk]j=1,...,p
k=1,...,q
on Ω such that each φjk is integrable with respect
to ν be denoted by p× q − L1(Ω,A, ν;C). An ordered pair (Φ,Ψ) consisting of an
A-measurable p× q matrix-valued function Φ on Ω and an A-measurable r × q matrix-
valued function Ψ on Ω is said to be integrable with respect to a non-negative Hermitian
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measure µ on (Ω,A) if Φµ′τΨ
∗ belongs to p× r − L1(Ω,A, τ ;C), where τ is the trace
measure of µ. In this case, the integral of (Φ,Ψ) with respect to µ is defined by∫
Ω
ΦdµΨ∗ :=
∫
Ω
Φµ′τΨ
∗dτ
and for any M ∈ A, the pair (1MΦ, 1MΨ) is integrable with respect to µ, where 1M
is the indicator function of the set M . Then the integral of (Φ,Ψ) with respect to µ
over M is defined by
∫
M ΦdµΨ
∗ :=
∫
Ω(1MΦ)µ
′
τ (1MΨ)
∗dτ . An A-measurable complex-
valued function f on Ω is said to be integrable with respect to a non-negative Hermitian
measure µ on (Ω,A) if the pair (fIq, Iq) is integrable with respect to µ. In this case the
integral of f with respect to µ is defined by∫
Ω
fdµ :=
∫
Ω
(fIq)dµI
∗
q
and for any M ∈ A, the function 1Mf is integrable with respect to µ. Then the integral
of f with respect to µ over M is defined by
∫
M fdµ :=
∫
M (fIq)dµI
∗
q . We denote by
L1(Ω,A, µ;C) the set of all A-measurable complex-valued functions f on Ω which are
integrable with respect to a non-negative Hermitian measure µ on (Ω,A).
We consider a non-negative Hermitian measure µ on (Ω,A) with trace measure τ and
an A-measurable complex-valued function f on Ω:
Remark A.1. The function f belongs to L1(Ω,A, µ;C) if and only if f ∈ L1(Ω,A, τ ;C).
Remark A.2. Let u ∈ Cq. Then ν := u∗µu is a finite measure on (Ω,A) which is
absolutely continuous with respect to τ . If f belongs to L1(Ω,A, µ;C), then
∫
Ω|f |dν <
+∞ and
∫
Ω fdν = u
∗(
∫
Ω fdµ)u.
Remark A.3. The function f belongs to L1(Ω,A, µ;C) if and only if
∫
Ω|f |d(u
∗µu) < +∞
for all u ∈ Cq.
Remark A.4. If f ∈ L1(Ω,A, µ;C), then the functions Re f and Im f both belong to
L1(Ω,A, µ;C) and
∫
ΩRe fdµ = Re
∫
Ω fdµ and
∫
Ω Im fdµ = Im
∫
Ω fdµ.
Proposition A.5 (Lebesgue’s dominated convergence for non-negative Hermitian mea-
sures [13, Proposition A.6]). Let µ be a non-negative Hermitian q × q measure on
a measurable space (Ω,A) with trace measure τ . For all n ∈ N, let fn : Ω → C
be an A-measurable function. Let f : Ω → C be an A-measurable function and let
g ∈ L1(Ω,A, µ;C) be such that limn→∞ fn(ω) = f(ω) for τ -a. a. ω ∈ Ω and that
|fn(ω)| ≤ |g(ω)| for all n ∈ N and τ -a. a. ω ∈ Ω. Then f ∈ L
1(Ω,A, µ;C),
fn ∈ L
1(Ω,A, µ;C) for all n ∈ N, and limn→∞
∫
Ω fndµ =
∫
Ω fdµ.
B. Some Results On Moore-Penrose Inverses of Matrices
For the convenience of the reader, we state some well-known and some special results
on Moore-Penrose inverses of matrices (see e. g., Rao/Mitra [24] or [6]Section 1). If
A ∈ Cp×q, then (by definition) the Moore-Penrose inverse A† of A is the unique matrix
A† ∈ Cq×p which satisfies the four equations
AA†A = A, A†AA† = A†, (AA†)∗ = AA†, and (A†A)∗ = A†A.
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Remark B.1. Let A ∈ Cp×q. Then one can easily check that:
(a) (A†)† = A, (A†)∗ = (A∗)†, and Ip −AA
† ∈ Cq×q≥ .
(b) R(A†) = R(A∗), rank(A†) = rankA, and N (A†) = N (A∗).
Proposition B.2 (see, e. g. [6]Theorem 1.1.1). If A ∈ Cp×q then a matrix G ∈ Cq×p is
the Moore-Penrose inverse of A if and only if AG = PA and GA = PG, where PA and
PG are respectively, the matrices associated with the orthogonal projection in C
p onto
R(A) and the orthogonal projection in Cq onto R(G).
Remark B.3. Let A ∈ Cp×q. Then it is readily checked that:
(a) Let r ∈ N and let B ∈ Cr×q. Then N (A) ⊆ N (B) if and only if BA†A = B.
Furthermore, N (B) = N (A) if and only if B†B = A†A.
(b) Let s ∈ N and let C ∈ Cp×s. Then R(C) ⊆ R(A) if and only if AA†C = C.
Furthermore, R(C) = R(A) if and only if CC† = AA†.
Lemma B.4 ( [11, Lemma A.5]). Let A,X ∈ Cp×q. Then the following statements are
equivalent:
(i) N (A) ⊆ N (X) and R(A) ⊆ R(X).
(ii) N (A) = N (X) and R(A) = R(X).
(iii) A†A = X†X and AA† = XX†.
(iv) N (A†) = N (X†) and R(A†) = R(X†).
Remark B.5. Let A ∈ Cp×q \ {Op×q}. Let r := rankA, let u1, u2, . . . , ur be an orthonor-
mal basis of R(A∗), and let U := [u1, u2, . . . , ur]. Then U
∗U = Ir, and, in view of
Proposition B.2 and Remark B.1(b), furthermore UU∗ = A†A.
At the end of this section, we give a slight generalization of a result due to S. L. Camp-
bell and C. D. Meyer Jr. This result can be proved by an obvious modification of the
proof given in [3, Theorem 10.4.1].
Lemma B.6. Suppose that (An)
∞
n=1 is a sequence of complex p× q matrices which
converges to a complex p× q matrix A. Then (A†n)
∞
n=1 is convergent if and only if there
is a positive integer m such that rankAn = rankA for each integer n with n ≥ m. In
this case, (A†n)
∞
n=1 converges to A
†.
C. On Linear Fractional Transformations of Matrices
In this appendix, we summarize some basic facts on linear fractional transformations
of matrices which are needed in the paper. This material is mostly taken from [23]
and [6, Section 1.6].
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D. The Matrix Polynomials Vα,A and Wα,A
Let a ∈ Cp×p, b ∈ Cp×q, c ∈ Cq×p, d ∈ Cq×q, and let
E :=
[
a b
c d
]
.
If the set
Q[c,d] :=
{
x ∈ Cp×q
∣∣ det(cx+ d) 6= 0}
is non-empty, then the linear fractional transformation S
(p,q)
E : Q[c,d] → C
p×q is defined
by
S
(p,q)
E (x) := (ax+ b)(cx+ d)
−1. (C.1)
The following well-known result shows that the composition of two linear fractional
transformations is again a mapping of this type.
Proposition C.1 (see, e. g. [6, Proposition 1.6.3]). Let a1, a2 ∈ C
p×p, let b1, b2 ∈ C
p×q,
let c1, c2 ∈ C
q×p, and let d1, d2 ∈ C
q×q be such that
rank[c1, d1] = rank[c2, d2] = q.
Furthermore, let E1 :=
[ a1 b1
c1 d1
]
, E2 :=
[ a2 b2
c2 d2
]
, E := E2E1, and E =
[
a b
c d
]
be the block
representation of E with p× p block a. Then Q := {x ∈ Q[c1,d1] | S
(p,q)
E1
(x) ∈ Q[c2,d2]}
is a nonempty subset of the set Q[c,d] and S
(p,q)
E2
(S
(p,q)
E1
(x)) = S
(p,q)
E (x) holds true for all
x ∈ Q.
We make the following convention: If a non-empty subset G of C and a matrix-valued
function V : G → C2q×2q with q × q block partition V =
[ v11 v12
v21 v22
]
and a matrix-valued
function F : G → Cq×q with det[v21(z)F (z) + v22(z)] 6= 0 for all z ∈ G are given, then
we will use the notation S
(q,q)
V (F ) for the function S
(q,q)
V (F ) : G → C
q×q defined by
[S
(q,q)
V (F )](z) := S
(q,q)
V (z)(F (z)) for all z ∈ G.
D. The Matrix Polynomials Vα,A and Wα,A
In this appendix, we study special linear (p + q)× (p+ q) matrix polynomials which are
intensively used in Section 9. Let α ∈ C and let A ∈ Cp×q. Then we define the mappings
Wα,A : C→ C
(p+q)×(p+q) and Vα,A : C→ C
(p+q)×(p+q) by
Wα,A(z) :=

 (z − α)Ip A
−(z − α)A† Iq −A
†A

 (D.1)
and
Vα,A(z) :=

 Op×p −A
(z − α)A† (z − α)Iq

 . (D.2)
The use of the matrix polynomial Vα,A was inspired by some constructions in the
paper [17]. In particular, we mention [17, formula (2.3)]. In their constructions Chen
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and Hu used Drazin inverses instead of Moore-Penrose inverses of matrices. Since both
types of generalized inverses coincide for Hermitian matrices (see [14, Proposition A.2])
we can conclude that in the generic case the matrix polynomials Vα,A coincide for α = 0
with the objects used in [17].
Remark D.1. Let A ∈ Cp×q and let α, z ∈ C. Then one can easily see that
Vα,A(z)Wα,A(z) = (z − α) diag[AA
†, Iq]
and
Wα,A(z)Vα,A(z) = (z − α) diag[AA
†, Iq].
Now we are going to study the linear fractional transformation generated by the matrix
Wα,A(z) for arbitrarily given z ∈ C \ {α}.
Lemma D.2. Let α ∈ C, let A ∈ Cp×q, and let z ∈ C \ {α}. Then:
(a) The matrix −(z − α)−1A belongs to Q[−(z−α)A†,Iq−A†A]. In particular,
Q[−(z−α)A†,Iq−A†A] 6= ∅.
(b) Let X ∈ Cp×q be such that R(A) ⊆ R(X) and N (A) ⊆ N (X). Then X ∈
Q[−(z−α)A†,Iq−A†A] and [−(z−α)A
†X+ Iq−A
†A]−1 = −(z−α)−1X†A+ Iq−A
†A.
Proof. First observe, that w := z − α 6= 0.
(a) This follows from (−wA†)(−w−1A) + (Iq −A
†A) = Iq.
(b) In view of Lemma B.4, we have AA† = XX† and A†A = X†X. Hence,
(−wA†X + Iq −A
†A)(−w−1X†A+ Iq −A
†A)
= A†XX†A− wA†X + wA†XA†A
− w−1X†A+ Iq −A
†A+ w−1A†AX†A−A†A+A†AA†A
= A†AA†A− wA†X +wA†XX†X
− w−1X†A+ Iq −A
†A+ w−1X†XX†A−A†A+A†A
= A†A− wA†X + wA†X − w−1X†A+ Iq −A
†A+ w−1X†A = Iq.
This completes the proof of (b).
Lemma D.3. Let α ∈ C, let A ∈ Cp×q, let Wα,A be defined via (D.1), and let X ∈ C
p×q
be such that the inclusions R(A) ⊆ R(X) and N (A) ⊆ N (X) are satisfied. Furthermore,
let z ∈ C \ {α}. Then the matrix X belongs to Q[−(z−α)A†,Iq−A†A]. Furthermore,
S
(p,q)
Wα,A(z)
(X) = −A
[
Iq + (z − α)
−1X†A
]
and
R
(
S
(p,q)
Wα,A(z)
(X)
)
⊆ R(A), N (A) ⊆ N
(
S
(p,q)
Wα,A(z)
(X)
)
.
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Proof. First observer that w := z − α 6= 0. In view of Lemma D.2(b), we have X ∈
Q[−wA†,Iq−A†A] and
(−wA†X + Iq −A
†A)−1 = −w−1X†A+ Iq −A
†A. (D.3)
Because of the choice of X, parts (a) and (b) of Remark B.3 yield XA†A = X and
XX†A = A, and, in view of (D.3), then
S
(p,q)
Wα,A(z)
(X) = (wX +A)(−wA†X + Iq −A
†A)−1
= (wX +A)(−w−1X†A+ Iq −A
†A)
= −XX†A− w−1AX†A+ (wX +A)(Iq −A
†A)
= −A− w−1AX†A = −A(Iq + w
−1X†A).
(D.4)
The remaining assertions are immediate consequences of (D.4).
Remark D.4. Let α ∈ C, let A ∈ Cp×q, let z ∈ C \ {α}, and let X ∈ Q[(z−α)A†,(z−α)Iq].
Then from (D.2) we see that
S
(p,q)
Vα,A(z)
(X) = −(z − α)−1A(Iq +A
†X)†
and, in view of det[(z − α)A†X + (z − α)Iq] 6= 0, thus R(S
(p,q)
Vα,A(z)
(X)) = R(A).
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