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ABSTRACT 
DIAGNOSTIC ACCURACY OF THE DYNAMIC INDICATORS OF 
BASIC EARLY LITERACY SKILLS IN THE PREDICTION OF 
FIRST GRADE ORAL READING FLUENCY 
MAY 2004 
AMANDA L. RYAN, B. A., KEENE STATE COLLEGE 
M.Ed., UNIVERSITY OF MASSACHUSETTS AMHERST 
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor John M. Hintze 
Research in the area of beginning reading has given educators both, the knowledge of 
the critical foundational skills that comprise reading, and the tools to assess such skills 
early to prevent the development of reading problems. The Dynamic Indicators of 
Basic Early Literacy Skills (DIBELS) are a series of brief measures that can be used to 
identify children who are at risk of developing reading problems as soon as they enter 
school. In this era of high stakes testing and accountability, educators must ensure that 
students are on their way to become proficient readers, well in advance of third grade 
when standardized tests are typically administered. In the interest of prevention and 
early intervention, authors of the DIBELS provide a timeline and recommended 
benchmarks to guide instruction and intervention. 
This study examines the diagnostic accuracy of DIBELS to predict oral reading 
fluency using author recommended cut-scores and alternative cut-scores identified as a 
result of Receiver Operating Characteristic (ROC) analysis. The accuracy of the 
DIBELS was assessed across the range of all possible cut-scores in an effort to 
v 
maximize desirable test characteristics such as sensitivity, specificity, predictive power, 
or more broadly, decision validity. A sample of 122 students were administered the 
DIBELS measures in kindergarten and the middle of first grade, followed by oral 
reading fluency at the end of first grade. 
Analysis of decision accuracy indicated that the DIBELS measures are highly 
sensitive in identifying students who are at risk of developing reading problems; 
however, this occurred at the expense of an inordinate number of false positives. This 
has important implications for the utility of the DIBELS as a decision-making tool. In 
an effort to maximize the accuracy of the DIBELS, ROC curves were generated and 
alternative cut-scores were identified which improved the specificity, predictive power, 
and the percentage of correct classifications. 
vi 
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CHAPTER 1 
INTRODUCTION 
Background 
Research in the area of beginning reading has been referred to by leaders in the 
field as “a scientific success story” (Stanovich, 1987) and “one of the most important 
breakthroughs in reading instruction in the past 20 years” (Torgesen & Mathes, 2000). 
The report of The National Reading Panel (2000), which reviewed more than 100,000 
studies, identified five critical elements that comprise effective reading and differentiate 
successful from less successful readers: phonemic awareness, phonics (i.e., alphabetic 
principle), fluency, vocabulary, and text comprehension. While each skill area is 
important, this study focuses specifically on phonemic awareness and the alphabetic 
principle, as they relate to oral reading fluency. 
Multitudes of studies have yielded convincing empirical evidence which 
indicates that the acquisition of phonemic awareness and the alphabetic principle are 
strongly predictive of reading success, and conversely, that limited proficiency in these 
skills are predictive of reading failure (Blachman, 1991; Bradley & Bryant, 1983; Juel, 
1988; National Reading Panel, 2000; Torgesen, Wagner, & Rashotte, 1994). These 
precursor early literacy skills are amenable to change and can be developed through 
instruction (Ball 8c Blachman, 1991; Bradley & Bryant, 1983; Lundberg, Frost, & 
Petersen, 1988; Vellutino et al., 1996), and even more importantly, these skills can be 
assessed early so that potential reading problems can be identified and prevented. 
WTiile the advances in early literacy research have given educators the 
knowledge to design effective instruction, early identification and prevention is the 
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critical component for ensuring successful outcomes for children. Research on learning 
trajectories has found that children with low reading skills in first grade have a high 
probability of maintaining such difficulties throughout school (Juel, 1988), while 
becoming increasingly discrepant from peers with each passing year (Stanovich, 1986). 
Furthermore, as children advance with each grade level there is a decrease in the 
likelihood that reading skill deficits will be remedied. Children identified as low 
achieving readers in first and second grade have an 82% chance of obtaining grade level 
reading performance, while children in third and fifth grades have a 46% and 10-15% 
chance, respectively (Foorman, Francis, Fletcher, & Lynn, 1996). 
In the absence of intervention, the trajectory of the struggling reader creates an 
unsavory image for educators. The importance of early identification and prevention 
cannot be overstated. Early identification allows educators to intervene and prevent 
poor learning trajectories before they are underway. In order to identify such students, 
educators need to be equipped with assessment tools that are reliable and valid, as well 
as efficient. The purpose of this study is to examine one popular assessment tool, the 
Dynamic Indicators of Basic Early Literacy Skills (DIBELS; Kaminski & Good, 1996) 
and its utility in the context of educational decision-making. The diagnostic accuracy of 
the DIBELS to predict later reading outcomes is addressed within a broader discussion 
of standards for assessment instruments and their use for different types of educational 
decisions. 
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Early Literacy Skill Assessment in Educational Decision-Making 
Knowledge of the foundational skills that differentiate successful from less 
successful readers has led to a surge in assessment technology to identify which 
children are in need of additional instruction in these skills (Kaminski & Good, 1996; 
Wagner, Torgesen, & Rashotte, 1999; Yopp, 1988). Various measures of early literacy 
skills have been developed and have begun to find their way into early elementary 
schools, to guide decision-making regarding individual students, classrooms and even 
entire districts. The No Child Left Behind Act of2001 has served as a much-needed 
impetus for educators to start focusing on students in kindergarten and first grade (U.S. 
Department of Education, 2002b). Put simply, schools are now responding to 
increasing levels of accountability and cannot afford to wait until students start to fail. 
Instead, more and more schools recognize the important link between pre-reading skills, 
such as phonemic awareness and the alphabetic principle, and student performance on 
later achievement measures. This recognition has prompted schools to utilize early 
literacy skill assessment tools with all children (i.e., school or district-wide screening), 
in order to make decisions about groups of students with regards to curriculum and 
instruction. 
Phonemic Awareness 
Phonemic awareness is the ability to notice, think about, and work with the 
individual sounds in words (NRP, 2000). Phonemes are the smaller than syllable sounds 
that roughly correspond to individual letters (Adams, 1990). There are approximately 
41 phonemes in the English language. Examples of phonemic awareness activities 
include phoneme isolation, identity, categorization, blending, segmentation, and 
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deletion. Phonological awareness, although often used interchangeably with phonemic 
awareness, is a more encompassing term and refers to the range of activities in which 
individuals hear and manipulate sounds either at the sentence, word, syllable, onset- 
rime, or phoneme level (Kameenui & Camine, 1998). Phonemic awareness is just one 
type of phonological awareness, and while activities may be similar, the difference lies 
in the whether the focus is on individual or groups of sounds. Another important 
distinction is that phonemic and phonological awareness are not synonymous with 
phonics, which involves the use of letter sound correspondence to decode or spell 
words. Phonological awareness focuses entirely on the sounds in language, 
independent of the printed letters. 
According to Torgesen et al. (1994), phonological awareness is a construct 
comprised of multiple skills that are hierarchical and differentially related to reading 
acquisition. Such skills include rhyming, an easier skill that is less directly related to 
reading, and blending and segmenting, advanced skills that are more directly related to 
reading achievement. Similarly Adams (1990) suggests that phonological awareness 
skills can be categorized as a hierarchy with five levels: (a) rhyming; (b) comparing and 
contrasting sounds of words; (c) blending; (d) segmenting; and (e) manipulating 
phonemes. 
Research suggests that pre-school age children’s awareness of phonemes has 
been shown to hold singular predictive power, accounting for up to 50 percent of the 
variance in reading ability by the end of first grade (Blachman, 1991; Juel, 1991; 
Stanovich, 1986). The National Reading Panel (2000) reported that phonemic 
awareness at the beginning of kindergarten correlated 0.66 with reading achievement 
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scores in kindergarten and 0.62 with scores in first grade (ch. 2 p. 11). Asa predictor, 
phonemic awareness outperformed other measures such as vocabulary, father’s 
occupational status, memory for sentences, time spent watching television, and parent 
reports of time spent reading (NRP, 2000). However, many children enter school 
without having developed phonological awareness, and some have difficulty developing 
it even while in school. According to Adams (1990), without direct instructional 
support, phonological awareness eludes nearly 25% of middle-class first graders and 
even more so for the children who are coming from less literacy-rich environments. For 
children who have not developed the awareness of phonemes, the basis for 
understanding how words in spoken language are represented in print is lacking. 
Researchers have found that initial skill and knowledge of phonemes will help facilitate 
the development of the alphabetic principle, and that it is, in fact, a necessary and 
logical sequence (Perfetti, 1985; Wagner & Torgesen, 1987). 
Alphabetic Principle 
Development of the alphabetic principle is another key feature that has emerged 
from the research on early reading acquisition (Kameenui & Camine, 1998). Also 
referred to in the literature as alphabetic understanding or phonics, this describes the 
mapping of print to speech and the establishment of a clear link between a letter and a 
sound (Baker, Kameenui, Simmons, & Stahl, 1994). According to Perfetti (1985), “For 
a beginning reader in an alphabetic script, learning the alphabetic principle is a major 
achievement. This achievement and the equally important ability to apply the principle 
skillfully are related to knowledge of speech segments in complex ways” (p. 234). In 
addition, Perfetti states that “The discovery and application of the alphabetic principle is 
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not easy but it sure is important” (p. 211). Collectively, phonological awareness and 
alphabetic understanding provide a foundation for children to begin to identify printed 
words. 
Dynamic Indicators of Basic Early Literacy Skills 
The Dynamic Indicators of Basic Early Literacy Skills (DIBELS) are a series of 
sub-tests that measure among other skills, phonological awareness and the alphabetic 
principle (Kaminski & Good, 1996). Intended for use in kindergarten and grade one, the 
DIBELS are comprised of six sub-tests, four of which will be discussed in this study: 
Letter Naming Fluency (LNF), Initial Sound Fluency (ISF), Phoneme Segmentation 
Fluency (PSF), and Nonsense Word Fluency (NWF). 
The DIBELS are attractive to educators because they are quick and easy to 
administer, can be used for making educational decisions, and because of their 
formative design are well suited for use in a problem-solving model. According to the 
authors (Kaminski & Good, 1996), the DIBELS can be used in schools to answer such 
questions as: (a) Which children are at risk for reading difficulty because of inadequate 
phonological awareness skills? (b) Which children need additional instruction in 
phonological awareness skills? (c) Is the current instruction effective in increasing 
phonological awareness skills? and (d) When has a child developed phonological 
awareness skills to a degree that is no longer indicative of difficulty learning to read? 
Predictive validity research that has been conducted on the DIBELS suggests 
that these measures are useful for predicting a child’s oral reading fluency, which refers 
to speed, accuracy, and expression when reading connected text (Good, Kaminski, 
Simmons, & Kameenui, 2001). Kameenui and Camine (1998) refer to this skill as 
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automaticity with the code. Automaticity is defined by the National Reading Panel 
(2000) as the “processing of information that ordinarily requires long periods of training 
before the behavior can be executed with little effort or attention” (NRP, 2000, chap.3, 
p.7). Development of automaticity is a critical aspect of reading development because it 
is a powerful indicator of overall reading competence, which includes comprehension 
(NRP, 2000). Naturally, readers who can identify words automatically and read with 
fluency are able to gain more meaning from text, than for example, young children or 
less skilled readers who need to rely on decoding individual words. Oral reading 
fluency is another foundational skill area that has been identified as critical to the 
acquisition of reading (NRP, 2000) because it facilitates comprehension. 
The DIBELS measures were designed for administration during the early years 
of school, to try to identify which children are likely to experience difficulty in learning 
to read. They can be used in a preventative, problem-solving model of service delivery 
in which children’s deficits can be remedied before falling significantly behind their 
peers. The appeal of using the DIBELS in a preventative model is clear. In general, 
each sub-test of the DIBELS provides a way for educators to assess with relative ease 
and within one minute, the skills that research has found to be so critical to reading 
development. Furthermore, studies that have explored the predictive validity of the 
DIBELS with first grade oral reading fluency, and the concurrent criterion-related 
validity with other standardized norm-referenced measures of reading ability, have 
yielded positive results to support its use as an early screening tool (Good et al., 2001). 
Moreover, in the only concurrent validity study to date, Hintze, Ryan, and Stoner 
(2003) found moderate to strong correlations between the DIBELS and the 
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Comprehensive Test of Phonological Processing (CTOPP) (Wagner et al., 1999). An 
additional outcome of the study, however, found that while the DIBELS was highly 
sensitive in identifying children with low phonological awareness skills, as indicated by 
the CTOPP (i.e., true-positives), the measures also identified many children as having 
difficulties who did not perform low on the CTOPP (i.e., false-positives). This refers to 
the diagnostic accuracy of the DIBELS, a topic that has not been widely explored in the 
literature to date. 
Statement of the Problem 
Diagnostic accuracy, or decision validity, is an important topic to explore when 
considering how to best utilize an assessment instrument, and what types of decisions 
will be made on the basis of its results. This topic has been widely discussed in 
medicine, and other facets of the physical and social sciences (e.g., psychology), but has 
been relatively scarce in education. In this era of increased accountability and high- 
stakes testing, schools are faced with the challenge of ensuring that all children become 
proficient readers by the end of third grade (NCLB, 2001). While a daunting task 
considering the variability of skills children possess upon entering school, educators 
now have the tools to identify which children are in need of additional instruction and 
the knowledge of how to best teach them. The issue then becomes how to identify 
children effectively and efficiently. 
The DIBELS were developed in the interest of efficiency, ease of 
administration, and relevance to reading, three test characteristics that are intuitively 
appealing to educators. However, recent acts of Congress and increasingly widespread 
use of the DIBELS have prompted the next issue, which is to take a critical, statistical 
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look at the accuracy of the DIBELS in the larger context of educational decision¬ 
making and standard setting. 
The focus of this study is on the benchmark scores that DIBELS authors 
(Kaminski & Good, 1996) have chosen to inform decisions about intervention and 
instruction. Authors of the DIBELS have established benchmark scores and a sequential 
timeline with which to answer the aforementioned questions. The benchmark scores 
listed in the table below are used to categorize students based on level of need. 
According to the authors, if a student reaches the benchmark level on each DIBELS 
sub-test, “the odds are in their favor” of successfully acquiring the next skill in the 
sequence (Good, et al., 2001), ultimately leading to proficient reading by die end of 
third grade. Of the four questions that can be answered using the DIBELS, the one of 
particular interest in this study is: When has a child developed phonological awareness 
skills to a degree that is no longer indicative of difficulty learning to read? In other 
words, how accurately do DIBELS benchmarks predict reading outcomes? 
Table 1.1 
Benchmark Goals for Acquisition of the Skills Measured by the DIBELS 
Measure Timeline Benchmark Goal 
Initial Sound Fluency Winter, kindergarten 25-35 initial sounds correct per 
minute 
Phoneme Segmentation 
Fluency 
Spring, kindergarten 35-45 phonemes correct per 
minute 
Nonsense Word Fluency Winter, first grade 50 letter-sounds correct per 
minute 
Oral Reading Fluency Spring, first grade 40 words correct per minute 
9 
The methodology used by DIBELS authors to select benchmark scores will be 
described in Chapter II within a discussion of standard setting in education. The 
benchmarks deserve closer attention because they are the basis for how schools use 
DIBELS results to inform decisions about instruction, grouping, and resource 
allocation. Therefore it is necessary that similar methodology and standards that are 
utilized for screening devises in other fields, be applied to the DIBELS. 
Diagnostic Accuracy 
Diagnostic accuracy refers to the ability of an instrument to distinguish between 
two diagnostic alternatives, and to select the one that is correct (Swets, Dawes, & 
Monahan, 2000). Diagnostic accuracy can be addressed in a variety of ways including 
conditional probability analysis, sensitivity and specificity, and Receiver Operating 
Characteristic (ROC) analysis. Conditional probability refers to the likelihood of 
selected diagnostic outcomes, assuming that a true diagnostic status is known. There 
are four possible outcome proportions that are represented in the decision matrix 
in Table 1.2. 
Table 1.2 
Example of Four Possible Diagnostic Outcomes for a Screening or Predictor Measure 
Predictor Measures 
Criterion Measure 
Problem No Problem 
Problem True Positive False Positive 
(Sensitivity) (1 - Specificity) 
No Problem False Negative True Negative 
(1 - Sensitivity) (Specificity) 
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Sensitivity and specificity both refer to the proportion of agreement between the 
predictor and criterion measures, or in other words the accuracy of the predictor 
measure to identify the presence or absence of a given condition. Two other variables of 
interest are positive and negative predictive power, which are measures of efficiency. 
Both refer to the probability that a predictor measure will correctly discriminate 
between who will be identified or not by the criterion measure, once a diagnostic status 
is known (Tatano-Beck & Gable, 2001). 
• Sensitivity (i.e., true-positive rate) refers to the probability that when a 
diagnostic status is present on the criterion, the individual will be identified 
positively by the predictor. 
• Specificity (i.e., true-negative rate) refers to the probability that when a 
diagnostic status is absent on the criterion, the individual will not be 
identified by the predictor. 
• False-positive (1 - specificity) refers to the probability that the predictor 
measure will identify a problem when the criterion measure does not. 
• Positive predictive power (PPP) refers to the likelihood that an individual 
who scores below the cut-score on the predictor measure will in fact have 
the condition of interest, based on the outcome of the criterion measure. 
• Negative predictive power (NPP) is the likelihood that an individual who 
scores above the cut-score on the predictor, actually does not have the 
condition based on the criterion score (Stage & Jacobsen, 2001). 
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Receiver Operating Characteristic 
A statistical method for exploring a range of possible cut-scores, to find the best 
ratio of true positive to false positive decisions, is Receiver Operating Characteristic 
(ROC) analysis. ROC analysis provides a visual display of the proportion of true- 
positives (i.e., sensitivity) on the y-axis, plotted against the proportion of false-positives 
/ 
on the x-axis, across the continuum of scores for the predictor measure. The resulting 
visual display is called the ROC curve. The overall accuracy of the measure can be 
defined as the area under the ROC curve, with the upper left comer of the graph 
representing perfect sensitivity (100%) without any false-positive predictions. The 
larger the area under the curve, the better classification ability of the instrument 
(Tatano-Beck & Gable, 2001). 
An important feature of diagnostic accuracy, which can be illustrated on a ROC 
curve, is that any change in a cut-score to try to maximize sensitivity, will inevitably 
increase the proportion of false positives, and vice versa (Swets et al., 2000). 
Therefore more “yes” decisions will be true if a higher cut-score is used, but at the same 
time more “yes” decisions will be false. ROC curves allow researchers to view this 
relationship and to determine the different ratios between the proportions of true 
positive and false-positive probabilities at different cut points. This method is 
particularly beneficial to educators because this relationship between tme positives and 
false positives can be viewed while considering other variables such as resource 
availability and allocation, when determining how best to use a tool such as the 
DIBELS. 
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In order to conduct this type of analysis, the continuum of data for both the 
predictor and the criterion measures must be divided according to a cut-score, or some 
standard for determining whether or not an individual has the condition of interest. In 
the previously mentioned study by Hintze et al. (2003) the DIBELS cut-scores, 
recommended by the authors for winter of kindergarten (see Table 1.1), were used to 
predict outcomes on the criterion measure (i.e., the CTOPP). The results, high 
sensitivity with a high proportion of false-positives predictions, suggest that the 
currently recommended benchmarks for the DIBELS may be set unnecessarily high for 
some purposes. This has important implications for the types of educational decisions 
that should be made using results from the DIBELS. This finding also warrants further 
examination of the cut-scores to determine whether a higher degree of accuracy is 
possible using a different decision threshold (i.e., cut score). 
Purpose of the Study 
The purpose of the present study was to evaluate the diagnostic accuracy of the 
DIBELS, or the ability to correctly differentiate between students who are at risk of 
developing reading difficulties and those who are not. More broadly, this study 
addressed the question of the effectiveness of the DIBELS for informing educational 
decisions, particularly with regard to the current standards that are used for the 
identification of children considered to be at risk. The rationale behind the selection of 
current DIBELS benchmarks is discussed and an alternative, statistical method is 
presented for determining the appropriate threshold, or cut-point, for different levels of 
educational decision making. The accuracy of the DIBELS measures to predict end of 
first grade reading skill was examined across a continuum of DIBELS cut-scores using 
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Receiver Operating Characteristic (ROC) analysis in combination with sensitivity, 
specificity, and positive and negative predictive power. ROC analysis and regression 
analysis were also used to examine which DIBELS sub-tests were most predictive of 
first grade reading outcomes. Results of the study are interpreted and discussed in the 
context of standard setting in education, and the degree of technical adequacy that must 
be considered when using an assessment tool within the complex system of educational 
decision-making. 
Significance of the Problem 
The role that an assessment system plays in educational decision making should 
directly link to the accuracy of the measure in identifying students who are at-risk of 
reading problems and the type of decisions that are being made. For example, when an 
assessment tool is used only for district-wide screening, a highly sensitive measure like 
the DIBELS may be desirable to identify children who are at-risk, even at the expense 
of a relatively high proportion of false-positive predictions. That is, if identified 
children are then given a valid, reliable follow-up measure before further educational 
decisions are made (i.e., instructional planning, placement, or entitlement). On the 
other hand, if the stakes were higher, as in a decision regarding placement or diagnosis, 
one would want to be sure that the measure was highly accurate in identifying the 
presence of a given condition. It is often the case, in fields outside of education, that the 
costs and benefits of making an accurate decision are compared to that of an inaccurate 
decision, when determining the usefulness of a given instrument. For example, a devise 
for detecting cracks in airplane wings must be highly sensitive because a crack that goes 
unidentified can result in a catastrophic event. At the same time, if a devise falsely 
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identifies the presence of cracks, the airline is likely to lose large amounts of business 
because the plane would then be out of service (Swets et al., 2000). 
When viewing the DIBELS in the same manner as airplane wings, the benefits 
of identifying a child early on would be much greater than the costs of falsely 
identifying a child, in the event of low-stakes decision making (i.e., screening). 
However, it would not be appropriate to label, place or categorize a child based on the 
results of a measure that falsely identifies children at a disproportionately high rate. 
Nor would it be appropriate to allocate district resources, which often are limited, to 
provide more intensive instruction to children who are not at risk. Preliminary evidence 
suggests that the DIBELS are highly sensitive in identifying children who are at risk of 
developing reading difficulties. If a problem does in fact exist, the DIBELS were highly 
likely to identify that child (Hintze et al., 2003). However, the high level of false- 
positives found using the present benchmarks as cut-scores, suggests that current use of 
DIBELS be limited to just that - screening. 
As schools respond to increasing levels of accountability and a focus on 
prevention and early identification, the reliance on tools such as the DIBELS is 
becoming increasingly widespread. Naturally, as the challenges and needs of educators 
evolve, so must the research and discussions about such tools that are utilized to make 
important educational decisions about individual and groups of students. As the 
educational community invests more and more into this assessment tool, it is necessary 
to apply closer scrutiny and prompt ongoing discussion of the strengths and limitations 
of the DIBELS, and more importantly to disseminate this information to decision¬ 
makers themselves, namely teachers and administrators. 
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Research Questions 
The research questions that were addressed in this study and will be answered 
throughout the following chapters include: 
1) How much of the variance in Nonsense Word Fluency in the winter of first 
grade can be explained by student performance on the three DIBELS 
measures administered in winter of kindergarten (i.e., LNF, ISF, and PSF)? 
2) How much of the variance in spring of first grade oral reading fluency can 
be explained by all four DIBELS measures (i.e., LNF, ISF, PSF, and NWF)? 
3) How accurately do the DIBELS sub-tests administered in kindergarten (i.e., 
LNF, ISF, and PSF) predict performance on NWF in the winter, and oral 
reading fluency in the spring of first grade using author recommended cut- 
scores? 
4) Will the selection of alternative cut-scores using ROC analysis result in 
stronger diagnostic accuracy, including an appropriate balance of 
sensitivity, specificity, positive predictive power and negative predictive 
power? 
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CHAPTER 2 
EDUCATIONAL DECISION-MAKING 
Decision-making occurs at an innumerable rate each day within American 
public education. People make decisions across all levels of the educational system 
from a kindergarten classroom to the Federal Government. To fully understand the role 
of decision making in education one must appreciate the complexities of the educational 
infrastructure itself (i.e., local, state, and federal levels) as well as the political, social, 
and economic influences on educational policy. While the locus of many decision¬ 
making endeavors is quite remote from the classroom, the consequences of all 
educational decisions undoubtedly affect academic outcomes for students. Everyone 
involved with decision making, from classroom teachers to members of Congress, are 
equally responsible for making informed educational decisions using sources of 
information that are sufficiently valid and reliable for the given purpose. 
The Role of Assessment in Education 
Salvia and Ysseldyke (1998) define assessment as "the process of collecting data 
for the purposes of making decisions about individuals and groups" (p. 5). America's 
schools today are definitely not devoid of assessment. Salvia and Ysseldyke estimated 
in 1998 that educators administered more than 250 million standardized tests each year. 
Teachers engage in less formal types of assessment all day as they make decisions about 
when to start and finish a lesson, what to assign for homework, or when to administer a 
unit test. Continuing up the hierarchy, building principals and superintendents use 
assessment information to plan curricula, allocate district resources and to evaluate 
teacher performance. State Departments of Education analyze results of standardized 
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assessments at the group level to evaluate district and individual school performance as 
well as alignment to state standards. 
The prevalence and emphasis on assessment in education cannot be overstated. 
However, assessment is only one step of a larger process. According to Salvia and 
Ysseldyke (1998), "It is not the assessment process per se that touches people's lives, 
but the ways in which the data are used to make decisions” (p. 5). The process of using 
the assessment data to make a decision or reach a conclusion is called evaluation. 
Assessment, evaluation and a third term, testing often are used interchangeably in 
education. However, they are three distinct components of decision-making, each of 
which is meaningless in isolation. The distinction and more importantly, the interaction 
among the three, is articulated in the Standards for Educational and Psychological 
Testing (American Educational Research Association, American Psychological 
Association, & National Council on Measurement in Education, 1999). According to 
the Standards, "A test is an evaluative device or procedure in which a sample of 
behavior in a specified domain is obtained and subsequently evaluated and scored using 
a standardized process. Assessment is a broader term, commonly referring to a process 
that integrates test information with that of other sources" (p. 3). Assessment and 
testing are of no value if the data do not inform decisions, nor is there any benefit from 
evaluation in the absence of valid and reliable data from tests and other assessment 
activities. According to Howell and Nolet (2000), "Evaluation is more than assessment 
and assessment is more than testing" (p. 116). 
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Assessment and Educational Reform 
Two of the driving forces behind educational assessment are standards-based 
educational reform and accountability. Assessment and accountability have played a 
prominent role in educational reform efforts over the past 50 years. With each decade 
came a new flavor of reform. Tests played a major role in the tracking and selection 
programs in the 1950's, program accountability in the 60’s, minimum competency 
testing in the 70's, school and district accountability in the 80’s, and standards based 
accountability systems in the 90’s (Linn, 2000). In 1983, the National Commission on 
Excellence in Education published A Nation at Risk, a disconcerting report on the state 
of American public education in relation to the expanding global economy. This 
launched the standards based educational reform movement, and led many states to 
reflect upon current educational practice. In light of the bleak picture of America’s 
schools, created by A Nation at Risk, the federal government encouraged states to 
develop content and performance standards that were demanding. Under the Clinton 
Administration, the Goals 2000: Educate America Act emphasized ambitious content 
standards, inclusion of all students in assessment and accountability measures, and the 
attachment of high stakes for schools, teachers and students. The result of such reform 
efforts throughout the past decade has been the development of state content standards 
for curricula and state wide tests to ensure that individual schools are accountable for 
the alignment of instruction to the standards. 
The role of assessment in education has further broadened under the No Child 
Left Behind Act of2001 (PL 107-110), which mandates that states develop and 
administer annual reading and math assessment to all children in grades 3-8 (U.S. 
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Department of Education, 2002b). NCLB is the most sweeping reform of the 
Elementary and Secondary Education Act (ESEA) since it's enactment in 1965. The 
purpose of the Act is to close the achievement gap between educationally disadvantaged 
students and their peers by holding states and districts accountable for the achievement 
and progress of all students. NCLB has raised the bar for all students and redefined the 
notions of high stakes testing and accountability in education. Schools that fail to meet 
the standards over time face strict penalties including personnel replacement and 
ultimately district take over. 
Two other important features of NCLB that have not received this much 
attention under previous waves of reform are the focus on prevention and research 
based instructional and assessment practices. Part B Subpart 1 of NCLB is the Reading 
First legislation. The purpose of Reading First is for the federal government to help 
state and local education agencies utilize scientifically based reading research to 
implement comprehensive reading instruction for children in grades K-3. The goal is 
for all students to read at or above grade level by the end of third grade, the time when 
high stakes standardized tests typically are administered. Assessment and accountability 
play a prominent role in Reading First as schools are required to utilize screening, 
diagnostic, and classroom-based reading assessments and States must report the results 
annually to the U.S. Department of Education. The premise for Reading First is the 
prevention of reading difficulties through ongoing assessment and instruction, instead 
of waiting until children reach third grade to identify that there is a reading problem. A 
remediation approach to solving reading problems just does not work (Johnston & 
Allington, 1991), and now the emphasis is on early intervention and prevention. 
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Furthermore, Federal funding to assist State and Local Education Agencies is dependent 
upon efforts to improve reading performance as well as the actual results. 
Purposes of Educational Assessment 
The reason behind why educators must conduct assessment and evaluation is 
clear. Assessment is one way to ensure that schools are effectively educating children. 
Whether or not a school is providing quality education, or needs to make changes, is a 
decision-making process that requires assessment data on student achievement and 
progress. Assessment may include many different types of procedures for gathering 
information about student knowledge, both formal and informal. The four primary 
modalities of assessment are reviews (e.g., report cards, permanent products, 
cumulative files), interviews (e.g., parents, teachers, student), observations, and tests 
(Howell & Nolet, 2000; Salvia & Ysseldyke, 1998). 
Salvia and Ysseldyke (1998) outlined 13 types of educational decisions for 
which assessment is used in schools. The types of decisions fall into four broad 
categories, based on when and where such decisions take place. Depending on the type 
of decision and purpose of assessment, the activities will vary from individual to group, 
informal to formal, and low to high stakes. Clarity of purpose is an essential first step 
in the assessment process. 
1. Pre-Referral Classroom Decisions 
a. ) Decisions to provide special help or enrichment 
b. ) Referral to an Intervention Assistance Team 
c. ) Decision to provide intervention assistance 
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2. Entitlement Decisions 
a. ) Screening 
b. ) Referral 
c. ) Exceptionality 
d. ) Document special learning needs 
e. ) Eligibility 
3. Post-Entitlement Classroom Decisions 
a. ) Instructional planning decisions 
b. ) Setting decisions 
c. ) Progress evaluation decisions 
4. Accountability/Outcome Decisions 
a. ) Program evaluation decisions 
b. ) Accountability decisions 
More simply, Howell and Nolet (2000) refer to decision-making as serving 
either, "inside” or "outside" purposes. Assessment procedures associated with 
evaluation inside the classroom pertain to teaching decisions, specifically what (i.e., 
content) and how (i.e., instructional methods) to teach. Teaching decisions will depend 
on the curriculum and the associated pre-requisite skills and proficiency criteria. 
Outside purposes for evaluation are the entitlement decisions, which are based on 
criteria that may vary across time and place and are influenced by funding, politics and 
Administrative trends (Howell & Nolet, 2000). Outside decisions are typically the 
"higher stakes" decisions. The distinction between inside and outside evaluation is not 
where the assessment takes place, but from where the purpose originates and decisions 
are made. For example, if a spelling test were administered to determine if students 
need additional instruction on short vowel sounds, that would be an inside decision. 
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However, if the Superintendent used the same data to select a new spelling program for 
the district, that would be an outside decision. 
The purpose of the evaluation and type of decision will require one of two 
approaches: formative or summative. The terms formative and summative refer to the 
timing and purpose of assessment and evaluation. Formative evaluation is a continuous 
decision-making process that occurs during instruction to measure progress and ensure 
learning over time. Therefore, formative assessment is the ongoing and repeated 
gathering of relevant information through reviews, interviews, observations and tests. 
Summative evaluation occurs after instruction to determine the degree to which a skill 
was learned. Therefore, summative assessment would consist of activities that provide 
a static representation of a student's knowledge of a skill or domain at a single point in 
time. A unit test at the end of a lesson or a standardized achievement test at the end of 
the year would both be examples of summative assessment. In Howell and Nolet's 
(2000) framework of inside or outside purposes for assessment, formative often is used 
for inside decisions and summative often is used for outside decisions. 
The purpose and use of assessment data are distinctly different between 
formative and summative approaches. Formative assessment allows teachers to use 
student performance as an indicator of when to make instructional changes if a student 
is not progressing towards the desired outcome, or conversely, when it is time to move 
on towards the next objective. The frequent, repeated measurement of student response 
to instruction ensures that the fixed, and often limited, time and resources of schools are 
utilized efficiently and effectively to maximize student learning. Research also has 
found that the use of formative assessment of student progress toward desired goals 
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(i.e., progress monitoring) facilitates student achievement (Fuchs & Fuchs, 1986). 
Furthermore, in the absence of formative assessment and evaluation, a lack of student 
progress (i.e., a plateau, or diminished rate of progress) is less likely to be noticed, and 
ultimately valuable time is wasted. In this era of high standards and accountability, 
educators need to ensure that students are making sufficient progress toward desired 
outcomes, well in advance of high stakes testing. 
Standards for Assessment Practices 
In response to the influx of educational testing, greater pressure has been placed 
on test users to explain the rationale behind test-based decisions. At all levels (i.e., 
individual, building, district, and state) test users have the responsibility to defend their 
testing practices to the public (AERA, APA, & NCME, 1999). This includes not only 
those directly involved with test administration (i.e., school psychologists, consultants, 
and special education teachers) but also those responsible for selecting, mandating, and 
making decisions based upon group-wide tests, such as building principals and 
superintendents. 
Evaluation is a reasoning process that involves inference, or the process of 
arriving at a logical conclusion from a body of evidence. In educational decision 
making the goal is to maximize the accuracy of inferences. Accuracy of inferences is 
influenced by both the selection of measurement tools and examiner judgement (Howell 
& Nolet, 2000). It is the responsibility of test users and decision-makers to minimize 
inference and maximize the quality and accuracy of test-based decisions by selecting 
appropriate tools that are sufficiently reliable and valid. Furthermore, tests must be 
selected based upon the intended purpose or decision that is to be made. As stated in the 
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Standards (1999), “The proper use of tests can result in wiser decisions about 
individuals and programs than would be the case without their use ... The improper use 
of tests, however, can cause considerable harm to test takers and other parties affected 
by test-based decisions” (p. 1). It would be improper, for example, to use the results of 
a screening measure to inform a placement decision if, in fact, the test had not been 
validated for such a purpose. The Standards go on to state that, “No test will serve all 
purposes equally well... Different purposes require somewhat different kinds of 
technical evidence, and appropriate evidence of technical quality for each purpose 
should be provided by the test publisher” (p. 145). Clarity of purpose is the essential 
first step that should precede any testing activities. 
Stakes of Testing 
The importance of the results of testing programs for individuals, institutions, or 
groups is often referred to as the stakes of the testing program (AERA, APA, & NCME, 
1999). The stakes of a testing endeavor is closely related to the purpose as described in 
the preceding paragraph. There is clearly more “at stake” for a student when decisions 
are made about placement or classification, than in the context of a group wide 
screening. The Standards further define stakes of testing as follows: 
At the individual level, when significant educational paths or choices of an 
individual are directly affected by test performance, such as whether a child is 
promoted or retained at a grade level, graduated, or admitted or placed into 
desired programs the test use is said to have high stakes. A low-stakes test, on 
the other hand, is one administered for informational purposes or for highly 
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tentative judgements such as when test results provide feedback to teachers, 
students, and parents on student progress during an academic period, (p. 139) 
The higher the stakes involved with a testing decision, the more important it is 
that test-based inferences are supported with strong technical evidence of its use for the 
given purpose. In particular, it is important that a test demonstrate a high level of 
decision accuracy. Although it is not possible to achieve perfect accuracy, effort must 
be taken to minimize the amount of decision errors in classifying students as pass/fail, 
admit/reject, etc. Particularly as the stakes increase for decisions regarding individual 
children, the examiners must consider additional evidence to support the validity of test 
score interpretations (AERA, APA, & NCME, 1999). 
Kaminski and Good (1998) described the DIBELS as a low stakes measure of 
early literacy skills. “Because the emphasis of DIBELS in a Problem-Solving model is 
prevention instead of remediation, the corresponding intervention strategies involve 
low-stakes testing” (p. 120). For example, the consequences of a decision error are 
much more severe if a student is inappropriately placed in special education, than if 
they receive a general education instructional intervention along with their peers. 
Standard Setting in Education 
Another critical component of assessment and evaluation is the selection of an 
appropriate standard to guide decision-making. A standard of performance must 
accompany any assessment process in order to derive meaning from the results. The 
purpose of assessment is to inform decision-making, which cannot take place without 
the comparison of the behavior of interest to an identified standard (Howell & Nolet, 
2000). According to Linn (2000), performance standards specify “how good is good 
enough” (p. 9). Cizek (1996) provided the following description of standard setting: 
Most often to set a standard of performance means to implement a process that 
identifies a point on a scale that divides the observed test score distribution, 
resulting in classifications such as master/non-master, pass/fail, etc. Standard 
setting refers to defining boundaries which define more than two states or 
degrees of performance, such as in the assignment of grades or to differentiate 
between adjacent performance levels, such as in the achievement levels of basic, 
proficient, and advanced used on the National Assessment of Educational 
Progress, (p. 20) 
Whether the standard is norm referenced (i.e., classroom, local, national), 
individually referenced (i.e., performance compared to self over time) or criterion 
referenced (i.e., performance criteria, research benchmarks, etc.) depends upon the 
purpose for conducting the assessment, or which of Salvia and Ysseldyke’s 13 decisions 
is in question. The use of an inappropriate standard will lead to inappropriate decisions 
(Howell & Nolet, 2000). For example, if the purpose of assessment is for screening, 
the examiners are trying to determine which students within a group are “at risk” of an 
undesirable outcome and demonstrate the need for more intensive assessment. The 
standard of comparison in this case could be local norms (Shinn, 1989) or research 
benchmarks (Good et al., 2001). If resources are limited a school may use percentile 
ranks, which are normative, and provide remediation to the students at the lower end of 
the distribution of scores. Shinn (1989) has recommended that the lowest 10% of 
students receive the most intensive services. 
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According to Howell and Nolet (2000) “norms and criteria must be formally 
established and their relationship to decision-making must be validated for them to be 
useful (p. 103).” For example, if a test score is to be used to inform placement 
decisions, the validation for such a purpose would be informed by evidence that 
alternative placements are differentially beneficial to the person and the institution 
(AERA, APA, & NCME, 1999). Likewise, if a certification exam is intended to predict 
which examinees will be successful in a given profession, there must be evidence that 
both the test itself and the appropriate level of performance (i.e., cut score) can 
accurately differentiate those who are likely to be successful and those who are not. In 
essence the selected cut-score is interpreted as representing the minimal level of 
competence necessary for the job. How to quantify a minimum level of competency 
through a test score, however, is a complex task. Linn (2000) stated that, “The problem 
of setting standards remains as much a fundamental, unsolved problem today as it was 
20 years ago” (p.l 1). What is considered competence or not can be a subjective process, 
defined by the collective judgement of selected individuals in the profession. According 
to Cizek (1996), validity in standard setting does not exist outside of the value systems 
that define what are desirable outcomes (p. 28). Furthermore, the inferences are only as 
good as the tests themselves. 
Standard Setting and the DIBELS 
The DIBELS were developed as an assessment tool for educators to screen 
groups of students in order to distinguish among those who are at risk of reading failure 
and those who are not. The DIBELS fit nicely into the assessment model that is defined 
within Reading First, and has become increasingly popular since the Legislation has 
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been in effect. The development of the DIBELS was based on the results of a large 
body of research in which critical early literacy skills were identified: phonemic 
awareness, the alphabetic principle, and oral reading fluency. While the rationale for 
the development of the DIBELS is deeply rooted in a solid body of empirical research, 
the methodology behind the selection of benchmark goals (i.e., cut-scores) is less 
convincing. As with any standard setting endeavor, the question of interest is, “how 
good is good enough?” (Linn, 2000). 
Authors of the DIBELS have established benchmark scores and a sequential 
timeline with which to guide skill acquisition. The model is designed to make explicit a 
set of parsimonious linkages between earlier and later skills at different points in time, 
ultimately leading up to proficient reading in third grade (Good, Simmons, & 
Kame’enui, 2001). The benchmark scores listed in the table below are used to 
categorize students based on level of instructional need. According to the authors, if a 
student reaches the benchmark level on each DIBELS sub-test, “the odds are in their 
favor” of successfully acquiring the next skill in the sequence (Good, Simmons, et al. 
2001). Of the four questions that can be answered using the DIBELS, the one of 
particular interest in this study is: When has a child developed phonological awareness 
skills to a degree that is no longer indicative of difficulty learning to read? In other 
words, how accurately do DIBELS benchmarks predict reading outcomes? 
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Table 2.1 
Benchmark Goals for Acquisition of the Skills Measured by the DIBELS 
Measure Timeline Benchmark Goal 
Initial Sound Fluency Winter, kindergarten 25-35 initial sounds correct per 
minute 
Phoneme Segmentation 
Fluency 
Spring, kindergarten 35-45 phonemes correct per 
minute 
Nonsense Word Fluency Winter, first grade 50 letter-sounds correct per 
minute 
Oral Reading Fluency Spring, first grade 40 words correct per minute 
The methodology used by DIBELS authors to select benchmark scores deserves 
close attention because they are the basis for how schools use DIBELS results to inform 
decisions about instruction, grouping, and resource allocation. Good, Simmons, et al. 
(2001) described the initial procedure in which benchmark scores were established. A 
sample of 56 children were administered Phoneme Segmentation Fluency in the spring 
of kindergarten, and then one year later CBM oral reading fluency was administered at 
the end of first grade. The criterion for first grade ORF was set at 40 words per minute. 
A scatterplot was created with ORF on the y-axis and PSF on the x-axis. By viewing all 
data points the authors determined the score on PSF that appeared to distinguish 
students who met the ORF goal from those who did not. A score of 35 was the point at 
which most (92%) students met or exceeded the goal of 40 words per minute. Of the 
students who scored between 10 and 34 on PSF, a clear prediction was not possible as 
35% did attain the ORF goal. However, scores below 10 on PSF were predictive of 
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failure to meet the ORF goal, as only 11 % attained the desired outcome. By viewing 
the data in this manner, 35 phonemes per minute was established as the benchmark goal 
for PSF. Benchmarks for other DIBELS measures were created using the same type of 
visual analysis. 
Returning to the question of how accurately DIBELS benchmarks predict 
performance on subsequent tasks, it seems as though the answer depends upon where 
the score falls in the distribution. Low scores (i.e., below 10) are predictive of failure 
and higher scores are predictive of success on later DIBELS tasks, however, for a group 
of students in the middle (e.g., scores between 10 and 35 for PSF) a clear prediction is 
not possible. In other words the accuracy of the DIBELS to predict outcomes is greater 
on both ends of the distribution. For students in the middle, there is a higher likelihood 
of making false positive or false negative decisions. Good, Simmons, et al. (2001) 
found less utility for the PSF benchmark in particular, as only 55% of the students who 
met the goal, went on to attain the subsequent goal. That barely exceeds a level of 
accuracy that would be obtained by chance alone. 
Even with the most rigorous standard setting procedures, the resulting cut-score 
is most accurately referred to as a recommended standard (Cizek, 1996). However, the 
methodology for arriving at the recommended standard must be carefully planned prior 
to implementation. There are a variety of statistical procedures for examining the 
accuracy of identified cut-scores that extend beyond visual analysis of a scatterplot. 
The methods that will be described have been used to guide decision-making within 
other fields. This topic of diagnostic accuracy, or decision validity, has been widely 
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discussed in medicine, and other facets of the physical and social sciences (e.g., 
psychology), but has been relatively scarce in education. 
Measures of Decision-Making 
Diagnostic accuracy refers to the ability of an instrument to distinguish between 
two diagnostic alternatives, and to select the one that is correct (Swets et al., 2000). 
Diagnostic accuracy can be addressed in a variety of ways including conditional 
probability analysis, sensitivity and specificity, and Receiver Operating Characteristic 
(ROC) analysis. Conditional probability refers to the likelihood of selected diagnostic 
outcomes, assuming that a true diagnostic status is known. There are four possible 
outcome proportions that are represented in the decision matrix in Table 2.2. 
Table 2.2 
Example of Four Possible Diagnostic Outcomes for a Screening, or Predictor Measure 
Criterion Measure 
Predictor Measures Problem No Problem 
Problem True Positive False Positive 
(Sensitivity) (1 - Specificity) 
No Problem False Negative True Negative 
(1 - Sensitivity) (Specificity) 
Diagnostic accuracy as a measure of decision-making is a useful but sometimes 
misleading measure if used alone, as it has several limitations (Elwood, 1993; Harber, 
1981). As Elwood (1993) observed, overall “hit rates” or just correct classifications are 
misleading when applied to low base rate disorders because the increase in the rate of 
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true negatives obscures the decrease in the rate of true positives. In theory, a 
diagnostician can be extremely accurate by labeling all cases negative (i.e., no disorder). 
For example if the prevalence of a condition in the general population is only 2%, a 
98% accuracy rate can be established by labeling all cases negative. Accuracy alone is 
not sufficient because it is independent of prevalence and does not differentiate between 
the types of correct and incorrect decisions (Harber, 1981). For example, false positive 
and false negative outcomes are both incorrect decisions, which decrease the accuracy 
of the test. However, there are important differences between a test that results in a 
high rate of false alarms (i.e., false positives) compared to a high rate of diagnostic 
misses (i.e., false negatives). Meehl and Rosen (1955) observed that using a test to 
discriminate a rare (i.e., low base rate) condition could actually result in more 
classification errors than if the test had not been used at all. They argued that cutoff 
thresholds be adjusted to local base rates. 
Sensitivity and specificity are two additional measures of decision-making. 
Both refer to the proportion of agreement between the predictor and criterion measures 
or in other words the accuracy of the predictor measure to identify the presence or 
absence of a given condition. Sensitivity and specificity represent two kinds of 
accuracy—sensitivity for actually positive cases and specificity for actually negative 
cases (Harber, 1981). According to Elwood (1993), sensitivity and specificity are often 
mistakenly interpreted to predict the probability (or absence) of a condition given a 
positive (or negative) test result. However, sensitivity and specificity actually represent 
the inverse of this probability and only predictive power can answer the more pertinent 
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question of whether or not a person has the target disorder given that they he scored 
positive or negative on the test. 
Two other variables of interest are positive and negative predictive power, 
which are measures of efficiency. Both refer to the probability that a predictor measure 
will correctly discriminate between who will be identified or not by the criterion 
measure, once a diagnostic status is known (Tatano-Beck & Gable, 2001). Positive and 
negative predictive power, address the limitations of sensitivity and specificity by 
taking into account base rate, or the prevalence of a condition in the general population. 
Stage and Jacobsen (2001) provided the following definitions for the variables 
of interest: 
• Sensitivity (i.e., true-positive rate) refers to the probability that when a 
diagnostic status is present on the criterion, the individual will be identified 
positively by the predictor. The number of true positive decisions is divided 
by the number of actually positive cases (TP / TP + FN). 
• Specificity (i.e., true-negative rate) refers to the probability that when a 
diagnostic status is absent on the criterion, the individual will not be 
identified by the predictor. The number of true negative decisions is divided 
by the number of actually negative cases (TN / TN + FP). 
• False-positive (1 — specificity) refers to the probability that the predictor 
measure will identify a problem when the criterion measure does not. The 
number of false positive decisions is divided by the number of actually 
negative cases (FP / FN + TN). 
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• Positive predictive power (PPP) refers to the likelihood that an individual 
who scores below the cut-score on the predictor measure will in fact have 
the condition of interest, based on the outcome of the criterion measure. 
• Negative predictive power (NPP) is the likelihood that an individual who 
scores above the cut-score on the predictor, actually does not have the 
condition based on the criterion score (Stage & Jacobsen, 2001). 
All of the variables defined above are important test characteristics to consider 
given the type of decisions to be made and the purpose for administering a test. Each 
provides slightly different information, one addressing the inherent limitations of 
another. However, a limitation of all characteristics described is that the selection of a 
cut-score is still subjective and arbitrary. Decision-makers must determine the 
confidence threshold at which to operate and Receiver Operating Characteristic analysis 
provides a statistical manner for doing so (Harber, 1981). 
Receiver Operating Characteristic 
A statistical method for exploring a range of possible cut-scores, to find the best 
ratio of true positive to false positive decisions, is Receiver Operating Characteristic 
(ROC) analysis. ROC analysis originated in psychophysics signal-detection theory. 
Within signal detection theory there are two classes of events: signals and noise. A 
diagnostic system attempts to identify a particular “signal” and ignore or reject other 
events, which are called “noise,” in order to result in accurate decisions (Swets, 1988). 
According to Swets (1988), this is the only measure of accuracy available that is 
uninfluenced by relative frequencies or prior probabilities. It also is unaffected by a 
system’s decision bias or tendency to favor one alternative over another. ROC analysis 
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has been successfully applied to determine the accuracy of diagnostic systems in a wide 
range of professions including the fields of medical imaging, information retrieval, and 
weather forecasting (Swets, 1988). 
ROC analysis provides a visual display of the proportion of true-positives (i.e., 
sensitivity) on the y-axis, plotted against the proportion of false-positives on the x-axis, 
across the continuum of scores for the predictor measure. The resulting visual display 
is called the ROC curve. The overall accuracy of the measure can be defined as the area 
under the ROC curve, with the upper left comer of the graph representing perfect 
sensitivity (100%) without any false-positive predictions. The larger the area under the 
curve, the better classification ability of the instrument (Tatano-Beck & Gable, 2001). 
ROC curves can also be compared between measures to determine which demonstrates 
a higher degree of accuracy. 
An important feature of diagnostic accuracy, which can be illustrated on a ROC 
curve, is that any change in a cut-score to try to maximize sensitivity, will inevitably 
increase the proportion of false positives, and vice versa (Swets et al., 2000). 
Therefore more “yes” decisions will be true if a higher cut-score is used, but at the same 
time more “yes” decisions will be false. ROC curves allow researchers to view this 
relationship and to determine the different ratios between the proportions of true 
positive and false-positive probabilities at different cut points. This method is 
particularly beneficial to educators because this relationship between true positives and 
false positives can be viewed while considering other variables such as resource 
availability and allocation, when determining how best to use a tool such as the 
DIBELS. 
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In order to conduct this type of analysis, the continuum of data for both the 
predictor and the criterion measures must be divided according to a cut-score, or some 
standard for determining whether or not an individual has the condition of interest. In a 
study by Hintze et al. (2003) the DIBELS cut-scores, recommended by the authors for 
winter of kindergarten (see Table 2.1), were used to predict outcomes on a criterion 
measure (i.e., the CTOPP). The results, high sensitivity with a high proportion of false- 
positives predictions, suggest that the currently recommended benchmarks for the 
DIBELS may be set unnecessarily high for some purposes. This has important 
implications for the types of educational decisions that should be made using results 
from the DIBELS. This finding also warrants further examination of the cut-scores to 
determine whether a higher degree of accuracy is possible using a different decision 
threshold (i.e., cut score). 
As mentioned previously, ROC analysis is unaffected by such factors as base 
rate and decision bias; however, the decision criterion (i.e., cut score or operating point 
on the curve) is highly dependent on a cost-benefit analysis (Swets, 1988). The ROC 
curve provides a visual display of the compromises that can be made between true 
positive and false positive decisions (Harber, 1981), however the operating position on 
the curve is largely dependent on the purpose for which the test is used. Researchers 
generally agree that when a test is used for screening purposes and the intent is to 
identify all individuals who are “at risk,” a more lenient threshold (i.e., higher cut- 
score) is acceptable even at the expense of an increase in false positive decisions 
(Harber, 1981; Swets, 1988). According to Salvia and Yssledyke (1998), errors in 
decision-making during screening should only occur in the direction of identifying non- 
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handicapped students as handicapped (i.e., false positive decisions), since any errors in 
screening can be corrected during a more in depth evaluation. For some decisions, 
however, a stricter criterion may be necessary, particularly if the cost of false 
identification is high. Such would be the case for an eligibility determination for 
special education. A high level of diagnostic accuracy would be necessary for any tools 
used to inform this type of decision. Furthermore, the combination of tests would need 
to be highly sensitive and specific to ensure that those children who truly require special 
education resources are entitled. Swets (1988) suggests that levels of .75 or higher are 
generally considered adequate for sensitivity and specificity. However, that value is 
only a general guideline, and in any analysis of diagnostic accuracy, the researcher will 
need to select a value that is appropriate for the decision. A sensitivity value of .75 may 
not be appropriate for some very high stakes decisions if the cost of a miss outweighs 
the cost of a false alarm. 
Utility of the DIBELS as a Screening Tool 
The key for utilizing DIBELS is for educators to understand the meaning and 
limitations of a screening as opposed to higher stakes decisions. Screening is only the 
first step in a sequential process and no decisions should be made beyond the request 
for further evaluation based on the results of a screening test. Even if a low-cost, 
general intervention is to be delivered, a problem must still be validated through the 
collection of additional data. 
The DIBELS possess several of the desirable test properties that have been 
discussed. They are ideal for formative assessment and evaluation, as each sub-test has 
multiple forms available for progress monitoring. Each sub-test is quick and easy to 
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administer to large groups of students, thus making it easy to use as a routine screening 
device. Furthermore, DIBELS fit nicely into the model of assessment that is currently 
mandated through Reading First. Within Reading First, three distinct types of 
assessment are specified that schools must utilize in K-3 classrooms: screening reading 
assessments, diagnostic reading assessments, and classroom-based instructional reading 
assessments. The Act defines each type of assessment as follows: 
• Screening means an assessment that is valid, reliable, and based on 
scientifically based reading research. It is a brief procedure that that is 
designed as a first step in identifying children who may be at high risk for 
delayed development or academic failure and in need of further diagnosis of 
their need for special services or additional reading instruction. 
• Diagnostic refers to an assessment that is valid, reliable, and based on 
scientifically based reading research. It is for the purpose of identifying a 
child’s specific areas of strength and weakness, determining any difficulties 
a child may have in learning to read and the potential causes, and to help 
determine possible reading intervention strategies. 
• Classroom-Based assessment evaluates children’s learning based on 
systematic observations by teachers of children performing academic tasks 
that are part of their daily classroom experience. Classroom based 
assessment is to be used to improve instruction in reading. 
The model that is defined by Reading First clearly indicates that screening is the 
first step of a larger assessment process. DIBELS serve that purpose. Due to the 
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formative nature of the DIBELS, they also can be used as classroom based assessments 
to guide instruction and indicate when changes should occur. 
Summary 
Changes in education policy over the years have led to a surge in new 
technologies for assessing early literacy skills. DIBELS have become the focus of 
many assessment plans that schools must utilize to ensure that students obtain early 
literacy skills well in advance of high stakes reading tests. More than ever before, 
research is shaping educational policy, which is now pointed in the direction of 
prevention and early intervention of reading difficulties. DIBELS are a screening tool 
by design and until validated otherwise, should not be used for higher stakes decisions 
about individual students. As stated by Kaminski and Good (1998), “It is important to 
remember that DIBELS measures are indicators. Just as a thermometer as an indicator 
of general health would not be the sole measure to diagnose illness and prescribe 
treatment, to make important educational decisions, additional assessment is necessary” 
(p. 139). 
As the spotlight on DIBELS brightens, there must be continued research on the 
strengths and limitations of the measures, and efforts to maximize its accuracy. 
DIBELS are highly sensitive in identifying the students who are at risk of potential 
reading difficulties, but result in a high proportion of false positive findings (Hintze et 
al., 2003). As with any assessment system that is used to guide decision-making, there 
is a need to strive for accuracy, even for a screening tool. In this study, a statistical 
procedure is presented for analyzing the accuracy of decisions using DIBELS data. 
Educators can use ROC curve analysis to consider the benefits of positive decisions 
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(i.e., problem) and the costs of negative decisions (i.e., no problem) while considering 
resource allocation and other factors associated with intervention planning. 
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CHAPTER 3 
METHODOLOGY 
Participants and Setting 
Data for this study were collected over the course of two academic years in a 
mid-size city in western Massachusetts. The first phase of assessment was initiated 
during the winter at the request of the school district as part of a kindergarten early 
literacy screening project. One hundred forty nine students from three elementary 
schools participated. There were a total of 10 kindergarten classrooms in the district. 
Parents were notified of the project via letter and given the opportunity to withhold 
consent. Two students were not given parent consent and therefore did not participate 
in the study. Random selection was not part of this design because all students were 
included in the sample. 
During the following academic year, winter and spring data were collected with 
the same group of students. Students in the sample were in the first grade during the 
second phase of data collection. However, several students had moved out of the 
district, thus the sample size decreased from 149 to 122. Students who had moved into 
the district during first grade also were assessed, but were not included in the sample. 
Students in the sample were primarily Caucasian (93%), and ranged in age from 
six to eight at the outset of the study. Approximately 39% of the school district 
qualified for reduced lunch, a proxy for the socioeconomic status of the population. 
Males and females had approximately equal representation in the sample. Data 
collection took place during the school day, in quiet locations outside of each 
classroom. Data were collected by school psychology faculty and graduate students 
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trained in the administration of all measures. Training sessions were held prior to each 
of the three phases of data collection for examiners who needed to be refreshed on the 
administration and scoring procedures. Formal instruction with the DIBELS measures 
was included in the coursework for all graduate student data collectors. 
Measures 
Kindergarten measures, administered during the winter, included three sub-tests 
of the DIBELS: Letter Naming Fluency (LNF), Initial Sound Fluency (ISF), and 
Phoneme Segmentation Fluency (PSF). Remaining measures that were administered 
the following year included the fourth DIBELS sub-test called Nonsense Word Fluency 
(NWF) and a curriculum-based measure of oral reading fluency (CBM ORF). NWF 
was collected in the winter and CBM ORF data were gathered in the spring. Each sub¬ 
test of the DIBELS, as well as CBM ORF, was individually administered according to 
standardized procedures outlined in Kaminski and Good (1996) and Shinn (1989). In 
each skill area, three alternate form probes were administered to the student and the 
median score was recorded. Administration and scoring procedures for each measure 
are described below. 
Letter Naming Fluency (LNF). LNF is a measure that is administered for one 
minute. The child is presented with a printed page containing rows of random upper 
and lower case letters and is asked to name as many letters as he/she can in one minute. 
The total number of letters correctly identified in one minute is the score. Alternate- 
form reliability for LNF is .93 (Good, Kaminski et al., 2001). The concurrent validity 
criterion-related validity with the Woodcock-Johnson Psycho-Educational Battery 
(Woodcock & Johnson, 1989) readiness score is .70 in kindergarten. Predictive validity 
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of LNF in spring of kindergarten with Woodcock-Johnson Psycho-Educational Battery 
in spring of first grade is .65 and is .71 with first grade oral reading fluency (ORF) 
using Curriculum Based Measurement (CBM) (Good, Kaminski et al., 2001). 
Initial Sound Fluency (ISF). ISF is a measure of phonological awareness 
(Kaminski & Good, 1996) on which children are required to identify from an array of 
four pictures, the word that begins with a target sound. For example, the examiner 
would say “This is a sink, cat, gloves and a hat. Which picture begins with /s/?” There 
are a total of 12 items on each probe. Every fourth item requires that the child produce 
the onset sound for a target word. Using the amount of time the child takes to complete 
the probe, the number of onsets correct per minute is calculated. There are 20 alternate 
forms and alternate-form reliability is .72 (Good, Kaminski et al., 2001). Concurrent 
validity of ISF in winter of kindergarten, with the readiness cluster score of the 
Woodcock-Johnson Psycho-Educational Battery, is .36. The correlation was the same 
for predictive validity one year later. Predictive validity of ISF with CBM ORF in 
spring of first grade is .45 (Good, Kaminski et al., 2001) 
Phoneme Segmentation Fluency (PSF). PSF is a measure of phonological 
awareness, which assesses a child’s ability to segment three and four phoneme words 
into individual phonemes with fluency (Kaminski & Good, 1996). Words are presented 
orally to the student for one minute and the child is instructed to verbally segment the 
individual phonemes in each word. The number of correct phonemes per minute is 
scored. For example, the examiner would say, “Tell me the sounds in cat” and the 
student would be expected to respond “/k/ /a/ /t/” for a total of three points. There are 20 
alternate forms available and 1-month alternate -form reliability for PSF is .88 for 
kindergarten children (Kaminski & Good, 1996). Concurrent validity of PSF with the 
readiness cluster score of the Woodcock-Johnson Psycho-Educational Battery was .54 
in the spring of kindergarten (Good, Kaminski etal., 2001). Concurrent validity 
estimates ranged from .43 to .65 on other measures such as the McCarthy Scales of 
Children’s Abilities, the Metropolitan Readiness Test and the Rhode Island Pupil 
Identification Scale (Kaminski & Good, 1996). Predictive validity of spring, 
kindergarten PSF with spring, first grade Woodcock-Johnson Psycho-Educational 
Battery is .68 and with curriculum based measurement of oral reading fluency (ORF) is 
.62 (Good, Kaminski et al., 2001). 
Nonsense Word Fluency (NWF). NWF is a measure of the alphabetic principle, 
which assesses a child’s understanding of letter-sound correspondences and the ability 
to blend letters into words (Kaminski & Good, 1996). On this task the student is 
presented with a page containing random VC and CVC nonsense words (e.g., jal, rop, 
ig). The child is asked to verbally produce as many sounds as he/she can in one minute, 
either by saying the sounds in isolation or blending the sounds together in each 
nonsense word. For example, if the child is presented with “jal” he/she can say the 
sounds l]l !?J IV or the entire nonsense word /jal/, either of which would be scored as 
three points. The number of sounds produced correctly in one minute is recorded. 
Given that this is a fluency task, students who blend the phonemes together naturally 
will produce more sounds in the allotted time, thus yielding a higher score. NWF has 
over 20 alternate forms available. One-month alternate form reliability for first grade is 
.78 (Good, Kaminski et al., 2001). Concurrent validity of NWF with the Woodcock- 
Johnson Psycho-Educational Battery readiness cluster score is .59 in first grade. The 
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predictive validity of NWF with CBM ORF in May of first grade is .82 (Good, 
Kaminski et al., 2001). 
Curriculum-Based Measurement of Oral Reading Fluency (CBM ORF). CBM 
ORF is a standardized, individually administered measure of the fluency and accuracy 
with which a student reads from connected text. A set of first grade level reading 
passages were administered and scored according to the standardized procedures 
described by Shinn (1989). Difficulty level of the passages were assessed prior to 
administration using the Spache Readability Estimates (1996), and selected passages 
ranged from levels 1.8 — 1.9. Children were asked to read aloud from three selected 
passages, each for one minute, and the median score was derived to represent the child’s 
fluency. Fluency was defined as the number of words read correctly in one minute. 
Word substitutions, omissions, and pauses for more than 3-seconds were scored as 
incorrect. Self-corrections within 3-seconds are scored as correct. The reliability of 
CBM oral reading fluency, based on a review of 11 studies that included test-retest, 
parallel forms, alternate forms, and inter-observer agreement reliability, was a mean of 
.91 (SD = .04) (Marston, 1989). Criterion-related validity from various studies that 
have been conducted ranged from .52 - .91 (Good & Jefferson, 1998). 
Procedures 
All children were individually presented with each of the measures described. 
Sessions during the winter of kindergarten took approximately 15-20 minutes for the 
administration of the three DIBELS measures (LNF, ISF, and PSF). Sessions 
conducted during the winter (NWF) and spring (ORF) of first grade lasted 
approximately five minutes each, as only one measure was administered. Three forms 
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of each measure were administered in order to determine the median score. All 
assessment activities took place in quiet locations outside of the kindergarten 
classrooms. Tables were set up in empty classrooms and areas of the hallway that were 
not used for passing. Examiners were significantly spaced in order to avoid distraction. 
The present study focuses on the diagnostic accuracy of the DIBELS in the 
prediction of first grade oral reading; however, it should be noted that when students 
were in kindergarten during the initial phase of data collection, the Comprehensive Test 
of Phonological Processing (CTOPP) also was administered as part of a separate but 
related study (Hintze et al., 2003). Although the CTOPP is not part of the present 
analysis, a brief description of the procedure is warranted since the kindergarten data for 
this study were collected within that context. 
Out of the initial 149 students in kindergarten (before attrition), 86 students also 
participated in the concurrent administration of the CTOPP. Students who were 
administered the CTOPP were randomly selected and the order of presentation was 
counterbalanced. Students were provided a break between the CTOPP and DIBELS 
measures. Each measure lasted approximately 20 minutes. The CTOPP is a 
standardized, norm referenced measure of phonological processing which consists of 
five sub-tests including Elision, Rapid Color Naming, Blending Words, Sound 
Matching, Rapid Object Naming, Memory for Digits, and Non-word Repetition. 
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CHAPTER 4 
RESULTS 
Descriptive Statistics 
The descriptive characteristics of the data were analyzed using Statistical 
Package of the Social Sciences, Release 11.5. Table 4.1 contains means and standard 
deviations for all measures, as well as the range of scores, skewness, and kurtosis. 
Distributions for the variables PSF and NWF both were positively skewed, while all 
other variables fell within an acceptable range of normality. Sample sizes varied 
between kindergarten (n = 149) and first grade (n = 121) due to attrition. However, 
there still were enough cases relative to the number of independent variables to proceed 
with further analysis. 
Results of evaluation of assumptions indicated no violations of homoscedasticity 
of residuals or multicollinearity. Examination of residuals indicated a single outlier 
among the cases for each of the dependent variables, NWF and ORF. Nonlinearity was 
evident for NWF, which corresponds to the positively skewed distribution. 
Consequently, results involving NWF should be interpreted with caution. 
Multiple Regression 
Two standard multiple regression analyses were conducted for NWF and ORF 
as separate dependent variables. The independent variables for NWF included LNF, 
ISF, and PSF. The independent variables for ORF were the same with the addition of 
NWF. 
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Table 4.1 
Descriptive Statistics for Student Performance on Measured Variables 
Variable Mean (SD) Range Skewness (SE) Kurtosis (SE) 
LNF 28.60 (16.79) 0-80 .56 (.20) .41 (.40) 
ISF 19.56 (9.79) 0-45 -.06 (.20) -.22 (.40) 
PSF 17.78 (16.25) 0-52 .56 (.20) -1.00 (.40) 
NWF 47.24 (25.90) 10-155 1.51 (.22) 2.79 (.44) 
ORF 48.25 (27.87) 2-158 .80 (.22) .96 (.44) 
Table 4.2 contains the correlations for all of the variables. All correlations were 
significant at the .01 level. The strongest correlation was .786 between NWF and ORF. 
This was not surprising, given that the two sub-tests were administered temporally close 
to one another (i.e., both in first grade). Relative to the phonemic awareness measures 
of the DIBELS administered in kindergarten, NWF is a measure of the alphabetic 
principle, a skill that emerges further along on the developmental continuum toward 
reading. Table 4.2 also indicates that LNF correlated more strongly with ORF (.666) 
and NWF (.624) as compared to other measures. This is consistent with the research on 
letter naming which has been found to be a powerful predictor of reading achievement 
(Bond & Dykstra, 1967; Chall, 1967). 
Tables 4.3 and 4.4 display the results of two standard regression analyses 
conducted using SPSS (v. 11.5) regression. Table 4.3 includes kindergarten DIBELS 
measures LNF, ISF, and PSF as independent variables and first grade measure NWF as 
the dependent variable. LNF, ISF, and PSF were administered during the winter of 
kindergarten and NWF was administered one year later, during the winter of first grade. 
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Table 4.2 
Correlations Across Variables 
Variable 1 2 3 4 5 
1. LNF 
2. ISF .513 
3. PSF .459 .573 
4. NWF .624 .437 .406 
5. ORF .666 .519 .417 .786 
In the second model, summarized in Table 4.4, all DIBELS measures were 
independent variables and spring of first grade oral reading fluency (ORF) was the 
dependent variable. Both tables include, from left to right, the unstandardized 
regression coefficients (B) and the standard error of B, the standardized regression 
coefficient (p), and the t- statistic and significance value for independent variables. At 
the bottom of the table are the summary statistics for the model including the multiple 
regression coefficient R, variance accounted for by the model (R ), and adjusted R . 
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Table 4.3 
Standard Multiple Regression of LNF, ISF, and PSF Performance in Kindergarten and 
NWF in Winter of First Grade (n = 121) 
IV's B SEB p t Sig. 
LNF .80 .13 .52 6.12 .000 
ISF .27 .25 .10 1.06 .290 
PSF .20 .14 .12 1.39 1.66 
Multiple R = .65 F (3,117) 
- 27.76, p < .0001 R2 = .42 Adjusted R2 = .40 
As can be seen in Table 4.3, the regression coefficient R was significantly 
different from zero, F(3,117) = 27.76, p < .0001. In this model, approximately 42% of 
the variance in student performance on NWF in winter of first grade was predicted by 
the combined performance of LNF, ISF, and PSF in kindergarten. As individual 
variables in the model, only LNF contributed significantly,/? < .0001. 
Table 4.4 
Standard Multiple Regression of All DIBELS Measures as Independent Variables and 
First Grade Oral Reading Fluency as the Dependent Variable (n = 121) 
IV's B SEB p t Sig. 
LNF .38 .12 .23 3.18 .002 
ISF .46 .20 .16 2.30 .023 
PSF .00 
o
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-.06 .954 
NWF .62 .07 .58 8.49 .000 
Multiple R = .83 F (4, 116) = 63.60, p < .0001 R2 = .69 Adjusted R2 = .68 
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The results summarized in Table 4.4 indicate that regression coefficient R was 
significantly different from zero F (4,116) = 63.60,p < .0001. In this model, 
approximately 69% of the variance in spring of first grade oral reading fluency was 
predicted from the combined performance of all four measures of the DIBELS. 
Individually, all DIBELS measures except PSF contributed significantly to the model. 
As shown in Table 4.2, the correlation between PSF and ORF although significant, was 
lowest among all DIBELS sub-tests. 
Diagnostic Accuracy Analysis 
Analyses of the diagnostic accuracy of the DIBELS were conducted using the 
author recommended cut-scores outlined in Table 1.1. Note that LNF is a DIBELS 
measure that will be included in subsequent analyses, but is not featured in the initial 
analysis because the authors do not suggest a particular cut-score. In the first analysis, 
presented in Table 4.5, the accuracy of ISF in kindergarten to predict student 
performance on NWF in first grade was examined using a score of 50 on NWF as the 
benchmark criterion. Table 4.6 displays the outcomes for PSF in the prediction of 
NWF. Tables 4.7 through 4.9 display the results of diagnostic accuracy analysis, for the 
three DIBELS measures ISF, PSF, and NWF as predictors of first grade ORF 
performance. The selected benchmark criterion for ORF was a score of 40 words per 
minute. This level of fluency has been adopted as the minimum level of reading 
competence (i.e., 40-60 wpm) for spring of first grade (Good, Simmons et al., 2001). 
Each of the 2 X 2 decision matrices illustrate the four possible decisions using 
the identified cut-point for each measure, and the number of students in each cell. The 
symbols associated with each measure indicate the presence of a problem (+), if the 
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student scored below the identified cut-score and the absence of a problem (-), to 
indicate that the student scored above the recommended cut-score. The four possible 
types of decisions are True Positive (TP), True Negative (TN), False Positive (FP), and 
False Negative (FN). TP and TN both indicate agreement of the predictor and the 
criterion measure, on the presence and absence of a problem, respectively. FP and FN 
indicate disagreement, reflecting the inaccuracy of the predictor measure in identifying 
students who will not meet the benchmark score on the criterion measure. In such a 
case, the predictor would identify a problem that did not really exist (FP), or the 
predictor would fail to identify (-) a problem that is later identified by the criterion (+). 
Of particular interest in this study are the TP and FP decisions, or "hits" and "false 
alarms," respectively. 
Ideally, the researcher strives to maximize agreement between the two measures. 
Inherent in this type of analysis, however, is the assumption that the condition of 
interest (e.g., a reading disability) can be identified accurately by the criterion measure. 
In essence, the criterion measure in this model (i.e., ORF) serves as the "gold standard" 
of assessment tools to determine a diagnostic status. 
An extension of the four possible decisions that are derived from two 
distributions of scores, are the statistical measurements referred to as the diagnostic 
accuracy of the instruments. All calculations were produced by Diagnostic Utility 
Statistics (Watkins, 2002). The characteristics of interest for this study are defined 
below and are included in Tables 4.5 through 4.9 (Stage & Jacobsen, 2001; Swets et al., 
2000): 
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• Sensitivity (i.e., true-positive rate) refers to the probability that when a 
diagnostic status is present on the criterion, the individual will be identified 
positively by the predictor. 
• Specificity (i.e., true-negative rate) refers to the probability that when a 
diagnostic status is absent on the criterion, the individual will not be 
identified by the predictor. 
• False-positive (1 - specificity) refers to the probability that the predictor 
measure will identify a problem when the criterion measure does not. 
• Positive predictive power (PPP) refers to the likelihood that an individual 
who scores below the cut-score on the predictor measure will in fact have 
the condition of interest, based on the outcome of the criterion measure. 
• Negative predictive power (NPP) is the likelihood that an individual who 
scores above the cut-score on the predictor, actually does not have the 
condition based on the criterion score. 
From these descriptions, it is apparent that there is an obvious trade-off between 
sensitivity and specificity, as well as positive and negative predictive power. An 
inverse relationship exists between the two, in which increases in one result in decreases 
in the other. Decreases in specificity result in increases in the number of false positives 
(1 -specificity = FP). Changes in each measure of diagnostic accuracy are a function of 
the selected cut-score, and the challenge for any assessment instrument is to set cut- 
scores that maximize each characteristic to its fullest potential. Swets (1988) suggests 
that levels of .75 or higher are generally considered adequate for sensitivity and 
specificity. However, that value is only a general guideline, and in any analysis of 
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diagnostic accuracy, the researcher will need to select a value that is appropriate for the 
decision. A sensitivity value of .75 may not be appropriate for some very high stakes 
decisions if the cost of a miss outweighs the cost of a false alarm. 
The initial analyses, displayed in Tables 4.5 through 4.9, examined the 
diagnostic accuracy of the DIBELS using the author recommended cut-scores. Table 
4.5 shows that ISF was adequately sensitive (.81), with slightly less specificity (.66) in 
the prediction of student performance on NWF. Approximately 34% of students 
’’identified" by the ISF measure in kindergarten actually met the benchmark score of 50 
on NWF in first grade, thus resulting in false positive decisions. Similar to the results 
for sensitivity and specificity, the ability of ISF to predict those students who were 
likely to exhibit a problem on the NWF task (i.e., positive predictive power) was 
adequate. However, the ability of the measure to predict those students who would not 
exhibit a problem on NWF (i.e., negative predictive power) was less favorable. It is 
clear from these data that sensitivity, or the number of true positive decisions, 
influences the positive predictive power of the instrument and specificity, or true 
negatives, affect the negative predictive power. Overall, ISF was able to correctly 
discriminate between those students who met the first grade NWF benchmark, from 
those who did not, 76% of the time. 
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Table 4.5 
2X2 Decision Matrix and Diagnostic Accuracy Statistics for ISF in Kindergarten as a 
Predictor of NWF in First Grade using Cut-Scores of 25 for ISF and 50 for NWF 
Criterion Measure 
NWF 
+ 
+ 65 14 
Predictor (TP) (FP) 
ISF 
15 27 
(FN) (TN) 
Sensitivity = TP/(TP + FN) = .81 
Specificity = TN/(FP + TN) = .66 
False Positive Rate = (1 - Specificity) = .34 
Positive Predictive Power = TP/(TP + FP) = .82 
Negative Predictive Power = TN/(FN + TN) = .64 
Correct Classification = (TP + TN)/N = 76% 
Phi = .47 
Kappa = .47 
Table 4.6 displays the results for the diagnostic accuracy analysis of PSF to 
predict NWF. The analysis for PSF yielded slightly higher sensitivity (.86) than for ISF 
(.81), but markedly lower specificity (.37). Therefore, the false positive rate for PSF 
was .63. The 2 X 2 matrices for Tables 4.5 and 4.6 indicate that PSF led to 
approximately twice as many FP and half as many TN decisions as ISF. Positive 
predictive power was sufficient at .73, however negative predictive power was low at 
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.58. The overall accuracy of classification was slightly lower for PSF (69%) compared 
to ISF (76%), as were the lower levels of association between the diagnostic decisions 
made by each measure (i.e., lower Phi and Kappa coefficients for PSF). 
Table 4.6 
2X2 Decision Matrix and Diagnostic Accuracy Statistics for PSF in Kindergarten as a 
Predictor of NWF in First Grade using Cut-Scores of 35 for PSF and 50 for NWF 
Criterion Measure 
NWF 
+ 
+ 69 26 
Predictor (TP) (FP) 
PSF 
11 15 
(FN) (TN) 
Sensitivity = TP/(TP + FN) = .86 
Specificity = TN/(FP + TN) = .37 
False Positive Rate = (1 - Specificity) = .63 
Positive Predictive Power = TP/(TP + FP) = .73 
Negative Predictive Power = TN/(FN + TN) = .58 
Correct Classification = (TP + TN)/N = 69% 
Phi = .26 
Kappa = .25 
Tables 4.7 through 4.9 contain the diagnostic accuracy results for ISF, PSF, and 
NWF to predict student performance on end of first grade ORF. The sensitivity of all 
three measures are quite strong (.85 - .94) in predicting ORF performance. The lower 
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level of specificity for ISF led to a high proportion of false positive predictions (.48) 
and only 67% correct classification decisions. ISF exhibited higher NPP (.81) than PPP 
(.59) which indicates that the measure was more accurate at predicting those students 
who were not likely to perform low on ORF (i.e., no problem) than predicting those 
who were likely to perform low (i.e., problem present). The opposite resulted when 
NWF was the criterion. As shown in Table 4.5, PPP was higher at .82 than NPP at .64. 
ISF also resulted in more correct decisions as a predictor of NWF (76%) than of ORF 
(67%). 
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Table 4.7 
2X2 Decision Matrix and Diagnostic Accuracy Statistics for ISF in Kindergarten as a 
Predictor of ORF in First Grade using Cut-Scores of 25 for ISF and 40 for ORF 
Criterion Measure 
ORF 
+ 
+ 47 32 
Predictor (TP) (FP) 
ISF 
8 35 
(FN) (TN) 
Sensitivity = TP/(TP + FN) = .85 
Specificity = TN/(FP + TN) = .52 
False Positive Rate = (1 - Specificity) = .48 
Positive Predictive Power = TP/(TP + FP) = .59 
Negative Predictive Power = TN/(FN + TN) = .81 
Correct Classification = (TP + TN)/N = 67% 
Phi = .39 
Kappa = .36 
According to the results for specificity, PSF is comparatively less accurate in 
predicting those students who actually do exhibit a problem on ORF from those who do 
not. The false positive rate for PSF is .69, which is disproportionately high. This 
indicates that PSF over identified students as being at risk for reading problems when in 
fact they were not according to ORF scores. Furthermore, only 58% of classification 
decisions were accurate when PSF was the predictor measure, which is only slightly 
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better than chance. Phi and Kappa coefficients also were low at .27 and .20, 
respectively. It is possible that this stems from the positive skew of the distribution of 
scores and the observed floor effect, as the mode was a score of zero. At the time of 
administration, students had not learned the skill of phoneme segmentation. Rather, the 
emphasis of instruction was on letter name identification and letter-sound 
correspondence. Therefore, it would not be unlikely for students who achieved low on 
the PSF task, to have met the criterion for ORF the following year because they 
acquired phonemic awareness and subsequent skills. 
As shown in Table 4.9, NWF was clearly the strongest predictor of student 
performance on ORF. As discussed previously, NWF also held the strongest correlation 
with ORF (.79), relative to other DIBELS measures. NWF exhibited high sensitivity 
(.94), although specificity was comparably low (.57), resulting in a false positive rate of 
.43. However, NWF yielded higher PPP (.64), NPP (.93), correct classifications (74%), 
and corresponding Phi and Kappa coefficients (.54 and .48) than the other DIBELS 
measures. 
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Table 4.8 
2X2 Decision Matrix and Diagnostic Accuracy Statistics for PSF in Kindergarten as a 
Predictor of ORF in First Grade using Cut-Scores of 35 for PSF and 40 for ORF 
Criterion Measure 
ORF 
+ 
+ 50 46 
Predictor (TP) (FP) 
PSF 
5 21 
(FN) (TN) 
Sensitivity = TP/(TP + FN) = .91 
Specificity = TN/(FP + TN) = .31 
False Positive Rate = (1 - Specificity) = .69 
Positive Predictive Power = TP/(TP + FP) = .52 
Negative Predictive Power = TN/(FN + TN) = .81 
Correct Classification = (TP + TN)/N = 58% 
Phi = .27 
Kappa = .20 
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Table 4.9 
2X2 Decision Matrix and Diagnostic Accuracy Statistics for NWF in the Winter as a 
Predictor of ORF in the Spring of First Grade using Cut-Scores of 50 for NWF and 40 
for ORF 
Cifiterion Measure 
ORF 
+ 
+ 51 29 
Predictor (TP) (FP) 
NWF 
3 38 
(FN) (TN) 
Sensitivity = TP/(TP + FN) = .94 
Specificity = TN/(FP + TN) = .57 
False Positive Rate = (1 — Specificity) = .43 
Positive Predictive Power = TP/(TP + FP) = .64 
Negative Predictive Power = TN/(FN + TN) = .93 
Correct Classification = (TP + TN)/N = 74% 
Phi = .54 
Kappa = .48 
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Receiver Operating Characteristic (ROC) Analysis 
In an effort to further explore the predictive nature of the DIBELS, Receiver 
Operating Characteristic (ROC) curves were developed. A ROC curve provides a 
graphic representation of sensitivity (i.e., true positive) plotted against 1 - specificity 
(i.e., false-positive) over the range of all possible cut scores of the predictor measure. 
This allows the researcher to (1) compare the diagnostic accuracy of multiple measures, 
(2) view the inverse relationship between sensitivity and specificity, and (3) select an 
optimal cut score, or decision threshold at which to operate within a given distribution 
of scores. The optimum cut-score is generally, at or near the shoulder of the curve 
(Swets et al., 2000). 
An assessment instrument that has perfect discrimination ability will produce a 
ROC curve that extends vertically up the y-axis, curve at the top left comer of the graph 
and proceed horizontally to the right. The curve labeled “excellent” in Figure 4.1 
represents these characteristics. Such a visual display represents the progressive 
increase in the sensitivity of a measure with little, if any, loss in specificity until very 
high levels of sensitivity are obtained (Tatano-Beck & Gable, 2001). The diagonal line 
that extends from the lower left to the upper right portions of the graph represents the 
line at which TP is no greater than FP; that curve is labeled “worthless” in Figure 4.1. 
A ROC curve that runs close to the diagonal line represents an assessment instrument 
that has a 50/50 chance of producing a correct classification. Clearly, that would not be 
a positive attribute for an assessment instmment that is intended to inform decisions. 
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Comparing ROC Curves 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
False positive rate 
Figure 4.1 
Sample ROC curves. From The area under a ROC curve, by T. G. Tape, 2004. 
[Printed with permission] 
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An additional component of the output for ROC curves is a corresponding 
numerical table that provides the specificity and false positive values at each cut score. 
After using the ROC curve to determine if there is a point at which adequate levels of 
sensitivity and specificity are achieved, the numeric table will inform the researcher of 
the corresponding cut-score(s). Using the guidelines provided by Swets (1988), an 
adequate balance of sensitivity and specificity is the point where the curve intersects .75 
on the y-axis and .25 on the x-axis (i.e., 1 - specificity). 
The ROC curves displayed in Figures 4.2 and 4.3 were produced using SPSS 
v. 11.5. The purpose of these analyses was to explore alternative cut-scores of the 
DIBELS in an attempt to maximize sensitivity and specificity. Figure 4.2 displays the 
ROC curves that were produced when ISF, LNF, and PSF were used to predict NWF. 
Figure 4.3 includes the distribution of all possible cut-scores when all four DIBELS 
measures (i.e., ISF, LNF, PSF, and NWF) were used to predict ORF. In both cases, it is 
immediately clear to the viewer that all predictors performed better than chance (i.e., 
curves fall above the diagonal), but did not yield perfect accuracy (i.e., curves do not 
bend at or near the upper left shoulder of the graph). 
In Figure 4.2, as all three curves ascend upwards, sensitivity increases at the 
expense of an inordinate amount of false positives (i.e., specificity decreases). There is 
no point along any curve at which the sensitivity and specificity both reached the 
recommended value of .75 (Swets, 1988). This was particularly evident for PSF, which 
approached an adequate level of sensitivity (.75) starting at a score of 25 but specificity 
already was too low (.42), thus identifying too many false positives (.58). ISF and LNF 
obtained sensitivity levels of approximately .75 at scores of 23 and 33, respectively. 
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For both measures at that level of sensitivity, specificity was low (.63 and .62), but not 
to the degree found for PSF. 
An additional benefit of using the numerical output is that it allows the observer 
to view instances in which either sensitivity or false positives remain constant while the 
other increases, across a range of cut scores. Such an event would be evident on the 
ROC curve if a horizontal (i.e., increase in false positives while sensitivity remains 
constant) or vertical (i.e., increase in sensitivity while false positive remains constant) 
exist along any portion of the curve. Figure 4.2 includes such a horizontal along the 
upper portion of the curve for PSF, which represents the range of scores from 30 - 40. 
Along this part of the curve, sensitivity values remained relatively constant at each 
score (.83 - .88), while the false positive rate nearly doubled increasing from .46 to .88. 
Using the ROC curve in combination with the numerical output will allow the 
researcher to find the optimal cut-score for the given purpose. 
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ROC Curve 
False Positives 
Figure 4.2 
ROC curve representing sensitivity (Y axis) and false positive (X axis) proportions 
across all possible cut-scores of the LNF, ISF, and PSF in winter of kindergarten as 
predictors of NWF in winter of first grade. 
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It is apparent in Figure 4.3 that NWF outperformed all other measures as a 
predictor of ORF because it produced a more favorable curve. Visual analysis indicates 
that the ROC curve approximately intersects the .75 value on the y-axis and the .25 
value on the x-axis, thus demonstrating adequate diagnostic adequacy in predicting 
ORF performance. The corresponding cut-score for NWF, at that point on the curve, is 
42. Likewise, PSF also demonstrated adequate sensitivity and specificity, at a cut-score 
of 14, as evidenced by the ROC curve. The shape of the curve indicates that as PSF 
scores increase beyond 14, the proportion of false positives increases dramatically while 
sensitivity remains relatively constant (i.e., the horizontal part of the curve). The ROC 
curves for the remaining DIBELS measures are not as favorable, as false positive values 
exceed .25 before reaching the recommended level of .75 for sensitivity. 
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ROC Curve 
False Positives 
Figure 4.3 
ROC curve representing sensitivity (Y axis) and false positive (X axis) proportions 
across all possible cut-scores of the DIBELS measures as predictors of ORF in spring of 
first grade. 
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Follow-up Analyses 
As a result of ROC analysis, alternative cut-scores were selected for the 
DIBELS measures in an attempt to enhance the diagnostic accuracy of predicting NWF 
and ORF. New diagnostic accuracy statistics were computed using Diagnostic Utility 
Statistics (Watkins, 2002) for the selected scores. Table 4.10 contains the results of 
analyses for ISF and PSF predicting NWF, both for the initial author recommended cut- 
scores and the alternative cut-scores selected based on ROC analysis. The two cut- 
scores are displayed together for purposes of comparison, to illustrate how changing a 
cut-score will affect diagnostic accuracy, and ultimately decision-making. 
As can be seen in Table 4.10, the author recommended cut-score of 25 for ISF is 
representative of the closest balance between sensitivity and specificity, at .81 and .66, 
respectively, with an overall accuracy rate of 76%. Therefore, ROC analysis did not 
lead to the identification of an alternative cut-score. For PSF, the suggested alternative 
is a cut score of 17. By lowering the cut-score from 35, the measure becomes less 
sensitive but the false positive rate decreases by almost half. Using the author 
recommended cut-score of 35, the PSF task over-identifies the number of students who 
are likely to demonstrate reading problems that are not corroborated by the NWF task. 
As previously described there was a range of scores within the PSF distribution (30-40) 
for which sensitivity values remained relatively constant at each score (.83 - .88), while 
the false positive rate nearly doubled increasing from .46 to .88. 
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Table 4.10 
Comparison of Diagnostic Accuracy Statistics for ISF and PSF in the Prediction of 
NWF Using Author Recommended Cut-Scores and Alternative Cut-Scores 
Criterion NWF (< 50) 
ISF Initial Cut score of 25 
Sensitivity = .81 
Alternate Cut-Score 
Specificity = .66 For this measure, there is no 
False Positive Rate = .34 alternative cut-score to 
Positive Predictive Power = .82 recommend that would have 
Negative Predictive Power = .64 produced stronger diagnostic 
Correct Classifications = 76% 
Phi = .47 
Kappa = .47 
accuracy. 
PSF Initial Cut score of 35 Alternate Cut Score of 17 
Sensitivity = .86 Sensitivity = .78 
Specificity = .37 Specificity = .65 
False Positive Rate = .63 False Positive Rate = .35 
Positive Predictive Power = .73 Positive Predictive Power = .67 
Negative Predictive Power = .58 Negative Predictive Power = .76 
Correct Classifications = 69% Correct Classifications = 71% 
Phi = .26 Phi = .43 
Kappa = .25 Kappa = .42 
In Table 4.11 alternative cut-scores are provided for ISF, PSF, and NWF based 
on the results of ROC analysis, in which all three measures were modeled against ORF. 
The most notable improvement in diagnostic accuracy was for PSF. The author 
recommended cut-score of 35 was highly sensitive at .91, but the associated value for 
specificity was significantly low at .31. Lowering the cut score to 14 resulted in an 
appropriate balance between sensitivity and specificity (i.e., both at .73) and raised the 
value of correct classifications from 58% to 73%. Furthermore, the false positive rate 
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decreased from .69 to .27. Results for NWF were similar, by reducing the cut-score 
from 50 to 42. The proportion of false positives decreased from .43 to .22, while a 
moderately high sensitivity value of .80 was obtained. Correct classifications increased 
slightly from 74% to 79%. The final measure was ISF, for which the initial cut-score 
yielded high sensitivity at the expense of low specificity. By lowering the cut-score 
from 25 to 22, the proportion of false positives decreased from .48 to .36, which is still 
higher than the recommended .25 (Swets, 1988). There was not a point along the ISF 
curve where sensitivity and specificity both obtained adequate levels. 
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Table 4.11 
Comparison of Diagnostic Accuracy Statistics for ISF, PSF, and NWF in the Prediction 
of ORF Using Author Recommended Cut-Scores and Alternative Cut-Scores 
ISF 
Criterion ORF (< 40) 
Initial Cut score of 25 
Sensitivity = .85 
Specificity = .52 
False Positive Rate = .48 
Positive Predictive Power = .59 
Negative Predictive Power = .81 
Correct Classifications = 67% 
Phi = .39 
Kappa = .36 
Alternate Cut-Score of 22 
Sensitivity = .75 
Specificity = .64 
False Positive Rate = .36 
Positive Predictive Power = .63 
Negative Predictive Power = .75 
Correct Classifications = 69% 
Phi = .39 
Kappa = .38 
PSF Initial Cut score of 35 
Sensitivity = .91 
Specificity = .31 
False Positive Rate = .69 
Positive Predictive Power = .52 
Negative Predictive Power = .81 
Correct Classifications = 58% 
Phi = .27 
Kappa = .21 
Alternate Cut Score of 14 
Sensitivity = .73 
Specificity = .73 
False Positive Rate = .27 
Positive Predictive Power = .69 
Negative Predictive Power = .77 
Correct Classifications = 73% 
Phi = .46 
Kappa = .46 
NWF Initial Cut Score of 50 
Sensitivity = .94 
Specificity = .57 
False Positive Rate = .43 
Positive Predictive Power = .64 
Negative Predictive Power = .93 
Correct Classifications = 74% 
Phi = .54 
Kappa = .49 
Alternate Cut Score of 42 
Sensitivity = .80 
Specificity = .78 
False Positive Rate = .22 
Positive Predictive Power = .74 
Negative Predictive Power = .83 
Correct Classifications = 79% 
Phi = .57 
Kappa = .57 
Table 4.12 contains the diagnostic accuracy statistics for LNF, both in the 
prediction of NWF and ORF. LNF is described separate from the other variables 
because the authors of the DIBELS have chosen not to recommend a particular 
benchmark. Rather, the measure is intended to serve as an additional indicator that a 
child may be at risk of reading problems, and educators are encouraged to consider the 
lowest 20% to be "at risk" (Good et al., 2001). For the purposes of this analysis, ROC 
curves were used to determine the scores at which LNF accurately predicted NWF and 
ORF performance. The recommended scores are 33 for predicting NWF and 31 for 
predicting ORF, both yielding similar diagnostic accuracy statistics. There was no point 
along either ROC curve at which sensitivity and false positive proportions were 
optimally balanced. The cut scores that are displayed in Table 4.12 represent the closest 
approximation, although values for specificity are still somewhat low. 
Table 4.12 
Diagnostic Accuracy of LNF in the Prediction of NWF and ORF Performance After 
Using ROC Analysis to Select Cut-Scores 
Diagnostic Accuracy 
Criterion NWF 
(LNF Cut Score of 33) 
Criterion ORF 
(LNF Cut Score of 31) 
Sensitivity .81 .73 
Specificity .62 .64 
False Positive Rate .38 .36 
Positive Predictive Power .66 .63 
Negative Predictive Power .78 .74 
Correct Classifications 71% 68% 
Kappa .43 .36 
Phi .44 .37 
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CHAPTER 5 
DISCUSSION 
Over the past two decades, since the publication of A Nation at Risk, public 
educators in America have faced multiple waves of reform. In the wake of each new 
reform the details change as does the guiding principles and philosophies (Linn, 2000). 
A common rhetoric however, has been accountability, assessment, and standards based 
reform. Current educational reform combined with an unprecedented influence of 
empirical research has led policy makers to focus on prevention and early identification, 
particularly in the area of reading. Naturally, as the challenges and needs of educators 
evolve, so must the research and discussions about the assessment tools that are utilized 
to make important educational decisions about individual and groups of students. The 
purpose of this study was to examine one popular assessment tool, the DIBELS 
(Kaminski & Good, 1996) and it’s utility in the context of educational decision-making. 
The DIBELS has become an increasingly widespread tool in school districts 
across North America and abroad. In this study the diagnostic accuracy of the DIBELS 
to predict later reading outcomes was addressed within the larger context of standards 
for assessment instruments and their use for different types of educational decisions. 
The research questions that were described in the previous chapter include: 
1) How much of the variance in Nonsense Word Fluency in the winter of first 
grade can be explained by student performance on the three DIBELS 
measures administered in winter of kindergarten? 
2) How much of the variance in spring of first grade Oral Reading Fluency can 
be explained by all four DIBELS measures? 
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3) How accurately do the DIBELS sub-tests administered in kindergarten (i.e., 
LNF, ISF, and PSF) predict performance on NWF in the winter and ORF in 
the spring of first grade using author recommended cut-scores? 
4) Will the selection of alternative cut-scores using ROC analysis result in 
higher levels of diagnostic accuracy, including an appropriate balance of 
sensitivity, specificity, positive predictive power and negative predictive 
power? 
Discussion of Results 
Based on the results of standard multiple regression analysis, 42% of the 
variance in winter of first grade NWF was explained by the three kindergarten measures 
of LNF, ISF, and PSF. Furthermore, only one independent variable, LNF, contributed 
significantly to the model. There are several factors to consider when interpreting these 
results. One consideration relates to the instruction and emphasis on such skills in the 
classroom. Phonemic awareness was not a core feature of the reading program for the 
students in this sample, but rather a “letter of the week” approach was emphasized. The 
focus on letter names and the corresponding sounds was much stronger than the 
expectation that students would be able to hear and manipulate the sounds of oral 
language (i.e., phonemic awareness). Furthermore, floor effects were observed, 
particularly on the PSF task. It was not surprising that students did not demonstrate 
fluency with a skill that had not been taught. 
In this sample, students’ knowledge of letters appeared to be more predictive of 
first grade alphabetic principle (i.e., NWF), than kindergarten phonemic awareness 
skills (i.e., ISF and PSF). Although the research suggests that initial skills in phonemic 
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awareness facilitates the acquisition of alphabetic principle (Wagner & Torgesen, 
1987), knowledge of letter names is thought to facilitate letter sound identification, 
particularly when the letter sound is similar to the name (Stage, Sheppard, Davidson, & 
Browning, 2001). It is clear that an instructional emphasis on letter name/sound 
correspondence is related to students’ ability to complete a task such as NWF. That is 
not to say, however, that phonemic awareness skills would not have further facilitated 
alphabetic principle skills had there been such an emphasis. The performance on LNF in 
this model also is consistent with previous research on the efficacy of letter naming 
fluency as it relates to a beginning understanding of the alphabetic principle (Hintze et 
al., 2003) as well as overall phonological awareness and reading achievement (Bond & 
Dykstra, 1967; Chall, 1967). 
For the second question that was addressed in this study, a standard multiple 
regression analysis was utilized to determine the amount of variance in spring of first 
grade oral reading fluency that was explained by all four DIBELS measures (i.e., LNF, 
ISF, PSF, and NWF). Results of this analysis indicated that 69% of the variance in 
ORF was accounted for by the combined performance of all DIBELS sub-tests. Unlike 
the previous analysis, all but PSF contributed significantly to the model. Again, the 
observed floor effects of PSF may have contributed to the poor performance in this 
model as well. Students in this sample had not yet acquired the skill of phoneme 
segmentation by the early winter when the measure was administered. Relative to all 
DIBELS measures, PSF was also the least familiar task as opposed to naming letters 
and sounds, and even identifying the beginning sound in a word (i.e., ISF). Other 
research on phonemic awareness has found segmentation to be an important skill that 
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predicts reading outcomes (Byrne & Fielding-Bamsley, 1989; NRP, 2000), however in 
the context of this administration it was the first time students were asked to perform 
the task, in the absence of instruction. 
The comparative performance of the independent variables, in the two 
regression models described, are reflective of the inter-correlations among measures. 
NWF demonstrated the strongest correlation with ORF (.786) while PSF was the lowest 
(.417). LNF had the second highest correlation with ORF (.666). NWF also was 
administered temporally closer to ORF in winter of first grade, while previous measures 
were administered in the winter of kindergarten. The task itself, decoding nonsense 
words, is most like reading relative to the other measures (e.g., segmenting words into 
sounds). 
The remaining two questions that were addressed in this study pertained to the 
diagnostic accuracy of each DIBELS measure to predict performance on subsequent 
skills, based upon author recommended cut-scores. Based upon previous research 
findings (Hintze et al., 2003), it was hypothesized that the benchmarks that were 
selected by DIBELS authors, may have been set too high potentially resulting in a 
disproportionate number of false positive decisions (i.e., identifying students for 
intervention who were not really at risk). Using a combination of sensitivity, specificity, 
predictive power, and ROC curve analysis, the accuracy of predictions based on author 
recommended cut-scores were explored. Next, using the ROC curves, alternative cut- 
scores were considered in the interest of maximizing sensitivity, specificity, and 
predictive power. 
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The first prediction of interest was whether or not the cut-scores for ISF and PSF 
in kindergarten were predictive of students meeting the first grade benchmark score of 
50 correct sounds per minute on NWF. Secondly, did the cut-scores for all DIBELS 
measures predict end of first grade oral reading fluency? Results of diagnostic accuracy 
statistics indicate that approximately 34% of the students who did not meet the ISF 
benchmark in kindergarten (i.e., 25 initial sounds per minute by winter), actually did go 
on to meet the winter of first grade benchmark of 50 on NWF. Thus, 34% of the 
students “identified” were false positives. Using the cut-score of 25, ISF was 
adequately sensitive (.81), but less specific (.66), resulting in correct classifications 76% 
of the time. Such results were referenced to the guidelines provided by Swets (1988), in 
which he suggested that an adequate balance between sensitivity and specificity is the 
point where the curve intersects .75 on the y-axis (sensitivity) and .25 on the x-axis (1- 
specificity or false positives). After generating the ROC curve to explore the entire 
range of scores it was clear that in this sample, the cut-score of 25 for ISF did result in 
the most appropriate balance between sensitivity and false positives. Therefore, an 
alternative cut-score was not identified. For PSF, however, by using a lower cut-score 
of 17 instead of 35, the false positive rate decreased from .63 to .35 and correct 
classifications increased slightly from 69% to 71%. Naturally, this gain in specificity 
occurred at the expense of a loss in sensitivity, from .86 to .78. 
With respect to ISF, PSF, and NWF predicting end of first grade ORF, 
alternative cut-scores were identified for each measure. Therefore the final research 
question can be answered affirmatively, that the selection of alternative cut-scores using 
ROC curve analysis can enhance the diagnostic accuracy of predicting student 
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performance on NWF and ORF. The most notable result was the decrease in false 
positive predictions by more than half (.69 to .27), by lowering the cut-score for PSF in 
the prediction of ORF. The percentage of correct classifications increased from 58% 
(barely better than chance) to 73%. This observation, however, should be considered in 
light of the context of the sample. A large proportion of students did not demonstrate 
the skill of segmentation (i.e., were “identified”) but they did go on to meet the reading 
benchmark (i.e., false positives). Again this goes back to the curriculum and the fact 
that PSF was an unfamiliar task that had not been taught. This speaks to the need for 
problem validation after conducting a screening procedure. Before making any 
decisions, more data should be collected to ensure that the child was not just confused 
by the task, distracted, etc. 
The diagnostic accuracy of LNF was analyzed separately from the other 
measures because there was not an author recommended cut-score. Instead of using 
ROC analysis to explore alternative cut-scores, the purpose was simply to select cut- 
scores at which there was an adequate balance between sensitivity and specificity. In 
this sample, there was no point along either ROC curve (i.e., predicting NWF and 
ORF), at which sensitivity and specificity met the guidelines proposed by Swets (1988). 
The selected cut-scores of 33 for predicting NWF and 31 for ORF, represent the closest 
approximations although specificity values were still low. 
Implications for Practice 
This study has explored the application of diagnostic accuracy statistics and 
ROC curve analysis to a new target measure: the DIBELS. With the increasing 
popularity of the DIBELS as a decision-making tool, the purpose of the study was to 
80 
determine if the accuracy of decisions could be enhanced with a procedure that is 
widely applied and accepted in other fields. Results of this study demonstrated that in 
this sample of students, DIBELS measures were very sensitive in predicting the 
students who did not meet the end of first grade reading benchmarks. However, a 
disproportionate number of students who were “identified,” in fact did go on to meet the 
reading benchmarks in the absence of a specialized intervention. The question of 
interest becomes how to predict which students who are identified by this screening 
measure are actually at risk of reading failure and need additional resources before they 
are applied. In the context of unlimited time and resources, false positives may be less 
important so long as the measure is sensitive enough to identify all students who are at 
risk. In this case, a lenient threshold, or higher cut-score may be appropriate. Unlimited 
time and resources, however, are two luxuries not typically awarded to public school 
classrooms. Therefore, schools must be strategic about the allocation of resources 
associated with intervention planning. The strategy for allocation should include 
several important steps. 
The first consideration is the purpose of utilizing the DIBELS, or in other words 
the type of decision that will be made based upon the results. If the purpose is truly to 
screen a group of students, a high level of sensitivity is desirable (i.e., a high cut-score 
or decision threshold). In this case, the author recommended cut-scores are appropriate 
because they yield high levels of sensitivity. It is not always the case, however, that 
schools conduct further assessment prior to making decisions and planning 
interventions. In essence, that is not screening. According to Salvia and Yssledyke 
(1998), screening is an initial stage during which students who may evidence a 
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particular problem, disorder, disability, or disease are sorted out from the general 
population (p. 12). Screening refers to the process of collecting data to decide whether 
more intensive assessment is necessary (Salvia & Ysseldyke, 1998). Students identified 
during screening would undergo additional assessment and those who are not actually at 
risk (i.e., false positives), would be distinguished from those who are. 
Schools must also conduct a cost-benefit analysis and consider the resources that 
will be utilized as part of an action plan. Materials, staff, location, and time are all 
resources that would need to be considered. In terms of a cost/benefit analysis, the cost 
of a false alarm (i.e., false positive) relative to the cost of missing an at risk student (i.e., 
false negative) must be taken into consideration when selecting a cut-score. 
Furthermore, does the benefit of identifying students at risk outweigh the cost of falsely 
identifying students? It depends upon the nature of the intervention for the falsely 
identified students including, where, with whom, and for how long it will take place. 
Once initial screening procedures have been conducted using a higher cut-score, 
the problem should be validated. Examination of other data will help to determine the 
next step. If a large proportion of students were identified as “at risk” based on DIBELS 
results, the most efficient response for a school may be to consider curricular and 
instructional changes at the whole group level. It may also be appropriate to allocate 
more resources to the lowest performing group of students, and select a lower cut-score 
to maximize specificity and predictive power. The authors of the DIBELS have 
essentially created three levels of instructional support depending on student 
performance. For the lowest group intensive instruction is recommended, while for 
everyone else who did not meet the benchmark, strategic instruction and monitoring are 
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recommended. The same concept can essentially be applied using ROC curves to 
determine the cut-points. 
Ultimately each school district should consider the DIBELS data in reference to 
their own resources and objectives for using the assessment system. The key to 
effective decision-making in education is to incorporate converging data from multiple 
sources in order to increase the accuracy of the decisions, and in turn the appropriate 
allocation of resources. Use of DIBELS data for decision-making should be an ongoing 
process in which students are monitored frequently and interventions are targeted 
accordingly. If DIBELS are truly used within a multi-step problem-solving model to 
screen students and deliver low cost, within classroom instructional interventions, the 
risk of making an inaccurate decision is low. An important step, however, is the 
validation that a problem actually exists. Once schools are faced with decisions 
regarding placement, entitlement, or having more “at risk” students than resources, the 
stakes of decision-making increase. When the stakes increase so does the need for 
diagnostically accurate tools. This study demonstrated that using lower cut-scores 
increases the predictive power and specificity of the DIBELS. More research will need 
to be conducted to determine what combination of data is sufficient for various types of 
educational decisions. 
Future Research 
Since the DIBELS were first introduced to educators (Kaminski & Good, 1996), 
the intended use of the assessment system appears to have expanded beyond that of an 
initial screening device. Particularly as more formative, dynamic assessment practices 
replace the traditional IQ-achievement battery, measures like the DIBELS and CBM are 
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becoming increasingly widespread. Now a common assessment tool in elementary 
schools nation-wide and abroad, the DIBELS are used to make increasingly higher 
stakes decisions regarding intervention planning, resource allocation, and classification. 
As with any assessment tool, each purpose must be validated via research before a test 
can be intended for such use. 
Future research should continue to explore just how educators in the field are 
utilizing the DIBELS. Are point and slope data used in combination to make decisions? 
Are other standardized tests (e.g.. Comprehensive Test of Phonological Processing) 
used to provide additional support for higher stakes decisions such as entitlement? 
What standards are applied to the interpretation of DIBELS data to guide decision¬ 
making (e.g., number of data points collected, amount of time, converging data from 
multiple sources, etc.)? Survey research would provide information on the integrity 
with which the DIBELS are used in the field to make decisions and guide the need for 
additional validation studies. Furthermore, researchers should educate DIBELS 
consumers on the standards that should be applied to implementation and interpretation, 
and caution against the use of this measure for purposes that do not have sufficient 
validity evidence. As stated in the Standards, “No test will serve all purposes equally 
well... Different purposes require somewhat different kinds of technical evidence, and 
the appropriate evidence of technical quality for each purpose should be provided by the 
test publisher” (p. 145). 
Additional research is necessary to provide support for the application of ROC 
curve analysis to the DIBELS and CBM. Future research should be conducted within a 
school where the instructional emphasis is aligned toward DIBELS skills (i.e.. 
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phonemic awareness, alphabetic principle, and fluency). Longitudinal data, starting 
with the first benchmark (i.e., ISF in the winter of kindergarten) and extending through 
each subsequent benchmarking period, would allow for the use of ROC curve analysis 
to select cut-scores within each skill area that predict the likelihood of obtaining the 
next skill in the sequence. Another interesting research endeavor would be to combine 
the use of point and slope data on the DIBELS, to determine if certain cut-scores predict 
an increased rate of progress on subsequent skills. Or, are there certain combinations of 
point and slope data that are more predictive of reading outcomes? For example, two 
students who have the same low score on PSF at the end of kindergarten may look quite 
different when other measures are added (e.g., LNF or ISF) and individual growth curve 
analysis is considered. By combining student performance on multiple measures and 
analyzing not only the scores but also the rate of progress over time, researchers may be 
able to more accurately predict reading outcomes, particularly for students in the 
“emerging” category of performance on the DIBELS. More importantly, however, 
educators could target students for intervention with more confidence that the selected 
students are in fact, at risk for reading failure. 
The benefit of using ROC curve analysis to explore cut-scores is that researchers 
can maximize the test characteristic that is most important (i.e., sensitivity, specificity, 
and predictive power) depending on the purpose of the tool. Although more research is 
necessary, in the future educators may have more guidelines for decision making that 
are informed by ROC curve analysis. Current research suggests that the DIBELS cut- 
scores are very appropriate for identifying the students who are at risk of experiencing 
reading failure. However, if schools intend to utilize DIBELS in a manner which 
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exceeds that of a screening, there needs to be much more research to support the 
validity of cut-scores to inform higher stakes decisions. This study demonstrated that 
ROC curve analysis can be a valuable mechanism for decision making because the 
procedure illustrates how changing cut-scores impacts the discrimination ability of the 
test. 
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