Network Function Virtualisation and Software Defined Networking are innovating the way network services are provisioned, by introducing a level of flexibility that is key for coping with requirements of complex traffic patterns in modern networking systems, such as the Internet of Things (IoT). Network services may be provisioned to cope with IoT traffic requirements by deploying Virtual Network Functions (VNFs) chains over virtualised infrastructures. The availability of Edge resources may be exploited to cope with IoT traffic latency and bandwidth requirements but, on the other hand, it may introduce variations in the available infrastructure.
leads to a potentially high uncertainty and to variations in the available infrastructure for what concerns both the availability of resources (e.g., due to node workload variations) and the QoS of the communication links (e.g., due to traffic variations). To the best of our knowledge, most of the existing work on VNF placement in Cloud scenarios, as well as preliminary work targeting Edge computing, solved the problem only considering static infrastructure conditions [10] .
Second, as an extension to the Cloud, Edge computing will inherit from it many security threats, while including its peculiar ones [5] . On one hand, the number of security enforcement points will increase by allowing local processing of private data closer to the IoT sources. On the other hand, new infrastructures will have to face brand new threats for what concerns the physical vulnerability of devices. Indeed, VNF deployments to Edge infrastructures will include accessible (Edge or IoT) devices that may be easily hacked, stolen or broken by malicious users [17] . For what concerns security aspects, to the best of our knowledge, no previous approach has been proposed that considers them when deciding on VNF placement in Cloud-Edge scenarios [5] .
In this paper, we present EdgeUsher, a simple, yet general, probabilistic declarative methodology and a (heuristic) backtracking strategy to model and solve the VNF placement problem in Cloud-Edge computing scenarios. EdgeUsher has been prototyped by means of the probabilistic logic programming language ProbLog [18] , and we will show the prototype at work on a lifelike motivating example. Our methodology and prototype inputs:
-a description of one (or more) VNF chain(s) along with its (their) hardware, IoT, minimum bandwidth, maximum end-toend latency and security requirements, and -a (probabilistic) description of the corresponding (hardware, IoT, bandwidth, latency and security) capabilities offered by the available infrastructure.
Based on those, EdgeUsher outputs a ranking of all eligible placements for the VNF chains and routing paths for the related traffic flows over the available Edge-Cloud infrastructure. The ranking considers how well a certain placement can satisfy the chain requirements as the infrastructure state (probabilistically) varies. EdgeUsher also allows easily specifying and accounting for placement constraints, such as affinity and anti-affinity requirements. Affinity consists in placing two or more functions in the same physical node, thus reducing communications costs between VNFs, while anti-affinity prevents two or more VNFs sharing the same resources [19] .
The rest of this paper is organised as follows. Section 2 describes a motivating example of deployment of a VNF chain onto an edge infrastructure for video surveillance in a university campus. In Section 3 we describe the basic model and backtracking algorithm for solving the VNF placement problem. Section 4 shows how EdgeUsher can be used to solve the placement problem in the motivating example. Related work is discussed in Section 5, while Section 6 concludes the paper with a discussion of results and insights into future work.
MOTIVATING EXAMPLE
In this section, we describe a lifelike example to better introduce the VNF placement problem and to highlight some of the related challenges. The example will be used throughout the paper to illustrate the main steps of the proposed approach. We consider a portion of the topology of the Edge computing infrastructure deployed at UC Davis, inspired from [20] , and sketched in Fig. 1 . It consists of 10 heterogeneously capable edge nodes connected via either wireless or wired communication links. Such infrastructure is a Wireless-Optical Broadband Access Network (WOBAN) and consists of 10 heterogeneously capable edge nodes. We assume that available edge nodes feature either 2, 4, 8 or 16 hardware units 1 and that they are subject to workload variations as per the distributions reported in Table 1 . For instance, nodes with 2 hardware units are totally free in 20% of the cases, whilst they only have 1 free hardware unit in the remaining 20%. We also assume that different node types feature different security capabilities as reported in Fig. 1 , expressed in terms of a common vocabulary of edge computing security capabilities, as per the taxonomy of Fig. 2 . Last, but not least, the nodes featuring 16 GB of memory (viz., the Fire and Police and the Student Centre devices) connect the edge network to a Cloud data centre through the same ISP Node (not shown in the figure) .
Analogously, we assume that network links have the bandwidth and latency profiles listed in Table 2 . For instance, on-campus wireless connections may be not available in 2% of the cases, and feature 70 Mbps bandwidth and 15 ms latency in the remaining 98%.
We suppose that a new smart CCTV system has been installed at the Transportation and Parking Services building, and that it continuously captures video footage and streams it to a CCTV System Driver deployed to the edge node which is in physical proximity.
A VNF chain (Fig. 3 ) must be deployed to support the video surveillance IoT system with a running application. The chain application, when suitably deployed, permits detecting events of interest (e.g., unauthorized access, fire, anomalous behaviour) by analysing video streams and by promptly notifying an alarm system installed at the Fire and Police station on campus. We model such chain as a graph connecting a set of function services, which includes:
• a Feature Extraction service function that applies image processing techniques to isolate potentially interesting video portions, and
• a Lightweight Analytics service function that further processes such video portions by performing object recognition, by detecting anomalies or potentially dangerous situations, and by sending appropriate notifications to the Alarm Driver deployed at the Police Station.
To work as expected, the end-to-end latency from the CCTV System Driver to the Alarm Driver must not exceed 150 ms latency, as shown in Fig. 3 . Additionally, for each link between two VNFs a minimum bandwidth requirement is specified, as shown in the figure. The traffic originated by the CCTV system is also collected by a WAN Optimizer service function that improves video data delivery efficiency (e.g., compression) and forwards video data to a Storage service. Complex video analytics are then performed with more relaxed latency constraints by a Video Analytics service function which updates, when needed, the model used by the system to recognise potentially dangerous events. Table 3 lists the requirements for the deployment of each VF in terms of hardware units, connection to IoT devices (sensors or actuators) and security policies, along with the expected processing time of each chain function. As a further (soft) requirement, VNF chain deployers at UC Davis would prefer the Video Analytics and Storage service functions be placed on the same node (affinity) to reduce communication costs. Overall, the surveillance VNF chain is conceived as a graph of connected VNFs with specific hardware, IoT, security, network QoS requirements, and deployers' desiderata. Deploying the described chain to the infrastructure available at UC Davis implies solving the VNF placement problem, i.e. deciding how to map a VNF graph on top of an infrastructure substrate made of heterogeneous Edge and Cloud nodes and communication links, so that hardware, IoT and end-to-end network QoS requirements are all satisfied.
Furthermore, the infrastructure is a dynamic environment and we assume it being subject to node workload variations and changing network conditions as per the probability distributions (possibly obtained from historical monitoring data [22] ) we described in this section. Such changes can indeed affect deployment performance and turn momentarily optimal solutions into bad or unfeasible ones, potentially leading to unsatisfactory application QoS, and application downtime or unavailability.
As we will show in the next sections, our EdgeUsher methodology permits determining VNF placement (i.e., function mappings and flow routes) and evaluating their performance against probabilistic infrastructure variations. The motivating example we have described so far will be retaken in Sect. 4 to show our prototype at work. After discussing solutions to this first VNF placement, we will illustrate how the deployers at UC Davis can exploit our methodology to determine a further placement for the dashed part of the chain in Fig. 3 , handling a videostream for a second CCTV system deployed at the Mann Lab and joining the first chain at the WAN Optimiser service function.
EDGEUSHER METHODOLOGY
In this section, after a brief overview of the ProbLog language (Sect. determining solutions to the VNF placement problem (viz., VNF placement(s) and routing(s) of traffic flows) in a QoS-aware manner, evaluating placements against possible device churn, node workload and traffic changes. Then, we describe the main queries (Sect. 3.4) that permit using our EdgeUsher to determine eligible VNF placements.
Background: The ProbLog Language
As our model and methodology follow a declarative approach based on probabilistic reasoning about Edge infrastructure capabilities and VNF chain requirements, it was natural to prototype them by relying on probabilistic logic programming. Probabilistic logic programming extends logic programming by enabling the representation of uncertain information. More specifically, logic allows representing relations among entities, while probability theory can model uncertainty over attributes and relations [23] . To implement both the model and the matching strategy we used the ProbLog language [18] , a probabilistic extension of Prolog available as a Python package.
Prolog programs are finite sets of rules of the form a :-b1, ... , bn.
stating that a holds when b1 ∧ · · · ∧ bn holds, where n≥0 and a, b1, ..., bn are atomic literals. Rules with empty conditions (n=0) are also called facts.
ProbLog programs are logic programs in which some of the facts are annotated with probabilities. A ProbLog fact, such as p::a.
states that a holds with probability p. Non-annotated facts are assumed to hold with probability 1.
Problog also allows to use semicolons to express OR conditions in rules. For instance a :-b1; ... ; bn.
states that a holds when b1 ∨ · · · ∨ bn holds.
Finally, annotated disjunctions, like p1::a1; p2::a2; ...; pK::aK.
state that at most one of the facts a1, ..., aK holds with the associated probability 3 .
Each ProbLog program defines a probability distribution over logic programs where a fact p::a. is considered true with probability p and false with probability 1−p. The ProbLog engine [18] determines the success probability of a query q as the probability that q has a proof, given the distribution over logic programs. 
Model

VNF Chains
EdgeUsher permits to easily specify chains of virtual network service functions and their hardware, IoT, network QoS and security requirements. Indeed, a VNF chain -identified by a ChainID and composed of a list of ServiceFunctionIDs -can be declared as chain(ChainID, ServiceFunctionIDs).
The requirements of each service function F composing the chain can be declared as in service(F, TProc, HWReqs, IoTReqs, SecReqs).
where TProc is the average processing time (expressed in ms) of F, HWReqs is the hardware capacity required to deploy F, IoTReqs is the list of the IoT devices required by F, and SecReqs are the security policies for F. A security policy is either a list or an AND/OR composition of security properties.
Requirements on network bandwidth can be specified by declaring (directed) flows among pairs of service functions (F1, F2) and the Bandwidth (in Mbps) they need to communicate properly: flow(F1, F2, Bandwidth).
Finally, constraints on maximum tolerated latency for (directed) service paths crossing the functions F1 → F2 → · · · → FN can be specified as maxLatency([F1, F2, ...,FN], MaxLatency).
As an example, an instance of the chain in Fig. 3 , which insists on a single CCTV system (video1) and on a single alarm system (alarm1), can be declared as shown in Fig. 4 where Latency is the latency experienced over the link (in ms) and Bandwidth is the transmission capacity it offers (in Mbps).
EdgeUsher also permits to naturally specify probabilistic profiles of both nodes and links by exploiting ProbLog annotated disjunctions. Fig. 5 shows an example of declaring a node of the infrastructure in Fig. 1 , as per the hardware profiles reported in Table 1 .
Algorithms
Overview
EdgeUsher relies on ProbLog built-in backtracking mechanism to determine VNF placement(s) and traffic routing(s) for a VNF chain to be suitably deployed to an Edge infrastructure. Not only does the algorithm check that all the (hardware, IoT, security) requirements of the VNF chain will be satisfied, also it exploits the probabilistic description of the infrastructure to predict how well the available nodes and links will support those requirements. 
Function Placement
The service function placement step non-deterministically generates all eligible service function placements. Indeed, servicePlacement(S Placement) inputs the list of Services in the chain and returns an eligible Placement of them to the available Edge infrastructure. As shown in Fig. 7 , an eligible placement of function service S to a node N in the Edge infrastructure is such that: -the overall hardware capabilities at N can support at least the considered service S (line 8), -the IoT devices directly connected to N include all those required by S (lines 9, 14), -the security properties featured by N satisfy the security policies declared for S (line 10, [16] [17] [18] [19] , and -all other services currently placed onto N leave enough free hardware resources for S to be deployed to N as well (line 11,
21-25).
The check on security policies (lines 16-19) relies on ProbLog pattern-matching. If the policy is a non-empty list of mandatory requirements, then EdgeUsher checks if they are all available at the considered node (line 16), otherwise it checks the AND-OR formula describing the policy (lines 17-19).
The check (and update) on cumulative hardware usage performed by hwReqsOK(HW_Reqs, HW_Caps, N, AllocatedHW, NewAllocatedHW) (lines [21] [22] [23] [24] [25] accumulates in a list of elements of the form (N,A) the amount of hardware A consumed by all services placed to the same node N so far. Such list is scanned (line 24-25) whenever an update is being considered. If the node N is being used for the first time in the current placement, it is simply added to the list as (N, HW_Reqs) (line 21). Otherwise, if it is already in the list, it is updated by summing the newly required amount of hardware resources HW_Reqs to the one already allocated to other services A (line 22-23). In both cases, hwReqsOK checks that the non-allocated hardware can support the considered requirement.
The time complexity of servicePlacement is clearly O(n s ), where n is the number of nodes in the available infrastructure and s is the number of services in the input service chain. Indeed, in the worst case scenario, each service S can be placed onto any node N of the infrastructure. First, a routing satisfying bandwidth constraints is determined by predicate flowPlacement (line 3) which holds if: -the services S1 and S2 in between which a flow is established have been placed onto the same node N (lines 8-10), or -the services S1 and S2 in between which the flow is established have been placed onto different nodes N1 and N2 and there exists a path in between those nodes that supports the bandwidth requirement of the flow (lines 11-15).
Flow Placement
The path(N1, N2, Radius, [], Path, 0, NewLat) predicate determines an acyclic Path of length at most Radius (i.e., maximum hop number) in between N1 and N2, which features latency Lat (line 14). A path is either a direct infrastructure link between N1 and N2 (lines 18-21), or a route of links that connect them (lines [22] [23] [24] [25] [26] [27] .
After a path is found, update checks if the bandwidth requirements of the considered flow can be supported by such path. Similarly to hardware allocation, a list of elements of the form (N1, N2, Bf) is maintained to keep track of the bandwidth Bf allocated on each link along a certain path and to check whether more flows mapped onto the same link do not exceed its capacity. Particularly, updateOne scans the list of links along a path and checks such requirements by accumulating the bandwidth consumed by all flows routed onto the same link.
Finally, latencyOK holds if the chain latency (which is computed by summing the functions service times of the traversed functions with the latency of the chosen path (lines 46-53) is less than or equal to the one required by the specified maxLatency requirement.
The worst-case time complexity of this step is O(b Radius ), where b is the average out-degree of nodes in the infrastructure, and in any case it is bounded by O(n 2 ) (i.e., by the upper-bound on the number of direct links in the infrastructure).
Heuristics
As per the considerations we have made before, the algorithmic time complexity of the approach described until now is exponential. Indeed, the combination of the service function placement step with the flow placement step results in a time complexity of O(n s + n 2 ) = O(n s ), assuming s > 2. Naturally, such complexity becomes unbearable for very large infrastructures and for long service chains. Hence, we extended the prototype with a heuristic based on the probabilistic modelling we gave for the infrastructure.
EdgeUsher allows users to specify two threshold values that are used to prune the search space whenever the probability of satisfying the chain hardware or QoS requirements, respectively, falls below them. Such pruning is implemented via the ProbLog subquerying system which is used to evaluate the probabilities of the servicePlacement (Fig. 6, line 3 ) and the path (Fig. 8   line 14 ) goals during the search for eligible placements, and to check them against the user-specified thresholds.
Queries
After specifying an input chain and an Edge infrastructure, EdgeUsher can be used to determine all eligible service function placements and flow routings by simply issuing the query: findall(flow(S1, S2, Br), flow(S1, S2, Br), ServiceFlows), where the on(·,·) constructor associates a service function to its deployment node, whilst each (n1, n2, usedBw, [(f1, f2), ...]) keeps track on the bandwidth consumption and of all the service-to-service flows mapped onto the link between nodes n1 and n2.
It is worth noting that EdgeUsher allows users to easily specify function affinity or anti-affinity requirements. In the first case, the user can force the mapping of two (or more) functions to the same node, as for instance in the query query(placement(Chain, [on(F1,N1), on(F2,N2), on(F3,N2)], Routes)).
stating that F2 and F3 must be mapped on a same node N2. Analogously, anti-affinity constraints can be specified by queries of the form:
stating that F2 and F2 must be mapped on two different nodes N2 and N3.
Additionally, users can specify partial deployments and/or routes, and use EdgeUsher to complete them. This is useful to quickly determine on-demand re-configurations of a chain in case of infrastructure failures or malfunctioning (e.g., crash of a node currently supporting a function service). Also, she can run EdgeUsher over complete deployments and/or routes -e.g. among those already enacted or obtained via other tools -so to instantaneously assess them against varying infrastructure conditions. All the described functionalities work also with the heuristic version of the prototype, which can be queried as placement(Chain, Placement, Routes, ThrHW, ThrQoS).
by specifying two threshold values, ThrHW and ThrQoS, that are used to cut the search space whenever the probability of satisfying the chain hardware or QoS requirements, respectively, falls below them. In this section, we illustrate our prototype at work over the motivating example of Sect. 2, whilst discussing the prototype performance and the effectiveness of the proposed heuristics. The experiments were run on a commodity laptop provided with an Intel Core i5-6200U CPU (2.30GHz) and 8GB of RAM, running Ubuntu 18.04.2 LTS, ProbLog 2.1.0.36 and Python 3.6. We started by looking for eligible placements of the VNF chain supporting the CCTV system installed at the Parking Services building. For the purpose of the experiments, we first run the non-heuristic EdgeUsher over three different inputs for the infrastructure description: -a static description that only considers the most probable values of each probability distribution (i.e., for both node hardware and link QoS profiles), -a partial description of the infrastructure that accounts only for the highest probability value of each distribution, and -a complete probabilistic description of the infrastructure that includes all probability distributions. Table 4 shows the obtained results in terms of number of generated eligible placements and computation time 6 needed to obtain those. It is worth noting that the prototype runs fairly fast on the static 7 and on the partial infrastructure, which do not suffer from the additional combinatorial complexity that ProbLog incurs in, when evaluating (the probability distributions expressed as) annotated disjunctions in the complete infrastructure description. We will use the results obtained by the non-heuristic prototype over the complete probabilistic description of the Edge infrastructure at UC Davis as a baseline to evaluate the performance of the heuristic prototype. Thus, we run the heuristic EdgeUsher over the complete description of the edge infrastructure at UC Davis. For the sake of simplicity, we set both thresholds (i.e., the one on hardware requirements ThrHW and the one on network QoS ThrQoS) to a value T that was varied during the experiments in the range [0.1, 0.8] with a step of 0.1. Table 5 shows the obtained results in terms of number of generated eligible placements and execution times 8 needed to obtain those.
EDGEUSHER AT WORK
The results show that the employed heuristics considerably reduces the search space and, thus, the execution time needed to determine eligible VNF placements and routing. Particularly, the full probabilistic description of the UC Davis infrastructure can be handled in a time which shows a speed-up between 15 and 214 with respect to the exhaustive prototype, and still returns a subset of the optimal results. Particularly, with thresholds set to 0.8, EdgeUsher determines 6 eligible placements for the VNF chain supporting the CCTV system. Four of such placement solutions have a probability of meeting all set requirements of 96%, whilst the remaining two of 98%. All output solutions fall within the best solutions generated also by the non-heuristic prototype, when it is run over the complete infrastructure description.
We then included an affinity constraint between the Storage and the Video Analytics service functions, and we run the prototype again with T = 0.8. As a result, execution time halved with respect to the execution without such constraint, reaching around 24 seconds. Fig. 9 shows one of the best placements obtained when forcing the affinity constraint, which features 98% probability of complying to all hardware, IoT, security, bandwidth and end-to-end latency requirements of the input chain. In this case, both the Storage and the Video Analytics are deployed to the available Cloud node. The highlighted links -along with their labels -show the routing path associated to the placement. Such piece of information could be actually used to instruct the network (e.g., via SDN controllers) so to allocate a suitable amount of bandwidth to each flow. Afterwards, assuming the first chain was deployed as in Fig. 9 , EdgeUsher was exploited to check whether it was possible to extend the deployment by placing anew the dashed part of the chain for a second CCTV system installed at the Mann Lab. By querying again the heuristic prototype, 7 new possible VNF placements were obtained in around 22 s. All output solutions featured a 96% probability of meeting all chain constraints. Four of such solutions placed services as sketched in Fig. 10 (a) , the remaining three as in Fig. 10 (b) , other routings -which are not shown -were possible. It is worth noting that the deployers might consider using one of the output solutions and keep some of the others as possible backups to guarantee chain functioning in case of device failures or overloading, or in case of network congestion.
RELATED WORK
Several works are investigating the potential benefits of adopting SDN and NFV technologies in IoT. An SDN and NFV architecture for IoT network and application management is proposed in [24] . Morabito and Beijar [8] propose an architecture and a prototype implementation of an NFV/SDN framework enabling automated and dynamic network service chaining across Edge (i.e., IoT gateway) and Cloud (i.e., central data center) domains. SDN and NFV are jointly used in [25] to assure service continuity of a video monitoring application deployed over a flying ad-hoc network (FANET) built on a fleet of drones over rural areas. Drones are NFVI Point of Presence that can host Virtual Network or Application Functions. 6 . Timings obtained by averaging results over 15 executions for each case. 7. The non-heuristic prototype can be run also in traditional Prolog environments to determine eligible placements in static infrastructure conditions. In this case, a first placement solution is returned istantaneously.
The problem of placing VNFs on a physical substrate for realising service chains in a hybrid edge/cloud infrastructure to support IoT applications has only recently emerged. Previous work has focused on network service placement in VNF infrastructure, considering intra and/or interDC networks (e.g., [26] and [27] ). A survey on resource allocation strategies for the network services deployment in VNF infrastructures is provided in [28] .
Although converged approaches are emerging for managing NFV, edge and fog computing services [29] , traditional VNF placement approaches do not tackle challenges brought by Fog and Edge computing for IoT applications. These challenges include heterogeneity of computing nodes, dynamic changes of network and node conditions that may turn optimal or quasioptimal solutions into unfeasible ones, and security threats, just to mention the main ones. Recent work in the area of application placement in the Fog have partially begun to tackle these aspects, but open research problems still exist, such as placement approaches accounting for security aspects and dynamic infrastructure variations, as discussed in the review by Brogi et al. [30] .
Only few works have addressed the problem of placing VNFs in a hybrid environment made of edge and cloud computing nodes. Leivadas et al. [7] model the problem of SFC placement in hybrid MEC and cloud environment considering location requirements posed by VNFs and targeting minimisation of deployment costs and delays. They propose a Mixed Integer Programming (MIP) formulation of the problem and a sub-optimal approach based on the Tabu Search meta-heuristic.
SFC placement in IoT scenarios, which demand for low-latency response, high-throughput processing and cost effective resource usage, is tackled in [6] . The work proposes a linear programming model and an approximation optimization algorithm to achieve deadline and packet rate guarantees while avoiding resource idleness. However, SFC orchestration is done within the cloud domain and the availability of computing resources at the edge is not considered.
Yala et al. [31] propose a VNF placement algorithm that optimises access latency and service availability in a mixed edge and cloud environment for ultra-Reliable Low-Latency Communications (uRLLC) services. The multi-objective optimization problem is solved by exploiting a Genetic Algorithm metaheuristic, whose achieved performance is compared against an exact algorithm implemented in CPLEX. Although a network service is defined as a set of VNFs, chaining constraints are not considered.
Mouradian et al. [9] tackle application component placement in NFV-based hybrid Cloud-Edge systems and propose an ILP formulation that represents applications as non-deterministic VNF Forwarding Graphs. Graphs can be built using sequence, parallel, selection and loop substructures and probabilities are used to model selection and loop iterations.
Although all the above mentioned works [6] , [7] , [9] , [31] consider latency requirements (either as minimisation objective or as constraint), none of them accounts for dynamic variations of network status, which instead can influence the extent to which QoS requirements are satisfied in the long run. Neither security aspects are taken into account.
Typically, VNF placement approaches that consider dynamic network conditions either recompute placement and enforce scaling and/or migration actions [10] or try to find a solution that is robust against network status variations [32] . Cziva et al. [10] formulate the problem of edge VNF placement as an ILP to derive latency-optimal deployments of VNFs (they do not consider chaining constraints). They also define a dynamic scheduler that recomputes placement to account for latency variations on links. This scheduling problem, which consists in selecting the time for placement recalculation so that unnecessary VNF migrations are prevented and latency violations are bound, is solved using optimal stopping theory. However, chaining constraints are not modelled. In [32] network dynamics are taken into account to find temporal robust placement solutions. The SFC placement is formulated as a Stochastic Resource Allocation problem that exploits both currently observed network information and future variation. However, the work does not tackle latency-aware placement and the network model does not represent variations of neither network latency nor node resources, as our work does. Zhu and Huang [33] formulate a stochastic programming problem that minimizes the placement cost and aims at achieving high availability application deployments. The problem formulation thus accounts for probabilities of VM, host and link failures, but does not consider latency constraints.
As analysed in [5] , IoT environments introduce challenging security threats, ranging from attacks to IoT devices, attacks in IoT-oriented clouds and networks to threats in the application layer, such as vulnerabilities in software, data leakage and phishing. Risks exist in executing VNFs over third-party infrastructures and security and trust criteria have to inform placement decisions [5] . Indeed, the need to consider security issues in virtual network embedding (VNE) and VNF placement problems is gaining increasing interest. A classification of security requirements into node, link and topological requirements to be considered in virtual network embedding problems is provided in [34] . In [35] the problem of virtual network embedding is formulated so account for standard protection provided by substrate nodes and links (quantitatively referred to as "security level"). If the level of security is lower than the security demand, the VNE algorithm tries to place security VNFs (e.g., firewall, deep packet inspection, and intrusion detection) to improve the offered security level. Optimal placement of security SFCs is tackled in [36] , where the placement problem is formulated including deployment constraints derived from network security patterns. Table 6 provides a comparative overview of the discussed related work and highlights how, to the best of our knowledge, this is the first work aiming at addressing VNF chain placement in a hybrid edge/cloud network with latency constraints while accounting for network status variations and security requirements. In addition, while most related work rely on a linear programming formulation, we adopt a probabilistic declarative approach. In addition, our prototype is released as open source software and the experiment data is also made publicly available.
CONCLUSIONS AND FUTURE WORK
In this paper we have proposed a probabilistic logic programming approach for solving the problem of placing VNF chains onto Edge-Cloud infrastructures. EdgeUsher returns the eligible deployments of VNF chains on a hybrid edge/cloud infrastructure that guarantee the fulfillment of a set of placement requirements, namely: hardware, IoT reachability, bandwidth, latency and security policies.
By leveraging ProbLog, EdgeUsher supports a declarative methodology for specifying and solving such QoS-aware VNF chain placement problem which is enhanced with the capability of accounting of infrastructure variations, supposing that probabilistic distributions of computing nodes and infrastructure status are available. Thanks to the declarative approach, additional constraints, such as affinity, anti-affinity or placement into a specific node can be easily expressed. Moreover, EdgeUsher implementation has been fully provided in this paper (around 80 lines of code shown in Fig. 6 , 7 and 8) together with some example of usage.
The prototype returns all feasible deployments, ranked according to the computed probability that the provided solution satisfies the chain requirements with respect to infrastructure variations. In addition to an exhaustive search approach we proposed an heuristic based on probabilistic modelling that prunes solutions that do not satisfy user-defined thresholds for hardware and QoS requirements. It is worth noticing that EdgeUsher could also be used to evaluate deployments computed by alternative placement algorithms with respect to the infrastructure variability, by calculating its probability of satisfying hardware and QoS requirements.
In this work, we discussed the use of the tool taking a lifelike scenario as an example. This allowed us exemplifying the usage of the prototype and discussing experiment results with reference to such scenario.
For larger scenarios, we envision a hierarchical architecture of clusters of edge nodes (partitioned e.g. according to administration, application and/or geographical criteria) where orchestration features are run by one head node, and connected to a few Cloud nodes. We intend to elaborate further on this vision by running EdgeUsher over a domain made by a few clusters of edge nodes and their associated cloud nodes.
Future work will be also devoted to improve the evaluation of the proposed approach through extensive testing in a simulation environment. The setting up of a small scale testbed is under way in our campus network and it will be used to perform tests using probabilistic distributions derived from real monitoring data.
EdgeUsher also allows specifying security requirements in terms of logical expressions over security properties. It is worth noticing that some security properties can be provided exclusively as hardware capabilities (e.g., anti-tampering) while other ones could be implemented also as software and deployed as VNFs (e.g., firewall). This option could open up the possibility of adaptively inserting required security VNFs when needed, which we plan investigating in the near future.
