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Abstract—Brain-computer interface (BCI) performance is of-
ten impacted due to the inherent non-stationarity in the recorded
EEG signals coupled with a high variability across subjects. This
study proposes a novel method using Logistic Regression with
Tangent Space-based Transfer Learning (LR-TSTL) for motor
imagery (MI)-based BCI classification problems. The single-
trial covariance matrix (CM) features computed from the EEG
signals are transformed into a Riemannian geometry frame
and tangent space features are computed by considering the
lower triangular matrix. These are then further classified using
the logistic regression model to improve classification accuracy.
The performance of LR-TSTL is tested on healthy subjects’
dataset as well as on stroke patients’ dataset. As compared to
existing within-subject learning approaches the proposed method
gave an equivalent or better performance in terms of average
classification accuracy (78.95±11.68%), while applied as leave-
one-out cross-subject learning for healthy subjects. Interestingly,
for the patient dataset LR-TSTL significantly (p <0.05) out-
performed the current benchmark performance by achieving
an average classification accuracy of 81.75±6.88%. The results
show that the proposed method for cross-subject learning has the
potential to realize the next generation of calibration-free BCI
technologies with enhanced practical usability especially in the
case of neurorehabilitative BCI designs for stroke patients.
Index Terms—Brain-computer interface, EEG, motor-imagery,
logistic regression, Riemannian geometry, tangent space, transfer
learning.
I. INTRODUCTION
A brain-computer interface (BCI) provides a means of direct
communication for controlling external assistive machines and
can be used by motor-impaired people with damaged neu-
romuscular pathways [1] by converting neuro-physiological
signals into control commands [2]. The EEG based brain
connectivity has been used for the diagonosis of post-traumatic
stress disorder (PTSD) [3], [4]. BCI can be implemented
by recording electroencephalogram (EEG) data of imagined
movement or motor imagery (MI), which is a process of men-
tal imagination by which an individual voluntarily imagines,
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without actually performing, movement of a body part, e.g.
arm, foot, tongue.
EEG-based BCI is easy to perform and does not require
invasive surgery, but cannot make use of higher-frequency
signals as the skull dampens electromagnetic waves generated
from neuronal activity. Although, brainwaves of interest are
produced across a range of well-studied frequency bands, these
often vary between subjects. Hence, this study attempts to
find the optimum frequency ranges for individual subjects
to improve classification performance of MI tasks. There are
many factors in recorded EEG signals which can affect the
BCI performance, such as highl non-stationary, high inter-
/intra-subject variability [5], and poor spatial resolution. As the
motor learning process is different in different people which
influences the cortio-subcortical networks to produce variation
in the EEG patterns across subjects [6]. The intra-subject
variations in the EEG pattens can be caused due to change
in different affective changes such as mood, motivation, and
mental fatigue which may vary across session or even within a
session [7]. In this study, inter-subject or cross-subject transfer
learning is used to compute results which are better than those
computed using training data from the same subject (within-
subject learning) [8], [9], [10]. Transfer learning is a machine
learning method of applying the knowledge learned from one
task to a different task but on a similar type of activity [11],
[12].
Robinson et al. [13] used a wavelet-based common spatial
pattern (CSP) technique employing a Fisher linear discrimi-
nantclassifier. They used low-frequency features for the clas-
sification of hand movements of various speeds whilstYang
et al. [14] classified left and right-hand movements using a
time-frequency optimization and linear discriminant analysis
(LDA). The CSP algorithm is one popular method used for
extracting features which learns spatial filters by minimising
the variance of one class while maximising the variance of
another [15], [16], [17]. In BCI competitions [18], [19] CSP
is one of the most efficient and popular algorithms. To obtain
effective discrimination, CSP analysis is applied to band-pass
filtered EEG signals [20] and then the co-variance matrix is
obtained [21], [22].
However, the CSP algorithm can be improved by using
subject-specific parameters. For example, the time period
selection can be done optimally rather than heuristically
using temporally constrained sparse group spatial pattern
(TSGSP) [23]. The inter-subject performance of CSP is also
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improved by using novel sparse group representation model
(SGRM) [24]. Blankertz [25] used subject-specific bandpass
frequencies to enhance classification accuracy whilst a Filter
Bank Common Spatial Pattern (FBCSP) was used to improve
CSP performance by Ang [26]. Another method improves CSP
by using prior information added to the CSP learning process,
in the form of regularization terms, known as Regularized CSP
(RCSP) [27], [28], [29], [30]. There has also been an attempt
by Lotte et al. to unify these various RCSP algorithms by
developing a simple theoretical framework [10].
Recently, filtering methods based on single-/multi-channel
empirical mode decomposition (EMD) were studied using
statistical measure, namely, the mean/median frequency. These
measures were calculated for intrinsic mode functions (IMFs)
to remove the artefacts and noise resulting in improved clas-
sification of EEG signals [8], [31], [32], [33]. These may be
employed in online BCI for artefact removal and denoising
in a real-time environment. EMD was first proposed in 1998
by Huang [34]. It decomposes the original signal into IMFs
which are a group of finite band-limited basis functions. Sim-
ilarly, Multivariate empirical mode decomposition (MEMD)
has also been proposed utilizing the information from across
the channels [8],[35].
In this work, a novel technique is presented by fusing
logistic regression with tangent space-based transfer learning
(LR-TSTL) for binary classification of EEG data. Additionally,
the optimum low and high-frequency ranges for each subject
for left vs right hand MI classification has been identified
because of the inter-subject variability in contrast to the other
studies where a fixed range of 8-30 Hz is considered [10]. The
main contributions of the paper are as follows:
• The novel LR-TSTL method can enhance the cross-
subject transfer learning performance to a level compa-
rable to that found when performing the within-subject
learning in terms of average classification accuracy when
compared to three state-of-the-art within-subject learning
methods for healthy subjects.
• In the case stroke patients, the cross-subject transfer
learning performance of LR-TSTL significantly outper-
forms the benchmark within-subject learning perfor-
mance on the same dataset.
• The proposed method also gives comparable cross-subject
learning performance between healthy and stroke pa-
tients’ data with reduced variability and higher classifi-
cation accuracy in the case of patients making it a better
alternative to realize calibration free setup and allowing
for a more usable neurorehabilitative BCI systems.
The remainder of the paper is organized as follows: Section
II discusses the datasets for healthy and patients; Section III
discusses methods used for BCI; Section IV discusses the
proposed methodology: logistic regression with tangent space
based transfer learning; Section V presents the results obtained
and a comparison with the state-of-the-art results reported in
the literature using the same datasets [36], whilst Section VI
concludes the study.
II. DATASET
The results were obtained on two datasets: one is for
healthy subjects and another for stroke patients. For healthy
subjects the popular publicly available dataset 2a from BCI
Competition IV was used whilst the dataset generated in the
work by Chowdhury et al. [37] was used for patients. The
descriptions of these two datasets are given as follows.
A. Healthy subjects’ dataset
Publicly available dataset 2a from BCI Competition IV has
been used for validating the performance of the proposed
method on healthy subjects. It includes signals from twenty-
five channels, including three left mastoid EOG channels and
twenty-two EEG channels. The channel locations are shown
in Fig. 2(a). In this dataset, four MI tasks were carried out
which includes foot, tongue movement, and two hand tasks,
namely, right hand, left hand. The dataset includes nine healthy
subjects with two sessions per subject: one for training, and
one for testing. For each MI task, there are 72 trials, so each
session includes 288 MI data trials. Table I lists the rejected
trials from all subjects:
TABLE I
REJECTED TRIALS FROM BCI COMPETITION IV DATASET 2A FOR NINE
SUBJECTS.
Subject Number of TrialsTotal CT RT LH RH Foot Tongue
A01 288 281 7 1 2 3 1
A02 288 283 5 1 1 3 0
A03 288 273 15 5 2 4 4
A04 288 228 60 13 15 13 19
A05 288 276 12 2 7 0 3
A06 288 215 73 19 17 18 19
A07 288 277 11 1 3 1 6
A08 288 271 17 6 4 3 4
A09 288 264 24 7 7 3 7
A recording of around 5 minutes was done at the start of
each session to estimate the effect of the EOG. The recording
was split into three blocks; 1) two minutes with open eyes
(viewing an arrow on-screen), 2) one minute with eyes closed,
3) one minute with eye movement. At t=0s a fixation cross is
shown on a black screen followed by a brief acoustic warning
sound at the start of the experiment. At t=2s an arrow is shown
for 1.25s and the left, right, down or up direction refers to
one of the four groups. The participants were told to execute
the MI task till t=6s after which they have been allowed a
short break. The timing diagram of a single trial of the data
acquisition paradigm is shown in Fig. 2(c). All band-passed
signals were then filtered from 0.5 to 100 Hz. In addition, a 50
Hz notch filter was added for line noise reduction. The EEG
signals reported were sampled at a frequency of 250 Hz. It is
to be noted that only left and right MI data was used from this
dataset for extracting the binary classification results using the
proposed LR-TSTL method.
B. Patients’ dataset
The patient dataset used in this study is from Chowdhury
et al. [37], which is composed of 10 hemiparetic chronic
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stroke patients. The EEG channel locations and the timing
diagram of the data acquisition protocol are shown in Fig. 2 (b)
and Fig. 2 (d) respectively. The motor imagery EEG signals
from 10 chronic hemiparetic stroke patients were recorded in
two different phases. The data from the first phase was used
to train the classifier while no neurofeedback was provided
during this phase. The neurofeedback in terms of visual and
proprioceptive feedback with a hand exoskeleton was provided
during the second phase which was the online BCI phase. The
neurofeedback was contingent to the classifier output. There
were two runs of 40 trials each during the first phase where
the duration of each run was roughly 7 min and 30 s. This
is because each trial consists of 8 s period with an inter-trial-
interval (ITI) of 2-3 s. In each run there were 20 trials for
instructing the patients to do left hand imagery and 20 trials
to instruct the patients to do right hand imagery which were
presented at random to the participants. There was a gap of
16 min between the training and testing (online BCI) phases
within which the classifier was trained. The online feedback
phase has only one run of 40 trials equally distributed between
left and right hand MI. It is to be noted that during the original
BCI a SVM classifer was trained using the CSP features on
mu (8-12 Hz) and beta (16-24 Hz) bands which were updated
during the online BCI phase using a covariate-shift adaptation
technique [9]. However, in the current study the proposed LR-
TSTL method in offline mode was used.
III. METHODS
In MI BCI, one of the main tasks is to classify raw
brain signals into different classes. However, EEG signals are
extremely subject-specific, noise sensitive, and are inherently
non-stationary due to changes in signal characteristics not
only in frequency but also over time. Subject specific time-
frequency selection methods have been proposed in the past
to deal with this problem such as using Fisher discriminant
analysis-type F-score criterion [38], recursive band elimina-
tion [39], and channel-frequency map [40]. This study uses a
similar type of subject specific frequency ranges selection for
all MI tasks by building on an Multivariate Empirical Mode
Decomposition filtering (MEMDF) technique developed in a
previous work [33] which is further coupled with the fusion of
logistic regression with tangent space based transfer learning
in the Riemannian geometry framework. A block diagram of
the technique proposed is shown in Fig. 1.
A. Multivariate Empirical Mode Decomposition (MEMD)
The single channel Empirical Mode Decomposition (EMD)
method [34] is a data-driven approach for decomposing a sig-
nal into a group of finite band-limited basis functions known
as intrinsic mode functions (IMFs). Recently, a multivariate
analytical mode of decomposition (MEMD) [41] was intro-
duced where, rather than calculating the local mean using an
average of both lower and upper envelopes such as traditional
EMD, created instead multiple n dimensional envelopes by
projecting the signal in n variable spaces using MEMD in
any path. To achieve the local estimate, such estimates are
therefore summed.
Let n dimensional vectors e(t)Tt=1 = e1(t), e2(t)...et(t)
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• Subtract the local mean from direction vector L(t) =
d(t) −mean(t) for extracting details. If with L(t) con-
vergence IMF requirement is satisfied, apply the method
to d(t)−mean(t), otherwise repeat until L(t) becomes
IMF.
All Multivariate Intrinsic Mode Functions (MIMFs) will fol-
low two criteria: 1) the mean value of the envelope should
be nil at every point, dictated by the local minima and the
local maxima, 2) the number of minima and maxima should
be nil or vary by just one. For a detailed explanation please
see [41]. All twenty-two EEG channels from the dataset are
used in this work (Fig. 2(a)). A single trial of foot MI from
subject A09T is used to decompose the EEG signal from
channels FC2, C2, and CP2 to gain a deeper insight into the
MEMD decomposition which is displayed in Fig. 3. All MI
EEG signals were then decomposed into tongue, feet, left, and
right hand signals utilizing the MEMD system.
A MEMD filtering helped to identified variable bands
around the mu and beta bands (8-30) Hz for each subject to
filter training and testing EEG signals for all motor imagery
tasks in the preprocessing step. This filtering method helps
screen the subject specific mu and beta bands by keeping
the IMFs that belong to them whilst discarding all noise
and artefacts as EEG signals are highly subject dependent.
Discarded IMFs include components of high (> 30 Hz) and
low (< 8 Hz) frequency which may include artefacts and
noise. The filtering criteria used to select the IMFs utilizes
the mean frequency of these obtained IMFs and then retaining
IMFs whose mean frequency falls in the range of 8-30 Hz.
The mathematical formula of the mean frequency(MFQ) is





Where m denotes the frequency bin length and Pa provides the
frequency bin range a, while fba represents the frequency bin
a. The IMFs obtained that fulfil the above requirements are
then summed to get this enhanced EEG signal. This research
study presents a fusion of Subject specific MEMD (SS-
MEMD) and logistic regression with tangent space features in
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Fig. 1. Overview of the proposed work showing Subject-Specific Multivariate Empirical Mode Decomposition (SSMEMD) preprocessing stage and logistic
regression based transfer learning computation.
Fig. 2. EEG channel locations and timing diagram of the data acquisition from the two different datasets used in the study. (a) 22 Channel locations of BCI
Competition dataset IV-2a (Healthy); (b) 12 Channel locations of the patients’ dataset; (c) Timing diagram of BCI Competition dataset IV-2a (Healthy); (d)
Timing diagram of the patient dataset.
the Riemannian geometry framework for two-class classifica-
tion. Using this EEG framework to minimise dimensionality,
produces a bilinear logistic regression model that can learn
specific selected features from two MI tasks.
IV. PROPOSED METHODOLOGY : LOGISTIC REGRESSION
WITH TANGENT SPACE BASED TRANSFER LEARNING
(LR-TSTL)
One issue with BCI is that every subject’s EEG pattern
is different and is highly non-stationarity resulting in inter-
/intra-subject non-stationarity. Also, long training sessions are
often needed before an testing/evaluation session is possible.
Previous research aimed to resolve this problem by introducing
a novel subject-independent classification model that was used
without the need for training session data [12].
In transfer learning, experience from a previously learned
solution can be applied to train a new model, whilst also
addressing the issue of lack of data. When analysing and
classifying EEG signals, the direct estimation and manipu-
lation of EEG signal co-variance matrices can be obtained for
source extraction. The co-variance method, also known as the
Riemannian technique [43], encapsulates signals dependent on
energy knowledge of EEG signals. The raw data is expressed
as an input to the spatial co-variance matrix. It is often
assumed that spatial co-variance matrices are on the high-
dimensional positive definite matrices (SPD) manifolds [44]. A
real matrix of dimension n×n is called as symmetrix positive-
definite (SPD) if and only if the scalar zTMz is strictly
positive for all non-zero column vector z of n real numbers. A
SPD matrix is always diagonalizable with strictly real positive
eigenvalues. The manifold topology of these SPD matrices
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Fig. 3. Simultaneous decomposition of three EEG channels signal FC2, C2 and CP2 and their corresponding MIMFs from Subject A09T for foot MI task.
are based on Riemannian Geometry (RG) and can be used
for classification purpose. An interesting property of the SPD
manifolds is that it enables the use of explicit formulae for
easier implementation. In this regard it is important to note
that the space of SPD matrices can be differentiable in a
Riemannian Manifold [45] and also the space of SPD is
invariant by projection. This SPD matrix is a linear map
with undetermined weights from the high-dimensional SPD
manifold to a low-dimensional one. Next, is to project the
matrices to its tangent space on SPD manifolds, which is a
local linear approximation of curved space. The space of the
SPD defined by a differentiable Riemannian Manifold (M)
can be denoted as V (r) where the tangent space for the
derivatives of a matrix V lies in a vector space over M. Now
if we take the derivative of the geodesic distance between
exponential mapping Vi = ExpV (Ui) and V at t = 0, this
would the tangent vectors Ui defined as,
ExpV (Ui) = Vi = V
1/2exp(V −1/2UiV −1/2)V 1/2
Here the inverse mapping is obtained by the logarithmic
mapping defined as,
LogV (Vi) = Ui = lower{V 1/2log(V −1/2ViV −1/2)V 1/2}
More details about the geometric procedure can be found
in [43] and [8].
Only k(k + 1)/2 is taken into account by considering the
lower or higher triangular matrix of the k x k features given
because of the symmetric nature of the matrix. Since the
sample co-variance matrices (SCM) are symmetric, for this
analysis the lower triangular matrix is called giving a total
of d = k(k + 1)/2 attributes. These features, which are used
for the classification as inputs or independent variables to the
logistic regression model, are determined from tangent space.
A logistic regression classifier with tangent space feature in
the Riemannian geometry framework is used in this paper
to define the four groups of MI EEG features obtained from
the tangent space. This logistic regression model is built with
seven independent variables to estimate the outcome of the
four-class MI activities known as the dependent variable.
For a dataset where z1, z2, z3..., zk there is an input matrix and
y is its class labels. z1, z2, ...zk are regarded as independent
variables / predictors and y is the dependent variable. In the
context of logistic regression, the probability of the dependent
variable y, if y resides in class I, can be defined: [46]







Where, π is a conditional probability in the form P (y =
1|z1, ..., zk), the probability of y, when y resides in class
0, is computed as 1 − π = 1 − P (y = 1|z1, ..., zk) =
P (y = 0|z1, z2, ..., zk). In the above equation, β0 is an in-
tercept and β1, β2, ..., βk are the regression coefficient related
to independent variables z1, z2, z3, ..., zk. Similarly, we can
calculate this for other remaining classes. Such parameters
are calculated using the technique of maximum probability
estimation (MPE). Note that a linear relationship between
the dependent and independent variables is not commonly
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assumed in logistic regression and it does not include inde-
pendent variables which are normally distributed. Here MI can
be considered the dependent variable, called y, and the seven
statistical characteristics can be viewed as seven independent
variables (k=7).
V. RESULTS AND DISCUSSION
There are four MI tasks in the BCI Competition IV-2a
dataset with six combinations of binary MI tasks as follows:
right hand versus foot (RvF), right hand versus tongue (RvT),
left hand versus right hand (LvR), left hand versus foot (LvF),
left hand versus tongue (LvT), and foot versus tongue (FvT).
Among these binary class combinations, only results for the
LvR combination are given. This is because the majority
of BCI paradigms are based on this approach and hence
comparison of the results with other existing studies can easily
be made. Unlike the conventional approach of performing
within subject classification this study focuses on the cross-
subject approach as it is one of the popular ways to realize
a calibration free BCI for a robust and reliable practical
implementation of this technology.
The cross-subject test accuracies for BCI Competition IV-2a
dataset (LvR) are given in Table II along with the individual-
ized low and high frequency ranges for feature extraction. The
cross-subject accuracies are computed following the leave-
one-out approach whereby the accuracy is calculated for a
particular subject using the training data from the rest of
subjects to build the classifier leaving out the particular test
subject. The low and high frequency range has been identified
for each subject with a mix of automatic and manual inspection
and further, this identified low and high frequency range was
used in the evaluation process to account for the inter-subject
variability in the frequency response. It is to be noted that
for all comparisons between results we have used Wilcoxon
signed rank test with a p−value threshold of 0.05 as this is a
non-parametric test and the comparison were made within the
same population.
Table II shows that the average cross-subject accuracy
across 9 subjects in BCI Competition Dataset IV-2a in LvR
case is 78.95% (± 11.68) by applying the proposed LR-
TSTL method. The highest classification accuracy (CA) is
noted in subject A08 (CA = 94.78%) and the lowest CA is
noted in subject A02 (CA = 63.38%). A comparison of the
classification performance of the proposed method with other
state-of-the-art methods (M1 [8], M2 [9], and M3 [10]) is
given in Table II. Method 1 (M1) contains results obtained
from a study by Gaur [8], which uses a subject-specific multi-
variate empirical mode decomposition based filtering method
(SS-MEMDBF) for preprocessing and uses a Riemannian
geometry framework, made separately for each subject for
binary classification. The mean classification accuracy (MCA)
of the proposed method (78.95%±11.38) is comparable to the
method M1 at 79.93% (±14.99) as there was no significant
difference in performance (p >0.05). Notably, 3 out of the
9 subjects have shown improvement, while the variability
in performance was reduced as revealed by a decrement in
standard deviation (Std) of the accuracy of all subjects by
3.31%. Method 2 (M2) uses CSP and uses covariate shift
detection along with adaptive learning [9]. The MCA of the
proposed method (78.95% ± 11.68) is higher on comparison
with method M2 (74.92%±15.43). Notably, 6 out of 9 subjects
show improvement with an overall improvement of +4.03% in
MCA with a reduction in standard deviation of 3.75%. Method
3 (M3) uses band-pass filtered EEG data between 8 and 30
Hz to compute CSP and then calculates the log variance taken
from three pairs of filters for extraction of features coupled
with LDA for a two class classification problem [10]. The
MCA of the proposed method (78.95%±11.68) is higher when
compared with method M3 (78.01%±17.01) by +0.94% with
a reduced standard deviation of 5.33%. Notably, 6 out of the
9 subjects have shown improvement.
However, it is to be noted that the M1, M2, and M3 are
all applied following the within-subject approach where it is
comparatively easy to obtain higher accuracy as the classifier
is trained on the same subject’s training data. On the contrary,
it is comparatively difficult to get adequate performance using
a cross-subject approach as a mix of training data from several
other subjects’ are used in this case which generally have
a high degree of inter-subject variability. Hence, unless the
proposed method is able reveal more generalizable features
across all the different subjects the classifier is prone to
poorer performance. This is also evident from the fact that
as compared to all the other methods (M1, M2, and M3),
the proposed method got 3.31% to 5.33% lower standard
deviation against the average classification accuracy across
all the subjects. Interestingly, we can see that the proposed
method has outperformed the M2 method (with 4.03% higher
average accuracy) which not only used the state-of-the-art
common spatial filtering (CSP) feature but also used covariate
shift detection based adaptive classification. In our case, this
improvement is achieved without adaptation (as the classi-
fier was not updated during testing) and more importantly
following the cross-subject approach. The proposed method
also achieved a slightly higher average accuracy (+0.94%)
than M3 which used regularised-CSP features in a within-
subject approach. Although the M1 method, which used a
similar MEMD features in within-subject approach, achieved
a slightly higher performance (+0.98%) than the proposed
method, the difference is not significant (p <0.05). Thus, the
proposed method has given comparable or better performance
in cross-subject classification than the methods used in within-
subject classification.
Such promising results encouraged further exploration and
hence LR-TSTL was applied on a more challenging dataset
involving stroke patients. It is well-known that due to the
presence of altered neuro-dynamics after stroke data non-
stationarity and inter-subject variability effects are higher in
stroke patients’ EEG data than in healthy subjects [7]. Hence,
a pertinent question is whether the proposed method would be
able to maintain its superiority not only on a healthy subject
dataset (as already shown in the case of BCI competition IV-
2a) but also on patient data. For this purpose, the performance
of LR-TSTL is shown on a previously used hemiparetic
patients’ dataset [37], where the patients performed left and
right hand motor task while wearing a hand-exoskeleton on
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TABLE II
LOW AND HIGH-FREQUENCY VALUES IN HZ WITH CROSS-SUBJECT CLASSIFICATION ACCURACY (%) FOR THE PROPOSED METHOD (LR-TSTL) ON LEFT
VERSUS RIGHT HAND TASK.
Subject Low High Proposed M1 M2 M3
Frequency Frequency Method LvR
A01 9 27 89.36 91.49 90.28 88.89
A02 7 26 63.38 60.56 57.64 51.39
A03 6 24 92.7 94.16 95.14 96.53
A04 9 24 76.72 76.72 65.97 70.14
A05 9 28 63.7 58.52 61.11 54.86
A06 8 26 74.07 68.52 65.28 71.53
A07 10 29 73.57 78.57 61.11 81.25
A08 7 26 94.78 97.01 91.67 93.75
A09 9 24 82.31 93.85 86.11 93.75
Average 78.95 79.93 74.92 78.01
Std 11.68 79.93 74.92 78.01
p-value 0.89 0.07 0.62
their impaired hand. The classification accuracy along with
kappa values, and the low and the high frequency ranges
for feature extraction are shown in Table III. The average
classification accuracy across all the patients is found to be
81.75% (± 6.88), while the average kappa value is 0.635
(± 0.13). The highest accuracy can be noted for patient P08
(92.5%), while the lowest accuracy can be noted for P06
(75%). The right most three columns in Table III shows the
comparison with previously published results on the same
patient dataset. The EEG-NAC and EEG-CSAC methods are
CSP based methods with a difference that the former is non-
adaptive and the later is adaptive [37]. The last column shows
the results with EEGNet which is a convolutional neural
network based method [47] applied on the same dataset
published recently [48]. Using EEG-NAC the accuracy on
this dataset was 70.25% (Kappa = 0.41) using CSP features
with SVM classifier in non-adaptive mode (EEG-NAC) [37],
while in adaptive mode using covariate-shift adaption (EEG-
CSAC) the average accuracy was 75.75% (Kappa = 0.52).
In comparison to the benchmark the proposed LR-TSTL
significantly outperformed (p < 0.05) the EEG-NAC both in
terms of classification accuracy and kappa value. The proposed
method also performed better than EEG-CSAC as there is an
average improvement in the accuracy (+6%) and kappa value
(+0.12), although the p−value (p = 0.0625) failed to achive
the statistical significance threshold of 0.05 by a small margin
which can be primarily attributed to the small sample size.
Moreover, it is important to note that this improvement in per-
formance over EEG-CSAC is achieved without any adaptation
during the decoding of test data while EEG-CSAC updated
the classifier with newly available data on every covariate
shift detection. Another important fact to be considered is
that LR-TSTL gave this performance on a cross-subject setting
while EEG-NAC and EEG-CSAC both were applied in within-
subject setting. Finally, the comparison with EEGNet also
shows better performance in favor of the proposed method
as it achieved +11.5% more average accuracy with around
10% less standard deviation. It is to be noted similar to BCI
Competition IV-2a, in this dataset also it was a balanced
binary classification problem where the chance level accuracy
is 50%. The same leave-one-out approach was followed for
calculating the cross-subject accuracy as described before.
The comparison of performance of LR-TSTL between healthy
subject and patient populations is shown in Fig. 5. Here, we
can see that the median accuracy is higher in patients than in
healthy participants and variation of performance is also less
than the healthy. This is an interesting observation since the
inter-subject variability is higher in patients than in healthy due
to altered neurodynamics after stroke. This could be a indirect
indication that the proposed method has the ability to find
more generalizable features from a diverse data distribution
and hence can resolve the non-stationary effects in a more
effective manner. Additionally, we have analysed the effect
of leaving more than one subject out for the cross-subject
classification performance. To this end, we have started with
one subject and then kept on adding one extra subject into
the training dataset until we exhaust the list keeping only the
target subject out. Thus we got the accuracy variation for all
subjects which was then averaged to get the graph presented in
Fig. 4. Here we can see that the average classification accuracy
is improved as we have added more subjects in to the training
dataset. The error bars in the graph shows the standard error of
the mean across all the subjects which is a bit high due to large
inter-subject variability in the feature patterns. Additionally, it
can be attributed to the fact that sometimes the addition of new
data which in spite of being good quality do not represent
the test data of the target subject which can be a source of
performance degradation.
Thus the proposed LR-TSTL method established its superior
performance both in the case of healthy and patient datasets
over existing state-of-the-art methods. The ability of LR-
TSTL to achieve comparable performance between healthy
and patient datasets in a cross-subject setting makes it suitable
for a versatile practical applications for a wider population.
The method shows promising results to realise calibration free
BCI systems which can significantly enhance the usability of
this technology. It can reduce patients’ frustration during a
BCI based rehabilitation setting where a patient had to go
through the monotonous calibration procedure every time a
new therapy session starts. This would give them more time
for mental practice and receiving neurofeedback during the
same therapy session which is essential of effective motor
functional recovery. Hence, the future work will concentrate
on conducting pilot trials on stroke patients in a calibra-
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Fig. 4. The effect of leaving more subject out on the cross-subject classifi-
cation.
tion free BCI enviroment to validate the clinical efficacy of
the propsoed LR-TSTL method while providing continuous
multimodal neurofeedback. The advantage of the proposed
approach over the other approaches is partially attributed to
the use of powerful Riemannian concept of tangent space
which resolves the confusion in assigning class membership
to features in an highly noisy situation. The improvement
in results can be further attributed to the fact that tangent
space based logistic regression was coupled with Subject-
Specific Multivariate Empirical Mode Decomposition which
contributed to the denoising and helped to identify subject
specific characteristics in the feature distribution which ulti-
mately led to achieve more generalizable features essential for
enhancing the cross-subject accuracy.
One of the limitation of the proposed method is its
time complexity. As the method involves the computation
of MEMD which has time complexity of O(n log n) [49]
where n is the data length. Additionally, Riemannian Geometry
(RG) has complexity O(n3)(n =number of EEG electrodes).
Therefore, the real time implementation of method depends
on the use of additional hardware such as dependancy on
parallel computing architecture such as Cuda or hardware
resources such as FPGA. Hence, the future work should focus
on the development of new formulations which can reduce the
computational complexity of the method or on the deployment
of the method in an suitable computational architecture for
realtime implementation.
In recent years several deep learning approaches are pro-
posed for reducing the burden of calibration in BCI design. For
example, separated channel convolutional network is proposed
on top of CSP as a transfer learning method [50]. A hybrid
deep neural network combining Convolutional neural network
and Long Short-Term Memory is also proposed for transfer
learning which gave satisfactory performance in calibrating
the BCI for a new subject with fewer training examples [51].
As the inter-subject variability is a major hindrance in the path
of realising transfer learning based BCI Zhang and colleagues
proposed 5 new schemes for fine tuning the deep learning BCI
approaches [52]. However, the results are still inconclusive to
say whether the deep learning based approaches have a clear
advantage on the traditional approaches of transfer learning
based BCI such as Riemannian Geometry and others unless a
direct comparison is made across various datasets, the scope
of which is limited in this paper.
Fig. 5. Comparison of performance between Healthy (BCI Competition IV-
2a) and Stroke patients dataset for the proposed LR-TSTL method.
VI. CONCLUSION
This paper presents a fusion of a logistic regression algo-
rithm using tangent space-based transfer learning (LR-TSTL)
EEG signal analysis for the classification of binary MI tasks.
The features of the MI EEG signals are determined by the
tangent space approach in the adopted system, and the derived
features are used for classification as inputs to the logistic re-
gression model. The reported method is ideal for representative
extraction of the MI data and tangent space logistic regression
is an effective classifier to distinguish the characteristics of
the MI tasks. For classification of independent variables n(n +
1)/2 features are taken into account by considering the lower
triangular matrix of the n x n given features. The experimental
evaluation is conducted on BCI Competition IV dataset 2a (for
healthy subjects) and on a stroke patients’ dataset. The novelty
in the proposed approach is to apply subject-specific MEMD-
based filtering in the pre-processing step to reduce the effect
of intra-subject and inter-subject non-stationarity in the EEG
signals. This pre-processing stage provides improved EEG
signals from which the distributions of the extracted features
show statistically significant differences. The cross-subject
learning performance of the proposed LR-TSTL method is
compared with three state-of-the-art within-subject learning
methods which gave a comparable or even better performance
in terms of average classification accuracy in the case of
healthy subjects. Moreover, in the case of the patient dataset
LR-TSTL has significantly outperformed the current bench-
mark accuracy giving more stable and robust performance than
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TABLE III
LOW AND HIGH-FREQUENCY VALUES IN HZ WITH CLASSIFICATION ACCURACY (%) FOR THE PROPOSED METHOD (LR-TSTL) ON LEFT VERSUS RIGHT
HAND TASK ON IN-HOUSE RECORDED PATIENT EEG DATA.
Subject Low High Proposed Kappa EEG-NAC EEG-CSAC EEGNet
Frequency Frequency Method LvR value
P01 6 24 85 0.7 70 72.5 67.5
P02 6 24 85 0.7 67.5 72.5 92.5
P03 8 24 75 0.5 75 82.5 52.5
P04 6 24 82.5 0.65 65 72.5 67.5
P05 8 26 77.5 0.55 75 77.5 60
P06 7 27 70 0.4 67.5 72.5 75
P07 6 30 90 0.8 67.5 75 92.5
P08 7 25 92.5 0.85 72.5 75 52.5
P09 8 26 82.5 0.65 72.5 82.5 52.5
P10 6 24 77.5 0.55 70 75 90
Average 81.75 0.635 70.25 75.75 70.25
Std 6.88 0.13 3.42 3.91 16.56
in healthy subjects as revealed by the box plots of accuracy
distribution. Thus the impact of the proposed method on the
existing BCI technology is two-fold: firstly, it showed that
the performance of the cross-subject learning performance
can be enhanced to the within-subject learning level and
beyond so that calibration-free BCI systems can be practically
feasible; and secondly, it showed more robust and enhanced
performance in the stroke patients case whereby the EEG non-
stationarity is an even a larger issue than in healthy subjects.
Hence, it can be argued that the proposed method has the
potential to pave the way for the next generation of calibration-
free BCI technologies which can be more practically usable
especially in the case of neurorehabilitative BCI designs for
stroke patients. In the future, evaluating the proposed method
with fewer features could be interesting and also expanding the
proposed method (LR-TSTL) to assign the EEG or potentially
MEG into more than four classes or multi-class classification.
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