Abstract. In order to improve the accuracy of the recommendation system and solve the data sparsity problem, this paper proposes a random walking recommendation algorithm based on conditional restricted Boltzmann machine in trust network, namely CRBM_PrTW. The algorithm fills the missing data in training data by utilizing the conditional restricted Boltzmann machine to improve the accuracy of similarity calculation, which effectively solves data sparsity problem. And on this basis, the comprehensive weight of the credibility, similarity and the trust value utilized as trust level has been implemented to random walking algorithm. The experimental result on the Epinions dataset demonstrates that our method can provide better recommendation result in terms of evaluation metrics when compared with the existing methods.
Introduction
With the rapid development of the Internet, the large amount of data generated by mobile terminals and Web services make it difficult for users to get the information they need. In order to meet the users, recommendation systems come into being.
Collaborative filtering (CF) is the most extensively applied and successful recommendation algorithm [1] . Mainstream collaborative filtering algorithms are divided into two categories: user-based CF [2] and item-based CF [3] . The algorithms mainly rely on user similarity or item similarity to get the nearest neighbor set and obtain the recommendation through the neighbor set. However, the algorithms face the problem of sparsity and cold start. The recommendation coverage is also low as the user's interests change constantly.
In recent years, the RBM as the basic component module has achieved great success in deep learning, meanwhile the RBM model has been demonstrated to help address the cold start problem in recommendation system. Salakhutdinov et al. [4] initially applied the RBM to the recommendation system and proposed the Conditional Restricted Boltzmann Machine (CRBM) model. The CRBM model makes full use of the rated/unrated information to mitigate the negative impacts of the sparse data on recommendation results. Liu et al. [5] extended RBM model by incorporating content-based features such as user demographic information, items categorization and other features. The experimental results show that Content-boosted Restricted Boltzmann Machine (CB-RBM) performs better than a pure RBM model and other content-boosted collaborative filtering methods.
With the advancement of social network, the usage of user relationship in social network has become a research focus in recommendation field. Golbeck [6] proposed a TidalTrust model to use modified breadth first search strategy in the Trust network to infer the trust value between the source users and others, but it ignores the impacts of the part of raters far away from the source users on the recommendation results. Massa et al. [7] presented a ModelTrust model that is similar to TidalTrust. But ModelTrust considers all users in the pre-difined range and calculates the trust among users as the weight value. Jamali and Ester [8] propose a random walk model in the trust network. In the course of walking, both the target users and the user's rating on the items that are similar to the target item are considered, which solves data sparsity and cold start problem. But it is of equal probability to select the next user in random walk. However, the reality is that if a user and the source user are of credibility and share greater similarity, it is more likely to be selected in the walking. The users with closer social relationships to others are much worth to be believed [9] and are much powerful in affecting others [10] . The paper [11] considers divergent factors of recommendation resources and proposes the electronic commerce recommendation system incorporated with trust and social relations.
In order to tackle the problems mentioned above, this paper utilizes the CRBM to fill the missing data in the rating matrix, which effectively solves calculation accuracy of similarity under extremely sparse user item rating. And it builds a robust trust network to improve the recommendation accuracy by applying the modified random walking algorithm in the trust network. Experimental results show that our method is a state-of-the-art recommendation algorithms.
Algorithm Description The Calculation of Trust Weight TW
In the basic TrustWalker [9] , it is of equal probability to select the next user in random walk, high randomness causes low accuracy. Mutually trusted friends may hold diverse interests. Trust users are not always similar, and vice versa. What's more, we tend to select users with higher credibility. Traditional trust-based recommendation algorithms usually consider only trust or similarity. So in this paper, before selecting the next user, we need to calculate the trust weight ( ) v u TW , for all the users to be selected:
Here, the trust value between users is illustrated by ( ) 
The Framework of CRBM_PrTW
Our method applies the CRBM to predict the missing value in the user item rating matrix and the trust matrix, which improves the accuracy of the user similarity calculation and solves the sparsity of training set. On the basis of TrustWalker, we take into account the trust value, user similarity, credibility factor to calculate trust weigh. And the recommendation is obtained with the upgraded TrustWalker algorithm. After K random walks, we regard the weight value of results returned by each walk as the final prediction value. 
Experimental Results and Analysis

Experimental Data and Evaluation Metrics
This paper selects the Epinions dataset to test the validity of algorithm. There are in total 49,290 users, 139,738 items and 664,824 rating records in the data set. What's more, the rating sparsity amounts to 99.99% and the average rating records are 13.3 times per user. The total number of trust record contains 487,181, with 9.9 directly trusted friends per user. Therefore, the Epinions dataset is extremely sparse and can be used to evaluate the recommendation results of the model under the condition of utmost data sparsity. In this paper, Root Mean Square Error (RMSE) is one of the evaluation metrics and the formula is : 
Coefficient Selection of the Trust Weight
In this paper, the coefficient α is of significance to calculate trust weight TW , the parameter affects the recommendation accuracy. So we need to analyze the relationship between parameter value and recommendation accuracy. In the CRBM_PrTW, the coefficient α range is 0.1 to 1 in the experiment. On the basis of other research achievements [4, 5] , we train CRBM with hidden units F=100 and features C=40 in the following experiments. The Figure 2 describes the variation of the RMSE when the coefficient α takes different values. As it is shown in the Figure 2 , when the α≤0.6, the RMSE gradually decreases with the increase of α; when α>0.6, the RMSE also increases with the growth of α; when α equals 0.6, the RMSE is the minimum value. In the following experiment, we select parameter α=0.6 as the contrast experiment.
Experimental Results
Considering the rigor of the experiment, we randomly divide the data set into 75% training set and 25% test set, and select the user-based CF, Item-based CF, TrustWalker, ModelTrust and TidalTrust algorithm mentioned above as contrast experiments. As we can see from table 1, the CRBM_PrTW proposed in this paper is better than all other the algorithms in terms of evaluation metrics. The performance of traditional recommendation algorithm based on collaborative filtering is the worst. When the training set is extremely sparse, users merely rate on a small number of items and only a few items are scored by various users. It is difficult to calculate item similarity or user similarity, which reduces the recommendation quality. Trust network is utilized in the recommendation algorithm, as the items are recommended by its own trust users, the recommendation is significantly advanced in quality compared with the traditional collaborative filtering algorithm. The experiment demonstrates that the coverage and RMSE of TrustWalker are higher than that of ModelTrust and TidalTrust. That is due to the TrustWalker algorithm takes into account not only the trust user's rating of the target item, but also the rating of items similar to the target item. Our method utilizes CRBM to solve data sparse, which greatly improves the accuracy of similarity calculation. Meanwhile, trust value, user similarity and trust factor are considered to calculate trust weight that is applied in random walking algorithm, which enhances the recommended quality.
Summary
This paper proposed a improved random walk based on CRBM. The CRBM model effectively tackles data sparsity and increases the accuracy of similarity calculation. In addition, this paper takes into consideration of trust value, similarity and the trust factor. Therefore, the next selected users are trust users who share similar tastes in the TrustWalker algorithm. Meanwhile, the trust factor makes the recommendation result more reliable. The experimental results show that the proposed CRBM_PrTW algorithm is better than other recommended methods.
