The intrusion detection has become core part of any network of computers due to increasing amount of digital content available. In parallel, the data breaches and malware attacks have also grown in large numbers which makes the role of intrusion detection more essential. Even though many existing techniques are successfully used for detecting intruders but new variants of malware and attacks are being released every day. (dense neural network) . The performance of the proposed approach is presented and compared with parallel methods used for intrusion detection. The reconstruction error of the AE model is compared with the PCA and the performance of both anomaly detection and the multiclass classification is analyzed using metrics such as accuracy and false alarm rate. The compressed representation of the AE model helps to lessen the false alarm rate of both anomaly detection and attack classification using SVM and dense NN model respectively.
I. INTRODUCTION
For detecting various security attacks and breaches with a network Intrusion Detection Systems (IDS) are essential tools. An ID system monitors the traffic in the network (both incoming and outgoing traffic bounds) and performs analysis to raise an alarm if there is anomaly being detected. Based on the approach used for intrusion detection, it can be classified either as signature based or anomaly based method [1] . The signature based intrusion detection method work by matching predefined rules against the pattern in the current network traffic and classifies it as intrusion if the pattern deviates from the normal pattern. It is effective for identifying known type of attacks and yields high accuracy in detecting and low false alarm rate. This approach cannot be used for detecting the new category of attacks as the predefined rules cannot match the unknown patterns in them. The anomaly based intrusion detection systems are capable of classifying even unknown or new category of attacks [2] . As per the theoretical proofs given in many literature the anomaly based detection are more accurate but in practice they suffer from high false alarm rate. Among the several challenges in detecting the intrusions two primary challenges include selection of optimal feature from the network traffic dataset for classification, and unavailability of supervised (labeled) dataset for training the machine learning models [3] . As the attacks patterns are changing over a period of time the set of features used for discriminating the attacks cannot be suitable for effective discrimination of new category of attacks [4] .
It is inferred from various literature that machine learning techniques such as Artificial neural Networks, Support Vector Machine (SVM), Naive Byes Classifier, Random Forest (RF), and Self-Organizing Maps (SOM) have been utilized for developing an anomaly based intrusion detection approach. In general the anomaly based classifiers are trained to discriminate between the normal and anomalous traffic. In apart from the training process most of the anomaly based methods adopts a feature selection task to select an optimal set of features to better discriminate the anomalous traffic. During the feature selection process the high dimensional training dataset is reduced in to low dimensional representation and the redundant features are eliminated. For selecting an optimal set of features various methods including Genetic Algorithm, meta-heuristic algorithms, and Principal Component Analysis (PCA) are used [5] . This paper utilizes a deep auto-encoder for finding a compact representation of the input data and a dense neural network for classification of anomalous traffic.
The estimation of compact representation of the network traffic data is a preprocessing task before classifying it. Training a classifier on low dimensional input is much faster than the original input data. This process can also be considered as a dimensionality reduction step which has a regularization effect and prevents over-fitting. The other dimensionality reduction strategies are not effective when compared to AE based approach. When PCA or Zero Component Analysis (ZCA) is used for dimensionality reduction the memory requirements will be high if the feature space is having high dimension. The AE maps the original input data to a compact representation after sending data through two un-supervised training stages. The AE is a generative model and is able to learn and discover the semantic similarity and correlation among the input features [6, 7] .
The remaining sections of this paper are structures as follows. Section II of this paper briefs some of the important works relevant to machine learning or deep learning based www.ijacsa.thesai.org network intrusion detection approaches. In Section III, the architecture of the AE model and the procedure for its pretraining and training are presented. The efficiency of the proposed methodology for dimensionality reduction and classification (binary and multiclass classification) are presented in Section IV. Sub-section IV-A elaborates the modeling setup, and Subsection IV-B presents the analysis of the results. Finally, Section V concludes the paper.
II. RELATED WORKS
At present the role of Deep Learning can be found in many real time applications including intrusion detection and malware analysis. This section will present a detailed review of deep learning and its application in network intrusion detection. In [8] the authors have conducted a literary and experimental comparison between conventional network intrusion detection methods and deep learning based intrusion detection methods. Their experimental results proved that deep learning based detection techniques offered an improved performance when compared to their traditional counterparts. The problem of imbalanced dataset available for training the detection models can be overcome by using the oversampling technique SMOTE -Synthetic Minority Oversampling Technique [9] . For detecting the malware a stacked denoising AE was used in [10] . Also the same AE based classifier was used to classify executable files [11] . This model used API calls as the features for discriminating the malware from the normal codes. In another approach AE and Restricted Boltzmann Machine was combined used to detect malware using static and dynamic features [12] . In [13] Recurrent Neural Network based AE was developed to extract the features to best describe the malware from raw API calls. The RNN was trained with compact representation from the AE. The deep learning research community has also addressed the problem of outlier detection. The models developed vary on the structure, the application context, and motivation behind the opted strategy [14] . The work proposed in [16] introduced the usage of variation AE for detecting intruders. It was observed that the variation AE performed well in intrusion detection and also in outlier detection. A combination of hybrid AE along with Density Estimation (DE) model was used for detecting anomalies. The model is developed based on the density estimation of the compressed hidden layer representation of AE.
The model was constructed based on estimation of the density among the zipped hidden-layer notation of the applied AE. In another similar research work [17] the authors have used hybrid de-noising AEs in a stacked architecture. Their model utilized hex-based representation of portable executable files, without disassembling. The model training process does not include feature selection or extraction before processing the data which may induce the efficiency of the model. The proposed methodology provided a better discrimination between a legitimate network flow and an anomalous flow. The model output a fixed length vector for both detecting malware and classifying the attacks.
In [15] a three layered RNN architecture was used which utilizes 41 features as inputs and was able to detect intrusion out of four categories. The authors have not studied the performance of the model for binary classification. The nodes of the hidden layers are connected partially and hence it does not have the ability to model high dimensional features.
III. BACKGROUND CONCEPTS
This section presents some of the background concepts related to the techniques and algorithms used in this study.
Deep
Autoencoders follows unsupervised learning methodology for learning representation by using dense neural network architecture. The neural network is designed in such a way that the network yields a compressed representation of the input given to it. In a highly non-correlated input data the reconstruction of the input data from the compressed representation is a complex task. If there is a pattern exist in between the data then the pat output which is a reconstructed from the compressed representation of the given input. The network is trained to reduce the error in reconstruction denoted as ( ̂). The last layer of the encoder decides the size of the data which pass through the decoder layer. The Principal Component Analysis (PCA) achieves a linear dimensionality reduction which is similar to the compressed representation of AE with linear activation function at each layer [18] . For detecting the intrusion patterns in the network data the model must be sensitive to the input for building an accurate reconstruction and at the same time it should be insensitive to the inputs that over-fit the model. For achieving the above mentioned constraints the network is designed with a loss function with two terms. The first terms makes model to be sensitive to the inputs and the second term avoid the model from overfitting the training data. The alpha scaling parameter controls the trade-off between the two stated objectives. The AE can be considered as a nonlinear generalization of PCA and it is capable of learning non-linear relationship between the input data. Fig. 1 presents the schematic view of the PCA and AE based dimensionality reduction. When a higher dimensional data has to be classified then the AE can be used to estimate a lower dimensional representation of the data and the same can be decoded in to the original input data. The AE is used as a non-linear feature extractor which can be considered as non-linear generalization of Principal Component Analysis (PCA). It performs both encoding of the given input and decoding of the encoded i.e. the compressed feature representation. The encoded data are the dimensionally reduced features. In this study the encoded features are used for identifying anomaly in the network and as well the category of the attack.
The sparsity constraint can be imposed in the network by adding L1 regularization term to the loss function for penalizing the value of activation in the hidden layer along with λ
IV. PROPOSED METHODOLOGY
The AE is constructed using encoder and decoder which do the transformation of input from the high dimensional space in to a compresses representation in a low dimensional space and reconstruction of the supplied input to the encoder respectively. The architecture of the AE model is presented in Fig. 2 . During the training process the weights of the layers in the decoder and encoder are tuned sequentially. The objective is to minimize the reconstruction error. For training the AE model the back propagation learning algorithm is used and the layer weights are assigned randomly and from various experimental results presented in literature it is obvious that the selection of hyperparameters play an important role in meeting the above stated objective.
For a given set of training examples X = {x 1 , x 2 , x 3 , x 4 ,……,x m } where x i is a d -dimensional feature vector. The encoding layers of the AE maps the d -dimensional input vector to a hidden vector representation h i and the mapping function is denoted as and it is defined as in Eq. 3
Where "s" is a sigmoid activation denoted as
( )
The decoding layers reconstruct the input data represented as vector y i in d-dimensional space.
The aim of the training is to minimize the error between input and reconstructed output. The output of the training process is the optimal parameter and ́. The error is estimated using a loss function and it is denoted as
The number of nodes in the code layer is a hyperparameter that is initialized set before training the AE. The other hyper-parameters include number of layers, number of nodes per layer, and loss function, batch size and dropout rate. Either mean squared error (MSE) or binary cross-entropy can be used depending on the input. If the input values are in the range [0, 1] then typically cross-entropy can be used, otherwise mean squared error. As the value of hyper-parameters has a direct influence on the success of the training process, an optimal set of hyper-parameters is estimated using evolutionary optimization approach i.e. using Genetic Algorithm. During the hyper-parameter optimization the space of hyper-parameter is searched and an optimal set of parameters are found. Initially a random tuple of hyper-parameters are generated and the fitness value is estimated. Then the hyper-parameters tuples are ranked by their respective fitness values. The hyper-parameter tuples with low fitness values are replace with new hyperparameter tuples generated by crossover and mutation functions. This process is repeated iteratively until there is no change in the fitness value for a set of consecutive iterations.
While optimizing the hyper-parameters using genetic algorithm; K-fold cross validation error is considered as the fitness function. As per K-fold cross validation for assessing the performance of the AE over a set of selected hyperparameters a part available dataset is used for training the model and the remaining for testing it. The cross validation error can be estimated as follows.
where ̂ ( ) denotes the model fitted with k th part of the data removed.
After training an AE model the network data from the data set is applied to it and compressed feature vector is used for training both a binary classifier and multi-classifier for anomaly and specific intrusion type detection as presented in Fig. 3 .
For binary classification the Support Vector Machine (SVM) model with a Radial Basis Function (RBF) kernel function was utilized and a Dense Neural Network was used for Multi-Classification.
The RBF kernel helps estimating the similarity between vectors by measuring the squared Euclidean distance between them. When the two vectors are close together then the value ‖ ‖ will be small. A γ > 0, it is obvious that ‖ ‖ will also be larger. Hence vectors appearing closer will have a large RBF kernel value when compared to vectors which are separated by a nominal distance. For evaluating the performance of the multi-classifier, various models including Naïve Bayes & Random Forest are utilized for classifying the category of attack. The SVM and the dense NN are trained with the compressed representation of the input. www.ijacsa.thesai.org 
V. EXPERIMENTS AND RESULTS

A. Dataset
The various attack type detected using signature based approach using a deep neural network is discussed in this section. The dataset used for training and evaluation of the intrusion detection model is obtained from UNSW dataset [19] . The dataset is constructed using the packets generated from the IXIA Perfect Storm tool for both normal and various attack categories possible in the cloud network. The TCP logs were used to extract the relevant attributes which better represents the attacks. Using k-fold cross validation the dataset is divided for training and testing the detection model. Description about the various attacks along with normal data is summarized in Table I. As discussed in previous section the AE is trained in unsupervised mode and the trained model is used for constructing a compact representation of the input. The Compressed data is used for training the SVM and other multi classifier models. While training the AE the hyper-parameters are estimated using Genetic Algorithm. The error in the reconstruction of the given input to the AE model is analyzed to measure the performance of the AE model. Fuzzers 24,246 Cause a service suspension by sending in a sequence of randomly generated data.
Analysis 2,677
This includes various attacks of scanning the communication ports, spam and penetration of html files in to cloud nodes.
Backdoors 2,329
Unauthorized access to virtual machine and the data stored is gained bypassing the security mechanism by stealth attack.
DoS 16,353
The service is made unavailable to authorized users by disrupting the host connected via Internet.
Exploits
44,525
Exploits the knowledge and information on a known security issue in an operating system of a virtual machine.
Generic 215,481
Irrespective of the structure of the block cipher a common technique against all block ciphers are used with a given block and key length.
Reconnaiss ance 13, 987 Includes all strikes that are capable of collecting information by simulating the attacks.
Shellcode 1,511
The vulnerability in the software is exploited by a small piece of code as the pay-load.
Worms 174
The attack spread itself by replicating to other virtual machines in the cloud environment. Often, it uses a computer network to spread itself, relying on security failures on the target computer to access it. www.ijacsa.thesai.org After normalization all numeric features will be ranged between 0 and 1. The objective of the AE is to minimize the reconstruction error. The training process tunes the weights connecting the layer of the AE model. If the values of the weights are tuned to higher values then it make the generated features more dependent on the structure of the network; but not on the input. In order to avoid this dependency of features on the network structure weight decay regularization is imposed to maintain the weights of the network smaller. Thus the objective function can be defined as
where ‖ ‖ is the weight decay regularization term to ensure a smaller value of weights tuned during the training process. The parameter scales the regularization term and can be considered as a hyperparameter of the AE model. Fig. 4 presents the performance of the AE model with a plot of average reconstruction error of PCA and AE for different encoding dimension.
B. Results
The AE model performs better than PCA at reconstructing the input data set when the number of dimension in encoded output is small, but the error converges as the dimension increases.
For very large data sets this difference will be larger and means a smaller data set could be used for the same error as PCA. When dealing with big data this is an important property.
Based on the previous results and comparison with the PCA encoding dimension size is selected as 15 and the value of the weight regularization term is fixed as .There are no guidelines to choose the size of the bottleneck layer in the AE unlike PCA. With PCA, the top components can be chosen to factor. PCA is used as a guide to choose the value of -the encoding dimension size.
The performance of the anomaly detection is analyzed based on the following metrics Detection Rate (DR), Accuracy (ACC), and False Alarm Rate (FA).
( )
where TP, TN, FP, and FN are True Positive, True Negative, False Positive, and False Negative values of the anomaly detection using the SVM. The training loss trends as depicted in Fig. 5 and the plot in Fig. 6 exhibits the sync between the training and validation loss which proves that the model is not overfitting.
To avoid overfitting of the model is trained with a dropout rate of 0.3 for regularization. The dropout rate is chosen using the genetic algorithm based hyper-parameter optimization technique along with other hyper-parameters.
After completing the training and validation of the AE model then the encoded output is used for training SVM model used as binary classifier for detecting the anomalies in the network. As the accuracy measure alone is not sufficient for analyzing the performance, the Receiver Operating Characteristics curve is plotted to analyze the trade-off between the false positive rate and the true positive rate of the binary classifier and the RoC curve, as presented in Fig. 7 , is preferred when the training samples are balanced between the normal and anomalous samples. There are a number of methods available to oversample a dataset used in a typical classification problem. The most common technique for oversampling the imbalanced class in a training set and the technique in the experiments is SMOTE: Synthetic Minority Over-sampling Technique. For a set of training set with m samples, and n features in the feature space of the data. To then oversample, take a sample from the dataset, and consider its k nearest neighbors (in feature space). To create a synthetic data point, take the vector between one of those k neighbors, and the current data point. Multiply this vector by a random number x which lies between 0, and 1. Add this to the current data point to create the new, synthetic data point. The area under the curve is equal to the probability that a classifier will rank a randomly chosen positive instance higher than a randomly chosen negative one (assuming 'positive' ranks higher than 'negative'). The area under curve is given by.
The area under the roc curve is estimated as 0.82 which proves that the accuracy of the anomalous detection is high. The Random Forest classifier and Naïve Bayes classifiers were also trained with the dimensionality data generated by the AE model and their results were compared with the results of the deep NN. Fig. 8 presents the plot results obtained from other classifiers and deep NN. 
VI. CONCLUSION
This paper presented an intrusion detection using autoencoder trained to generate a compact representation of the input data. The strength of the AE model complements the anomaly detection and attack classification process. The AE model is trained with a set of optimal hyper-parameters estimated using an optimization technique. During training the AE model is prevented from overfitting by using a regularization term and dropout at the hidden layers.
The performance of the AE model is measured using the reconstruction error and compared with the PCA. The accuracy of the intrusion detection process is implemented in a two level. The reduced feature set is applied to the SVM model for detecting the anomaly in the network and subsequently the same data sample is supplied through a dense network if there is an anomaly detected in the network. This methodology is quite simple to implement in a real time environment provided ample of data available for training the binary and multiclass classifiers.
The feasibility and effectiveness of the proposed anomaly detection model was evaluated using ROC curve. Future work will focus on designing a middleware to detect the anomalous traffic in the network in real time using deep learning techniques. This work validated the ability of the deep AE model in reconstructing the data points drawn from different distributions. The overall performance of the intrusion detection on the raw input data, the PCA transformed data, and the autoencoder generated data are compared and the AE seems to be the reason for improvement in accuracy of the attack detection (multi-class classification) especially.
