Model identification and on-line implementation of optimal operation policies in thermal food processes by Arias-Méndez, Ana

 UNIVERSIDADE DE VIGO 
 
DEPARTAMENTO DE MATEMÁTICA APLICADA II 
 
               
 
 
 
 
 
 
 
 
 
Model Identification and On-Line 
Implementation of Optimal Operation Policies  
in Thermal Food Processes  
 
 
 
 
 
por 
 
Ana I. Arias-Méndez 
 
 
 
 
 
 
 
 
Memoria presentada para optar ao grao de  
Doutor Internacional pola Universidade de Vigo 
 
 
 
Vigo, 2014 

It always seems impossible until it's done
Nelson Mandela

A Noel, sempre disposto a escoitarme e soportarme.
Sen ti, que sera de min.

Agradecementos
Quero amosar a mi~na gratitude a todas aquelas persoas que contribuiron dun xeito
ou doutro a que conseguise chegar ata aqu. Con este aqu refrome ao momento
no que estou a piques de imprimir un documento que, con sorte, me 'convertira' en
doutora. Quen mo a dicir a min cando, a principios dos anos noventa so~naba con
ser medica, mestra, enxe~neira, inventora...?
Desde enton, e incluso desde antes xa, pasou moita xente pola mi~na vida que
tivo moito que ver con que eu puidese chegar ata aqu. Don Jaime, o meu primeiro
mestre de matematicas ou Dona Carme a mi~na primeira profesora de fsica son
alguns dos moitos mestres e profesores que co seu traballo me ensinaron que estudar
pode e debe ser divertido. Moitas grazas a todos.
Non foi menos importante a pegada da mi~na familia, en especial a de meus pais.
Foi deles de quen realmente aprendn que para recoller, primeiro hai que sementar.
E que sera de min sen unha nai que escoitase as mi~nas penas nos malos momentos?
E incrible a capacidade dunha nai para saber que dicir e cando (se algun da chego a
selo, conformareime con ser a metade de boa do que e a mi~na). Non podo nin quero
deixar de dedicarlles unhas palabras de agradecemento a mi~na irma e meu irman,
sempre dispostos a axudar no que xese falla. Certamente, quen ten un irman ten
un tesouro, e eu te~no dous. Tampouco quero esquecer escribirlle aqu unhas palabras
de agradecemento a mi~na familia de Vigo, que xo que en ningun momento da mi~na
estancia na cidade olvica me sentise unha estra~na nunha cidade nova.
En canto a xente do IIM so duas palabras: MOITAS VECES. Iso me gustara:
repetir esta experiencia en bucle moitas veces, cos bos e malos momentos, pero sem-
pre con alguen preto vendo o lado positivo das cousas. Un agradecemento especial
merecen Carlos e Nacho, sen os cales gran parte do traballo aqu presentado non sera
ix
xposible. Non esquezo tampouco a Oana, Carla, Gundian e de todolos compa~neiros
do grupo de enxe~nara de procesos, sempre dispostos a botar unha man. Traballan-
do rodeada dun grupo de xente as non e difcil erguerse un luns e ir traballar con
ganas.
Por suposto, tamen quero dedicarlle unhas palabras de gratitude aos princi-
pais responsables de que este traballo se levase a cabo, os meus directores de tese,
Eva e Antonio. Grazas por darme a oportunidade de traballar convosco, e tamen
polo voso apoio e dedicacion. Unha mencion mais que especial merece Eva; moitas
moitsimas grazas pola tua axuda inestimable e paciencia innda (cantas veces che
fara preguntas repetidas?).
Ao longo da elaboracion desta tese realicei duas estadas de investigacion, unha
na Universidade de Cornell co Prof. Datta, e outra na Universidade de Birmingham
co Prof. Frier e PhD. Bakalis. Nestas li~nas quero amosarlles a mi~na gratitude
pola sua axuda e apoio; foi un pracer formar parte de tan excelentes grupos de
investigacion. Unha parte importante do traballo presentado nesta tese non sera
posible de non ser por eles.
Este traballo foi desenvolto no marco de varios proxectos de investigacion:
SMART-QC AGL2008-05267-C03-01 e Is-for-Quality AGL2012-39951-C02-01 do Mi-
nisterio de Economa e Competitividade, IDECOP 08DPI007402PR da Xunta de
Galicia , FP7 CAFE KBBE-2007-1-212754 da Union Europea; e principalmente co
soporte economico das, tristemente extintas, axudas JAE-predoc. Algun da esta
sociedade hase decatar de que investir en investigacion e crucial, non un capricho
de pases ricos, espero que non sexa demasiado tarde.
E `last but not least': grazas Noel, pola tua aportacion a pelcula da mi~na vida.
E polo tanto, ao captulo da elaboracion desta tese, e a todos os xa pasados e os que
queden por vir. After all ... tomorrow is another day1.
Malia e todo, non estiven tan lonxe de acadar os meus so~nos de infancia. Son
enxe~neira, e ser investigadora ou inventora son cousas ben semellantes a ollos dun
neno. Dar clase e unha posibilidade mais que factible cando un se dedica a investigar,
e moita xente pensa que ser doutor ou medico son cousas equivalentes :-P
1Scarlett O'Hara, Gone with the Wind
Contents
Contents xi
List of Tables xv
List of Figures xvii
Notation xxvii
Resumo 1
Motivation and objectives 11
I THEORETICAL BACKGROUND 19
1 Systems representation 21
1.1 Deductive models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2 Process balances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.1 Momentum balance . . . . . . . . . . . . . . . . . . . . . . . . 26
1.2.2 Energy balance . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.2.3 Mass balance . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.3 Quality and safety models . . . . . . . . . . . . . . . . . . . . . . . . 30
1.3.1 Temperature eects in safety and quality . . . . . . . . . . . . 32
1.4 Model simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.4.1 Numerical solution of ODEs . . . . . . . . . . . . . . . . . . . 34
xi
xii Contents
1.4.2 Numerical solution of PDEs . . . . . . . . . . . . . . . . . . . 35
1.4.3 Input-output model structure . . . . . . . . . . . . . . . . . . 41
2 Model identication 43
2.1 Analysis of structural properties . . . . . . . . . . . . . . . . . . . . . 44
2.1.1 Distinguishability . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.1.2 Identiability . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2 Model calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.2.1 Model calibration cost functions . . . . . . . . . . . . . . . . . 50
2.3 Practical identiability analysis . . . . . . . . . . . . . . . . . . . . . 51
2.3.1 First order approach: Cramer-Rao inequality . . . . . . . . . . 52
2.3.2 Second order approach . . . . . . . . . . . . . . . . . . . . . . 53
2.3.3 Monte Carlo based approach . . . . . . . . . . . . . . . . . . . 53
2.4 Optimal experimental design . . . . . . . . . . . . . . . . . . . . . . . 55
2.4.1 OED for parameter estimation . . . . . . . . . . . . . . . . . . 56
2.4.2 OED for model discrimination . . . . . . . . . . . . . . . . . . 58
3 Optimisation 59
3.1 Process optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.1.1 Dynamic optimisation methods . . . . . . . . . . . . . . . . . 61
3.2 Nonlinear programming problems . . . . . . . . . . . . . . . . . . . . 63
3.3 Nonlinear programming solvers . . . . . . . . . . . . . . . . . . . . . 63
3.4 Real time optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.4.1 Supervisory layer . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4.2 Regulatory layer . . . . . . . . . . . . . . . . . . . . . . . . . 70
II APPLICATIONS 73
4 Deep fat frying, optimisation of a unit process 75
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Model equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Model identication . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4 Dynamic optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Contents xiii
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5 Tunnel pasteurisation, predictive sensors 95
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Process and product description . . . . . . . . . . . . . . . . . . . . . 98
5.3 Time temperature integrators . . . . . . . . . . . . . . . . . . . . . . 99
5.4 Model equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.5 Calibration of the predictive TTIs . . . . . . . . . . . . . . . . . . . . 104
5.5.1 Model simulation . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.5.2 Parameter estimation and optimal experimental design . . . . 108
5.6 Examples of use of predictive TTIs . . . . . . . . . . . . . . . . . . . 114
5.6.1 Process evaluation . . . . . . . . . . . . . . . . . . . . . . . . 115
5.6.2 Inference of process conditions . . . . . . . . . . . . . . . . . . 116
5.6.3 Process optimisation . . . . . . . . . . . . . . . . . . . . . . . 117
5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6 Batch Sterilisation, Real Time Optimisation 125
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.2 Pilot plant description . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3 Model equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.3.1 Model of the thermal sterilisation retort . . . . . . . . . . . . 131
6.3.2 Model of the food product . . . . . . . . . . . . . . . . . . . . 135
6.3.3 Regulatory layer . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.4 Retort model identication . . . . . . . . . . . . . . . . . . . . . . . . 141
6.4.1 Identication loop for the linear model . . . . . . . . . . . . . 142
6.4.2 Identication loop for the general model . . . . . . . . . . . . 146
6.4.3 Experimental design for model discrimination . . . . . . . . . 147
6.4.4 Model (in-)validation . . . . . . . . . . . . . . . . . . . . . . . 149
6.5 Packaged food model identication . . . . . . . . . . . . . . . . . . . 150
6.6 Dynamic optimisation and real time optimisation . . . . . . . . . . . 157
6.6.1 Process perturbations . . . . . . . . . . . . . . . . . . . . . . . 160
6.6.2 Implementation of the real time optimisation . . . . . . . . . . 163
6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
xiv Contents
Conclusions 171
Bibliography 177
Contributions 193
List of Tables
1.1 Examples of the application of several order kinetic reactions
in the modelling of the evolution of dierent quality factors
in food processing, Van Boekel (2008). Here cA stands for the
concentration of a quality factor. . . . . . . . . . . . . . . . . . . . . 32
1.2 Boundary condition types for PDEs. . . . . . . . . . . . . . . . 36
4.1 Types of porous media, and equations which model the heat
and mass transference within them. . . . . . . . . . . . . . . . . 78
4.2 Input parameters used in simulations. . . . . . . . . . . . . . . . 82
4.3 Final acrylamide content at the optimal solutions (2 steps). . . 90
4.4 Final acrylamide content at the optimal solutions(several steps). 91
5.1 Nomenclature of the input parameters and variables of the
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2 Set of indexes employed in the model. . . . . . . . . . . . . . . 100
5.3 Accuracy and eciency of the dierent numerical techniques
used to solve the PDE system. . . . . . . . . . . . . . . . . . . . 107
5.4 Parameter estimation results (optimal value of the parameters
and mean and maximum value of the condence intervals, CI ) for
the factorial plan designed by the user and all the optimally designed
experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.5 Results of the recovering problem using the predictive TTI
structure. i) Recovering the falling lm temperatures. ii)Recovering
the parameters of food viscosity. . . . . . . . . . . . . . . . . . . . . . 118
xv
xvi List of Tables
5.6 Optimal operation policies minimising the energy intake for
dierent maximum conveyor belt velocities. . . . . . . . . . . . 122
6.1 Heat transfer rates associated to the main sinks. mprod and
Cpprod are the total mass and heat capacity of the product. mret, Aret
and Cpret are the total retort mass, area and heat capacity, respec-
tively. " is the emissivity of the object, and  is the Stefan-Boltzmann
constant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.2 Set of physical and kinetic parameter values employed in the
retort model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.3 Set of physical and kinetic parameter values employed in the
food model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.4 Set of indexes employed in the model. . . . . . . . . . . . . . . 140
6.5 Parameter estimation (PE) and robust identication (RI)
results for the initial set of data using the linear model. . . . 144
6.6 Model calibration and uncertainty analysis results for the
initial set of data and the OED information using the linear
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.7 Model calibration and parameters uncertainty for the gen-
eral model after including the optimally designed experiments.147
6.8 Comparison of results for OP1 (without retort dynamics)
and OP2 (with retort dynamics). Computed values correspond
with the solution of the optimal control problem while experimental
values are those obtained after implementation in pilot plant. . . . . . 159
6.9 Impact of small perturbations in the nal product quality. . 161
6.10 Eects in the nal product of large perturbations occurring
at dierent moments of the process. . . . . . . . . . . . . . . . 162
6.11 Comparison in terms of maximum retention reached, be-
tween dierent control discretisation schemes. . . . . . . . . . 164
6.12 Results of real time optimisation in the presence of distur-
bances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
List of Figures
1 Esquema para a optimizacion dos procesos da industria ali-
mentaria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Model based optimisation of food processing. . . . . . . . . . . 15
1.1 Inductive versus deductive modelling. Induction goes from the
particular (observables) to the general (model), while deduction goes
the other way around. . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2 Schematic representation of mathematical food models com-
ponents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3 Representation of white, grey and black box models. . . . . . 24
1.4 Volume element considered (V=123). The direction of the
transportation of the component  of a eld z ( z) is indicated by
arrows, being  its ux density and i the spatial coordinate. . . . . 26
1.5 Scheme of the dierent elements needed to perform a simu-
lation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.6 Comparison of meshes. (a) FDM discretisation; FEM discretisa-
tion using (b) quadratic elements and (c) triangular elements. . . . . 39
1.7 Main input and output variables considered in a real process.
u stands for the inputs y for the measurable variables, x for the states
and e for the experimental error. . . . . . . . . . . . . . . . . . . . . 42
2.1 Model identication iterative procedure. . . . . . . . . . . . . . 44
xvii
xviii List of Figures
2.2 (a)Identiability tableau for the generating series method.
(b) Corresponding tableau obtained with GENSSI. Ones in
the coordinates (i,j) indicate that the corresponding non-zero gener-
ating series coecients depend on the parameter j. Circles corre-
spond to those parameters that can be uniquely identied. Squares
represent equations that result in an unique solution for the parameters. 49
2.3 Visual representation of the correlation matrix. In (a) dark
colours indicate high correlation, while light colours indicate low cor-
relation. Figs. (b)-(d) show isolines of the model calibration cost
function in the vicinity of the optimum by pairs of parameters: (b)
and (d) represent two examples of highly correlated parameters, while
(c) represents a case of a pair of poorly correlated parameters. . . . . 52
2.4 Illustrative examples of condence intervals obtained by means
of the Monte Carlo based approach. Note that the red line indi-
cates the optimum value used as reference and the black one relates
to the mean value obtained by the robust analysis. (a) This gure ex-
emplies the case of identiable parameter, both (black and red) lines
are close together, the distribution is normal; (b) and (c) illustrate
scenarios where the parameters are poorly or non identiable. In (b)
the parameter may achieve any value within the selected bounds but
with a signicant tendency to get trapped in the bounds; in (c) the
tendency is to get trapped in the left bound. . . . . . . . . . . . . . . 55
2.5 Illustrative examples of condence ellipses (2D projections of
hyper-ellipsoids). (a)A spherical shape means that the parameters
are poorly correlated or uncorrelated. The larger the size of the sphere
the poorer the accuracy of the parameters estimation. (b) An elon-
gated ellipse means that the parameters are highly correlated (in this
case positively) and poorly identiable in the current experimental
scheme. (c) An innite elongated ellipse means that the parameters
are highly correlated (in this example negatively) and not identi-
able. Finally, in this gure (d) the parameters are highly correlated
and only one of them (i) can be identied. . . . . . . . . . . . . . . . 56
List of Figures xix
3.1 Control parameterisation scheme. Linear and constant element
approaches are depicted. . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 Conceptual diagram for solving the model calibration prob-
lem. Model is solved to evaluate the observation function for each
iterate, i.e. for each value of the unknown parameters  generated
by the NLP solver, the objective function JPE is evaluated using ex-
perimental data and model predictions. The process is repeated till
convergence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3 Procedure for the solution of the optimal experimental de-
sign problem. The NLP solver generates experimental conditions
(ES: initial experimental conditions (y0), experiment durations (tf ),
sensor locations (p) and sampling times (ts) ) that are used to solve
the system dynamics and parametric sensitivities; the cost function
is evaluated as function of the F . The process is repeated until con-
vergence is achieved. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.4 Schematic procedure for the solution of a process optimisa-
tion problem. The NLP solver generates optimal operation con-
ditions (OC); model is solved and the performance index and state
constraints are evaluated. The procedure is repeated till convergence. 65
3.5 Illustrative representation of the numerical solution of a two
dimensional multi-modal optimisation problem using local
optimisation methods. It can be noted how to end up in a local or
in a global solution depends on the initial guess used, as local methods
tend to get trapped in local solutions. . . . . . . . . . . . . . . . . . . 66
3.6 RTO structure. Theoretical structure considering two dierent layers. 68
3.7 RTO structure implementation. y is the vector containing all
measurable variables, while u refers to the control variables. . . . . . 69
3.8 Schematic representation of dierent control implementa-
tions. (a)Open-loop control diagram and (b) feed-back control dia-
gram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
xx List of Figures
3.9 Scheme of the IMC control implementation. Here ysp stands
for the set point of the measurable variable, u for the control variable,
y and ~y for the real and simulated outputs, d for the possible distur-
bances, e for discrepancies between y and ysp, p for the real plant, ~p
for the plant model and q is the controller. . . . . . . . . . . . . . . . 72
4.1 Section of a potato chip. By symmetry, the model equations need
to be solved only in one quadrant. . . . . . . . . . . . . . . . . . . . . 77
4.2 Best t between experimental and simulated data. Exper-
imental data (dots) and model data (lines) of acrylamide, oil and
moisture content at dierent process temperatures. . . . . . . . . . . 85
4.3 Mean relative prediction errors. (a) Model with the original set
of parameters, (b) Model with the optimal value of the parameters. . 85
4.4 Estimated values for the unknown parameters. Dots represent
values from the original paper and lines represent new estimates. . . . 86
4.5 Contour plot of the PE objective function in the vicinity of
the optimal solution. . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6 Evolution of the states for dierent combinations of param-
eter values within the condence region.(a)Parameter values
employed to perform the analysis and (b)corresponding results for
each measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.7 Results of the process optimisation problem under constant
oil temperature. (a) Process duration and nal acrylamide content
for dierent oil temperatures. (b) Pareto front. . . . . . . . . . . . . . 89
4.8 Optimal oil temperature proles for a maximum of two heat-
ing zones and dierent process durations.(a)80 seconds (b)85
seconds (c)90 seconds (d)95 seconds. . . . . . . . . . . . . . . . . . . 91
4.9 Optimal operation conditions (oil temperatures) for the pro-
cess using dierent numbers of heating zones and dierent
maximum process durations. (a)80 seconds (b)85 seconds (c)90
seconds (d)95 seconds. . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.10 Final acrylamide content at the optimal solutions for dier-
ent numbers of maximum heating zones and process durations. 92
List of Figures xxi
4.11 Optimal operation conditions for the process considering a
slower frying process (tf = 95s, n = 2). . . . . . . . . . . . . . . . 93
5.1 Typical industrial tunnel pasteurisation equipment. (a) Tra-
ditional conguration of the tunnel itself and (b) detail of the package
typically employed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 Denition of the geometry for model simulation. . . . . . . . . 101
5.3 Evolution of the system using the POD approach (marks)
and the FEM (continuous lines) at dierent locations within
the spatial domain
 
p1 = (0; 0), p2 = (0:011; 0:022), p3 = (0:019; 0:045),
p4 = (0:029; 0:067), p5 = (0:04; 0:09)

. . . . . . . . . . . . . . . . . . . 108
5.4 Conditions xed to compute the OED: (a) Allowed positions
for TTIs inside the jar numbered from 1 to 12, (b) Mesh used for the
purpose of FEM based computation of the TTI mean temperature
(Eqn. 5.31). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5 Correlation matrix obtained from factorial plan evaluated in
the optimum achieved. . . . . . . . . . . . . . . . . . . . . . . . . 111
5.6 Control proles and sensor locations used to perform the
PE for all optimally designed experiments, and correlation
matrix obtained from each PE evaluated in the optimum
achieved. (a) First optimally designed (OD) experiment and cor-
relation matrix (Cr) for FP+1OD. (b) Second OD experiment and
Cr for FP+2OD. (c)Third OD experiment and Cr for FP+3OD. (d)
Fourth OD experiment and Cr for FP+4OD. . . . . . . . . . . . . . . 113
5.7 Changes in the condence intervals for two parameters as
new experimental information is available. (a) prod and (b) c. 114
5.8 Shape of the objective function for a pair of unknown param-
eters, (a) using the FP experimental information, (b) using
the FP+1OED experimental information. It is clear how the
new information aects positively the identiability of the parameters.114
xxii List of Figures
5.9 Comparison of the TTI measurements and pTTI predictions:
(a) microbial lethality and (b) acid ascorbic retention. The dynamic
of the acid ascorbic degradation the next values have been considered,
zref = 44:6 and D75 = 949. . . . . . . . . . . . . . . . . . . . . . . . . 116
5.10 Distribution of the product temperature and velocity eld
at a given time as predicted by the pTTI. . . . . . . . . . . . . 116
5.11 Real and recovered lethality proles obtained by solving the
optimisation problem. Lines stand for the measured values ob-
tained after performing the experiment, and dots for the values esti-
mated with the recovered temperatures. . . . . . . . . . . . . . . . . 118
5.12 Traditional scheme of water recirculation in tunnel pasteuri-
sation of foods. Using this scheme, the water is recirculated during
the process allowing to reduce energy and water costs. . . . . . . . . 119
5.13 Eect on the energy and water consumption of the process
duration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.14 Optimal operation conditions minimising the energy intake
using dierent maximum conveyor belt velocities (Table 5.6).
(a)v0b1 = 7:4mm=s (b)v
0
b2
= 6:1mm=s . The red line represents the
temperature of the coldest point within the food product. . . . . . . . 122
5.15 Dierent heat transfer behaviour for dierent foods. (a) Con-
ductive foods and (b) highly viscous liquid foods. . . . . . . . . . . . 123
5.16 Optimal falling lm temperature proles to minimise the
loss of nutrients in for dierent food products. (a) Solid food
and (b) uid food. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.1 Pilot plant batch retort employed for the control experi-
ments. In the picture it can be seen a pneumatic valve at the upper
left corner and two of the three PT100 located around the vessel. . . 128
List of Figures xxiii
6.2 Diagram of the thermal processing unit and the computer
acquisition and control system. The thermal system includes
the steam supply line and the sterilisation retort. ADAM modules
(Advantech) are employed to record temperature and pressure in the
vessel and send it to the computer. Valve positions are transmitted to
the actuation elements by the computer via a digital card (National
Instruments). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.3 Interface of the data acquisition module. . . . . . . . . . . . . . 130
6.4 The software-hardware architecture, and the information ux.
Information on the current status of the process is collected by the
data acquisition module and sent to the plant simulator as initial
conditions to predict future scenarios. The optimisation module will
interact with the simulator to compute the optimal policies. The re-
sulting optimal prole will be sent back to the data acquisition as
set-points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.5 Characteristic curves of the ux for the dierent valves. . . . 134
6.6 (a) Picture of the package used in the experiments. (b) Half
section of the package geometry and nite element mesh. . . 136
6.7 Comparison between the nite element results (continuous
lines) and the POD (marks) at three spatial points. . . . . . . 138
6.8 Evolution of retort temperature under PI control to a train
of steps in the set point temperature. The corresponding open
loop retort temperature evolution predicted by simulation is also rep-
resented for comparison purposes. Parameters for the PI controller
(Eqn. 3.9) were K = 0:1, I = 20s. . . . . . . . . . . . . . . . . . . . 141
6.9 Reduced identiability tableau obtained using GENSSI. . . . 143
6.10 Results of the uncertainty analysis for the linear model. (c)
Presents the condence ellipsoids by normalised pairs of parameters
whereas the other three plots (a), (b) and (c) show the distributions
of solutions for each of the parameters. . . . . . . . . . . . . . . . . . 145
6.11 Distributions of parameter values and ellipses obtained from
the Monte Carlo approach for the non linear model. In order
to plot the ellipses the parameters values have been normalised. . . . 148
xxiv List of Figures
6.12 Linear and nonlinear model predictions for the OED for
model discrimination. . . . . . . . . . . . . . . . . . . . . . . . . 148
6.13 Model validation experiment. The red dots represents the mea-
sured temperature of the retort and the blue line the model predic-
tions. The mean and maximum error of the prediction are 0:48oC
and 1:3oC respectively. . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.14 Eect of the variation of the unknown parameters on the
objective function (contour plots). . . . . . . . . . . . . . . . . . 152
6.15 Here (a) and (b) are the distributions of parameter solu-
tions, and (c) cloud and ellipse of points obtained from the
experimental scheme with three experiments. . . . . . . . . . . 153
6.16 Solution of the OED problem (green dashed line) and its imple-
mentation in the real plant (continuous grey line). Experimental
data (marks) as well as model simulation results after parameter es-
timation (continuous red line) are also represented. . . . . . . . . . . 154
6.17 (a) and (b) are the distributions of parameter values, and
(c) clouds and ellipses before (dashed green line) and after
(blue continuous line) OED. . . . . . . . . . . . . . . . . . . . . . 155
6.18 Validation results. Marks indicate the experimental data with the
experimental error. Continuous red lines indicate model simulation
results and green lines are the retort temperature. . . . . . . . . . . . 156
6.19 Implementation of the optimal retort temperature prole
computed by considering the dynamics of the product and
the process. Cooling stage starts at the dashed vertical line around
55 minutes. From that time on, temperature set-point coincides with
cooling water temperature. . . . . . . . . . . . . . . . . . . . . . . . . 159
6.20 Evolution of retention and lethality corresponding to the
implementation of the optimal quality control proles. Con-
sidering the dynamics of the product (OP1) and the dynamics of the
product and the process (OP2). . . . . . . . . . . . . . . . . . . . . . 160
6.21 Oscillatory operation deviations due to the boiler operation.
It can be noted how the eect on the temperature in the coldest point
and in the nal quality rates is imperceptible. . . . . . . . . . . . . . 161
List of Figures xxv
6.22 Example of the eect of large operation deviations during
food processing. It can be noted the eect on the temperature in
the coldest point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.23 Eects of the perturbations duration and magnitude on the
variables of interest.(a) Eects on the food nutrient retention, and
(b) on the safety of the nal product. . . . . . . . . . . . . . . . . . . 163
6.24 On-line implementation of the optimal retort temperature
prole in the event of disturbances. Disturbance (a pressure
drop that last for 50 seconds) occurs at 37:7 minutes. A new optimal
temperature set point prole is recomputed to keep specications. . . 165
6.25 A comparison of the optimal temperature set-points com-
puted o-line and on-line in the event of disturbances. The
temperature set-point prole has been discretised in 8 elements of 7
minutes length each. . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.26 Evolution of retention and lethality corresponding to the im-
plementation of the on-line and o-line optimal temperature
proles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
27 Experiments used to perform the practical identiability
analysis and the parameter estimation.(a) and (b) experiments
consisted of constant and piece-wise constant values for the valve
opening, while in (c), (d) and (e) experiments a PI controller, that
manipulates us and ub, was used to drive the system to xed retort
temperature values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
28 Optimal designed experiments.Distribution of the retort temper-
ature and valves position during the experiment are depicted. . . . . 169
xxvi List of Figures
Notation
Frequent abbreviations
AE Algebraic equation.
BC Boundary condition.
BDF Backward dierentiation formula.
CAPE Computed aided process engineering.
CRT Constant retort temperature.
DAE Dierential algebraic equation.
DO Dynamic optimisation.
FDM Finite dierences method.
FEM Finite elements method.
IC Initial condition.
IMC Internal model control.
IV P Initial value problem.
LHS Latin hypercube sampling.
MPC Model predictive control.
ODE Ordinary dierential equation.
OED Optimal experimental design.
PDAE Partial dierential algebraic equation.
PDE Partial dierential equation.
PE Parameter estimation.
PID Proportional integral dierential.
POD Proper orthogonal decomposition.
ROM Reduced order model.
xxvii
xxviii Notation
RTO Real time optimisation.
TTI Time temperature integrators.
V RT Variable retort temperature.
Established notation
~a Spatial vector of a in the considered coordinates ~.
a Vector a = [a1; a2; :::; ana ].
am Measurement of a in presence of experimental error.
at First order time partial derivative of a: @a=@t.
att Second order time partial derivative of a: @
2a=@t2.
_a First order time derivative of a: da=dt.
a~ First order spatial partial derivative of a: @a=@
~.ea Approximation of a.
Operators
~r( ) Nabla spatial operator.
4( ) Laplacian spatial operator (4 = r2).
( ) Variation of a quantity.
@()
@i
Partial derivative respect to the spatial coordinate i.
d()
dt
Total derivative respect to time.
Lfg Lie derivative of g along f .
Symbols

 Spatial domain with boundary  . RD
  Boundary of the spatial domain 
. RD 1
~n Normal vector. RD
~ Spatial coordinates. RD
Notation xxix
d Dierential of the volume integral. R
t Time. R+
T Temporal domain with boundaries t0 and tf . R
t0 Initial time. R+
ts Sampling times. Rns
u Control vector. Rnu
 Vector of unknown parameters. Rn
x State vector. Rnx
xd Subset of the spatial and time dependent states. Rnd
xl Subset of the time dependent states. Rnl
X Discretised version of the eld x. Rnsn
y Vector of observables. Rny
f; h; g; Generic functions. R
na Dimension of the vector a. N
Mathcal letters
C Covariance matrix.
Cr Correlation matrix.
D Dimension of the spatial domain.
F Fisher information matrix.
H Hessian.
J Cost function.
M Mathematical model.
R Kernel, correlation matrix constructed from experimental data.
Indexes
Superscripts:
L Lower bound.
U Upper bound.
xxx Notation
T Transposed.
e Experiments.
o Observable.
Subscripts:
0 Initial.
eq Equality.
f Final.
in Inequality.
lhs Latin hypercube sampling.
llk Log-likelihood.
lsq Least squares.
min Minimum.
ref Reference.
wlsq Weighted least squares.
Resumo
A industria alimentaria e unha das mais importantes en ratios de producion na Union
Europea, en \2013-2014 Data & Trends of the European food and drink industry"2
podese atopar unha descricion clara e actual da mesma. Dito informe enfatiza
a importancia da demanda por parte dos consumidores como forza impulsora da
innovacion industrial. Neste senso, anda que o prezo segue a ser un criterio clave
a hora de comprar alimentos, outros factores como son a comodidade e a calidade
estan a emerxer collendo cada vez mais peso na evolucion do mercado. De feito, os
actuais patrons de consumo a nivel alimentario dependen principalmente de factores
coma o pracer, a saude, a comodidade e a etica.
Nun sector enormemente disgregado, con miles de PEMEs en toda Europa que
moven mais do 50% do mercado alimentario, o reto para ser competitivo xa non se
basea exclusivamente na producion e venda de bens de consumo, senon que agora e
clave ser o primeiro en desenvolver novos produtos e levalos ao mercado.
Tradicionalmente, a industria alimentaria fundamentou a formulacion de novos
produtos e mellora dos existentes en experiencias previas. Pero este enfoque resulta
ineciente na actual escena mundial, na que se require de respostas rapidas e efec-
tivas as exixencias do mercado. Entendese, enton, que un punto importante a hora
de satisfacer as crecentes demandas dos consumidores dependa da capacidade de
intervir, non so a nivel de proceso, senon tamen a nivel de produto.
As innovacions a realizar a nivel de produto deben combinar accions estratexicas
e organizacionais con esforzo a nivel tecnico. As accions estratexicas e organiza-
cionais estan dirixidas ao desenvolvemento do proceso, a localizacion estratexica e
ao lanzamento de novos produtos. Mentres que o esforzo tecnico esta encami~nado ao
2http://www.fooddrinkeurope.eu/S=0/publication/competitiveness-report-promoting-an-eu-
industrial-policy- for-food-and-drink/
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dese~no e proceso de fabricacion do novo produto (Charpentier and McKenna, 2004;
Costa et al., 2006). Desde un punto de vista practico o dese~no de novos produtos
inclue duas pezas fundamentais: i) compo~nentes e propiedades, e ii) procesamento,
almacenamento e condicions de uso.
Alguns atributos dos alimentos son empregados para caracterizar a sua calida-
de desde a o punto de vista do consumidor, son os denominados factores de cali-
dade. Pero en moitos casos estes factores de calidade son subxectivos, e o caso da
aparicencia, textura, cor e sabor entre outros. E por isto, que existe unha enorme
variabilidade a hora de medir e cuanticar a calidade de un alimento. Hoxe en
da, existen relacions que permiten conectar parametros subxectivos, xa sexan fac-
tores sensoriais ou de salubridade e seguridade do alimento, con propiedades sico-
qumicas medibles, ou como mnimo calculables. Este feito e crtico se temos en
conta que a creacion de \novos" alimentos e a mellora dos xa existentes depende do
co~necemento existente relativo as caractersticas dos mesmos en diferentes escalas,
as suas propiedades sico-qumicas, aos seus atributos sensoriais, etc.
Por norma xeral, o procesamento de alimentos e levado a cabo por unha ou
varias das seguintes razons: conservacion, dispo~nibilidade, seguridade, calidade, co-
modidade, saude e benestar, e sustentabilidade (Floros et al., 2010).
 Conservacion. A conservacion alimentaria e un dos mais antigos, e probable-
mente o mais comun dos obxectivos perseguidos pola industria alimentaria.
A nalidade non e outra mais que a prolongacion da vida util dos alimentos
ou bebidas. Este proposito esta ntimamente ligado coa dispo~nibilidade do
produto, posto que facilita o acceso a unha grande variedade de alimentos e
bebidas en calquera momento.
 Seguridade. Garantir a seguridade dos alimentos e un imperativo publico
e legal, ademais de un aspecto intrnseco da producion alimentaria. Neste
respecto, a pasteurizacion e esterilizacion termica son os procesamentos mais
empregados debido a sua ecacia. Malia e todo, o manexo da seguridade
alimentaria vai mais ala do perigo microbioloxico, e para evitar riscos tamen
e preciso botar man de boas praticas na producion.
 Calidade. Desde o momento en que un produto e colleitado ou recollido os
seus atributos comezan a ir en declive. Non obstante, no caso dalguns factores
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de calidade, estes son mellorados polo procesamento, e o caso da fritura ou
cocido que fan mais dixestibles e apetecibles os alimentos. Pero por norma
xeral, o procesamento contribue ao deterioro dos mesmos, e o caso de trata-
mentos intensivos de calor, que poden provocar desnaturalizacion de proteinas
ou perda de nutrientes.
 Comodidade. Cada vez existe unha maior demanda de produtos portables,
faciles de servir, coci~nar e preparar. En Espa~na, por exemplo, o consumo de
produtos mnimamente procesados (IV gama) e alimentos precoci~nados refri-
xerados experimentou un incremento de 3kg=ano a 10kg=ano por persoa nos
ultimos anos (AINIA, 2007). Hoxe en da, son moitos os alimentos procesados
que se desenvolven pensando en que sexan consumidos sen case necesidade de
preparacion, e o caso das ensaladas envasadas en atmosfera modicada ou os
conxelados de V gama listos para quentarse no microondas.
 Saude e benestar. Alguns tipos de procesamento perseguen a mellora nu-
tricional dos alimentos. Son os co~necidos como alimentos funcionais. Estes
produtos permiten a mellora das condicions xerais do corpo (por exemplo os
pre- e probioticos), diminur o risco de certas enfermidades (e o caso dos pro-
dutos dese~nados para rebaixar o nivel de colesterol en sangue), ou incluso curar
algunhas enfermidades (Bigliardi and Galati, 2013).
 Sustentabilidade. Para poder contar con procesos sustentables e preciso em-
pregar todos os materiais crus producidos, evitando xerar materiais de des-
feito. Para poder maximizar a conversion de material producido en produtos
de consumo, os esforzos te~nen que comezar desde as etapas de producion para
continuar no procesamento, onde consumos de enerxa, auga e outros recur-
sos han de ser ecientemente empregados tratando de minimizar o impacto
ambiental que poida supo~ner o seu uso.
O dese~no de procesos alimentarios que permita asegurar seguridade, calidade,
comodidade e produtos saudables para o consumidor, a vez que garantir un em-
prego sustentable dos recursos, require de metodoloxas baseadas na enxe~nara de
procesos asistida por ordenador ou CAPE (do ingles: computer aided food process
engineering).
4 Resumo
A enxe~nara de procesos alimentarios evolucionou moito desde que se
estableceu como unha area activa de investigacion hai xa corenta anos intentando
cubrir as demandas do sector empregando ferramentas da enxe~nara de procesos.
Foi nos anos setenta cando as sociedades profesionais comezaron a denir seccions
destinadas a enxe~nara de alimentos e se publicaron as primeiras revistas cientcas
e libros na area (Charm (1971), Heldman (1975), Locin and Merson (1979) entre
outros). Desde que a enxe~nara de procesos alimentarios apareceu como un campo
activo de investigacion, a velocidade de innovacion na industria cambiou de xeito
radical: os tempos de desenvolvemento de novos produtos diminuron en cinco veces
os nominais desde os anos setenta ata o 2000 (Bruin and Jongen, 2003). Isto quere
dicir que a resposta da industria aos requisitos do mercado e cada vez mais rapida,
e conseguir ser o primeiro en chegar con novos produtos ao mercado e cada vez mais
difcil.
As ferramentas da enxe~nara de procesos asistida por ordenador permiten: i)
automatizar e controlar procesos en aras da mellora e reproducibilidade, ii) facilitar
modicacions entre diferentes produtos, e iii) analizar novos escenarios de operacions
e produtos atraves da simulacion.
O elemento fundamental do CAPE e o modelado do proceso. O modelado, e
en particular o modelado baseado en primeiros principios, e unha ferramenta fun-
damental para o dese~no de novos e mellorados equipamentos, procesos e produtos
(Datta (2008), Perrot et al. (2011), Trystram (2012)). A maior parte dos mode-
los matematicos empregados en alimentos estan fundamentados na aproximacion
clasica de modelado continuo onde as propiedades de transferencia empregadas a
nivel macroscopico te~nen que ser determinadas de xeito experimental. Dentro das
aproximacions mecansticas mais frecuentes a mais popular e o modelado multifase
baseado en medios porosos (Datta, 2008). Malia e todo, recentemente argumen-
touse que os cambios na estrutura dos alimentos a nivel microscopico poden afectar
de maneira signicativa a sua aparencia, calidade e percepcion (Aguilera, 2006).
Aparece, enton, o modelado multiescala (Ho et al., 2013), no que se obten unha
mellor comprension do que pasa no produto. Este tipo de modelos consisten nun
conxunto de submodelos xerarquizados que describen o comportamento do material
a diferentes escalas espaciais, de xeito que os submodelos estan interconectados.
Os desafos cando se traballa con modelos multiescala radican principalmente no
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co~necemento das microescalas dos alimentos, e no desenvolvemento de ferramentas
numericas tales que permitan que estes modelos se empreguen no contexto de dese~no
e optimizacion de procesos. Neste senso, tecnicas de reducion de modelos coma as
baseadas na descomposicion ortogonal propia (Balsa-Canto et al., 2004) xogan un
papel crucial.
Xunto co proceso de modelado, a optimizacion e outra ferramenta crtica para
a industria alimentaria (Banga et al., 2008). Tal e como se explica en (Trystram,
2012), tradicionalmente, o dese~no, desenvolvemento e control de procesos tense leva-
do a cabo baseandose exclusivamente en datos empricos, sen ter en conta ningunha
base teorica. De feito mais do 32% dos traballos publicados relativos a optimizacion
de procesos alimentarios propo~nen esquemas sen empregar ningun tipo de modelo,
e un 58% dos restantes traballan fundamentalmente con modelos empricos tales
como metodoloxas de supercies de resposta.
A pesar de que e xusto reco~necer a utilidade a hora de capturar tendencias das
metodoloxas baseadas en supercies de resposta, estas aproximacions te~nen unha se-
rie importante de desvantaxes debidas a sua natureza emprica, local e estacionaria,
e a simplicidade dos modelos alxebricos empregados (Banga et al., 2003).
Unha vez formulado un modelo rigoroso do proceso, e posible formular un pro-
blema de optimizacion dinamica para o calculo de condicions de operacion que per-
mitan acadar un certo obxectivo tpicamente relacionado coa calidade do produto
nal ou coa eciencia do proceso, a vez que se satisfan unha serie de restriccions
relativas a seguridade do alimento e as polticas de operacion factibles (vexase a
gura 1).
   Proceso
alimentario
  Modelo
(proceso virtual)
Simulación
“que pasaría se ...?”
 Optimización das operacións
 de procesamento
Fenómenos de transporte, 
seguridade, calidade
Condicións fronteira
Métodos numéricos
Métodos de visualización
Índice de comportamento
Restriccións
Optimizador
(In-)validación das prediccións do modelo
Condicións de operación en liña e fóra de liña
Figure 1: Esquema para a optimizacion dos procesos da industria alimentaria.
Desde o primeiro traballo de Teixeira et al. (1969) no contexto da esteril-
6 Resumo
izacion de alimentos enlatados, diferentes procesos alimentarios te~nen sido opti-
mizados seguindo unha aproximacion fundamentada en modelos. A continuacion
numeranse alguns exemplos: a optimizacion do proceso termico de alimentos en-
latados en autoclave (Banga et al., 1991) inclundo varios obxectivos como son a
maximizacion de retencion de nutrientes e a minimizacion da duracion do procesa-
mento; a optimizacion do proceso de secado de alimentos dirixido a maximizar a
retencion de nutrientes ou encimas e minimizar a duracion do proceso ou maximizar
a eciencia enerxetica (Banga and Singh, 1994); a optimizacion multiobxectivo de
procesos termicos (Sendn et al. (2010), Simpson and Abakarov (2012)); a opti-
mizacion do coci~nado de hamburguesas minimizando as perdas ocasionadas polo
procesamento e asegurando unha temperatura de coci~nado segura (Zorrilla et al.,
2003); a minimizacion da duracion do ciclo de liolizacion asegurando unha calidade
nal do produto determinada (Lopez-Quiroga et al., 2012), etc.
As condicions optimas de operacion poden calcularse fora de li~na e despois
ser implementadas no proceso real botando man de estruturas de regulacion. Sen
embargo, no caso de que te~nan lugar perturbacions durante o procesamento que
conduzan a desaxustes, e desexable que se poidan recalcular e implementar novas
condicions en tempo real. Neste senso, anda segue a haber grandes retos para poder
levar a cabo ditas implementacions en li~na:
 Existe unha deciencia de sensores que permitan medir certas variables rele-
vantes a hora de traballar con procesos alimentarios. De feito, incluso cando
existen sensores, estes normalmente non permiten medidas en tempo real.
 Os modelos mais rigorosos depende de parametros termo-fsicos e cineticos que
non se poden medir nin calcular de maneira directa.
 A implementacion de esquemas de optimizacion en tempo real require da in-
tegracion de modelos ecientes e precisos, optimizadores robustos e esquemas
de regulacion estables.
Esta tese presenta a aplicacion das ferramentas da enxe~nara de procesos asis-
tida por ordenador para encarar os retos antes mencionados, e levar a cabo a opti-
mizacion de tres procesos industriais termicos relevantes: a fritura de patacas, a
pasteurizacion en tunel de alimentos envasados e a esterilizacion en autoclave de
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conservas.
Fritura de patacas.
Neste primeiro caso de estudo o problema presentado consiste na optimizacion
do proceso de fritura de patacas dirixido a minimizar a formacion de acrilamida
no alimento garantindo certos estandares de calidade. Para acadar tal obxectivo
seguronse os seguintes pasos:
 Identicouse o modelo de fritura de patacas baseado en medios porosos publi-
cado por Warning et al. (2012), facendo uso de datos obtidos da literatura. A
calibracion do modelo levouse a cabo empregando a toolbox AMIGO (Balsa-
Canto and Banga, 2011) e COMSOL Multiphysics para as simulacions. Obt-
vose unha formulacion do modelo con valores constantes para os parametros
termofsicos do mesmo acadando capacidades predictivas satisfactorias.
 Calculouse a incerteza dos parametros estimados empregando a aproximacion
do Hesiano. Os resultados obtidos foron considerados satisfactorios, anda que
mellorables en caso de que houbese acceso a nova informacion experimental.
 Formulouse un problema de optimizacion dinamica encami~nado a calcular o
numero, duracion e temperatura de zonas de quentamento do proceso en aras
de minimizar a formacion de acrilamida garantindo un contido de humidade
maxima nal determinado. Hai que ter en conta que as dinamicas de perda de
auga e de xeracion de cor e textura son equivalente, de xeito que a restriccion
no contido nal de humidade foi suciente para garantir que se acadase unha
cor e textura do alimento desexado.
 O problema de optimizacion dinamica resolveuse empregando a combinacion
de eSS (Scatter search metaheuristic, Egea et al. (2009)) para a optimizacion
e COMSOL Multiphysics para a simulacion. Avaliaronse varios escenarios e
compararonse coas condicions tradicionais de operacion na industria.
Os resultados obtidos revelaron que perfs de temperatura variable permiten
reducir a formacion de acrilamida. Como conclusion xeral, cabe dicir que a combi-
nacion de tempos curtos de temperaturas altas ao principio do proceso con zonas de
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temperaturas en descenso a posteriori e optimo para o procesamento, presentando
claras vantaxes sobre os tradicionais perfs de temperatura constante.
Pasteurizacion termica en tuneles.
O obxectivo neste caso de estudo foi calcular as condicions de operacion de
pasteurizacion termica que permitisen minimizar o consumo de recursos e maximizar
a calidade do produto nal mantendo un nivel determinado de pasteurizacion nal.
O obxectivo non so foi o calculo de polticas optimas de operacion senon tamen o
desenvolvemento das ferramentas precisas para poder facer un seguimento do proceso
en tempo real. Foi preciso desenvolver integradores predictivos tempo-temperatura
(pTTIs) posto que neste proceso non e posible empregar sensores de temperatura
en tempo real .
Como parte da resolucion deste caso de estudo, levaronse a cabo unha serie de
tarefas intermedias que se expo~nen a continuacion.
 Desenvolveuse un modelo rigoroso do proceso tendo en conta tanto produtos
dominados pola convecion, como e o caso de sopas ou salsas, como solidos.
Ditos modelos estiveron dirixidos a describir a evolucion da temperatura e das
velocidades no alimento e foron resoltos empregando COMSOL Multiphysics
para capturar as snapshots do comportamento dinamico.
 Obtvose un modelo de orde reducida baseado no anterior empregando a apro-
ximacion POD. A reducion do tempo de calculo acadada foi dun 80% per-
mitindo as que o modelo sexa empregado para estudos de identicabilidade e
optimizacion do proceso.
 Formularonse e calibraronse integradores predictivos tempo-temperatura em-
pregando un procedemento iterativo de identicacion que inclua: calibracion
de modelos, analise de identicabilidade pratica e dese~no optimo de experi-
mentos. Concluuse que 4 experimentos dese~nados optimamente con 4 TTIs
posicionados de maneira optima son sucientes para calibrar os pTTIs, o que
implica a estimacion precisa das propiedades termofsicas de produto e envase.
Todolos calculos se realizaron combinando a toolbox AMIGO e o modelo ROM
resolto con ode15s en MATLAB.
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 Comprobouse a capacidade dos pTTIs para recuperar e predicir a evolucion
dos parametros de calidade e seguridade do produto. Tamen se viu que os
pTTIs permiten a recuperacion das condicions reais de operacion en caso de
perturbacions inesperadas no proceso.
 Formularonse e resolveronse dous problemas de optimizacon do proceso de
pasteurizacion termica industrial. Un dirixido a maximizacion da retencion de
nutrintes e outro a minimizacion do consumo de recursos empregados, ambos
garantindo un nivel de pasteurizacion dado. Estes problemas foron resoltos
empregando o solver eSS e o modelo ROM.
 Finalmente, tamen se analizou a sensibilidade que o tipo de produtos a ser
procesados ten nas condicions optimas de operacion.
Os resultados obtidos amosaron, por unha banda, que con un numero pequeno
de experimentos e posible calibrar os pTTIs e empregalos para a recuperacion da
evolucion da temperatura no interior do alimentos, e polo tanto tamen a letalidade
e deterioro dos atributos de calidade.
Por outra banda, os resultados da optimizacion revelaron que e posible mellorar
o procesamento termico de alimentos en tuneles, en termos de consumo de auga
e enerxa ou de calidade nal do produto, sen que esto repercuta negativamente
na seguridade nal do mesmo e mantendo a conguracion tpica do procesamento.
Ademais os resultados reicten que os pTTIs poden ser empregados para o dese~no
optimo das condicions de operacion do proceso empregando diferentes produtos, de
xeito que se facilita o dese~no de novas condicions de procesamento orientado a novos
produtos ou receitas.
Esterilizacion termica de alimentos envasados en autoclave.
Por ultimo, o terceiro caso de estudo perseguiu presentar unha arquitectura ro-
busta de toma de decisions en tempo real encami~nada a conducir de maneira optima
a esterilizacion de alimentos incluso en presenza de perturbacions inesperadas. Para
poder levar a cabo este traballo foron varios os pasos que se deron:
 Propuxose un modelo completo do proceso baseado en primeros principios in-
clundo as dinamicas de temperatura e presion no interior do autoclave e a
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evolucion de temperatura, microorgansmos e retencion de nutrintes no pro-
duto. O modelo resolveuse empregando COMSOL Multiphysics.
 Obtvose unha representacion de order reducida do modelo do proceso empre-
gando a tecnida de POD, facilitando o uso do mesmo para tarefas de identi-
cacion de modelos e optimizacions en tempo real.
 Identicaronse os parametros desco~necidos do modelo seguindo un procede-
mento iterativo que incluu: analise estructural de identicabilidade empre-
gando GenSSI (Chis et al., 2011); calibracion do modelo; analise de identi-
cabilidade practica; e dese~no optimo de experimentos. Para todo esto empre-
gouse a toolbox AMIGO e unha implementacion do modelo en FORTRAN con
radau5 (Hairer and Wanner, 1996) para resolver o problema de simulacion.
 Por ultimo, implementouse unha arquitectura de duas capas para levar a cabo
a optimizacion en tempo real. A capa superior estivo dirixida a calcular os
perfs optimos de operacion do proceso fora de li~na e en li~na. Dito problema de
optimizacion foi resolto empregando eSS xunto con NOMAD, e contemplando
a posibilidade de incrementar a duracion do proceso se fose necesario para
acadar o grado de esterilizacion requirido. Os perfs de temperatura corres-
pondentes foron implementados na planta real pola capa inferior empregando
un controlar PI dese~nado no esquema IMC.
O comportamento da arquitectura RTO proposta validouse de xeito experimen-
tal na planta piloto do IIM-CSIC para a esterilizacion termica de alimentos solidos
envasados. Tamen se levaron a cabo probas tendo en conta posibles perturbacions
durante o proceso. Os resultados concluron que era posible redirixir o proceso de
xeito optimo garantindo unha calidade maxima e seguridade suciente do produto.
E preciso remarcar que o dese~no da arquitectura de RTO non esta restrinxida
un produtos en concreto, senon que pode ser empregada con calquer alimento ho-
moxeneo ou non homoxeneos, solido, lquido... e empregando diferentes xeometras.
Motivation and objectives
The \2013-2014 Data & Trends of the European food and drink industry"3 report
provides a comprehensive description of the food and beverage industry, the largest
manufacturing sector in the EU.
That report emphasises the consumer expectations as the driving force for in-
dustrial innovation. Consumer expectations are classied in ve axes: pleasure,
health, physical, convenience and ethics. Although price remains a key criterion of
most purchasing decisions, pleasure, convenience and health are driving factors of
food market evolution.
In a largely atomised sector, with thousands of SME companies in Europe
accounting for more than the 50% of food and drink industry turnover, the challenge
to remain competitive, is not only to spot the product that will deliver business,
but to be the rst in developing and delivering it to the market.
Typically the food industry largely relied on tradition for the formulation of
new food products or the improvement of existing ones. However, this approach is
no longer suitable due to the necessity to respond rapidly to changes in consumers'
preferences. As a consequence, there is currently a great deal of technological de-
velopment in food industry both at the \product" and at the \process" levels.
New product developments combine strategic and organisational actions with
technical eort; the former dealing with the management of the development process,
strategic placement and launch of the new product; the latter concerned with the
design of the product and its manufacturing process (Charpentier and McKenna,
2004; Costa et al., 2006). From a practical point of view, the design of a new product
involves the embodiment of two major pillars: i) components and properties (or
3http://www.fooddrinkeurope.eu/S=0/publication/competitiveness-report-promoting-an-eu-
industrial-policy- for-food-and-drink/
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attributes), and ii) processes, storage and usage conditions.
Attributes are often used to characterise the quality of the product from the
consumer perspective, and will be referred as quality factors from now on. In many
cases, as in fried or baked foods, these quality factors are inherently subjective such
as appearance, smell, texture, colour, and avour, frequently examined by human
inspectors. Inconsistency and variability associated to such a kind of inspection
accentuates the necessity for objective parameters to measure quality. Nowadays,
dierent quantitative parameters can be determined by the composition and physico-
chemical properties of the components of the food product, the product structure
which is in general dependent of the processing conditions, and the food storage
and usage conditions. In fact, it is widely accepted that the creation of novel foods
or improvement of existing foods largely depends on a strong understanding and
awareness of the intricate interrelationship among the food features at dierent
scales and their physico-chemical properties, sensory attributes and healthfulness.
In general, food processes are applied for one or more of the following reasons:
preservation; availability; safety; quality; convenience; health and wellness; and
sustainability (Floros et al., 2010).
 Preservation. This is the oldest and perhaps still the most common purpose,
and the one most familiar to consumers. The purpose of preservation is to
extend the shelf-life of a food or drink. This is intimately related to food
availability, i.e. providing access to a wide variety of foods and food ingredients
at any time.
 Safety. Assuring food safety is rst and foremost, a public health imperative
and an intrinsic aspect of food production. In this concern, thermal pas-
teurisation and sterilisation are predominantly used in the food industry for
their ecacy and product safety record. Managing food safety, however, goes
beyond microbiological risks. Good manufacturing practices are required to
address chemical hazards as well.
 Quality. In most cases, product attributes begin to decline as soon as a raw
food material or ingredient is harvested or collected. In some cases, the qual-
ity attributes are enhanced by processing. For example, in frying or baking.
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In other cases, processes contribute to quality deterioration. For example,
intensive heat treatments may cause undesirable quality deterioration such
as protein denaturing, non-enzymatic browning, loss of vitamins and volatile
avour compounds.
 Convenience. Changes in lifestyles have motivated a substantial demand of
foods and drinks that are portable, easy to serve, to eat and to prepare. In
Spain, for example, the consumption of fresh-cut and pre-cooked products
has increased from 3kg=year to 10kg=year per person (AINIA, 2007). Many
processed foods are developed to allow them to be consumed after limited
amounts of preparation. For example, fresh-cut salads or frozen or refrigerated
foods ready for microwave heating.
 Health and Wellness. Processing can enhance the nutritional value of foods
in a number of ways. Some products are specically designed to enhance
health and wellness by means of the use of unique ingredients and an array
of processes to ensure desired product attributes. These products are usually
referred as functional foods. Functional foods are intended to improve the
general conditions of the body (e.g., pre- and probiotics), to decrease the risk
of some diseases (e.g., cholesterol-lowering products), or to cure some illnesses
(Bigliardi and Galati, 2013).
 Sustainability. Responding to the goals of sustainability requires the maximum
utilisation of all raw materials produced. To maximise the conversion of raw
materials into consumer products, eorts begin at the production stage, with
activities to reduce post-harvest losses and increase use of by-products. In ad-
dition, eorts continue through food manufacturing and beyond to ensure that
energy, water, and other resources are used most eciently and environmental
impacts are minimised.
The design of food processes to ensure the delivery of safe, highest quality,
convenient and healthy products to the consumer, while guaranteeing sustainability
of resources, calls for a computer aided food process engineering based approach.
Food process engineering has evolved a lot since it was rst established as
a research area more than forty years ago, trying to nd a way to cover the sector
14 Motivation and objectives
demands using process engineering tools. It was in the seventies when professional
societies started to dene sections devoted to food process engineering and the rst
scientic journals and textbooks in the area were published (Charm (1971), Heldman
(1975), Locin and Merson (1979) among others). Since food process engineering
showed up as a new \research eld" the speed of product innovation in food industry
has changed radically: life times of product developments decreased in ve times
from 1970 to 2000 (Bruin and Jongen, 2003). This means that the response of the
industry to the market requirements is becoming faster, and being the rst to deliver
innovative products is becoming more and more dicult.
Computer aided process engineering tools (CAPE) enable the possibility of: i)
automating and controlling processes for the sake of eciency and reproducibility,
ii) facilitating changeovers among dierent products and iii) analysing new opera-
tion/product scenarios through simulation.
The fundamental element in computer aided food process engineering is a model
of the process under consideration. Modelling, in particular physics-based mod-
elling, is an important tool to food product, process, and equipment designers (Datta
(2008), Perrot et al. (2011), Trystram (2012)). Most of the available food models are
based on the classical continuum modelling approach where transfer properties that
appear in the macroscopic transport equations are determined experimentally. The
multiphase porous media-based approach at the macro-scale incorporating averaged
material properties appears to be the most popular among the detailed mechanistic
approaches to model food processes (Datta, 2008). However, it has been argued re-
cently that changes in the structure of the food at the micro-scale during processing
can be signicant and aect the macroscopic appearance, quality and perception of
food (Aguilera, 2006). The best understanding of the complex physics of food struc-
turing is obtained by advanced physical modelling, namely multi-scale modelling
(Ho et al., 2013). Multi-scale models are, basically, a hierarchy of sub-models which
describe the material behaviour at dierent spatial scales in such a way that the
sub-models are interconnected. The challenges with multi-scale models are impor-
tant: to know the physics of foods at the micro-scale, and to develop the numerical
tools that enable the possibility to use multi-scale models in the context of process
design and optimisation. In this respect reduced order modelling techniques, as
those based in the proper orthogonal decomposition approach (Balsa-Canto et al.,
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2004), may play a crucial role.
Together with modelling, optimisation is another important tool for food
industry (Banga et al., 2008). The design, development and control of processes
in the food industry have been performed traditionally based solely on empirical
data without any theoretical scientic foundation. In addition more than 32% of
the papers based on food process optimisations propose approaches without any
models, and the other 58% are based on empirical models, like response surface
methodologies (Trystram, 2012).
Although the usefulness of response surface methodologies, basically to capture
tendencies, must be recognised; this approach has a number of important drawbacks
due to the empirical, local and stationary nature of the simple algebraic models used
Banga et al. (2003).
Alternatively, once a rigorous model of the process becomes available, it is
possible to formulate a dynamic optimisation problem so as to compute optimal
operating conditions to achieve a certain performance, typically related to food
quality or process eciency, while satisfying food safety related constraints and
operation constraints (see Fig. 2).
 Food
Process
  Model
(virtual process)
Simulation
“what if scenarios”
 Optimisation of process 
operation
Transport phenomena, 
safety, quality
Boundary conditions
Numerical methods
Visualisation methods
Performance index
Constraints
Optimiser
(In-)validation of model predictions
O!-line /on-line optimal operation conditions
Figure 2: Model based optimisation of food processing.
Since the pioneering work by Teixeira et al. (1969) in the context of thermal
sterilisation of canned foods, several food processes have been optimised following
a model based approach. In this context, the recent European project CAFE (FP7
KBBE-2007-1-212754) has satisfactorily illustrated how the computer aided process
engineering can be employed in dierent food processes 4. Other examples include:
4http://www.cafe-project.org/index.php?option=com content&view=article&id=5&Itemid=203
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the optimisation of thermal processing of canned foods in batch retort (Banga et al.,
1991) with several objectives including maximisation of nutrient retention and min-
imisation of process duration; the optimisation of air drying of foods, with the aim
of maximising nutrient or enzyme retention, minimising process time or maximising
energy eciency (Banga and Singh, 1994); multi-objective optimisation of thermal
processing (Sendn et al. (2010), Simpson and Abakarov (2012)); the optimisation
of double-sided cooking of meat patties to minimise cooking loss and to ensure the
required lethality and safe cooking temperature (Zorrilla et al., 2003); the min-
imisation of freeze-drying cycle time while preserving quality of the nal product
(Lopez-Quiroga et al., 2012), among many others.
Optimal operation conditions may be computed o-line and then implemented
in the real process by means of a regulatory layer. However, in the case of distur-
bances or process-model mismatch it is desirable to recompute optimal operation
conditions in real time. In this regard, several challenges to the implementation of
real time optimisation in food processing still remain:
 There is a lack of sensors to measure the relevant variables of study in food
processes. Even when there are some available sensors, to nd a way to have
direct measurements from such devices in real time is almost unfeasible.
 Most rigorous models depend on unknown thermo-physical and kinetic param-
eters which can not be directly measured.
 The implementation of real time optimisation schemes requires the integration
of accurate yet ecient models, a robust yet ecient optimiser and a stable
regulatory layer.
This PhD work presents the application of computer aided process engineering
tools to the optimisation of three relevant food industry thermal processes, namely,
deep-fat frying of potato chips, tunnel pasteurisation of packaged foods and thermal
sterilisation of canned foods in batch retorts.
 Deep-fat frying of potato chips. The objective is to compute the op-
timal temperature prole so as minimise acrylamide content while keeping
quality constraints. The process is described using a multiphase porous media
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based model (Warning et al., 2012). First it will be necessary to compute
the unknown model parameters to provide predictive capabilities in a range
of operation conditions. This is a very common problem in food processing
where there is not access to the values of some thermo-physical parameters.
Second a dynamic optimisation problem will be formulated and solved inte-
grating an accurate and ecient model with robust and ecient optimisation
tools. The sensitivity of the optimal conditions found with respect to the
uncertainty associated to the parameters will be also analysed.
 Thermal pasteurisation in tunnels. The objective is to compute optimal
operating conditions to minimise energy consumption while keeping pasteuri-
sation level using an ecient combination of a physical based model with a
robust optimisation solver. For this particular process, it is not possible to use
temperature sensors on-line. Therefore the development of predictive time-
temperature integrators is presented as a way of overcoming such diculty.
 Thermal sterilisation of canned foods in batch retorts. The objective
is to compute and implement optimal operating conditions in real time that
maximise nutrient retention while satisfying the desired sterility level in the
presence of disturbances. A real time optimisation architecture which com-
bines an accurate description of the process with global and local optimisers
and a regulatory layer to track optimal proles will be implemented and vali-
dated in the pilot plant located at the IIM-CSIC.
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Part I
THEORETICAL BACKGROUND
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CHAPTER 1
Systems representation
Since the publication of the analytical work of Ball (1923) to model the heat transfer
during sterilisation, the modelling of food processes has become a very active eld of
research using both analytical and numerical approaches (see the recent reviews by
Perrot et al. (2011); Trystram (2012); Ho et al. (2013) and the works cited therein).
This increasing interest in mathematical modelling is due to the usefulness of getting
a mathematical representation of the physico-chemical phenomena taking place in
a given process since it is the rst step for its analysis, optimisation and control
(Banga et al., 2008).
Depending on the starting point, there are two main modelling approaches
(Datta, 2008): the phenomenological physics-based and the experimental observa-
tion-based. A general scheme of both approaches is presented in Fig. 1.1.
Engineering 
    process
Model
ModelHypothesis
Hypothesis Theory
PatternObservation
Observation 
(to conrm)
General
Induction
Deduction
    
Specic
Figure 1.1: Inductive versus deductive modelling. Induction goes from the par-
ticular (observables) to the general (model), while deduction goes the other way around.
Deduction is an inference from the general to the particular and, deductive
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models are derived on the basis of physical laws obtained from mass, energy and
momentum balances. Induction, on the other hand, refers to the inference of the
general laws from particular instances, and so inductive models are based on em-
pirical observations, hence they are also named empirical models. Traditionally, food
engineering researches have focused their eorts mainly in building and using empir-
ical models over mechanistic ones. The so called surface response methodologies are
typically used for both modelling and optimisation. However, they present a num-
ber of disadvantages such as the limited range of applicability or the impossibility
of considering process dynamics.
Deductive models make use of the knowledge about the phenomena involved in
the process. Therefore the range of applicability is broader and the role of time and
space can be taken into account. The main diculties of using deductive models lie
in the complexity of food transformations and in the fact that food properties change
throughout processing. However, huge progress has been achieved lately regarding
the knowledge of food properties and the phenomena to model them. Additionally,
the computational capacity available has increased greatly so far. Therefore, the
use of mechanistic models in food engineering is viable and it should be preferred as
it is more reliable and exible than any other currently available alternative (Datta
(2008)).
1.1 Deductive models
Rigorous models combining physical laws of heat, mass and momentum transfer
together with equations related to food physical properties, plus quality and safety
kinetic models, reect how relevant variables (temperature, microorganisms con-
centration, pressure...) change along time and position when the food is being
processed.
Modelling starts from the denition of the model purpose and the existing
knowledge regarding the specic process and it continues with the specication of
the phenomenon under study. When modelling food processes, this specication
usually includes the product in which the phenomenon is studied and the conditions
it is likely to be subjected to (see Fig. 1.2).
The main strengths of the deductive models when comparing them to inductive
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Figure 1.2: Schematic representation of mathematical food models compo-
nents.
ones are the following:
 The models are consistent, and unphysical values for tting parameters can
be eliminated quickly as they must have physical meaning.
 They are based on established physical principles. Therefore, additional com-
plexities can be incorporated systematically making easier the adaptation of
the model to dierent situations and product and processing innovations.
 The eects of changing some process conditions (as, for instance, food ingre-
dients or operation conditions) can, in principle, be done in a straight forward
way by modifying the parameter values. Thus, a reduction in experimental
eort can be achieved with the consequent reduction on time and resources.
 Once a model has been proved to reproduce satisfactorily a system, it is quite
simple to adapt it to dierent processing conditions, more complex geometries
and so on. Beside, these models will be able to answer \what if" questions
without the need of performing extra experimental work. Thus, they can be
used over and over again in dierent situations and for dierent problems while
keeping the same product and the same process.
The last point emphasises the most remarkable characteristic of deductive mod-
els, their universality. It is clear that if a model is deduced from fundamental laws,
then, it should be widely applicable within the space of variables and systems de-
scribed. This, as mentioned earlier, is the major advantage of deductive modelling
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over empirical. However, there are, also, some obvious weaknesses in the mechanistic
modelling approaches that should not be ignored:
 Mechanistic models may become too complex to be solved. Thus, a compro-
mise between the complexity introduced in the model and the simplication
required to make it solvable must be achieved. To be solvable analytically or
to avoid numerical instabilities, the model will need to be simplied. Then,
the main question arises as to whether the simplied model is suciently re-
alistic to be useful. Removing these simplications might increase the number
of unknown parameters that need to be measured or estimated, endangering
the universality and so that the usefulness of the model.
 Some mechanisms are not fully understood and others are too complex to
be considered in detail. In this respect, it is common to introduce empirical
parameters and/or relationships. This leads to the so called grey box models.
Grey box models are a combination of deductive (white box models) and
inductive (black box models) ones, see Fig. 1.3. This type of models are the
most widely used in the context of food process engineering.
Grey box
 models 
  Physical
principles
   Empirical
relationships
Figure 1.3: Representation of white, grey and black box models.
1.2 Process balances
Transport phenomena within food products are an important link between raw food
and the quality and safety of nal food products. The main purpose of food pro-
cessing is to induce some specic characteristics to the food product such as taste,
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colour or shelf-life. Firstly the modelling of physical variables (e.g. temperature
or moisture) evolution inside the product is required, in order to, eventually, study
other characteristics of the food.
The three fundamental transport mechanisms involved, in some way, in food
processing are momentum, energy and mass, which from now on will be referred
as fundamental quantities (FQs). Since in most food processes these fundamental
quantities cannot be directly measured, models of such processes should be based
on the states, which are measurable variables related directly to them (e.g. temper-
ature). State variables can, eventually, be combined to get the variables of interest
for each specic case study (e.g. food nutrient content, colour).
The equations of a model based on rst principles must obey the generalised
conservation principle, thus, heat and mass transfer models will be derived from a
balance such as:
Accumulation
rate
+
Outlet
ow
=
Inlet
ow
+
External
forces acting.
(1.1)
The rst term of the equation refers to the variation of the FQ accumulated with
time, while the last one relates with the forces acting over the system, such as the
gravity or reaction terms.
In order to get the model structures of heat and mass transfer we start with
a macroscopic balance of the FQs in a volume element (V = 1; 2; 3) where a
uid moves on an arbitrary direction through its faces, see Fig. 1.4. The resulting
equations are taken to the limit and the general equations of heat and mass transfer
are obtained.
Figure 1.4 depicts the volume element where the macroscopic balance is being
evaluated, with i being the spatial coordinates, z the eld associated to the FQ
under consideration and  its ux density. The states of the model will be the uid
velocity (~v 2 RD) for the momentum balance, the temperature (T 2 R) for the
energy balance and the concentration of a component (ci 2 R) for the mass balance.
It must be noted that in Fig. 1.4 z and  are referred as a vector an a tensor
respectively. However, in energy and mass balances the states of the model (T and
ci) are scalars, thus z will stand for a scalar and  for a vector.
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Figure 1.4: Volume element considered (V=123). The direction of the
transportation of the component  of a eld z ( z) is indicated by arrows, being  its
ux density and i the spatial coordinate.
1.2.1 Momentum balance
Momentum transfer is present in several processes of the food industry in associa-
tion with ow involving convection mechanisms. In heating processes for uid foods,
for instance, convective transport of liquid particles may take place. Thus, the mo-
mentum transfer together with the mass transfer play an important role to describe
the ow eld, while the energy equation is employed to describe the temperature.
Sterilisation and drying of foods are some of the examples where the momentum
transport must be considered.
In order to derive the general form of a model from the momentum balance
the dierent terms of the general formulation (Eqn. 1.1) must be identied. The
accumulation rate of momentum over a volume V and for a time interval t is given
by:
123
v1jt+t   v1jt
t
;
being  the density of the uid and v1 its velocity in the direction 1.
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The momentum inlet ux from one face, for instance 1, is stated as:
23
 
v1v1j1 + 11j1

;
where  refers to the tensor of ux density. In momentum balances the ux density
is commonly denoted by  , and each component of this tensor ij stated for an
eort acting over the face i. In case i 6= j the eort is tangential, otherwise it is
normal.
The momentum outlet ux that takes place over the face 1 + d1 is given by:
23
 
v1v1j1+1 + 11j1+1

:
The same procedure should be followed to the remaining faces of the volume
element: 2 , 3, 2 + 2 and 3 + 3.
Regarding the external forces acting on the system they will be separated into
two main components in order to take into account the pressure eect separately
of any other force. Then, there will be two components of the external forces: the
pressure (p) and other external forces ~f. For instance, in the 1 direction the term
to be used will be: 123(f1 +
pj1 pj1+1
1
).
Introducing all previous terms (transport, accumulation, and external forces)
into the general balance equation (1.1), dividing them by 123 and letting
t; 1; 2; 3 tend to 0, the expression to compute the balance of momentum over
1 is obtained as:
@(v1)
@t
+
@(v1v1)
@1
+
@(v2v1)
@2
+
@(v3v1)
@3

=
  @p
@1
 
@(11)
@1
+
@(21)
@2
+
@(31)
@3

+ f1 :
Applying the same procedure for all volume element faces and combining the
expressions in an unique and more compact expression, the general equation of
the momentum conservation is obtained:
@(~v)
@t
+ ~r   ~v~v =  ~rp  ~r   +~f in 
; T ; (1.2)
standing 
 and T for the spatial and temporal domains respectively.
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1.2.2 Energy balance
Operations involving heating of foods are performed with dierent purposes such
as to reduce the microbial load, inactivate enzymes, reduce the product moisture,
cooking and so on. In other processes (freezing, cooling...) energy is removed from
food to reduce or avoid damaging chemical enzymatic reactions and to inhibit mi-
crobial growth. In order to get a model to describe the heat transfer in foods (both,
heating and cooling), the derivation of the energy balance equation is required.
The total energy of a given system can be split in three mayor components:
potential energy (Ep), internal energy (u) and kinetic energy(Ek =
1
2
v2). However,
for most processes where there are thermal eects, the kinetic and potential energy
terms can be neglected because their contribution is, generally, at least an order of
magnitude less than that of the internal energy term. Thus, here the focus will be
on the internal energy (u).
The accumulation rate reads:
123
ujt+t   ujt
t
;
while the inlet and outlet uxes in faces 1 and 1 + 1, are given by:
23

v1uj1 + 1j1

and
23

v1uj1+1 + 1j1+1

:
In energy balances the standard notation of the ux density is ~q. f includes dif-
ferent contributions (Bird et al., 2002): the work against the volume forces (gravity),
the work against surface forces (viscous and pressure forces), the heat produced by
a reaction and/or the heat added or removed by external mechanisms. Taking this
into account, applying the same procedure for all faces, rearranging all the terms in
one expression and taking the limit when t; 1; 2; 3 tend to 0, it follows that:
@(u)
@t
+
@(v1u)
@1
+
@(v2u)
@2
+ :::
@(v3u)
@3
=  @q1
@1
  @q2
@2
  @q2
@3
+ f;
which might be written in a more compact form as:
@(u)
@t
+ ~r   u~v =  ~r  ~q + f in 
; T ; (1.3)
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being 
 and T the spatial and temporal domains under consideration in each par-
ticular case.
The internal energy can be expressed as a function of the temperature, which
can typically be measured. The relationship between internal energy and tempera-
ture can be written as: du =

@u
@V

T
dV +

@u
@T

V
dT =
h
  p + T ( @p
@T
)V
i
dV + cvdT ,
being V the volume and cv the specic heat at constant temperature. Hence, the
continuous equation of the energy conservation can be expressed as:
cv
@T
@t
+ cv ~r 
 
~vT

=  ~r  ~q + f in 
; T : (1.4)
1.2.3 Mass balance
The mass transfer considered in this work can be dened as the migration of a
substance (or a mixture as a whole) through a mixture under the inuence of the
diusion or the convection. In food processing this phenomenon must be evaluated
in processes as freeze drying, salting or desalting, frying and baking among others.
In order to develop the mass balance of a component i of a mixture on a volume
element 123 during a time interval t, all dierent terms of Eqn. 1.1 must be
identied. In this case, the accumulation rate over the volume element is stated as:
123
ijt+t   ijt
t
;
being i the density of the component i (i = ci),  the density of the mixture and
ci standing for the mass fraction of i (ci =
mass of i
mass of the mixture
).
On faces 1 and 1 + 1 of the dened volume the inlet and outlet mass uxes
of a component i are respectively:
23(i1j1 + iv1j1 ) and 23(i1j1+d1 + iv1j1+1 );
being ~i the ux density vector usually named ~ji in mass balances. Such vector can
be dened by employing the mean mass velocity ~v , so that: ~ji = ci(~vi   ~v).
Computing the inlet and outlet ows on the remaining faces of the volume
element, introducing them into the general equation of balances and dividing the
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results by 123, the next expression is obtained:
ijt+t   ijt
t
+iv1j1+1   iv1j1
1
+
iv2j2+2   iv2j2
2
+
iv3j3+3   iv3j3
3

=ji1j1   ji1j1+1
1
+
ji2j2   ji2j2+2
2
+
ji3j3   ji3j3+3
3

+ fi;
being fi the production or consumption rate of the component i (fi = ri).
Taking the limit of that expression when t; 1; 2; 3 tend to 0 , and noting
that i = ci, the general form of the mass balance equation is obtained,
@ci
@t
+ ~r  (ci~v) =  ~r ~ji + ri in 
; T ; (1.5)
being 
 and T the spatial and temporal domains under consideration.
1.3 Quality and safety models
Food quality can be dened as a property or group of properties which dierenti-
ate individual units, and inuence the degree of acceptability of the food by the
consumers (e.g. food colour, texture or avour). In fact, quality is a dynamic state
continuously moving towards reduced levels, except for cases of maturation and age-
ing. Thus, for each particular product there is a specic time in which the product
will retain a required level of organoleptic and safety qualities under the storage
conditions. This period of time is commonly dened as shelf-life.
Despite there exist a number of diculties in dening and evaluating quality
and determining shelf-life of food, a lot of progress has been made towards a scientic
accepted approach. In fact, a proper application of chemical kinetic principles to
study food quality loss is essential in order to eciently design appropriate process
conditions.
Applying fundamental chemical kinetic principles, food quality changes may be
expressed as a function of composition and environmental factors. However, there
are too many variables to take into account in order to get a treatable and complete
model if considering all factors. A proposed methodology intended to model food
quality factors, consists of rst identifying the chemical and biological reactions that
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inuence the quality factors; then, determining the reactions identied as the most
critical impacting on deterioration; and nally neglecting the environmental eects
by assuming that they are constant in the most probable scenario. The resulting
model of the change of concentrations of constituents connected to food quality is
usually reversible, having the form of:
n1A+ n2B
k1

k2
m1Q+m2R;
being n1, n2, m1 and m2 the stoichiometric coecients of the reaction, and k1 and
k2 the reaction rate constants. In the presented case A reacts with B to produce Q
and R, which can back react with a rate constant k1. Thus, as presented in Valentas
et al. (1997) the reaction rate of the reaction is given by:
r =
 dcA
n1dt
=
 dcB
n2dt
=
dcQ
m1dt
=
dcR
m2dt
= k2c
n1
A c
n2
B   k1cm1Q cm2R : (1.6)
standing ci for the concentration of the i component. For most of food degradation
systems, either k1 is negligible, or cQ and cR are too small so allowing to consider
the reaction as irreversible.
Additionally, in general, the concentration of the reactant that mainly aect
the equality is limiting, and the variation of the concentration of the other can be
neglected (Labuza, 1984). That allows to rewrite a simplied version of Eqn. 1.6 as:
 dcA
dt
= k0cn1A ; (1.7)
where k0 = k2c
n2
B n1 is the apparent constant reaction rate. Since this equation does
not represent the true reaction mechanisms, the apparent reaction order and con-
stants cannot immediately be interpreted. Thus, the derived models are empirical
and the constants are, usually, determined by experimental data tting.
In food science literature quality changes are usually modelled by means of
zero  1st or 2nd order reactions of the form of Eqn. 1.7. Although there is still
being much debate about which are the most accurate models to predict quality
changes in foods, see for instance Simpson (2009), simple kinetic models are still the
most widely used. Some examples are shown in Table 1.1.
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Table 1.1: Examples of the application of several order kinetic reactions in
the modelling of the evolution of dierent quality factors in food processing,
Van Boekel (2008). Here cA stands for the concentration of a quality factor.
Order Application Equation Analytical solution
Zero Irreversible reaction dcAdt =  k cA = cA0   kt
e.g. brown colour formation
First Irreversible decay dcAdt =  kcA cA = cA0e kt
e.g. vitamins degradation
Second Irreversible second order reaction dcAdt =  2kc2A cA =
cA0
1+cA0kt
e.g. loss of lysine
1.3.1 Temperature eects in safety and quality
In many reaction systems the temperature, pH and water activity (aw) have an
eect in the evolution of reactions that cannot be neglected. In such scenarios the
knowledge of how the kinetics of reactions are aected by dierent factors becomes
essential (Whiting, 1995).
In thermal processing, the knowledge of the kinetics of microbial reactions is of
extreme importance as the aim of the process is, typically, the destruction of harmful
microorganisms. The evolution of the population of a specic microorganism is
assumed to follow a rst-order kinetics. The reaction rate, k, must have into account
the temperature eect, k = k(T ). The temperature dependence of k can be modelled
by either an Arrhenius-type equation where k(T ) = Ae Ea=RT (Saguy and Karel,
1980), or more commonly by the classic Bigelow model.
Bigelow's model is derived considering: k(T ) = ln10=DT , where DT is named
as the decimal reduction time. Under this consideration, the rst order reaction
equation can be rewritten as:
 d(logci)
dt
=
1
DT
; (1.8)
where the eect of temperature on the microbial evolution rate does classically reads
as:
DT = DTref10
(Tref T )
zref ;
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being Tref and zref the temperature constant and kinetic rate of a reference microor-
ganism respectively.
The equation 1.8 allows the quantication of the microbial evolution or com-
pound degradation in food, subject to constant thermal process conditions. How-
ever, the model must be re-considered to take into account the cumulative eect
in case of dynamic processing conditions. In this regard, the Merson and Carroad
relation (Merson et al., 1978) allows the computation of the cumulative eect:
 
Z Ci(tb)
Ci(ta)
d(logCi) =
1
DTref
Z tb
ta
10
(T (t) Tref )
zref dt;
where Ci(ta) stands for the concentration of i at t = ta, and Ci(tb) for the concen-
tration of i at t = tb.
Rearranging the expression and performing the integration, the general equation
of the evolution of the concentration of i is obtained:
DTref (logCi(ta)  logCi(tb)) =
Z tb
ta
10
(T (t) Tref )
zref dt: (1.9)
Unfortunately temperature also aects quality attributes. To describe, for ex-
ample, the degradation of nutrients, Eqn. 1.9 can be used. In that case Ci would
correspond to the concentration of the nutrient under consideration.
It should be noted, however, that quality attribute models may not respond to
rst order kinetics; other data-based formulations may be more appropriate, as it
will be shown later in this document with the modelling of acrylamide formation
during frying.
1.4 Model simulation
Most deductive models (M) related to food process are based on sets of coupled
algebraic equations (AEs), ordinary dierential equations (ODEs) and partial dif-
ferential equations (PDEs) which, except for the most simple cases: linear models
dened in simple geometries, require numerical techniques in order to achieve a
numerically approximated solution (Fig. 1.5).
In this chapter the methods which will be used in this work to solve the food
process model equations are presented.
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Figure 1.5: Scheme of the dierent elements needed to perform a simulation.
1.4.1 Numerical solution of ODEs
Let us write a system of ordinary dierential equations in a general form:
dx
dt
= f(x; t) 8t 2 T and x(t0) = x0; (1.10)
with x and x0 2 Rn, where x stands for the state vector, x0 is the initial condition
at time t0, and T is the time domain considered, going from t0 to tf . This problem
is known as the initial value problem (IVP).
Integrating both sides of Eqn. 1.10 the next explicit expression is obtained:
x = x0 +
Z tf
t0
f(x; t)dt: (1.11)
Since, quite often, the analytical solution of this expression is hard to nd, when
not impossible, dierent numerical alternatives have been proposed. The underlying
idea is to divide the temporal axis in nt intervals of t duration. Then, the values
of the dependent variables are computed for each interval taking into account the
values on the adjacent ones.
The initial conditions are always the starting point for all numerical methods for
solving ODEs, that is why this problem is also known as the initial value problem.
A detailed description of the IVP solvers most commonly used can be seen in Silebi
and Schiesser (1992) or Quarteroni et al. (2007).
Essentially, depending on how many intervals and which ones are used to com-
pute the solution, two types of methods arise: explicit and implicit ones. Explicit
1.4. Model simulation 35
methods are those which use the values in the adjacent temporal nodes to compute
the values of the states in the actual node. In contrast, implicit ones also employ
the value in the actual node, which implies to solve a non linear system of algebraic
equations.
Among explicit methods the most popular are the Runge-Kutta and Adams-
Bashforth methods, but they may present some instabilities and can be too compu-
tationally involved or even do not work if handling sti problems (those with large
time scale separation among states). Therefore, when working with sti problems,
the use of implicit methods as BDF (backward dierentiation formulae) approaches
are preferred. In general, the selection of which method to choose for solving a set
of ODEs will be determined mainly by the stiness of the problem.
In this work the following solvers were used: radau5, an implicit Runge-Kutta
method of order 5 (Hairer and Wanner, 1996) and ode15s the BDF method incor-
porated in MATLAB. Typical simulation tolerance is 10 6.
1.4.2 Numerical solution of PDEs
Let us write a system of partial dierential equations for a generic eld x(t; ) 2 R
in a general form:
da
@x
@t
= ~r  (K~rx)  ~r  (x~v) + f(x) +  8 2 
; 8t 2 T ; (1.12a)
being x the distributed variable, da, K and  scalar parameters of the process, ~v the
velocity, f(x) : R! R a function of the eld and 
 and T the spatial and temporal
domains under consideration respectively.
The description of the system must be completed with initial and boundary
conditions:
x(t0; ) = x0() 8 2 
; t = t0; (1.12b)
~n  (K~rx) + qx = g(x) 8
 =  ; t 2 T ; (1.12c)
where the scalar parameters q and the function g(x) : R! R are used to represent
all possible boundary conditions, see Table 1.2.
It should be noted that, the extensions to the usual case of state vector eld
x 2 Rnx is straight forward by adding to the generic eld x and to the corresponding
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Table 1.2: Boundary condition types for PDEs.
PDE type Assumption Expression
Dirichlet q =1 and bg(x) = g(x)1 x = g(x)
Neumann q = 0 ~n  (K~rx) = g(x)
Robin    ~n  (K~rx) + qx = g(x)
functions a subscript denoting the position inside the respective vector ranged from
1 to nx.
There are three analytical classes of methods that are usually employed to
obtain the exact solution of PDEs: separation of variables, the Green's function and
the variational formulation. However, when complex geometries and expressions
arise, the use of these methods is unsuitable and the problems are untreatable.
Therefore, many numerical methods have been developed over time in order to get
numerical (approximated) solutions.
Among the numerical methods used to solve the PDEs one of the simplest
and probably the rst to be used in order to solve partial derivatives is the nite
dierences method (FDM). This method together with others, widely used in the
literature, will be revised in this section.
PDEs Solvers =
8>>>>>><>>>>>>:
Finite Dierences Method
Weighted residual
8>>>><>>>>:
Collocation
Least squares
Galerkin
(
Finite Element Method
Spectral Methods
The nite dierences method
The nite dierences method is usually employed for simple geometries. It consists
of replacing the derivatives in the PDEs by appropriate numerical dierentiation
formulae. Such methodology has been widely used to solve heat and mass transfer
models of food processes, see for example Teixeira et al. (1969), Ghazala et al.
(1995), Erdogdu et al. (1998) or Pan et al. (2000).
In order to apply the FDM algorithm, rstly the discretisation of the spatial
and temporal domains is needed. In general, the value of the dependent variable for
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a particular time an position (node) is determined by the values of such variable in
positions and times located in its vicinity. As a result, a system of as many algebraic
equations as nodes is obtained and can be solved in a sequential or simultaneous
way depending on the discretisation scheme chosen.
Depending on the number and locations of the nodes employed to compute the
value of the state derivatives, dierent methods arise: centred, forward or backward,
with two points or ve points, etc. Taking into account the discretisation of the
temporal and spatial domains, dierent accuracies of the solutions will result. The
combinations of dierent time and space discretisations used to solve PDEs are
detailed in, for example, Smith (1985).
In this work the FDM will be used for spatial discretisation. The resulting set of
ordinary dierential equations will be solved with an implicit initial value problem
solver.
The weighted residuals method
The Fourier series theorem (Reddy, 1993) plays a central role in the numerical
techniques for solving PDEs. Essentially, this theorem allows us to assume that the
problem solution may be approximated by a series of k elements:
x(~; t)  ex(~; t) = kX
i=1
ai(t)i(~); (1.13)
where ex : RD x T ! R is the approximation of the generic eld x, and ai(t) : R+ ! R
and i(~) : RD ! R are temporal and spatial functions, respectively. i functions
are known as basis functions, they usually verify the boundary conditions, and are
generally chosen to be orthogonal among them.
The aim of this method is to minimise the dierence between the real function
x(~; t) and its approximation ex(~; t). The substitution of the ex in Eqn. 1.12a leads
to the residual (R):
R =  da@ex
@t
+ ~r  (K~rex)  ~r  (ex~v) + f(ex) + : (1.14)
Then, the best approximation of the problem solution will be the one which
minimises the squared residual R2. Commonly, the algorithms used to minimise
such quantity are named weighted residual methods, and they consist of nding the
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temporal coecients (fai(t)gNi=1) so as to cancel the integral of the weighted residual
over the spatial the domain (
) by using a set of weighting functions 'i(~) : RD ! R.
This is equivalent to impose the condition that the residual must be orthogonal to
'i:
 
R(~; t); 'i(~)

=
Z


R(~; t)'i(~)d = 0; with i = 1; :::; N; (1.15)
where (R;') is the inner product in the Hilbert space of R and '.
Depending on the weighting functions chosen, dierent methods may arise. The
most commonly used are the Galerkin methods, where the weighting functions 'i
coincide with the basis functions i.
The basis functions in Galerkin schemes can be locally or globally dened
(Fletchert, 1984). Among Galerkin methods with locally dened functions the nite
element method (FEM) is probably the most widely employed for solving PDEs
due to its simplicity and its exibility for handling problems with irregular spatial
domains or non homogeneous boundary conditions. When using globally dened
functions, the schemes are known as spectral methods. Depending on the type of
global functions selected, it is possible to get reduced order representations which
may increase eciency of simulation.
a) Finite element method
As for the case of the FDM, in the FEM, the spacial domain is also discretised.
However, the FEM approach oers more exibility to design the mesh, and t better
irregular domains since mesh elements can have dierent forms (triangles, squares,
etc. see Fig. 1.6). Using the FEM, the spatial functions are computed using
polynomial interpolation between nodes. Such local basis functions, i, are zero in
all elements except the one being considered.
Figure 1.6 shows, with a 2D illustrative example, how FEM can be more easily
adapted than the FDM to complex geometries. In fact, in 2D spatial domains
triangular elements, generally, oer the best compromise between accuracy and the
associated computational eort as they need less nodes to get the same precision.
It should be noted that, as a result of applying FEM, a usually large scale set of
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(a) (b) (c)
Figure 1.6: Comparison of meshes. (a) FDM discretisation; FEM discretisation
using (b) quadratic elements and (c) triangular elements.
ODEs is obtained, and can be solved by a suitable IVP solver.
b) Spectral methods
As stated before, the use of discretisation based techniques (FDM or FEM) will
typically result in sets of AEs or ODEs whose dimension will be conditioned by the
discretisation level. The solution of these systems of equations may be computa-
tionally expensive or even prohibitive in the context of, for example, optimisation.
This will be particularly the case when dealing with 2D and 3D geometries.
The use of global spatial functions () results in the so called Reduced Order
Models (ROMs) which enable the possibility to reduce computational burden while
guaranteeing accuracy.
The schemes to obtain ROMs of nonlinear processes, as those considered in
food engineering, employ the Galerkin methods with global functions. These global
functions must satisfy the boundary conditions individually, and form a complete
orthogonal set which can be normalised so as to obtain:
hi; ji
 =

1 if i = j ;
0 if i 6= j . (1.16)
Depending on the selection of the basis set, dierent approaches may arise.
Among the alternatives, the eigenfunction approach is more ecient in the sense of
the nal number of equations. In the eigenfunction approach, the basis functions
are selected as a solution of a eigenvalue problem of the form :
i(~)i =
Z


R(~; ~0)i(~0)d0: (1.17)
Depending on the nature of the kernel, R, dierent solving schemes arise (Alonso
40 Chapter 1. Systems representation
et al., 2004): the laplacian spectral decomposition (LSD) whereR is the Green func-
tion associated to the laplacian, and the proper orthogonal decomposition (POD)
where R stands for a two point correlation matrix constructed from empirical data.
Here, we will focus on the POD method due to its eciency and exibility in han-
dling nonlinear models.
Proper Orthogonal Decomposition
The POD was originally developed to simulate ow related problems (e.g. Sirovich
(1987), Berkooz et al. (1993), Bangia et al. (1997) etc.). Balsa-Canto et al. (2002a)
proposed the use of this methodology as a means to obtain reduced order models to
simulate the thermal processing of canned foods in batch retorts. The underlying
idea is that for dissipative systems, such as diusion-convection systems, the states
evolve into a low dimensional subspace where they remain in the future. The POD
approach allows the characterisation of such subspace.
In the POD technique, spatial functions, the so called empirical eigenfunctions
i, are computed as the solutions of the eigenvalue problem presented in Eqn.1.17
where R is the kernel and i may be arranged so that jij  jjj for i  j. Using
the POD method the kernel R may be computed as a two point correlation matrix
constructed form a collection of snapshots that characterise the system dynamics
(Sirovich, 1987):
R(~; ~0) = lim
tf!1
1
tf
Z tf
0
x(~; t)x(~0; t)dt; (1.18)
being x(~; t) the snapshots which can be obtained either from direct numerical sim-
ulations with, for example, the nite element method, or from experiments. In a
discrete version it reads:
R = 1
k
kX
i=1
X(ti)X(ti)
T ;
where k is the number of time intervals used and X(ti) the vector of discrete values
x(~; ti).
Taking advantage of the FEM structure the calculation of the basis set can be
done by solving the discrete eigenfunctions problem (Garca et al., 2007):
ii = RDAi:
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Once the empirical eigenfunctions have been computed, x can be approximated
as a truncated series expansion of the form:
x(~; t)  ~x(~; t) =
pX
i=1
i(t)i(~): (1.19)
It should be remarked that the eigenvalues i can be employed as a measure
of the approximations accuracy. The total energy captured by the PODs can be
computed as: E =
PN
i=1 i. Thus, the percentage of the energy computed using p
PODs is calculated as:
E(%) =
Pp
i=1 iPN
i=1 i
100: (1.20)
The p temporal coecients i(t) are then computed as follows:
i(t) =
Z


x(~; t)i(~)d with i = 1; :::; p; (1.21)
where the FEM structure can again be exploited as follows (Garca et al., 2007):
 = XTDA with  = [1; :::; p];
where X 2 Rnsn is the discrete version of x, DA 2 Rnn is the mass matrix of
the FEM system, i 2 Rn is the discrete version of the functions i(~), and nally,
 2 Rnsp is the discrete version of i(t) 8 i= 1; :::; p.
1.4.3 Input-output model structure
For the purpose of this work, a process will be characterised by state variables x;
control variables or inputs, u, that can be manipulated and observables y which
represent the set of characteristic variables of the system that can be measured.
In the present work, the processes considered will be described by distributed
nonlinear dynamic grey-box structures where the eld vector x 2 Rnx is split into
lumped xl 2 Rnl and distributed xd 2 Rnd states. The model will, then, consist
of set of partial and ordinary dierential equations together with the corresponding
boundary and initial conditions.
When using spatial discretisation techniques or the POD approach, the original
set of nd partial dierential equations will be transformed into a set of ordinary
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Figure 1.7: Main input and output variables considered in a real process.
u stands for the inputs y for the measurable variables, x for the states and e for the
experimental error.
dierential equations. To simplify the notation it is assumed here, that the same
discretisation level or the same number of PODs is used for all partial dierential
equations (nn). In this scenario, the total number of ODEs to be solved results in
nx = nl + nd  nn.
From now on M will stand for a general input-output mathematical structure,
as follows:
dx
dt
= f(x;u;; t) in T ;
fa(x;u;; t) = 0 in T ;
y = hy(x;u;; t) in T ;
g0(x;u;; t) = 0 in t = t0; (1.22)
where u 2 Rnu stands for the vector of input variables also known as controls,
x 2 Rnx for the states,  2 Rn for the vector containing the model unknown
parameters (if any) and y 2 Rny for the measurable variables (model outputs).
Regarding the functions: f stands for the ODE of the model, fa for the possible
algebraic relations, hy for the expressions relating the states and the observables
and g0 refers to the initial conditions.
CHAPTER 2
Model identication
Many mathematical models, M(), include some unknown parameters (), which
need to be identied from appropriate experimental data. This is specially true
when talking about food processes, since despite some properties can be carefully
measured (Rao et al., 2005), for the vast majority of the products most of them are
yet unknown or the reliability of their values is still poor (Datta (2008), Trystram
(2012)). Additionally, some of the food engineering properties depend on intrinsic
properties of the food material as temperature, pressure, moisture. Therefore, dif-
ferent empirical relations between the intrinsic and engineering properties need to
be proposed (see examples by Becker and Fricke (1999) or van der Sman and van der
Goot (2009)) giving rise to dierent mathematical structures to describe the same
process.
Model indentication here, regards the process of nding the right mathematical
structure and the value associated to the unknown parameters. Figure 2.1 presents
the model identication as an iterative procedure, starting from the denition of
one or several mathematical formulations and nishing with the (in-)validation of
the model, including steps such as analysis of structural properties of the model(s),
simulation, model calibration, identiability analysis and experimental design.
It should be remarked that all steps included in the iterative procedure can
be handled with GenSSI (Generating series structural identiability analysis, Chis
et al. (2011)) and AMIGO (Advanced model identication using global optimisation,
Balsa-Canto and Banga (2011)) MATLAB based toolboxes. This chapter describes
the symbolic and numerical tools required.
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Figure 2.1: Model identication iterative procedure.
2.1 Analysis of structural properties
Assuming that a nite number of model structures compete for the description of a
given process and thus a given set of experimental data, it is natural to ask whether
the experimental set-up makes possible to select the best structure and estimate
the corresponding unknown parameters. These questions nd answers in the frame-
work of the analysis of model(s) structural properties, namely distinguishability and
identiability analysis.
Consider a nite number of model structures Mi() which may be representa-
tive of a specic process, being  the unknown parameters of the model equations,
and a set of ideal noise free experimental data. The distinguishability property re-
lates to the possibility of discriminating among candidate models given the set of
data, while the identiability refers to the possibility of obtaining a unique value to
the unknowns for a given model structure.
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2.1.1 Distinguishability
Suppose two mathematical models with dierent structures, M() and M0(0),
where  and 0 denote the vector of parameters for modelsM andM0, respectively.
M is distinguishable from M0 if for any  there is no 0 such that the input-output
behaviour ofM andM0 coincides (Walter and Pronzato, 1997). It should be noted
that vectors  and 0 are not necessarily of the same dimension since the models no
longer have the same structure. Clearly, if M and M0 are indistinguishable, and
both model structures are feasible in a certain application, then there is no way to
decide from input-output measurements to which one corresponds the true model
that generated the data. In this scenario it is possible to design a new experiment
with the purpose of discriminating which model, if any, is more suitable to describe
the system.
To perform the distinguishability analysis it is possible to use the so called
Taylor series based method (Walter and Pronzato, 1997).
Taylor approach
Suppose two modelsM() andM0(0) both of the form of Eqn. 1.22, with the same
inputs and outputs. The Taylor expansion of both models is given (as presented
Walter and Pronzato (1997)), respectively, by :
y(; 0+) = a0() + a1()t+
1
2
a2()t
2 + :::+
1
n!
an()t
n; (2.1)
by(0; 0+) = b0(0) + b1(0)t+ 1
2
b2(
0)t2 + :::+
1
n!
bn(
0)tn; (2.2)
with ai and bi , being of the form:
ai() =
diy()
dti
and bi() =
diby(0)
dti
; i = 0; 1; :::; n:
A sucient condition for those models to be structurally distinguishable will be
that:
ai() 6= bi(0) 80; i = 0; 1; :::; n: (2.3)
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2.1.2 Identiability
Formally the structural identiability of a model is dened as follows: Given a
general mathematical model M(), the set of unknown parameters  will be struc-
tural globally identiable if for any 0 such as M() =M(0) implies that  = 0.
This denition is too general for practical purposes. Therefore, this work will rely
on the analysis of structurally output global identiability, which is dened as fol-
lows: A model will be structurally output globally identiable if for any 0 such as
y(t;;u) = y(t;0;u) 8u implies that  = 0 (Walter and Pronzato, 1997). It must
be pointed out that a model is locally instead of globally identiable if the previous
conditions are satised only in an specic region of the feasible set.
There are a number of techniques to analyse the structural identiability of
linear dynamic models. However, there are relatively few approaches to analyse
nonlinear systems. Some alternatives include, the similarity transformation ap-
proach (Vajda et al., 1989), dierential algebra based method (Ljung and Glad,
1994; Bellu et al., 2007) or the series based methods (Pohjanpalo, 1978; Walter
and Pronzato, 1997). The recent review by Chis et al. (2011) suggests that the
series based approaches combined with indetiability tableaus are the most suitable
to analyse nonlinear models related to bio-processes and bio-systems, which share
characteristics with models describing food processes.
Taylor series approach
The Taylor series approach (Pohjanpalo, 1978) relies on the fact that observations
are unique analytic functions of time and so, all their temporal derivatives should be
unique. It is, therefore, possible to represent the observables by the corresponding
Taylor series in the vicinity of a given time (e.g. initial time), and the uniqueness of
their representation will guarantee the structural identialibity of the model. The
idea is to establish a nonlinear system of equations on the parameters, based on the
calculation of the Taylor series coecients and to check whether that system has a
unique solution.
Assuming a general model as the presented in Eqns. 1.22 the Taylor expansion
can be seen in Eqn. 2.1 where any ai is of the form;
ai() =
diy
dti
with i = 0; 1; :::; n: (2.4)
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A sucient condition for the model to be structural output globally identiable
is given by :
ai() = ai(
0))  = 0 with i = 0; 1; :::; n: (2.5)
Remark that Eqns. 2.5 correspond to a system of non linear algebraic equations
on the parameters, and n is the smallest positive integer such that the symbolic
computations give the solution of the parameters. This value will depend on the
number of parameters, the number of measurements and the number of Taylor
coecients being zero. However, it is practically impossible to anticipate its value
for general cases. In addition, the solution of the system of Eqns. 2.5 is typically
rather complex. In many cases only local structural identiability can be assessed.
Generating series approach
The generating series approach (Lecourtier et al., 1987) is conceptually similar to
the previous one, but it requires that the original model is linear in the control
(u 2 Rnu):
dx
dt
= f0(x;; t) +
nuX
i=1
fi(x;; t)ui(t): (2.6)
The observables are expanded in series with respect to time (t) and inputs (u)
in such a way that the coecient of these series are the output functions hy(x;; t0)
(typically t0 is t = 0) and their successive Lie derivatives:
Lf0 :::Lfnuhy(x;; t0); (2.7)
where Lfhy is the Lie derivative of hy along the vector eld f , given by:
Lfhy(x;; t) =
nxX
j=1
fj(x;; t)
@hy(x;; t)
@xj
; (2.8)
being fj the j
th component of f .
The model is globally structurally identiable if the coecients hy(x0()) and
the successive Lie derivatives along fi and hy are unique. As well as for the Taylor
method, the minimum number of required Lie derivatives necessary for proving the
model is identiable is typically unknown. However, the expressions obtained are
usually simpler than those obtained with the Taylor approach.
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Identiability tableaus
Regarding the analysis of the results obtained using the Taylor and the Generat-
ing series approaches, the use of the identiability tableaus may help to easily
visualise possible structural identifability problems (Balsa-Canto et al., 2010).
A tableau represents the non-zero elements of the Jacobian of the series coe-
cients with respect to the parameters. It consists of a table with as many columns
as parameters and with as many rows as non-zero series coecients, see an example
in Fig. 2.2(a). The rank of the Jacobian will provide information to determine if
the parameters may be unidentiable. If the rank of the Jacobian coincides with
the number of parameters, it will be possible to, at least, locally identify the pa-
rameters. In this situation, a careful inspection of the tableau will help to get more
information about the identiability of the model:
 If the number of non-zero coecients is much larger than the number of param-
eters, the tableau enable to best detect the necessary coecients and generate
a \minimum tableau".
 An unique non-zero element in a given row of a minimum tableau means that
the corresponding parameter is structurally identiable. If any parameter on
this situation can be computed, the tableau can be \reduced" and it facilitates
the identication of others.
 When no more reductions can be done, the remaining equations must be
solved. As, often, not all remaining power series coecient depend on all
parameters, the tableau will help to decide on how to select the equations to
be solved.
 If several meaningful solution exist for a given set of parameters, the model is
said to be locally identiable.
The software toolbox, GenSSI, Generating Series for testing Structural Identi-
ability (Chis et al., 2011), enables non-expert users to perform the generating series
analysis in an easy and rigorous way, as presented in Fig. 2.2(b).
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Figure 2.2: (a)Identiability tableau for the generating series method. (b)
Corresponding tableau obtained with GENSSI. Ones in the coordinates (i,j) indi-
cate that the corresponding non-zero generating series coecients depend on the parameter
j. Circles correspond to those parameters that can be uniquely identied. Squares repre-
sent equations that result in an unique solution for the parameters.
2.2 Model calibration
Beck and Arnold (1977) dened model calibration, also regarded parameter esti-
mation (PE), as a discipline that provides tools for the ecient use of data in the
estimation of constants appearing in mathematical models and for aiding in mod-
elling phenomena. In practise the model calibration can be formulated as follows:
Given a set of experimental data (ym 2 Rnl), nd the value of the unknown pa-
rameters ( 2 Rn) so as to minimise a certain measure of the distance between the
model predictions (y) and the measurements (ym).
The denition of the measure of the distance between predictions and experi-
mental data depends on the available information for the particular case. Therefore,
depending on the information of the experimental noise and parameter uncertainty
dierent estimators might be considered: non-robust estimators correspond to
those where no measurement noise and parameter uncertainty are assumed; max-
imum likelihood estimators are those where a probabilistic distribution of the
noise can be considered; and Bayesian estimators result of using a probabilistic
distribution on both, experimental noise and parameters. Since prior information
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about parameters is usually not available this work will focus on non-robust and
maximum likelihood estimators.
The model calibration problem is, then, mathematically formulated as an opti-
misation problem of the form:
min

JPE()
Subject to:
M();
L    U ;
(2.9)
whereM() stands for the model equations, and L and U for the upper and lower
bounds of the parameter values respectively.
2.2.1 Model calibration cost functions
Non robust estimators can be computed by means of minimising the generalised
weighted least squares:
Jwlsq() =
nlX
l=1
ql

yl()  yml
2
; (2.10)
where the weighting coecients ql  0 8l are xed a priori. The selection of these
parameters will express the relative condence in the various experimental data and
the consequent importance attached to the model performance with regards to each
observable (o), experiment (e), sensor position (p) and sampling time (ts). If ql = 1
with l = 1; :::; nl, we have the well known least squares function Jlsq().
In case information about the nature and amount of the experimental noise is
available, the maximum log-likelihood approach may be used so as to nd the
parameters that give the highest probability to the data. The experimental noise
will be characterised by a probability density function. Under the assumption of
independently identically distributed measurements with normal distributed noise,
the cost function reads:
Jllk() =
nlX
l=1
 1
2
h
log(2) + log(2l ) +
 
yl()  yml
2
2l
i
; (2.11)
where l is the standard deviation of the experimental noise.
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Frequently in the literature, the variance of the noise is known or assumed to
be constant, the homoscedastic case. Thus, the cost function can be rewritten as
follows:
Jllk() =
nlX
l=1
1
2l

yl()  yml
2
; (2.12)
here l collects information related to the experimental noise. Note that this for-
mulation is equivalent to the weighted least squared one considering ql = 1=
2
l .
2.3 Practical identiability analysis
The value of the estimators should be accompanied by information about their
uncertainty (Dolan and Mishra, 2013). Typically, uncertainty is measured in terms
of condence intervals which can be obtained through the covariance matrix (C) as
follows:
t=2
p
Cii 8i = 1 : : : n; (2.13)
where t=2 is given by Students t-distribution,  = Nd   n corresponds to the
number of degrees of freedom and  is the (1-) 100% condence interval selected,
typically 95% is used.
The covariance matrix can be also used to evaluate the correlation between
parameters as follows:
Cri;j = Ci;jpCi;iCj;j ; (2.14)
where Cri;j is the element ij of the correlation matrix; i and j are completely
uncorrelated if Crij = 0 and are completely correlated if Crij = 1. Highly correlated
parameters may be associated to poor identiability.
The correlation matrix can be presented in a visual and compact way as shown
in Fig. 2.3. Besides, a general criterion to check the mean correlation among
parameters may be computed as:
Crrate =
i=n 1X
i=1
j=nX
j=i+1
Crij
k=n 1X
k=1
k
; (2.15)
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being n the number of unknowns. The higher the correlation rate, the poorer the
identiability of the model unknowns.
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Figure 2.3: Visual representation of the correlation matrix. In (a) dark colours
indicate high correlation, while light colours indicate low correlation. Figs. (b)-(d) show
isolines of the model calibration cost function in the vicinity of the optimum by pairs of
parameters: (b) and (d) represent two examples of highly correlated parameters, while (c)
represents a case of a pair of poorly correlated parameters.
For nonlinear models, as most of food processing ones, there is no exact way
to obtain the covariance matrix, C. Therefore, the use of rst or second order
approximations to JPE in the vicinity of the optimal solution has been suggested in
the literature to approximate the covariance matrix.
2.3.1 First order approach: Cramer-Rao inequality
Let Pym(ymj) be the likelihood of the data ym. Then, under the hypotheses that:
 the set of all data vectors ym with Pym(ymj) > 0 does not depend on ,
 the following term is absolutely integrable
@logPym(ymj)
@i
with i = 1; :::n;
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 the following matrix exists and is invertible,
E
("
@logPym(ymj)
@
#"
@logPym(ymj)
@
#T)
; (2.16)
where E represents the expectation, the so called Cramer-Rao inequality can be
used as a way to compute the under bound of the covariance matrix.
Therefore:
C  F 1(); (2.17)
being  the estimated values of the parameters and F the so called Fisher Infor-
mation Matrix:
F = Ej
ym;

("
@JPE()
@
#"
@JPE()
@
#T)
; (2.18)
where E represents the expectation for a given value of the parameters ().
Since F depends on the type of experimental noise considered, its computation
must be derived dierently depending on the experimental information available.
For instance, for the homoscedastic case, commonly used in literature, it reads as:
F =
nlX
l=1
1
2l
"
@y
@
#
yl()
"
@y
@
#T
yl()
: (2.19)
2.3.2 Second order approach
When the model under study shows to be highly nonlinear a rst order approxima-
tion seems inappropriate. Instead, the Hessian of JPE evaluated in the optimum
(H()) can be used to estimate the covariance matrix as follows:
C() = 2

JPE()H() 1; (2.20)
being  the degrees of freedom, and () a value of the parameters.
2.3.3 Monte Carlo based approach
First and second order approaches are widely used in the literature in order to
get a feeling of the practical identiability properties of a model under a given
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experimental scheme. Jackknife or bootstrap approaches can be used for steady
state time series data (Efron and Tibshirani, 1994). However, for general time series
data a Monte Carlo based approach was introduced as a more robust way to estimate
the parameters uncertainty (see for example, Joshi et al. (2006) or Balsa-Canto et al.
(2010)).
The underlying idea is to simulate the possibility of performing hundreds of
replicates of the same experiment(s) under given experimental noise conditions.
The model calibration problem is solved for each realisation of the data, giving
rise to hundreds of solutions for the parameters which are recorded in a matrix.
These solutions are assumed to correspond to a hyper-ellipsoid which may provide
important information related to the parameters uncertainty and correlation.
A principal component analysis applied to the 0.95-0.05 inter-quartile range of
the matrix of solutions oers information on the hyper-ellipsoid eccentricity (cor-
relations between parameters) and pseudo-volume (uncertainty of the parameters).
For the case of identiable parameters, the distribution of solutions are normal (see
Fig. 2.4.(a) for an illustrative example), thus mean value and condence intervals
can be easily computed. In those cases where the distributions are not normal (see
Fig. 2.4.(b) and (c) for illustrative examples), parameters are typically regarded as
poorly identiable or non identiable.
Results may be also analysed by pairs of parameters so as to assess correlation
(Balsa-Canto et al., 2010). Under the assumption that all solutions correspond to
a hyper-ellipsoid, it is possible to compute the eccentricity of the projection of the
hyper-ellipsoid over pairs of parameters as follows: jk =
sMajk
smajk
, being sMajk and
smajk the semi-mayor and semi-minor axis respectively (see Fig. 2.5 (b)). The
lowest eccentricity will correspond to the less correlated pair of parameters.
It must be remarked that these measurements of the condence interval tend to
converge asymptotically to xed values, as the number of trials increases. However,
to get a large number of trials may be too expensive computationally. Thus the
number of trials used to perform the robust analysis should be selected so as to
provide a good compromise between the statistical value an the computational eort.
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Figure 2.4: Illustrative examples of condence intervals obtained by means
of the Monte Carlo based approach. Note that the red line indicates the optimum
value used as reference and the black one relates to the mean value obtained by the robust
analysis. (a) This gure exemplies the case of identiable parameter, both (black and red)
lines are close together, the distribution is normal; (b) and (c) illustrate scenarios where
the parameters are poorly or non identiable. In (b) the parameter may achieve any value
within the selected bounds but with a signicant tendency to get trapped in the bounds; in
(c) the tendency is to get trapped in the left bound.
2.4 Optimal experimental design
The quality of the information encoded in a given set of experimental data highly
depends on the experimental design: values of the process controls, initial conditions,
experiment duration, number and location of sampling times, number and location
of sensors. Thus, a given set of data may result to be poorly informative regarding
the problem to be solved.
In this work, data will be used i) to discriminate between model candidates, ii)
to calibrate models and iii) to invalidate models.
In food science experiments are typically designed following factorial plans. The
idea is to analyse system response to dierent experimental conditions: usually con-
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Figure 2.5: Illustrative examples of condence ellipses (2D projections of
hyper-ellipsoids). (a)A spherical shape means that the parameters are poorly correlated
or uncorrelated. The larger the size of the sphere the poorer the accuracy of the parameters
estimation. (b) An elongated ellipse means that the parameters are highly correlated (in
this case positively) and poorly identiable in the current experimental scheme. (c) An
innite elongated ellipse means that the parameters are highly correlated (in this exam-
ple negatively) and not identiable. Finally, in this gure (d) the parameters are highly
correlated and only one of them (i) can be identied.
stant control values and experimental durations (Quinn and Keough, 2002). How-
ever, more recent works illustrate how the design of dynamic experiments increases
the quality and quantity of information while reducing the experimental burden
(Versyck et al., 1999; Bernaerts et al., 2002; Balsa-Canto et al., 2007; Scheerlinck
et al., 2008; Balsa-Canto et al., 2008a).
2.4.1 OED for parameter estimation
High uncertainty in parameter estimates often results in limited predictive capa-
bilities of the model. In this scenario new experiments may be performed so as
to improve the quality of parameter estimates. Model based optimal experimental
design enables the possibility of designing the experimental scheme that maximises
2.4. Optimal experimental design 57
the quality and quantity of information for the purpose of model calibration.
The Fisher Information Matrix F , can be used to assess quality and quantity
of information of a given experimental scheme.
The optimal experimental design problem may be then formulated as an optimi-
sation problem whose objective is to nd the experimental scheme, so as to minimise
some cost functional related to F (JOED = (F)). In a compact and general form
the OED can be formulated as:
min
v
JOED
Subject to
M(v);
hk(v) = 0 k = 1; :::; nh;
gl(v)  0 l = 1; :::; ng;
(2.21)
where hk and gl stand for the equality and inequality constraints of the system,
and v includes all manipulable variables related to the experimental scheme as the
sampling times and sensors locations, plus the controls u. M stands for the model
equations and the objective function JOED.
F criteria
Since any square matrix has an associated quadratic form, so as the F when it
is positive denite (a singular Fisher matrix would indicate the presence of fully
correlated parameters or lack of identiability of one or more parameters). Such
quadratic form of F corresponds to a hyper-ellipsoid in the parameter space. This
region represents the quantity and quality of the information about the unknown
parameters obtained with a corresponding set of experiments. For example, the
determinant of F relates to the volume of the uncertainty hyper-ellipsoid, while the
minimum eigenvalue has to do with the maximum uncertainty.
Optimal experimental designs may be computed with dierent objectives (Van-
rolleghem and Dochain, 1998):
 D-optimal designs, intended to to minimise the overall parameter uncer-
tainty, maximising the determinant of F :
maxD = max(Det(F)): (2.22)
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 E-optimal designs, intended to minimise the maximum uncertainty, by
means of maximising the minimum eigenvalue:
maxE = max(min(F)): (2.23)
 D over E optimal designsGarca (2008), intend to obtain a compromise
between condence and correlation.
max = max
D
E
: (2.24)
The decision on the type of criteria will depend on the problem at hand. D-
optimal designs have been suggested for the estimation of microbial growth pa-
rameters (Bernaerts et al., 2000), thiamine degradation parameters in canned tuna
(Balsa-Canto et al., 2007) or starch viscosity parameters (Dolan, 2003); while E-
optimal designs were more satisfactory in cases where parameters are highly corre-
lated Balsa-Canto et al. (2008a).
2.4.2 OED for model discrimination
When several model structures are to be compared, experimental design for model
discrimination is intended to nd that experimental scheme that enables the pos-
sibility of selecting one structure in favour of the others. There are relatively few
approaches aimed to design experiments to discriminate between rival dynamic non-
linear models. In this work the classic approach will used. The idea is to design
the experimental scheme that maximises the dierences between model predictions.
These dierences may be considered just over the data points (Hunter and Reiner,
1965), or replaced by an integral over a pre-specied time interval [t0; tf ] (Espie,
1986). The OED problem to discriminate between two models M and M0 can be
mathematically formulated as:
max
v
jM(v) M0(v)j
Subject to:
hk(v) = 0 k = 1; :::; nh;
gl(v)  0 l = 1; :::; ng;
(2.25)
where hk and gl stand for the equality and inequality constraints of the system, and
v includes all manipulable variables related to the experimental scheme.
CHAPTER 3
Optimisation
Nowadays optimisation plays an important role in industrial food processes. The
search for optimal set point values for industrial implementations is performed us-
ing several approaches depending on the complexity of the considered operation
and the information available. The most popular optimisation approach used in
food processing is based on response surface methodologies (RSM). Advantages and
disadvantages of the use of the RSM approach have been largely discussed in the
literature (see, for example, Banga et al. (2003); Trystram (2012); Banga et al.
(2008)).
Among other advantages, the use of model based optimisation enables the pos-
sibility of designing time varying processing conditions by means of solving dynamic
optimisation problems. As it will be shown in the applications the idea of introduc-
ing more exibility usually improves performance.
The solution of process operation requires the use of non linear optimisers. It
should be remarked that these optimisers can also be used for other purposes, such
as in parameter estimation or the optimal experimental design.
In this section a general optimisation problem will be formulated; dierent
solving possibilities will be summarised; and, nally, the formulation of more specic
optimisation problems related to the case studies considered in this work will be
presented.
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3.1 Process optimisation
The goal of process optimisation is to nd the values of the control variables in the
process that yield the best value of a performance criterion. Most of food processes
are distributed, and so the process control variables. Thus, their optimisation can
be formulated as a dynamic optimisation problem (DO), where the objective
function to be maximised or minimised (JPO, a functional related to the process
performance) is usually related to the nal product quality, the eciency of the
process, the production rates, legal requirements related to quality and safety and
environmental issues or combinations of all of them.
The dynamic optimisation of a process can be mathematically formulated as
follows:
min
u(t)
J (x;u)
Subject to:
M(x;u; t);
s(x;u; t) = 0; in T ;
r(x;u; t)  0; in T ;
(3.1)
with
J =  x(tf );u(tf ); tf+ Z tf
t0
L x(t);u(t); tdt: (3.2)
Here M stands for the model of process, x 2 Rnx is the vector containing the state
variables of the process, u 2 Rnu are the control variables, and s : RnxRnuRnt !
Rns and r : Rnx  Rnu  Rnt ! Rnr are the equality and inequality constraints
which must be satised during the process. These constraints are usually related to
operating, environmental or safety conditions.
Regarding the objective function J , it might be formed by two dierent com-
ponents: , also known as Mayer term, relates to the terminal cost and L, the
lagrangian term, to the integral one.
3.1. Process optimisation 61
3.1.1 Dynamic optimisation methods
There are a wide variety of algorithms that may be used to solve dynamic optimi-
sation problems, which can be classied in three main groups:8>>>>>><>>>>>>:
Dynamic programming methods
Indirect methods
Direct methods
8><>:
Complete parameterisation
Control vector parameterisation
Multiple shooting
Dynamic programming methods, as those presented in Bertsekas (1995), are
mainly based on Bellman optimality conditions, and try to nd the optimal solu-
tions for following stages. They were very popular initially, but due to their high
computation cost they were set aside when alternative methods arose. Indirect
methods, on the other hand, use the variational calculus to express necessary op-
timality conditions as a two or multi-point boundary value problems, which often
result into dicult to solve problems as shown in Bryson (1999). As an alterna-
tive, direct methods arise to transform the innite dimensional DO into a nite
dimensional Nonlinear Programming Problem (NLP) that can be solved by using
appropriate numerical solvers.
The focus in this work will be in direct methods since they have demonstrated
to be reliable for both lumped and distributed parameters processes. Specically
the control vector parameterisation (CVP) method is preferred, since it allows the
solution of DO problems without solving excessively large NLPs.
Control Vector Parameterisation
In order to implement the CVP method, the time interval [t0; tf ] is divided in nt
elements of a size t that can be of constant or variable length. The underlying
idea is similar to the interpolation in the FEM mesh, but using polynomials in time
instead of space. Mathematically the control variables are expressed as functions of
the new time independent parameters corresponding to the polynomial coecients.
A possible approach commonly used in the literature is to approximate the
control variables using Lagrange polynomials. For a control variable uj in one of the
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time elements i, the approach of Mj order would be given by:
uij(t) =
MjX
k=1
uijkl
Mj
k (
i) t 2 [ti 1; ti]; (3.3)
being  i the normalised time, in element i:
 i =
t  ti 1
ti   ti 1 ;
and l
Mj
k (
i), with k = 1; :::;Mj, the Lagrange polynomials of order Mj:
l
Mj
k (
i) = 1 if Mj = 1;
l
Mj
k (
i) =
MjY
k0=1
k0 6=k
   k0
k   k0 if Mj  2:
The selection of the interpolation nodes, k0 , does not aect the solution. How-
ever, it is convenient to select i = 0 and f = 1 as for constant or linear approaches
(Mj = 1 or Mj = 2, see Fig. 3.1) it will be easier to verify the constraints of the
control variables. The use of higher order polynomials requires the establishment of
relationships between the dierent polynomial parameters, making the solution of
the optimisation problems more complex. Thus, in this work low order approaches
are preferred.
t
Linear approach
Approach with 
constant elements
t t tt
u(t)
0 f1 2
Figure 3.1: Control parameterisation scheme. Linear and constant element ap-
proaches are depicted.
After applying the CVP method, the DO problem with a time dependent con-
trol (u(t)) is transformed into a NLP problem where the control variables are the
time independent coecients uijk and dynamic and algebraic constraints need to be
handled.
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3.2 Nonlinear programming problems
Regarding dierent aspects of the optimisation problem, several classications may
arise. Depending on the nature of the objective function the problem can be convex
or non convex, regarding the presence of constraints over the search space it can
be constrained or unconstrained, in regards of the presence of non linearities in
the decision variables it can be linear or no-linear, regarding the nature of the
decision variables it can be real, integer or mixed and depending on the problem
characteristics it can be static or dynamic.
The optimisation problems to be considered in this work, namely dynamic op-
timisation, model calibration and optimal experimental design problems, can be
formulated or transformed into nonlinear programming problems (NLP) with dy-
namic and algebraic constraints.
The general formulation of a NLP is the following:
min
v
J (v)
Subject to:
M(v);
gi(v) = 0; for i = 1; :::; ng;
hj(v)  0; for j = 1; :::; nh;
(3.4)
being M the model of process, v 2 Rnv the decision variables, and gi : Rnv ! R
and hi : Rnv ! R the equality and inequality constraints which must be satised.
Figures 3.2, 3.3 and 3.4 present the ow diagrams for the solution of model
calibration, optimal experimental design and dynamic optimisation problems.
3.3 Nonlinear programming solvers
This section will be devoted to summarise the dierent methodologies that can
be applied to solve NLP problems. NLP problems are those where the decision
variables are real and the objective function, the problem constraints or both are
nonlinear. Such type of problems might be further classied into convex (uni-modal)
and non-convex (multi-modal), which conditions the selection of the NLP solver to
be used.
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Figure 3.2: Conceptual diagram for solving the model calibration problem.
Model is solved to evaluate the observation function for each iterate, i.e. for each value
of the unknown parameters  generated by the NLP solver, the objective function JPE
is evaluated using experimental data and model predictions. The process is repeated till
convergence.
  n
J   (F) 
   convergence
  k
 OED
  y
 solution of the
system dynamics
 new iterate
NLP solver
 generation of 
  new iterates
 evaluation of 
    the iterate
ES
Optimal experimental scheme
y =M(ES)  k
    k
Figure 3.3: Procedure for the solution of the optimal experimental design
problem. The NLP solver generates experimental conditions (ES: initial experimental
conditions (y0), experiment durations (tf ), sensor locations (p) and sampling times (ts) )
that are used to solve the system dynamics and parametric sensitivities; the cost function
is evaluated as function of the F . The process is repeated until convergence is achieved.
In general, for solving NLP problems there are dierent techniques that can be
roughly classied in two main groups, global and local ones. Here a scheme showing
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Figure 3.4: Schematic procedure for the solution of a process optimisation
problem. The NLP solver generates optimal operation conditions (OC); model is solved
and the performance index and state constraints are evaluated. The procedure is repeated
till convergence.
a general classication is presented:
NLP solvers =
8>>>>>>>>><>>>>>>>>>:
Local
(
Direct
Indirect
Global
8>>>><>>>>:
Deterministic
Stochastic
(
Sequential
Population based
Hybrid
Local methods are classied taking into account the information required to
compute the search direction: direct methods are those which only need infor-
mation about the objective function itself, while indirect methods also use the
information about its gradient or even its Hessian. Indirect methods require the
objective function to be smooth (continuous and dierentiable) but as a return an
important enhancement of the eciency is obtained when comparing with direct
approaches. In general, local methods are fast and ecient for solving convex prob-
lems, but they may lead to suboptimal solutions in case of multi-modalities, as they
tend to get trapped to the closest minimum to the initial guess, see Fig. 3.5.
Global methods, on the other hand, appear as a tool to handle multi-modal
problems, Pardalos et al. (2000). These methods combine eective mechanisms
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Figure 3.5: Illustrative representation of the numerical solution of a two
dimensional multi-modal optimisation problem using local optimisation meth-
ods. It can be noted how to end up in a local or in a global solution depends on the initial
guess used, as local methods tend to get trapped in local solutions.
of exploitation the search space and the previous knowledge obtained by previous
searches. This type of algorithms can be further categorised attending to the in-
formation related to the problem structure used, in deterministic, stochastic and
hybrid.
Deterministic approaches take advantage of the problem structure and
usually guarantee nite convergence within a pre-specied level of accuracy. How-
ever, they require some pre-processing of the problem before the optimisation, and
the model equations must full some structural properties (as for instance dieren-
tiability) making its applicability very dicult when not impossible if working with
complex models. Examples of application can be found in Esposito and Floudas
(2000) or Lin and Stadtherr (2006) among others.
Stochastic methods instead, make use of pseudo random sequences and
function values to compute search directions and try to converge to the optimum;
the higher the running time, the higher the probability of converging to the global
optimum. One remarkable property of most of the stochastic methods is that they
can eciently locate the vicinity of global solutions Banga and Seider (1996), but
the cost to pay is that global optimality cannot be guaranteed. However, in practise,
these methods provide very good solutions in modest computations times, and in
general a \good enough" solution is sucient. In addition, stochastic methods are
usually quite simple to implement and use as they do not require transformations
of the original problem, in fact any problem can be treated as a black box.
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Stochastic methods, can be sub-classied into sequential (where a new point is
generated in each iteration) and population based (where not only one point but a
set of points is generated in each iteration).
Despite the fact that many stochastic methods can locate the vicinity of global
solutions very fast, the computational cost associated with the renements is usu-
ally too large. In order to overcome such diculty, hybrid methods and meta-
heuritics have been developed lately. Its applications to the solution of PE prob-
lems as for example those presented by Rodrguez-Fernandez et al. (2006), Balsa-
Canto et al. (2008b) and Abdullah et al. (2013a), or model calibration plus model
selection as presented in Abdullah et al. (2013b), or to dynamic optimisation ones
(Balsa-Canto et al., 2005; Elhosseini and Haikal, 2014; Zhu et al., 2013) have speeded
up the resolution while retaining their robustness. In particular, the Scatter Search
metaheuristic (Egea et al., 2007, 2009) showed speeds of up to between one and two
orders of magnitude with respect to the use of stochastic global methods.
Since optimisation problems related to realistic models of food processes have
normally a multi-modal nature, global optimisers are required to achieve satisfactory
results. In this respect the Scatter Search based method, eSS (Egea et al., 2007,
2009), will be generally preferred in this work due to its robustness and eciency.
3.4 Real time optimisation
Real Time Optimisation (RTO) refers to the evaluation and optimally re-computation
of process operating conditions during processing. In the two layer structure pre-
sented by Vargas-Villamil and Rivera (2001) (Fig. 3.6), process data are rst tested
for the operating points. Then, if a discrepancy between real and desired values of
the variables of interest is conrmed, an optimisation problem is solved and new val-
ues for critical state variables of the plant are optimally computed while meeting the
constraints imposed by the equipment, product specications, safety and environ-
mental regulations. Finally, these values are forwarded to the process control layer,
which uses them as targets and implements appropriate moves to the manipulated
variables, see Fig. 3.7.
A RTO scheme works as follows: Plant measurements collected via an acqui-
sition system are checked in order to detect errors in industrial implementations.
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If any disturbance which may aect the nal goal of the process or its optimality
is detected, a rigorous optimisation must be carried out using the updated state of
the measurements along with the economic and product requirements, to nd the
new set-points for the operating variables. Such new set-points should be quickly
passed to the control system for being implemented on the real plant. This way,
any disturbance occurred during the process can be corrected and overcome in an
optimal way.
The RTO application must optimise the process operating conditions and up-
date the set-points to the real plant, through the control system, several times during
the process. In process plants, this methodology is usually addressed by a two-layer
structure (Fig. 3.6) (Vargas-Villamil and Rivera, 2001).
    Lower  layer
(small uctuations)
Measurements Control variables
       Upper  layer
(large disturbances)
 Measurements
Optimal operation conditions
                  (set points)
  Real Time
Optimisation
    Control
  Real 
Process
ae
Figure 3.6: RTO structure. Theoretical structure considering two dierent layers.
3.4.1 Supervisory layer
The supervisory layer is the upper layer of the two layer structure. It is intended to
overcome the undesired eects of unexpected perturbations that may occur during
the processing. This is done by solving an optimisation problem related to the
economic or environmental cost of the process, or some quality or safety aspect of
the nal product.
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u u 
Interest 
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Figure 3.7: RTO structure implementation. y is the vector containing all measur-
able variables, while u refers to the control variables.
It should be pointed out that two important factors have to be considered in
order to implement a rigorous optimisation problem in real time:
 The computation time of the optimisations performed must be lower than
the time scales of the system in order to be able to implement the resulting
operation conditions of the optimisation eciently.
 At each new optimisation, the initial conditions for the whole state vector must
be available in order to get a complete formulation of the problem, otherwise
the problem could not be properly solved.
The rst aspect can be addressed by building up a low computationally demanding
mathematical model of the process and employing very ecient and fast optimisation
tools. On the other hand, the second aspect can be overcome by using an observer
(depicted as simulation module in Fig. 3.7) which computes the unmeasurable states
if there is any.
70 Chapter 3. Optimisation
3.4.2 Regulatory layer
Additionally to the optimisation and re-optimisation of the process operation policies
(which is done by the upper layer), in a RTO scheme a mechanism to implement
such policies in the real plant is also required.
The regulatory layer (also named lower layer) is intended to track the mea-
surable variables at certain values (those optimally computed) by acting on the
control variables (u 2 Rnu). In the literature dierent types of controllers can be
found. The most commonly used are the open-loop (Fig. 3.8(a)) and close loop ones
(Fig. 3.8(b)). In this work the closed-loop controllers will be preferred as, in con-
trast with the open-loop ones, they make use of the feedback information in order
to achieve the desired input goal.
(a)
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Disturbances 
          (d)
Manipulated
 variables (u)   Real  Process
 (p)
      Output 
measurements (y)
Set points 
     (yst)
(b)
  Controller
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Disturbances 
          (d)
Manipulated
 variables (u)   Real  Process
 (p)
      Output 
measurements (y)
Set points 
     (yst)
Figure 3.8: Schematic representation of dierent control implementations.
(a)Open-loop control diagram and (b) feed-back control diagram.
Feedback controllers are proportional, proportional-integral or proportional-
integral-dierential. These controllers can be used directly by tuning the parameters
values for each dierent implementation. However, the application of the Internal
Model Control (IMC) framework in their design oers a substantial improvement in
the results.
The philosophy behind the IMC states that proper control can be achieved only
if the control system encapsulates, either implicitly or explicitly, some representation
of the process to be controlled. Thus, controllers designed in an IMC framework
can be seen as conventional controllers whose tuned parameters are computed using
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dierent parameters of the predictive model of the process (usually a linearised
model), see Garca and Morari (1982) and Morari and Zariou (1989).
Following, the derivation a a PI controller designed under the IMC framework is
presented. Let us focus on the scheme of the IMC presented in Fig. 3.9, and consider
a linearised plant of the form p
dy
dt
+ y = kpu, being p and kp the gain and time
constant associated to the input-output response. Using the Laplace transformation
we have that the transfer function of the plant (p) is:
y
u
=
kp
ps+ 1
: (3.5)
Ideally a controller of the form q = 1=p would provide a perfect control of the
process. However, in practise that control is unachievable. Thus, in order to design a
physically feasible control there must be a denominator polynomial in the controller
equation, which is usually named lter.
From Fig. 3.9 it can be noted that:
(e+ ~y)  q = u;
~p  u = ~y;
the combination of both expressions leads to:
u =
e  q
1  ~p  q ;
considering a perfect model of the plant (p = ~p), and the necessary lter to control
it (q = f=p), the next expression is obtained:
u =
f
1  f e  p
 1:
Using a lter of the form f = 1
s+1
, with  as its tuning parameter, the next equation
is got:
u
e
=
1
  s
p  s+ 1
kp
; (3.6)
rearranging the terms, the controller equation in a discrete version is obtained:
u
e
=
ps
  s  kp +
1
  s  kp : (3.7)
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Now, such expression can be rewritten in its continuous version, and the controller
designed under the IMC reads as:
u(t) =
p
  kp e(t) +
1
  kp
Z tf
t0
e(t)dt; (3.8)
where e(t) = ysp y is the error between the set-points ysp and the current measure-
ments y. kp and p are the gain and time constant associated to the input-output
response of the process, and  is the rst order low-pass lter constant.
Finally, Eqn. 3.8 can be accommodated into the standard PI form, with kc and
c being the controller gain and integral time constant, by means of the following
equivalences:
kc  p
  kp and
kc
c
 1
  kp : (3.9)
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Figure 3.9: Scheme of the IMC control implementation. Here ysp stands for the
set point of the measurable variable, u for the control variable, y and ~y for the real and
simulated outputs, d for the possible disturbances, e for discrepancies between y and ysp,
p for the real plant, ~p for the plant model and q is the controller.
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CHAPTER 4
Deep fat frying, optimisation of a unit process
4.1 Introduction
For decades consumers have desired fried foods because of their unique combination
of crispy crusts, tempting aromas and visual appeal. In fact, nowadays, the fried
food consumption is very common in daily meals leading the deep-fat frying industry
to be one of the most important unit operations in the world.
Specically the production of the thin slated potato chip, which is the most
popular fried food in the rst world, has a great importance as, for example, in
the United States in 2010 the production of potato chips and shoestring potatoes
amount to approximately 5.47 billions of pounds (FSA/ USDA 2010).
However, recent works showed that fried foods are a signicant source of dietary
acrylamide (Tareke et al., 2002; Zhang et al., 2005), an emerging factor that has been
associated with cancer risk and neuro-toxic eects. The International Agency for
Research of Cancer (IARC) classied this substance as probably carcinogenic to
humans (Lingnert et al., 2002). The fact, is that acrylamide can be found in many
cooked starchy foods like potato chips, and several studies showed that acrylamide
content in fried potatoes increases while the processing temperature does (Granda
et al., 2004). Although the details of acrylamide synthesis are not fully understood,
the Maillard-driven generation of avour and colour in the frying process can be
linked to the formation of acrylamide (Medeiros-Vinci et al., 2012).
Type of oil, oil temperature, and duration of cooking greatly aect the nal
quality attributes of fried foods. Often in literature, the quality is related to the oil
uptake and oil deterioration. Oil uptake occurs during frying due to replacement
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evaporated water by oil and during post frying when it is absorbed due to the
vacuum from cooling. Hydrolysis and oxidation contribute to the development of
rancid avours deteriorating oil quality (Saguy and Dana, 2003).
The increased awareness of the consumers to the relationship between food,
nutrition and health has emphasised the need to design (pre-)process conditions,
product specications and type of oil so as to improve product quality and to min-
imise oil uptake and acrylamide formation. In this regard some recommendations
may be found in Alvarez et al. (2000); Mestdagh et al. (2008); Brigatto-Fontes et al.
(2011) among others. However, these recommendations are often obtained by means
of response surface models thus having a number of important drawbacks due to the
empirical, local and stationary nature of the simple algebraic models used.
A fundamental understanding of the deep-fat frying process and the application
of adequate optimisation techniques could lead to new equipment and operation
designs that may improve safety and quality of fried foods. To understand the
mechanisms involved in the process, mathematical models were developed, from the
rst attempts that included heat, moisture and fat transfer in the frying of foods
(Ateba and Mittal, 1994; Moreira et al., 1995; Farkas et al., 1996) to the most recent
porous media based models which also account for texture or acrylamide evolution
(Halder et al., 2007; Thussu and Datta, 2012; Warning et al., 2012).
However, at the time of designing processing proles, not only should have
acrylamide content been taken into account, but quality attributes and processing
time. The most important visual attribute in the perception of the product quality is
the colour, as it is the rst quality parameter to be evaluated by consumers. In fact
the colour is usually associated with avour, safety, storage time, etc. On the other
hand, texture is a fundamental mechanical property of fried foods useful to quantify
the crispiness and hardness, which are of primary importance for consumers. Last
but not least, process duration also plays an important role as it conditions the
production rates. Thus, solving the process designing problem taking into account
all previous variables via simulation is rather complicated, if not impossible, due to
the numerous degrees of freedom and constraints.
Model based optimisation techniques introduced in Chapter 3 are used here so
as to design frying processes. The purpose is to ensure safety by minimising the
nal acrylamide content while guaranteeing quality in terms of colour and texture.
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4.2 Model equations
Deep-fat frying is an old food process which consists basically of immersion of food
pieces in hot oil, typically between 160oC and 180oC. The high temperature causes
evaporation of the water while the oil is absorbed by the food replacing some of the
lost water (Granda et al., 2004). As soon as the transfer of water ends, the tempera-
ture inside the food starts to rise and the typical deep-frying sensory characteristics
begin to develop. Potato chips can, then, be described like thin potato slices that
are dehydrated by deep-fat frying until they get a moisture content lower than 2%
(Pedreschi et al., 2005).
Since in the deep-fat frying process foodstu induces water evaporation, a for-
mation of a thin crust takes place. Due to the evaporation the water is gradually
transported to the boundary layer whereas the oil is absorbed by the food replacing
some of the lost water.
In food systems, except for pure uid foods as (milk), and from pure solids (as
pates), a big range of foods can be viewed as porous media (Datta, 2007). It is
the case of potatoes when being fried or meat when being roasted. The dierent
food processes can be classied, depending on the food internal structure and the
degree of detail considered. In Table 4.2 a classication of the dierent porous media
regarding the food structure and the process considered is presented. Besides, the
equations which must be used to model such processes are indicated. In this case
study, a multiphase porous media based model describing heat, mass and momentum
transfer within a potato chip will be used.
Oil contact
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Figure 4.1: Section of a potato chip. By symmetry, the model equations need to be
solved only in one quadrant.
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Table 4.1: Types of porous media, and equations which model the heat and
mass transference within them.
Porous characteristics Foods related Equations to be solved
Large pores, applied pressure Cooling of stacked Navier-Stokes analog of Darcy
products, i.e. potatoes equation. Energy equation
Mass equation (for each phase)
Small pores, pressure mainly Food processes Darcy equation
from internal evaporation involving heating Energy equation
Mass equation (for each phase)
Small pores, capillarity only, Lower temperature Darcy equation (only capillarity)
neglected internal evaporation processes Mass equation (for liquid phase)
Small pores, capillarity (same as above) Semi-empirical mass equation
plus small evaporation considering an eective diusivity
Energy equation considering an
empirical evaporation term
The potato chip is assumed to be a porous media where the pores are lled with
three transportable phases: liquid water, oil, or gas (mixture of water vapour and
air). The equations used to model the behaviour of all components (water, oil and
gas) will be obtained using the balances presented in section 1.2: mass conservation
equation will apply to all three phases; momentum conservations to the gas phase;
and the energy conservation to the mixture considering eective properties. The
model considers a 2D geometry as illustrated in Fig. 4.1, the potato chip is assumed
to be cylindrical and heated from outside therefore axi-symmetry can be considered.
The selected model is based on the formulation by Warning et al. (2012), which
corresponds with the second case presented in table 4.1, small pores with pressure
mainly from internal evaporation. In such formulation mass and energy conserva-
tion equations include diusive, capillary, and convective transport, and momentum
conservation is introduced by means of Darcy's equation. A non-equilibrium water
evaporation rate (K) and a kinetic model for acrylamide formation based on chip
temperature are also considered. Here a brief overview of the most important model
assumptions and equations is presented. For a deeper description of the model
equations the reader is referred to Warning et al. (2012) and Halder et al. (2007).
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Mass conservation
To compute the liquid water, oil, and gas saturation in the pores the mass conser-
vation equation (Eqn. 1.5) is derived by taking into account:
 The relation among all saturation rates:
Sg = 1  Sw   So: (4.1)
 The food porosity, '.
 Fick's law is computing the ux of mass, ~ = ~j =  Di~rCi.
 The evaporation rate (I) in the water balance considered as a external force.
@
@t
('wSw) +r(uww) = r(Dw;capr('wSw))  I; (4.2)
@
@t
('oSo) +r(uoo) = r(Do;capr('wSo)): (4.3)
In order to solve the mass fraction of air and water vapour (!a and !v respec-
tively), the binary diusion equation is used:
@
@t
('gSg!v) +r(ugg!v) = r('Sg
C2g
g
MaMvDeff;grxv) + I; (4.4)
!a = 1  !v; (4.5)
being Cg the gas molar density, Ma and Mv the molecular weights of air and
water vapour respectively, and xv the molar fraction of vapour.
Momentum conservation
The pressure (P ) and uid velocities (ui) are computed using Darcy's equation where
pressure increases and decreases with the evaporation of liquid water.
@
@t
('gSg) +r( g
kpin;gk
p
r;g
g
rP ) = I; (4.6)
ui =  
kpin;ik
p
r;i
i
rP: (4.7)
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Energy conservation
The temperature within the potato slide (T ) is calculated using the energy conser-
vation equation and taking into account:
 The Fourier's law in order to compute the ux of energy as a function of the
temperature, ~ = ~q =  k~rT .
 The eective properties of the potato as shown by Warning et al. (2012).
 A non-equilibrium formulation for water evaporation.
@
@t
(effcp;effT ) +r((cpu)fluidT ) = r(keffrT )  I; (4.8)
I = K(v;eq   v)Sg'; (4.9)
being K the non-equilibrium evaporation constant.
Acrylamide formation and degradation
An empirical model from Granda (2005) is used to compute the acrylamide forma-
tion in atmospheric frying under the assumption that acrylamide evaporation and
degradation are embedded. As such, the ux of acrylamide at the boundaries is
zero in this model. The diusivity of acrylamide in a potato can be modelled by
the Wilke-Chang equation (DAA = 4:22  10 15T=w) for a dilute solution. For this
equation, the molar volume of acrylamide used the properties at Tref = 25
oC.
Acrylamide is also very soluble in water. For this reason, it can be considered
to convect with water. The conservation of mass equation for acrylamide is given
as follows, where rAA is the generation of acrylamide and cAA its concentration:
@
@t
cAA +r(uwSw'cAA) = r(DAAr(fSw'+ (1  ')gcAA)) + rAA: (4.10)
Granda (2005) proposed the next empirical models to explain acrylamide for-
mation for atmospheric frying:
d(cAA(t))
dt
= rAA =
14:9Ae
 2625:8
T e 14:9e
2625:8
T (t to)
(1 + e 14:9e
 2625:8
T (t to))2
; (4.11)
being the constants A and to provided in her work.
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Boundary conditions
The top and left of the potato chip is heated. The other boundaries of the chip are
insulated and impermeable.
B.C. for Eqn. 4.3: nw;surf = uww + hm'Sw(g;surf!v;surf   v;fryer).
B.C. for Eqn. 4.3: So;surf = 0:145 (estimated).
B.C. for Eqn. 4.5: nv;surf = ugg!v + hm'Sg(g;surf!v;surf   v;fryer).
B.C. for Eqn. 4.7: Psurf = Pfryer.
B.C. for Eqn. 4.9: qsurf = h(Toil T ) (+cp;wT )nw;surf cp;vTnv;surf cp;oToilno;surf .
B.C. for Eqn. 4.10: nAA;surf = 0.
Initial conditions
The initial conditions at t0 = 0 are zero for oil saturation, zero for acrylamide
concentration, and 298 K for temperature. The initial water saturation is assumed
to be 0:8 and the water vapour fraction is calculated as shown in Warning et al.
(2012).
Model simulation
The input parameters used for simulations are shown in Table 4.2. Physical and
thermal properties are for a raw potato. In this model, h (heat transfer coecient)
and So;surf (surface oil saturation) need to be estimated by a constant value that
gave a reasonable t to the experimental moisture and oil content data respectively.
The equations of the model have been solved in COMSOL Multi-physics 3.5a, a
commercial nite element software. The Convection and Diusion module was used
to solve for water, oil, and acrylamide mass conservation while MaxwellStefan Diu-
sion and Convection was used to gas mass fraction and Darcys Law and Convection
and Conduction were used to solve for pressure and temperature respectively. Since
the solution of the parametric identication and the dynamic optimisation problems
require the solution of the model hundreds of times, the spatial and temporal meshes
were selected so as to oer a good compromise between the quality of the solution
and the computational eort. The selected mesh consists of 20  10 rectangular
elements and the initial time step size is 10 6s being output time step of 1s. This
translates into a computational cost of approximately 40s to simulate 1:5 min of
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frying process on a standard PC (4 Cores and 3.25 GB RAM, processor speed of
2:83GHz).
Table 4.2: Input parameters used in simulations.
Parameter Symbol Value Units Source
Heat transfer coecient h 65 [W=(m2K)] Estimated
Mass transfer coecient hm Eqn. 50 [m=s] Warning et al. (2012)
Latent heat vapourisation  Eqn. 49 [J=kg] "
Porosity ' 0.880 Ni and Datta (1999)
Vapour diusivity in air Deff;g Eqn 35 [m
2=s] Warning et al. (2012)
Evaporation constant K 100 [1=s] "
Surface oil saturation So;surf 0.145 Estimated
Density
water w Eqn. 44 [kg=m
3] Warning et al. (2012)
vapour (ideal gas) v Ideal gases "
air (ideal gas) a Ideal gases "
oil o 879 " Tseng et al. (1996)
solid s Eqn. 45 " Warning et al. (2012)
Specic heat capacity
water cp;w Eqn. 36 [J=(kgK)] Warning et al. (2012)
vapour cp;v Eqn. 37 " "
air cp;a Eqn. 38 " "
oil cp;o 2223 " Choi and Okos (1986)
solid cp;s 1650 " "
Thermal conductivity
water kw Eqn. 39 [W=(mK)] Warning et al. (2012)
vapour kv 0.17 " Choi and Okos (1986)
air ka 0.026 " "
oil ko 0.026 " "
solid ks 0.21 " "
Intrinsic permeability
water kpin;w 1  10 15 [m2] Ni and Datta (1999)
air and vapour kpin;g 0.17 " Warning et al. (2012)
oil kpin;o 1  10 15 " Ni and Datta (1999)
Relative permeability
water kpr;w Eqn. 41 Warning et al. (2012)
air and vapour kpr;g Eqn. 40 "
oil kpr;o Eqn. 42 "
Capillary diusivity
water Dw;cap Eqn. 32 [m
2=s] Warning et al. (2012)
oil Do;cap Eqn. 33 " "
Viscosity
water w Eqn. 46 [sPa] Warning et al. (2012)
air and vapour g Eqn. 47 " "
oil o Eqn. 48 " "
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4.3 Model identication
It should be noted that most of the thermo-physical and kinetic parameters pre-
sented in the model may be found in the literature (see Table 4.2) but the heat
transfer (h) and the surface oil saturation (So;surf ). Previous works provided dif-
ferent parameter values for dierent oil temperature values (processing conditions).
However, for the purpose of dynamic optimisation a more general formulation is
required. Thus, either a unique value for the parameters or a functional dependency
with the oil temperature must be provided. In both cases, the unknown model
parameters must be identied from experimental data.
As explained in section 2.2, the objective of parametric identication is to com-
pute a unique value for the vector of unknowns (), which in this case study is
included in the vector of all model parameters , so as to minimise the distance
among experimental data and model predictions. Here this distance is quantied
by the sum of the weighted squared dierences among experimental and simulated
data. The observed quantities correspond to the acrylamide, moisture and oil con-
tent Eqns. (4.11-4.13):
M(t) = 100 1
M(0)
Z
S
Sww'
s(1  ')dS; (4.12)
oil(t) =
Z
S
Soo'
s(1  ')dS: (4.13)
The parameters to be estimated are the convective heat transfer coecient (h)
and the surface oil saturation (So;surf ), and the parameter estimation problem reads
as:
min
h;So;surf
Jwlsq(Toil(t); tf )
Subject to:
M(Sw; So; Sg; T;M; P; w; cAA; Toil; ; ~; t) = 0;
40  h  160(W=(m2K));
0:055  So;surf  0:22;
(4.14)
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being Jwlsq computed as:
neX
i=1
nes;AAX
k=1

~cAAi;k   cAAi;k
max(~cAAi)
2
+
neX
i=1
nes;MX
k=1
 
~Mi;k  Mi;k
max( ~Mi)
!2
+ :::
neX
i=1
nes;oX
k=1
 
~oili;k   oili;k
max( ~oili)
!2
: (4.15)
Here, the weights qi;j;k were selected so as to take into account the dierent orders of
magnitude of the observed quantities, since no information about the experimental
noise was available. nes;AA, n
e
s;M and n
e
s;o correspond to the number of sampling
points for acrylamide, moisture and oil content, respectively, for the experiment e.
The total amount of experimental data used is represented as Nd.
Since this model has shown to be highly nonlinear, in order to asses the quality
of the parameter estimates the Hessian of the weighted least squares evaluated in
the optimum (H()) will be used to estimate the covariance matrix as follows:
C() = 2

Jwlsq()H() 1; (4.16)
being  the degrees of freedom, and the condence interval of the unknown param-
eters computed.
The parametric identication problem was solved using AMIGO toolbox (Balsa-
Canto and Banga, 2011) and eSS (Egea et al., 2007). Experimental data from
Granda (2005) have been used, to make results comparable to those presented in
Warning et al. (2012). Data from three constant temperature experiments at Toil =
180oC, 165oC and 150oC were considered. Optimal parameter values achieved are:
h = 83:7W=(m2K) and So;surf = 0:1377. The best t among experimental and
simulated data is shown in Fig. 4.2.
It should be noted that despite the fact that the parameter values do not depend
on the experiment as in previous works, so a more general formulation of the problem
has been obtained, the value of the cost function has substantially improved. In
the formulation of the unknown parameters presented in Warning et al. (2012) the
discrepancies among real and simulated data leaded to a value of the PE objective
function of Jwlsq = 4:4. However, in the formulation proposed here, such functional
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Figure 4.2: Best t between experimental and simulated data. Experimental
data (dots) and model data (lines) of acrylamide, oil and moisture content at dierent
process temperatures.
has been reduced to Jwlsq = 3:5. Figure 4.3 illustrates the dierences between
previous and current approximations in terms of the mean relative prediction error.
It reveals that the use of the optimal value for h and So;surf results in a considerable
improvement in the overall predictive capabilities of the model, and enables the
possibility of using the model throughout the range of operation conditions with
unique values on the parameters. This fact is remarkable since the new approach
provides better results, while is simpler as the unknown parameters have a constant
value (see Fig. 4.4).
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Figure 4.3: Mean relative prediction errors. (a) Model with the original set of
parameters, (b) Model with the optimal value of the parameters.
Condence intervals for the parameters were calculated through the Hessian of
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Figure 4.4: Estimated values for the unknown parameters. Dots represent values
from the original paper and lines represent new estimates.
the weighted least squares as evaluated in the optimum (Eqns. 2.13 and 4.16). The
condence interval around h is 21:14 W/(m2K) (around the 25%) and for So;surf
0:0117 (around the 9%). The weighted least squares contours in the vicinity of the
optimal solution (Fig. 4.5) reveal that the parameters are highly correlated. This
may be explained taking into account the low sensitivity of the states to modica-
tions in the parameter values for the given experimental conditions.
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Figure 4.5: Contour plot of the PE objective function in the vicinity of the
optimal solution.
Figure 4.6 presents more detail about the evolution of the acrylamide and mois-
ture content for 10 dierent combinations of the parameter values within the con-
dence region, showing how some of the curves are not distinguishable. To improve
sensitivity and thus condence intervals, further optimally designed experiments
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would be required. Since this contribution is based in experimental data from the
literature this work is out of the scope of the case study presented here.
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Figure 4.6: Evolution of the states for dierent combinations of parameter
values within the condence region.(a)Parameter values employed to perform the
analysis and (b)corresponding results for each measurement.
4.4 Dynamic optimisation
In industry, the traditional operation conditions for frying potato chips consist of
immersing the chips in continuous fryers where the frying oil is held at high tem-
peratures. The process duration is long enough (typically between 1-3 minutes) to
guarantee a desired nal browned, texture, and a nal moisture level lower than 2%
of the initial moisture content (Brennan, 2006).
The aim of this work consists of formulating and solving a general dynamic
optimisation problem to nd the operating conditions (oil temperature and process
duration) that accomplished the desired quality attributes while minimising the nal
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acrylamide content. It is mathematically stated as follows:
min
Toil(t);tf
cAA
Subject to:
M(Sw; So; Sg; T;M; P;w; cAA; Toil; ; ~; t) = 0;
TLoil  Toil  TUoil;
tf  tUf ;
QC(tf )  0:
(4.17)
where Toil, tf , and cAA are the oil temperature, process duration, and acrylamide
content respectively, and QC stands for the quality constraint dened in equation
4.18.
QC denes the constraints for quality as dened by colour, texture, and mois-
ture content. Pedreschi et al. (2005, 2006) showed that the colour in the product
during the frying process follows a rst order kinetics as this presented in section
1.3. The higher the red component of the colour, the darker the potato and the
worse the commercial acceptance of the nal product. In addition, these authors
show how acrylamide content is linearly correlated with the colour at 1:8% of the
initial moisture content, whereas Pedreschi et al. (2005) show a clear correlation
between the increase of acrylamide content and the increase of redness. Hence, in
the optimisation work, it is assumed that the minimisation of acrylamide content
also minimises redness of the product.
Regarding texture, Thussu and Datta (2012) presented a mechanistic model to
predict Young's module development during frying. Their results suggest that there
is not critical dierence in considering the texture or the moisture content to control
the process duration. Therefore, the constraint imposed in the optimisation will be
related to the moisture content at the end of the process. In this way, the solution
of the equations to predict texture evolution is not really necessary. The quality
related inequality constraint becomes:
M(tf )  2  0: (4.18)
where M is the percentage of the nal moisture content, which is intended to be 2%
or lower at the end of the process.
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There is an additional set of constraints (M) which corresponds to the system
dynamics from the mathematical model of the process describing the evolution of the
saturation of water, oil and vapour (Sw,So, Sg), product temperature (T ), moisture
content (M), pressure (P ), water vapour mass fraction (!v) and acrylamide content
cAA; the corresponding spatial and temporal derivatives, as functions of the spatial
coordinates (); time (t) and oil temperature (Toil). The vector  keeps all model
thermo-physical and kinetic parameters.
Constant processing temperature
The typical industrial process at constant oil temperature was rst considered in
order to be optimised. The problem degrees of freedom were the processing tem-
perature and the process duration. Figure 4.7 presents the optimal oil temperature
obtained for dierent maximum process durations, and the predicted acrylamide
content for each value of the decision variable. As expected, the lower the oil tem-
perature the lower the acrylamide content and the longer the process.
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Figure 4.7: Results of the process optimisation problem under constant oil
temperature. (a) Process duration and nal acrylamide content for dierent oil temper-
atures. (b) Pareto front.
Results reveal that a reduction in the oil temperature from 180oC to 150oC
translates into a reduction of around the 70% in acrylamide content and an in-
crease of the 25% in the process duration. Since the process duration is critical for
the production rate, and no recommendations or constraints are yet available on
the maximum admissible acrylamide content, a good compromise would be to use
intermediate temperature values (165  170oC) during 80-85 s.
90 Chapter 4. Deep fat frying, optimisation of a unit proces
Table 4.3: Final acrylamide content at the optimal solutions (2 steps).
tf;max=80 s tf;max=85 s tf;max=90 s tf;max=95 s
t1=20 s 119.7 87.7 68.2 53.2
t1=30 s 116.38 87.50 70.14 54.80
t1=40 s 115.085 90.14 70.00 55.23
t1=70 s 122.31 93.43 71.47 55.24
Variable processing temperature
Results from the previous section raise a question: is it possible to further reduce
acrylamide content and process duration by manipulating operating conditions? The
recent work by Bassama et al. (2012) shows, via simulation, that the application of
a two-step temperature prole, with a higher temperature at the beginning of the
process may help to control acrylamide formation in plantain.
The general dynamic optimisation problem (Eqn. 4.17) was solved for dierent
maximum process durations (80, 85, 90 and 95 seconds) and dierent numbers
of maximum heating zones. First, the simplest case with two heating zones was
considered assuming a xed duration (t1) for the rst heating zone. Results (Table
4.3 and Fig. 4.8 ) reveal that reductions of up to 16:5% can be achieved by using two
dierent heating zones. For all cases, the optimum corresponds to using a higher
temperature at the beginning of the process and a lower temperature at the end. As
expected, for the shortest processes, higher temperatures must be used in order to
assess the nal moisture content constraint. Using higher temperatures and shorter
process durations induces a signicant increase on the acrylamide content. For
instance, comparing results for processes lasting 80s and 85s, an increase of the 6%
in process duration translates into an increase of around the 30% in nal acrylamide
content. Regarding the duration of the rst heating zone, it seems reasonable to
use 30   40 s, since the process is exible enough to comply with the constraints
and minimise acrylamide content while reducing energy consumption as compared
to the case with t1 = 20 s.
Further improvements may be achieved if more exibility is allowed (see Table
4.4 and Figs. 4.9-4.10). In this regard, the optimal proles conrm that using
a larger number of heating zones may improve results for shorter processes. In
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Figure 4.8: Optimal oil temperature proles for a maximum of two heat-
ing zones and dierent process durations.(a)80 seconds (b)85 seconds (c)90 seconds
(d)95 seconds.
principle, ve dierent heating zones oer the best compromise process duration
and acrylamide reduction. Optimal proles result in the use of a high temperature
at the beginning of the process during a short period of time and a gradual decrease
of the temperature until the end of the process. For the longest process, the use of
two heating zones is again the optimum, but note that, using shorter heating times
calls for the use of higher temperatures.
Table 4.4: Final acrylamide content at the optimal solutions(several steps).
tf=80 s tf85 s tf=90 s tf=95 s
mhz=1 137.87 100.16 77.06 59.55
mhz=2 116.38 87.50 70.14 54.80
mhz=5 113.16 87.43 67.03 53.72
mhz=8 112.60 85.24 65.72 52.35
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Figure 4.9: Optimal operation conditions (oil temperatures) for the process
using dierent numbers of heating zones and dierent maximum process du-
rations. (a)80 seconds (b)85 seconds (c)90 seconds (d)95 seconds.
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Figure 4.10: Final acrylamide content at the optimal solutions for dierent
numbers of maximum heating zones and process durations.
Optimal prole sensitivity to moisture uncertainty
Although the model predictive capabilities are reasonably good, the t between
experimental and predicted moisture content shows a mismatch. The moisture evo-
lution in the model is faster than the experimental one, thus the required nal
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moisture content of the chip is reached sooner in the model than in reality. In order
to asses to what extent these dierences between model and experimental data aect
results, a second case is considered in which the desired nal moisture content is
lower.
The optimisation results using a lower value of M for tf = 95s are shown
in Fig. 4.11. As expected quantitative results are dierent. However, the main
conclusion remains valid. Time varying heating proles are required to minimise
acrylamide content.
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Figure 4.11: Optimal operation conditions for the process considering a slower
frying process (tf = 95s, n = 2).
4.5 Conclusions
In a rst step, the unknown model parameters were identied by means of experi-
mental data taken from the literature (Granda, 2005). The quality of the parameter
estimates was assessed with condence intervals obtained using the Hessian of the
weighted least squares function at the optimum. Results revealed certain insensi-
tivity of the model with respect to h, at least for the experimental conditions used.
Therefore its condence intervals were computed and a value of 25% was achieved
for this parameter.
The obtained tted model was then incorporated in a dynamic optimisation loop
to compute optimal process operation conditions. Several scenarios were tested to
decide on the number of maximum heating zones and process duration. Results
revealed that the use of optimally designed two heating zones already reduces the
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nal acrylamide content and that a maximum of 5 dierent heating zones oers a
good compromise between process duration and nal quality and safety.
The obtained optimal design shows signicant advantages over nominal con-
stant temperature processes opening new venues for the design of industrial frying
processes.
CHAPTER 5
Tunnel pasteurisation, predictive sensors
5.1 Introduction
Food thermal processing persists as one of the most widely used methods for food
preservation. The product is treated at a given temperature for a given period of
time to minimise public health hazards due to the presence of pathogenic microor-
ganisms and to extend product shelf-life.
As the number of processes, products and packaging types increase, food com-
panies are faced with the challenge of satisfying safety constraints. Dierent time-
temperature combinations could be used to achieve safety. However, the related
time-temperature histories would aect the quality of the product and the resources
consumption of the process in dierent ways. This has led on the one hand to a
common practise of over-processing food products to guarantee safety but at the
expense of higher product quality deterioration, and on the other to improvable
conguration of the industrial process in terms of resources cost.
Anyhow, consumers demands go beyond the basic requirements of safety and
shelf-stability. Therefore, more emphasis is to be placed in high quality and added
value products, and in more environmental sustainable processes; calling appropriate
process optimisation techniques (Awuah et al., 2007).
However, designing thermal processes requires a deep understanding of the heat-
ing process of the given product, the impact on the target microorganism and quality
factors. The thermal treatment will depend on the thermo-physical characteristics
of the food product; the thermo-physical properties, shape and size of the container;
the type and thermal resistance of the microorganisms that are likely to be present
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in the product and the kinetics of quality degradation.
To achieve such understanding is of critical importance to have access to ad-
equate sensors: i) temperature probes to follow temperature evolution throughout
the process; ii) microbiological techniques to study the thermal inactivation kinetics
and iii) chemical and biochemical techniques to assess quality loss. It is important to
remark here that microbial, chemical and biochemical techniques are used o-line.
Microbial destruction typically follows a rst order kinetics. Microbial counting
data can, then, be used to determine the two key parameters that characterise
microbial lethality: D (the heating time required to reduce microbial population
in a 90%) and z (the temperature change that results in a 10-fold change in D).
Similarly D and z values can be determined to characterise loss of nutrients as
explained in the corresponding theoretical section.
Dierences between the D and z values of microorganisms and quality fac-
tors can be exploited to optimise thermal processes. In this regard, model based
approaches that combine mathematical descriptions of temperature evolution and
kinetics to describe microbial lethality and nutrient loss and advanced optimisation
techniques have been exploited in the context of the thermal sterilisation of pack-
aged solid food products (see, for example, Banga et al. (1991); Holdsworth (1996);
Banga et al. (2003); Miri et al. (2008) among others).
In fact, for solid food products thermocouples can be used to follow tempera-
ture evolution on-line, enabling the possibility to implement model based real time
optimisation strategies capable of handling process perturbations and uncertainties
(Alonso et al., 2013).
Unfortunately, direct registration of the time-temperature prole is not possible
in other thermal processes, such as the tunnel pasteurisation of packaged foods, due
to either the process itself, the package or the food product. To overcome that di-
culty, biochemical time temperature integrators (TTIs) were introduced to validate
pasteurisation processes. A TTI is a mechanical, chemical or enzymatic system
that indicates the cumulative time-temperature history of the associated product
by means of an irreversible change during the thermal treatment. The change is
usually expressed as a visible response, in the form of a mechanical deformation
or colour modication. The use of enzymes, more specically amylases, has been
suggested since their breakdown by heat shows rst order reaction kinetics with z
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values similar to those of the target microorganisms (Hendrickx et al., 1995; Loey
et al., 1996; Guiavarch et al., 2002b,a). Similarly TTIs can be designed so as to as-
sess the degradation of particular quality factors (see Bobelyn et al. (2006); Vaikousi
et al. (2009); Ellouze and Augustin (2010)). The time-temperature history of the
product is, therefore, not necessary to determine the impact of thermal treatments
with respect to the specic product attribute the TTI is designed for.
Potential limitations of the TTIs have to do with the fact that they are usually
located in the surface of the product and the relationship between the surface and
the product temperature varies from product to product and depends on the process,
the thermo-physical properties of the product, the type of package, etc. In addition,
dierent microorganisms and quality factors require dierent TTIs. In fact, many
recent works suggest dierent possibilities, see for example Tucker et al. (2002);
Guiavarch et al. (2002a); Mehauden et al. (2007); Tucker et al. (2009); Ellouze and
Augustin (2010).
In order to surmount these diculties, this work addresses the following ques-
tions: i) Is it possible to recover the evolution of temperature in the interior of food
from measurements of TTIs? and, as a consequence, ii) is it possible to use a single
type of TTIs to validate the process and analyse quality loss? We argue that the
answer to both questions is positive provided we combine a rigorous model of the
temperature evolution during thermal processing with TTIs so that with a reduced
number of optimally designed experiments, it is possible to retrieve the thermo-
physical properties of food product and container, and therefore the evolution of
temperature and quality factors.
We regard the combination of TTIs with a rigorous model of the process as
predictive TTIs (pTTIs) since they are able to recover the thermal history of the
process and make predictions provided it is possible to recover the TTIs at dierent
stages in a multistage process. In addition, they can be used in the context of model
based optimisation to design product-package specic operating conditions so as to
guarantee food safety while minimising the impact on quality related factors, or
minimise the resources intake of the process among others.
The proposed methodology is general and applicable to any type of food product
and any type or size of container. However, for illustrative purposes, we consider
here the case of pasteurisation in tunnels which is used to treat soups, soft drinks,
98 Chapter 5. Tunnel pasteurisation, predictive sensors
beer, sausages and other foods previously prepacked in closed bottles or cans.
5.2 Process and product description
In this case study we consider the tunnel pasteurisation of highly viscous liquid
foods such as tomato or carrot puree in cylindrical food jars, see Fig. 5.1.
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Figure 5.1: Typical industrial tunnel pasteurisation equipment. (a) Traditional
conguration of the tunnel itself and (b) detail of the package typically employed.
The containers are loaded at one end of the pasteuriser and passed under sprin-
kles of water as they move along the conveyor belt. Temperature of the water changes
in three dierent zones (see Fig. 5.1(a)) so as to achieve the required lethality Horn
et al. (1997). The heat transfer occurs between the hot water lm, usually called
falling lm, and the package surface, and from the package to the food product.
Heat transfer within the food product is driven by heat conduction and convection,
which induces a temperature gradient within the food product. Safety will be, then,
assessed by means of the lethality as evaluated in the coldest point, whereas quality
is typically quantied as a surface or volumetric measure.
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However, eventual temperature deviations in the composition of the food or
in one or more of the heating zones considered during the pasteurisation process
may end up with products which do not comply with the safety requirements or
with lower quality of the nal product than expected (due, for instance, to over-
processing). In such scenarios, it is of remarkable importance to be able to guarantee
the proper process operation or at least to be capable of quantifying the relevance
of such perturbations in the nal product specications.
5.3 Time temperature integrators
Time temperature integrators considered in this work are prepared using silicon
tubes of 15 mm length, 2 mm bore and 0:5 mm. Tubes are lled with an enzyme
with the following kinetic characteristics Tref = 70
oC and zref = 7:5, equivalent to
those of the target microorganisms (see details about the denition of Tref and zref
in the following section). It should be remarked that any other TTIs could have
been selected.
TTIs will be placed inside the food package and xed to the jar walls.
5.4 Model equations
The temperature evolution within the food during the pasteurisation is described by
means of conservation laws. Under the experimental conditions considered in this
case study, the following assumptions can be made:
 The package (Fig. 5.1 (b)) is homogeneously heated therefore axial symmetry
allows to consider a 2D geometry, Fig. 5.2.
 Heat generation due to viscous dissipation is considered to be negligible.
 Boussinesq approximation in the buoyancy term, which consists of disregarding
the density dependency on the uid temperature (incompressible ow), except
in the gravity term where it is computed as pointed out in Eqn. 5.5.
 Constant physical food properties Cpprod , kprod and  (the nominal values were
taken from Boz and Erdogdu (2013)).
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Table 5.1: Nomenclature of the input parameters and variables of the model.
Symbol Parameter Value Units
a Viscosity coecient 2:596  10 4 [ ]
b Viscosity coecient 0.06219 [ ]
F0 Lethality [s]
c Viscosity coecient 4.135 [ ]
Cpprod Product specic heat 4100 [J=(KgK)]
E Energy [J ]
g Gravity acceleration 9.81 [s2m]
hjar Jar heat transfer coecient 100 [W=(m
2K)]
kprod Product thermal conductivity 0.7 [W=(mK)]
Lp Pasteuriser length 20 [m]
M Water consumption [m3=pk]
Q Flux [m3=s]
r Package radial coordinate [m]
R Package radius 0.04 [m]
Rg Ideal gases constant 8.3 [kJ=(kmolK)]
t Time [s]
T Temperature [K]
Tref Kinetic parameter 70 [
oC]
v Velocity [m=s]
z Package height coordinate [m]
Z Package height 0.09 [m]
Zref Kinetic parameter 7.5 [
oC]
prod Product thermal diusivity 1:7972  10 7 [m2=s]
 Thermal dilatation coecient 0.0002 [ ]
prod Product viscosity Eqn: 5:1 [sPa]
prod Product density 950 [Kg=m
3]
Table 5.2: Set of indexes employed in the model.
Symbol Parameter
c Coldest point
ff Falling lm
ini Initial
p Pasteuriser
pk Package
pr Process
prod Product
ref Reference
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Figure 5.2: Denition of the geometry for model simulation.
 The food product is assumed to behave as a Newtonian uid. This assumption
allows to express the viscosity as a function of the temperature (Ghani et al.,
1999):
prod = aT
2   bT + c; (5.1)
where a, b and c are constant parameters.
Conservation of mass:
Liquid foods are relatively incompressible, thus, the uid density () may be con-
sidered constant and the mass balance equation (Eqn. 1.5) is reduced in cylindrical
coordinates to:
@u
@z
+
v
r
+
@v
@r
= 0; (5.2)
with r and z being the spatial coordinates (radius and height of the package) while
u and v are the velocity eld components, ~u = [u; v]T .
Conservation of momentum in r and z:
Most of uid foods behave as Newtonian, and thus, the ux density obey the New-
ton's law of viscosity ~ =  ~r~v. Besides, in food processes the external forces
aecting the system (f) are mainly the gravitational ones. Thus, taking into ac-
count both considerations, the equation of conservation of momentum presented in
Eqn. 1.2 can be rewritten in cylindrical coordinates as follows:
prod
@v
@t
+ u
@v
@z
+ v
@v
@r

=  @p
@r
+ prod
 @
@r
1
r
@rv
@r

+
@2v
@z2

; (5.3)
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prod
@u
@t
+ u
@u
@z
+ v
@u
@r

=  @p
@z
+ prod
1
r
@
@r

r
@u
@r

+
@2u
@z2

+ bg; (5.4)
where p is the pressure, prod and prod correspond with the food stu density and
viscosity respectively, g is the gravity constant, and T represents the temperature
distribution inside the food. In the gravity term, density is usually expressed in
terms of the uid temperature as follows:
b = ref (1  (T   Tref )); (5.5)
with  being the thermal dilatation coecient. ref and Tref are given reference
values.
Conservation of energy:
Finally, considering the Fourier law to express the ux density for energy conserva-
tion (~q =  k~rT ), and taking into account that k=(cp) = , the energy conservation
equation (Eqn. 1.4) might be expressed as:
@T
@t
+ u
@T
@z
+ v
@T
@r
= prod
1
r
@
@r

r
@T
@r

+
@2T
@z2

: (5.6)
Initial conditions:
Initially the food stu is at rest (~u = 0) and at uniform temperature Tini = T0.
Boundary conditions:
a) The velocity eld components (u, v) are zero in the package walls, e.g.:
ujz=0 = ujz=Z = ujr=R = 0; (5.7)
vjz=0 = vjz=Z = vjr=R = 0: (5.8)
b) In the symmetry axis (r = 0), symmetry boundary conditions are xed for all
state variables:
@T
@r

r=0
=
@u
@r

r=0
=
@v
@r

r=0
= 0: (5.9)
c) The package bottom is touching the transportation belt assumed to be an in-
sulating material. Therefore, thermal isolation is considered in this boundary:
@T
@z

z=0
= 0: (5.10)
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d) At the right and upper sides of the package, it is in direct contact with the
falling lm of heating uid. Heat transfer occurs between the walls and the
heating uid so the boundary conditions are of the form:
kprod
@T
@r

r=R
= hjar

Tff (t)  T (R; z; t)

; (5.11)
kprod
@T
@z

z=Z
= hjar

Tff (t)  T (r; Z; t)

; (5.12)
with Tff being the temperature of the falling lm, hjar the jar heat transfer
coecient and kprod the product thermal conductivity.
Pasteurisation value
As explained earlier in section 1.3.1, the thermal death time method relates pa-
rameter DT with the temperature. Thus, the lethality of harmful microorganisms
achieved after the pasteurisation is derived from Eqn. 1.9, and usually computed
in one point of the computational domain (food geometry). In this case study the
critical point is located in the coldest spot, where the heat eect is lower:
Pprocess =
Z tb
ta
10
Tc(t;p) Tref
zref dt: (5.13)
where Tc is the temperature at the coldest point, and parameters Tref and zref
represent the kinetic coecients for the target pathogen which coincide (or are
close to) the TTIs characteristic values. Using this expression the equivalent time
at constant and variable temperatures is obtained. Additionally, the appropriate
processing time needed to get a target process requirement can be computed.
Quality attributes
The quality degradation of a food product, can also be modelled by the thermal
death time equation in every point of the food product. Here, the supercial reten-
tion of a compound i is used as a measure of the quality of the food:
Ci = 10
  1
Dref
Z tf
t0
10
Ts(t) Tref
zref dt
; (5.14)
where this expression is derived from Eqn. 1.9, being Ts the temperature at the dif-
ferent points in the surface of the food, and Tref , Dref and zref parameters dependent
on the type of nutrient considered.
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5.5 Calibration of the predictive TTIs
To calibrate the predictive TTIs the following elements will be necessary: i) model
simulation methods, ii) parameter estimation techniques and iii) experimental data.
5.5.1 Model simulation
Models as the one presented here (Eqns. 5.1-5.12), are typically solved using the
nite element method or nite volumes usually incorporated in computational uid
dynamics software Norton and Sun (2006).
Alternatively, recent works suggest the use of reduced order modelling ap-
proaches to improve eciency Balsa-Canto et al. (2002b). These reduced repre-
sentations are more convenient for optimisation related tasks such as parameter
estimation, experimental design or process optimisation.
In this work we have chosen the proper orthogonal decomposition technique as
means to obtain a ROM. Steps to derive the model were detailed in Chapter 1.
Derivation for this specic case is described here:
1. Obtain a set of snapshots that characterises the space-temporal distribution
of the variable of interest (temperature and velocity). In our case all the
snapshots are obtained from a FEM based simulation of system (Eqns. 5.1-
5.12) under dierent possible experimental conditions (Tff , T0). Since product
and package properties are unknown, several values of the parameters within
physical meaningful bounds have to be considered to obtain the snapshots.
2. Computation of the POD basis. The snapshots of the previous point are used
to compute the so-called POD basis as described in Garca et al. (2007). Let
us re-write, for convenience, Eqns (5.2)-(5.6):
@T
@t
= 4T   ~urT; (5.15)

@u
@t
= 4u  ~uru rP; (5.16)

@v
@t
= 4v   ~urv  rP + g(T   T0); (5.17)
r~u = 0: (5.18)
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In this case study 4 and r represent, respectively, the laplacian and gradient
operators in cylindrical coordinates.
In the POD technique the solutions of T; ~u are approximated by:
T (; t) 
nTX
i=1
aTi(t)Ti(); (5.19)
~u(; t) 
n~uX
i=1
a~ui(t)~ui(); (5.20)
where  represents the spatial coordinates z and r. Basis functions in the
set fTi()gnTi=1 and f~ui()gn~ui=1 are orthogonal and contain the spatial depen-
dency of the solution, while the set faTi(t)gnTi=1 and fa~ui(t)gn~ui=1 collect the time
dependent coecients.
In the POD, each element of T;i and ~u;i is computed o-line as the solution
of Eqn. 1.17, where the kernel Rx(; 0) corresponds with the two point spatial
correlation function, dened as follows:
RT (; 0) = 1
`T
`TX
j=1
T^ (; tj)T^ (
0; tj); (5.21)
R~u(; 0) = 1
`~u
`~uX
j=1
~^u(; tj)~^u(
0; tj); (5.22)
with T^ (; tj) and ~^u(; tj) denoting the measurements of the eld at each instant
tj.
The values of T^ (; tj) and ~^u(; tj) are obtained by direct numerical simula-
tion of Eqns (5.15)- (5.18). The summation extends over a suciently rich
collection of uncorrelated snapshots at j = 1;    ; `x.
The larger the number elements (nT , n~u) in (5.19) and (5.20), the better
the quality of the approximation and the larger the computational eort. A
compromise quality/eciency is required.
3. Projection of the model Eqns. 5.1-5.12 over the selected POD basis. Projection
is carried out by multiplying the original PDE system by the POD basis and
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integrating the result over the spatial domain. This task is done by exploiting
the FEM structure to numerically perform the projection.
The time dependent coecients fax;i(t)gnxi=1 are computed by projecting the
original PDE system onto the chosen POD basis. In practise this is performed
as follows: Z


T;i
@T
@t
d =
Z


T;i(4T   ~urT )d; (5.23)

Z


u;i
@~u
@t
d =
Z


~u;i(4~u ~ur~u rP )+g (1  (T   T0)) ~z

d; (5.24)
with i = 1; :::; nx and ~z being the unit vector in the in the z direction .
It should be noted that, since the POD basis for the eld ~u obey the continuity
equation then
R


~u;irPd = 0. Substitution of (5.19) and (5.20) into (5.23)
and (5.24), leads to:Z


T;i
NTX
j=1
T;j
daT;j
dt
d =
NTX
j=1
aT;j
Z



T;i4T;j   T;i(~urT;j)

d; (5.25)

Z


~u;i
N~uX
j=1
~u;j
da~u;j
dt
d =
N~uX
j=1
a~u;j
Z



~u;i4~u;j   ~u;i(~ur~u;j)

d+
g
Z


~ui (1  (T   T0)) ~zd: (5.26)
Using a compact matrix form, Eqns. 5.25 - 5.26, can be rewritten as:
daT
dt
= (AT +BT ) aT ; (5.27)

da~u
dt
= (A~u + B~u) a~u   gCT;~uaT + g(1 + T0); (5.28)
where each component of matrices Ax, Bx and CT;~u are of the form Ax(i; j) =R


x;i4x;jd, Bx(i; j) =
R


x;i(~urx;j)d and CT;~u(i; j) =
R


~u;iT;jd.
The vector of time dependent functions ax is of the form: ax = [ax;1, ax;2,
   , ax;n]T .
At this point, both, the basis functions and the time dependent coecients,
are known. So the eld can be recovered using Eqns. 5.19-5.20. Note that the
accuracy of the approximation can be improved arbitrarily by increasing the
number of elements nx in the basis set x.
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Table 5.3: Accuracy and eciency of the dierent numerical techniques used
to solve the PDE system.
Simulation Number Mean error T [%] Mean error k~uk [%] Simulation
method of ODEs Exp 1 Exp 2 Exp 1 Exp 2 time [s]
FEM 2900 - - - - 25
ROM
10 1.08 0.75 4.3 2.61 3.1
20 0.7 0.46 2.7 1.9 3.5
40 0.47 0.12 1.82 0.65 4.2
100 0.47 0.08 1.58 0.53 6.5
The nite element method using a mesh with 725 discretisation points was
employed to numerically solve the system of equations obtained from the model
reduction methodology. Since 4 state variables (T; u; v and P ) have to be considered,
using 725 grid points implies solving 2900 ODEs. In a standard PC (4 Cores and
3.25 GB RAM, processor speed of 2:83GHz) it takes around 25 s to complete one
simulation which makes the FEM approach unsuitable for practical identication
and optimisation tasks.
In order to overcome such limitation the POD technique has been applied. For
arriving to a compromise between accuracy and eciency, two validation experi-
ments regarding the POD approach have been performed. In both experiments, the
conditions were dierent from those chosen in step 1.
Table 5.3 summarises the results obtained with four ROMs of dierent dimen-
sionality being the mean error T = 100TROM TFEM
TFEM
. As shown, a ROM with 40 ODEs
(20 for the temperature equation and 20 for the velocity equation) are enough to
obtain a satisfactory accuracy (the mean error for all state variables remain below
2% without increasing signicantly the computation time). Note that the number
of equations to be solved is two orders of magnitude lower than with the FEM while
the computational cost is around six times lower.
The dynamic evolution of the temperature and velocity elds at ve spatial lo-
cations distributed along the diagonal of the spatial domain is presented in Fig. 5.3.
The experimental conditions for this simulation are those of two validation experi-
ments. Continuous lines correspond with the FEM simulations while marks repre-
108 Chapter 5. Tunnel pasteurisation, predictive sensors
0 10 20 30 40 5020
30
40
50
60
70
Time(min)
T(
ºC
)
0 20 40 60
−1
−0.5
0
0.5
1x 10
−4
Time(min)
u
 
(m
/s)
0 20 40 60
−4
−2
0
2 x 10
−4
Time(min)
v 
(m
/s)
Axis
P1
P4
P3
P2
P5
Figure 5.3: Evolution of the system using the POD approach (marks) and the
FEM (continuous lines) at dierent locations within the spatial domain
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sent the solutions of the ROM with 40 ODEs. As shown in the gure, the ROM is
able to reproduce the system behaviour.
5.5.2 Parameter estimation and optimal experimental de-
sign
In this case study the parameter estimation problem is formulated using the log-
likelihood function under the assumption of known Gaussian experimental noise:
Jllk =
nexpX
k=1
nlX
i=1
 
P TTIk;i ()k   Pmk;i
2
2k;i
; (5.29)
where nexp and nl are the number of experiments and TTIs, respectively and  the
experimental noise standard deviation. Here,  represents the set of model unknown
parameters that must be estimated. In this work the unknown parameters are those
which are dicult to measure and whose values depend on the uid composition,
package specications and heating uid characteristics. Such parameters are hjar,
prod, , a, b and c. P
TTI
k;i represents the lethality achieved at the end of the pro-
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cess under experimental conditions k as measured by the TTI located at i position.
Finally Pm corresponds to the model predictions computed as follows:
dPm
dt
= 10
T (t) Tref
Zref ; (5.30)
where T regards the mean temperature within the corresponding TTI:
T =
Z
VTTI
T (r; z) dVTTI ; (5.31)
being VTTI the volume of the TTI tubes.
A number of constraints must be considered in the task of searching for the
minimum value of Jllk in Eqn.(5.29):
 Model equations which provide us with the values of Pm for a given set of
parameters .
 Parameters a, b and c must comply with the physical requirement that the
viscosity of the product is positive, e.g., prod > 0.
 Physically meaningful bounds for the parameters.
The solution of the parameter estimation problem will be the parameter values
that are able to reproduce the experimental data as close as possible () together
with the corresponding condence intervals which provide information about the
reliability of the estimates.
The condence intervals will be computed by means of the Fisher Informa-
tion Matrix dened in section 2.3. Additionally, the mean correlation rate will be
computed in order to get a feeling of the correlation among pairs of parameters.
The reliability of the parameter estimates will largely depend on the number of
experimental data and the experimental set-up. It has been largely recognised that
an optimal design of experiments may improve condence on parameter values (see,
for example, Walter and Pronzato (1997); Bernaerts et al. (2000, 2002); Balsa-Canto
et al. (2007)).
In this case study for the optimal experimental design, each experiment will
be dened by the falling lm temperature prole, the experiment duration and the
number and location of TTIs. Each experiment will be computed solving the opti-
mal experimental design problem, which can then be formulated as a DO problem as
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follows: Find the number of experiments and experimental conditions so as to min-
imise a functional o of the Fisher Information Matrix JOED = (F) (see section 2.4)
subject to the system dynamics, maximum and minimum processing temperatures
and a maximum number of TTIs with specic locations as shown in Fig. 5.4.
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Figure 5.4: Conditions xed to compute the OED: (a) Allowed positions for
TTIs inside the jar numbered from 1 to 12, (b) Mesh used for the purpose of FEM based
computation of the TTI mean temperature (Eqn. 5.31).
The ratio between the determinant and the minimum eigenvalue was used as
the objective function of the OED (section 2.4.1), so as to achieve a compromise
condence-correlation, Garca (2008).
Parameter estimation results
Parameter estimation and optimal experimental design problems were solved us-
ing the AMIGO toolbox (Balsa-Canto and Banga, 2011) and the meta-heuristic
approach eSS (Egea et al., 2009).
Note, in Table 5.1, that some of the parameters to be estimated dier by orders
of magnitude from the others. This usually results into a source of error for the
computation of the sensibilities. In order to avoid this problem, all parameters to
be estimated were normalised so the nominal value (value employed in the in-silico
experiments) is 1 for all of them.
The starting point for parameter estimation was a factorial plan consisting of
three experiments:
 Four TTIs were used and placed at the locations regarded in Fig. 5.4 as 3, 7,
10 and 12.
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 The process duration is 60 minutes for all experiments and lethality (P TTI) is
measured at the end of the process.
 Constant falling lm temperature proles have been considered: Tff = 72oC,
Tff = 65
oC and Tff = 20
oC, for the rst, second and third experiments,
respectively.
 Initial conditions for the rst two experiments were T0 = 20oC and P 0 = 0
min. The third experiment starts from T0 = 70
oC and P 0 = 1 min1.
Gaussian distributed error with a maximum of 20% standard deviation has been
included in the in-silico experimental data to emulate experimental error.
The solution of the corresponding parameters estimation problem is : hjar =
0:92, =0:97,  = 1:33, a = 0:84, b = 0:94, c = 0:87. This optimal solution is
far from the expected optimum (all parameters equal to 1). The mean condence
interval is 251% and the maximum condence interval is 545%. The high values of
the condence intervals reveal reduced sensitivity of model predictions to parameters
values under the experimental conditions. Additionally, the correlation between
pairs of parameters is also rather signicant, see Fig. 5.5, being Crrate = 0:71.
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Figure 5.5: Correlation matrix obtained from factorial plan evaluated in the
optimum achieved.
1Initial temperature dierent from the ambient and P 0(0) dierent from zero are achieved by
perfectly mixed precooking process.
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Table 5.4: Parameter estimation results (optimal value of the parameters and mean
and maximum value of the condence intervals, CI ) for the factorial plan designed by the
user and all the optimally designed experiments.
hjar prod  a b c mean CI max CI
[ W
m2K
] [m2=s] [ ] [ ] [ ] [ ]
FP+1OD 1:02 0:88 2:74 1:19 0:81 1:20 94% 210%
FP+2OD 1:01 0:97 1:55 1:17 0:81 1:03 45% 104%
FP+3OD 1:01 0:98 1:47 0:96 0:85 1:07 12% 27%
FP+4OD 1:01 0:99 1:02 1:08 1:00 1:01 1% 2:3%
Figure 5.5 conrms that viscosity related parameters a; b; c are highly corre-
lated among them but they are only slightly correlated with thermal heat transfer
and thermal dilatation coecient.
In order to improve the quality of parameter estimates a sequential optimal
experimental design was performed. The underlying idea was to add an experiment
at a time so as to progressively reduce the condence intervals. Table 5.4 collects the
PE results when information of all optimally designed experiments are employed.
Condence regions are signicantly reduced as new information become available.
In fact, the use of the factorial plant (FP) plus four optimally designed experiments
(OD) results in a 2:3% maximum condence interval.
The optimal control proles for FP +1OD, FP +2OD, FP +3OD and FP +
4OD tests, as well as the optimal location for the TTIs, are presented in Fig. 5.6.
Note that the switching time between steps changes from one experiment to another,
the optimal proles are both step-up and step-down ones, the step length as well as
the location of TTIs change, and the TTIs are located to recover information from
all the walls, although mostly towards the bottom of the package.
Fig. 5.6 also shows how the correlation matrices become lighter as extra infor-
mation is used, which means that the correlation between parameters is reduced. In
fact, the mean correlation rate is reduced from 0:71 until 0:30 using four optimally
designed experiments.
The designing of new experiments was carried out until satisfactory condence
intervals were achieved. Fig. 5.7 summarises the parameter estimation of some of the
unknown parameters considered. The optimal value for the parameter is represented
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Figure 5.6: Control proles and sensor locations used to perform the PE
for all optimally designed experiments, and correlation matrix obtained from
each PE evaluated in the optimum achieved. (a) First optimally designed (OD)
experiment and correlation matrix (Cr) for FP+1OD. (b) Second OD experiment and Cr
for FP+2OD. (c)Third OD experiment and Cr for FP+3OD. (d) Fourth OD experiment
and Cr for FP+4OD.
together with its corresponding condence interval (bars). It seems clear from this
gure that quantity as well as quality of data used in the parameter estimation task
helps to decrease the parameters condence intervals. Fig. 5.8 is presented in order
to illustrate how more quantity and quality of information aects the shape of the
objective functions, making easier the practical identiability of the unknowns.
114 Chapter 5. Tunnel pasteurisation, predictive sensors
(a) (b)
FP+1O
ED
FP+4O
ED
0.  6
0.  8
1
1.  2
1.  4
FP+2O
ED
FP+3O
ED
α   
pr
o
d
FP
−3
−1
1
3
5
c µ
FP+1O
ED
FP+2O
ED
FP
FP+3O
ED
FP+4O
ED
Figure 5.7: Changes in the condence intervals for two parameters as new
experimental information is available. (a) prod and (b) c.
(a) (b)
0.9 1 1.1 1.2
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
h    (W/ Cm  )   jar 0  2
α
 
 
 
 
 
 
 
(m
 /s
)
 
 
pr
o
d
 
2
h    (W/ Cm  )   
0.9 1 1.1 1.2
0.75
0.8
0.85
0.9
0.95
1
1.05
α
 
 
 
 
 
 
 
(m
 /s
)
 
 
pr
o
d
jar
0
 2
 
2
Figure 5.8: Shape of the objective function for a pair of unknown param-
eters, (a) using the FP experimental information, (b) using the FP+1OED
experimental information. It is clear how the new information aects positively the
identiability of the parameters.
5.6 Examples of use of predictive TTIs
By complementing direct measurements of quality and safety factors with mathe-
matical physico-chemical models, the predictive TTI concept provides a full picture
of the process history and its eects on the product. Among other capabilities we
remark: a)A complete documentation of the process itself and b) the detection and
prevention of deviations of process conditions.
Disturbances may include changes of process temperature proles or undocu-
mented product specications, for instance. In addition, confronting actual mea-
surements with models via optimisation will serve to infer possible causes of process
deviations (perturbations) thus contributing to enhance on-line process diagnosis,
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at least on a batch to batch basis. Following, examples of the applicability of pTTIs
are presented by using computational experiments, which are based on the FEM
plant with the nominal value for thermo-physical parameters.
In this section dierent examples of the use of predictive TTIs will be presented:
 In the rst one, a regular process operation in absence of disturbances is as-
sumed. pTTIs can be used the full document the process, making possible the
quantication of the evolution of unmeasured parameters as quality.
 In the second one, a process operation aected by disturbances is considered.
In this case, pTTIs are presented as a tool to, not just detect the eect of
the disturbance in the nal product, but also as a way to recover the actual
process operations and its eect on the unmeasured parameters.
 Finally, a process optimisation provided the initial conditions are known, is
performed in order to show an extra application of the process modelling and
predictive sensors proposed in this work.
5.6.1 Process evaluation
When the results of the pasteurisation process are those expected in terms of nal
lethality of the product, pTTIs can provide a full documentation of the process.
Prediction of quality attributes
A new experimental set-up was employed to validate the predictive TTI predictive
capabilities. The validation consists of the comparison of the results achieved with
two standard TTIs and the pTTIs. Results reveal good predictive capabilities of
the pTTI with errors within the expected TTI experimental error (Fig. 5.9).
It should be noted that the pTTIs enable the possibility of reconstructing
the temperature and velocity distribution as well as quality and safety dynamics
throughout the process. Fig. 5.10 presents the distribution of temperature and ve-
locity of the product at a given time.
116 Chapter 5. Tunnel pasteurisation, predictive sensors
(a) (b)
0 20 40 60 80 100
0
1
2
3
4
5
6
Time (min)
PT
TI
 
 
 
(m
in)
 
 
TTI (safety)
Smart TTI
0 20 40 60 80
0.94
0.95
0.96
0.97
0.98
0.99
1
 
 
TTI (ascorbic acid)
Smart TTI
Time (min)
R
e
te
n
tio
n
Figure 5.9: Comparison of the TTI measurements and pTTI predictions:
(a) microbial lethality and (b) acid ascorbic retention. The dynamic of the acid ascorbic
degradation the next values have been considered, zref = 44:6 and D75 = 949.
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Figure 5.10: Distribution of the product temperature and velocity eld at a
given time as predicted by the pTTI.
5.6.2 Inference of process conditions
In scenarios of unexpected disturbances and dierent process results from those pre-
supposed, pTTIs can provide a complete documentation of the process as they allow
the inference of the product temperature and uid velocity elds. Additionally, they
contribute to the detection of the discrepancies between quality/safety indicators
and the corresponding model estimations, enabling the diagnosis and prevention of
the actual causes of process deviations by solving an optimisation problem.
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In order to recover the actual conditions of the process under the presence of
perturbations, an optimisation problem can be formulated as:
min
k
 =
pX
i=1
P TTIi   Pmi
P TTIi
2
Subject to
M(T; ~u; Tff ; tp; k; ~; t) = 0;
kL  k(t)  kU ;
(5.32)
where tp is the duration of the process itself and M stands for the model equations
(2-15). Finally,  refers to the functional to be minimised in order to recover the
process operation conditions which, in this case, is the distance from the measured
(Pmi ) to the measured (P
TTI
i ) nal lethality and k(t) is the variable which has
originated the lethality deviation, which can be the falling lm temperature, or any
of the food properties.
Process reconstruction
The recovery of the process conditions under unexpected perturbations which have
an impact in the TTIs measurement can be performed by solving the control problem
presented in this section. In this regard, dierent scenarios have been studied i) a
disturbance in the falling lm temperature and ii) a discrepancy between expected
and real food composition.
i)The inference of temperature proles as it is presented in Table 5.5 i) has been
proved to be possible using four TTI. The proles recovered from the process lead
to very small discrepancies between real and predicted lethality (see Fig. 5.11).
ii)Regarding the food composition the results are presented in Table 5.5. It can
be noted that the predictive TTIs are able to recover the actual food composition
leading to quite small discrepancies between real and predicted viscosity values.
5.6.3 Process optimisation
In the industry, traditional operation conditions for tunnel pasteurisation of foods
consist of loading the prepackaged food into conveyor belts and move them under
sprinkles of water at dierent temperatures. Heating and cooling zones are typically
distributed as shown in Fig. 5.12 (Horn et al., 1997).
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Table 5.5: Results of the recovering problem using the predictive TTI struc-
ture. i) Recovering the falling lm temperatures. ii)Recovering the parameters of food
viscosity.
i)
T(heating) T(past.) T(cooling)
Process conditions 50oC 75oC 30oC
Recovered conditions 50:03oC 74:99oC 29:4oC
ii)
a b c
Process conditions 1 1 1
Recovered conditions 1:04 1:02 1:01
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Figure 5.11: Real and recovered lethality proles obtained by solving the
optimisation problem. Lines stand for the measured values obtained after performing
the experiment, and dots for the values estimated with the recovered temperatures.
Traditionally the falling lm temperature used in each zone and the velocity
of the conveyor belt (which establishes the time the food remains in each zone) is
determined by means of trial and error analysis trying to minimise the operation
costs while guarantying the nal desired microbial lethality. Predictive TTIs can be
used to eciently design the process so as to minimise resources consumption or to
maximise the quality of the nal product while guaranteeing the product safety.
The mathematical formulation of the process optimisation problem will read as
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Figure 5.12: Traditional scheme of water recirculation in tunnel pasteurisation
of foods. Using this scheme, the water is recirculated during the process allowing to reduce
energy and water costs.
follows:
min
Tff (t);vb
JPO(tpr)
Subject to:
M(x; P TTI ; Tff ; vb; ~; t) = 0;
TLff  Tff (t)  TUff ;
P TTI(tf )  P 0U ;
Tc(tf )  TU ;
vLb  vb  vUb ;
(5.33)
whereM stands for the model (Eqns. 5.1-5.14 and x is a vector containing the state
variables u; v; T and P . TLff and T
U
ff are the maximum and minimum falling lm
temperatures allowed, P 0
U
the nal lethality required, TU the maximum tempera-
ture allowed in the coldest point at the end of the process, tpr the time a package
remains in the pasteuriser and vUb and v
L
b the maximum an minimum velocity of
the conveyor belt allowed in the pasteuriser, which establishes the processing time
required to pasteurise a food package. Finally JPO stands for the objective function
to be optimised, which may be related to the resources intake (JPO = E(tf )), the
nal product quality ( JPO = Ci(tf )), etc.
The process optimisation problem is written as a dynamic optimisation problem.
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Numerically, such DO problem is transformed into a NLP with dynamic constraints
solved following the scheme (Fig. 3.4) with eSS as a NLP solver.
Minimising the resources intake
Since the tunnel pasteurisation has extremely high operating costs, the nal goal of
the problem is to reduce the resources intake as much as possible. In this regard, the
focus is done in the consumption of water and energy as they are the most critical
resources consumed during the food pasteurisation.
The high demand of water of the pasteurisation lies, mainly, in the showers
consumptions, as they are spreading hot water over the packages surface. In fact,
any other water intake can be disregarded when comparing to this one. The total
water consumption per package during the process (M) may be easily determined
by knowing the ux of water used per package (Q) and the time each food container
remains in the pasteuriser (tpr = Lp=vb) as:
M(t) = Q  t: (5.34)
Most of the energy intake during any pasteurisation process is devoted to heat
the product. Therefore in this work the energy consumed by each food package is
assumed to be the energy needed to rise the temperature of the product it contains:
dE
dt
=
Z 2
0
 Z Z
0
kprod
@Tprod
@r
jr=Rdz +
Z R
0
kprod
@Tprod
@z
jz=Zdr
!
d; (5.35)
where E(t) stands for energy consumption per package at a time t, the rst and
second summation terms of the right hand of the equation are the energy absorbed
by the upper and the lateral boundaries of the food package respectively. 2
The water consumption of the industrial process is proportional to the process
duration (see Eqn. 5.34). Additionally, the shorter the process the higher the energy
intake as shown in Fig. 5.13. From this gure it can be seen how if the water
consumption is xed, and the weights for water and energy consumption are modied
2It must be noted that the water recirculation scheme has been taken into account in all DO
problem formulations proposed, as it is a way to eciently reduce the water consumption of the
process.
5.6. Examples of use of predictive TTIs 121
in the performance index, a set of solutions can be obtained. However, if process
time is considered, and taking into account that water is cheaper than energy, the
performance index will decrease as soon as process duration increases.
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Figure 5.13: Eect on the energy and water consumption of the process
duration.
Therefore, it seems appropriate to minimise water use by means of recirculating
water while operating conditions will be computed so as to minimise the energy
intake, taking into account the following specications: TLff = 20
C ( TLff = 60
C
for the pasteurisation stage) and TUff = 95
C, T  = 50C, nal lethality F 0 = 5min
and vUb  vbmax , being the length of the pasteuriser Lp = 20m.
Figure 5.14 presents the optimal falling lm temperatures to pasteurise the food
using two dierent minimum conveyor belt velocities (in Table 5.6 an extra velocity
is considered). As expected the lower vb the lower the energy intake but the higher
the water consumption. A 20% reduction in the energy intake lead to increases
of 22% in the water used when going from 7:4mm=s to 6:1mm=s belt velocities.
Besides a 25% energy reduction and 44% water increment is leaded by the change
in the belt velocity from 7:4mm=s to 5:1mm=s.
Results presented in Table 5.6 point out that a reduction in the energy intake
can be achieved using longer processing times. However, this translates into higher
water consumptions and reductions on the production rates. Results reveal that a
careful analysis for each particular case must be done in order to decide whether the
reduction on the intake of one of the resources is more limiting than the other.
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Figure 5.14: Optimal operation conditions minimising the energy intake us-
ing dierent maximum conveyor belt velocities (Table 5.6). (a)v0b1 = 7:4mm=s
(b)v0b2 = 6:1mm=s . The red line represents the temperature of the coldest point within the
food product.
Table 5.6: Optimal operation policies minimising the energy intake for dier-
ent maximum conveyor belt velocities.
vb Energy M Retention
[mm=s] [kJ=pk] [m3] [%]
7.4 3:29 45q 93:1
6.1 2:61 55q 92:5
5.1 2:50 65q 92:2
Minimisation of the quality loss
Apart from minimising the resources cost of the pasteurisation process, other opti-
misation problem which has been addressed in the literature related to food thermal
processing is the quality loss of the food due to the impact of the heat in the nutri-
ents.
In this regard the objective function of the formulated optimisation problem
can be written as a measure of the nal product degradation (see Eqn. 5.14), and
the problem can be solved to optimally operate the pasteurisation minimising the
nutrients loss while guarantying the safety of the nal product.
Dierently to what happens with the energy intake, the quality retention of
foods does not present a direct dependence to the conveyor belt velocity. There-
fore, to minimise the quality degradation of foods must be done computing the
temperatures of each stage and also the time the food remains in the pasteuriser.
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In order to see the eect of the dierent heat transfer on the optimal operation
policies, in this subsection the PO is exemplied for two dierent types of food; semi-
uid and solid foods. The temperature distribution inside the solid food was model
by means of a new predictive TTI, which makes use of the Fourier equation and the
FDM method to simulate the temperature inside the product (see Fig. 5.15(a)).
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Figure 5.15: Dierent heat transfer behaviour for dierent foods. (a) Conduc-
tive foods and (b) highly viscous liquid foods.
Results of the PO problem using conveyor belt velocities ranged between 3
and 8mm=s as those used in industrial pasteurisers, are shown in Fig. 5.16. Such
results show that gradual heating/cooling conditions are optimal in order to prevent
nutrient loss. Additionally, it can be noted how optimal proles depend on the type
of product being processed: if the heating is dominated by conduction (solid foods)
the process is slower and lower temperatures are to be used to avoid quality loss.
5.7 Conclusions
This case study presents the idea of predictive time temperature integrators as a
means to recover and to predict safety and quality evolution in thermal processing.
The underlying idea is to combine a rigorous but computationally ecient model
of the process at hand with state-of-the-art parameter estimation and model based
experimental design techniques so as to retrieve the thermo-physical properties of
the food product and package.
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Figure 5.16: Optimal falling lm temperature proles to minimise the loss of
nutrients in for dierent food products. (a) Solid food and (b) uid food.
The methodology was illustrated with an example related to thermal pasteuri-
sation of food products in tunnels. The results showed how with a reduced number
of experiments and TTIs, it is possible to calibrate the predictive TTIs to accu-
rately recover the evolution of temperature in the interior of the food product and,
therefore, the microbial lethality and the deterioration of quality attributes.
The use of predictive sensors brings new possibilities for process monitoring and
optimisation: i) a unique type of predictive TTIs may be used to validate the process
and to follow quality loss ii) and allow the recuperation of process conditions under
unexpected perturbations; iii) they facilitate the design of product-package specic
operating conditions which guarantee food safety, while minimising the impact on
quality related factors and iv) their computational eciency enables the possibility
of taking decisions in real time, provided TTIs can be retrieved at dierent stages
of the process.
The analysis concerning the process optimisation has shown up that the process
operations might be improved in dierent ways, examples on the resources consump-
tion and nal product quality has been presented. Additionally, the use of pTTIs
enables the possibility of easily computing optimal operating conditions for dier-
ent products. This contributing to facilitate and to accelerate the design of new
operating conditions for new products.
CHAPTER 6
Batch Sterilisation, Real Time Optimisation
6.1 Introduction
The aim of thermal sterilisation is the destruction or inactivation by the action
of heat of potentially harmful spores or microorganisms that might be present in
the foodstu. To that purpose the prepackaged product is subject to a prescribed
temperature-time prole calculated so to ensure the reduction of spores or microor-
ganisms to levels that are harmless for human consumption, even if stored during
large periods of time.
Thermal sterilisation is a particularly demanding operation in terms of energy
consumption and process time. In addition, it may lead to signicant product quality
losses if not operated properly, as nutrients or sensory parameters (colour or texture
for instance) can be adversely aected by the thermal treatment. In fact, thermal
processes will have a detrimental inuence on product quality.
The eect of the time-temperature proles on the operation costs and product
quality, was well understood in the past. In the same way, the adverse eect of
disturbances in the process, such as those in steam supply that could lead to rejection
of the batch or reprocessing were studied also extensively (Teixeira and Tucker,
1997).
In the 70's, research eorts in thermal sterilisation were directed to compute
optimal retort temperature proles. The formulation of optimal control problems for
thermal processing typically made use of retort temperature as the control variable
(Teixeira et al., 1975). Saguy and Karel (1979) and Nadkarni and Hatton (1985)
were among the rst to formulate and solve an optimal control problem to maximise
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quality (in this case thiamine retention) in thermal processing for conduction-heated
foodstu. The study of optimal control policies for thermal sterilisation was ex-
tended by Banga et al. (1991) to a number of optimal control problems involving
minimisation of time and energy, as well as maximising product quality, subject
to a constraint on the minimum nal lethality. As a result, a set of constant and
variable retort temperature proles were proposed. Its implementation however
required knowledge of the retort dynamics which demanded advanced controllers
(Alonso et al., 1997).
Based on a model predictive control paradigm, Chalabi et al. (1999) proposed
the on-line implementation of an optimal control solution for thermal sterilisation.
However, the controller only made use of the heat transfer model for the product
without consideration of the dynamics of the retort and similar problems were con-
sidered by Balsa-Canto et al. (2002b). More recently, optimal control problems for
thermal sterilisation oriented to quality maximisation have been undertaken in the
context of multi-objective optimisation (Erdogdu and Balaban, 2003; Sendn et al.,
2010; Abakarov et al., 2009), local and global optimisation algorithms (Chen and
Ramaswamy, 2002; Ansorena and Salvadori, 2011; Enitan and Adeyemo, 2011), and
adaptive search techniques (Simpson et al., 2008; Simpson and Abakarov, 2011).
Unfortunately, most works disregard the dynamics of the retort when com-
puting optimal policies for thermal processing. This may lead to unfeasible retort
temperature proles or processes undergoing high energy consumptions, as observed
by Alonso et al. (1997) and conrmed in the present work. These authors developed
model based and adaptive control schemes to implement optimal retort temperature
proles that minimised the adverse eects produced by temperature deviations.
Typically, what is meant by on-line retort control is the implementation of
logic decision charts which when deviations in temperature happen will propose
alternative heating proles (usually constant time-temperature) compliant with a
process requirement. This usually reduces to a minimum required lethality and does
not pay attention to product quality. As discussed in Teixeira and Tucker (1997);
Akterian (1999), and more recently by Simpson et al. (2007a,b), system decisions
are based on real time recording of microbiological lethality. Monitoring systems
may be completed with a set of decision rules aimed at selecting a given constant
retort temperature to be performed in the event of process deviations, so to assure
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a minimum lethality. More advanced rules are computed by taking into account
previous temperature history, but usually assume constant temperature until the
end of the cycle (Simpson et al., 2007b).
Nowadays, and mainly driven by consumer demand, food industries are making
signicant eorts to ensure that their products will attain the highest possible qual-
ity without compromising safety standards. This fact calls for novel operation modes
for thermal sterilisation, optimally adapted to product safety and quality specica-
tions even in the presence of faults. Such aim, however, is hampered by a number of
obstacles which dicult on-line optimal decision making. Among those, there is the
complexity of any reliable description of a process (model) which being essentially
batch, may involve a variety of phenomena associated to bio-transformations as well
as mass and energy transfer mechanisms with its diversity of spatial and temporal
scales (Koribilli et al., 2011). From a control point of view, advanced model-based
predictive control methods (MPC) are the appropriate framework capable of produc-
ing optimal temperature and pressure proles on an uncertain environment (Banga
et al., 2008). In particular, the MPC approach has been successfully applied in the
context of batch processes in the food industry, (e.g. Flores-Cerrillo and MacGregor,
2005; Kurtanjek, 2008).
In this chapter we present a robust model based decision-making architecture
to optimally command thermal processing operation, despite process uncertainty
or unexpected process disturbances. First, models for both the product and the
retort are identied. From the models, reduced order representations are obtained
that can be used in real time. A suitable combination of optimisers is selected for
the purpose of RTO and the possible infeasibility of the resulting policies has been
overcome by including within the dynamic optimisation problem the dynamics of
the thermal unit itself. Finally, experimental evidence of the performance exhibited
by the proposed control conguration will be given and discussed.
6.2 Pilot plant description
This case study considers the problem of optimally controlling the pilot plant steam
batch thermal sterilisation unit depicted in Fig 6.1, and located at the IIM-CSIC.
A typical sterilisation cycle is traditionally divided in three stages: venting,
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Figure 6.1: Pilot plant batch retort employed for the control experiments. In
the picture it can be seen a pneumatic valve at the upper left corner and two of the three
PT100 located around the vessel.
heating and cooling (Lopez, 1987). During the rst stage (venting) air is swept o
the retort with steam to ensure that the heating medium contains just saturated
steam. To that purpose, bleeder and drain valves are kept fully open while steam is
being injected in the retort until its pressure equals that of water vapour pressure at
the retort temperature. The cycle continues with the heating stage, which is where
sterilisation takes place, by keeping the product under a given retort temperature
prole associated to a determined lethality at the coldest point within the product.
Finally, and in order to reduce over-processing, the product is cooled down to room
temperature by water owing into the process vessel. In order to compensate for
any pressure drop that results from vapour condensation, overpressure is produced
in the retort by air injection, right before water enters.
The sterilisation unit used in this work consists of a 350 litres steel vessel with
a product storage grid box. The grid box has rotary capacity and a fan to ensure
temperature homogeneity during the heating sterilisation cycle. As presented in
Fig. 6.2, the retort unit is equipped with pneumatic valves, used to control temper-
ature and pressure along the sterilisation cycle by regulating steam, air input and
bleeder streams.
Two motorised valves, one to set up cooling water ow and the other dedicated
to drain water from the vessel (either condensate or cooling water) complete the set
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Figure 6.2: Diagram of the thermal processing unit and the computer acqui-
sition and control system. The thermal system includes the steam supply line and the
sterilisation retort. ADAM modules (Advantech) are employed to record temperature and
pressure in the vessel and send it to the computer. Valve positions are transmitted to the
actuation elements by the computer via a digital card (National Instruments).
of actuators. Pressure and temperature in the retort are measured by a number of
ST18 piezo-resistive and PT100 temperature transmitters, indicated as P and T in
Fig. 6.2. These devices are installed both along the steam supply line (from boiler to
steam valve) and in the retort. A set of thermocouples (Ecklund type T) (indicated
as TC in the gure) is also employed to measure temperature at dierent locations
within the product. As represented in the gure, signals are processed by ADAM
modules and recorded in the monitoring and control computer.
The monitorisation and control interface for controlling the pilot plant has been
developed in Labview1, a exible acquisition and control software environment to
1http://www.ni.com/labview/
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record temperature, pressure and valve position on the one hand, and to implement
control actions on the other, Fig. 6.3. In the present study, data sampling and
actuation were carried out at intervals of 5 seconds. The environment allows the
integration of MATLAB compatible process, so that simulations and optimisation
can be integrated in the scheme. This enables on-line prediction of the evolution
of safety and quality parameters such as lethality or nutrient retention. A diagram
showing the information ow between the process and the dierent elements that
constitute the control system is presented in Fig. 6.4.
  Set up area to x :
 the experiment duration,
 the sampling time and
 the output data le name.
Warning area,  where any problem 
during the experiment is reported.
Control area,  where the position of the 
control variables can be checked and 
modied manually.
Monitoring area, any relevant simulated 
and measured varibles can be seen.
Figure 6.3: Interface of the data acquisition module.
The input-output data transfer, monitoring and control, simulation and opti-
misation units constitute the building blocks of the real time optimal controller.
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Figure 6.4: The software-hardware architecture, and the information ux.
Information on the current status of the process is collected by the data acquisition module
and sent to the plant simulator as initial conditions to predict future scenarios. The
optimisation module will interact with the simulator to compute the optimal policies. The
resulting optimal prole will be sent back to the data acquisition as set-points.
6.3 Model equations
The mathematical representation of our plant comprises two interrelated models,
one to describe temperature and pressure evolution in the retort unit, and the other
to describe the evolution of safety and quality product properties during the thermal
treatment.
6.3.1 Model of the thermal sterilisation retort
The model employed to describe the evolution of the retort temperature and pressure
along the sterilisation cycle is based on the one proposed by Alonso et al. (1997).
The model is based on mass and energy balances for liquid water, steam and air on
the retort under well mixed conditions and the ideal gas assumption.
Using the subscripts s, w and a, to denote steam, water and air, respectively,
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mass balances in the retort take the form:
dms
dt
= F is   xsFb + ; (6.1)
dmw
dt
= F iw   Fd   ; (6.2)
dma
dt
= F ia   xaFb; (6.3)
where F represents ows, superscript i input streams, and xs, xa, are the mass
fractions of steam and air in the bleeder stream. The expressions that describe
ows through steam and bleeder valves during the heating stage as a function of the
states (temperature, pressure), steam pressure supply (Psupply) and valve associated
behaviour is presented in Fig. 6.5.
The term  in the right hand side of Eqn. 6.1 and Eqn. 6.2 represents the vapour
ow transferred from the liquid phase to the vapour phase within the retort. This
term was rst introduced in Alonso et al. (1997) to describe scenarios in which both
liquid and vapour phases coexist as it is the case during the early stages of cooling
or under incomplete drainage during heating. At every instant,  must be such
that it balances the mass of steam accumulated in the available volume with that in
equilibrium at the retort temperature. Thus it can be computed as the value which
makes zero the following equation:
	() = ms()  P
eq(Tret)Vs()Mw
RTret
; (6.4)
where P eq is the vapour pressure of water related to the retort temperature by
Antoine's law2. Mw denotes molecular weight of water and R the universal constant
of gases. Finally, Vs in Eqn. 6.4 represents the volume available to the vapour
phase, which is obtained as the dierence between that of the retort Vret and the
one occupied by the liquid water phase (density w) , e.g.
Vs = VR   mw()
w
: (6.5)
It must be noted that during the heating stage all the condensate formed is drained,
thus  = 0 what simplies the mass balances.
2As it can be found in any standard textbook on process thermodynamics, the expression reads
P eq = exp

A+ BTret C

, with A, B and C being parameters dependent on the particular chemical
species, water in this case.
6.3. Model equations 133
Under the same assumptions, the balance for internal energy U in the retort is:
dU
dt
=
X
j
F ijHij   Fb(Hbsxs +Hbaxa)  FdHdw  Qtot; (6.6)
where:
U =
X
j
mjUj: (6.7)
Uj represents internal energy per unit of mass, and the summations in Eqn. (6.6)
and Eqn. (6.7) extend to all components/phases (e.g. s, w and a) in their respective
input streams or in the retort. Hbs, Hdw and Hba denote enthalpy per unit of mass for
saturated steam, water and air at the conditions of the bleeder and drain streams,
as indicated by the superscript. Finally, the term Qtot represents the heat transfer
rate associated to all relevant heat sinks. These include the heat absorbed by the
retort itself (Qret), the product Qprod, and the heat released to the environment by
radiation and convection (Qrad and Qconv), so that:
Qtot = Qret +Qprod +Qrad +Qconv: (6.8)
The expressions employed for the dierent heat transfer rates are presented in
Table 6.1.
Regarding the ux owing through the valves the expressions considered are
similar to those presented in Smith and Corripio (1997), their behaviour can be
seen in Fig. 6.5. Steam and bleeder valve uxes are given by:
Fs = 3:4  10 8s(us)CfPin
p
Gf (ws   0:148w3s); ws = 1:63Cf
q
Pin Pr
Pin
,
Fb = 3:4  10 8b(ub)CfPr
p
Gf (wb   0:148w3b ); wb = 1:63Cf
q
Pr Pe
Pr
;
with Pin and Pe being, respectively, the pressure of the inlet steam stream and
the pressure in the exterior of the vessel (usually atmospheric pressure). Cf is the
critical ux factor whereas Gf refers to the gas specic gravity. The term j(uj),
with j  s for steam and j  b for bleeder, is of the form j(uj) = Cvjujj . Valve
opening uj accepts values between 0 and 1. Depending on the value of j dierent
types of valves are considered:
 Linear ow valve (j = 1): The ow is proportional to the amount of the valve
opening
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Table 6.1: Heat transfer rates associated to the main sinks. mprod and Cpprod are
the total mass and heat capacity of the product. mret, Aret and Cpret are the total retort
mass, area and heat capacity, respectively. " is the emissivity of the object, and  is the
Stefan-Boltzmann constant.
Qret = mretCpret
dTret
dt
Qprod = mprodCpprod
Z
V
_Tprodd
Qrad = "Aret(T
4
ret   T 4ext)
Qconv = hcAret(Tret   Text)
 Equal percentage ow valve (j > 1): For low values of u (valve almost close)
the uid ow is almost not aected by the value of u. As the value of u
increases the uid ow rapidly changes with variations in u
 Quick opening ow valve (j < 1): For low values of u the ow increases very
rapidly with u. As the value of u grows, the ow growth rate decreases
0 10050
50
100
Valve position (%)
C
v
(%
)
Equal percentage
Linear ow
Quick opening
Figure 6.5: Characteristic curves of the ux for the dierent valves.
During the heating stage, model Eqns. 6.1-6.6 can be simplied since only sat-
urated steam is present in the retort. In this case U (relation (6.7)) reduces to
U = ms(Tret)Us(Tret). Computing its time derivative, substituting Eqns (6.1) and
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(6.6) into the resulting expression and reordering terms, we end up with the following
nonlinear dierential equation:

dTret
dt
= Fs   Fb   Qrad +Qconv

; (6.9)
with  of the form:
 =

mretCpret

 

BT
(T   C)2 + 1

VsP
eq
RT 2ret

; (6.10)
which describes the evolution of the retort temperature as a function of steam and
bleeder ows.
As in practise the system operates under well mixed conditions, the variables
of interest are described by a set of ODEs, which simplied can be expressed as:
dx
dt
= f(x; ) + g(x;u; ); (6.11)
where f(x; ) and g(x;u; ) are nonlinear functions. x denotes the state being the
retort temperature , Tret. The input vector u contains the relevant control vari-
ables, which in this case are the valve positions for the steam and air input streams
as well as output streams such as drain and bleeder. Finally,  denotes the vector
of critical parameters associated to the process which, here, corresponds with the
convective heat transfer coecient of the vessel hc, and steam and bleeder valve
constants (Cvs; s) and (Cvb; b).
6.3.2 Model of the food product
We assume that, during the sterilisation process, the temperature of the medium
surrounding the package, i.e. the retort temperature Tret, is homogeneous. There-
fore, axial symmetry allows to reduce the original 3D spatial domain to a 2D version
presented, together with the spatial discretisation scheme, in Fig. 6.6.
The dynamics and spatial distribution of the product temperature is described
by the Fourier heat equation:
prodcpprod
@T
@t
= prod

1
r
@
@r
+
@2
@r2
+
@2
@z2

T; (6.12)
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Figure 6.6: (a) Picture of the package used in the experiments. (b) Half section
of the package geometry and nite element mesh.
where T (r; z; t) represents the product temperature, and prod, cpprod and prod are,
respectively, the product density, specic heat and thermal conductivity. Bound-
ary conditions are required to solve Eqn. 6.12. Heat ux, driven by the dierence
between the retort and the package boundary temperature, is considered:
prodn^  rTg = hg(Tret   Tg); (6.13)
prodn^  rTm = hm(Tret   Tm); (6.14)
with Tg and Tm being, respectively, the temperature in the glass and metal bound-
aries. r is the gradient operator whereas hg and hm represent the glass and metal
heat transfer coecients. Tret corresponds with the retort temperature which can
be obtained either from experimental measurements or using the model developed
in previous section. For the estimation purposes in this case study, experimental
measurements will be used to represent Tret. Finally, n^ is a unit vector pointing
outwards the boundary.
The reader may note at this point that Eqn. 6.12 contains derivatives of the
temperature with respect to the spatial coordinates (@T
@r
, @T
@z
). The solution of PDE
system in Eqns. 6.12-6.14 can be found using classical numerical schemes. In par-
ticular, the nite element method (FEM) is recommended because of its capacity
to deal with complex geometries as the one here considered. The spatial domain
6.3. Model equations 137
is divided into a number of elements, as shown in Fig. 6.6, so as to transform the
original PDE into a set of ODEs. This translates into solving around 460 ODEs
which hampers the use of this technique for model identication well as real time
tasks.
In order to overcome these limitations of the FEM, the Proper Orthogonal De-
composition (POD) will be applied. In the POD, the temperature is expressed as
a linear combination of time dependent coecients and spatial dependent functions
(basis functions):
T =
1X
i=1
i(r; z)mi(t) 
nX
i=1
i(r; z)mi(t): (6.15)
The original PDE is projected onto the basis functions (i(r; z)). As a result, the
following system of ODEs is obtained :
prodcpprod
dm
dt
= (prodA + hgAg + hmAm)m+ (hgBg + hmBm)Tret; (6.16)
where m = [m1;m2; :::;mn]
T and each element (i; j) of the dierent matrices is of
the form:
A(i; j) =  
R
V rirj dV ; Ax(i; j) =  
R
Bx ij dBx;
Bx(i) =
R
Bx iTr dBx; with x = g;m;
with V , Bg and Bm being, respectively, the spatial domain and the glass and
metal boundaries.
In order to test this ROM, both the FEM and the POD techniques have been
employed to solve system (6.12)-(6.14). In the simulation experiment, three steps
have been implemented in the retort temperature (Tret = [130; 103; 122]
0C). Pa-
rameter values are:
 = 1348kg=m3; cp = 3542J=kgK;  = 0:73W=mK;
hg = 200W=m
2K; hm = 500W=m
2K:
Figure 6.7 shows the evolution of the temperature at three dierent locations inside
the package: p1 = (0; 0:031) m, p2 = (0:0177; 0:0517) m and p3 = (0:0265; 0:062) m
where the rst coordinate indicates the radius while the second one represents the
height. Continuous lines correspond to the FEM solution with N = 462, i.e. 462
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Figure 6.7: Comparison between the nite element results (continuous lines)
and the POD (marks) at three spatial points.
ODEs, while marks represent the POD simulation results with n = 13, i.e. 13
ODEs. As shown in the gure, the POD is able to represent the system dynamics
with satisfactory accuracy. The mean dierence between the FEM and the POD
was, in this simulation experiment, 0.03 oC. The POD model in Eqn. 6.16 will be
employed in the remainder of this work.
These equations are combined with temperature dependent kinetics to account
for the evolution of safety and quality parameters within the product (section 1.3.1).
In testing the on-line optimising control conguration, lethality at the coldest point
F0(t), and nutrient retention at the surface (Ci(t)) will be considered as the repre-
sentative safety and quality parameters. Quality degradation of the food product,
Eqn. 1.9 is applied to its surface:
dlog(Ci)
dt
=   1
Di;ref
10

Ts Ti;ref
Zi;ref

; (6.17)
while in order to obtain the lethality of the harmful microorganism achieved with
the sterilisation Eqn. 1.9 is applied to the coldest point:
dF0
dt
= 10
Tc(t) TM;ref
ZM;ref ; (6.18)
where Tc corresponds with temperature at the coldest point and Ts with the temper-
ature at the surface. Parameters (ZM;ref ; TM;ref ) and (Zi;ref ; Di;ref ; Ti;ref ) represent
the kinetic coecients for the target pathogen (subscript M) and the quality factor
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Table 6.2: Set of physical and kinetic parameter values employed in the retort
model.
Symbol Parameter Value Units
Aret Eective retort area 3.1 [m
2]
A Antoine's law parameters 23.478 []
B Antoine's law parameters -3984.8 [K]
C Antoine's law parameters 39.724 [K]
Cf Characteristic valve parameter 0.9 []
Cvi Characteristic parameters of the valve of i To be estimated [gpm]
Cpi Specic heat of i | [J=(kgK)]
F Mass ow [kg=s]
Gf Characteristic valve parameter 1 []
hc Convective heat transfer (retort) To be estimated [J=(sm
2K)]
M Molecular weight [kg=mol]
mi Mass of i Retort 345 [kg]
P Pressure [Pa]
Qi Heat of i [kg=s]
R Universal constant of gases 8.314 [J=(kmolK)]
T Temperature [K]
u Valve position 0-1
U Total internal energy [J ]
Vret Retort volume 0.3 [m
3]
xi Mass fraction of i []
Ui Internal energy of i per unit of mass [J=kg]
Hi Enthalpy of i per unit of mass [J=kg]
i Characteristic valve parameter To be estimated []
 Thermal emissivity 0.99 []
 Stephan Boltzman constant 5:671  10 8 [J=(sm2K4)]
 Density Water 1000 [kg=m3]
 Rate of water transferred between phases [kg=s]
(subscript i). In this case, and since we are interested in low-acid canned foods, the
target pathogen parameters used to calculate commercial sterility will correspond
with those of C. sporogenes3. On the other hand, thiamine retention will be the
quality factor considered. The list of all physical and kinetic parameters of the
model used in this case study is presented in Tables 6.2-6.4.
3As it is well established in thermal processing, this is a microorganism very similar to C.
botulinum but with a higher heat resistance. Thus, its destruction ensures that of C. botulinum
spores
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Table 6.3: Set of physical and kinetic parameter values employed in the food
model.
Symbol Parameter Value Units
 Thermal diusivity 1:11  10 7 [m2=s]
h Heat transfer coecient (food) 104 [W=(m2K)]
k Thermal conductivity 0:53 [W=(mK)]
Di;ref Thiamine kinetic parameter 10716 [s]
zi;ref Thiamine kinetic parameter 25:5 [
C]
Ti;ref Thiamine kinetic parameter 121:11 [
C]
zM;ref Bacillus st.
4 kinetic parameter 10 [C]
TM;ref Bacillus st. kinetic parameter 121:11 [
C]
Table 6.4: Set of indexes employed in the model.
Symbol Parameter Symbol Parameter
a Air prod Product
atm Atmospheric rad Radiation
b Bleeder red Reduction pump
conv Convection ret Retort
d Drain s Steam
eq Equilibrium tot Total
ext External condition w Water
6.3.3 Regulatory layer
In order to track the retort temperature and pressure, set-points regulatory con-
trollers with proportional and integral action (PI) will be employed. During the
heating stage, temperature is controlled by acting on the steam valve and keeping
xed drain and bleeder valves (see Fig. 6.2). On the other hand, a pressure PI con-
troller acting on air is employed to end-up the heating stage and to initiate cooling
by maintaining the retort under overpressure, and in this way to compensate for
sudden pressure drops which could result into cracks of containers.
Controllers have been designed under the IMC paradigm assuming a rst order
open loop system's response in terms of temperature or pressure to move steam or
air valve positions, respectively (section 3.4.2). The structure presented in Eqn. 3.8
has been proposed for both controllers.
In its nal form, temperature and pressure controllers have been tuned so that
K = 0:1 and I = 20s. Typical open and closed loop retort response in terms of
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temperature to set-points T spret is presented in Fig 6.8 .
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Figure 6.8: Evolution of retort temperature under PI control to a train of
steps in the set point temperature. The corresponding open loop retort temperature
evolution predicted by simulation is also represented for comparison purposes. Parameters
for the PI controller (Eqn. 3.9) were K = 0:1, I = 20s.
6.4 Retort model identication
Identication and optimal experimental design methods are used to estimate the
unknown physical models parameters from the available measurements. To that
purpose the process identication is intended to ensure the minimisation of the
uncertainty between the plant and the model. Parameters to be estimated in the
retort case study include valve related parameters, and the retort convective heat
transfer coecient.
The goal of retort model identication was, on the one hand to identify the func-
tional dependency of steam and bleeder ows with respect to the control variables,
and on the other to identify unknown critical model parameters ( = [hc; Cvs; Cvb; s; b]).
Since this model will be used for real time tasks such as monitorisation, model pre-
dictive control, and process optimisation; it should be kept as simple as possible
without disregarding accuracy. In this regard, the remaining of this section will be
divided in three parts:
 First, all the model identication loop will be applied to the linear model, i.e.,
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that one with linear ow valves for steam and bleeder streams. In this case,
two of the ve parameters considered are xed (s = b = 1) and thus not
included in the identication procedure.
 Then, the same steps will be applied to the general (nonlinear) model. This
model considers j(uj) = Cvju
j
j where j can be any positive value.
 Finally, experiments will be designed so as to discriminate the best alternative:
linear or nonlinear.
Note that the state variable as well as the system observable is the retort tem-
perature Tret. The control variables are the steam and bleeder valve openings, us
and ub, respectively.
All the steps of the identication loop, except for the structural identiability
analysis, have been performed using AMIGO toolbox.
The identication protocol to estimate all of the model unknown parameters
has been established as follows: (i) structural identiability analysis, (ii) model
calibration from experimental data, (iii) model discrimination and improvement of
its predictive capabilities by means of model based optimal experimental design,
and (iv) model invalidation. Experiments were performed in the pilot plant under
dierent constant and time varying steam and bleeder valves opening proles.
6.4.1 Identication loop for the linear model
Only three parameters, namely the convective heat transfer coecient hc as well
as the valve parameters cvs and cvb, are considered in the study. Note that, as
mentioned above, s and b are xed.
Structural identiability analysis of the linear model
Since the model is linear in the control, the generating series approach can be used
to study its structural identiability. To that purpose the GenSSI toolbox (Chis
et al., 2011) is used.
As mentioned in Chapter 2, in this method the observables are expanded in se-
ries using Lie derivatives. A set of three linearly independent equations was obtained
from the series coecients, as a consequence, the three parameters are structurally
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globally identiable (see Fig. 6.9). It should be mentioned that only the rst Lie
derivative was required to ensure identiability.
h C C
c vs vb
Figure 6.9: Reduced identiability tableau obtained using GENSSI.
Linear model calibration and practical identiability analysis
The initial set of experimental data used to perform the model calibration was
obtained from ve experiments. Figure 27 shows the conguration (time evolution
of Tret, us and ub) of such experiments.
Two of the experiments consisted of constant and piece-wise constant values
for the valves openings. In the other three experiments, initial conditions have been
xed to given values and a PI controller, that manipulates us and ub, was used to
drive the system to other retort temperature values. In this way, the initial data
set is representative of a wide range of operating conditions. Several replicates of
the experiments were carried out to estimate the experimental measurement error.
In this regard, experimental error has proven to obey a normal distribution with a
maximum value for the standard deviation of 0:2% of the measurement.
The log-likelihood cost function, presented in Section 2.2.1, has been used as the
function Jllk to be minimised.The sequential hybrid method eSS (Egea et al., 2009)
was selected to solve the optimisation problem and the results are summarised in
the rst row of Table 6.5. The condence intervals presented have been computed
using the covariance matrix obtained from F . However, it should be noted that
this computation is carried out under several assumptions which are not usually
completely fullled. Therefore, such condence intervals should be only considered
as a qualitative indicator.
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Table 6.5: Parameter estimation (PE) and robust identication (RI) results
for the initial set of data using the linear model.
hc [J=(sKm
2)] Cvs[gpm] Cvb[gpm]
PE 12:31 0:61 5:13 0:12 6:48 0:15
RI 12:35 0:78 5:13 0:14 6:48 0:15
In order to obtain a robust estimation, the Monte Carlo based method was used
(see Chapter 2). The results, presented in the second row of Table 6.5, show that the
condence intervals for hc are relatively large whereas for the other two parameters
are acceptable. These results can be improved, in particular for hc, by considering
new experimental data from optimally designed experiments.
Optimal experimental design
In order to improve the quality of the estimation, an OED problem was proposed.
As mentioned in section 2.4, its aim is to compute the experimental scheme that
maximises the quality and quantity of the information for the purpose of model
calibration.
Steam and bleeder valve opening proles and initial retort temperature are the
OED decision variables. In this regard, piece-wise constant polynomials (with three
steps) have been chosen for the valve openings with bounds us 2 [0:1; 0:5] and
ub 2 [0:1; 0:3]. Optimal initial temperature is constrained to T0 2 [100; 125oC] and
the experiment duration is xed texp = 45min. Three new experiments have been
designed using the D over E criteria (Section 2.4) and the results are presented in
Fig. 28.
Model calibration and practical identiability analysis after OED
The information provided by the optimally designed experiments has been added to
the initial set of experimental data and the model calibration, as well as uncertainty
analysis tasks, were repeated.
The results are summarised in Table 6.6. Note that the condence intervals
have been reduced as compared to those obtained using only the initial set of data.
In fact, the correlation rate (Eqn. 2.15) has been reduced from 0.95 in the initial set
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of data to the 0.56.
Table 6.6: Model calibration and uncertainty analysis results for the initial
set of data and the OED information using the linear model.
hc [J=(sKm
2)] Cvs[gpm] Cvb[gpm]
RI 12:1 0:17 5:2 0:03 6:8 0:06
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Figure 6.10: Results of the uncertainty analysis for the linear model. (c)
Presents the condence ellipsoids by normalised pairs of parameters whereas the other
three plots (a), (b) and (c) show the distributions of solutions for each of the parameters.
In Fig. 6.10 horizontal continuous and dashed lines represent, respectively, the
condence intervals of the parameters after and before including the optimally de-
signed experiments. The information provided by the optimal experiments clearly
helps to reduce such condence intervals. Besides, the mean and optimal values
of parameter cvb computed using the optimally designed experiments falls out of
the region dened by the dashed line indicating the poor quality of the data from
the initial set. Circle marks in the horizontal line indicate the mean value for the
parameter obtained in the Monte Carlo approach. Note that the distribution of the
dierent estimation results correspond with a Gaussian shape.
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Finally, Figure 6.10(d) shows the ellipses obtained from the clouds of solutions
for the three pairs of parameters. Note that the ellipses obtained before including
the data from the OED experiments (dashed lines) are much larger than the ones
computed after the information of the optimal experiments is taken into account
(continuous lines).
6.4.2 Identication loop for the general model
Despite the results obtained using the linear model are satisfactory, we propose
to check whether adding further complexity in the model may provide substantial
benets. Therefore, following, the model identication of the general model is per-
formed.
Structural identiability of the general model
Since the model is nonlinear on the control variables (cvju
j
j ), the Taylor series
approach is chosen to study structural identiability. A symbolic manipulation
software was used to obtain the successive time derivatives of the observable. In
a rst approach, the model was used as presented in the equations. However, the
nonlinear equations resulting from the application of the Taylor series approach
remain too complex and no conclusions could be drawn.
In order to simplify the model, terms cvsu
s
s and cvbu
b
b in the valves ow equa-
tions were substituted by parameters ps and pb, respectively. Structural identia-
bility analysis is then performed for parameters hc, ps and pb. If identiability is
ensured for these three parameters the procedure continues with the remaining (cvs,
cvb, s and b).
The application of Taylor's approach leads to an algebraic system of equations.
Since a nite number of solutions were obtained, parameters hc, ps and pb are struc-
turally locally identiable.
On the other hand, note that ps = cvsu
s
s where ps is locally identiable and us
can be selected at our convenience within the range allowed for the valve opening.
Identiability of cvs and s can be ensured by evaluating ps at two dierent values
of us. In this regard, two equations (ps;1 = cvsu
s
s;1 and ps;2 = cvsu
s
s;2) with two
unknowns (cvs and s) are obtained. The solution of these equations is unique,
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Table 6.7: Model calibration and parameters uncertainty for the general
model after including the optimally designed experiments.
hc [J=(sKm
2)] Cvs[gpm] Cvb[gpm] s b
PE 27:9 0:69 4:8 0:05 7:2 0:09 0:85 0:01 1:06 0:01
therefore parameters cvs and s are also structurally locally identiable. The same
logic can be followed for cvb and b.
General model calibration and practical identiability analysis
In this case, as we already have performed eight experiments during the identication
procedure of the linear model, our initial set of data will contain the measurements
taken from all the 8 experiments (see Figs. 27 and 28).
The results of parameter identication are shown in Table 6.7. To compute the
condence regions of the unknowns the Monte Carlo based method was employed.
Fig. 6.11 presents the distributions obtained from this procedure.
Only three parameters are represented in the gure. Horizontal lines represent
the condence intervals of the parameters. Note that the condence intervals and
the ellipsoids by pair of parameters are small and therefore, no further experiments
will be performed.
6.4.3 Experimental design for model discrimination
The objective is to design the experimental conditions that will result into the largest
dierences between general and linear model predictions (Tg and Tl). The objective
function is dened as follows:
max
u(t);tf
J ; with J = max ("2) + mean("2); (6.19)
where each element of the vector " is of the form "i = (Tg(ti)  Tl(ti)). The dynamics
of the general and the linear models are the constraints of the optimisation problem
(6.19). Also the following bounds are considered on the decision variables:
0:1  us  0:5;
0:1  ub  0:3;
tf  180 min:
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Figure 6.11: Distributions of parameter values and ellipses obtained from the
Monte Carlo approach for the non linear model. In order to plot the ellipses the
parameters values have been normalised.
The resulting experiment and the behaviour of both models under the designed
experimental scheme are depicted in Fig. 6.12.
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Figure 6.12: Linear and nonlinear model predictions for the OED for model
discrimination.
The mean dierence between both predictions is 1:05oC. Taking into account
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Figure 6.13: Model validation experiment. The red dots represents the measured
temperature of the retort and the blue line the model predictions. The mean and maximum
error of the prediction are 0:48oC and 1:3oC respectively.
that the experimental error is of the order of 0:8oC, both models can be considered
indistinguishable. As a consequence the simpler linear model will be chosen for
describing the retort model.
6.4.4 Model (in-)validation
Finally, in order to test the predictive capabilities of the model, the simulation
results are compared against experimental data obtained using an experimental
scheme dierent to those considered in model calibration and discrimination.
Figure 6.13 represents the experimental design, the experimental data and
model predictions. In this scheme the bleeder valve is kept at a constant value
us = 0:2 whereas several steps are considered in the steam valve opening. As shown
in the gure the model is able to represent the process behaviour with a satisfac-
tory degree of accuracy. Maximum and mean errors between experimental data and
model predictions are 1:49oC and 0:55oC , respectively, which are of the order of
the experimental error.
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6.5 Packaged food model identication
The problem now considered is the identication of the unknown parameters of the
model describing temperature evolution in the packaged food, see Fig. 6.6, during
the sterilisation process.
Structural identiability of the packaged food model
Five unknown parameters are considered in this study named  = [ prod, cpprod , prod,
hg, hm ]. Before applying any of the classical techniques for structural identiability
let us rst analyse the way the parameters enter Eqn (6.16):
 The left hand side term of Eqn. (6.16) contains two parameters, prod and
cpprod , that do not appear anywhere else in the model. Consider the xed quan-
tities prod and c

pprod
, it is easy to see that any pair of parameters (prod; cpprod) =
(prodq; c

pprod
=q), where q 2 R is an arbitrary quantity, results into identical
model solutions since (prodq)(c

pprod
=q) = prodc

pprod
. Therefore these param-
eters cannot be determined independently using only this model. At most it
will be only possible to estimate the quantity p = prodcpprod . However if, for
instance, prod is measured using other technique, cpprod could be computed.
 The same logic can be followed to conclude that the quantity p = prodcpprod
cannot be determined independently from the other model parameters prod, hg
and hm. The reason is that model solutions using any combination (p; prod; hg; hm) =
(pq; prodq; h

gq; h

mq), with q 2 R being an arbitrary quantity, will be identical
and therefore, equally valid.
Note that these issues are not related to the quantity or quality of the experimental
measurements, it is a characteristic of the model structure.
If Eqn. 6.16 is divided by cp and p =
prod
prodcpprod
, pg =
hg
prodcpprod
and pm =
hm
prodcpprod
, the following is obtained:
dm
dt
= (pA + pgAg + pmAm)m+ (pgBg + pmBm)Tret: (6.20)
Contrary to Eqn. 6.16, where structural identiability of some parameters could be
easily stated by looking at the model equations; in Eqn. 6.20 structural identiability
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will depend on the structure of the model matrices A, Ag, Am, Bg and Bm. Since
the model is linear in the controls , the generating series approach will be used.
In the experiments, the thermocouples used to measure the product tempera-
ture at given locations must be in the package symmetry axis (r = 0) because the
bulkhead gland used to introduce the thermocouples in the foodstu was installed
at the centre (r = 0) of the metallic cover. Two locations are considered z1 = 0:032
m(centre of the package) and z2 = 0:052 m (close to the product top). Model pre-
dictions of the observables (y) at such locations are computed using Eqn. (6.15),
i.e.
yj = T (r = 0; zj; t) =
n=13X
i=1
i(r = 0; zj)mi(t); j = 1; 2:
The GenSSI toolbox was used to perform the computation of the successive Lie
derivatives and to solve the resulting set of equations (Chis et al., 2011). The main
conclusions are summarised below:
 If only one observable is used, for instance the measurement at the centre of
the package, two solutions are obtained and, therefore, parameters are locally
structurally identiable.
 If two thermocouples (two observables) are used, the solution is unique and
parameters are globally structurally identiable.
Packaged food model calibration and practical identiability analysis
In order to start with the identication procedure, three experiments (nexp = 3) with
constant control action (Tret) were carried out in the pilot plant. In these experi-
ments, the temperature inside the product was measured at two dierent locations
(nobs = 2), z1 and z2. The experimental error was estimated using repetitions. In
this regard, the product temperature at each location was measured three times
(using three packages).
Eqn. 2.10 is used as the objective function (Jllk) for this problem. First, the
contour plots, representing lines along which the objective function has the same
value, are obtained (see Fig. 6.14).
The following issues can be highlighted from this gure:
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Figure 6.14: Eect of the variation of the unknown parameters on the objec-
tive function (contour plots).
 Correlation between parameters p and pg is not expected to be large since
one minimum can be clearly identied.
 Parameter pm seems to be highly correlated with both p and pg.
 In general, Jllk decreases as pm increases, however for pm > 1:5  10 3m=s, the
objective function is almost not aected by changes in this parameter. Note
that pm = 1:5  10 3m=s corresponds with a large heat transfer coecient
(around two orders of magnitude larger than pg). This is expected since pm
corresponds with the heat transfer coecient of a metallic material whereas
pg is related to the part of the boundary made of glass. In the sequel, we will
consider pm = 1:5  10 3m=s.
The optimisation solver eSS is now used to compute the unknown parameter
values that minimise Jllk (see Eqn. 2.12). The solution is p = 4:78  10 7 m=s and
pg = 1:40  10 5 m=s which is close to the minimum represented in the contour plots
(see Fig. 6.14).
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To conclude this section, the condence intervals for these parameters were
robustly computed using the Monte Carlo sampling method (see Fig. 6.15).
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Figure 6.15: Here (a) and (b) are the distributions of parameter solutions,
and (c) cloud and ellipse of points obtained from the experimental scheme
with three experiments.
Horizontal lines in the histogram gures represent the condence intervals for
each parameter. Circle and triangle marks in the horizontal line indicate the mean
value for the parameter obtained through the Monte Carlo approach and the opti-
mal value obtained from the parameter estimation task, respectively. In this case
study, both the mean and optimal values are relatively close, particularly for pg.
Again the cloud of points is used to compute the condence hyper ellipsoid by pair
of parameters which is represented in Fig. 6.15(c) after parameter normalisation.
Uncertainty on parameter pg is larger than uncertainty on parameter pk indicating
a certain degree of correlation between these parameters.
As we will show in the next section, these results can be improved including
new experimental data. To that purpose, the experimental scheme to obtain new
data will be optimally designed.
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Optimal experimental design
The objective is to compute the experimental scheme that maximises the functional
JOED . Constraints on the decision variables (controls, initial conditions, etc) are
taken into account. In this regard, fast changes on the control temperature (Tret)
result into steep pressure changes which may damage the package, particularly when
the temperature drops. Constraints on the control temperature changes are dened
in order to avoid package damages:
 Piece-wise constant polynomials:  5oC < Tret < 6 oC.
 Piece-wise linear polynomials: the slope of Tret(t) must be in the range [ 1; 1]
oC=min.
Piece-wise constant polynomials, with two and three intervals, as well as piece-wise
linear polynomials with two intervals have been considered. The best objective
function has been obtained using linear polynomials.
The solution of the OED problem is represented in Fig. 6.16 (grey dashed line).
At the beginning of the experiment, the control temperature increases very fast (at
the maximum rate allowed, i.e. 1 oC=min). From minute 6, changes in the temper-
ature are smoother. The experiment duration has been also optimally designed for
ns = 160 sampling times.
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Figure 6.16: Solution of the OED problem (green dashed line) and its imple-
mentation in the real plant (continuous grey line). Experimental data (marks) as
well as model simulation results after parameter estimation (continuous red line) are also
represented.
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The experimental data resulting from this optimally designed experiment is
added to the data already obtained in the three previous experiments to perform
a new parameter estimation. The parameter values after this new calibration are
p = 4:65  10 7m2=s and pg = 1:40  10 5m=s. Note that if we are able to measure,
parameters  and cp using other technique, which is usually the case, then parameters
prod = pprodcpprod and hg = pgprodcpprod could be also computed.
Figure 6.16 also represents the model solution after the last parameter estima-
tion (continuous red line) and the experimental measurements (marks) illustrating
that the model is also able to reproduce this behaviour.
Finally the condence intervals for the parameters were recomputed using the
Monte Carlo sampling method. The results are represented in Fig. 6.17.
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Figure 6.17: (a) and (b) are the distributions of parameter values, and (c)
clouds and ellipses before (dashed green line) and after (blue continuous line)
OED.
Dashed lines in the top gures represent the condence intervals before the data
from the optimally designed experiment were included. The new condence intervals
(continuous horizontal lines) are smaller (around a 25 % for p and a 35 % for pg).
Also the optimal and mean solutions coincide for both p and pg. As shown in the
bottom gure, the ellipse is also smaller after including the data of the optimally
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designed experiment.
Model (in-)validation
Finally, in order to test the model predictive capabilities, a validation experiment
was carried out. Experimental conditions for the validation were chosen so as to be
dierent from those used in the estimation experiments. In this regard, as shown
in Fig. 6.18, the experiment begins at room temperature (around 20 oC). Then the
retort temperature (green line), which is measured, is stabilised at 105 oC and, at
t = 50 min, an step-up from 105 to 111 oC is introduced.
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Figure 6.18: Validation results. Marks indicate the experimental data with the ex-
perimental error. Continuous red lines indicate model simulation results and green lines
are the retort temperature.
Dierences between model predictions and experimental data of around 5oC can
be appreciated at the beginning of the process. However, as the product temper-
ature approaches 100 oC, model predictive capabilities improve. The main causes
of these dierences are: (i) at the beginning of the process the retort contains air
and its temperature is below 100oC what causes the packages to be heterogeneously
heated; (ii) the product and package parameters may change with the temperature,
particularly in those regions far from the estimation experiments temperature5.
Despite these dierences the values of the nal quality and safety of the product
will not be aected because errors appear at the beginning of the process (low
temperatures).
5In the estimation experiments, retort temperature was considered between 105 and 125 oC
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6.6 Dynamic optimisation and real time optimi-
sation
The nal goal of this case study is to take optimal decisions at any time during
the sterilisation cycle, based on the present measurements and the estimated states
of the process. To that purpose, the dynamic optimisation processor is closely
linked to the process simulator (see Fig. 6.4), which in fact takes the place of a
virtual plant where future operation policies can be quickly examined in order to
select the optimal one. All dierent possible optimal control problems (minimise
the energy consumption, maximise the quality retention, etc.) must be subjected to
safety constraints on the minimum acceptable lethality F 0 . Typical objectives may
include the minimisation of process time tf or the maximisation of a given quality
factor.
As it has been discussed in the introduction, such problems have been considered
for long in the literature. However, most of them, reduced to nding an o-line
optimal retort temperature prole without any consideration of the retort dynamics
or unexpected disturbances that may drive the computed prole to be suboptimal.
Additionally disregarding the dynamics of the retort and regulatory layer in the
statement of the optimal control problem may lead to unfeasible retort temperature
proles.
The optimal control problem in this case study will be stated as follows:
min
T spret(t)
Csi (tf )
Subject to:
M(Tret; Pret; T; ; ~; t) = 0;
TLret  Tret(t)  TUret;
tf  tf;max;
F0(t

f )  F 0 :
(6.21)
The optimal quality control problem will take into account the following speci-
cations: TLret = 102
C and TUret = 125
C. Maximum acceptable nal temperature
at the coldest point being T c = 80
C and nal lethality F 0 = 8min
6. When tf is
6This value corresponds with the commercial lethality for low acid prepackaged foods.
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included as a decision variable in the optimisation problem, lower and upper bounds
become tf;max = 55 and tf;max = 80 minutes, respectively.
Numerically, the original optimal control problem is formulated as NLP which
approximate the original ones via the CVP method. The resulting NLP is then
be solved using the algorithm SSm. It is worth noting that since the dynamics
of the retort are explicitly considered, the resulting retort temperature path is by
construction feasible. Moreover, in order to ensure robustness, the computed policy
will be sent to the regulatory layer, generally as a VRT (variable retort temperature)
set-point. In the event of unexpected disturbances the optimal control problems can
be recomputed and the new proles implemented. This procedure will prevent the
over-processing of the product and, in turn, will save energy, ensure safety and
maximise quality.
In order to evaluate the eect of retort dynamics on the solution of the optimal
quality control problem stated, two optimal retort temperature set-point proles
(T spret(t)) have been computed: one of them will be referred to as OP1, considers
only the dynamics of heat transfer within the product. The other (OP2) which, in
addition, takes into account the dynamics of the retort described by Eqn. 6.11.
Following the CVP paradigm, the optimal proles T spret(t) are found within the
set of step-wise continuous functions. For illustrative purposes, proles consisting
of 4 steps with 12:5 minutes length each, were considered to compare OP1 and
OP2 cases. Results for OP1 and OP2 in terms of nal retention, lethality and
nal temperature at the centre of the product are presented in Table 6.8. As it
can be seen from the results, both solutions respect constraints on nal lethality
(F 0 = 8 minutes) and maximum allowed temperature at the centre of the product
(T c = 80
C) with a very similar value of the objective function. However, the
implementation in pilot plant of the temperature prole corresponding to OP1 leads
to a nal lethality F0 = 7:53 minutes, clearly below the constraint. This shows
that disregarding the dynamics of the process (the retort) may lead to unfeasible
solutions, e.g. solutions that do not verify the safety constraint.
The optimal prole associated to OP2 is depicted in Fig 6.19 together with the
experimental evolution of retort temperature, and the temperature at the centre
of the product (both predicted and experimental). The evolution of the retention
and lethality obtained by the set-point proles corresponding to OP1 and OP2 are
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Table 6.8: Comparison of results for OP1 (without retort dynamics) and OP2
(with retort dynamics). Computed values correspond with the solution of the optimal
control problem while experimental values are those obtained after implementation in pilot
plant.
OP1 OP2
Computed Experimental Computed Experimental
Retention (%) 67:07 67:63 67:14 66:97
Lethality (min) 8:00 7:53 8:00 8:01
Tc (
C) 79:97 79:51 79:98 79:76
presented in Fig. 6.20.
Note that unfeasible solutions in OP1 could be avoided by explicitly constrain-
ing the retort temperature prole. However, this will lead in most cases to subop-
timal operation. A precise characterisation of limits on the achievable proles must
rely either on extensive experiments on the plant (energy and time consuming) or
on the use of a detailed model of the plant. This second approach is the one pro-
posed, although not to be implemented on a trial and error basis, but by letting
the optimiser to implicitly nd the feasible limits on the temperature proles that
optimise the selected criteria.
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Figure 6.19: Implementation of the optimal retort temperature prole com-
puted by considering the dynamics of the product and the process. Cooling
stage starts at the dashed vertical line around 55 minutes. From that time on, temperature
set-point coincides with cooling water temperature.
160 Chapter 6. Batch sterilisation, Real Time Optimisation
0 10 20 30 40 50 60
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Time (min)
R
e
te
n
tio
n
 
 
0
1
2
3
4
5
6
7
8
9
Le
th
a
lit
y 
(m
in)
Figure 6.20: Evolution of retention and lethality corresponding to the imple-
mentation of the optimal quality control proles. Considering the dynamics of the
product (OP1) and the dynamics of the product and the process (OP2).
6.6.1 Process perturbations
Deviations of process operations during food processing may lead the system to
achieve unsafe or overcooked products. In this regard, it is important to study
which can be the sources of perturbations and try to anticipate its eects in the
nal quality of the food product.
There are a wide range of sources of process perturbations. Among them con-
troller o-sets, small oscillatory operation deviations or large operation deviations
are the most common in real plants. Here a general overview of these types of
perturbations is summarised:
 Controller osets. PI controllers normally present osets when reaching new
set points. However, this deviations can be corrected by means of including
the controller behaviour in the virtual plant, as already done in this case study.
 Oscillatory deviations. Due to the boiler operation some small and periodi-
cal (usually sinusoidal) deviations can show up, see Fig. 6.21. Those deviations
in our pilot plant are usually of the order of 1% of the actual temperature with
a frequency of 1=60Hz. However, as it is presented in Table 6.9, the gener-
ated discrepancies between predicted and real data does not have a substantial
impact on the nal product quality.
 Large deviations. Finally, large perturbations due to unexpected problems,
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Table 6.9: Impact of small perturbations in the nal product quality.
No perturbations Perturbation
occurred occurred
Retention (%) 67.77 67.65
Lethality (min) 8 8.0002
as a shut down on the energy, may lead to get unsafe or overcooked products.
Those disturbances cannot be predicted and, thus, need to be corrected by
acting in the operation conditions in order to minimise their impact in the
nal product specications.
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Figure 6.21: Oscillatory operation deviations due to the boiler operation. It
can be noted how the eect on the temperature in the coldest point and in the nal quality
rates is imperceptible.
Large process deviations
Since large process deviations may lead to unsafe or poor quality nal products,
their eect depending on their duration, deviation, and temporal location, must be
studied. In Table 6.10 and Fig. 6.22 results of the eect of the disturbances in the
nal product are presented. It can be noticed how perturbations occurring at the
rst stages of the process does not aect signicantly the nal product quality, but
discrepancies taking place when the retort temperature is higher may lead to unsafe
products.
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Table 6.10: Eects in the nal product of large perturbations occurring at
dierent moments of the process.
Case Lethality Nutrient
[min] retention [%]
Nominal 8 67
Perturbation A 7.9 67
Perturbation B 5.8 69
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Figure 6.22: Example of the eect of large operation deviations during food
processing. It can be noted the eect on the temperature in the coldest point.
Fig. 6.23 depicts the impact of dierent durations and magnitudes of the per-
turbations on the nal product specications (quality and safety). It can be noted
that deviations lower than 1oC, or between 1oC and 5oC which last for less than a
minute have a small impact in the nal product quality. Thus, such discrepancies
can be corrected by solving the RTO problem using local optimisation solvers.
However, larger and/or longer perturbations may lead to high discrepancies
between desired and real values of the process states. Therefore, the impact of
the perturbation on the nal product must be corrected using global optimisation
techniques as local ones may end up in unfeasible or local solutions.
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Figure 6.23: Eects of the perturbations duration and magnitude on the
variables of interest.(a) Eects on the food nutrient retention, and (b) on the safety of
the nal product.
6.6.2 Implementation of the real time optimisation
As it has been already shown, process disturbances might cause deviations from the
prescribed safety or quality constraints. Thus, the optimal quality control problem
must be recomputed based on the present available information of the system. This
has been done by means of a real time optimisation scheme, implemented as follows:
1. Given the current state of the process (e.g. retort and product temperature
as well as actual product lethality and retention) an optimal control problem
is solved.
2. The resulting optimal retort temperature prole is implemented in the form
of set-points on the regulatory layer.
3. Periodically, predictions are compared with the real state of the plant to check
for possible deviations.
4. If any signicant deviation occurs a new optimal prole is recomputed and
implemented (steps 1 and 2).
In order to solve for the rst time the optimal control problem, a careful analysis
of the eect of varying the number of steps in the control vector parameterisation
approach was performed. The optimisation problem was solved, using an increasing
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Table 6.11: Comparison in terms of maximum retention reached, between
dierent control discretisation schemes.
Number Optimal CPU time
of steps retention [%] [s]
1 63.461 17
2 66.654 28
4 67.166 53
6 67.585 175
8 67.771 219
10 67.774 376
number of steps. The results, presented in Table 4 show that the use of variable
retort proles (VRT) oer a substantial improvement in nutrient retention with
respect to constant retort proles (CRT). In addition, the results suggest that 8
control steps seem to be enough since larger discretisation levels do not lead to
relevant improvements in the maximum retention. It should be noted that the
corresponding number of decision variables and the associated computational cost
are also reasonable for the purpose of real time optimisation. In this case, the nal
sterilisation time tf is included as a decision variable in order to add exibility to
the optimisation problem.
The CPU time shown in the table could be considered as a reference of the
maximum CPU time required it should be noted that typical on-line optimisation
(with local methods) takes a few seconds and the computational cost decreases as the
process evolves since the number of control elements is being reduced accordingly.
In the case of small perturbations, a local direct search optimisation solver is used.
Note that the optimal solution will be close to the original thus a local optimiser
oers a good compromise between convergence rate and computational cost. In the
event of larger perturbations, it may happen that feasibility of the solution may
not be guaranteed or that the new optimum is far from the previous one. In these
scenarios a global optimisation method SSm (Egea et al., 2007) is used to prevent
convergence to suboptimal solutions. Note, in addition, that the processing time
may increase depending on the magnitude and location of the perturbation.
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The recomputed optimal proles are implemented in the plant as soon as they
become available and that depends on the time for the optimiser to obtain a solution
(which can take from seconds to a few minutes).
In order to test the performance of the proposed real time optimal control strat-
egy, a sudden pressure drop in the steam supply was induced during the process.
Such scenario is typical of industrial plants where many retorts are simultaneously
operating what results into extremely large steam demands which may cause retort
pressure and temperature to fall down. This situation is illustrated in Fig. 6.24
where the process is being aected by a pressure drop that starts at 37:7 minutes
and lasts for 50 seconds.
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Figure 6.24: On-line implementation of the optimal retort temperature prole
in the event of disturbances. Disturbance (a pressure drop that last for 50 seconds)
occurs at 37:7 minutes. A new optimal temperature set point prole is recomputed to keep
specications.
Figure 6.25 represents both, the optimal temperature set-point prole computed
o-line, and the one recomputed on-line. The corresponding evolution of retention
and lethality are depicted in Fig. 6.26. Their nal values together with temperature
at the centre of the product are summarised in Table 6.12. As illustrated by the
gures, on-line re-optimisation during the sterilisation cycle guarantees safety speci-
cations while minimising over-processing. In fact, the optimisation scheme corrects
the pressure drop by increasing the set point temperatures in the remaining steps
compensating the sharp drop of temperature due to the pressure failure.
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Figure 6.25: A comparison of the optimal temperature set-points computed
o-line and on-line in the event of disturbances. The temperature set-point prole
has been discretised in 8 elements of 7 minutes length each.
Table 6.12: Results of real time optimisation in the presence of disturbances.
O line On line
implementation implementation
Retention [%] 68:5 67:0
Lethality [min] 7:21 8:47
Tc [
C] 80:0 80:0
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Figure 6.26: Evolution of retention and lethality corresponding to the imple-
mentation of the on-line and o-line optimal temperature proles.
6.7 Conclusions
This case study presents the development and validation of a real time optimisation
architecture to operate thermal sterilisation of packaged foods in batch retorts so
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as to maximise nutrient retention while satisfying safety constraints under retort
temperature deviations due to unexpected process disturbances.
The proposed architecture consists of two interrelated layers: a regulatory feed-
back loop built around the tracking controller, and the supervisory structure which
is where optimal decisions are taken based on the current state of the process.
This supervisory structure relies on the synchronous combination of reliable and
computationally ecient models of the process and food product with a ecient
and robust optimisation structure.
In this regard, rst principle based models were identied and validated to de-
scribe temperature and pressure within the retort and temperature, lethality and
nutrient retention within the food product. Computationally ecient versions of
these models were derived by means of model reduction techniques based on POD
expansion. Finally, advanced dynamic optimisation techniques, that make use of
global hybrid optimisation methods, were used to compute o-line and on-line op-
timal operation conditions.
The performance of the proposed RTO architecture was validated experimen-
tally on a pilot plant located at IIM-CSIC, testing it under process perturbations
and showing how it is possible to optimally drive the system to attain quality spec-
ications while satisfying safety related constraints.
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Experiments performed in the pilot plant.
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Figure 27: Experiments used to perform the practical identiability analy-
sis and the parameter estimation.(a) and (b) experiments consisted of constant and
piece-wise constant values for the valve opening, while in (c), (d) and (e) experiments a
PI controller, that manipulates us and ub, was used to drive the system to xed retort
temperature values.
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Figure 28: Optimal designed experiments.Distribution of the retort temperature
and valves position during the experiment are depicted.
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Conclusions
Today, the demands for processed foods go beyond the fundamental requirements
of safety and shelf-stability. More attention is being payed to high-quality and
added-value products, yet aordable.
Food processing and, in particular, thermal processing plays an important role
in product development. In all its forms of application, thermal processing persists
as the most widely used method of preserving and extending the useful shelf-life of
foods. Sterilisation or pasteurisation of packaged foods are good examples of that.
However, thermal processes induce permanent changes to the nutritional and
sensory attributes of foods. In some cases those specic changes are desirable,
such as in baking or frying; whereas in others the main objective is to destroy
microorganisms of public health and spoilage concerns and nutritional and sensory
changes are side eects that should be minimised.
In either case, process design and control are critical to achieve the desired
objectives while keeping operating constraints, minimising the use of resources (raw
material, water, energy) and environmental impact (minimising wastes).
In this PhD work, computer aided process engineering (CAPE) tools were pre-
sented as powerful and systematic alternatives for the design and control of thermal
food operations. The underlying idea was to develop a physics-based model of the
process which is able to represent process behaviour in a range of operation condi-
tions and to use that model to respond to \what if" questions, to solve operation
design and optimisation problems and to respond optimally to disturbances in real
(process) time.
Concepts and applications were illustrated with three representative examples:
the deep-fat frying of potato chips, the pasteurisation of packaged foods in tunnels
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and the sterilisation of canned solid foods in batch retorts.
Deep fat frying of potato chips
The objective in the rst case study presented was to nd those operating conditions
that guarantee the necessary quality standards while minimising the generation of
acrylamide, an undesired carcinogenic compound.
 A multi-phase porous media based model published in the literature (Warning
et al., 2012) was optimally identied so as to make it suitable for the purpose
of optimisation. Experimental data, also taken from the literature, were used
for that purpose. Model calibration was performed using a combination of
AMIGO toolbox (Balsa-Canto and Banga, 2011) and COMSOL Multiphysics
for simulation. A unique formulation with constant thermo-physical parame-
ters was obtained with enhanced predictive capabilities.
 The uncertainty of parameter estimates was computed by means of second
order Hessian based approach. Results were considered satisfactory, though
it was noted that they could be improved if new experimental information
became available.
 A dynamic optimisation problem was formulated where the objective was to
nd number of heating stages, their duration and the temperature value so as
to minimise acrylamide formation while achieving a given moisture content. It
should be noted that the dynamics of water loss and the dynamics of crispiness
and colour generation run in parallel, thus a constraint in nal moisture is
enough to achieve the desired nal quality attributes as crispiness and colour.
 The dynamic optimisation problem was solved using eSS (Scatter search meta-
heuristic, Egea et al. (2009)). Several scenarios were evaluated and compared
to the traditional continuous operating conditions.
Results revealed that time varying temperature proles can signicantly reduce
acrylamide formation. As a general conclusion the use of a short high tempera-
ture zone at the beginning with a progressive decrease in zone temperatures was
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found to be the optimal design showing signicant advantages over nominal con-
stant temperature processes; thus opening new venues for the design of industrial
frying processes.
Thermal pasteurisation in tunnels
The goal in this case study was to compute the optimal operating conditions to
minimise resources consumption and maximise product nal quality while keeping
pasteurisation level. The idea was, not only to compute those optimal operating
conditions, but to develop tools that enable the possibility of check the process
performance. For this particular process, it is not possible to use temperature sensors
on-line. Therefore, the development of predictive time-temperature integrators was
presented.
 A rigorous model of the process was developed both for convection dominated
products, such as soups or sauces, and solid products. The model describes
temperature and velocity evolution and was solved using COMSOL Multi-
physics to capture snapshots of its dynamic behaviour.
 Reduced order model representations were, then, obtained by means of the
POD approach so as to enable the possibility of using the models in real time
applications. A reduction on the computational time of 80% when comparing
the proposed POD simulation and the FEM one was achieved.
 the predictive time-temperature integrators (pTTIs) were formulated and cal-
ibrated using an iterative identication procedure which included: model cal-
ibration, practical identiability analysis and optimal experimental design. It
was concluded that at least 4 optimally designed experiments with 4 optimally
located TTIs were enough to calibrate the pTTIs, i.e. to estimate package and
product thermo-physical properties with accuracy. All computations were per-
formed using a combination of AMIGO toolbox and a MATLAB ROM solved
with ode15s.
 The capabilities of the pTTIs to recover and predict safety and quality evolu-
tion were tested with a number of examples. In addition, the pTTIs were able
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to recover real process conditions when unexpected disturbances occurred and
the expected pasteurisation level was not achieved.
 Several dynamic optimisation problems were formulated so as to compute op-
timal operating conditions to minimise resources consumption and maximise
nutrient retention while achieving the desired pasteurisation level. The op-
timisation problems were solved using a combination of eSS and MATLAB
ROM.
 The sensitivity of optimal operation conditions to type of product was anal-
ysed.
The results showed, on the one hand, how with a reduced number of experiments
and TTIs, it is possible to calibrate the pTTI to accurately recover the evolution of
temperature in the interior of the food product and, therefore, the microbial lethality
and the deterioration of quality attributes. Remark that for pTTIs to assess quality
attributes, the kinetics of quality deterioration must be known and ,thus, further
experiments may be required for this purpose.
On the other hand, optimisation results reveal that process operation may be
improved in several ways: either to reduce energy and water consumption; or to
maximise nutrient retention, while maintaining the typical conguration of the pro-
cess. In addition, results reect that pTTIs can be used to rapidly design operating
conditions with dierent thermo-physical products, reducing the number of experi-
ments required and facilitating the design of new process conditions oriented to new
products or recipes.
Thermal sterilisation of canned foods in batch retorts
The aim here was to compute and implement optimal operating conditions in real
time that maximise nutrient retention while satisfying the desired sterility level in the
presence of disturbances. A real time optimisation architecture which combines an
accurate description of the process with global and local optimisers and a regulatory
layer to track optimal proles was implemented and its performance evaluated in
the pilot plant located at the IIM-CSIC.
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 A complete physics based model of the thermal process including: temperature
and pressure dynamics inside the retort and temperature, microorganisms and
nutrient retention inside the food product were proposed. The model was
solved using COMSOL Multiphysics.
 A reduced order model representation of the process was obtained using the
POD technique in such a way that the ROM model was suitable for model
identication and real time optimisation purposes.
 The unknown model parameters were identied by means of an iterative iden-
tication procedure which included: structural identiability analysis (per-
formed using GenSSI toolbox); model calibration, practical identiability anal-
ysis and optimal experimental design. AMIGO toolbox combined with a FOR-
TRAN implementation of the model solved with radau5 (Hairer and Wanner,
1996) was used.
 The model predictive capabilities of the model were assessed by means of
several experiments.
 A real time optimisation architecture consisting of two layers was designed and
implemented. The upper layer was responsible for obtaining the o-line and
on-line best valves opening proles, maximising the surface nutrient retention
while satisfying the imposed constraints. For this purpose a combination of eSS
and NOMAD (a mesh adaptive direct search) were used, and the possibility
of increasing process duration was included so as to guarantee that sterility
level was always achieved. The corresponding temperature proles were, then,
implemented in the lower layer, a PI controller designed in the IMC framework.
The performance of the proposed RTO architecture was validated experimen-
tally on a pilot plant located at IIM-CSIC, for the thermal sterilisation of packaged
homogenous solid foods. Tests under process perturbations were performed showing
how it is possible to optimally command the system to attain the quality specica-
tions while satisfying the safety related constraints.
It should be remarked that the designed RTO architecture by no means restricts
to homogeneous products. Inhomogeneous solids as well as other geometries or pack-
ages can be accommodated into the same paradigm. In terms of modelling, the nite
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element method is general enough to handle a variety of geometries or diverse non-
homogeneous transfer mechanisms including natural convection, for instance. Of
course, higher complexity would increase the computational burden which in turns
could jeopardise the real time specication. Nonetheless, as it has been discussed
previously, methods such as PODs or spectral decomposition provide accurate low
dimensional approximations that can be successfully employed in real time applica-
tions.
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