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Abstract
We pose and discuss the following conjecture: let sn(z) :=
∑n
k=0
()k
k! zk , and for  ∈ (0, 1] let ∗() be
the unique solution  ∈ (0, 1] of
∫ (+1)
0
sin (t − ) t−1 dt = 0.
Then for 0< ∗() and n ∈ N we have | arg[(1 − z)sn(z)]|/2, |z|< 1. We prove this for  = 12 ,
and in a somewhat weaker form, for = 34 . Far reaching extensions of our conjectures and results to starlike
functions of order 1−/2 are also discussed. Our work is closely related to recent investigations concerning
the understanding and generalization of the celebrated Vietoris’ inequalities.
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1. Introduction
For  > 0 let sn (z) := ∑nk=0 ()kk! zk be the nth partial sum of the Taylor expansion of (1−z)−
about the origin. Here ()k := ( + 1) · · · ( + k − 1) is the Pochhammer symbol. We denote
by A the set of analytic functions in the unit disk D := {z : |z| < 1} of the complex plane C and
N stands for the set of positive integers. Furthermore, for f, g ∈ A we say that f is subordinate
to g in the disk D if there exists w ∈ A satisfying |w(z)| |z|, z ∈ D, such that f (z) = g(w(z)).
This is written as f ≺ g. Note that this implies in particular that f (0) = g(0) and f (D) ⊂
g(D), and that these latter two conditions are also sufﬁcient for f ≺ g if g is univalent in
D (cf. [7, p. 35]).
The following result was obtained in [10].
Theorem 1. For 0 < 1 and n ∈ N we have
(1 − z)sn (z) ≺ (1 − z). (1.1)
Using summation by parts one easily generalizes (1.1) to
(1 − z)sn (z) ≺ (1 − z), 0 < 1. (1.2)
This relation is sharp in the sense that it will generally not hold for  >  as one can see looking
at the limiting situation n → ∞. However, if we change the right-hand side of (1.2) slightly in the
sense that the bounded function (1 − z) in D is replaced by the unbounded one
(
1+z
1−z
)
, noting
that in D we have (1 − z) ≺
(
1+z
1−z
)
, then this situation changes completely.
Deﬁnition 1. For  ∈ (0, 1] deﬁne () as the maximal number such that
(1 − z)sn (z) ≺
(
1 + z
1 − z
)
, n ∈ N, (1.3)
holds for all 0 < ().
Writing
(1 − z)2−1sn (z) = (1 − z)sn (z) 1
(1 − z)1− ,
we see that (1.3) implies
Re
[
(1 − z)2−1sn (z)
]
> 0, z ∈ D, n ∈ N. (1.4)
Initially we were only interested in the determination of the maximal value 0 so that (1.4) holds
for  = 12 , and in [6] we showed that 0 equals the unique solution of the equation∫ 3/2
0
sin (t − /2) t−1 dt = 0
in the interval (0, 1). The numerical value is0 = 0.691556 . . . .Extensive numerical experiments
then led us to the following two challenging conjectures.
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Fig. 1. ∗().
Conjecture 1. For  ∈ (0, 1] we have () = ∗(), where ∗() is the unique solution in (0, 1]
of the equation∫ (+1)
0
sin (t − ) t−1 dt = 0. (1.5)
It is clear that Conjecture 1 contains the following weaker one.
Conjecture 2. Let  ∈ (0, 1] and ∗() be as in Conjecture 1.Then (1.4) holds for 0 < ∗().
∗() is the largest number with this property.
Fig. 1. shows the graph of ∗(). It is perhaps interesting to note that
|∗() − sin(/2)| < .02,  ∈ (0, 1).
Remark. (1) Since (1 − z) ≺
(
1+z
1−z
)
we must have () for  ∈ (0, 1].
(2) Lemma 1 in Section 3 shows that indeed ()∗().
(3) Summation by parts shows that both conjectures need to be established only for  = ∗().
(4) We observe that for  = 1, (1.3) and (1.4) are equivalent and become the statement
(1 − z)sn (z) ≺ 1 + z1 − z ,
which holds for all 0 < 1. The latter follows immediately from (1.2) and the fact that 1− z ≺
1+z
1−z . Therefore (1) = 1. Since, clearly, ∗(1) = 1 we deduce that Conjectures 1 and 2 hold for
 = 1 and they actually coincide.
As mentioned above, the case  = 12 of Conjecture 2 was our main result in [6], although the
conjecture did not exist at that time. In the present paper we verify two more cases of the above
conjectures.
Theorem 2. Conjecture 1 holds for  = 12 .
Theorem 3. Conjecture 2 holds for  = 34 .
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A numerical evaluation yields
∗( 12 ) = 0.691556 . . . ,
∗( 34 ) = 0.907689 . . . .
We shall see that Theorem 2 is essentially equivalent to a generalization of Vietoris’ theorem [12]
(see also [1, p. 375], [11] for an interpretation of Vietoris’ theorem in terms of subordination and
‘stable’ functions), recently obtained in [4]. Our proof of Theorem 3 uses a reﬁned technique
which probably allows the handling of other cases of the above conjectures as well. We plan to
come back to this on another occasion.
In [10] our Theorem 1 has actually been stated in a more general version, involving starlike
functions of order
 := 1 − 
2
 1
2
. (1.6)
For  < 1 let S be the family of functions g starlike of order , i.e. g analytic in D with
g(0) = g′(0)−1 = 0 and Re(zg′(z)/g(z)) >  in D. For an analytic function g(z) = ∑∞k=0 akzk
in D and n ∈ N ∪ {0} we write sn(g, z) = ∑nk=0 akzk .
Theorem 4 (Ruscheweyh and Salinas [10]). For  ∈ (0, 1] and g ∈ S1−/2 we have
sn(g, z)
g(z)
≺ (1 − z), n0. (1.7)
Note that (1.7) coincides with (1.1) for g(z) = z
(1−z) . Theorem 4 can be obtained from Theorem
1 using the convolution theory for starlike and prestarlike functions, see for instance [9, p. 55].We
recall that for f (z) = ∑∞k=0 akzk and g(z) = ∑∞k=0 bkzk the Hadamard product or convolution
f ∗ g is deﬁned as (f ∗ g)(z) := ∑∞k=0 akbkzk . Theorem 4 can be generalized as follows.
Theorem 5. Let  ∈ (0, 1] and g ∈ S1−/2 with 0 < . Then
sn(g, z)
, ∗ g ≺ (1 − z)
 , n ∈ N. (1.8)
Here ,(z) := z2F1(, 1, , z), where 2F1 stands for the Gaussian hypergeometric function.
Note that  can also be deﬁned by the equation
z
(1 − z) ∗ ,(z) =
z
(1 − z) , (1.9)
and that (1.8) becomes (1.7) for  = . The truth of Conjecture 1 would imply the following
generalization of Theorem 5.
Conjecture 3. Let  ∈ (0, 1] and g ∈ S1−/2 with ∗(). Then
sn(g, z)
, ∗ g ≺
(
1 + z
1 − z
)
, n ∈ N. (1.10)
Using (1.8) together with the observation that (1 − z) ≺
(
1+z
1−z
)
, z ∈ D we infer that (1.10)
holds for 0 < .
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Note that Conjecture 3, for g(z) = z
(1−z) , is Conjecture 1, so that Conjecture 3 represents also
a substantial generalization of Conjecture 1. In view of Theorem 2 we actually have:
Theorem 6. Conjecture 3 is valid for  = 12 .
Obviously Conjecture 1 would imply that for  ∈ (0, 1]
s

n (z) ≺
(
1 + z
1 − z
)2()
, n ∈ N, (1.11)
where () stands for the inverse function of ∗(). We should like to mention that Conjecture 3
would extend this to the functions g/z with g ∈ S1−/2:
Conjecture 4. For  ∈ (0, 1] and g ∈ S1−/2 we have
1
z
sn(g, z) ≺
(
1 + z
1 − z
)2()
, n ∈ N. (1.12)
Actually, in terms of the so-called Kaplan classes K(, ) (cf. [9, p. 32]) one can replace (1.12)
by the stronger statement
1
z
sn(g, z) ∈ K((), 2()), n ∈ N. (1.13)
We are not going any deeper into this matter but mention that in view of Theorem 6 both, (1.12)
and (1.13) are valid for  = ( 12 ) (i.e. () = 12 ). Also note that for  = () = 1 they are
immediate consequences of Theorem 4. For  > 1 nothing like (1.11) can hold since then sn (z)
can have zeros inside D.
2. Proof of Theorem 2
Note that (1.3) with  = 12 is equivalent to
Re
{
(1 − z) [sn (z)]2} > 0, (2.1)
and the minimum principle for harmonic functions implies that it is sufﬁcient to establish (2.1)
for z = e2i, 0 <  < . We set
Pn() := (1 − e2i)
{
n∑
k=0
()k
k! e
2ik
}2
and try to prove that
RePn() > 0 for all n ∈ N, 0 <  < . (2.2)
For arbitrary numbers dk = c2k = c2k+1, k = 0, 1, . . . , n, one has
(1 + z)
n∑
k=0
dkz
2k =
2n+1∑
k=0
ckz
k (2.3)
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and
(1 − z)
n∑
k=0
dkz
2k =
2n+1∑
k=0
(−1)kckzk,
so that
(1 − z2)
{
n∑
k=0
dkz
2k
}2
=
(2n+1∑
k=0
ckz
k
)(2n+1∑
k=0
(−1)kckzk
)
.
Thus choosing z = ei, −z = e−i(−) and dk = ()kk! in this identity we get
Pn() =
(2n+1∑
k=0
cke
ik
)(2n+1∑
k=0
cke
−ik(−)
)
and
RePn() =
(2n+1∑
k=0
ck cos k
)(2n+1∑
k=0
ck cos k(− )
)
+
(2n+1∑
k=1
ck sin k
)(2n+1∑
k=1
ck sin k(− )
)
. (2.4)
Since c2k = c2k+1 we have
sin

2
2n+1∑
k=0
ck cos k = cos 2
2n+1∑
k=1
ck sin k(− ),
which implies that the inequalities
2n+1∑
k=0
ck cos k > 0, 0 <  < 
and
2n+1∑
k=1
ck sin k > 0, 0 <  < 
are, in fact, equivalent. The latter, however, has been established in [4, Theorem 3] and (2.2)
follows from this and (2.4).
In the recent paper [4], the reader can ﬁnd generalizations, new applications, an extensive
bibliography and background information on the celebrated Vietoris’ inequalities.
3. Proof of Theorem 3
Before we start with the proof of Theorem 3 we should like to establish the following:
Lemma 1. For 0 <  < 1 we have ∗()().
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Proof. For z = ei, (1.4) is equivalent to the trigonometric inequality
n∑
k=0
()k
k! sin
[(
k + − 1
2
)
− 
]
< 0, 0 <  < 2. (3.1)
A limiting case of this inequality can be obtained using the asymptotic formula
lim
n→∞
(
n
) n∑
k=0
()k
k! sin
[(
k + − 1
2
)

n
− 
]
= 1
()
∫ 
0
sin (t − ) t−1 dt. (3.2)
Hence a necessary condition for the validity of (3.1) is the non-positivity of the integral in (3.2)
for all , and in particular for  = (+ 1):
I () :=
∫ (+1)
0
sin (t − ) t−1 dt0.
As in [13, V. 2.29] it can be shown that the function I () is strictly increasing on (0, 1) and since
I (0) = −∞ and I (1) > 0, we conclude that the equation I () = 0 has a unique solution in
(0, 1] which is our ∗(). Hence the best possible bound for  in Conjecture 2 cannot be larger
than ∗(). On the other hand, (1.3) implies (1.4) so that indeed ()∗(), as asserted. 
Proof of Theorem 3. As pointed out in Remark (3) and in (3.1) we have to show that for all
n ∈ N
Un() :=
n∑
k=0
dk cos
[(
2k + 1
2
)
− 
4
]
> 0, 0 <  < , (3.3)
where
dk := ()k
k! , k = 0, . . . , n,  := 
∗
(
3
4
)
= 0.907689 . . . .
3.1. Preliminary reductions
Since
Un() = Un(− ),
it sufﬁces to prove (3.3) for 0 <  2 .
Let
c2k = c2k+1 = dk, k = 0, 1, . . . , n.
It is then easy to verify that
2 cos

2
Un() =
√
2
2
(2n+1∑
k=0
ck cos k+
2n+1∑
k=1
ck sin k
)
. (3.4)
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Since the sequence ck is decreasing we infer that
2n+1∑
k=0
ck cos k > 0 for 0 < 

2n + 1 ,
and obviously also
2n+1∑
k=1
ck sin k > 0 for 0 < 

2n + 1 .
Hence we need to prove (3.3) only for 2n+1 <  2 .
3.2. The case 7 

2
For n = 1 we have
U1() = sin
(
2
+ 
4
)
+ d1 sin
(
5
2
+ 
4
)
= (1 − d1) sin
(
2
+ 
4
)
+ 2d1 sin
(
3
2
+ 
4
)
cos
> 0.
For n2 a summation by parts yields
2 sinUn() =
n−1∑
k=0
(dk − dk+1)
{
sin
(
2
+ 
4
)
+ sin
[(
2k + 3
2
)
− 
4
]}
+ dn
{
sin
(
2
+ 
4
)
+ sin
[(
2n + 3
2
)
− 
4
]}
 (1 − d1)
{
sin
(
2
+ 
4
)
+ sin
(
3
2
− 
4
)}
+ (d1 − d2)
{
sin
(
2
+ 
4
)
+ sin
(
7
2
− 
4
)}
+ d2
[
−1 + sin
(
2
+ 
4
)]
= − d2 + sin
(
2
+ 
4
)
+ (1 − d1) sin
(
3
2
− 
4
)
+ (d1 − d2) sin
(
7
2
− 
4
)
= − d2 + cos t + (1 − d1) cos 3t + (d2 − d1) cos 7t
=: P(t),
where t := 2 − 4 .
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A simple calculation yields
P(t) = −32(1 − ) cos7 t + 56(1 − ) cos5 t
+(4 − 32+ 282) cos3 t + (− 722 + 132 − 2) cos t − 12(1 + ).
We recall that
 = ∗( 34 ) = 0.907689 . . . .
Then by an elementary computation we ﬁnd that P(t) has exactly one root t0 in [−4 , 0], namely
t0 = −0.561213 . . . , and that P(t) > 0 holds for t0 < t0. Hence, for n2,
Un() > 0 for  > 0.448370 . . . .
Since 7 = 0.448798 . . . the cases n = 2, 3 of (3.3) are done with and for n4 the relation (3.3)
is being veriﬁed for 7 

2 .
3.3. The case 2n+1 <  <

7 , n4
In this section we shall use the representation
Un() = Re
{
e
i
(
2 −

4
) n∑
k=0
dke
2ik
}
.
We also deﬁne
k := 1
()k1−
− ()k
k! , k ∈ N,
so that
n∑
k=0
dke
2ik =
∞∑
k=0
dke
2ik − 1
()
∞∑
k=n+1
1
k1−
e2ik +
∞∑
k=n+1
ke
2ik. (3.5)
Using
e2ik = 
sin
∫ k+ 12
k− 12
e2it dt
we get
∞∑
k=n+1
1
k1−
e2ik
= 
sin
{∫ ∞
n+ 12
e2it
t1−
dt +
∞∑
k=n+1
∫ k+ 12
k− 12
(
1
k1−
− 1
t1−
)
e2it dt
}
. (3.6)
Recalling that∫ ∞
0
eit
t1−
dt = ()ei 2 , 0 <  < 1,
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see [13, p. 190] or [1, p. 50], for the ﬁrst term we write
∫ ∞
n+ 12
e2it
t1−
dt = 1
(2)
{
()ei

2 −
∫ (2n+1)
0
eit
t1−
dt
}
, (3.7)
and to handle the second one we set
Jk() :=
∫ k+ 12
k− 12
(
1
k1−
− 1
t1−
)
e2it dt.
With 	(x) := 1
x1− we have
Jk() =
∫ 1
2
0
{
[	(k) − 	(k − t)]e2i(k−t) + [	(k) − 	(k + t)]e2i(k+t)
}
dt.
Let
L(k, t) := 	(k) − 	(k + t) =
∫ t
0
1 − 
(k + s)2− ds
and
M(k, t) := 	(k − t) − 	(k) =
∫ t
0
1 − 
(k − t + s)2− ds
so that
Jk() = Ak() + Bk(),
where
Ak() :=
∫ 1
2
0
(L(k, t) − M(k, t)) e2i(k−t) dt
and
Bk() :=
∫ 1
2
0
2i sin(2t)L(k, t)e2ik dt.
Summing up the above using (3.5)–(3.7) gives
n∑
k=0
dke
2ik
=
∞∑
k=0
dke
2ik − 
sin
ei

2
(2)
+ 1
()

sin
1
(2)
∫ (2n+1)
0
eit
t1−
dt
− 1
()

sin
{ ∞∑
k=n+1
Ak() +
∞∑
k=n+1
Bk()
}
+
∞∑
k=n+1
ke
2ik. (3.8)
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We split the rest of the proof into several propositions which provide estimates for the terms on
the right-hand side of (3.8).
Proposition 1.
(i)
∣∣∣∣∣
∞∑
k=n+1
Ak()
∣∣∣∣∣ < 1 − 8 1n2− .
(ii)
∣∣∣∣∣
∞∑
k=n+1
Bk()
∣∣∣∣∣ < sin 1 − 6 1n2− .
Proof. We note that
L(k, t) − M(k, t) = −
∫ t
0
∫ t
0
(1 − )(2 − )
(k − t + s + v)3− dv ds.
Using this, the proof of Proposition 1 follows the same lines as the one of [6, Lemma 1]. We omit
the details. 
Proposition 2. Let
F() :=
∞∑
k=0
dke
2ik − 
sin
ei

2
(2)
and
() := 1
sin
[
1 −
(
sin

)1−]
.
Then, for 0 <  7 , we have
2
1−
Re
{
F()e
i
(
2 −

4
)}
 cos
(
3
4
− 
2
)
− 
(
7
)
. (3.9)
Proof. Since
∞∑
k=0
dke
2ik = e
i( 2 −)
(2 sin)
we have
F() = 
1−
2
ei

2
sin
{(
e−i − 1
)
−
[
1 −
(
sin

)1−]
e−i
}
,
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and therefore
2
1−
Re
{
F()e
i
(
2 − 4
)}
= sin
(
(− )
2
+ 
2
− 
4
)
1
cos

2
sin

2
sin

2
− 1
sin
[
1 −
(
sin

)1−]
sin
[(
− 1
2
)
− 
2
+ 3
4
]
 cos
(
3
4
− 
2
)
−  () .
In an elementary way it can be checked that the function () is positive and strictly increasing
on (0, 7 ) so that (3.9) follows. 
Proposition 3. Let

n() := 1
sin
Re
{
e
i
(
2 −

4
) ∫ (2n+1)
0
eit
t1−
dt
}
.
For 2n+1

7 , and n4 we have

n()
1
sin

7
∫ 47
28
0
cos
(
t − 5
28
)
t1−
dt = −0.381964 . . . .
Proof. An elementary calculation gives

n() =
√
2 sin
(
2
+ 
4
)
sin
∫ (2n+1)
0
cos
(
t − 
4
)
t1−
dt
− 1√
2 cos

2
∫ (2n+1)
0
sin t
t1−
dt. (3.10)
Taking into account the deﬁnition of  we observe
∫ x
0
cos
(
t − 
4
)
t1−
dt0 for all x > 0,
while the inequality∫ x
0
sin t
t1−
dt > 0 for all x > 0
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is obviously true. The function p() := sin (2 + 4 ) / sin is positive and strictly decreasing
on (0, 2 ). Since 

7 , we have p()p(

7 ). From this and cos(

2 ) cos(

14 ) we deduce from(3.10) that

n() 
1
sin

7
∫ (2n+1)
0
cos
(
t − 5
28
)
t1−
dt
 1
sin

7
∫ 47
28
0
cos
(
t − 5
28
)
t1−
dt,
where the latter inequality follows by minimizing the expression on the right-hand side over
(2n + 1). This completes the proof of the proposition. 
Proposition 4. For 2n+1 <

2 , we have
∣∣∣∣∣
∞∑
k=n+1
ke
2ik
∣∣∣∣∣  (1 − )2 1() 1(n + 1)1− . (3.11)
Proof. We write
k = 1
k1−
(
1
()
− ()k
k!k−1
)
.
It can be easily checked (cf. [6, Lemma 2]) that for 0 <  < 1, the sequence xk = ()kk1−k! is
strictly increasing. Since limk→∞ xk = 1/(), we conclude that the sequence k is positive and
strictly decreasing. Therefore, summation by parts yields
∣∣∣∣∣
∞∑
k=n+1
ke
2ik
∣∣∣∣∣  n+1sin , (3.12)
see [2, Lemma 3] or [3, Lemma (3.3)] and compare also [6, Lemma 3]. Since for 2n+1 < 2 ,
we have sin sin 2n+1 >
1
n+1 , the inequality (3.12) implies
∣∣∣∣∣
∞∑
k=n+1
ke
2ik
∣∣∣∣∣ (n + 1)n+1. (3.13)
Evidently
nn = 1
()
1
n1−
[
n − (n + )
(n + 1) n
2−
]
.
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It has been shown in [5] that, for 0 < 1/2, the function
(x) := x − (x + 1 − )
(x + 1) x
+1
is strictly increasing and concave on (0,∞) and that limx→∞ (x) = (1−)2 . Hence, with  =
1 − , ( = 0.907689 . . .) we get
nn <
1
()
(1 − )
2
1
n1−
.
Combining this with (3.13), we obtain (3.11). 
Now let
n() := 2−1 
sin
∞∑
k=n+1
Ak()
and
n() := 2−1 
sin
∞∑
k=n+1
Bk().
Using parts (i) and (ii) of Proposition 1 we ﬁnd, respectively, that
Re
{
n()e
i
(
2 −

4
)}
 1 − 
4

sin
(
2n + 1
2n
)1− 1
n
(3.14)
<
(1 − )
112 sin

7
(3.15)
and
Re
{
n()e
i
(
2 − 4
)}
 1 − 
3
(

sin
)2 (2n + 1
2n
)1− 1
n
(3.16)
<
1 − 
588
⎛
⎜⎝ 
sin

7
⎞
⎟⎠
2
. (3.17)
Using (3.11) we ﬁnd that, for 2n+1 < 7 ,
2−1()Re
{
e
i
(
2 −

4
) ∞∑
k=n+1
ke
2ik
}
> −(1 − )
1−
. (3.18)
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Finally, using Propositions 2 and 3 together with (3.14)–(3.18) we conclude from (3.8) that
2−1()Un() >()
{
 cos
(
(1 − )
2
+ 
4
)
− 
(
7
)}
+ 1
sin

7
∫ 47
28
0
cos
(
t − 5
28
)
t1−
dt
− (1 − )
112 sin

7
− 1 − 
588
⎛
⎜⎝ 
sin

7
⎞
⎟⎠
2
− (1 − )
1−
> 0.097.
This completes the proof of Theorem 3. 
4. Proofs of Theorems 5 and 6
We recall some basic facts about convolutions in geometric function theory. Let A0 be the set
of analytic functions g in D normalized by g(0) = 1. For  > 0 we set g(z) = 1(1−z) and
F =
{
g ∈ A0 : Rezg
′(z)
g(z)
> −
2
, z ∈ D
}
.
It is clear that g ∈ F and that g ∈ F if and only if zg ∈ S1−2 . For all g ∈ F we have g ≺ g(cf. [7, p. 50]).
We also deﬁne
PF =
{
g ∈ A0 : g ∗ g ∈ F
}
.
Note that PF1 = F1. The PF functions correspond to the prestarlike functions in the same way
as the F functions correspond to the starlike functions (see above).
We also recall the following lemmas (see [9, p. 49] for the background).
Lemma 2 (Ruscheweyh [8]). For 0 <  we have
(i) F ⊂ F,
(ii) PF ⊃ PF,
(iii) If f ∈ PF and g ∈ F then f ∗ g ∈ F.
Lemma 3 (Ruscheweyh [8]). For  > 0, f ∈ PF, g ∈ F and h an arbitrary analytic function
in D we have
f ∗ (gh)
f ∗ g (D) ⊂ conv(h(D)),
where conv(A) stands for the convex hull of the set A.
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We deﬁne g˜ ∈ A0 to be the unique solution of the equation g ∗ g˜ = 11−z , and note that
for  > 0
g ∗ g˜ ∈ PF, g ∈ F. (4.1)
We need the following simple proposition.
Proposition 5. Let ,  > 0. If F ≺ (1 − z) and G ≺ (1 − z) then FG ≺ (1 − z)+.
Proof. The function log(1 − z) is convex univalent in D. Our claim then follows from
1
+  log(F (z)G(z)) =

+  log(1 − u(z)) +

+  log(1 − v(z))
≺ log(1 − z),
where u, v are analytic in D with |u(z)| |z|, |v(z)| |z| in D. 
Proof of Theorem 5. Let ,(z) := 1z,. Then, for g ∈ F we need to show
sn(g, z)
, ∗ g ≺ (1 − z)
, n ∈ N. (4.2)
Note that, = g ∗ g˜ and that g˜ ∗ g ∈ PF. Using Lemma 3 and the fact that for 0 <  <
1 the function g− maps D univalently onto a convex domain we get
, ∗ g
g
= (g−g) ∗ g˜ ∗ g
g ∗ g˜ ∗ g ≺ g−,
and therefore
g
, ∗ g ≺ (1 − z)
−. (4.3)
Theorem 4 gives
sn(g, z)
g
≺ (1 − z), (4.4)
and the assertion follows now from Proposition 5, applied to (4.3) and (4.4). 
Next we show that Conjecture 1 implies Conjecture 3. In fact, Conjecture 3 is actually a theorem
if we replace ∗() by () in its statement. To see this we use again Lemma 3 and the following
facts:
sn(g, z) = sn ∗ g ∗ g˜, g˜ ∗ g ∈ PF ⊂ PF,
so that, by Deﬁnition 1,
sn(g, z)
, ∗ g =
[((1 − z)sn )g] ∗ (g˜ ∗ g)
g ∗ (g˜ ∗ g) ≺
(
1 + z
1 − z
)
,
noting that the function on the right is also convex univalent in D.
The proof of Theorem 6 is now obvious.
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