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We study the oscillation of first-order delay equations using a method that 
parallels the use of Riccati equations in the study of the oscillation of second-order 
ordinary differential equations without delay. We give an alternative proof of a 
comparison theorem first established by Kwong and Patula, obtain some 
asymptotic behaviors of nonoscillatory solutions, prove a new criterion that falls 
within a gap left open by established results, and confirm a conjecture raised by 
Hunt and Yorke. t’ 1991 Academic Press. Inc. 
1. INTRODUCTION 
The oscillation of first-order delay equations has been extensively studied 
in recent years. However, a few open questions have not been answered yet. 
We are concerned with equations of the form 
x’(t)+q(t)x(t-T(t))=O, t > 0, (1) 
where q(t) 3 0 and 7’(t) 2 0 are continuous functions, or with the more 
intimidating ones 
x’(t)+ i qi(t)x(t-T,(t))=O, 
i= I 
(2) 
where qi(t)30 and T,(t)aO. 
Equation (1) or (2) is said to be oscillatory if every function that satisfies 
the equation eventually, that is, on the interval [f, co) for some i>O, has 
arbitrarily large zeros. It is not sufficient only to know that some solutions 
have this behavior. 
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A useful and rather general comparison theorem reminiscent of the 
classical Sturm comparison theorem for second-order ordinary differential 
equations has been recently established by Kwong and Patula [2]. With it 
some well-known oscillation criteria can be easily deduced. 
For convenience we denote 
s(t) = t - T(t). (3) 
We make the resonable assumption that memory does not reach 
indefinitely back to the starting moments, by imposing that 
lim r(t) = co. (4) f - cc 
Two well-known oscillation criteria for (1) are, respectively, 
s , lim inf ,-LX T(f) qb)u’s>~, (5) 
and 
’ z(t) is nondecreasing, and lim sup s q(s) ds> 1; (6) ,-CC et) 
see [3]. There is an obvious gap between the two conditions. For instance, 
no known results can apply to examples in which 
I 
I 
lim inf q(s)ds=k& (7) t--rm r(r) e 
A condition related to but independent of (5) is 
lim inf T(t) q(t) >i 
r-Z.2 
for Eq. (1) and 
lim inf i T,(t) qi(r) > f 
,-Cc i=l 
(8) 
for Eq. (2); see Hunt and Yorke [ 11. The same result for constant qi and 
T, were known earlier to Ladas and Stavroulakis [4]. Again not much is 
known when the lefthand side of (9) is smaller than l/e. It is noted in [l] 
that a stronger criterion, which holds when qi and T, are constants, 
(10) 
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is no longer valid in general. A counterexample is given. The authors con- 
jecture, however, that with the additional conditions that qi(t) and r,(t) 
are uniformly bounded, (10) remains sufficient for the oscillation of (2). 
In this paper, we give an alternative and much shorter proof of the 
Kwong and Patula comparison theorem, present some oscillation criteria 
that fall within the gap of conditions (5) and (6) and confirm the Hunt 
and Yorke conjecture. We use a unified approach to establish all these 
results. It parallels the Riccati equation technique that has proved so suc- 
cessful in the study of second-order linear ordinary differential equations. 
The use of the Riccati equation in studying delay equations is not a new 
idea, but our way of analyzing the resulting equation differs from that of 
previous investigators. 
2. COMPARISON THEOREMS 
Two comparison theorems are given in [2]. We will be concerned with 
just the first one here. The second theorem involves different sets of delays 
in the two equations being compared and can be just as easily proved using 
the same ideas developed in this section. 
Let l)(t) satisfy a delay inequality obtained from (2) by replacing the 
equal sign with 3, 
y’(t) + 1 4Ar) y(t - T,(t)) a 0. 
I= 1 
(11) 
Suppose that in some interval [0, L), both x(t) and y(t) are positive and 
that in an appropriate “initial interval” [a, 01, where 0 = min{ Ti(0) : 0 < 
i 6 n}, the comparison condition holds, 
Y(t) i x(t) 
YWX(W 
t E [a, 01. 
THEOREM 1. Let x(t) and y(t) be functions satisfying, respectively, the 
delay Eq. (2) and delay inequality (11). Suppose further that the initial con- 
dition satisfies the comparison condition (12). Then in the interval [0, L) in 
which both x(t) and y(t) are positioe, we have the inequalities 
Y’(t) ~ x’(t) 
Y(l) x(t) ’ 
(13) 
and 
Y(l) ; x(t) 
Y(O) ’ -40)’ 
(14) 
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Proof: At the initial point t = 0, we must interpret the lefthand sides of 
Eq. (2) and inequality (11) to mean the one-sided righthand derivative. By 
taking t = 0 in (2) and (11) and using ( 12), we see that 
Y’(o+)>x’(O+) 
y(0)’ -40) 
We may assume without loss of generality that the inequality (11) and 
thus also (15), holds with a strict inequality sign. In the contrary case, we 
can compare x(t) with the function 
y(x; E) = e”y( t), fE[O,L) (16) 
for which the corresponding inequalities are strict, and then let E approach 
zero. 
Now suppose that (13) does not hold for all t in [0, L). Let t, be the first 
point at which 
Y’(b) x’(hl) -=- 
Y(hJ x(kJ . 
Then in [0, to), the strict inequality 
Y’(l) > x’(t) - - 
y(t) x(t) 
holds. Integrating this inequality over (t, to) gives 
y(t)<- x(t) 
Y(kJ X(b) 
for all t E [0, to). 
(17) 
(18) 
(19) 
In view of the hypotheses (12), we see that (19) actually holds for all 
t E [a, to]. On the other hand, taking t = t, in (11) and dividing by y(tO) 
gives 
Y’(kJ 
-’ - Yi 4,(b) 
Y(‘O- Ti(tO)) 
Y(b) r=l Y(b) 
3 - i 4Jto) 
x(kl- T;(b)) 
i= 1 x(to) 
x’(kJ =- 
x(t,) ’ (20) 
contradicting (17). Thus our assumption that (13) does not hold is invalid. 
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Inequality (14) follows from (13) upon a simple integration and exponen- 
tiation. 1 
The quantity x’( t)/x(t) is the well-known one used to transform a 
second-order linear ordinary differential equation into a Riccati equation. 
The blowing up of this quantity signifies the presence of a zero of the solu- 
tion x(t). Given this fact, many results in the oscillation theory of second- 
order differential equations are obtained by carefully estimating x’( t )/x( t) 
through application of the theory of differential and integral inequalities on 
the resulting Riccati equation. 
3. A NEW OSCILLATION CRITERION 
As pointed out in the introduction, not much is known if condition (7) 
holds instead of the stronger condition (8). Since it is well known that the 
number l/e in condition (8) is best possible, (7) by itself is not sufficient o 
imply oscillation. We will show that an additional condition in a form 
similar to (6) will complete the criterion. 
Let us first establish an asymptotic result for nonoscillatory solutions of 
(1) that satisfies (7). A solution of (1) is said to be nonoscillatory if 
it remains either positive or negative for all t beyond a sufficiently large 
time t,. 
LEMMA 1. Suppose (7) holds and let x(t) be a nonoscillatory solution of 
(1). Then 
lim inf x(z(z)) > 1 
I--r= x(t)’ ’ (21) 
where t(t) is defined by (3) and 1 is the smaller solution of the transcendental 
equation 
1, = eki.. (22) 
Proof. Without loss of generality we may assume that x(t) is positive 
for all large r. Obviously x(t) must eventually be monotonically decreasing. 
In view of (4), we may confine ourselves to times so large that memory can 
only reach back so far as to witness only the monotonicity of x(t). Rewrite 
(1) as 
x’(t) x(dt)) -= -q(t)- 
x(t) x(t) 
(23) 
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We see immediately that 
x’(t) 
-d -q(t). 
x(t) 
Integrating over [z(t), t] gives, for t sufficiently large, 
(24) 
Thus 
x(r(t)) > ek 
x(t)’ . (26) 
Let us move on further down the time dimension until memory can recall 
only (26). We can then iterate the process to obtain a sharper estimate on 
the ratio x(z(t))/x(t)-combine (23) with (18), and then integrate. The 
continuation of this process is analogous to the iterative procedure for 
successively approximating the root ;1 of the transcendental Eq. (22), using 
the scheme 
E., = 1, 
) 
‘1 
= eki.f 
(27) 
except that each time we obtain an inequality instead of an equation. The 
conclusion of the lemma then follows easily. 1 
Note that the critical value k = l/e will produce A= e. If k < l/e, then 
(22) has two real roots. The iterates A, will converge to the smaller one, the 
other being an unstable tixed point. If k> l/e, then (22) has no real roots, 
and the iterates 1, actually approach infinity. In this case, Lemma 1 is 
inappropriate since (1) does not have any nonoscillatory solutions at all. 
THEOREM 2. Suppose that condition (7) holds. Let A be the value deter- 
mined by k from (22). If in addition, 
and 
r(t) is nondecreasing, 
(28) 
lim inf 
,-CC 5 
, In A+ 1 
r(r) 
ds)ds> i ~ = K(k), I 
then Eq. (1) is oscillatory. 
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ProoJ: Choose k sufficiently close to k, so that the value 1 determined 
by R instead of k using an equation analogous to (22) is also sufficiently 
close to I to make the value K(k) = (In ,? + 1)/x lie strictly between the two 
sides of the inequality (28). 
Suppose that the conclusion of the theorem is false and that (1) has an 
eventually positive solution x(t). By Lemma 1, we may assume that for all 
t large enough, 
x(z(t)) ,; 
x(r) *. (29) 
For such t, x(t) is a monotonically decreasing function. By (28), there 
exists a t, so large that (29) holds for all t>t(r(t,)), and 
c t1 q(s) d.7 > K(k). (30) T(II) 
Denote t, = I. We claim that the positivity of x(t) in [t,, t,] leads to 
a contradiction. 
Let t, E [to, t,] be a point at which x(t,) = x( t,)/,I. If such a point does 
not exist, take t, = t, . Integrating (1) over [f2, t,] and noting the fact that 
x(t( t)) b x( to), we obtain 
Similarly, dividing (1) by x(t) and integrating over [to, t2] and noting that 
(29) holds, we obtain 
1 ‘2 x’(s) 
j”q(dds< -x jt, =dJ=y. 
10 
(32) 
Adding (31) and (32) leads to an inequality contradicting (30). 1 
For illustrative purpose, we give a few values of ,I and K(k) correspond- 
ing to given k’s 
0.10 1.118325592 0.9941939796 
0.15 0.196608455 0.9856952479 
0.20 1.295855509 0.9716909740 
0.25 1.429611825 0.9494905769 
0.30 1.631340757 0.9129927151 
0.35 2.047539475 0.8383910723 
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The improvement over (6) may not seem much. Nevertheless, such cases 
are not covered by previously known results. It would be interesting to see 
whether further improvement can be obtained by lowering the bound on 
the righthand side of (28). Note that as k + 0, Theorem 2 reduces to the 
criterion (6). 
There still seems to be room for exploiting the idea of using a lower 
bound on the ratio x(z(t))/x(t) to obtain other oscillation criteria. We 
mention here one example and sketch its proof. 
When k = l/e, the critical value in (7) Lemma 1 gives the estimate 
lim inf x(T(c)) > e. 
,-Oc x(t)’ 
(33) 
This alone is not sufhcient to yield oscillation. Observe that the root A= e 
is now a “stable/unstable” fixed point of the iterative scheme (27) in the 
sense that if the starting value A, is less than e, then the sequence 1, con- 
verges to e, whereas if A0 is larger than e, then the sequence diverges to co. 
Suppose there are bursts of large values of q(t), enough to boost the ratio 
x(r(t))/x(t) to some value slightly larger than e over a sufficiently long 
interval. One such condition can be 
For some p > e, there is a sequence { ti}, 
ti -+ cc such that for all t E [r(t,), ti], 
I 
* 
4s) ds > P. (34) 
T(1) 
Then the iterative process in the estimation of x(r(t))/x(t) in the proof of 
Lemma 1 starts to flow into the unstable region, and we end up having 
. x(T(t)) 
b!! x(t) = ca3. (35) 
Now the same arguments in the proof of Theorem 2 give the oscillation 
of (1). 
Here the required lower bound p is much less than K(e) as needed in 
Theorem 2. But on the other hand it is imperative that this bound p be 
sustained in a sequence of intervals. 
We remark that the method of comparison using the iterative scheme 
(27) also works in the opposite way to give an upper bound on the ratio 
-x(r(t))/x(t) in case q(t) is known to be small. More precisely, we have 
the following theorem. 
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THEOREM 3. Suppose that there exists t, such that ,for t > t,, 
I 
f 
q(s)ds<k& 
r(l) e 
(36) 
Let 2 and A be, respectively, the smaller and the larger roots of the tran- 
scendental Eq. (22). If it is known that 
and 
z(t) a z(t,), for all t > to, (37) 
x’(t) 
- - < /iq(t), 
x(t) 
then 
x’(t) 
--<dq(t), 
x(t) 
for all t E [to, co], 
and 
lim sup - x(dt)) d i 
r-2 x(t) . 
(38) 
(40) 
As a consequence, x(t) is nonoscillatory. 
We omit the straightforward proof. As a corollary of this result, we have 
the following improved version of a well-known nonoscillation criterion, 
see [3, Theorem 2.4.21, in which a strict inequality is required in (42). 
THEOREM 4. Suppose that there exists t, such that for all t > t, , 
and 
T(t) 2 $t, ), (41) 
(42) 
Then (1) has a nonoscillatory solution. 
Proof We have only to take the solution that satisfies the “initial 
condition” x(t) = 1 in [r(t,), to]. [ 
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4. CONJECTURE BY HUNT AND YORKE 
In this section we confirm the conjecture raised by Hunt and Yorke in 
[l]. The equation under consideration is now (2), and we assume that 
both the delays and the coefficients are uniformly bounded. 
T,(t) G To, o< qJt) 6 40. (43) 
Let us denote by CI the lefthand side of (10). Then 
tl> 1. (44) 
LEMMA 2. Suppose (10) holds and x(t) is a nonoscillatory solution of (2). 
Then 
lim x’(t)= -a 
1+a x(t) 
(45) 
Proof. We may assume without loss of generality that x(t) is nonin- 
creasing. Obviously if (10) holds, XI= 1 qi(t) cannot vanish at any t. In 
CT,, 2To1, 
-$f=( i qi(t)X(t-Ti(t)))~x(t) i= I 
>, 
=p>o. (46) 
We claim that the lower bound p continues to be valid for all t > 2To. Sup- 
pose that this is false and to > 2To is the last point at which -x’( t)/x( t) > p 
still remains valid in [2T,, t,]. Then -x’(tO)/x(tO) = p, and 
x’(t) --bp, 
x(t) 
t E CT,, bl. 
Integrating over [t - Ti(t), t] for each i, we obtain 
X(t- T;(t)), epr,(,) 
x(t) ’ ’ t E ITo, toI. 
Letting t be to in (2), and substituting (48) and (lo), we have -x’(t,) >, 
apx(t,), contradicting our choice of to. 
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Now that (47) holds for all t > T,, substitution of (10) into (2) gives 
x’(t) -->3p, 
x(t) 
r32T,. 
Repeating this argument then gives 
x’(t) - - 2 d’p, 
x(t) 
t2(n+ l)T,, 
(49) 
for n = 2, 3, . 1 
LEMMA 3. Under the same hypothesis of Lemma 2, given any m > 0, 
x(tJ > em(r, ~ f2) 
x(tl)’ 
for all t, < t, large enough. 
Proof The proof follows from an integration of (45). 1 
LEMMA 4. There exists a constant E > 0, such that for each t, there is an 
index i,for which 
min{q,(t), T;(t)} 2~. (52) 
Proof Suppose the contrary. Then given any E > 0, there exists a t such 
that, for each i, either qi(t) < E or T,(t) < E. From (lo), we see that for all 
A > 0, 
1 <i $- qi(f) eirf(‘) <: (EeiTo + qOe”“). 
,=I 
(53) 
We claim that this cannot be true if E is small enough. Let us consider 
the roots of the equation 
eUO 1 -=- 
5 J 
(54) 
given by the intersection of the convex curve q = eCTO’“/l and the horizontal 
line n = l/J. There are two roots, 5, < r2. It is easy to see that t2 -+ co as 
E + 0, and that r2 < 1/J f E or E sufficiently small. Let 2 be t2 for such a 
small E. Then 
(55) 
As E -+ 0 the righthand side tends to 0, contradicting (53). 1 
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THEOREM 5. Suppose that conditions (10) and (43) hold. Then the delay 
equation (2) is oscillatory. 
Prooj Let t, be a point so large that (51) holds on [to - E, co). For 
points in the interval [t,, t, + E], 
x’(t)< -qi(t)x(t-T;(t))< --Ex(t--E), 
where i is the index chosen as in Lemma 4. 
BY (51) 
x(t-&)>x(tO)em(‘oP’+F). 
Substituting this into (56), we have 
x’(t) 6 -~em(‘o~r+c)x(tO). 
Integration over [to, t, + E] gives 
e PIE -1 
x(t,)-x(t,+E)2&- x(hA m 
(56) 
(57) 
(58) 
(59) 
which cannot be valid for m large enough. This contradiction completes the 
proof of the theorem. 1 
The method used in this section can easily be adapted to obtain an 
oscillation criterion complementing (8) in very much the same spirit as 
Theorem 2 complements criterion (5). We only outline the approach here 
and leave the details to the readers. 
Suppose we know that 
liminl(t)q(t)=k<t. (60) t-m 
Then a lower bound for the ratio -x’(t)/x(t) can be obtained as the 
smaller solution of (22). With this lower bound, the estimate of the form 
(51) with m replaced by 1 is valid. If furthermore a nonzero lower bound 
E on the delay T(t) is known, then the condition 
q(t) ei.’ > A + 1, (61) 
holding in a sequence of intervals of length E is sufficient o give oscillation. 
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