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This paper introduces a linear relaxation of the matroid matching problem, 
called the fractional matroid matching problem. When the matroid matching 
problem is in fact a matroid intersection problem, the fractional matroid matching 
polytope and the matroid matching polytope coincide. When the matroid matching 
problem is in fact a matching problem in a graph, the fractional matroid matching 
polytope and the classic fractional matching polytope of the graph coincide. Thus, 
the fractional matroid matching polytope may properly contain the matroid 
matching polytope. The fractional matroid matching polytope is a lattice 
polyhedron and, although its extreme points are not all integral, they are half- 
integral. This paper establishes strong relationships between extreme points of the 
fractional matroid matching polytope and those of graphic fractional matching 
polyhedra. Despite these strong relationships, adding the rank 1 inequalities does 
not define the matroid matching polytope. In fact, even the matching polytope of 
a graphic matroid is not generally described by adding these inequalities. Ii‘, 1992 
Academic Press, Inc. 
1. INTRODUCTION 
Let M be a matroid with elements d partitioned into pairs called lines. 
A matching is a collection of lines whose corresponding elements constitute 
an independent set in M. Given a weight w(l) on each line 1, the matroid 
matching problem is to find a matching M of maximum total weight 
w(M) = c (w(l) : IE M). 
The matroid matching problem generalizes several well-solved problems 
in combinatorial optimization including the matroid intersection problem 
and the graphic matching problem. Lovasz [22] and, independently, Korte 
and Jensen [lS] showed that solving the matching problem in a general 
matroid, described only by an independence oracle, requires exponential 
time. Lovasz [22], Stallmann and Gabow [12], and Orlin and Vande 
Vate [24] have, however, provided polynomial time algorithms for the 
special case in which the matroid M is representable (and a representation 
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is given) and the weight on each line is one. PO Tong et al. [27] have 
shown that versions of the matching problem in a special class of represent- 
able matroids, called gammoids, reduce to the graphic matching problem. 
Nonetheless, two important questions remain: First, is there a polyno- 
mial-time algorithm for the weighted matching problem in representable 
matroids? Second, what makes the general matching problem difficult? 
This paper begins to address both questions by considering a linear relaxa- 
tion of the general matroid matching problem, called the fractional matroid 
matching problem. Understanding this relaxation is a first step toward a 
linear description of the matroid matching polytope (i.e., the convex hull 
of the incidence vectors of matchings), which would in turn provide a 
“good characterization” of maximum weight matchings. Further, this 
paper-rather than identifying key distinctions-demonstrates remarkable 
similarities between the matching polyhedra of representable and non- 
representable matroids. This leaves open the questions: Is there a good 
characterization of the matching polytope of representable matroids? And, 
if there is, does this characterization also describe the matching polytope of 
general matroids? 
Although Lovasz [22] and Jensen and Korte [18] have shown that the 
problem of finding a maximum cardinality matching in a general matroid 
requires exponential time in the worst case, this result relies on the assump- 
tion that the matroid is accessible only via an independence oracle. Thus, 
it is possible, though unlikely, that there is an efficient algorithm relying on 
some other representation of the matroid. Further, even if the matching 
problem in general matroids is hard, a characterization of the matroid 
matching polytope may be possible, though it is unlikely to have bounded 
rank. (In this paper, we show that it does not have rank 1.) Finally, a 
characterization of the matching polytope for general matroids would not 
necessarily refute the proposition that finding a maximum cardinality 
matching in these matroids is hard-if the separation problem is hard, then 
solving the linear program will be hard as well. 
In a graph G, the degree and non-negativity constraints define the frac- 
tional matching polytope, FP(G). It is well known that when G is bipartite, 
the fractional matching polytope and the matching polytope, P(G) (i.e., 
the convex hull of the incidence vectors of matchings), coincide. In a non- 
bipartite graph, however, H’(G) may properly contain P(G). In this case, 
although the extreme points of FP(G) are not all integral, they are all half- 
integral. Edmonds [8] showed that the matching polytope may be 
obtained from the fractional matching polytope by adding the odd set 
constraints, which cut off the existing fractional extreme points without 
introducing new ones. 
This paper investigates analogous results for the matroid matching 
polytope. Section 2 introduces a linear relaxation of the matroid matching 
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problem, called the fractional matroid matching problem. When the 
matroid matching problem is in fact a matroid intersection problem, the 
fractional matroid matching polytope and the matroid matching polytope 
coincide. When the matroid matching problem is in fact a matching 
problem in a graph, the fractional matroid matching polytope and the 
classic fractional matching polytope of the graph coincide. Thus, the frac- 
tional matroid matching polytope may properly contain the matroid 
matching polytope. Section 3 demonstrates that the fractional matroid 
matching polytope is a lattice polyhedron in the sense of Hoffman and 
Schwartz [17]. Section 4 shows that although the extreme fractional 
matchings of a matroid are not all integral, they are half-integral. In 
proving the half-integrality of extreme fractional matchings in a matroid, 
Section 4 establishes strong relationships between extreme points of the 
fractional matroid matching polytope and those of graphic fractional 
matching polyhedra. The above results hold for all matroids, representable 
or not. 
The strong relationships between fractional matchings in matroids and 
graphs demonstrated in Section 4 suggest that, like the matching polytope 
of a graph, the matching polytope of a matroid may be obtained by adding 
“rank 1” inequalities to the constaints defining the fractional matroid 
matching polytope. Section 5 gives examples showing that this is not the 
case even in representable matroids. Most interestingly, however, these 
examples are versions of the smallest instance of the example Lovisz [22] 
used to demonstrate the polynomial unsolvability of the matching problem 
in general matroids. Further, the fractional matroid matching polytope for 
these examples has been studied carefully in the context of vertex packing. 
They are related to a linear relaxation of the vertex packing problem in K4, 
the complete graph on four vertices. Gerards and Schrijver [13] showed 
that this is the smallest graph in which adding the rank 1 inequalities does 
not give the vertex packing polytope, i.e., the convex hull of the incidence 
vectors of stable sets. 
A forthcoming paper [21] describes a polynomial-time algorithm for 
finding a maximum weight fractional matching in a general matroid. This 
algorithm generalizes both Lawler’s [20] primal-dual matroid intersection 
algorithm and a Simplex algorithm applied to the fractional matching 
problem. 
2. FRACTIONAL MATROID MATCHINGS 
Let M be a matroid with elements 8 partitioned into lines and for each 
subset X of 8, let r(X) and sp(X) denote the rank and span, respectively, 
of X in M. Let L denote the set of lines and assume that for each line I~z L. 
582b/SS;I-IO 
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r(l) = 2. (Insofar as the fractional matroid matching problem is a relaxation 
of the matroid matching problem, this assumption is made without loss of 
generality.) Let Y denote the lattice of flats or closed subsets in M with 
meet operation S, A S, = S, n S, and join operation S, v S2 = sp(S, u S,) 
and for each line I let a,: 5’~ (0, 1,2} be the function with a,(S)= 
r(sp(Z) A S). Given SE dp and x E R ‘,“I, let a(S).x denote C (a,(S)x(l) : 
1 E L). The set 
R’(M) = (x E R’,L’ :a(S).xdr(S)foreachSEY} 
is the fractional matroid matching polytope and each vector x E FP(M) is 
called a fractional matroid matching. 
EXAMPLE 2.1. Consider the matroid M on the elements d = {a,, a,, b, , 
b?, ci, cl, d,, d,} in which every set of four elements is a base except 
{a,, a2, h, b2}, {a,, a2, cl, c2), {a,, ~2,4,4}: 
{h, b,, ~1, c,>, {b,, b,, d,, d,), {cl, c2,4,4). 
It is easy to verify that M is a matroid. In fact, M is a version of the 
matroid Lovasz [22] used to demonstrate the complexity of the general 
matroid matching problem. The lines are defined by 
1(l)= (4, a,>, 42) = (b,, b}, l(3) = {Cl > C2>? l(4) = Id,, 4). 
The flats of M are the empty set, the individual elements, pairs of elements, 
pairs of lines, sets consisting of one element from each of three lines, and 
8. Thus, FP(M) is the set of x E R: satisfying 
2x, + 2x, < 3 
2x, +2x,<3 
2x,+2x,63 
2x, + 2x, d 3 
2x, + 2x, < 3 
2x, + 2x, d 3 
2x,+2x,+2x,+2x,64 
2xi,<2 for each iE [l . ..4]. 
Theorem 2.1 states that the fractional matroid matching polytope arises 
as a linear relaxation of the matroid matching problem. The proof is 
immediate and hence omitted. 
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THEOREM 2.1. An integer vector x E Ryl is the incidence vector of a 
matroid matching if and only if x is a fractional matroid matching. 
The fractional matroid matching problem is: Given a weight w(l) on each 
line I, find a fractional matching x of maximum total weight w-x= 
C (w(E) x(Z) : 1 EL). A solution to the fractional problem provides only an 
upper bound for the maximum weight of a matroid matching. On the one 
hand, Theorem 2.2, states that if the matroid matching problem is in fact 
a matroid intersection problem, then the fractional matroid matching 
polytope and the matroid matching polytope coincide. 
THEOREM 2.2. Suppose M is the direct sum of two matroids M, = 
(c$, 4) and M, = (E;, 9z) and each line consists of one element from ~9~ and 
one element from $. Then each extreme point of FP(M) is the incidence 
vector of a matching. 
Prooj This follows immediately from Edmonds’ [9] linear charac- 
terization of the matroid intersection polytope. 1 
On the other hand, if M is a partition matroid, the matroid matching 
poblem is the matching problem in a graph G and the fractional matroid 
matching problem is the fractional matching problem in G. The remainder 
of this paper establishes connections between fractional matchings in a 
general matroid M and fractional matchings in graphs. 
3. FRACTIONAL MATCHINGS AND LATTICE POLYHEDRA 
The fractional matching polytope of a matroid is related to a class 
of polyhedra, called lattice polyhedra, studied by Johnson [19], 
Hoffman [16], Griiflin and Hoffman [lS], Hoffman and Schwartz [17], 
and Grishuhin [14]. Of particular interest here are those lattice polyhedra 
defined as follows. 
Let E be a finite set of elements and let 9 be a finite distributive lattice 
with meet operation A and join operation v. The lattice CB induces the 
partial order (9, <) in which S, < Sz if S, A Sz = S,. Let 6: 9 H 2, be 
submodular and, for each element e E E, let d, : 9 H Z, be supermodular. 
Then 
is a lattice polyhedron. Grijflin and Hoffman [15] demonstrated the 
following property of lattice polyhedra. (Actually, Griiflin and Hoffman 
restrict the range of d, to { - 1, 0, 1 }. Nonetheles, their proof applies here 
as well.) 
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THEOREM 3.1 (Groflin and Hoffman [ 151). Each extreme point x* of a 
lattice polyhedron 
(x~R~‘:d(S).x~b(S)foreachS~$Bj 
is the unique solution to a system of linear equations 
d(Si) .x = b(SJ for iE [l . ..t] 
x(e) = 0 for eENzE, 
whereY={Si:iE[l...t]} is a chain in (9, <), i.e., S1 < S, < . . <S,. 
Lemma 3.2, together with the observation that the rank function 
of a matroid is submodular and integer-valued (see, for example, 
Edmonds [9]), shows that the fractional matching polytope of a matroid 
is a lattice polyhedron. 
LEMMA 3.2. Let M be a matroid with elements paired into lines. For each 
line I the function a,: 9’ H (0, 1, 2 > is supermodular. 
Proof Consider two subsets S1 and S, in Y. If a,(S1) or a,(S*) is zero, 
then 
a,(S,) + a,(&) 6 &(S, ” S,) = a,(S, ” S,) + aAS, A u 
as desired. Likewise, if a,(S,) or a,(,!?,) is two, then 
adSI) + aA%) = 2 + min{a,(Sl)9 a,(&)) = aAS, v sd + 4(S, * S,), 
as desired. Finally, if a,(S,)=a,(S,) = 1, then either a,(S, v S,)=2 and 
~l(S,)+~,(w=~,(S, ” S,)G4(S, ” S*)+a,(S, * S,) 
or al(S1 v S,) = a[(S, A S,) = 1 and 
aAS,) + 4(U = a,(S, ” S,) + 4(S, A w. I 
COROLLARY 3.3. The fractional matching polytope of a matroid is a 
lattice polyhedron. 
The next section exploits the fact that the fractional matching polytope 
of a matroid M is a lattice polytope to establish relationships between 
extreme points of FP(M) and extreme points of graphic fractional 
matching polyhedra. 
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4. FRACTIONAL MATCHINGS IN GRAPHS AND MATROIDS 
Many authors have investigated the structure of the graphic fractional 
matching polytope (e.g., Balinski [2], Bartholdi and Ratliff [S], and 
Chen [6]) while others have explored the relationships between fractional 
and integral matchings (e.g., Balas [l], Pulleyblank [26], and Uhry 
[29]). This section extends the former work by exploring the structure of 
the fractional matroid matching polytope and its relationship to fractional 
matchings in graphs. The results presented here suggest that the latter work 
relating fractional and integral matchings in graphs may extend to general 
matroids. 
Given a graph G = (V, E) and an integer vector b E Z y’, the perfect 
fractional b-matching polytope of G, denoted FP(G, b), is 
XER~‘: C(d,(v)x(e):e~E)=b(v)foreachu~V . 
> 
Here, d,(u) is the degree of edge e at vertex u. As the graph G may 
have loops, d,(v) E (0, 1,2} and as the graph G may have spurs, 
C (d,(u) : UE V) E { 1, 2). Letting D be the matrix with elements d,(u), 
FP(G, 6) may be written as 
FP(G,b)=(xER’,E’:Dx=b}. 
Each vector x E FP(G, b) is a perfect fractional b-matching (or, more briefly, 
a fractional matching) of G. Given a weight w(e) on each edge e, the perfect 
fractional b-matching problem is to find a fractional matching of maximum 
total weight. 
Of primary interest here are the extreme points of FP(G, b) and hence 
the bases of D. Edmonds and also Balinski [3] showed that each extreme 
point of FP(G, b) is in 4 Z y’, i.e., is half-integral. Further, Chen [6] (also 
Balinski and Spielberg [4], Trotter [28], Nemhauser and Trotter [23], 
Pulleyblank [25], and Bartholdi and Ratliff [S]) described the bases of D 
in terms of the subgraphs induced by the corresponding edges of G. 
A subset T of edges is a bloom if the subgraph induced by the edges in 
T is connected and contains exactly one cycle and that cycle has an odd 
number of edges. In the following theorem, each edge in the graph G is 
identified with the corresponding column in the matrix D. If G has spurs, 
we add a distinguished vertex called the root. Each spur edge is also 
incident to the root. 
THEOREM 4.1 (Chen [ 6 J ). Suppose D is the incidence matrix of a con- 
nected graph G. A subset T of columns is a base of D if and only if T is a 
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maximal set of edges such that each connected component of the subgraph 
(V, T) is either a tree or a bloom (The component containing the root must 
be a tree.) 
In light of Theorem 4.1, a set T of edges in a graph G is called a base 
of G if the corresponding columns form a base of the incidence matrix D. 
Theorem 4.2 extends Theorem 4.1 to the fractional matroid matching 
problem via the following association between extreme points of H’(M) 
and perfect fractional b-matchings. 
By Corollary 3.3 and Theorem 3.1, each extreme point x* of P(M) is 
definedbyasubsetNofLandafamilyY={Si:i~[1...t]}offlatswith 
s,cszc ..’ c S,. Let So denote the empty flat. The pair (9, N) induces 
a graph, denoted G(Y, L - N), defined as follows. For each flat Si E 9, 
there is a vertex Si in G(Y, L - N) and for each line ZE L - N there is an 
edge 1 in G(9’, L - N). The edge I is incident to vertex Si if at(S,) - 
a,(S,_ r) = 1 and is a loop at vertex Si if a,(S,) - a,(S,_ ,) = 2. 
THEQREM 4.2. A vector x* E FP(M) is an extreme point of FP(M) if and 
only tf there is a subset N of L and a family Y = { Si : i E [ 1 . . . t] } of flats 
with S, c Sz c . . . c S, such that: 
1. x*(f)=0 for each 1~ N; 
2. L - N is a base of G(Y, L - N); and 
3. the projection of x* onto the components indexed by lines in L-N 
is the unique, perfect fractional b-matching in G(Y, L-N), where b(Si) = 
r(S,)-r(S,-,)foreach iE[l...t]. 
Proof: The result follows from Theorem 3.1 and Corollary 3.3. That is, 
a vector x* E FP(M) is extreme if and only if there is a subset N of L and 
afamilySp=(Si:iE[l...t]} offlatswithS,cS,c . ..cS.suchthatx* 
is the unique solution to the linear system 
a(Si).x=r(Si) foreach iE [l .-.t], 
x(l) = 0 for each 1 E N; 
i.e., x* is the unique solution to the equivalent linear system 
[a(Sj)-a(Si-,)].X=r(Sj)-r(Si-1) foreach ic[l...t], 
x(Z)=0 for each 1 E N. 
But, the latter system defines the perfect fractional b-matching polytope of 
G(9, L-N), where b(S,)=r(S,)-r(S,-,) for each ie[l . ..t]. 1 
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The following generalization of Balinski’s result on the half-integrality of 
extreme fractional matchings in a graph is an immediate consequence of 
Theorem 4.2. 
COROLLARY 4.3. Each extreme point of the fractional matroid matching 
polytope FP(M) is half-integral. 
The next section shows that despite these strong relationships between 
extreme fractional matchings in a matroid and extreme fractional 
matchings in graphs, adding the rank 1 inequalities in the sense of 
ChvStal [I73 does not define the matroid matching polytope. 
5. THE EDMONDS-JOHNSON PROPERTY 
Edmonds and Johnson [lo, 111 showed that the matching polytope 
P(G, b) of a graph G may be obtained from the fractional matching 
polytope FP(G, 6) by adding the odd set inequalities 
c (x(i, j) : i, je S) < Lb(S)/2 J for each SE V with b(S) odd. 
(Here, b(S) = 1 (b(u) : u E S) and jb( S)/21 denotes the largest integer not 
exceeding b(S)/2.) This deep and important result led Gerards and 
Schrijver [13] to say that a matrix A has the Edmonds-Johnson property 
if for each choice of integral vectors b,, b2, d, , and d2 the convex hull of 
integral solutions to 
b,<Ax<b, 
d, dxdd, 
(1) 
is obtained by adding the inequalities 
where c is an integral vector and, for each x satisfying (l), cx < c,,, that is, 
if the system of inequalities (1) has rank 1 in the sense of Chvatal [7]. 
Theorem 4.2 and Corollary 4.3 lead naturally to the question of whether 
the constraint matrix defining the fractional matching polytope of a 
matroid possesses the Edmonds-Johnson property. This section provides 
examples showing that it does not. 
Consider the matroid matching problem of Example 2.1. If the con- 
straint matrix defining the fractional matching polytope of this matroid 
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possesses the Edmonds-Johnson property, then so must the constraint 
matrix defining the system 
Xl +x,< 1 
x,+x3<1 
x,+x,<1 
x,+x,<1 
x,+x,< 1 
x3 + x4 < 1 
(2) 
Xi>0 for id [l . ..4]. 
The constraint matrix defining the system (2) does not, however, possess 
the Edmonds-Johnson property. In fact, Gerards and Schrijver [ 131 
showed that this is a minimal example not possessing the Edmonds- 
Johnson property, where A = [a01 is an m x n integer matrix with 
c (lagI :jE Cl . ..n])<2 for each ie [l . ..m]. 
The following example shows that even the constraint matrix defining 
the fractional matching polytope of a graphic matroid does not necessarily 
possess the Edmonds-Johnson property. 
EXAMPLE 5.1. Consider the cycle matroid of the graph shown in Fig. 1. 
The lines of the matching problem are the pairs 
l(l)= ((0, l), (1, 5,>, f(2) = ((0, 2), (2,5)}, 
i(3)= {(0,3), (3,5,>, l(4) = { (0,4), (4, 5)). 
The flats of this matroid are the empty flat; single elements; pairs of 
elements; pairs of lines; sets of three elements, one from each of three lines; 
sets of three lines; sets with one element from each line; and E, the set of 
all elements. The fractional matching polytope of this matroid is defined by 
the inequalities 
06x;< 1 for each i E [ 1 . . .4], 
2xi+2xj<3 for each i, je [l . ..4]. i# j, 
2xi+2xj+2xk<4 for each i, j, kE [l . ..4]. i# j#k, 
2x, + 2x, + 2x, + 2x, < 5. 
Again, if the constraint matrix defining this system possesses the 
Edmonds-Johnson property, then so must the constraint matrix of 
system (2). fl 
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FIG. 1. The constraint matrix for the fractional matroid matching polytope of this graphic 
matroid does not possess the Edmonds-Johnson property. 
6. CONCLUSION 
From among the many possible linear relaxations of the matroid 
matching problem, this paper has considered one, which includes as special 
cases the matroid intersection polytope and the fractional matching 
polytope of a graph. The fact that this linear relaxation enjoys structural 
properties of both these special cases suggests that it may be possible to 
characterize the matroid matching polytope at least for representable 
matroids. On the other hand, the fact that-unlike its special cases-the 
constraint matrix defining the fractional matroid matching polytope does 
not enjoy the Edmonds-Johnson property indicates that defining the 
matching polytope for representable matroids will involve new paradigms 
for polyhedral combinatorics. 
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