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Abstract. The concept of rough convergence of sequences was first intro-
duced by H.X. Phu [13]. Gradually a lot of work had been done on this
concept and a new version of statistical convergence had come through the
work of S. Aytar [1]. Through further progress of this concept, I-statistical
convergence was then introduced by U. Yamanc and M. Gu¯rdal [17]. The
concept of rough ideal statistical convergence of a sequence was first de-
fined by Das, Savas and Ghosal [4]. Here in this paper using the concept
of Das et.al. we prove some results on rough ideal statistical convergence
and also we introduce the notion of rough ideal limit set and discuss some
topological aspects on this set.
Key words and phrases : Ideal statistical convergent, Rough ideal statistical
convergent, I-statistical limit set, I - statistical bounded.
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1. Introduction and background
The notion of convergence of real sequences has been extended to statistical
convergence by Fast [6] also independently by Schoenberg [16] using the natural
density of N. The study of statistical convergence become one of the most active
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research area in summability theory after the works of Fridy [7], Salat [14] and
many others.
The notion of statistical convergence has been further generalized to I-convergence
by Kostyrko et.al. [8] using ideals of N. A lot of work on I-convergence can be
found in [2, 3] and many others. Recently Das et.al. in [3] introduced the notion
of ideal statistical convergence which is a new generalization of the notion of
statistical convergence. More investigation and application of this notion can be
found in (see [4], [5], [15], [17]).
The concept of rough convergence was first introduced by Phu [13]. Further
this notion of rough convergence has been extended to rough statistical conver-
gence by Aytar [1] using the notion of natural density of N in a similar way
as usual notion of convergence was extended to statistical convergence. More
work can be found in ([9], [10]). Further the notion of rough statistical conver-
gence was generalized to rough I-convergence by Pal et.al. [12] using ideals of
N. More investigation and application on this line can be found in ([11], [12]).
So naturally one can think if the new notion of I-statistical convergence can be
introduced in the theory of rough convergence.
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In this chapter we introduce and study the notion of rough I-statistical con-
vergence in a normed linear space (X, ‖.‖) which naturally extends the notions
of rough convergence as well as rough statistical convergence in a new way. We
also define the set of all rough I-statistical limits of a sequence and proved some
topological properties of this set.
2. Basic Definitions and Notations
In this section we recall some basic definitions and notations.
Definition 2.1. Let X 6= φ. A class I of subsets of X is said to be an ideal in
X provided, I satisfies the conditions:
(i)φ ∈ I,
(ii)A,B ∈ I ⇒ A ∪B ∈ I,
(iii)A ∈ I, B ⊂ A⇒ B ∈ I.
An ideal I in a non-empty set X is called non-trivial if X /∈ I.
Definition 2.2. Let X 6= φ. A non-empty class F of subsets of X is said to be
a filter in X provided that:
(i)φ /∈ F,
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(ii) A,B ∈ F⇒ A ∩B ∈ F,
(iii)A ∈ F, B ⊃ A⇒ B ∈ F.
Definition 2.3. Let I be a non-trivial ideal in a non-empty set X . Then the
class F(I)= {M ⊂ X : ∃A ∈ I such that M = X \A} is a filter onX . This filter
F(I) is called the filter associated with I.
A non-trivial ideal I in X(6= φ) is called admissible if {x} ∈ I for each x ∈ X .
Throughout the paper we take I as a non-trivial admissible ideal in N unless
otherwise mentioned.
Definition 2.4. [4] Let x = {xk}k∈N be a sequence of real numbers. Then x is
said to be I-statistically convergent to ξ if for any ε > 0 and δ > 0
{n ∈ N : 1
n
|{k ≤ n :‖ xk − ξ ‖≥ ε}| ≥ δ} ∈ I.
In this case we write I-st- lim x = ξ
Definition 2.5. [8] Let x = {xn}n∈N be a sequence of real numbers. Then x is
said to be I-convergent to ξ if for any ε > 0
{n :‖ xn − ξ ‖≥ ε} ∈ I.
In this case we write I − lim
n→∞
xn = ξ
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Definition 2.6. [5] A subset K of N is said to have I-natural density dI(K) if
dI(K) = I − lim
n→∞
|K(n)|
n
where K(n) = {j ∈ K : j ≤ n} and |K(n)| represents the number of elements in
K(n).
Note 2.1. From the above definition, it is clear that, if d(A) = r, A ⊂ N, then
dI(A) = r for any nontrivial admissible ideal I in N.
Definition 2.7. [13] If x = {xk}k∈N be a sequence in some normed linear space
(X, ‖.‖) and r be a non negative real number then x is said to be r-convergent to
ξ ∈ X , if for any ε > 0, there exists N ∈ N such that ‖ xk − ξ ‖< r+ε for all k ≥
N .
Definition 2.8. [1] Let x = {xk}k∈N be a sequence in a normed linear space
(X, ‖ . ‖) and r be a non negative real number. x is said to be r- statistically
convergent to ξ, denoted by x
r−st
−→ ξ, if for any ε > 0 we have d(A(ε)) = 0, where
A(ε) = {k ∈ N :‖ xk − ξ ‖≥ r + ε}. In this case ξ is called the r-statistical limit
of x.
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Definition 2.9. Let x = {xk}k∈N be a sequence in a normed linear space
(X, ‖.‖) and r be a non negative real number. Then x is said to be rough I-
statistically convergent to ξ or r-I-statistically convergent to ξ if for any ε > 0
and δ > 0
{n ∈ N : 1
n
|{k ≤ n :‖ xk − ξ ‖≥ r + ε}| ≥ δ} ∈ I.
In this case ξ is called the rough I-statistical limit of x = {xk}k∈N and we
denote it by xk
r-I-st
−→ ξ.
Here r in the above definition is called the roughness degree of the rough I-
statistical convergence. If r = 0 we obtain the notion of I-statistical convergence.
But our main interest is when r > 0. It may happen that a sequence x = {xk}k∈N
is not I-statistically convergent in the usual sense, but there exists a sequence
y = {yk}k∈N, which is I-statistically convergent and satisfying the condition
‖xk − yk‖ ≤ r for all k. Then x is rough I-statistically convergent to the same
limit.
From the above definition it is clear that the rough I-statistical limit of a
sequence is not unique. So we consider the set of rough I-statistical limits of a
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sequence x and we use the notation I-st-LIMrx to denote the set of all rough I-
statistical limits of a sequence x. We say that a sequence x is rough I-statistically
convergent if I-st-LIMrx 6= φ.
Throughout the paper x denotes the sequence {xk}k∈N and X denotes a
normed linear space (X, ‖.‖).
3. Main Results
In this section we discuss some basic properties of rough I-statistical conver-
gence of sequences.
Theorem 3.1. Let x = {xk}k∈N be a sequence in X and r > 0. Then diam
(I-st-LIMrx) ≤ 2r. In particular if x is I-statistically convergent to ξ, then
I-st-LIMrx ⊃ Br(ξ)(= {y ∈ X : ‖y − ξ‖ ≤ r}) and so diam (I-st-LIM
r
x) = 2r.
Proof. If possible, let diam (I-st-LIMrx) > 2r. Then there exist y, z ∈ I-st-LIM
r
x
such that ‖y − z‖ > 2r. Now choose ε > 0 so that ε < ‖y−z‖2 − r. Let
A = {k ∈ N : ‖xk − y‖ ≥ r + ε} and B = {k ∈ N : ‖xk − z‖ ≥ r + ε}.
Then
1
n
|{k ≤ n : k ∈ A ∪B}| ≤ 1
n
|{k ≤ n : k ∈ A}|+ 1
n
|{k ≤ n : k ∈ B}|
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and so by the property of I-convergence we have,
I- lim
n→∞
1
n
| {k ≤ n : k ∈ A ∪B} | ≤ I- lim
n→∞
1
n
|{k ≤ n : k ∈ A}|+ I- lim
n→∞
1
n
|{k ≤ n :
k ∈ B}| = 0.
Thus
{n ∈ N : 1
n
|{k ≤ n : k ∈ A ∪B}| ≥ δ} ∈ I for all δ > 0.
Let
K = {n ∈ N : 1
n
|{k ≤ n : k ∈ A ∪B}| ≥ 12}.
Clearly K ∈ I. Now choose n0 ∈ N \K. Then
1
n0
|{k ≤ n0 : k ∈ A ∪B}| <
1
2 .
So
1
n0
|{k ≤ n0 : k /∈ A ∪B}| ≥ 1−
1
2 =
1
2
i.e., {k : k /∈ A ∪B} is a nonempty set.
Take k0 ∈ N such that k0 /∈ A∪B. Then k0 ∈ Ac∩Bc and hence ‖xk0−y‖ < r+ε
and ‖xk0 − z‖ < r + ε. So
‖y − z‖ ≤ ‖xk0 − y‖+ ‖xk0 − z‖ ≤ 2(r + ε) < ‖y − z‖,
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which is absurd. Therefore diam (I-st-LIMrx) ≤ 2r.
Now if I-st- limx = ξ, we proceed as follows. Let ε > 0 and δ > 0 be given.
Then
A = {n ∈ N : 1
n
|{k ≤ n : ‖xk − ξ‖ ≥ ε}| ≥ δ} ∈ I.
Then for n /∈ A we have
1
n
|{k ≤ n : ‖xk − ξ‖ ≥ ε} < δ,
i.e.,
1
n
|{k ≤ n : ‖xk − ξ‖ < ε} ≥ 1− δ. (1)
Now for each y ∈ Br(ξ) = {y ∈ X : ‖y − ξ‖ ≤ r} we have
‖xk − y‖ ≤ ‖xk − ξ‖+ ‖ξ − y‖ ≤ ‖xk − ξ‖+ r. (2)
Let Bn = {k ≤ n : ‖xk − ξ‖ < ε}. Then for k ∈ Bn we have ‖xk − y‖ < r + ε.
Hence
Bn ⊂ {k ≤ n : ‖xk − y‖ < r + ε}.
This implies,
|Bn|
n
≤ 1
n
|{k ≤ n : ‖xk − y‖ < r + ε}|
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i.e.,
1
n
|{k ≤ n : ‖xk − y‖ < r + ε}| ≥ 1− δ.
Thus for all n /∈ A,
1
n
|k ≤ n : ‖xk − y‖ ≥ r + ε}| < 1− (1− δ).
Hence we have
{n ∈ N : 1
n
|{k ≤ n : ‖xk − y‖ ≥ r + ε}| ≥ δ} ⊂ A.
Since A ∈ I, so
{n ∈ N : 1
n
|{k ≤ n : ‖xk − y‖ ≥ r + ε}| ≥ δ} ∈ I.
This shows that y ∈ I-st-LIM rx . Therefore I-st-LIM
r
x ⊃ Br(ξ) and consequently
diam(I-st-LIM rx) ≥ 2r. Hence diam(I-st-LIM
r
x) = 2r. 
In the paper [13] H.X. Phu has already shown that for any subsequence x′ =
{xnk}k∈N of a sequence x = {xk}k∈N, LIM
r
x ⊆ LIM
r
x′.
In the following theorem we show that the rough I-statistical analogue of
Phu’s result holds for some kind of subsequences.
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Theorem 3.2. Let x = {xk}k∈N be a sequence in X and r > 0 be any real num-
ber. If x has a subsequence x′ = {xjk}k∈N satisfying the condition I- lim
n→∞
1
n
|{jk ≤
n : k ∈ N}| = 1 then I-st-LIM rx ⊂ I-st-LIM
r
x′.
Proof. Let ξ ∈ I-st-LIM rx . Let ε > 0 be given. Since ξ ∈ I-st-LIM
r
x we have
I- lim
n→∞
1
n
{k ≤ n : |xk − ξ| ≥ r + ε} = 0
⇒ I- lim
n→∞
1
n
{k ≤ n : |xk − ξ| < r + ε} = 1. (3)
Again by the given condition we have
I- lim
n→∞
1
n
|{jk ≤ n : k ∈ N}| = 1. (4)
Let A = {jk : k ∈ N}. Then by (4.4) we have dI(A) = 1 and so dI(N \A) = 0 .
Then from (4.3) we have
I- lim
n→∞
1
n
{jk ≤ n : |xjk − ξ| < r + ε} = 1. (5)
Now
1 ≥
1
n
|{k ≤ n : |xjk − ξ| < r + ε}| =
1
n
|{jk ≤ jn : |xjk − ξ| < r + ε}| . (6)
Also
1
n
|{jk ≤ jn : |xjk − ξ| < r + ε}| ≥
1
n
|{jk ≤ n : |xjk − ξ| < r + ε}| . (7)
Thus from (4.5), (4.6), (4.7) and by the property of I-convergence we have
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I- lim
n→∞
1
n
{k ≤ n : |xjk − ξ| < r + ε} = 1
⇒ I- lim
n→∞
1
n
{k ≤ n : |xjk − ξ| ≥ r + ε} = 0.
Hence x′ is rough I-statistical convergent to ξ i.e., ξ ∈ I-st-LIM rx′ . Since ξ is
arbitrary, we have I-st-LIM rx ⊂ I-st-LIM
r
x′. 
Theorem 3.3. Let x = {xk}k∈N be sequence in X and r > 0 be a real number.
Then the rough I-statistical limit set of the sequence x i.e., the set I-st-LIM rx
is closed.
Proof. If I-st-LIM rx = ∅, then nothing to prove.
Let us assume that I-st-LIM rx 6= ∅. Now consider a sequence {yk}k∈N in
I-st-LIM rx with lim
k→∞
yk = y. Choose ε > 0 and δ > 0. Then there exists i ε
2
∈ N
such that ‖yk − y‖ <
ε
2 for all k > i ε2 . Let k0 > i
ε
2
. Then yk0 ∈ I-st-LIM
r
x and
so A = {n ∈ N : 1
n
|{k ≤ n : ‖xk − yk0‖ ≥ r+
ε
2}| ≥ δ} ∈ I. Since I is admissible
so M = N \A is nonempty. Choose n ∈M . Then
1
n
|{k ≤ n : ‖xk − yk0‖ ≥ r +
ε
2
} < δ
⇒
1
n
|{k ≤ n : ‖xk − yk0‖ < r +
ε
2
} ≥ 1− δ.
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Put Bn = {k ≤ n : ‖xk − yk0‖ < r +
ε
2}. Then for k ∈ Bn,
‖xk − y‖ ≤ ‖xk − yk0‖+ ‖yk0 − y‖ < r +
ε
2
+
ε
2
= r + ε.
Hence Bn ⊂ {k ≤ n : ‖xk − y‖ < r + ε}, which implies 1 − δ ≤
|Bn|
n
≤
1
n
|{k ≤ n : ‖xk − y‖ < r + ε}|. Therefore
1
n
|{k ≤ n : ‖xk − y‖ ≥ r + ε}| <
1− (1− δ) = δ. Then
{n :
1
n
|{k ≤ n : ‖xk − y‖ ≥ r + ε}| ≥ δ} ⊂ A ∈ I.
This shows that y ∈ I-st-LIM rx . Hence I-st-LIM
r
x is a closed set. 
Theorem 3.4. Let x = {xk}k∈N be sequence in X and r > 0 be a real number.
Then the rough I-statistical limit set I-st-LIM rx of the sequence x is a convex
set.
Proof. Let y0, y1 ∈ I-st-LIM rx and ε > 0 be given. Let
A0 = {k ∈ N : ‖xk − y0‖ ≥ r + ε}
A1 = {k ∈ N : ‖xk − y1‖ ≥ r + ε}.
Then by theorem 4.3.1 for δ > 0 we have {n : 1
n
|{k ≤ n : k ∈ A0∪A1}| ≥ δ} ∈ I.
Choose 0 < δ1 < 1 such that 0 < 1 − δ1 < δ. Let A = {n :
1
n
|{k ≤ n : k ∈
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A0 ∪A1}| ≥ 1− δ1}. Then A ∈ I. Now for each n /∈ A we have
1
n
|{k ≤ n : k ∈ A0 ∪ A1}| < 1− δ1
⇒
1
n
|{k ≤ n : k /∈ A0 ∪ A1}| ≥ {1− (1 − δ1)} = δ1.
Therefore {k ∈ N : k /∈ A0 ∪ A1} is a nonempty set. Let us take k0 ∈ A0
c ∩ A1
c
and 0 ≤ λ ≤ 1. Then
‖xk0 − (1− λ)y0 − λy1‖ = ‖(1− λ)xk0 + λxk0 − [(1 − λ)y0 + λy1]‖
≤ (1− λ)‖xk0 − y0‖+ λ‖xk0 − y1‖
< (1− λ)(r + ε) + λ(r + ε) = r + ε.
Let B = {k ∈ N : ‖xk− [(1−λ)y0+λy1]‖ ≥ r+ε}. Then clearly, A0
c∩A1
c ⊂ Bc.
So for n /∈ A,
δ1 ≤
1
n
|{k ≤ n : k /∈ A0 ∪ A1} ≤
1
n
|{k ≤ n : k /∈ B}
⇒
1
n
|{k ≤ n : k ∈ B}| < 1− δ1 < δ.
Thus Ac ⊂ {n : 1
n
|{k ≤ n : k ∈ B}| < δ}. Since Ac ∈ F(I), so {n : 1
n
|{k ≤ n :
k ∈ B}| < δ} ∈ F(I) and so {n : 1
n
|{k ≤ n : k ∈ B}| ≥ δ} ∈ I. This completes
the proof. 
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Theorem 3.5. Let r > 0. Then a sequence x = {xk}k∈N in X is rough I-
statistically convergent to ξ if and only if there exists a sequence y = {yk}k∈N in
X such that I-st- lim y = ξ and ‖ xk − yk ‖≤ r for all k ∈ N.
Proof. Let y = {yk}k∈N be a sequence in X , which is I- statistically convergent
to ξ and ‖xk − yk‖ ≤ r for all k ∈ N. Then for any ε > 0 and δ > 0 the set
A = {n ∈ N : 1
n
|{k ≤ n : ‖yk − ξ‖ ≥ ε} ≥ δ} ∈ I. Let n /∈ A. Then
1
n
|{k ≤ n : ‖yk − ξ‖ ≥ ε}| < δ
⇒
1
n
|{k ≤ n : ‖yk − ξ‖ < ε} ≥ 1− δ.
Let Bn = {k ≤ n : ‖yk − ξ‖ < ε}, n ∈ N. Then for k ∈ Bn, we have
‖xk − ξ‖ ≤ ‖xk − yk‖+ ‖yk − ξ‖ < r + ε.
Therefore,
Bn ⊂ {k ≤ n : ‖xk − ξ‖ < r + ε}
⇒
|Bn|
n
≤
1
n
|{k ≤ n : ‖xk − ξ‖ < r + ε}|
⇒
1
n
|{k ≤ n : ‖xk − ξ‖ < r + ε}| ≥ 1− δ
⇒
1
n
|{k ≤ n : ‖xk − ξ‖ ≥ r + ε}| < 1− (1 − δ) = δ.
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Therefore, {n ∈ N : 1
n
|{k ≤ n : ‖xk − ξ‖ ≥ r + ε} ≥ δ} ⊂ A and since A ∈ I, we
have {n ∈ N : 1
n
|{k ≤ n : ‖xk − ξ‖ ≥ r + ε} ∈ I. Hence xk
r-I-st
→ ξ.
Conversely, suppose that xk
r-I-st
−→ ξ. Then for ε > 0 and δ > 0,
A = {n ∈ N :
1
n
|{k ≤ n : ‖xk − ξ‖ ≥ r + ε}| ≥ δ} ∈ I.
Let n /∈ A. Then
1
n
|{k ≤ n : ‖xk − ξ‖ ≥ r + ε}| < δ.
⇒
1
n
|{k ≤ n : ‖xk − ξ‖ < r + ε}| ≥ 1− δ.
Let Bn = {k ≤ n : ‖xk − ξ‖ < r+ ε}. Now we define a sequence y = {yk}k∈N as
follows:
yk =
{
ξ ,if ‖xk − ξ‖ ≤ r,
xk + r
ξ−xk
‖xk−ξ‖
, otherwise.
Then
‖yk − xk‖ = ‖ξ − xk‖ ≤ r , if ‖xk − ξ‖ ≤ r,
= r , otherwise.
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Also,
‖yk − ξ‖ =
{
0, if ‖xk − ξ‖ ≤ r
‖xk − ξ + r
ξ−xk
‖xk−ξ‖
‖, otherwise.
=
{
0, if ‖xk − ξ‖ ≤ r
‖xk − ξ‖ − r, otherwise.
Let k ∈ Bn. Then
‖yk − ξ‖ = 0, if ‖xk − ξ‖ ≤ r,
< ε, if r < ‖xk − ξ‖ < r + ε.
Therefore
Bn ⊂ {k ≤ n : ‖yk − ξ‖ < ε}
⇒
|Bn|
n
≤
1
n
|{k ≤ n : ‖yk − ξ‖ < ε}|
⇒
1
n
|{k ≤ n : ‖yk − ξ‖ < ε}| ≥ 1− δ
⇒
1
n
|{k ≤ n : ‖yk − ξ‖ ≥ ε}| < 1− (1 − δ) = δ.
Thus {n ∈ N : 1
n
|{k ≤ n : ‖yk − ξ‖ ≥ ε| ≥ δ} ⊂ A. Since A ∈ I, {n ∈ N : 1n |{k ≤
n : ‖yk − ξ‖ ≥ ε}| ≥ δ} ∈ I and so I-st- lim y = ξ. 
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Definition 3.1. A point λ ∈ X is said to be an I-statistical cluster point of a
sequencs x in X if for any ε > 0
dI({k : ‖xk − λ‖ < ε}) 6= 0
where dI(A) = I − lim
n→∞
1
n
|{k ≤ n : k ∈ A}, if exists.
The set of I-statistical cluster point of x is denoted by ΛSx (I).
Theorem 3.6. Let x = {xk}k∈N be a sequence in X and c ∈ Λ
S
x(I). Then
‖ξ − c‖ ≤ r for all ξ ∈ I-st-LIM rx.
Proof. If possible, let there exist ξ ∈ I-st-LIM rx such that ‖ξ − c‖ > r. Let
ε = ‖ξ−c‖−r2 . Then,
{k ∈ N : ‖xk − ξ‖ ≥ r + ε} ⊃ {k ∈ N : ‖xk − c‖ < ε}. (8)
Since c ∈ ΛSx(I), so dI({k : ‖xk − c‖ < ε}) 6= 0. Hence by (4.8) we have
dI({k : ‖xk − ξ‖ ≥ r + ε}) 6= 0, which contradicts that ξ ∈ I-st-LIM rx . Hence
‖ξ − c‖ ≤ r. 
Definition 3.2. A sequence x = {xk}k∈N in X is said to be I- statistically
bounded if there exists a positive number G such that for any δ > 0 the set
A = {n ∈ N : 1
n
|{k ≤ n : ‖xk‖ ≥ G}| ≥ δ} ∈ I.
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Theorem 3.7. A sequence x = {xk}k∈N in X is I-statistically bounded if and
only if there exists a non negative real number r > 0 such that I-st-LIM rx 6= ∅.
Proof. Let x = {xk}k∈N be an I-statistically bounded sequence in X . Then
there exists a positive real number G such that for δ > 0 we have {n : 1
n
|{k ≤
n : ‖xk‖ ≥ G}| ≥ δ} ∈ I. Let A = {k : ‖xk‖ ≥ G}. Then I- lim
n→∞
1
n
|{k ≤ n : k ∈
A}| = 0. Let r′ = sup{‖xk‖ : k ∈ Ac}. Then the set I-st-LIM r
′
x contains the
origin. So we have I-st-LIM rx 6= ∅ for r = r
′.
Conversely, let I-st-LIM rx 6= ∅ for some r > 0. Let ξ ∈ I-st-LIM
r
x . Choose
ε = ‖ξ‖. Then for each δ > 0, {n ∈ N : 1
n
|{k ≤ n : ‖xk − ξ‖ ≥ r + ε}| ≥ δ} ∈ I.
Now taking G = r + 2‖ξ‖, we have {n ∈ N : 1
n
|{k ≤ n : ‖xk‖ ≥ G}| ≥ δ} ∈ I.
Therefore x is I-statistically bounded. 
Theorem 3.8. Let x = {xk}k∈N be a sequence in X and r > 0.
(i) If c ∈ ΛSx (I), then I-st-LIM
r
x ⊂ Br(c).
(ii) I-st-LIM rx =
⋂
c∈ΛS
x
(I)
Br(c) = {ξ ∈ X : ΛSx (I) ⊂ Br(ξ)}
Proof. (i)Let c ∈ ΛSx (I). Then by Theorem 4.3.6, for all ξ ∈ I-st-LIM
r
x , ‖ξ−c‖ ≤
r and hence the result follows.
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(ii) By (i) it is clear that I-st-LIMxr ⊂
⋂
c∈ΛS
x
(I)
Br(c). Now for all c ∈ ΛSx (I)
and y ∈
⋂
c∈ΛS
x
(I)
Br(c) we have ‖y− c‖ ≤ r. Then clearly
⋂
c∈ΛS
x
(I)
Br(c) ⊂ {ξ ∈ X :
ΛSx(I) ⊂ Br(ξ)}.
Now, let y /∈ I-st-LIM rx. Then there exists an ε > 0 such that dI(A) 6= 0,
where A = {k ∈ N : ‖xk − y‖ ≥ r + ε} . This implies the existence of an
I-statistical cluster point c of the sequence x with ‖y − c‖ ≥ r + ε. This gives
ΛSx(I) * Br(y)and so y /∈ {ξ ∈ X : Λ
S
x (I) ⊂ Br(ξ)}. Hence {ξ ∈ X : Λ
S
x (I) ⊂
Br(ξ)} ⊂ I-st-LIM rx. This completes the proof.

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