An integrated Case Based Reasoning model is proposed to predict the endpoint temperature of molten steel in AOD. Case's problem part is represented by a set of feature attributes and a set of state attributes. The boundary value of state attributes can be obtained by M5P. Case similarity is computed based on Grey Relational Degree with different weights of attributes in order to solve the problem of obtaining the accurate results with incomplete information. Entropy Weight Method is adopted to determine the weights of attributes. A two-step case retrieval, composed of rough search and delicate search, is pro- 
Introduction
Argon Oxygen Decarburization (AOD) is a key unit for stainless steel production. It is a process primarily used in stainless steel-making and other high grade alloys with oxidizable elements such as chromium and aluminum. After initial melting, molten steel is then transferred to an AOD vessel where it will be subjected to several steps of refining, decarburization, reduction, and desulphurization.
With the development of fine production in steel plants, the temperature of molten steel requires more and more strict control. To obtain the temperature of molten steel accurately and promptly is an urgent need. The traditional thermocouple measuring method fails to satisfy the high efficient, compact and modern production need because it can not be fit for the requirement of continuous measurement, and more importantly, the delay of data feedback. Therefore, predicting the endpoint temperature of molten steel is becoming more and more important in metallurgy.
The purpose of this study is to propose an integrated CBR (Case Based Reasoning) model to predict the endpoint temperature of molten steel in AOD. This model incorporates Grey Relational Degree (GRD), Entropy Weight Method (EWM) and M5P, in which GRD is used to compute the similarity between cases, EWM is adopted to determine the weights of attributes, M5P is taken to calculate the boundary values of state attributes. Section 2 reviews the relative literatures. An integrated CBR model is proposed in Section 3. Empirical results are obtained in Section 4, and conclusions and suggestion for future research are discussed in Section 5.
Literature Review
The research about predicting the endpoint temperature of molten steel in AOD, Basic Oxygen Furnace (BOF) and Ladle Furnace (LF) has attracted much attention in the past. These researches can be arranged in physical models and intelligent models. 1) Most of physical models are based on the conservation of mass and energy. There are some works in AOD, [2] [3] [4] which are almost based on physical models. The model based on physical energy during the steel production process was proposed 5) and thermodynamics was presented for molten steel. 6) A new mathematical model used for forecasting molten steel temperature during LF refining process was established on the basis of heat transfer principle with theoretical analysis. 7) These physical models were useful thermal analysis tools and were very accurate. However, these models can not be used efficiently for on-line prediction as the required parameters were hard to obtain. © 2012 ISIJ Another kind of model is the intelligent model that uses Artificial Intelligence (AI) technology for predicting the endpoint temperature of molten steel, such as Artificial Neural Network (ANN) and CBR. The neural network composed of 11 inputs, 4 hidden neurons and 1 output was developed for predicting the change of the liquid steel temperature during a BOF operation and transfer of the liquid steel to ladles.
8) An inverse neural model was proposed in order to adjust end-blow oxygen and coolant requirements to match with the targets of endpoint temperature and carbon percentage in the liquid steel of BOF. 9) A model was constructed by using neural networks as classifier and with a final fuzzy inference function to return a predicted temperature value in order to reduce the consumption of energy in the Electric Arc Furnace (EAF).
10) An improved AdaBoost RT using BP (Back Propagation) network as a weak learning machine is presented to modify the parameters of the physical model, which is used to predict the temperature of molten steel in LF.
11) A hybrid model, where a BP neural network trained by an improved differential evolutionary algorithm, is proposed to predict the molten steel temperature in the smelting process of LF.
12) An algorithm of Particle Swarm Optimization (PSO) combined with improved BP network is given to predict the finish temperature of molten steel in LF. 13) ANN requires a lot of training time and is not fit for online application. Furthermore, the weak generalization ability of ANN goes against predicting the endpoint temperature of molten steel for the big production volatility in the metallurgical process.
CBR is firstly used to predict the starting temperature of molten steel in second refining in order to avoid the long training time of ANN. 14) CBR is the process of solving new problems by recognizing their similarity to a known problem and adapting solutions that were used to solve the previous problem. The most easily understandable and potential methodology in prediction is the family of CBR, such as financial prediction, [15] [16] [17] [18] fault prediction 19) and cost prediction. 20) An integrated CBR model to predict the endpoint temperature of molten steel in AOD is proposed. This model incorporates GRD, EWM and M5P, in which GRD is used to compute the similarity between cases, EWM is adopted to determine the weights of attributes, M5P is taken to calculate the boundary values of state attributes.
GRD is a quantitative method to explore the similarity and dissimilarity among factors in developing dynamic process. 21, 22) The fundamental idea of GRD is that the closeness of a relationship is judged based on the similarity level of the geometric patterns of sequence curves. 23) GRD is used in calculation of similarity in CBR for the application of failure diagnosis. 24) Comparing with the traditional method based on Euclidean Distance, this method based on GRD can greatly improve the accuracy of the matching degree of cases and the search efficiency.
Entropy, which comes from thermodynamics, was initially presented in 1854 by K. Clausius. It was used to describe the irreversible phenomena in the process of movement. Subsequently, it was widely used in the information area for describing the disorder degree of a system. EWM is used to determine the weight of evaluating indicators in fuzzy synthetic evaluation on water quality. 25) In this paper, EWM is adopted to determine the weights of attributes for calculating the weighted GRD between cases. M5P is a reconstruction of M5 algorithm for inducing trees of regression models. 26) M5P algorithm combines a conventional decision tree with the possibility of linear regression functions at the nodes. First, a decision-tree induction algorithm is used to build a tree, but instead of maximizing the information gain at each inner node, a splitting criterion is used that minimizes the intra-subset variation in the class values down each branch. Second, the tree is pruned back from each leaf. M5P is used to calculate the boundary values of state attributes.
Integrated CBR Model

Integrated Model
The standard CBR model often consists of four processes: case representation, case retrieval, case reuse and case retain. Each process can be implemented using different techniques and methods. The integrated CBR model incorporates some advanced methods in the process of case representation, retrieval and reuse, which is shown in Fig. 1 . Therefore, CBR can be considered as a model that just provides a framework to solve problems. Like any standard CBR model, this integrated CBR model also works through four processes. However, in the process of case representation, case's "problem" part is represented by a set of feature and state attributes. A state attribute is the one that takes the discrete value. So, the total case space can be divided according to the boundary of state attributes. M5P algorithm is provided to determine the boundary of state attributes. During the case retrieval, case similarity is measured based on the method of weighted GRD. Furthermore, EWM is used to compute the weights of feature attributes. And in the process of case reuse, the weighted addition on "outcome" part based on similarity is provided as the target solution.
Case Representation
Structure of cases is the essence of CBR approach. The classic dual-mode ("problem" and "outcome") was often used to describe cases. 27) The "problem" part consists of the factors influencing the endpoint temperature of molten steel in AOD. The "outcome" is the temperature.
The factors influencing the endpoint temperature of molten steel in AOD consist of 12 attributes: smelting time, charge weight of molten steel, tapping weight of molten steel, amount of Oxygen usage, amount of Argon usage, amount of Nitrogen usage, the time interval between the time to sense the temperature and the end time of smelting, the energy change for addition, initial carbon content in molten steel, initial silicon content in molten steel, initial chrome content in molten steel and starting temperature of molten steel. These 12 attributes are denoted from A1 to A12. Here, the additions for AOD include caustic-burned dolomite, fluorite, metallurgical lime, scrap, ferrosilicon, high carbon ferro-chrome, nickel, silicon manganese alloy, micro-carbon ferro chrome. The energy change for additions is composed of heat exchange and chemical reaction heats. They can be determined according to the temperature drop coefficients with metal alloy and slag, which are shown in Table 1 . Definition 1. Case is represented by a triple tuple s = <sas, fas, t>, is the set of state attributes, is the set of feature attributes, t is the endpoint temperature of molten steel, p is the number of state attributes and q is the number of feature attributes.
A state attribute is the one that takes the discrete value. For example, smelting time may be considered as a state attribute and it can get the value from the set {normal, bigger, smaller}. A feature attribute is the one that takes the continuous value. For example, smelting time may also be considered as a feature attribute and it can get continuous value from a real number set. Therefore, an attribute may be not only state but also feature. Feature attributes get the real values from the production equipments. The discrete value set for a state attribute is determined according to a boundary value set, which is obtained by using M5P algorithm.
A decision tree is obtained by M5P working on 300 real production records in AOD, which is shown in Fig. 2 . The node containing "LM" is a leaf node. LM means Linear Model. For example, LM1(31) represents a leaf node containing 31 records which can be regressed by a linear function.
The attributes appeared in the decision tree are state attributes. According to this decision tree, A7, A3, A4, A8 and A2 are state attributes. The boundary value set for A3 is {134 400.5,121 700,136 700}, which is shown in Fig. 3 . The discrete value set for A3 is {A3_1,A3_2,A3_3, A3_4}. A3_2 represents the interval (121 700,134 400.5]. Therefore, a real case may be represented in Table 2 .
Case Similarity Based on GRD
In this paper, the similarity between cases is computed based on weighted GRD. The GRD of the j-th attribute between s 0 and s i is defined as follows:
Here, is identification coefficient, w j is the weight of the j-th attribute, which is computed by EWM. The identification coefficient denotes the weight of the system wholeness in GRD. Generally, . Suppose there are m cases and n attributes, then an original matrix can be obtained, j = 1,2..., n. EWM works as follows:
This matrix is normalized to generate a new matrix as follows: The weights of attributes computed by EWM are shown in Table 3 .
Case Retrieval
A large amount of production data can be stored in the case library. So, the decrease of search time must be considered when retrieving similar cases. The two-step case retrieval, composed of rough search and delicate search, is provided for the purpose and shown in Fig. 4 .
• Rough Search Rough search considers only the set of state attributes. All the state attributes of the matched case after rough search must get the same discrete value with the new problem. Rough search generally determines that the new problem belongs to the set of cases, which is determined by the decision tree obtained by using M5P algorithm. This can decrease the search time a lot.
• Delicate Search Delicate search considers only the set of feature attributes. It firstly computes the similarity between the new problem and every filtered case obtained by rough search and then chooses similar cases, whose similarities are greater than a given threshold.
Case Reuse
Case reuse is to determine the solution for the new problem, i.e., the predictive endpoint temperature of molten (7) Here, G0 is the threshold of similarity for cases to be reused, Gi is the similarity between the new problem and the i-th case, Ti is the real temperature in the i-th stored case.
Experiments and Results
Experiments Design
The number of stored or training cases is 300 and the number of new problems is 160. The stored cases and new problems are all from the real production data. Seven methods are compared on the same stored or training cases and the same problems.
The first method is Multiple Linear Regression (MLR). It is implemented on the software platform developed by us. The optimization algorithm is Levenberg-Marquardt (LM) method. The maximum iteration is 1 000. The number of iterations for convergence is 15.
The second is M5P. M5P is implemented in Weka software platform.
28) The minimum number of instances to allow at a leaf node is 4 and the regression tree should be generated.
The third is a BP neural network. This neural network is implemented in Matlab. It is a three-layer network with input, hidden and output layer. The input layer consists of 12 nodes representing the 12 attributes. The hidden layer also has 12 nodes with transig as transfer function. The output layer is composed of just one node representing the predicted temperature with purelin as transfer function. The max epoch is 2 000.
The other methods are all from the family of CBR. Just like the K-NN (Nearest Neighbor) algorithm for case reuse, the number of used nearest neighbors should be determined. However, we implemented it by setting the threshold of similarity for cases to be reused. For a comparison, let G0 be 0.7 for all the methods of CBR. The fourth is the CBR method with case similarity based on Euclidean Distance and Equal Weights of attributes, which is denoted as CBR_ED_EW. The fifth is the CBR method with case similarity based on Euclidean Distance and Different Weights of attributes, which is denoted as CBR_ED_DW. The sixth is the CBR method with case similarity based on Grey Relational Degree and Equal Weights of attributes, which is denoted as CBR_GRD_EW. The last is the CBR method with case similarity based on Grey Relational Degree and Different Weights of attributes, which is denoted as CBR_GRD_DW. As for CBR_ED_DW and CBR_GRD_DW, the weights of attributes are computed by EWM. In this paper, information entropy is employed to derive the objective weights, which is defined in Formulae (6) . CBR methods are implemented in a software platform developed by using C# programming language.
In order to evaluate the efficiency of the two-step case retrieval, we compared the average run time between the two-step and one-step case retrieval for one new problem. Here, the run time of computing weights and generating decision tree are not considered.
Results and Analysis
The average run time between the two-step and one-step case retrieval for one new problem is shown in Table 4 . For the CBR methods using Euclidean Distance, the two-step case retrieval can decrease 23.56 ms than the one-step in average. For the CBR methods using Grey Relational Degree, the two-step case retrieval can decrease 18.29 ms than the one-step in average. This is because the two-step case retrieval divides the case base into several homogeneous sets so as to decrease the number of involved stored cases for one new problem.
The predictive results are shown in Figs. 5-11 and CBR_GRD_DW and CBR_ED_DW, CBR_GRD_EW and CBR_ED_EW, we also can get the conclusion that the CBR methods with case similarity based on Grey Relational Degree is more efficient than the CBR methods with case similarity based on Euclidean Distance. This shows that the introduction of case similarity based on Grey Relational Degree is also helpful for improving the predictive accuracy of CBR methods. Finally, all the results show that CBR_GRD_DW outperforms all the other methods, and this integrated CBR model with case similarity based on GRD, the weights of attributes derived by EWM and case's problem represented by the set of feature and state attributes, is effective in predicting the endpoint temperature of molten steel in AOD.
Conclusions and Future Work
CBR is an effective method that reuses the real production data to predict the endpoint temperature of molten steel in AOD. An integrated CBR Model with cases similarity based on GRD, different weights of attributes obtained by EWM and case's problem represented by the set of feature and state attributes, is proposed. The results show that this integrated CBR model gets the highest efficiency and it is effective in predicting the endpoint temperature of molten steel in AOD.
Further research is required to develop an improved CBR model that diagnoses the abnormal production data combined with physical models in order to improve the percentage of predictive endpoint temperature hits in AOD. 
