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Abstract A partial differential equation model for the three-dimensional current
flow in an excitable, unmyelinated axon is considered. Where the axon radius is sig-
nificantly below a critical value Rcrit (that depends upon intra- and extra-cellular
conductivity and ion channel conductance) the resistance of the intracellular space is
significantly higher than that of the extracellular space, such that the potential out-
side the axon is uniformly small whilst the intracellular potential is approximated by
the transmembrane potential. In turn, since the current flow is predominantly axial, it
can be shown that the transmembrane potential is approximated by a solution to the
one-dimensional cable equation. It is noted that the radius of the squid giant axon,
investigated by (Hodgkin and Huxley 1952e), lies close to Rcrit . This motivates us to
apply the three-dimensional model to the squid giant axon and compare the results
thus found to those obtained using the cable equation. In the context of the in vitro
experiments conducted in (Hodgkin and Huxley 1952e) we find only a small differ-
ence between the wave profiles determined using these two different approaches and
little difference between the speeds of action potential propagation predicted. This
suggests that the cable equation approximation is accurate in this scenario. However
when applied to the it in vivo setting, in which the conductivity of the surrounding
tissue is considerably lower than that of the axoplasm, there are marked differences in
both wave profile and speed of action potential propagation calculated using the two
approaches. In particular, the cable equation significantly over predicts the increase
in the velocity of propagation as axon radius increases. The consequences of these
results are discussed in terms of the evolutionary costs associated with increasing the
speed of action potential propagation by increasing axon radius.
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1 Introduction
Neurons are cells that carry signals throughout organisms, in the form of electric
impulses. Many long processes extend from the cell body (which contains the cell’s
nucleus), divided into two classes. Incoming signals travel through shorter, branching
structures known as dendrons and outgoing signals are sent through longer processes
called axons (Purves et al. 2011)—see Fig. 1 for a sketch of neuron geometry. Axons
are typically long and slender, with an approximately uniform cross-section (Nagarajan
and Durand 1995).
Integral to the behaviour of a neuron is the composition of its membrane—a phos-
pholipid bilayer which bars the flow of ions between the intracellular and extracellular
electrolytes (the intracellular electrolyte is known as axoplasm). The resistance of the
membrane to the passage of the different ion species allows for different ion con-
centrations to be maintained in the axoplasm and the extracellular electrolyte. This is
the driving mechanism that leads to a potential jump across the cell membrane (the
transmembrane potential).
Ion (and thus current) flow through the membrane is made possible and controlled
by ‘ion channels’—proteins which span the width of the cell membrane, allowing
the passage of a particular ion. Many of these channels are ‘voltage-gated’, chang-
ing their conformation from open to closed and vice versa in response to changes in
the transmembrane potential (Hille 2001). The behaviour of an individual ion chan-
nel is stochastic and under certain conditions, this can have significant effects on
membrane behaviour, for example causing signals to ‘jump’ towards clusters of open
channels and thus propagate at non-uniform speeds (Faisal and Laughlin 2007). How-
ever, in larger axons the number of channels is large enough that a homogenised
macroscopic model, that considers the average ion channel activity, is appropriate
(Strassberg and DeFelice 1993). A more detailed discussion of ion channel behaviour
and modelling can be found in (Hille 2001) and the references therein.
Fig. 1 Sketch of neuron. Signals originating in the dendrons are transmitted to the cell body, and then
transmitted away along the axon
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Action potentials in squid neurons are primarily driven by flows of potassium and
sodium ions. At rest, the cell has relatively high intracellular concentrations of potas-
sium and relatively low intracellular concentrations of sodium, maintained by the
action of Na+/K+-ATPase, an enzyme found in the cell membrane which exchanges
intracellular sodium ions for extracellular potassium ions. The cell’s resting potential
(of around −70 mV (Purves et al. 2011)) is then predicted by the Goldman equation,
which determines the transmembrane potential by balancing the effects of potential
gradients with those arising from concentration gradients. The concentration gradients
created by Na+/K+-ATPase provide the energy for the amplification and transmission
of neural signals. Should the cell membrane be depolarised (the transmembrane poten-
tial raised) above a threshold by some local injection of current, a cycle of responses
occur which lead to a propagating signal. The time constant (that is, the characteristic
time scale over which the channel responds to transmembrane potential changes) for
the opening of sodium channels (∼10−4 s) is much smaller than that for the open-
ing of potassium channels (∼5 × 10−3 s) (Gerstner and Kistler 2002; Hodgkin and
Huxley 1952e), which means that the initial current flow in response to the depolari-
sation is almost entirely due to the movement of sodium ions. Sodium channels open
in response to the depolarisation and the concentration and potential gradients cause
positively charged sodium ions to flow into the cell from the extracellular medium,
further depolarising it and beginning a positive feedback loop which opens further
sodium channels. This sodium current is responsible for the sharp upward spike seen
on the trace of an action potential (such traces are common in any discussion of the
basics of action potential mechanics, see for example (Purves et al. 2011)). As the
transmembrane potential increases, the potassium channels also begin to open, and
the potassium concentration gradient causes positively charged potassium ions to flow
out of the cell. On a similar timescale the sodium channels inactivate, preventing fur-
ther flow of positive ions into the cell, and so the transmembrane potential returns to
its resting value (after a slight ‘overshoot’, known as a hyperpolarisation). As the local
membrane depolarisation in response to the influx of sodium ions reaches its peak
(∼40 mV) it subsequently raises the membrane potential in neighbouring regions
above the threshold required to begin the action potential cycle. Thus, as each region
of membrane reaches its peak potential and excites the regions adjacent to it, the action
potential propagates along the axon in the form of a travelling wave.
In this paper we are primarily concerned with the behaviour of the squid giant
axon, an unusually large axon (up to around 1mm in diameter) found in the mantle
of some species of squid (although large axons in general are found in other types of
invertebrate (e.g. aplysia (Hughes and Tauc 1963) and lobster (Bean 1981))). These
giant axons mediate the squid’s ‘escape response’, which allows it to rapidly evade
potential threats such as predators (Preuss and Gilly 2000; Otis and Gilly 1990). Larger
axons are known to transmit action potentials faster, and since the speed of the escape
response is critical to the survival of the squid this accounts for the large size of the
giant axon. Increasing the size of the axon comes with an increased cost to the squid, in
terms of the energy needed for the growth, maintenance and operation of the cell, and
thus we expect some kind of ‘optimal’ size of squid giant axon, balancing these factors.
The ‘voltage-gated’ behaviour of the ion channels was the subject of the seminal
work of Hodgkin and Huxley, in a series of papers published in 1952 (Hodgkin and
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Huxley 1952e,a,b,c,d; Hodgkin et al. 1952). The work described in these papers was
centred around empirical measurements of the conductance of the membrane of the
squid giant axon to different ions at different membrane potentials. While this model
was not based on the microscopic electrophysiology of ion channels (their existence
was only conclusively demonstrated in the 1970s (Katz and Miledi 1973), and they
were not directly observed until the invention of the patch clamp (Neher and Sakmann
1976; Neher et al. 1978)), it nevertheless shows how the different conductances in the
axon membrane interact to produce the action potential.
In addition to a description of membrane currents, Hodgkin and Huxley (and many
others since) used the cable equation to describe the longitudinal propagation of action
potentials along axons (Hodgkin and Huxley 1952e). The cable equation is a nonlinear
diffusion equation, originally used to study signal transmission in transatlantic tele-
graph cables (Thompson 1855) but quickly adapted for use in neurobiology. Key to
the use of this model are the implicit assumptions that current flow within the axon is
predominantly axial and that the potentials outside the axon are uniformly small (this
is equivalent to requiring that the resistance of the axon be significantly larger than
that of the extracellular space). This approach yields good agreement with empirical
studies—Hodgkin and Huxley tested their model by taking parameters from a par-
ticular axon, measuring the speed of signal transmission within this axon, and then
comparing the result with a travelling wave solution to their model. The empirical
speed was found to be 21.2 m s−1, which compares favourably to the 18.8 m s−1
predicted by their model (Hodgkin and Huxley 1952e). The source of this error has
motivated a number of subsequent works. In particular, improvements have been made
to ion channel conductance models that take advantage of the wealth of information
about ion channel structure now available, improved empirical data on single-channel
behaviour, and knowledge of the features of excitable membranes, such as thresholds
and refractory periods (Perram and Stiles 2010; Vandenberg and Benzanilla 1991).
These have been found to significantly reduce the disagreement between theory and
experiment (Armstrong and Benzanilla 1977; Benzanilla and Armstrong 1977).
An important feature of the Hodgkin–Huxley experiment (Hodgkin and Huxley
1952e), and indeed most other experiments on squid axons since (Adair 2004; Rattay
1986) is that it is conducted in vitro with an excised axon suspended in a bath of
seawater, an electrolyte with relatively high conductivity. The external conditions in
a live squid are rather different as, in vivo, the axon is surrounded by a collagenous
sheath, as well as other closely packed cells (see for example, figure 2A in (Bucher
and Goallaird 2011)), all acting to decrease the conductivity of the extracellular space
relative to the intracellular space (Bear et al. 1937). This, as we shall demonstrate,
has important consequences for the validity of the cable equation approximation in
vivo, and means that it breaks down at significantly smaller radii than in the highly
conductive external medium of seawater used by Hodgkin and Huxley. A corollary of
the breakdown of the cable equation approximation is that action potential propagation
velocities do not scale with the square root of axon radius, but instead saturate to some
constant value (for large radii). Based on our estimate of extracellular conductivity
we suggest that physiological axon radius is close to optimal (certainly further gains
in action potential propagation speed become increasingly expensive). The difference
between potentials measured in the squid axon in vivo and in vitro was noted by Moore
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and Cole soon after Hodgkin and Huxley’s work was published (Moore and Cole 1960).
Although they did not measure the speeds at which signals propagated, they did find
differences of the time course of the action potential. However they were unable to
perform these measurements with the squid’s mantle intact, and by slicing it open
to access the giant axon will have effectively increased the extracellular conductivity.
The reduction in speed of action potentials travelling in closely packed tissues has also
been noted in conduction velocities in muscle fibres measured in vivo (Beck 2006).
We found no reference in the literature to an experiment explicitly comparing speeds
in vivo to those measured in vitro, but we believe such an experiment may be possible
using a voltage-sensitive dye, such as those described in (Zochowski et al. 2000).
A useful observation on signalling speed can be made by examining travelling
wave solutions to the cable equation (as noted by Hodgkin (1954)). We begin with
the cable equation (as used by Hodgkin and Huxley, and derived from the underlying
electrochemical equations in Appendix A)
C
∂Φ∗
∂t∗
= σ R
2
∂2Φ∗
∂x∗2
− j∗ (Φ∗ (x∗, t∗) , w (x∗, t∗)) , (1)
where Φ∗ is the transmembrane potential (defined as the difference between the intra-
and extra-cellular potentials), j∗ represents the current density through the ion chan-
nels, x∗ is distance along the axon, t∗ is time, C is the capacitance of the membrane per
unit area, σ is the conductivity of the axoplasm, R is the axon radius and w (x∗, t∗) is a
vector of gating variables describing the conductivity of the axon membrane to specific
ion species (a ∗ denotes a dimensional variable). Specifically, the Hodgkin–Huxley
form of the membrane current j∗ has the form
j∗ (Φ∗, w) =
N∑
i=1
g∗i wi
(
Φ∗ − Φei
)
, (2)
∂wi
∂t∗
= α∗i
(
Φ∗
)
(1 − wi ) − β∗i
(
Φ∗
)
wi , (3)
where Φei is the reversal potential for each ion species, g∗i is the maximal membrane
conductance per unit area of the i th ion species, wi is the proportion of this conductance
accessible through open ion channels and α∗i and β∗i are functions (which are given in
Hodgkin and Huxley (1952e)) that describe opening and closing rates for each species
of ion channel.
Making the travelling wave ansatz Φ∗ = f ∗ (ξ∗) and wi = ωi (ξ∗), where ξ∗ =
x∗
v
− t∗ gives
−C d f
∗
dξ∗
= σ R
2v2
d2 f ∗
dξ∗2
−
N∑
i=1
g∗i ωi
(
ξ∗
) ( f ∗ (ξ∗) − Φei
)
, (4)
dωi
dξ∗
= − (α∗i
( f ∗(ξ∗)) (1 − ωi (ξ∗)
) − β∗i
( f ∗(ξ∗))ωi (ξ∗)
)
, (5)
and imposing the boundary conditions f ∗ → −70 mV as ξ∗ → ±∞, so that the
membrane is at resting potential far from the propagating wave, yields a nonlinear
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eigenvalue problem, with eigenvalue σ R2v2 . This gives us the following result for the
wave speed, v (assuming membrane capacitance to be fixed)
v ∝ σ 12 R 12 , (6)
such that the propagation velocity of the signal in the axon scales with the square root of
the axon radius. We expect our model to reproduce this behaviour for sufficiently small
radii (since the cable equation is valid in the asymptotic limit as axon radius goes to
zero), and larger extracellular to intracellular conductance ratios, but for larger radii and
smaller ratios we expect to observe differing predictions from the two models. Later in
this study we will revisit this notion of travelling wave speeds and make a comparison
between predictions from our model and that of Hodgkin and Huxley. By doing this
we can both assess the range of parameters over which their approximation is justified
and gain an understanding of the behaviour of very large axons, in configurations for
which the cable equation is unsuitable.
2 Model formulation
Here we formulate a generic model of the current flow in the vicinity of an axon whilst
noting that this model reduces to the cable equation in the limit of small axon thickness
(as described in Richardson (2009)).
This model of current flow has been previously used to describe both neurons
(Lindsay et al. 2004; Richardson 2009) and other electrochemically excitable cells,
such as cardiac myocytes (Krassowska and Neu 1993; Richardson and Chapman 2011).
Furthermore it has been systematically derived from a detailed asymptotic analysis of
the Nernst–Planck equation of electrochemistry (Richardson 2009).
With the relatively small currents encountered during action potentials, the elec-
trolyte behaviour in the interior and exterior regions of the axon (denoted by Ω∗ and
Ωc∗ respectively) is well approximated by Ohm’s law and current conservation
J∗ = −σin∇∗φ∗ and ∇∗ · J∗ = 0 in Ω∗, (7)
J∗ = −σout∇∗φ∗ and ∇∗ · J∗ = 0 in Ωc∗, (8)
where J∗ and φ∗ denote current density and electric potential respectively, and σin,out
represents the conductivity of the electrolyte in the interior and exterior regions. It
follows that the potential satisfies Laplace’s equation in both the interior and exterior
regions
∇∗2φ∗ = 0 in Ω∗ and Ωc∗. (9)
We also require a far-field condition on φ∗ as distance from the axon membrane tends
to infinity. (The precise statement of this condition is dependent on the geometry of
the axon under consideration, and thus we do not define it rigorously until the axon
geometry is fixed).
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Fig. 2 Equivalent circuit
diagram for currents through the
cell membrane
The behaviour of the membrane is modelled with reference to the ion channels in
the membrane, the membrane permittivity and the behaviour of the extremely narrow
(∼1 nm) charged Debye layers lying on either side of it. It is possible to demonstrate
that the charge densities lying in the Debye layers on either side of the membrane
are equal and opposite (Richardson and Chapman 2011) such that the membrane and
Debye layers behave as a capacitor. As a corollary the macroscopic current density
flowing across membrane and Debye layers is continuous
J∗ · n∗∣∣
∂Ω∗ = J∗ · n∗
∣∣
∂Ωc∗ , (10)
where n∗ the unit vector normal to the membrane. For sufficiently small transmem-
brane potentials, such as those encountered in an action potential, the membrane
(and its Debye layers) behave as a linear capacitor (Richardson 2009) whilst the ion
channels straddling it can be modelled as a nonlinear resistor with current-voltage
dependency given by j∗ (Φ∗, t∗) in parallel with this capacitor. The equivalent circuit
is shown in figure 2 and the corresponding transmembrane current density J∗ · n∗|∂Ω∗
(where this includes the Debye layers) satisfies
J∗ · n∗∣∣
∂Ω∗ = C
∂Φ∗
∂t∗
+ j∗ (Φ∗, t∗) . (11)
2.1 Model closure
Equations (7)–(10), with a suitable far-field condition, now comprise the following
axon-scale model for the electrolyte potential and the transmembrane potential, Φ∗.
∇∗2φ∗ = 0 in Ω∗ and Ωc∗, (12)
σin
∂φ∗
∂n∗
∣
∣∣∣
∂Ω∗
= σout ∂φ
∗
∂n∗
∣
∣∣∣
∂Ωc∗
, (13)
123
S. George et al.
[
φ∗
]∂Ω∗
∂Ωc∗ = Φ∗, (14)
C
∂Φ∗
∂t∗
= − σin ∂φ
∗
∂n∗
∣∣∣∣
∂Ω∗
− j∗. (15)
The exact form of the equations used to describe the current through the ion channels,
j∗, is dependent on the kind of membrane being modelled. For squid axons the seminal
model is, as mentioned above, that of Hodgkin and Huxley. This model describes three
separate current densities, two active currents caused by the flow of potassium and
sodium ions through specific ion channels and a generalised, non-specific Ohmic ‘leak’
current. For each ion species there exists some maximal current density (obtained when
all ion channels through which that species can travel are open), and the actual current
density is then a proportion of this maximum dependent on how many channels are in
the open state.
Specifically, the Hodgkin–Huxley form of the membrane current is given by
j∗ =
N∑
i=1
g∗i wi
(
Φ∗ − Φei
)
, (16)
∂wi
∂t∗
= α∗i
(
Φ∗
)
(1 − wi ) − β∗i
(
Φ∗
)
wi , (17)
with g∗i , wi and Φei as described in Sect. 1 (Hodgkin and Huxley 1952e).
2.1.1 Nondimensionalisation
We nondimensionalise via the scalings
x∗ = Lx, t∗ = τ t, Φ∗ = Φrest + Φ0Φ, φ∗ = Φ0φ,
g∗i = g0g, j∗ = g0Φ0 j, α∗ =
1
τ
α, β∗ = 1
τ
β.
(18)
Here τ represents the typical timescale for an action potential and g0 a typical mem-
brane conductance per unit area. Φrest is the membrane resting potential (around -70
mV), and Φ0 a typical transmembrane potential (so that Φ represents deviations from
resting potential). We choose the length-scale, L , by balancing the axoplasm conduc-
tivity with membrane conductance per unit area
L = σin
g0
, (19)
such that Eqs. (12)–(17) can be written in the form
∇2φ = 0 in Ω and Ωc, (20)
∂φ
∂n
∣
∣∣∣
∂Ω
= σ¯ ∂φ
∂n
∣
∣∣∣
∂Ωc
, (21)
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[φ]∂Ω∂Ωc = Φ, (22)
C ∂Φ
∂t
= − ∂φ
∂n
∣∣∣∣
∂Ω
− j, (23)
where
j =
N∑
i=1
giwi
(
Φ − Φ¯ei
)
, (24)
∂wi
∂t
= αi (Φ) (1 − wi ) − βi (Φ)wi , (25)
and Φ¯ei is given by
Φ¯ei = Φei + Φrest
Φ0
, (26)
which is the dimensionless equilibrium potential for the i th ion species, measured
from the membrane resting potential rather than from zero.
The dimensionless parameters C and σ¯ are defined by
C = C
τg0
, σ¯ = σout
σin
, (27)
and represent the ratio of charge stored in the Debye layers to charge moved through the
ion channels in a typical action potential and the ratio of extracellular to intracellular
conductivities respectively. We choose Φ0 to be the thermal voltage (∼2.5×10−2 V),
which is comparable to a typical transmembrane potential (at rest, transmembrane
potential ∼ − 7 × 10−2 V) and the typical membrane conductance g0 to be the max-
imal conductance through the voltage-gated sodium channels (∼1200 S m−2 (Llano
et al. 1988)). Values for the parameters C and σin can be found in the literature
[C∼1× 10−2 F m−2 (Hodgkin and Huxley 1952e) and σin∼1 S m−1 (Stampfli 1952)
(= 2.825 S m−1 in Hodgkin and Huxley (1952e))], while the effect of several values
of σout is discussed in Sect. 4.
In the rest of this work we will be mainly concerned with uniform cylindrical
axons such that another important dimensionless parameter is the ratio of the axon
radius, R, to the length-scale, L , which we denote by  = R/L . Where this parameter
is very small the resistance of the interior of the axon is large compared to that of
the extracellular space so that extracellular potentials are small while the potential
inside the axon is well approximated by the local transmembrane potential, Φ (see
Appendix A and (Richardson 2009)). Using the parameter values chosen above, L =
O(2.5 mm), yielding  ≈ 0.2 for larger squid axons ( = 0.10 for the exact parameters
in Hodgkin and Huxley (1952e)). It is not obvious (as discussed above) whether this
is small enough for the cable equation to yield a good approximation.
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In the case of a cylindrical axon, for  	 1 and σ¯ = 1, Eqs. (20)–(23) can be
simplified to
C ∂Φ
∂t
= 
2
∂2Φ
∂x2
− j (Φ, t) , (28)
as derived in Appendix A.
3 Method
In the following sections we formulate a numerical procedure for solving Eqs. (20)–
(23) without approximating it by the cable equation or exploiting the smallness of .
We then apply this procedure specifically to a uniform cylindrical axon.
Initially we approach the problem by introducing a Green’s function, G (x; x0),
defined as the solution to
∇2G = 0, (29)
∂G
∂n
∣∣∣
∣
∂Ω
= σ¯ ∂G
∂n
∣∣∣
∣
∂Ωc
, (30)
[G]∂Ω∂Ωc = δ (x − x0) , (31)
again with a suitable far-field condition (in terms of the Green’s function, G → 0 as
distance from the axon membrane becomes large), where x0 denotes a point on the
axon membrane, and δ (·) the Dirac delta function.
The solution to Eqs. (20)–(22) can then be written in terms of a surface integral
over the axon surface ∂Ω
φ (x, t) =−
∫
∂Ωx0
G (x, x0)Φ (x0, t) dΩx0 , (32)
such that Eq. (23) gives an integral equation for Φ
C ∂
∂t
Φ (x, t) = − ∂
∂n
⎛
⎜
⎝ −
∫
∂Ωx0
G (x, x0)Φ (x0, t) dΩx0
⎞
⎟
⎠
∣∣∣∣∣
∣∣
∂Ω
− j, (33)
in which j is given by Eqs. (24)–(25).
3.1 A uniform cylindrical axon
We now consider the specific case of a uniform cylindrical axon of dimensionless
radius  = RL , as seen in Fig. 3, with axisymmetric membrane potential Φ. We
rewrite Eq. (32) in cylindrical polar coordinates (x, y, z) = (x, r cos (θ) , r sin (θ))
as follows:
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Fig. 3 Schematic of the cylindrical geometry. The unit normal vector nˆ is directed out of the cylinder
φ (x, r, θ, t) = −
∞∫
−∞
2π∫
0
G (x, r, θ; x0, θ0)  dθ0Φ (x0, t) dx0. (34)
With the assumption that Φ is axisymmetric we can integrate over θ , i.e.
G (x − x0, r) =
2π∫
0
G (x, r, θ; x0, θ0) dθ0, (35)
so that G is the Green’s function for a ‘ring’ of charge around the axon membrane,
located at x0. We observe that the axial dependence of G occurs solely as a function of
X = x − x0 and that integration of Eqs. (29)–(31) over θ (on noting that δ (x − x0) =
1

δ (x − x0) δ (θ − θ0)) yields the following problem for G (X, r):
∂2G
∂ X2
+ 1
r
∂
∂r
(
r
∂G
∂r
)
= 0 in r <  and r > , (36)
∂G
∂r
∣
∣∣∣
r=−
= σ¯ ∂G
∂r
∣
∣∣∣
r=+
, (37)
[G]r=−
r=+ =
1

δ (X) , (38)
G → 0 as r → ∞. (39)
Equation (33) can be rewritten in terms of this axisymmetric Green’s function, G in
the form
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C ∂Φ
∂t
= − ∂
∂r
⎛
⎝ −
∞∫
−∞
G (x − x0, r)Φ (x0, t)  dx0
⎞
⎠
∣
∣∣∣∣∣
r=−
− j (x, t), (40)
where j is given by Eqs. (24)–(25).
Ideally, we would like to be able to replicate the approach in Sect. 1 to find the
relationship between signal speed and axon radius in this model. Making the change
of variables ξ = x
v
− t results in the nonlinear integro-differential eigenvalue problem
− C d
dξ
Φ (ξ) = − ∂
∂r
⎛
⎝ −
∞∫
−∞
G (v(ξ − ξ0), r)Φ (ξ0) v dξ0
⎞
⎠
∣∣∣∣∣
∣
r=−
−
N∑
i=1
giwi (ξ)
(
Φ (ξ) − Φ¯ei
)
, (41)
dwi
dξ
= − (αi (Φ(ξ)) (1 − wi (ξ)) − βi (Φ(ξ))wi (ξ)) , (42)
Φ (ξ) → 0 as ξ → ±∞. (43)
The eigenvalue v again depends upon the parameters of the axon, in this case the dimen-
sionless radius, . In Sect. 1 we were able to explicitly determine the wave speed’s
dependence on the parameters, but the nature of the integral operator in this problem
makes direct solution of this nonlinear eigenvalue problem non-trivial. Instead, we
solve the time-dependent problem numerically and allow the solution to converge to
the travelling wave and measure the speed of the subsequent wave. This allows us to
calculate the eigenvalue (for all C) by performing one computation for each value of .
3.2 Numerical method
We briefly outline the key points of our numerical scheme below and relegate the exact
details to Appendix B for brevity. Here we shall assume that Φ is periodic with some
large period 2λ— so that in the limit λ → ∞ we retrieve the exact result. We adapt
the Green’s function in Eqs. (36)–(39) to reflect the periodic nature of the problem
∂2G
∂ X2
+ 1
r
∂
∂r
(
r
∂G
∂r
)
= 0 in r <  and r > , (44)
∂G
∂r
∣∣∣∣
r=−
= σ¯ ∂G
∂r
∣∣∣∣
r=+
, (45)
[G]r=−
r=+ =
1

∞∑
n=−∞
δ (X + 2nλ) , (46)
G → 0 as r → ∞. (47)
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We solve Eqs. (44)–(47) using the method of Fourier series to find the following
expression for G
G(X, r) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
λ
+
∞∑
n=1
σ¯K1
(
nπ
λ
)
λ
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
))
×I0
(nπr
λ
)
cos
(
nπ X
λ
)
for r < 
−
∞∑
n=1
I1
(
nπ
λ
)
λ
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
))
×K0
(nπr
λ
)
cos
(
nπ X
λ
)
for r > 
,
(48)
where I0 (·) and I1 (·) are modified Bessel functions of the first kind and K0 (·) and
K1 (·) are modified Bessel functions of the second kind. More details of the derivation
of this solution are given in Appendix B.
We note that the singular integral term in Eq. (40) is a Fourier convolution of
∂G
∂r
|r=− and Φ. This suggests that the equation may be tractable to a spectral method
and leads us to consider the Fourier series of Φ, G and j which we write in the
form
Φ (x, t) = P0 (t) +
∞∑
n=1
Pn (t) cos
(nπx
λ
)
, (49)
G (x, r) = g0 (r) +
∞∑
n=1
gn (r) cos
(nπx
λ
)
, (50)
j (x, t) = j0 (t) +
∞∑
n=1
jn (t) cos
(nπx
λ
)
. (51)
On noting that the n’th term in the Fourier cosine series of the convolution ( f g)(x) is
1
2 fngn (where fn and gn are the n’th terms in the Fourier cosine series of the functionsf (x) and g(x), respectively) we note that Eq. (40) can be transformed to
d Pn
dt
= − λ
2C
dgn
dr
∣∣∣∣
r=−
Pn − jn . (52)
Given a functional dependence for j (x, t) this formulation of the problem allows
us to use a Runge–Kutta method to solve for Pn (t) and thus for Φ (x, t) and has
the notable advantage, over solving Eq. (40) directly, that the singularity in G can
be dealt with easily. In the frequency domain, this singularity occurs in the limit
n → ∞, as the Bessel functions in Eq. (48) also tend to infinity. We note that
due to Eq. (52), large and positive gn simply implies that Pn → 0 very quickly,
or equivalently that very high frequency components of our solution decay very
quickly.
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Numerical solution of Eq. (52) via a spectral method. Given an initial condition
Φ (x, 0), we calculate initial conditions for the gating variables wi by the assump-
tion that the axon is at rest, and thus wi (x, 0) is the steady state solution to Eq. (25),
and we use these values to determine the membrane current j (x, 0) through Eq. (24).
Once Φ and j are known, we make use of the fast Fourier transform (FFT) to deter-
mine the coefficients Pn and jn in Eq. (52). We can also use the values of Φ and wi (in
the time domain) to find the derivatives in Eq. (25). This allows us to write the time
derivatives of Pn and wi in the form
d Pn
dt
= f1 (t, x, Pn, jn) (53)
dwi
dt
= f2,i (t, x, Φ,wi ) (54)
which is amenable to solution using a standard, fourth order, Runge–Kutta method.
The only complication here is that we have to use an inverse FFT at each iteration,
turning the updated values Pn into an updated Φ, calculating new gating variable
values and then new membrane channel values in the time domain, and finally using
the FFT to convert back into the frequency domain. A sensible choice of λ depends
on the choices we make for other parameters in our model (namely  and σin, and the
length of time for which we run the simulation) but we note that the results presented
in this paper are robust for λ > 750.
In Appendix C we derive an analytical solution to a simplified version of this prob-
lem (by replacing the Hodgkin–Huxley ion channel dynamics with a linear membrane
resistance) and note the favourable comparison between this solution and the results
of our simulations.
4 Results
We use our algorithm to calculate solutions to our model for a range of dimensionless
axon radii , and for a range of conductivities. The results of these simulations are
compared to solutions of the equivalent cable equation in order to gauge its validity
both in vitro and in vivo.
The case in vitro (σ¯ = 1): We begin by looking at the case where intracellular and
extracellular conductivities are equal, which we believe to be the case in the in vitro
experiments conducted in Hodgkin and Huxley (1952e). We note the divergence of
our results from those predicted by the cable equation as  increases, as expected.
However, as shown in Fig. 4, this divergence does not become significant until the
dimensionless axon radius is considerably larger than that typically occurring in a
squid. A comparison between our solutions and those of the cable equation is also
informative, and we note that the cable equation slightly overestimates the width of
the wave profile (see Fig. 5). Figure 6 shows cross-sections of the intracellular and
extracellular potentials generated during an action potential. The magnitude of the
extracellular potentials generated in the smaller axon ( = 0.1, top) are less than a
third those of the intracellular potentials, resulting in the close agreement between
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Fig. 4 Variation of dimensionless propagation speed, v, with dimensionless axon radius, , with σ¯ = 1
(the in vitro case), as calculated by our simulation (solid, black curve) and predicted by the cable equation
(dashed, red curve). Dotted line on inset is at  = 0.2, the approximate upper bound on , corresponding
to the largest squid axons. Over a physiological range of , the discrepancy between the two models is not
significant. Simulations were run with λ = 750, for t = 0 to 30 with a time step of 0.001 and 8,192 space
steps
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Fig. 5 A typical travelling wave profile from our simulation (solid, black curve) and the cable equation
(dashed, red curve) for the in vitro case,  = 0.2, σ¯ = 1
the cable equation predictions and the results of our simulations. The size of the
extracellular potentials increases slightly as  increases, but not enough (over the
physiological range of radii) to mean that the cable equation approach ceases to give
an accurate estimate of action potential velocity.
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Fig. 6 Cross-section of intracellular (solid curve) and extracellular potentials during an action potential, in
axons of dimensionless radius  = 0.1 (upper panel) and  = 0.3 (lower panel), for the in vitro case, σ¯ = 1.
Intracellular cross-section is taken at r =  − 10−6, with extracellular cross-sections at r =  + 10−6
(dashed curve), r = 1.05 (dashed and dotted curve) and r = 1.1 (dotted curve)
The case in vivo (σ¯ = 0.1): An estimate for the extracellular conductivity of a nerve
bundle of σout = 0.385 S m−1 is given in Altman and Plonsey (1990), which is roughly
one tenth of the intracellular conductivity used by Hodgkin and Huxley (and therefore
yields σ¯ = 0.1 in our model). We must note that the determination of these parameters
is non-trivial, and significant variation exists in measurements of both intracellular and
extracellular conductivities. We feel, however, that this only strengthens the argument
for considering scenarios where σ¯ 
= 1.
For the case, where σ¯ = 0.1,we find that the divergence from the solutions of
the cable equation (in terms of propagation speed, in Fig. 7, and travelling wave
profile, in Fig. 8) is much more pronounced, and becomes apparent for a physio-
logically viable range of axon radii, suggesting that the cable equation is an inaccu-
rate model for the behaviour of axons in vivo. The cross-sections in Fig. 9 explain
this inaccuracy—the increased extracellular resistance allows for significant poten-
tial changes in the extracellular electrolyte, which cause the transmembrane potential
changes during an action potential to be generated by an increase in the intracellular
potential and a decrease in the extracellular potential, as opposed to the in vitro case
where the action potential is generated almost entirely by an increase in the intracel-
lular potential.
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Fig. 7 Variation of dimensionless propagation speed, v, with dimensionless axon radius, , with σ¯ = 0.1
(the in vivo case), as calculated by our simulation (solid, black curve) and predicted by the cable equation
(dashed, red curve). Dotted line on inset is at  = 0.2, the approximate upper bound on , corresponding to
the largest squid axons. The discrepancy between the two models over a physiological range of  is clear.
Simulation parameters are identical to the case σ¯ = 1
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Fig. 8 A typical travelling wave profile from our simulation (solid, black curve) and the cable equation
(dashed, red curve) for the in vivo case,  = 0.2, σ¯ = 0.1
Figure 10 shows contour plots of the potentials generated close to the axon mem-
brane during the propagation of an action potential. As mentioned above, the extra-
cellular potentials are seen to be much larger in the case σ¯ = 0.1 (left-hand column),
and as such the cable equation is a much worse approximation to this case.
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Fig. 9 Cross-section of intracellular (solid curve) and extracellular potentials during an action potential, in
axons of dimensionless radius  = 0.1 (upper panel) and  = 0.3 (lower panel), for the in vivo case, σ¯ = 0.1.
Intracellular cross-section is taken at r =  − 10−6, with extracellular cross-sections at r =  + 10−6
(dashed curve), r = 1.05 (dashed and dotted curve) and r = 1.1 (dotted curve)
5 Discussion
Our results show that the speed of action potential propagation in vivo (σ¯ = 0.1) and
in vitro (σ¯ = 1) are approximately equivalent for small axons, both scaling with the
square-root of the axon radius. However, at larger radii action potentials propagate
significantly faster in vitro than in vivo.
At least one of a squid’s escape responses is initiated by an action potential propa-
gating along its giant axon, which triggers the contraction of the circular muscle groups
around its siphon and gives rise to a powerful propulsive jet of water (Preuss and Gilly
2000; Otis and Gilly 1990). Fast action potential propagation (along the giant axon)
is thus associated with more rapid escape and is expected to be a characteristic that is
under strong selection pressure.
Study of the cable equation model of action potential propagation predicts that
signal conduction speed is maximised by maximising the axoplasmic conductivity of
the axon or the axon radius. The fact that the cable equation predicts that propagation
speed will scale like R 12 without limit means that it does not predict an ‘optimal’
axon size, simply that bigger is better. Instead, arguments concerning the increased
metabolic cost of growing and maintaining a larger axon are used to explain why the
squid giant axon is not larger than it is.
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Fig. 10 Contour plots of intracellular and extracellular potentials generated by the propagation of an action
potential, for dimensionless radii  = 0.1 (upper panels) and  = 0.3 (lower panels) and σ¯ = 0.1 (in vivo
case) (left panels) and σ¯ = 1 (in vitro case) (right panels). The thick solid line through the centre of each
panel shows the location of the axon membrane
Our approach suggests that there is a law of diminishing returns (in terms of
increased propagation velocity for increases in axon radius) which means—in the
physiological case for a large axon (σ¯ = 0.1, R ≈ 0.5mm)—that increases in propa-
gation velocity scale significantly more slowly with increases in axon radius, R, than
the R
1
2 dependence predicted by the cable equation. In addition there is a maximal
radius, for a given conductivity ratio σ¯ , at which the propagation velocity obtains a
maximum value and above which further increases in axon size result in a decrease
in propagation speed. We note however that even in the physiological case σ¯ = 0.1
the optimal radius is significantly larger than any physiologically feasible giant axon.
This suggests that metabolic cost is still a limiting factor in determining the size of
the axon, and that diminishing returns (in terms of increased propagation velocity)
on increased metabolic investment in axon size are not sufficient to justify further
increases in size.
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Appendix A: Deriving the cable equation approximation
We consider a uniform cylindrical axon with dimensionless radius  	 1. In this case,
Eqs. (20)–(23) and the far-field condition can be written as (Richardson 2009)
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∇2φ = 0 in r <  and r >  (55)
∂φ
∂r
∣∣∣∣
r=−
= σ¯ ∂φ
∂r
∣∣∣∣
r=+
, (56)
[φ]r=−
r=+ = Φ, (57)
C ∂Φ
∂t
= − ∂φ
∂r
∣
∣∣∣
r=−
− j (Φ, t) . (58)
We solve this problem by introducing inner and outer regions, distances O () and
O(
1
2 ) from the axon, respectively. As we will demonstrate, the cable equation can
be derived from the equations in the inner region alone. A detailed treatment of the
solution for the outer region is given in Richardson (2009). We distinguish inner
variables with superscript (in). In this region we rescale coordinates as follows:
x =  12 ξ r = ρ, (59)
which leads us to the following system:
1
ρ
∂
∂ρ
(
ρ
∂φ(in)
∂ρ
)
+ ∂
2φ(in)
∂ξ2
= 0 (60)
[
φ(in)
]ρ=1−
ρ=1+ = Φ, (61)
∂φ(in)
∂ρ
∣∣∣∣
ρ=1−
= σ¯ ∂φ
(in)
∂ρ
∣∣∣∣
ρ=1+
, (62)
C ∂Φ
∂t
= −1

∂φ(in)
∂ρ
∣∣∣∣
ρ=1−
− j. (63)
We look for a solution of the following form (where we have included O ( log ())
terms due to the far-field logarithmic singularity encountered when solving Laplace’s
equation in cylindrical coordinates). The assumption that φ(in) in ρ > 1 is small being
made here (φ(in) = O( log )) is key to the understanding of why this simplifica-
tion breaks down where it does. As noted in Sect. 4 this is not true once the axon
radius becomes sufficiently large such that the intracellular resistance is comparable
to the effective extracellular resistance. Furthermore this critical radius diminishes as
the extracellular conductivity decreases (since decreases in extracellular conductivity
increase extracellular resistance).
Φ = Φ0 +  log ()Φ1 + Φ2 + · · · , (64)
φ(in) =
{
Φ0 +  log ()
(
φ
(in)
1 + Φ1
)
+ 
(
φ
(in)
2 + Φ2
)
+ · · · for 0 ≤ ρ < 1
 log () φ(in)1 + φ(in)2 + · · · for ρ > 1.
(65)
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Substitution of this expansion into Eqs. (60)–(63) gives (at O (1))
1
ρ
∂
∂ρ
(
ρ
∂φ
(in)
2
∂ρ
)
= −Φ0,ξξ ρ < 1, (66)
1
ρ
∂
∂ρ
(
ρ
∂φ
(in)
2
∂ρ
)
= 0 ρ > 1, (67)
[
φ
(in)
2
]ρ=1−
ρ=1+ = 0, (68)
∂φ
(in)
2
∂ρ
∣∣∣∣
∣
ρ=1−
= σ¯ ∂φ
(in)
2
∂ρ
∣∣∣∣
∣
ρ=1+
, (69)
which has the solution
φ
(in)
2 =
⎧
⎪⎨
⎪⎩
−1
4
Φ0,ξξ
(
ρ2 − 1
)
+ γ (ξ, t) for ρ < 1
− 1
2σ¯
Φ0,ξξ log (ρ) + γ (ξ, t) for ρ > 1.
(70)
Substitution of Eq. (70) into Eq. (63) yields the following version of the cable equation
C ∂Φ0
∂t
= 1
2
∂2Φ0
∂ξ2
− j. (71)
Appendix B: Calculation of the Green’s function G
Here we look for a solution to Eqs. (44)–(47) for the Green’s function G(X, r) in terms
of its Fourier series
G (X, r) = g0
2
+
∞∑
n=1
gn cos
(
nπ X
λ
)
. (72)
Substitution of Eq. (72) into Eq. (44) yields
∂2G
∂ X2
+ 1
r
∂
∂r
(
r
∂G
∂r
)
=
∞∑
n=1
g′′n cos
(
nπ X
λ
)
+ 1
r
∞∑
n=1
g′n cos
(
nπ X
λ
)
−π
2
λ2
∞∑
n=1
n2gn cos
(
nπ X
λ
)
+g
′′
0
2
+ 1
2r
g′0 = 0 in r <  and r > , (73)
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which leads to the following ODEs for the functions gn (r)
g′′0 +
1
r
g′0 = 0, (74)
g′′n +
g′n
r
−
(nπ
λ
)2
gn = 0 for n ≥ 1. (75)
Solution of Eq. (74) yields
g0 =
{
c1,0 + c2,0 ln (r) for r < 
d1,0 + d2,0 ln (r) for r >  (76)
In order to avoid a singular solution at r = 0 and as r → ∞, we require c2,0 = d2,0 =
0. Solution of Eq. (75) gives
gn =
⎧
⎪⎨
⎪⎩
c1,nI0
(nπr
λ
)
+ c2,nK0
(
nπr
λ
)
for r < 
d1,nI0
(nπr
λ
)
+ d2,nK0
(
nπr
λ
)
for r > .
(77)
Again we require c2,n = d1,n = 0, to avoid singularities in this solution, leaving
gn =
⎧
⎪⎨
⎪⎩
c1,nI0
(nπr
λ
)
for r < 
d1,nK0
(nπr
λ
)
for r > .
(78)
The jump condition on G (Eq. (46)) is used to fix c1,n in terms of d1,n for all n as
follows:
δ (x − x0) = 1
λ
+
∞∑
n=1
1
λ
cos
(
nπ (x − x0)
λ
)
, (79)
[g0]r=
−
r=+ = c1,0 − d1,0 =
1
λ
, (80)
[gn]r=
−
r=+ =
(
c1,nI0
(nπr
λ
)
− d1,nK0
(nπr
λ
))
= 1
λ
, (81)
⇒
⎧
⎪⎪⎨
⎪⎪⎩
c1,0 = 1 + d1,0λ
λ
c1,n = d1,nλK0
(
nπr
λ
) + 1
λI0
(
nπr
λ
) .
(82)
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The condition on G as r →∞ (Eq. (47)) fixes d1,0 = 0. Finally, d1,n can be determined
using the jump condition on ∂G
∂r
(Eq. (46))
dgn
dr
=
⎧
⎪⎪⎨
⎪⎪⎩
nπ
(
d1,nλK0
(
nπ
λ
) + 1) I1
(
nπr
λ
)
λ2I0
(
nπ
λ
) for r < ,
−nπ d1,nK1
(
nπr
λ
)
λ
for r > ,
(83)
dgn
dr
∣∣∣∣
r=−
− σ¯ dgn
dr
∣∣∣∣
r=+
= 0,
⇒ nπ
(
d1,nλ
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
)) + I1
(
nπ
λ
))
λ2I0
(
nπ
λ
) , (84)
⇒ d1,n = − I1
(
nπ
λ
)
λ
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
)) . (85)
The expressions for G (x, r) and ∂G
∂r
∣∣∣∣
r=
are therefore given by
G(X, r) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
λ
+
∞∑
n=1
σ¯K1
(
nπ
λ
)
λ
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
))
×I0
(nπr
λ
)
cos
(
nπ X
λ
)
for r < 
−
∞∑
n=1
I1
(
nπ
λ
)
λ
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
))
×K0
(nπr
λ
)
cos
(
nπ X
λ
)
for r > 
,
(86)
∂G
∂r
∣∣∣∣
r=
=
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∞∑
n=1
nπσ¯I1
(
nπ
λ
)K1
(
nπ
λ
)
λ2
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
))
cos
(
nπ X
λ
)
for r < 
∞∑
n=1
nπI1
(
nπ
λ
)K1
(
nπ
λ
)
λ2
(
σ¯I0
(
nπ
λ
)K1
(
nπ
λ
) + I1
(
nπ
λ
)K0
(
nπ
λ
))
cos
(
nπ X
λ
)
for r > 
.
(87)
Appendix C: Comparison to an analytic solution
In this section, we consider a simplified case of Eqs. (20)–(23) for a uniform cylindrical
axon, giving the membrane a constant conductance (equivalent to an Ohmic leak
current through the ion channels) instead of the complex, Φ-dependent conductance
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described by the Hodgkin–Huxley model. This simplified model can be stated as
follows
∇2φ = 0 in r <  and r > , (88)
∂φ
∂r
∣∣∣
∣
r=−
= σ¯ ∂φ
∂r
∣∣∣
∣
r=+
, (89)
[φ]r=−
r=+ = Φ (x, t) , (90)
C ∂Φ
∂t
= − ∂φ
∂r
∣∣∣∣
r=−
− gleakΦ (x, t) , (91)
and
Φ (x, 0) = cos (kx) . (92)
This has the solution
φ (x, r, t)
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1
Fig. 11 Numerical (solid curve) and analytic (circles) solutions to Eqs. (88)–(91), at times t =
0, 0.025, 0.05, using 512 space points and 5,000 time steps
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Fig. 12 Mean absolute error of the numerical solution to Eqs. (88)–(91), at t = 0.25 as a function of
number of time steps, using 512 space steps
=
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σ¯K1(k)
σ¯I0(k)K1(k)+I1(k)K0(k) cos (kx) I0 (kr)
× exp
(
−
(
kσ¯I1 (k)K1 (k)
C (σ¯I0 (k)K1 (k) + I1 (k)K0 (k)) +
gleak
C
)
t
)
for r < 
− σ¯I1(k)
σ¯I0(k)K1(k)+I1(k)K0(k) cos (kx)K0 (kr)
× exp
(
−
(
kσ¯I1 (k)K1 (k)
C (σ¯I0 (k)K1 (k) + I1 (k)K0 (k)) +
gleak
C
)
t
)
for r > 
,
(93)
which yields the following expression for the transmembrane potential
Φ (x, t)=cos (kx) exp
(
−
(
kσ¯I1 (k)K1 (k)
C (σ¯I0 (k)K1 (k) + I1 (k)K0 (k))+
gleak
C
)
t
)
,
(94)
where Iα (x) and Kα (x) are the modified Bessel functions of the first and second kind
respectively.
We verify the accuracy of our numerical scheme by using it to solve Eqs. (88)–
(91), and note that the method is robust with respect to changes in resolution and
period, λ. Figure 11 shows this comparison graphically, and Fig. 12 shows how the
errors can be reduced to the scale of machine accuracy by taking sufficiently many time
steps.
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