ABSTRACT Document classification requires to extract high-level features from low-level word vectors. Typically, feature extraction by deep neural networks makes use of all words in a document, which cannot scale well for a long document. In this paper, we propose to tackle the long document classification task by incorporating the recurrent attention learning framework, which can produce the discriminative features with significantly less words. Specifically, the core work is to train a recurrent neural network (RNN)-based controller, which can focus its attention on the discriminative parts. Then, the glimpsed feature is extracted by a typical short text level convolutional neural network (CNN) from the focused group of words. The controller locates its attention according to the context information, which consists of the coarse representation of the original document and the memorized glimpsed features. By glimpsing a few groups, the document can be classified by aggregating these glimpsed features and the coarse representation. For our collected 11-class 10 000-word arXiv paper data set, the proposed method outperforms two subsampled deep CNN baseline models by a large margin given much less observed words.
I. INTRODUCTION
With the fast development of online social network, document sharing becomes much easier than before -simply clicking the ''Share'' button, a new article can be immediately introduced into the online social network, and will be broadcast to many people in a very short time. However the unprecedented rate of document sharing raises the new concern of how to prevent some undesired bad documents to be spread, for example terrorism, pornography, and racial discrimination, etc. A natural requirement is that an article to be shared should be firstly identified whether it is good or not. Then efficient document classification technique is the key of controlling the quality of content to be broadcast in cyberspace.
Document usually consists of long length content, for example academic journal papers, business reports, and books, etc. From the content view, document can be characterized as a long length of structured texts with words,
The associate editor coordinating the review of this manuscript and approving it for publication was Wenge Rong. sentences, and paragraphs, etc. Then a practical classification method for such long document should not only grasp the representative features, but also must meet the requirement of how to scale well for very long length content, for example a book with hundreds of pages. Keywords matching [1] is a practical technique for commercial document classification though, how to build a suitable keyword list for each category is a challenging task that always requires domain experts' knowledge [2] . Moreover, because keywords matching only considers isolated keywords but ignoring the context information, then in this sense, keywords matching cannot provide better features for accurate document classification.
In recent years, text classification as one of the fundamental tasks of natural language process has been conducted deep studies. Traditional methods such as bag of words [3] and n-grams [4] use statistical methods to represent the document as N-dimensional feature vectors and then classify these features via SVM [5] , [6] or Naive Bayes [7] , [8] . These methods are simple and robust, but they ignore the structure of the documents and discard some useful information between sentences and characters. Deep learning based methods have demonstrated their superior than classical classification approaches. It is useful in extracting information from both sentence-level and character-level documents. In early days of deep learning research, the most used is Convolutional Neural Network. For example, Kim [9] used a variant of the Convolutional Neural Network model to automatically extract the feature of sentences expressed by word vectors, then fed these features into classifier. Zhang et al. [10] used the character-level convolutional networks to extract features for text classification. With further research, the researchers found that memory enabled network like RNN or LSTM is suitable for text classification because text is composed of a sequence of words. Lee and Dernoncourt [11] presented a model using recurrent neural networks and convolutional neural networks which can sequentially encode the extracted convolutional features and this model achieved state-of-theart results for short text classification.
Even though document is composed of texts, document classification cannot be simply treated as the aggregation result of text classification. On one hand, text classification or sentiment analysis is basically oriented for short text, such as book or movie reviews and short messages in online social media [12] . Due to hundreds or thousands times of the generally length of short text, directly exploiting the techniques of text classification for long document would induce the feature vector too large to fit in memory. On the other hand, because document consists of versatile structures, the classification result does not be contributed equally across all words or sentences. Then in this sense, how to extract the most important parts from a long document is the key to design an efficient and effective approach for document classification [13] .
In this paper, we propose a novel document classification approach based on recurrent attention learning which only requires to glimpse a few groups of words. This method is suitable for long document because it does not exploit all detailed information [14] , on the contrary, according to the coarse document context, only a few of glimpses are used to construct the discriminative feature for classification. In order to select the best location of local word glimpses, we address this problem as a reinforcement learning [15] task in which we encourage the actions for correct classification, and discourage the actions for incorrect classification. This idea is motivated by the recent work of Recurrent Visual Attention Models (RAM) [16] and its extension DRAM [17] . In this sense, our approach aims to train an agent which controls how to consequently glimpse the next location in a long document to make the correct classification in a given time steps.
A. RELATED WORKS 1) CLASSIC APPROACHES FOR TEXT CLASSIFICATION
The classical approaches mainly consist of two parts: feature engineering and classification algorithm. First, It uses feature selection metrics such as information gain (IG) [18] and correlation coefficient (CC) [19] to extract the most important features from the raw document. Then use these features as input to different classification algorithms like Naive Bayes [7] and SVM [6] to predict the document label. For example, Chen et al. [20] converted documents to features by two feature selection methods, Multi-class Odds Ratio (MOR) and Class Discriminating Measure (CDM), then fed these features into Naive Bayes for text categorization. The author also compared MOR and CDM with other feature selection approaches to find out the best one. Similarly, Zheng et al. [21] also proposed a feature selection approach to deal with the imbalanced data problem in multiple categories text classification, this approach is achieved by explicitly combining the features most indicative of membership (e.g. positive features) and non-membership (e.g. negative features). They used multinomial Naive Bayes and regularized logistic regression as classifiers. From the above examples, we can find that feature selection is crucial for text categorization, but it needs to be combined with understanding of feature tasks. In other words, it does not have strong versatility.
2) DEEP LEARNING BASED APPROACHES FOR TEXT CLASSIFICATION
Due to the shortcomings of the feature selection in the classic approaches, it is desirable to find feature extraction methods with universal applicability. Recently, the development of deep learning has brought new ideas to solve the problem. The advantage of the deep learning approach is that it can automatically extract features from documents. For example, Zhang et al. [10] used pre-trained word2vec [22] embedding technology to convert documents into vectors, and then use one-dimensional convolutional network to extract features to solve document classification problems. They also compared to traditional methods such as bag of words [3] , n-grams [23] on multiple large-scale datasets like Yahoo! Answers and Amazon Review and show better performance. Similarly to [10] , Conneau et al. [24] also applied convolutional network to text categorization, but their model (VD-CNN) uses up to 29 convolutional layers. Different from [10] and [24] , Tang et al. [25] used recurrent neural networks [26] to encode the intrinsic relations between sentences to solve the sentiment classification task. They conducted experiments on four review datasets, including IMDB and Yelp Dataset Challenge and their model outperformed several state-of-the-art algorithms like SVM [27] and Convolutional neural networks [9] .
In recent years, the introduction of the attention mechanism provides new ideas for natural language processing [28] . It uses the attention layer and the fully connected layer instead of the recurrent structure, which solves the long dependency problem in the recurrent network and achieves better results. Gao et al. [29] presented a document classification model that combines self-attention mechanism and hierarchical structure. The advantage of the self-attention mechanism is that it can replace the recurrent neural network and improve the training speed without sacrificing model accuracy which is similar to Transformer [28] . Li et al. [30] proposed a Hierarchical Attention Transfer Network (HATN) for cross-domain sentiment classification task. The hierarchical attention transfer mechanism in the paper enable the model to simultaneously capture the domain-specific sentiment words and the domain-shared sentiment words, which is important to do cross-domain sentiment classification.
All of these above models are basically oriented for short texts, such as news, movie reviews, and short messages. In our study, we expect to exploit the recent breakthroughs in deep learning, in particular attention learning, for long document classification. In our recent work [31] , three local convolutional feature aggregation methods were proposed to deal with the long document classification task by subsampling parts of the original document. One of the aggregation methods is based on recurrent hard attention though, it only relies on the local convolutional features without considering the important context information of a long document and it also uses the recurrent structure as the encoder. But in this work, the recurrent network plays as a controller to find the most discriminative groups of words in the document. Critically, by introducing the coarse context information, our new attention model presented in this paper is able to predict more accurate attention locations and thus the fusion feature by fusing the context information and the glimpsed local features achieves better result on the new collected 11-classes arXiv data set.
B. CONTRIBUTIONS
Our main contribution is the recurrent attention learning framework for long document classification, in which the trained agent is able to locate the most discriminative groups of words to support the category of this document. This attention based mechanism is similar to our human beings for book reading, in which we can safely skip several pages and focus on a few ''important'' pages of a long book to make a confident prediction which category this book belongs. Another contribution is that we propose to incorporate the coarse representation of the original document into this framework to facilitate the agent to make more accurate localization prediction, which can further improve the classification accuracy. This paper is organized as follows. Section II presents the main network architecture of our attention based model and its main subnetworks: the Glimpse network, the Controller network, the Coarse representation network, and the Classification network. Section III evaluates our model and two CNN based baselines comprehensively. In particular, we collected a 10000 − words long document benchmark data set from arXiv.org and our approach is superior to the baselines by a large margin given much less observed words. Section IV concludes this work and points out the future direction.
II. NETWORK MODEL OF LOCAL WORD GLIMPSES FOR DOCUMENT CLASSIFICATION
In order to classify a long document, such as a book with hundreds of pages, for our human beings, it not surprisingly that we can accurately predict its category by just skimming this book with attention on a few pages. The core technique of our work is trying to imitate the quick skimming capability of human reading which is in line with the well-known RAM technique [16] . In this section, we mainly discuss the overall network architecture, and explain how and why a long document can be accurately classified by just a few local word glimpses without knowing the full information.
A. MODEL
For a long document, constrained by memory and computation cost, it is usually not possible to feed all document information into the learning network. A natural solution is to compose a sub-sampled version of the original document by selecting some parts from it and then classify this sub-sampled document by traditional approaches, such as CNN and RNN. However, simply randomly sub-sampling the document does not provide good performance because this simple method does not exploit the context information. In our work, motivated by the seminal recurrent attention model [16] , we propose to look at the next part of document conditional on the context and its previous glimpsed parts. Then our core model is based on a recurrent neural network which is not only used to memory the glimpsed parts of the document for classification, but also be treated as a smart agent to control its attention on the next location to glimpse according to its learned policy and the context. The overall network architecture is shown in Figure 1 .
The main model consists of four main subnetworks: the Glimpse network f g (θ g ), the Controller network f l (θ l ), the Coarse representation network f c (θ c ), and the Classification network f cls (θ cls ). Given the emitted location loc t from the Controller network, the Glimpse network aims at extracting local features from the selected words around the location loc t . The critical part of this model is the recurrent attention mechanism which is fulfilled by the Controller network. The Controller network is trying to focus its attention on the most salient local part of the document based on it observed context. The Coarse representation network subsamples the document to obtain the context information and provide the initial state for the Controller network. And the Classification network aims at predicting probability p for the true label y of document based on context feature and local features. Besides these four subnetworks, our model uses an embedding layer l e (θ e ) to convert words in the original document to word vectors represented by pre-trained GloVe [32] .
Overall, The Coarse representation network provides the initial state for the Controller network, the Controller network controls which parts of the long document should be looked at, and the Glimpse network extracts the local features of these parts. Then after glimpsing T steps, the Classification network predicts label of the document based on the aggregated features extracted by the Glimpse network.
B. SUB-NETWORK FOR LOCAL WORDS FEATURE EXTRACTION
At each time step, the Glimpse network observes a set of words by given the location loc t . It encodes the words into VOLUME 7, 2019 FIGURE 1. The main model consists of four main subnetworks: the Glimpse network, the Controller network, the Coarse representation network, and the Classification network.
a feature vector g t and takes this as input to recurrent neural network. Importantly, g t encodes information about where the glimpse is taken in the document as well as the local words feature. Therefore, the Glimpse network requires both the normalized temporal location of the glimpse loc t ∈ [0, 1] and the corresponding set of words.
The architecture of the Glimpse network is shown in Figure 2 which is composed by multi-layers of convolution and pooling operations [9] . Specifically, we use three different convolutional kernels with size 3, 4, and 5 to extract the local CNN feature g 1 , g 2 , g 3 respectively. Then the combined [g 1 , g 2 , g 3 ] and feature of location l t are mapped to g t ∈ R 256 which is compatible to the input of the Controller network.
C. SUB-NETWORK FOR ATTENTION CONTROLLER
The core of the Controller is a recurrent neural network, which is implemented by long short-term memory (LSTM) [33] . Figure 3 describes the network architecture of the Controller. At time step t, the Controller takes the feature vector g t generated by the Glimpse network as input, then combines g t with its hidden state h t−1 to produce its next state vector h t according to LSTM mechanism as shown in Equation (1) .
The Controller does not only consequently encode the extracted local features, but most importantly, it is also trained to predict which part of the document should be looked at next. And in turn this kind of successive prediction will induce the overall model to make the best classification by just given limited observation. The key of success is how to train the Controller to continually focus its attention to the most salient parts of the whole document, which is in line with the RAM model [16] .
1) RECURRENT HARD ATTENTION
Soft attention [34] computes the weight vector as the attention probability for every sentence or every word in a document, which is very useful for short document task. However, for long document, because there are too many sentences and words, it is undesirable for the Controller to predict the probability of the attention on the whole document. Rather, the Controller follows recurrent hard attention [16] mechanism. On one hand, it directly emits the exact location loc t on which the glimpse should focus, saying that, hard attention samples a few groups of words in the entire document instead of predicting a huge probability vector for all words or sentences. On the other hand, because the next attention location loc t depends on the previous attention location loc t−1 , then naturally recurrent structure is exploited. Recurrent hard attention is a stochastic sampling method and thus is nondifferential. We use Reinforcement Learning [35] methods to optimize this model. Figure 3 shows that the architecture of the Controller network consisting of a recurrent network and a two layered location network. The recurrent network takes the glimpsed feature g t as input and memories it as the context information for the Controller. Then the updated state h t is used to predict the next glimpse location loc t by the location network.
2) REWARD AND ACTIONS
Since our model uses the hard attention mechanism to smartly extract key words or sentences in a long document, it can be modeled by a typical Partially Observable Markov Decision Process (POMDP) [36] with a reward strategy followed by RAM [16] . At each step the Controller receives an observation from the environment, which is the glimpsed feature g t , then the Controller executes an action A i -emitting the next glimpsed location loc t by the location network. Once an action is taken, the Controller will receive a new observation g t+1 and a reward signal r t+1 . The goal of the Controller is to maximize the sum of the reward signal defined as R = T t=1 r t . In this work, a positive reward is given only if the classification result is correct after T steps, then r T = 1, otherwise r t = 0(t = 1, ..., T − 1).
D. COARSE REPRESENTATION OF DOCUMENT BY RANDOMLY SAMPLING
Since the Controller requires the context information to predict the attention location, only using the glimpsed local words as context is insufficient for a long document. Thus, in this work we propose to randomly sample the original document as the coarse representation which is used as the initial context information for the Controller. On one hand, this kind of coarse representation provides the initial state for the LSTM of the Controller to improve the probability of glimpsing the discriminative parts of a long document; on the other hand, the coarse representation also provides a valuable coarse feature of the whole document, which further can be fused with the glimpsed local words to produce more accurate classification results. Specifically, our model randomly samples the document to extract K groups of words c i (i = 1, 2, ..., K with the same window size) as the coarse representation. Each group of words c i is fed into the Coarse network to get its corresponding feature g i . Then the coarse representation feature g c is composed by aggregating {g i } K i=1 of the K groups. The Coarse network shares the same structure as the Glimpse network, but has independent parameters θ c . Once the coarse representation feature g c is taken from a long document, it will be served as the initial state of the LSTM network in the Controller network. Figure 4 shows the coarse representation of a document. 
E. SUB-NETWORK FOR CLASSIFICATION
The Classification network aims at predicting the correct category of the document. In our work, the Classification network can either takes the feature of local words as input or uses the fusion feature concatenated by the coarse representation and the glimpsed local words. The network is a typical classification network with a fully connected layer followed by a Softmax layer. Section III-B4 discusses the classification results between the fusion feature and the local feature. VOLUME 7, 2019
F. MODEL OPTIMIZATION
Since the Controller network uses hard attention mechanism to select the next location in the long document, this process is obviously non-differentiable. Thus we cannot train the Controller by simply minimizing a smooth loss function as classical supervised learning. Following the training strategy of RAM [16] , we use Reinforcement Learning [35] methods to train the Controller network to focus on the most salient local words of the whole document given its observations. Specifically, we take the following training steps to optimize the model:
Step 1: we sub-sample the document to extract K groups of words as feature vector of the coarse representation g c . This feature vector g c is used as the initial state h 0 of the Controller network to emit the first location loc 1 .
Step 2: the feature vector of local words g 1 is extracted by the Glimpse network around the location loc 1 . The recurrent network updates its internal state h 1 according to the feature vector g 1 and its previous state h 0 . Then the Controller network emits the next location loc 2 conditional on the updated state h 1 .
Step 3: repeats the operation of step 2. According to the reward strategy discussed in Section II-C2, the Controller is trained by the REINFORCE algorithm [37] . Note that our model consists of two types of network: one is differentiable, such as the Glimpse network, the Coarse network and the Classification network, which can be trained via the classical supervised learning methods; and the other is non-differentiable, such as the Controller network, which is trained via REINFORCE [37] . In reinforcement learning language, the Controller network plays as a policy network which emits its action, saying the attention location loc t , by observing the current glimpsed feature g t−1 and its recurrent state h t−1 . To optimize the parameter θ of the Controller network in Equation (3), the REINFORCE algorithm [37] allows us to approximate the policy gradient via Monte Carlo sampling, which in turn maximizes the expected sum of reward R = T t=1 r t , and thus the Controller network is optimized. Specifically, for the differentiable parts in our model, the parameters are optimized by minimizing the smooth cross entropy loss function shown in Equation (2); for the nondifferentiable part, say the Controller network, its parameters are always optimized by maximizing the log likelihood shown in Equation (3). The whole model is trained by minimizing a hybrid loss function shown in Equation (4).
III. PERFORMANCE EVALUATION
We evaluated our approach on the long document classification task involving the arXiv papers data set collected by ourselves. We show that our attention approach outperforms the convolutional neural network model (CNN) which uses three different sized convolution kernels. Furthermore, our model achieves better results but observing less words than the CNN model.
A. IMPLEMENTATION DETAILS 1) arXiv DATA SET
arXiv is a web site that collects preprints of papers in physics, mathematics, computer science and biology. In our previous work, we collected 4 classes of arXiv data set with total of 12195 papers including cs.IT, cs.Ne, math.AC, and math.GR [31] . In this paper, we expanded the 4 classes of data set to 11 classes with total of 33388 papers. The data set was collected using arXiv sanity preserver program provided by [38] . Note that arXiv may assign several tags to one paper. For example, a paper related to computer vision could be assigned to cs.CV, cs.AI, and even math.ST, which corresponds to Computer Vision (cs), Artificial Intelligence (cs), and Statistics Theory (math) respectively. In this sense, our new 11-classes data set is weakly labeled, and thus is much more challenging than our previous collected 4-classes data set. All downloaded pdf documents were converted to txt files, then documents were cleaned by only keeping meaningful English words. For overlength documents, they were truncated to the first 10000 words; and the documents which are less than 1000 words were discarded in our data set. Table 1 shows the details on this data set. The 11-classes arXiv data set can be downloaded from the following URL: https:// github.com/LiqunW/Long-document-dataset. 
2) BASELINE MODELS
The baseline model was originally proposed by [9] which uses the convolutional neural network to classify sentences. In order to make it suitable for long document classification, we adapted this convolutional neural network model by subsampling the original document. The following two models use the same network structure shown in Figure 5 , but the input data is different. The baseline models have three convolutional layers and three max-pooling layers. We denote the input with the shape of [batch, n, c] where n is the length of input and c is the dimension of word vector. The first convolutional layer uses three different convolutional kernels with size of 3, 4, 5 respectively, and the number of each convolutional filters is set to 128. These three convolutional features are input into a max-pooling layer and then merged into one feature. Then with a sequence of another two layers of convolutional operation (filter numbers are all set to 128) and max-pooling operation, f cls is extracted for classification. Regarding the two different input methods, we define them as CNN-blocks and Document-sub-sampling as follows:
a: CNN-BLOCKS
We sample k groups of words with window size w to extract k * w words in total. For the i th group of words, the feature f i m is extracted by the baseline model. Then the aggregated feature for classification f cls is defined as f cls = k i=1 f i m .
b: DOCUMENT-SUB-SAMPLING
We sample the document in the same way as CNN-blocks. But instead of treating those blocks individually, these k blocks are merged into the sub-sampled version of the original document. Then we use the sub-sampled version as the input of the baseline model to get the feature for classification as f cls = f m . In other word, this method just treats the subsampled version as a large block of word. For both methods, the group number k and the window size w can be adjusted during the experiment.
B. EXPERIMENTAL CONFIGURATION AND RESULTS ANALYSIS 1) EXPERIMENTAL CONFIGURATION a: EXPERIMENT PLATFORM
Our models were implemented by Tensorflow 1.4 and were trained on a workstation with NVIDIA Titan X GPU and 32Gb system RAM.
b: DOCUMENT REPRESENTATION
We used the publicly available GloVe [32] as the initialized word vectors. Each word in GloVe has dimensionality of 100. Words not present in the GloVe were initialized randomly and all word vectors can be fine-tuned during training phase.
c: TRAINING PARAMETERS
All convolutional layers in the Glimpse network and the Coarse network all used 128 convolutional kernels. The size of the LSTM cell in the Controller network was set to 256. All models were trained using the ADAM optimization algorithm [39] with batch size of 64. The initial learning rate was 0.001 and decayed by 0.98 every epoch.
d: TERM DEFINITION
Here some terms are defined for consistency in our experiments. Glimpse feature (local feature) is defined as the output feature of the Glimpse network and g t is the glimpse feature at the t th step. Fusion feature is defined as g f = T t=1 g t + g c where g c is the coarse feature and g t is the glimpse feature.
2) RESULTS ANALYSIS ON arXiv DATA SET
Our first experiment was to evaluate the performance on our collected arXiv papers data set between our model and the baselines. Figure 6a shows the classification results by varying the number of words in total on the 4-classes data set including cs.IT, cs.NE, math.AC, and math.GR. It shows that for each model, the more words the model uses, the higher the classification accuracy is. For the baseline models, Document-sub-sampling achieved its highest accuracy 92.45% using 1000 words and CNN-blocks achieved higher classification accuracy 93.21% than its counterpart baseline with the same number of words. We believe that, for Document-sub-sampling, this kind of sub-sampled version destroys its original structure, which makes some originally unrelated words becomes relevant.
As comparison, we evaluated our model using the fusion feature as the input of the classification network by varying the number of glimpse and the size of the window size. The window size was set to 20 or 40 which represents the number of words in each group. For each experimental setting, the window size of both the Coarse representation network and the Glimpse network was same. The randomly selected 10 groups of words were used for coarse representation and one group of words was used for each glimpse. It can be seen from Figure 6a that given the same number of glimpses larger window size produces better accuracy for our model. Comparing with the baselines, by observing the same number of words, our attention model outperforms the baselines by a large margin. For example by observing around 400 words, the two baselines are not better than 90.2%, but our model with window size 20 can achieve 93.3% accuracy by glimpsing 8 times. Figure 6a also shows that to reach the same classification accuracy, our attention based model only requires to observing less than the half of the words than the baselines, for example 93% accuracy, 400 words (our model) vs. 1000 words (the baselines).
We also benchmarked our model with the baselines on the 11-classes arXiv data set. For this benchmark, our model used the same experimental configuration as the 4-classes task. Note that by using the randomly selected 10 groups of words as the coarse representation, our model only took 1, 4, 6, and 8 glimpses over the document. Then for window size 20, the total observed words were 220, 280, 320, and 360 respectively; for window size 40, the total observed words were 440, 560, 640, and 720 respectively. Figure 6b shows the experimental results of our model and the baselines. It is clearly that our model achieves better classification accuracy with mush less observed words. For example, the highest classification accuracy 80.47% was achieved by our model by using window size of 40 and 8 glimpses, that is only 720 words in total.
We also conducted experiments on the 11-classes data set to measure the computation efficiency between our model and the baselines. In this experiment, for our model, we fixed the window size to 40 and adjusted the number of glimpses; and for the baseline (CNN-blocks), we varied the number of the sampled words, saying 200, 500, and 1000 words respectively. Table 2 demonstrates the total training time for each method until it achieves the best accuracy without overfitting. The consumed training and testing time for processing each mini-batch are also reported in this table. We also list the number of trainable parameters for each method. Note that the number of trainable parameters does not take account of the huge word embedding matrix since it is initialized by the pre-trained GloVe [32] and is exploited by both models. It is clear that the baseline model takes less time to convergence, however the best accuracy for the baseline can only achieve 77.34% with the sampled 1000 words. For our model, even though the total training time is raised to 52.6 minutes, it achieves the best classification accuracy of 80.47% by only observing 720 words in these experiments. Furthermore, the training and testing time per mini-batch (mini-batch size is 64) are 0.79 seconds and 0.63 seconds respectively, which means our best model can process 81 long documents and 102 long documents in training and testing stage. We think that this kind of computation efficiency is acceptable for practical usage. 
3) EXPERIMENTS ON THE EFFECT OF COARSE REPRESENTATION TO THE CONTROLLER NETWORK
In Section II-D, we argue that by providing a coarse representation as the context information, the Controller may produce better attention locations for a long document. In order to investigate this argument, we designed the following experiment: by varying the coarse representation with the randomly selected 1, 5, and 10 groups of words, our model classified the documents by taking 1, 4, 6, and 8 glimpses on the document with window size 40. In this experiment, we only used the coarse representation as the context information for the Controller and did not fuse it with the glimpsed local features for classification. Figure 7a shows the results on 4-classes data set. It is obvious that a better coarse representation with more groups of words does guide the Controller to locate more discriminative local parts of a document. By fixing the number of glimpses, the more randomly selected groups of words as the coarse representation, the more the final classification accuracy is. For example, by giving only one group of words as coarse representation, our model with six glimpses cannot reach 90% accuracy. On the other hand, the coarse representation with the randomly selected 10 groups of words guides the Controller to produce better glimpsed features, then the final classification accuracy is above 92.5%. We also performed experiment on the 11-classes data set. Figure 7b shows that the results are consistent with the 4-classes experiment, which confirms our argument that a better coarse representation is important for the Controller to locate its attention.
Since the coarse representation is important for the Controller, an interesting question is how many groups of words could be better for our model? We explored this question by fixing the number of glimpse to 8 and varying the number of groups of words for coarse representation on the 11-classes data set. We examined four groups of window size for this experiment, saying window size 10, 20, 30, and 40. Figure 7c demonstrates an interesting phenomenon that more groups of words do not always provide better coarse representation. For example, for windows size 40, the randomly sampled 10 groups of words provide the best performance, however more groups of words even degenerate its accuracy. On the other hand, for window size 10, more groups of words consistently help to improve its performance. We hypothesize that our proposed coarse representation depends on the sampling efficiency on the original document, which not only should provide good coverage on the document, but also the sampled words should be as diverse as possible. Intuitively, for a long document, increasing the groups of words indeed increases the coverage of the document, but more group of words would increase the possibility of overlapping on the sampled groups, which in turn would decrease the diversity of the training samples for the Controller. We will explore this tradeoff more in our future work.
4) COMPARISON OF RESULTS USING FUSION FEATURE AND LOCAL FEATURE
In this experiment, we investigated how the fusion feature contributes to classification accuracy. Table 3 and Table 4 demonstrate the superior classification accuracy by using the fusion features than only using the glimpsed local features on the 4-classes and 11-classes data sets respectively. From Table 3 , it can be seen that when our model glimpsed only 1 group of words, fusing the coarse feature into the fusion feature significantly improves the accuracy than only using the glimpsed local features, say from 82.47% to 92.36%. This is because the coarse feature g c provides a reasonable representation for a long document, thus fusing the coarse feature with the glimpsed local features would improve the final classification accuracy. On the other hand, by increasing the number of glimpses, the Controller will locate more discriminative groups of words thus the contribution of the coarse feature will be gradually reduced. However, from our experiments, it was always true that the fusion features provided better accuracy than the glimpsed features.
From the experiments discussed above, it can be concluded that for both our model and the baseline models, the more words are used, the higher the classification accuracy is. More interestingly our attention based model achieves the highest accuracy by only observing 11.4% of the original document which is significantly less than the baselines. That is to say the glimpsed words located by the Controller representing more discriminative information than randomly selected words. We discuss the glimpsed groups of words in the next experiment.
C. WORDS GLIMPSED BY OUR MODEL
Intuitively, there are some significant words in the document to help document classification. Another advantage of our model is the localization capability on such discriminative words. In this experiment, we qualitatively investigated the glimpsed groups of words on the 4-classes data set by using 8 glimpses with window size 40. Table 5 shows the glimpsed words (highlighted in blue) on the 4-classes arXiv data set. For example, the paper ''Learning Sequence Neighbourhood Metrics'' is classified to cs.NE, because the words like ''recurrent neural network'', ''nearest neighbour classification'', and ''rich models'' etc. were seen by our model. Similarly, for the paper ''Bogomolov Multipliers for Some p-groups of Nilpotency Class 2'' which is related to group theory in mathematics, the Controller focused its attention on such words like ''linear characters'', ''Bogomolov'', ''Luroths problem'' and thus classified this paper to math.GR.
IV. CONCLUSIONS AND FUTURE WORK A. CONCLUSIONS
We introduced a new model that uses hard attention mechanism to deal with the long document classification task. With recurrent attention learning, our model is capable of focusing on the significant local words of a long document. Unlike simply using random positions as the initial position [16] , we proposed to use the coarse representation to facilitate the Controller to locate the discriminative groups of words accurately. This kind of coarse representation can also be used for fusion feature to improve the final classification accuracy. Our model outperforms the two baselines by observing much less information and the glimpsed groups of words do show their strong relationship to its own class in our experiments.
B. FUTURE WORK
Inspired by Zichao Yang's hierarchical attention networks for document classification [40] , in our future work, we plan to improve the Controller network by considering the hierarchical attention mechanism which can focus attention on both sentence-level and word-level. It may allow our model to focus its attention from the coarser scale to finer scale, say not only locating the important sentences in a document, but also can further extract the key words from the focused sentences. 
