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SPECTRAL STRUCTURE OF ELECTROMAGNETIC SCATTERING ON
ARBITRARILY SHAPED DIELECTRIC
YAJUN ZHOU
ABSTRACT. Spectral analysis is performed on the Born equation, a strongly singular integral
equation modeling the interactions between electromagnetic waves and arbitrarily shaped di-
electric scatterers. Compact and Hilbert–Schmidt operator polynomials are constructed from
the Green operator of electromagnetic scattering on scatterers with smooth boundaries. As a
consequence, it is shown that the strongly singular Born equation has a discrete spectrum,
and that the spectral series
∑
λ |λ|2|1+2λ|4 is convergent, counting multiplicities of the eigen-
values λ. This reveals a shape-independent optical resonance mode corresponding to a critical
dielectric permittivity ǫr =−1, which could be of practical interest in synthetic chemistry and
materials science.
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1. INTRODUCTION
Electromagnetic scattering on dielectric media has cast deep insights into the universe
surrounding us and the cells within us. The zodiacal light glowing in the night sky conveys
information from the distant cosmic dust [38, 22, 36]. Size- and shape-dependent microwave
scattering data from water droplets in the air and ice crystals in the clouds unveil the se-
crets of weather change [59, 60, 5]. Healthy and pathological erythrocytes display different
patterns upon laser illumination [43].
Recent advancements in nanotechnology and materials science have rekindled interest
in the classical problem of light-matter interaction. Certain nanoparticles whose relative
dielectric permittivities ǫr lie within the plasmon range ǫr < 0 are remarkably bright [65],
and such a physically intriguing property has led to therapeutic applications [29]. The
prediction of superlens effect for materials with dielectric permittivity ǫr =−1 and magnetic
permeability µr = −1 [44] has paved way for the experimental and theoretical studies of
exotic materials in optical cloaking [42].
Notwithstanding the prevalent applications of electromagnetic scattering, there has not
been a general understanding of how the geometric shapes and the physical constitutions
of the dielectric media determine their mode of interactions with incident light. For a given
combination of the scatterer geometry and beam wavelength, there are certain special val-
ues of the dielectric permittivity ǫr that cause optical resonance, thus making the corre-
sponding electromagnetic scattering problem ill-posed. Characterization of the optical reso-
nance spectrum is the major task of spectral analysis for electromagnetic scattering.
Unfortunately, some previous attempts to understand the optical resonance phenomenon
[46, 11, 12] lack mathematical rigor and have led to widely-spread misconceptions about
the spectral structure of electromagnetic scattering. Especially, the perfunctory hypothesis
about the existence of a continuum of optical resonance modes across the plasmon range ǫr <
0 [46] could be misleading to experimentalists working on novel materials. The preliminary
speculation about a resonance mode at ǫr = 0 [11, 12] carries a similar hazard.
The current work clarifies the aforementioned misunderstandings in the spectral analysis
of electromagnetic scattering. In particular, we point out that certain previous studies [46,
11, 12] have deduced non-physical resonance modes by defining the scattering problem on
incorrect Hilbert spaces. Under the energy and transversality conditions, we show that
(1) The resonance values of dielectric permittivity ǫr always form a discrete set, for any
given combination of the scatterer geometry and beam wavelength; (2) There is a shape-
independent optical resonance mode at ǫr = −1, and this is the only permissible resonance
for real-valued permittivity if the exterior volume of the dielectric scatterer is connected.
This is the first paper in a series of work investigating the spectral structure of electro-
magnetic scattering. In this article, attention will be restricted to the interactions between
monochromatic light and an arbitrarily shaped, but physically homogeneous dielectric scat-
terer. To facilitate the geometric analysis, we will also assume that the dielectric boundary
is smooth during most of the discussions.
1.1. Born Equation for Electromagnetic Scattering. In classical electrodynamics, the
interaction between light and matter (“electromagnetic scattering” in the broad sense) is
governed by the Maxwell equations, a set of partial differential equations for vector fields
defined in R3. To better accommodate to scattering problems, the Maxwell equations are
typically converted into the form of an integral equation named after Max Born [8]. The
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Born equation assumes its simplest form when one considers a time-harmonic electric field
(representing a monochromatic light beam) Einc(r, t) = Einc(r)eiωt incident on a homoge-
neous dielectric occupying a bounded open set V ⊂R3. The dielectric response (i.e. the total
electric field E(r),r ∈V inside the dielectric volume) obeys Born’s integral equation (see [8,
Kap. VII] or [9, §13.6.1]):
E(r)=Einc(r)+χ∇×∇×
Ñ
V
E(r′)e−ik|r−r
′|
4π|r− r′| d
3 r′−χE(r), r ∈V . (1.1.1)
In the Born equation (1.1.1), χ= ǫr −1 represents the susceptibility of the dielectric scat-
terer relative to the host medium, and 2π/k denotes the wavelength of the incident light
beam. The three terms on the right-hand side of (1.1.1) are attributed to, respectively, the
incident wave, the dipole irradiation, and the depolarization process. A detailed derivation
of the Born equation (1.1.1) from the Maxwell equations will appear in §3. The physical
meanings for various ranges of susceptibilities χ are illustrated in Fig. 1.
In this paper, we present a qualitative spectral analysis of the Born equation (1.1.1),
which will be often abbreviated symbolically as BˆE = (Iˆ−χGˆ )E =Einc hereafter. We shall
refer to Bˆ as the Born operator and Gˆ the Green operator. Both Bˆ and Gˆ are continuous
linear operators acting on the Hilbert space L2(V ;C3) := {E :V −→C3|
Ð
V |E(r)|2d3 r <+∞}
(Proposition 4.1.3 in §4.1).
1.2. Optical Resonance Problem and Spectral Analysis of the Green Operator Gˆ .
For a fixed dielectric volume V , and given wavelength 2π/k of the incident beam, a certain
value of dielectric susceptibility χ is said to be an optical resonance mode if the correspond-
ing Born operator Bˆ = Iˆ −χGˆ fails to have a bounded inverse. In other words, an optical
resonance mode corresponds to a certain complex number 1/χ ∈ C that belongs to the spec-
trum of the Green operator Gˆ .
The qualitative aspect of the optical resonance problem consists of two fundamental ques-
tions:
cIm
cRe1-
-2 dissipative media
metallic conductors
transparent insulators
plasmonic materials
-2 potential singularities
FIGURE 1. Different ranges of complex susceptibility χ correspond to materials that
can be deemed as generalized “dielectrics” in the problem of light scattering. The
lower half open plane Imχ < 0 (gray domain) corresponds to dissipative media that
absorb light and generate heat. The half-line χ > −1 (blue) represents transparent
insulators that do not dissipate energy in their interactions with light. The half-line
χ ≤ −1 (green) represents plasmonic materials with non-positive electric permittiv-
ity. The negative imaginary axis (black hatched line) points to metallic conductors,
satisfying Imχ = −σcond/ω. Here σcond > 0 is the electric conductivity. The possible
locations of resonance modes are highlighted in red. These resonance modes lead to
singularities of the inverse Born operator (Iˆ−χGˆ )−1 in the complex χ-plane.
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(1) Is the spectrum of the Green operator Gˆ a discrete set or a continuum?
(2) Are there any topological features in the spectrum of the Green operator Gˆ that apply
to arbitrary dielectric shapes and arbitrary wavelengths?
The optical resonance problem is mathematically non-trivial, because the Born equation
is a strongly singular integral equation, whose integral kernel exhibits O(|r− r′|−3) diver-
gence at short distances. Such a strong singularity disqualifies the Green operator Gˆ as
a compact operator, which makes the classical Riesz–Schauder theory for Fredholm inte-
gral equations not directly applicable to the Born equation (1.1.1). In contrast, the acoustic
scattering equation in three-dimensional space
((Iˆ−χCˆ )u)(r) := u(r)−χk2
Ñ
V
u(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′ = uinc(r), uinc ∈ L2(V ;C) (1.1.1′)
involves a perturbation of the identity operator Iˆ by a weakly singular operator −χk2Cˆ :
L2(V ;C)−→L2(V ;C) with O(|r−r′|−1) divergence, and thus has significantly simplified spec-
tral properties as compared to the Born equation for light scattering. In particular, via the
classical Riesz–Schauder theory and the square integrability of the weakly singular kernel
O(|r− r′|−1), we can readily confirm that
(1′) The spectrum σ(Cˆ ) of the operator Cˆ : L2(V ;C)−→L2(V ;C) is a discrete set.
(2′) The spectrum σ(Cˆ ) contains no accumulation points other than {0}, and the spectral
series
∑
λ∈σ(Cˆ ) |λ|2 is convergent.
Not only is it hard to immediately deduce answers to questions (1) and (2) for the Green
operator Gˆ in the Born equation, but it also turns out that the solution to the optical reso-
nance problem is very sensitive to the choice of Hilbert space on which the Born operator Bˆ
is acting.
Naïvely speaking, one may choose L2(V ;C3), the totality of square-integrable electric
fields
Ð
V |E(r)|2d3 r < +∞ as the domain for the Born operator Bˆ. Intuitively, one may
then approximate the spectral analysis of the Born operator Bˆ : L2(V ;C3) −→ L2(V ;C3) by
discretizing the Born equation (1.1.1) on a grid, and extract the eigenvalues of a correspond-
ing matrix equation of large dimensions [46]. Numerical evidence [46] seems to suggest
that Bˆ : L2(V ;C3) −→ L2(V ;C3) fails to be invertible for the plasmon range χ < −1, which
is sometimes conveniently interpreted as coincidence with the branch cut for the refractive
index n=
√
1+χ [46, 63, 64]. If there were indeed a continuum of singularities (optical res-
onance modes) covering the entire plasmon range χ<−1, it would save materials scientists
and synthetic chemists a lot of time and energy fine-tuning the dielectric constant of their
luminescent nanoparticles.
In this work, we point out that the hypothesized continuum of optical resonance modes
is a non-physical illusion. The Hilbert space L2(V ;C3) is too large for physically admissi-
ble electric fields in the problem of light scattering. One has to narrow down to a Hilbert
subspace Φ(V ;C3) (Notation 2.1.1 in §2.1) where the transversality constraint ∇ ·E = 0
is honored. When restricted to this physically meaningful Hilbert subspace Φ(V ;C3), we
can prove that Gˆ (Iˆ+2Gˆ ) :Φ(V ;C3) −→Φ(V ;C3) is a compact operator and that Gˆ (Iˆ +2Gˆ )2 :
Φ(V ;C3)−→Φ(V ;C3) is a Hilbert–Schmidt operator, so long as the dielectric boundary ∂V is
smooth. In less abstract terms, one can show that Gˆ (Iˆ+2Gˆ ) :Φ(V ;C3)−→Φ(V ;C3) is equiv-
alent to a weakly singular integral kernel with O(|r− r′|−2) asymptotic behavior, and that
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Gˆ (Iˆ+2Gˆ )2 :Φ(V ;C3) −→Φ(V ;C3) is comparable to a square-integrable integral kernel that
diverges as O(|r− r′|−1) at short distances.
In other words, we have some surprising answers to the questions of optical resonance for
any bounded dielectric volume V with smooth boundary ∂V :
(1) The spectrum σΦ(Gˆ ) of the Green operator Gˆ :Φ(V ;C3)−→Φ(V ;C3) is a discrete set.
(2) The spectrum σΦ(Gˆ ) contains no accumulation points other than {0,−1/2}, and the spec-
tral series
∑
λ∈σΦ(Gˆ ) |λ|2|1+2λ|4 is convergent.
In the next section (§2), we will give a technical summary for the main results of this
article, along with a description of certain standard terminologies in spectral analysis, which
may have conflicting definitions in some physical literature on electromagnetic scattering.
2. STATEMENT OF RESULTS
2.1. Compact Operator Polynomial Gˆ (Iˆ +2Gˆ ) and Universal Resonance at ǫr = −1.
Before formally stating our first theorem, we need to fix some terminologies and notations.
Notation 2.1.1. The kernel of a linear mapping Aˆ : X −→ Y is denoted by ker(Aˆ) := {x ∈
X |Aˆx = 0}. The range of a linear mapping Aˆ : X −→ Y is defined as ran(Aˆ) ≡ Aˆ(X ) := {y ∈
Y |∃x ∈ X such that Aˆx = y}. The symbol “Cl” stands for closure in the strong topology. The
physical Hilbert space Φ(V ;C3) :=Cl(C∞(V ;C3)∩ker(∇·)∩L2(V ;C3)) is the L2-closure of the
totality of smooth, divergence-free and square-integrable complex-valued vector fields.
Definition 2.1.2 (Resolvent Set of the Green Operator). The following two definitions for
the resolvent set ρ(Gˆ ) are equivalent (see [50, Chap. 8], or [62, Chap. VIII])
ρ(Gˆ ) := {λ∈C|(λIˆ− Gˆ ) : L2(V ;C3)−→L2(V ;C3) has a continuous inverse}, (2.1.1)
and
ρ(Gˆ ) := {λ∈C|ker(λIˆ− Gˆ )= {0},ran(λIˆ− Gˆ )= L2(V ;C3)}, (2.1.2)
where ker(λIˆ− Gˆ ) also represents the totality of E that solves the eigenequation GˆE = λE.
The notation ρΦ(Gˆ ) refers to the resolvent set of Gˆ :Φ(V ;C3)−→Φ(V ;C3).
Definition 2.1.3 (Spectrum of the Green Operator). According to the spectral theory of
bounded linear operators [50, 62], the spectrum σ(Gˆ ) = Crρ(Gˆ ) can be decomposed into
three disjoint subsets σ(Gˆ )=σp(Gˆ )∪σc(Gˆ )∪σr(Gˆ ) as follows:
(1) The point spectrum (i.e. the set of eigenvalues)
σp(Gˆ ) := {λ ∈C|ker(λIˆ− Gˆ ) 6= {0}}; (2.1.3)
(2) The continuous spectrum
σc(Gˆ ) := {λ ∈C|ker(λIˆ− Gˆ )= {0},ran(λIˆ− Gˆ ) 6= L2(V ;C3),Cl(ran(λIˆ− Gˆ ))= L2(V ;C3)};
(2.1.4)
(3) The residual spectrum
σr(Gˆ ) := {λ ∈C|ker(λIˆ− Gˆ )= {0},Cl(ran(λIˆ− Gˆ )) 6= L2(V ;C3)}. (2.1.5)
The decomposition of σΦ(Gˆ )=σΦp (Gˆ )∪σΦc (Gˆ )∪σΦr (Gˆ ) is likewise defined.
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Remark 2.1.4. Here, the “point spectrum” σp and “continuous spectrum” σc do not neces-
sarily correspond to any geometric “discreteness” and “continuity” in the language of phys-
ical/chemical spectroscopy. The point spectrum σp of a bounded operator may form a geo-
metric continuum (see [49, p. 194] or [20, p. 83]), whereas the continuous spectrum σc of a
bounded operator may well be isolated points. 
Bearing in mind the notational conventions prescribed above, we may state a theorem
that provides formal answer to part of the optical resonance problem.
Theorem 2.1.5 (Compact Polynomial and Optical Resonance). Suppose that the dielectric
volume is a bounded open set V ⋐R3 with smooth boundary ∂V .
The non-compact Green operator Gˆ : Φ(V ;C3) −→ Φ(V ;C3) is polynomially compact, with
minimal polynomial Gˆ (1+2Gˆ )/2.
Moreover, σΦ(Gˆ ) is the union of the continuous spectrum σΦc (Gˆ ) = {0,−1/2} with the point
spectrum σΦp (Gˆ ) that contains countably many eigenvalues. Each eigenvalue is associated
with a finite-dimensional eigenspace. (Furthermore, if the exterior volume R3r (V ∪∂V ) is
connected, then each eigenvalue in σΦ(Gˆ ) has a strictly negative imaginary part.)
The continuous spectrum σΦc (Gˆ )= {0,−1/2} forms the only possible accumulation points of
eigenvalues.
The shape-independent singularity −1/2 ∈ σΦc (Gˆ ) corresponds to a universal optical reso-
nance at susceptibility χ=−2, i.e. relative permittivity ǫr =−1.
After a derivation of the Born equation from Maxwell equations in §3, and a discussion
on the spectral analysis of Gˆ : L2(V ;C3)−→ L2(V ;C3) in §4, Theorem 2.1.5 will be verified in
its entirety in §§5.1–5.2.
2.2. Hilbert–Schmidt Operator Polynomial Gˆ (Iˆ +2Gˆ )2. Using the surface convolution
formulation of the Green operator Gˆ and some careful manipulations of multiple surface
integrals, we will give an extension of the polynomial compactness in §5.3.
Theorem 2.2.1 (Hilbert–Schmidt Polynomial and Spectral Series). For a bounded dielectric
volume V ⋐ R3 with smooth boundary ∂V , the operator Gˆ (Iˆ+2Gˆ )2 :Φ(V ;C3) −→Φ(V ;C3) is
of Hilbert–Schmidt type, and we have a convergent spectral series∑
λ∈σΦ(Gˆ )
|λ|2|1+2λ|4 <+∞, (2.2.1)
where the sum respects multiplicities in eigenvalues.
Theorem 2.2.1 refines Theorem 2.1.5 by providing more quantitative details about the
structure of the physical spectrum σΦ(Gˆ ). While Gˆ (Iˆ + 2Gˆ ) is already compact, it takes
another factor of (Iˆ +2Gˆ ) to yield a Hilbert–Schmidt operator Gˆ (Iˆ +2Gˆ )2. While both the
point {0} and {−1/2} can function as accumulation points in the spectrum σΦ(Gˆ ), the two
distinct powers |λ|2 and |1+2λ|4 occurring in the convergent spectral series indicate different
levels of eigenvalue aggregation surrounding the two accumulation points.
So far, the results we stated pertain to a dielectric scatterer sitting in a three-dimensional
space R3. Dimensionality actually has a strong impact on the constructions of the minimal
compact polynomial and minimal Hilbert–Schmidt polynomial, which will be explained in
§6.1.
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3. MAXWELL VS. BORN IN ELECTROMAGNETIC SCATTERING
For completeness, we recapitulate the descent of Born equation from the Maxwell equa-
tions in the formulation of electromagnetic scattering. In fact, we will derive the Born
equation (1.1.1) in a slightly broader context, allowing an arbitrary spatial distribution of
scalar susceptibility χ(r),r ∈R3.
Following the line of thoughts established in Rayleigh–Gans scattering [47, 48, 21], Max
Born [8, Kap. VII, “Molekulare Optik”] attacked the light scattering problem in general ge-
ometries by viewing the process as the radiation of induced dipoles in the dielectric medium
(i.e. with dielectric constant ǫ= (1+χ)ǫ0 = n2ǫ0; but otherwise non-magnetic, with magnetic
permeability µ = µ0 equal to that of the vacuum). Born’s approach formulates the light
scattering problem as an integral equation, akin to the Lippmann–Schwinger equation in
quantum scattering.
Unlike the wave function in quantum mechanics where the complex-valued notation is
mandatory, the representation of electromagnetic waves using complex numbers is a matter
of convenience, as explained below.
Notation 3.0.1. We adopt the convention to separate the time and space variables of
monochromatic light radiation as E(r, t) = E(r)eiωt. It is understood that the real part
ReE(r, t) = Re[E(r)eiωt] represents the actual electric field oscillating in the fixed angular
frequency ω = ck, where c is the speed of light. This convention with the phase factor
e+iωt is set up in the presentation of Mie scattering theory in the original paper by Gustav
Mie [40], and is thus followed by various other sources of literature on light scattering
(e.g. [60, 34]) as well. Unfortunately, the usual convention in electrodynamics (e.g. [41, 30])
is just the opposite E(r, t) = E(r)e−iωt. This discrepancy causes a sign difference in the
imaginary part of the susceptibility Imχ(r), among other things. In what follows, whenever
necessary, we quote a literature result after adapting it to the eiωt convention.
Writing the electric field of the incident light as Einc(r, t) = Einc(r)eiωt, and using χ(r) =
n2(r)−1 to denote spatial distribution of dielectric susceptibility, we may put the Born equa-
tion (cf. [8, p. 315, Eq. 11]) of light scattering in the form of
E(r)=Einc(r)+∇×∇×
Ñ
χ(r′)E(r′)e−ik|r−r
′|
4π|r− r′| d
3 r′−χ(r)E(r). (3.0.1)
The three terms on the right-hand side represent the incident field, the radiation field due to
oscillating dipoles, and the depolarization field, respectively. It is usually a physical require-
ment that the incident field be a source-free vibration in the entire space, i.e. ∇ ·Einc(r) =
0, (∇2+ k2)Einc(r) = 0,∀r ∈ R3. This is a natural consequence of the homogeneous Maxwell
equations [30] satisfied by the incident electric field Einc(r, t) and magnetic (induction) field
Binc(r, t) in a space devoid of charges and currents:
∇·Einc = 0, ∇×Binc =µ0ǫ0
∂Einc
∂t
, ∇·Binc = 0, ∇×Einc =−
∂Binc
∂t
. (3.0.2)
Here, the relation (µ0ǫ0)−1/2 =ω/k = c gives the speed of light in the vacuum. (Of course, “a
space devoid of charges and currents” is an idealization of the scenario in reality, where the
charges and currents responsible for the incident light beam are sufficiently far from the
scattering medium, and neither the charge distribution nor the current distribution of the
beam source is seriously affected by the scattered light.)
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Following the spirit in Born and Wolf ’s book ([9], see also [6, pp. 33–34]), one may derive
the Born equation from the Maxwell equations as follows. Let D(r, t)= [1+χ(r)]ǫ0E(r, t) be
the electric displacement, A(r, t) be the vector potential satisfying B(r, t)=∇×A(r, t), then
we have
iω[E(r)+χ(r)E(r)]eiωt= 1
ǫ0
∂D(r, t)
∂t
= c2∇×B(r, t)= c2∇×∇×A(r, t), (3.0.3)
according to one of the Maxwell equations. Here, the total electric field E(r, t)= Einc(r, t)+
Esc(r, t) and total magnetic field B(r, t) = Binc(r, t)+Bsc(r, t) can be attributed to the su-
perposition of the incident field Einc(r, t),Binc(r, t) and the scattering field Esc(r, t),Bsc(r, t).
The scattering electromagnetic field, with O(1/|r|) asymptotic behavior at large distances
|r|→+∞, satisfies the inhomogeneous Maxwell equations
∇·Esc =−
∇·P(r)
ǫ0
, ∇×Bsc =µ0
(
JP +ǫ0
∂Esc
∂t
)
, ∇·Bsc = 0, ∇×Esc =−
∂Bsc
∂t
. (3.0.4)
Here, the polarization density P(r, t) = ǫ0χ(r)E(r, t) and polarization current density
JP (r, t) = ∂P(r, t)/∂t = [ǫ(r)− ǫ0]∂E(r, t)/∂t = iωǫ0χ(r)E(r)eiωt (the density of electric dipole
and electric current generated by oscillations in the dielectric medium) acts as a source for
electromagnetic vibration, giving rise to the d’Alembert equation for Asc(r, t) as
∇2Asc(r, t)−
1
c2
∂2Asc(r, t)
∂t2
=−µ0JP (r, t)=−
χ(r)
c2
∂E(r, t)
∂t
. (3.0.5)
Suppose that the susceptibility vanishes outside a large sphere χ(r) = 0, |r| > RM, then
the solution to the above d’Alembert equation satisfies [55, Eq. 14.10]
Asc(r, t)
= µ0
4π
Ñ
|r|≤RM
JP
(
r′, t− |r−r′|
c
)
|r− r′| d
3 r′− 1
4π
Ó
|r|=RM
2 ∂∂t Asc
(
r′, t− |r−r′|
c
)
c|r− r′| (n
′ ·∇′)|r− r′|
dS′
− 1
4π
Ó
|r|=RM
 (n′ ·∇′)Asc
(
r′, t− |r−r′|
c
)
|r− r′| −Asc
(
r′, t− |r− r
′|
c
)
(n′ ·∇′) 1|r− r′|
dS′ (3.0.6)
It is a physical requirement that the scattering field has the asymptotic behavior Asc(r, t)=
F(r/|r|)eiωt−ik|r|/|r|(1+O(1/|r|)) as |r| →+∞, so the surface terms in (3.0.6) vanishes in the
RM →+∞ limit. (On the other hand, the surface terms do not vanish for the incident field.
Therefore, the incident field can assume non-zero values despite the fact that it satisfies a
homogeneous set of partial differential equations.)
In other words, the scattering magnetic field can be represented by the following retarded
potential formula that respects physical causality:
Bsc(r, t)=∇×Asc(r, t)=
1
c2
∇×
Ñ
χ(r′)
4π|r− r′|
∂
∂t
E
(
r′, t− |r− r
′|
c
)
d3 r′
= iωe
iωt
c2
∇×
Ñ
χ(r′)E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′. (3.0.7)
Now, the Born equation (3.0.1) for light scattering emerges after we substitute the expres-
sion of Bsc(r, t) (3.0.7) into the relation ∇×Bsc =µ0 (JP +ǫ0∂Esc/∂t).
As shown above, the Born equation can be rigorously derived from the Maxwell equations,
and it gives a clear physical picture of the microscopic mechanism of light scattering – it
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directly attributes the distortion of the incident wave via the light irradiation emitted from
the electrically-driven molecules that constitute the dielectric medium.
For the rest of this work, we will consider light scattered by a homogeneous dielectric
medium occupying a bounded volume V , inside which χ(r) = χ, outside which χ(r) = 0. In
this special case, the triple integral on the right-hand side of (3.0.1) can be rewritten as the
integral inside the volume V :Ñ
χ(r′)E(r′)e−ik|r−r
′|
4π|r− r′| d
3 r′ = χ
Ñ
V
E(r′)e−ik|r−r
′|
4π|r− r′| d
3 r′. (3.0.8)
Thus, the electric field inside the dielectric volume V satisfies (1.1.1):
(1+χ)E(r)=Einc(r)+χ∇×∇×
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, r ∈V . (3.0.9)
The electric field outside the dielectric volume V is completely determined by the value of
E(r′),r′ ∈V :
E(r)=Einc(r)+χ∇×∇×
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, r ∈R3r (V ∪∂V ). (3.0.10)
Therefore, the light scattering problem for a bounded homogeneous scatterer is fully cap-
tured by the Born equation relating the dielectric response E(r),r ∈ V to the profile of the
incident beam Einc(r),r ∈V inside the dielectric volume.
4. ENERGY CONDITION AND GENERALIZED OPTICAL THEOREM
The solvability of the electromagnetic scattering problem is equivalent to the invertibility
of the Born operator Bˆ appearing in the Born equation BˆE = (Iˆ−χGˆ )E =Einc (1.1.1).
In view of Definition 2.1.2, to show that the Born operator Bˆ = Iˆ −χGˆ has a bounded
inverse for a certain value of susceptibility χ, one has to verify both the uniqueness theorem
(viz. the kernel space ker(Iˆ−χGˆ ) is trivial) and the existence theorem (viz. the range ran(Iˆ−
χGˆ ) occupies the entire function space of admissible electric fields). If either the uniqueness
theorem or the existence theorem fails, we say that the specific value of χ causes optical
resonance.
The optical resonance effect is of practical interest. Consider the electric enhancement
ratio (EER)
EER[E;BˆE] :=
Ñ
V
|E(r)|2d3 r
/Ñ
V
|(BˆE)(r)|2d3 r, (4.0.11)
a dimensionless quantity that evaluates the energy enhancement inside the volume V in
the presence/absence of the dielectric scatterer. In the optical parlance, EER measures the
“focusing power” of the dielectric medium. If the Born operator Bˆ = Iˆ −χGˆ ceases to have
a continuous inverse for a certain χ, then the EER defined in (4.0.11) goes unbounded as
one runs over all admissible dielectric responses E(r),r ∈ V . Therefore, optical resonance
represents a “superlens” effect.
For a square matrix of finite dimensions Mˆ : Rm −→ Rm (m ∈ Z≥0), the uniqueness theo-
rem ker(Mˆ)= {0} and the existence theorem ran(Mˆ)=Rm are equivalent to each other. For a
strongly singular integral equation such as the Born equation, we need to address the ques-
tions of uniqueness (§4.1) and existence (§4.2) separately, drawing on some tools in classical
Fourier analysis (§4.3).
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During the rest of this section (§§4.1–4.3), we will perform spectral analysis on the Green
operator Gˆ : L2(V ;C3) −→ L2(V ;C3), focusing on the consequence of the energy constraint:Ð
V |E(r)|2d3 r < +∞. The physical requirement of transversality ∇ ·E = 0 will not be im-
posed until the next section (§5). Unlike most results in §5 that will hinge on the smoothness
of the dielectric boundary ∂V , the analysis in the current section typically only requires the
dielectric volume V to be a bounded open subset of R3. Caveat lector: although certain re-
sults in §§4.1–4.2 apply equally well to the Green operator hitting on the physical Hilbert
space Gˆ :Φ(V ;C3) −→Φ(V ;C3) (such as bounded operator norms), the lack of the transver-
sality constraint ∇ ·E = 0 causes a lot of non-physical artifacts in the spectral analysis of
Gˆ : L2(V ;C3) −→ L2(V ;C3). The physically meaningful optical resonance modes are associ-
ated with the spectral structure of Gˆ : Φ(V ;C3) −→ Φ(V ;C3). Thus, not every point in the
spectrum of Gˆ : L2(V ;C3) −→ L2(V ;C3) corresponds to physical ill-posedness of the electro-
magnetic scattering problem.
4.1. Uniqueness Theorem and Scattering Cross-Section for L2 Fields.
Definition 4.1.1 (Differentiable and Integrable Vector Fields). Pick a bounded open set V ⋐
R
3. In the following, a complex-valued vector field F(r),r ∈ V is identified with a mapping
F : V −→ C3, with its modulus at a certain point r given by |F(r)| :=pF∗(r) ·F(r) ≥ 0, and
its support suppF defined by suppF :=Cl{r ∈V ||F(r)| > 0}. At times, the following notations
will be used for partial derivatives with respect to Cartesian coordinates: ex·∇ = ∂/∂x, e y·∇ =
∂/∂y and ez · ∇ = ∂/∂z. We use the abbreviation DµF, |µ| = m ≥ 0 to refer to any of the 3m
possible partial derivatives (in the classical sense) of the vector field F :V −→C3, and |µ| = 0
corresponds to the original vector field without differentiation. For m= 0,1,2, . . ., we define
the family of m-th order pointwise continuously differentiable vector fields on V as
Cm(V ;C3) := {F :V −→C3|DµF is continuous at every point r ∈V ,∀|µ| ≤m}. (4.1.1)
The family of infinitely differentiable vector fields on V is C∞(V ;C3)=⋂m≥0Cm(V ;C3). The
family of infinitely differentiable and compactly supported vector fields on an open set V
is defined as C∞0 (V ;C
3) := {F ∈ C∞(V ;C3)|suppF ⋐ V }. The family of p-th power Lebesgue
integrable vector fields on V is denoted by
Lp(V ;C3) :=
{
F :V −→C3
∣∣∣∣∣‖F‖Lp(M;C3) :=
(Ñ
V
|F(r)|p d3 r
)1/p
<+∞
}
. (4.1.2)
In the specific case p = 2, L2(V ;C3) is a Hilbert space, on which the L2-norm satisfies
‖F‖2
L2(V ;C3)
= 〈F,F〉V with 〈F,G〉V :=
Ð
V F
∗(r) ·G(r)d3 r being a scalar product satisfying
the Cauchy–Schwarz inequality |〈F,G〉V | ≤ ‖F‖L2(V ;C3)‖G‖L2(V ;C3).
Definition 4.1.2 (Distributional Derivatives and Sobolev Spaces). For a generic
F ∈ Lp(V ;C3), where V is a bounded and open subset of R3, we may define its deriva-
tives DµF, |µ| =m≥ 0 (in the distributional sense) by the relationÑ
V
ψ(r)DµF(r)d3 r = (−1)|µ|
Ñ
V
F(r)Dµψ(r)d3 r, ∀ψ ∈C∞0 (V ;C). (4.1.3)
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We define the family of vector fields of Sobolev type-(m, p) on V as
Wm,p(V ;C3) :=
F ∈ Lp(V ;C3)
∣∣∣∣∣∣‖F‖Wm,p(M;C3) :=
( ∑
|ν|≤m
Ñ
V
|k−|ν|DνF(r)|p d3 r
)1/p
<+∞
 ,
(4.1.4)
where m ∈Z≥0, 1≤ p <+∞, and the “wave number” k > 0. Naturally, we have Cm(V ′;C3)⊂
Wm,p(V ;C3) if V ⋐V ′.
Proposition 4.1.3 (Boundedness of the Born and Green Operators). The Born operator
Bˆ :C∞0 (V ;C
3)−→C∞(V ;C3)∩L2(V ;C3)
(BˆE)(r) := (1+χ)E(r)−χ∇×∇×
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, r ∈V (4.1.5)
is well-defined where the partial derivatives on the right-hand side of (4.1.5) are interpreted
in the classical sense. Furthermore, (4.1.5) continuously extends the definition of the Born
operator to Bˆ : L2(V ;C3) −→ L2(V ;C3), where the partial derivatives are interpreted in the
distributional sense.
The Green operator Gˆ : L2(V ;C3) −→ L2(V ;C3) can be thus decomposed into the sum of a
Hilbert–Schmidt operator γˆ : L2(V ;C3)−→ L2(V ;C3) defined as
(γˆE)(r) :=∇×∇×
Ñ
V
E(r′)(e−ik|r−r
′ |−1)
4π|r− r′| d
3 r′ (4.1.6)
and an operator Gˆ − γˆ : L2(V ;C3)−→ L2(V ;C3) whose norm is bounded by unity:
((Gˆ − γˆ)E)(r) :=∇
[
∇·
Ñ
V
E(r′)
4π|r− r′| d
3 r′
]
. (4.1.7)
Proof. For E ∈C∞0 (V ;C3)⊂ L2(V ;C3), we may define
(Cˆ E)(r) :=
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, (4.1.8)
and use integration by parts to verify that Cˆ E ∈C∞(R3;C3)⊂C∞(V ;C3)∩L2(V ;C3). There-
fore, we have BˆE ∈C∞(V ;C3)∩L2(V ;C3) for every E ∈C∞0 (V ;C3).
As we decompose the Born operator Bˆ :C∞0 (V ;C
3)−→C∞(V ;C3)∩L2(V ;C3) in the follow-
ing form
(BˆE)(r)= (1+χ)E(r)−χ∇×∇×
Ñ
V
E(r′)
4π|r− r′| d
3 r′
−χ∇×∇×
Ñ
V
E(r′)(e−ik|r−r
′|−1)
4π|r− r′| d
3 r′, r ∈V , (4.1.9)
we may recognize that the formula above is also meaningful as a mapping Bˆ : L2(V ;C3)−→
L2(V ;C3), so long as the partial derivatives are interpreted in the distributional sense.
There are two underlying reasons for this.
On one hand, for any E ∈ L2(V ;C3), its Newton potential
(Nˆ E)(r) :=−
Ñ
V
E(r′)
4π|r− r′| d
3 r′ (4.1.10)
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belongs to Sobolev type-(2,2), i.e. Nˆ E ∈W2,2(V ;C3) as long as V is open and bounded (see
[23, Theorem 9.9], also [32, Theorem 10.1.1]), so we must have DµNˆ E ∈ L2(V ;C3),∀|µ| =
2. In particular, we have ∇×∇× Nˆ E ∈ L2(V ;C3). Moreover, we also have the identity∑
|µ|=2 ‖DµNˆ E‖2L2(R3;C3) = ‖E‖
2
L2(V ;C3)
(see [23, Theorem 9.9], also [32, Theorem 10.1.1]).
On the other hand, we may consider the following Hessian matrix
∇∇ e
−ik|r−r′|−1
4π|r− r′| :=

∂2
∂x2
∂2
∂x∂y
∂2
∂x∂z
∂2
∂y∂x
∂2
∂y2
∂2
∂y∂z
∂2
∂z∂x
∂2
∂z∂y
∂2
∂z2
 e−ik|r−r′|−14π|r− r′|
= k
2
4π|r− r′|
{[
1− e−ik|r−r′ |
(
1+ ik|r− r′|
)
k2|r− r′|2
]
1+
[
3
e−ik|r−r
′| (1+ ik|r− r′|)−1
k2|r− r′|2 − e
−ik|r−r′ |
]
rˆrˆT
}
(4.1.11)
where 1 stands for the 3×3 identity matrix, and the superscript “T” transposes a column
vector to a row vector in the expression
rˆrˆT = r− r
′
|r− r′|
(
r− r′
|r− r′|
)T
. (4.1.12)
One may recognize that all the elements in the Hessian matrix become of order O(|r−r′|−1)
as |r− r′| → 0, which is a square-integrable singularity. Therefore, we may differentiate
under the integral sign
∇×∇×
Ñ
V
E(r′)(e−ik|r−r
′ |−1)
4π|r− r′| d
3 r′ =
Ñ
V
[(
−∇2+∇∇
) (e−ik|r−r′ |−1)
4π|r− r′|
]
E(r′)d3 r′ (4.1.13)
and construct a linear operator γˆ : L2(V ;C3)−→ L2(V ;C3) by (cf. (4.1.6))
(γˆE)(r) :=
Ñ
V
Γˆ(r,r′)E(r′)d3 r′ =∇×∇×
Ñ
V
E(r′)(e−ik|r−r
′ |−1)
4π|r− r′| d
3 r′ (4.1.14)
where the 3×3 matrix
Γˆ(r,r′)= k
2e−ik|r−r
′ |
4π|r− r′| 1+∇∇
e−ik|r−r
′ |−1
4π|r− r′| (4.1.15)
satisfies the Hilbert–Schmidt bound
γ[k;V ] :=
√Ñ
V
{Ñ
V
Tr[Γˆ∗(r,r′)Γˆ(r,r′)]d3 r′
}
d3 r <+∞. (4.1.16)
Here, the operator γˆ actually extends to γˆ : L2(V ;C3)−→C0(R3;C3), because convolution of a
square-integrable function with a square-integrable convolution kernel yields a continuous
function, as can be verified by the Cauchy–Schwarz inequality [56, p. 271]. It is the conti-
nuity of the vector field γˆE ∈ C0(R3;C3) that justifies the differentiation under the integral
sign, by a standard argument (sometimes known as the Leibniz integral rule) based on the
Fubini theorem and the Newton–Leibniz formula.
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Using the Cauchy–Schwarz inequality, we may verify the bound estimate
‖γˆE‖2
L2(V ;C3)
=
Ñ
V
∣∣∣∣Ñ
V
Γˆ(r,r′)E(r′)d3 r′
∣∣∣∣2d3 r
≤
Ñ
V
(Ñ
V
√
λmax
[
Γˆ∗(r,r′)Γˆ(r,r′)
]
|E(r′)|d3 r′
)2
d3 r
≤ ‖E‖2
L2(V ;C3)
Ñ
V
[Ñ
V
λmax
[
Γˆ
∗(r,r′)Γˆ(r,r′)
]
d3 r′
]
d3 r
≤ ‖E‖2
L2(V ;C3)
Ñ
V
[Ñ
V
Tr
[
Γˆ
∗(r,r′)Γˆ(r,r′)
]
d3 r′
]
d3 r = (γ[k;V ]‖E‖L2(V ;C3))2,
(4.1.17)
where λmax extracts the largest eigenvalue of the 3 × 3 positive-semidefinite matrix
Γˆ
∗(r,r′)Γˆ(r,r′). Therefore, so long as E ∈ L2(V ;C3), we must have BˆE ∈ L2(V ;C3) as well.
Now we need to explain that there is a continuous extension from Bˆ : C∞0 (V ;C
3) −→
C∞(V ;C3)∩ L2(V ;C3) to Bˆ : L2(V ;C3) −→ L2(V ;C3). According to a standard result [37,
Lemma 2.19], the function space C∞0 (V ;C
3) is dense in L2(V ;C3), in the sense that every
member E ∈ L2(V ;C3) can be approximated by a sequence {Es ∈C∞0 (V ;C3)|s= 1,2, . . .} in L2-
norm: lims→∞ ‖Es−E‖L2(V ;C3) = 0. In the meantime, we have
∑
|µ|=2 ‖DµNˆ (Es−E)‖2L2(V ;C3) ≤∑
|µ|=2 ‖DµNˆ (Es −E)‖2L2(R3;C3) = ‖Es −E‖
2
L2(V ;C3)
→ 0 and ‖γˆ(Es −E)‖L2(V ;C3) ≤ γ[k;V ]‖Es −
E‖L2(V ;C3)→ 0, as well. Thus, we have lims→∞‖BˆEs− BˆE‖L2(V ;C3) = 0. In the light of this,
to define BˆE for an arbitrary E ∈ L2(V ;C3) which might involve distributional derivatives,
it would suffice to pick a convergent sequence {Es ∈ C∞0 (V ;C3)|s = 1,2, . . .} that tends to E
in L2-norm, and consider the L2-limit of the sequence {BˆEs ∈ C∞0 (V ;C3)|s = 1,2, . . .}, where
only classical derivatives are involved in the definition of each BˆEs.
To summarize, the Born operator Bˆ : L2(V ;C3) −→ L2(V ;C3) is confirmed as a well-
defined bounded linear transformation; the inequality γ[k;V ] < +∞ (4.1.16) establishes
γˆ : L2(V ;C3)−→L2(V ;C3) as a Hilbert–Schmidt operator; the norm bound ‖Gˆ − γˆ‖L2(V ;C3) ≤ 1
originates from the Calderón–Zygmund equality
∑
|µ|=2 ‖DµNˆ E‖2L2(R3;C3) = ‖E‖
2
L2(V ;C3)
. 
Physically speaking, the operator Gˆ−γˆ represents the long-wavelength limit (2π/k→+∞)
of electromagnetic scattering, which is just electrostatic induction; the operator γˆ repre-
sents “dynamic corrections” on top of the electrostatic picture. Mathematically speaking,
the “static induction” operator Gˆ − γˆ is Hermitian, satisfying the inequality
0≤−〈E, (Gˆ − γˆ)E〉V ≤ 〈E,E〉V ; (4.1.18)
the “dynamic correction” operator γˆ is weakly singular, with only O(|r− r′|−1) divergence in
the integral kernel, hence is qualified as a Hilbert–Schmidt operator, which is a special type
of compact operator.
Here, the inequality in (4.1.18) can be regarded as a refinement of the norm bound ‖Gˆ −
γˆ‖L2(V ;C3) ≤ 1, which will be proved in the next corollary using Fourier analysis.
Corollary 4.1.4 (Static Induction and Dipole Radiation). The “static induction” operator
Gˆ − γˆ is equal to Dˆ − Iˆ, where Iˆ : L2(V ;C3) −→ L2(V ;C3) is the identity operator and Dˆ :
L2(V ;C3) −→ L2(R3;C3) is the “dipole radiation” operator defined via Fourier integrals (see
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§4.3 for notational details)
(DˆE)(r) :=− 1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2 e
−iq·r d3 q,
with E˜(q)=
Ñ
V
E(r)eiq·rd3 r, ∀q ∈R3. (4.1.19)
In particular, one has 0≤ 〈(Iˆ− Dˆ)E,E〉V = 〈E, (Iˆ− Dˆ)E〉V ≤ 〈E,E〉V , which implies (4.1.18).
Proof. We point out that for any E ∈ L2(V ;C3), we have the following Fourier inversion
formulae for second order partial derivatives in the distributional sense
(u ·∇)(v ·∇)
Ñ
V
E(r′)
4π|r− r′| d
3 r′ =− 1
(2π)3
×××
R3
(u ·q)(v ·q)E˜(q)
|q|2 e
−iq·r d3 q, ∀u,v ∈ {ex, e y, ez},
(4.1.20)
which justifies (4.1.19). We defer the rigorous derivation of (4.1.20) to Lemma 4.3.2 in §4.3.
Using the Parseval–Plancherel identity (4.3.3), we may compute that
〈(Iˆ− Dˆ)E,E〉V = 〈E, (Iˆ− Dˆ)E〉V =
1
(2π)3
Ñ
R3
|q · E˜(q)|2
|q|2 d
3 q, (4.1.21)
which immediately leads to the inequality
0≤ 〈(Iˆ− Dˆ)E,E〉V =
1
(2π)3
Ñ
R3
|q · E˜(q)|2
|q|2 d
3 q≤ 1
(2π)3
Ñ
R3
|E˜(q)|2d3 q= 〈E,E〉, (4.1.22)
an equivalent form of (4.1.18). 
Remark 4.1.5. Recall that the electric radiation at point r generated by an oscillating
dipole located at point r′ reads E(r, t) = (4πǫ0)−1∇×∇× ([p]/|r − r′|), where [p] = p(t′)
is the dipole moment at retarded time t′ = t− c−1|r − r′|. This resembles the formula
χ(DˆE)(r) = (4πǫ0)−1∇ × ∇ ×
Ð
V P(r
′)|r − r′|−1d3 r′, hence the name “dipole radiation”
operator. 
Corollary 4.1.6 (Alternative Formulation of Born Operator). The Born operator Bˆ = (1+
χ)Iˆ−χDˆ−χγˆ= Iˆ−χGˆ : L2(V ;C3)−→L2(V ;C3) has a limit representation:
(BˆE)(r)= (1+χ)E(r)+χ lim
ε→0+
1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2− (k− iε)2 e
−iq·r d3 q. (4.1.23)
Proof. For every ε > 0, and E ∈ L2(V ;C3), we point out that we have the Fourier inversion
formula (see Lemma 4.3.3 in §4.3 for detailed proof):
(u ·∇)(v ·∇)
Ñ
V
E(r′)e−i(k−iε)|r−r
′ |
4π|r− r′| d
3 r′
= − 1
(2π)3
×××
R3
(u ·q)(v ·q)E˜(q)
|q|2− (k− iε)2 e
−iq·r d3 q, ∀u,v ∈ {ex, e y, ez}. (4.1.24)
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For any ε> 0, we can define the approximate Born operator Bˆ(ε) : L2(V ;C3)−→ L2(V ;C3)
as
(Bˆ(ε)E)(r) := (1+χ)E(r)+χ 1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2− (k− iε)2 e
−iq·r d3 q
= (1+χ)E(r)−χ∇×∇×
Ñ
V
E(r′)e−i(k−iε)|r−r
′ |
4π|r− r′| d
3 r′
= (1+χ)E(r)+χ 1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2 e
−iq·r d3 q
−χ∇×∇×
Ñ
V
[e−i(k−iε)|r−r
′ |−1+ i(k− iε)|r− r′|]
4π|r− r′| E(r
′)d3 r′ (4.1.25)
where the equalities hold because of (4.1.24). It is thus clear that Bˆ(ε) : L2(V ;C3) −→
L2(V ;C3) is a bounded linear operator for every ε> 0, and
(Bˆ(ε)E)(r)− (BˆE)(r)=−χ∇×∇×
Ñ
V
E(r′)[e−i(k−iε)|r−r
′ |− e−ik|r−r′ |+ε|r− r′|]
4π|r− r′| d
3 r′ (4.1.26)
satisfies ‖Bˆ(ε) − Bˆ‖L2(V ;C3) ≤ Ck;Vε2 for some constant Ck;V only dependent on the wave
number k and the shape of the scattering medium V , which confirms the representation as
claimed. 
Remark 4.1.7. In [27], A. R. Holt et al. have recast the Born equation with the dyadic Green
function (1+ k−2∇∇)[e−ik|r−r′|/(4π|r− r′|)], and have obtained the Fourier transform of the
Born equation in dyadic form [27, Eq. 16], which is mathematically equivalent to (4.1.23).
Theorem 4.1.8 (Generalized Optical Theorem for Scattering Cross-Sections). The Born op-
erator Bˆ = Iˆ−χGˆ : L2(V ;C3)−→ L2(V ;C3) satisfies the following functional relation:
|χ|2k5
16π2
Ó
|n|=1
[
n×
Ñ
V
E(r′)eikn·r
′
d3 r′
]
·
[
n×
Ñ
V
E∗(r′)e−ikn·r
′
d3 r′
]
dΩ
=Im
[
χk2
Ñ
V
|E(r)|2d3 r
]
− Im
[
χk2
Ñ
V
(BˆE)∗(r) ·E(r)d3 r
]
, (4.1.27)
where dΩ= sinθdθdφ stands for the surface element on the unit sphere.
Proof. We directly evaluate the scalar product by using (4.1.23) in Corollary 4.1.6:
Im〈E−BˆE,χk2E〉V = lim
ε→0+
Im〈E−Bˆ(ε)E,χk2E〉V
= − Im
{
χk2
Ñ
V
[
χ lim
ε→0+
1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2− (k− iε)2 e
−iq·r d3 q
]∗
·E(r)d3 r
}
. (4.1.28)
Now, using the Parseval–Plancherel identity (4.3.3), we obtain
Im〈E−BˆE,χk2E〉V =−
|χ|2k2
(2π)3
Im lim
ε→0+
Ñ
R3
q× [q× E˜∗(q)]
(|q|−k− iε)(|q|+k+ iε) · E˜(q)d
3 q. (4.1.29)
With the vector identity E˜(q) · {q× [q× E˜∗(q)]}=−[q× E˜(q)] · [q× E˜∗(q)]=−|q× E˜(q)|2, and
the Plemelj jump relation
Im lim
ε→0+
∫+∞
0
f (q)dq
q−k− iε =π f (k), (4.1.30)
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we arrive at the generalized optical theorem
Im〈E−BˆE,χk2E〉V =
|χ|2k2
(2π)3
Im lim
ε→0+
∫+∞
0
|q|2d |q|
Ó
dΩ
|q× E˜(q)|2
|q|2− (k− iε)2
= |χ|
2k5
16π2
Ó
|n|=1
∣∣n× E˜(kn)∣∣2dΩ. (4.1.31)
In other words, we haveÑ
V
[
∇×∇×
Ñ
V
E∗(r′)sin(k|r− r′|)
4π|r− r′| d
3 r′
]
·E(r)d3 r
= Im〈GˆE,E〉V =
k3
16π2
Ó
|n|=1
∣∣n× E˜(kn)∣∣2dΩ (4.1.32)
for every E ∈ L2(V ;C3). 
Remark 4.1.9. Physically speaking, the generalized optical theorem (4.1.27) represents the
energy conservation during the scattering process, and can be rewritten as
σsc+σabs =
4π
k
Im
[
−χk
2
4π
Ñ
V
E∗inc(r) ·E(r)d3 r
]
. (4.1.33)
Here, the total scattering cross-section σsc (which may be regarded as electromagnetic en-
ergy that is radiated, in unit time, to infinite distances) is given by
σsc :=
|χ|2k4
16π2
Ó
|n|=1
[
n×
Ñ
V
E(r′)eikn·r
′
d3 r′
]
·
[
n×
Ñ
V
E∗(r′)e−ikn·r
′
d3 r′
]
dΩ≥ 0;
(4.1.34)
while the total absorption cross-section σabs (which may be phenomenologically interpreted
as dissipation of electromagnetic energy in unit time due to Joule heating) is given by
σabs := Im
[
−χk
Ñ
V
E∗(r) ·E(r)d3 r
]
≥ 0. (4.1.35)
The radiated energy (σsc) and the dissipated energy (σabs) are dispatched from the electro-
magnetic work done by the incident field, which is the right-hand side of (4.1.33). When
there is no absorption, and the incident field is a plane wave Einc(r)∝ eze−ikex ·r, (4.1.33)
equates the total scattering section on the left-hand side with the imaginary part of forward
scattering amplitude on the right-hand side, which is the statement of the standard optical
theorem [30, §10.11]. 
Now, we are ready to work out the “uniqueness theorem” of Born equation posed on the
Hilbert space L2(V ;C3). For physically meaningful light scattering problems related to a
homogeneous non-accretive medium, we require that the susceptibility χ satisfy Imχ≤ 0 in
the Born equation (4.1.23). When χ= 0, the Born operator trivializes to the identity opera-
tor. In the following corollary, we will establish the uniqueness theorem for the physically
meaningful and non-trivial susceptibilities Imχ≤ 0,χ 6= 0.
Corollary 4.1.10 (Uniqueness Criteria for Born Equation on L2(V ;C3)). For the Born oper-
ator Bˆ : L2(V ;C3) −→ L2(V ;C3) (as defined in (4.1.23) in Corollary 4.1.6), the homogeneous
equation ‖BˆE‖L2(V ;C3) = 0 admits only a trivial solution ‖E‖L2(V ;C3) = 0 if one of the following
two conditions holds:
(A) The dielectric medium is dissipative with Imχ< 0;
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(B) The dielectric medium is non-dissipative with Imχ= 0,χ 6= 0,−1, its boundary ∂V occu-
pies zero volume
Ð
∂V d
3 r = 0, and the exterior volume R3r (V ∪∂V ) is connected.
Proof. For situation (A), we substitute the condition ‖BˆE‖L2(V ;C3) = 0 into the generalized
optical theorem (Theorem 4.1.8), and obtain
|χ|2k5
16π2
Ó
|n|=1
∣∣∣∣n×Ñ
V
E(r′)eikn·r
′
d3 r′
∣∣∣∣2dΩ= Im[χk2Ñ
V
|E(r)|2d3 r
]
. (4.1.36)
Now that the left-hand side of (4.1.36) is non-negative, and the right-hand side of (4.1.36)
is non-positive, the only possibility is that both sides vanish. As Imχ 6= 0, the vanishing
right-hand side of (4.1.36) implies ‖E‖L2(V ;C3) = 0. Moreover, we see that for Imχ < 0, the
Born operator Bˆ : L2(V ;C3)−→ BˆL2(V ;C3) is coercive by the following lower bound estimate
arising from the application of the Cauchy–Schwarz inequality to the generalized optical
theorem (Theorem 4.1.8):
|χ|‖BˆE‖L2(V ;C3)‖E‖L2(V ;C3) ≥ |Im[χ〈BˆE,E〉V ]| ≥ −Imχ‖E‖2L2(V ;C3). (4.1.37)
The coercivity bound ‖BˆE‖L2(V ;C3) ≥ (−Imχ/|χ|)‖E‖L2(V ;C3) indicates the invertibility of the
Born operator on its range BˆL2(V ;C3), and the inverse mapping Bˆ−1 : BˆL2(V ;C3) −→
L2(V ;C3) has bounded operator norm ‖Bˆ−1‖
BˆL2(V ;C3) ≤−|χ|/ Imχ<+∞.
For situation (B), we point out that ‖BˆE‖L2(V ;C3) = 0 and Theorem 4.1.8 together imply
q× [q× E˜(q)] = 0 for all |q| = k. As we further note that E˜ ∈ C1(R3;C3) arises from the
boundedness of second-order moments of E ∈ L2(V ;C3), we see that q×[q×E˜(q)]/(|q|2−k2) is
bounded and continuous for all q ∈R3. Consequently, we can use the dominated convergence
theorem to prove that
lim
ε→0+
Ñ
R3
∣∣∣∣∣ q× [q× E˜(q)]|q|2− (k− iε)2 − q× [q× E˜(q)]|q|2−k2
∣∣∣∣∣
2
d3 q= 0, (4.1.38)
so
χ
1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2−k2 e
−iq·r d3 q (4.1.39)
is a valid Fourier inversion formula for the corresponding term in the Born equation. Inside
the dielectric volume V , we have
(BˆE)(r) := (1+χ)E(r)+χ 1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2−k2 e
−iq·r d3 q= 0, ∀r ∈V rV0, (4.1.40)
for some subset V0 ⊂V with zero volume
Ð
V0
d3 r = 0. Outside the dielectric volume V , we
have
∇×∇×
Ñ
V
E(r′)e−ik|r−r
′|
4π|r− r′| d
3 r′
= − 1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2−k2 e
−iq·r d3 q= 0, ∀r ∈R3r (V ∪∂V ∪V ′0) (4.1.41)
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for some subset V ′0 ⊂R3r(V∪∂V ) with zero volume
Ð
V ′0
d3 r = 0, provided that R3r(V∪∂V )
is connected. This is because the vanishing scattering amplitudes in all directions
f (n) :=−χk
2
4π
n×
[
n×
Ñ
V
E(r′)eikn·r
′
d3 r′
]
≡ 0, |n| = 1 (4.1.42)
imply a vanishing scattering field in the connected open set R3r (V ∪∂V )
Esc(r) := χ∇×∇×
Ñ
V
E(r′)e−ik|r−r
′|
4π|r− r′| d
3 r′ ≡ 0, r ∉V ∪∂V , (4.1.43)
according to the unique continuation principle of Helmholtz equations [13, Corollary 4.10].
Now, patching the identities inside and outside the volume V , we obtain
(1+χ) 1
(2π)3
×××
R3
E˜(q)e−iq·r d3 q+χ 1
(2π)3
×××
R3
q× [q× E˜(q)]
|q|2−k2 e
−iq·r d3 q= 0, (4.1.44)
for all r ∈R3r(V0∪∂V∪V ′0). Recalling the condition
Ð
∂V d
3 r = 0, we haveÐV0∪∂V∪V ′0 d3 r = 0
as a consequence. Therefore, by performing Fourier transform on an identity that holds in
r-space with the possible exception of a subset V0∪∂V∪V ′0 with zero volume, we may deduce
(1+χ)E˜(q)+χq× [q× E˜(q)]|q|2−k2 = 0, ∀q ∈R
3
rV ′′0 (4.1.45)
where
Ð
V ′′0
d3 q= 0. Now, after multiplying (4.1.45) by q×, we obtain
(1+χ)q× E˜(q)−χ|q|2 q× E˜(q)|q|2−k2 = 0, ∀q ∈R
3
rV ′′0 , (4.1.46)
which implies q× E˜(q)= 0,∀q ∈R3r (V ′′0 ∪∂O(0, |
√
1+χ|k)). Referring back to (4.1.45), and
using the condition that χ 6= −1, we then arrive at
E˜(q)= 0, ∀q ∈R3r (V ′′0 ∪∂O(0, |
√
1+χ|k)) (4.1.47)
which implies ‖E‖L2(V ;C3) = (2π)−3/2‖E˜‖L2(R3;C3) = 0, just as claimed. 
Remark 4.1.11. Generally speaking, the condition
Ð
∂V d
3 r = 0 in situation (B) is not redun-
dant, because there exist fractal structures that are bounded open sets whose boundaries
have positive “volume” (in terms of Lebesgue measure), while R3r (V ∪ ∂V ) remains con-
nected [7]. 
Remark 4.1.12. The uniqueness criterion in the χ=−1 case is much more intricate, yet still
has important implications. This exceptional situation will be handled by Proposition 4.2.6,
as well as Propositions 5.1.3 and 5.1.4. 
4.2. Existence Theorem and Spectral Analysis of L2 Fields. As noted in the preamble
to this section, unlike the finite-dimensional square matrix problems, the existence theorem
does not follow readily from the uniqueness theorem in the Born equation. To bridge the gap
between the uniqueness theorem and the existence theorem, we need to consider Fredholm
operators [15, Chap. XI] on Hilbert spaces, which can be deemed as “well-behaved matrices
of infinite dimension”.
Definition 4.2.1 (Fredholm Operators). Formally, a bounded linear operator Oˆ : h −→ h
acting on a Hilbert space is called a Fredholm operator if it satisfies three criteria:
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(1) The range ran(Oˆ ) := {OˆF|F ∈ h} is a closed (with respect to the L2-limit on h) subspace of
h, satisfying ran(Oˆ )=Cl(ran(Oˆ ));
(2) The kernel space ker(Oˆ ) := {F ∈ h|OˆF = 0} is a finite-dimensional linear space
dimker(Oˆ )<+∞;
(3) The orthogonal complement of the range [ran(Oˆ )]⊥ := {G ∈ h|〈G,F〉h = 0,∀F ∈ Oˆh} is a
finite-dimensional linear space dim[ran(Oˆ )]⊥ <+∞.
For a Fredholm operator Oˆ : h−→ h, its index is given by ind(Oˆ )= dimker(Oˆ )−dim[ran(Oˆ )]⊥.
A zero-index Fredholm operator is has a bounded inverse if and only if its kernel space is
trivial.
Lemma 4.2.2 (“Static Induction” and Invertible Operators). For χ ∉ (−∞,−1], the inverse
[Iˆ−χ(Gˆ − γˆ)]−1 : L2(V ;C3)−→ L2(V ;C3) is a well-defined bounded operator.
Proof. Wemay recall the following inequality 0≤ 〈E, (γˆ−Gˆ )E〉V ≤ 〈E,E〉V from (4.1.18). This
allows us to see that γˆ− Gˆ : L2(V ;C3)−→ L2(R3;C3) is a positive-semidefinite operator with
operator norm ‖γˆ− Gˆ‖L2(R3;C3) ≤ 1, giving rise to an estimate of its spectrum as σ(γˆ− Gˆ ) ⊂
[0,1]. Here, for an arbitrary bounded linear operator ˆA : h−→ h acting on a Hilbert space h,
its spectrum σ( ˆA ) [50, Chap. 8] is a compact set specified by
σ( ˆA ) := {λ∈C|(λIˆ− Aˆ ) : h−→ h has no bounded inverse}. (4.2.1)
Now, if χ ∉ (−∞,−1], then −χ−1 ∉ σ(γˆ− Gˆ ), and the inverse of χ−1 Iˆ + (γˆ− Gˆ ) must be ac-
cordingly a bounded linear operator. 
Proposition 4.2.3 (Existence Criteria for Born Equation on L2(V ;C3)). If χ ∉ (−∞,−1], the
Born operator Bˆ = Iˆ −χGˆ : L2(V ;C3) −→ L2(V ;C3) is a Fredholm operator with index zero
ind(Bˆ) = 0. In other words, the uniqueness theorem (a trivial kernel space ker(Bˆ) = ker(Iˆ −
χGˆ )= {0}) implies a bounded inverse (Iˆ−χGˆ )−1 if χ ∉ (−∞,−1].
Proof. According to Lemma 4.2.2, when χ ∉ (−∞,−1], the operator Iˆ−χ(Gˆ − γˆ) : L2(V ;C3)−→
L2(V ;C3) is invertible, with ker[Iˆ−χ(Gˆ − γˆ)]= {0} and ran[Iˆ−χ(Gˆ − γˆ)]= L2(V ;C3). Thus, we
have ind[Iˆ−χ(Gˆ − γˆ)]= 0.
Meanwhile, the square-integrability γ[k;V ]<+∞ (as indicated in (4.1.16)) of the convolu-
tion kernel Γˆ(r,r′) qualifies γˆ :L2(V ;C3)−→L2(V ;C3) as a compact operator that transforms
bounded subsets of L2(V ;C3) to relatively compact subsets of L2(V ;C3).
Thus, for χ ∉ (−∞,−1], we have established the Born operator as a zero-index Fredholm
operator perturbed by a compact operator. It is a fundamental result (see [57, p. 508] or
[15, p. 366]) that compact perturbation turns a Fredholm operator into a Fredholm operator
with the index intact. Hence, we have ind(Bˆ)= ind[Iˆ−χ(Gˆ − γˆ)−χγˆ]= ind[Iˆ−χ(Gˆ − γˆ)]= 0,
whenever χ ∉ (−∞,−1]. 
Remark 4.2.4. Unlike γˆ : L2(V ;C3)−→ L2(V ;C3), which is a compact operator so long as the
volume V ⋐R3 is open and bounded, the linear transformation γˆ−Gˆ : L2(V ;C3)−→ L2(V ;C3)
is not compact, even for spherical geometry V =O(0,R),0<R <+∞. To prove this, we note
that Fℓm(r)=Fℓm(|r|,θ,φ)=∇[|r|ℓYℓm(θ,φ)] satisfies the the following eigenequation
((γˆ− Gˆ )Fℓm)(r)=∇
Ó
∂O(0,R)
n′ ·Fℓm(r′)
4π|r− r′| dS
′
=∇
∞∑
ℓ′=0
ℓ′∑
m′=−ℓ′
Ó
∂O(0,R)
n′ ·Fℓm(r′)|r|ℓY ∗ℓ′m′(θ′,φ′)Yℓ′m′(θ,φ)
(2ℓ+1)|r′|ℓ+1 dS
′ = ℓFℓm(r)
2ℓ+1 , (4.2.2)
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thus providing a sequence of eigenvalues {ℓ/(2ℓ+1)|ℓ= 1,2, . . .} that accumulates at the point
{1/2}. Meanwhile, the Riesz–Schauder theory of compact operators (see [51] or [62, pp. 283-
284]) dictates that the eigenvalues of a compact operator may only accumulate at the point
{0}.
More generally, for a non-empty, bounded and open volume V ⋐ R3, the operator γˆ− Gˆ :
L2(V ;C3)−→ L2(V ;C3) is not compact, and neither is the operator Iˆ−Bˆ = χGˆ : L2(V ;C3)−→
L2(V ;C3). This is because we can always fit an open ball into V (say O(0,R) ⊂ V ), and
consider the following bounded subset of L2(V ;C3):uℓm
∣∣∣∣∣∣uℓm(r)=

Fℓm(r)p
ℓR2ℓ+1
, r ∈O(0,R)
0, r ∈V rO(0,R)
;‖uℓm‖L2(V ;C3) = 1;ℓ= 1,2, . . .;m ∈Z∩ [−ℓ,ℓ]
 ,
(4.2.3)
which is not mapped to a relatively compact set by the operator γˆ− Gˆ . Here, the loss of
compactness hinges on the fact that
‖(γˆ− Gˆ )uℓm− (γˆ− Gˆ )uℓ′m′‖L2(V ;C3) ≥
√(
ℓ
2ℓ+1
)2
+
(
ℓ′
2ℓ′+1
)2
(4.2.4)
for distinct indices ℓm 6= ℓ′m′.
Thus, as pointed out in [46], we usually cannot reduce the Born equation to the proto-
typic Fredholm integral equation (Iˆ + Kˆ )F = G where Kˆ is a compact operator, and the
theory for prototypic Fredholm integral equations are not directly applicable. Nonetheless,
we have seen that the non-compact operator Iˆ − Bˆ = χGˆ does not hamper further analytic
understanding: the knowledge of the spectrum σ(γˆ− Gˆ )⊂ [0,1] makes it possible to use the
Riesz–Fredholm theory for a detailed spectral analysis of the Born equation. 
Proposition 4.2.5 (Absence of Residual Spectrum). So long as the volume V is bounded
and open, the residual spectrum of Gˆ is empty, i.e. σr(Gˆ )=;.
Proof. We have the following transpose identity
〈F, (λIˆ− Gˆ )E〉V
= 〈F,λE〉V +
1
(2π)3
Ñ
R3
[q · F˜∗(q)][q · E˜(q)]
|q|2 d
3 q−
Ñ
V
F∗(r) ·
[Ñ
V
Γˆ(r,r′)E(r′)d3 r′
]
d3 r
= 〈E∗,λF∗〉V +
1
(2π)3
Ñ
R3
[q · E˜(q)][q · F˜∗(q)]
|q|2 d
3 q−
Ñ
V
E(r′) ·
[Ñ
V
Γˆ(r,r′)F∗(r)d3 r
]
d3 r′
= 〈E∗, (λIˆ− Gˆ )F∗〉V . (4.2.5)
In the above derivation, we have exploited the reciprocal symmetry Γˆ(r,r′) = Γˆ(r′,r) and
interchanged the integrals with respect to d3 r and d3 r′. The interchange of the two vol-
ume integrals can be justified by the absolute integrability of the iterated integrals (which
derives from the Hilbert–Schmidt bound in (4.1.16)) and an application of the the Fubini
theorem.
Now, suppose that the uniqueness theorem holds, i.e. ker(λIˆ − Gˆ ) = {0}. We point out
that with the transpose identity (4.2.5), we may deduce that Cl(ran(λIˆ − Gˆ )) = Cl((λIˆ −
Gˆ )L2(V ;C3)) = L2(V ;C3), which shows that λ ∉ σr(Gˆ ). If the opposite is true, we will be
able to find a non-zero member of L2(V ;C3) that is orthogonal to all the elements of (λIˆ −
Gˆ )L2(V ;C3), which means that for some F 6= 0, we have 〈F, (λIˆ − Gˆ )E〉 = 〈E∗, (λIˆ− Gˆ )F∗〉 =
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0,∀E ∈ L2(V ;C3). This immediately entails (λIˆ − Gˆ )F∗ = 0. According to the assumption
that ker(λIˆ− Gˆ )= {0}, we have F∗ = 0 as well. The contradiction means that we must have
Cl(ran(λIˆ− Gˆ ))= L2(V ;C3). 
Proposition 4.2.6 (Spectral Rôle of χ=−1). So long as the volume V is bounded and open,
we have −1 ∈ σp(Gˆ ) as an eigenvalue of infinite multiplicity dimker(Iˆ + Gˆ ) = +∞, and 0 ∈
σp(Gˆ )∪σc(Gˆ ) being outside the resolvent set ρ(Gˆ ).
Proof. Take any f ∈C∞0 (V ;C), then it follows that
((Iˆ+ Gˆ )∇ f )(r)=∇×∇×
Ñ
V
∇′ f (r′)e−ik|r−r′ |
4π|r− r′| d
3 r′
= −∇×
Ñ
V
∇′×
[
∇′ f (r′)e−ik|r−r′ |
4π|r− r′|
]
d3 r′ = 0, (4.2.6)
where one can use the Gauss theorem to convert the last volume integral into a surface
integral with vanishing integrand. This proves that dimker(Iˆ+ Gˆ )=+∞ and −1 ∈σp(Gˆ ).
If we assume that 0 ∈ ρ(Gˆ ), then Dˆ− Iˆ = Gˆ − γˆ will become a Fredholm operator, satisfying
dimker(Dˆ− Iˆ)<+∞, which contradicts the fact that
((Dˆ− Iˆ)∇×F)(r)=∇
[
∇·
Ñ
V
∇′×F(r′)
4π|r− r′| d
3 r′
]
=−∇
[Ñ
V
∇′ ·
(∇′×F(r′)
4π|r− r′|
)
d3 r′
]
= 0, (4.2.7)
for all F ∈C∞0 (V ;C3), i.e. dimker(Dˆ− Iˆ)=+∞. As the residual spectrum is empty σr(Gˆ )=;,
we then must have 0 ∈σp(Gˆ )∪σc(Gˆ )∪σr(Gˆ )=σp(Gˆ )∪σc(Gˆ ). 
Remark 4.2.7. The eigenvalue −1 ∈σp(Gˆ ) of infinite multiplicity dimker(Iˆ+ Gˆ )=+∞ seems
to suggest that the light scattering problem becomes seriously ill-conditioned for χ = −1,
reminiscent of the postulated singular behavior at ǫr = 0 in [11, 12]. However, we will show,
in Proposition 5.1.4, that such a concern about the case of χ=−1 is physically irrelevant. 
Proposition 4.2.8 (Spectral Rôles of Plasmonic Permittivities). If R3r(V∪∂V ) is connected
and
Ð
∂V d
3 r = 0, then (−1,0]⊂ ρ(Gˆ )∪σc(Gˆ ).
Proof. For −1 < λ < 0, the uniqueness criterion in Corollary 4.1.10(B) implies that λ is not
an eigenvalue, so it must belong to the set ρ(Gˆ )∪σc(Gˆ )∪σr(Gˆ )= ρ(Gˆ )∪σc(Gˆ ).
For λ = 0, we can still show that ‖GˆE‖L2(V ;C3) = 0 implies ‖E‖L2(V ;C3) = 0, so 0 ∉ σp(Gˆ ).
The underlying rationale is that (4.1.32) in Theorem 4.1.8 ensures that the relation
‖GˆE‖L2(V ;C3) = 0 leads us to E˜(q) = 0,∀|q| = k. Accordingly, we may adapt the proof of the
uniqueness criterion in Corollary 4.1.10(B) to show that both
E˜(q)+ q× [q× E˜(q)]|q|2−k2 = 0, ∀q ∈R
3
rV ′′0 (4.2.8)
and
q× E˜(q)−|q|2 q× E˜(q)|q|2−k2 = 0, ∀q ∈R
3
rV ′′0 (4.2.9)
hold, where
Ð
V ′′0
d3 q = 0. Therefore, we may proceed to conclude that ‖E‖L2(V ;C3) =
(2π)−3/2‖E˜‖L2(R3;C3) = 0. 
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Remark 4.2.9. In classical electrodynamics, the plasmon range refers to the susceptibilities
satisfying χ<−1. The proposition above suggests that the Born equation on L2(V ;C3) is po-
tentially ill-posed for any point in the plasmon range, which hearkens back to the hypothesis
on a continuum of resonance modes in [46]. In the next section, we show that the Hilbert
space L2(V ;C3) does not do justice to the optical resonance problem for materials in the
plasmon range. By narrowing down to the physically meaningful Hilbert subspace Φ(V ;C3)
(Notation 2.1.1), the Born equation turns out to be well-posed for χ ∈ (−∞,−2)∪ (−2,−1],
provided that the dielectric boundary ∂V is smooth and the exterior volume R3r (V ∪∂V ) is
connected. 
4.3. Some Technical Details in Fourier Analysis.
Notation 4.3.1. For any F ∈ L2(R3;C3), we use the following notation
F˜(q) :=
×××
R3
F(r)eiq·r d3 r (4.3.1a)
to represent its Fourier transform, and accordingly,
F(r) := 1
(2π)3
×××
R3
F˜(q)e−iq·r d3 q (4.3.1b)
for the inverse Fourier transform. The pair of vectors fields F ∈ L2(R3;C3) and F˜ ∈ L2(R3;C3)
satisfy the Parseval–Plancherel identity [25, p. 104]Ñ
R3
|F(r)|2d3 r = 1
(2π)3
Ñ
R3
|F˜(q)|2d3 q, (4.3.2)
which can recast into an equivalent form for F,G ∈ L2(R3;C3) and F˜,G˜ ∈ L2(R3;C3) as
〈F,G〉R3 =
Ñ
R3
F∗(r) ·G(r)d3 r = 1
(2π)3
Ñ
R3
F˜∗(q) ·G˜(q)d3 q= 1
(2π)3
〈F˜,G˜〉R3 . (4.3.3)
Here, if we further have F ∈ L1(R3;C3) ∩ L2(R3;C3), then (4.3.1a) coincides with a
usual integral F˜(q) = Ð
R3 F(r)e
iq·r d3 r that converges absolutely. Likewise, if F˜ ∈
L1(R3;C3)∩L2(R3;C3), then (4.3.1b) becomes a usual integral F(r)= 1
(2π)3
Ð
R3 F˜(q)e
−iq·r d3 q.
For generic cases F, F˜ ∈ L2(R3;C3), (4.3.1a) and (4.3.1b) still have precise meanings as con-
tinuous extensions of the Fourier transform from L1(R3;C3)∩L2(R3;C3) to L2(R3;C3). (See
[25, p. 104 ] for further technical explanations of the operation “
ÖÖÖ
”.) In general, when
“
ÖÖÖ
” appears in an equality, it means that the left- and right-hand sides agree with possible
exceptions on a subset V0 ⊂R3 of zero volume (i.e.
Ð
V0
d3 r = 0 orÐV0 d3 q= 0 depending on
context).
Lemma 4.3.2. The following Fourier inversion formulae hold for all E ∈ L2(V ;C3):
(u ·∇)(v ·∇)
Ñ
V
E(r′)
4π|r− r′| d
3 r′
= − 1
(2π)3
×××
R3
(u ·q)(v ·q)E˜(q)
|q|2 e
−iq·r d3 q, ∀u,v ∈ {ex, e y, ez}, (4.3.4)
where the partial derivatives are interpreted in the distributional sense.
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Proof. First, we point out that a convolution with the Newtonian potential (4π|r− r′|)−1 in
r-space can be rendered as a multiplication of |q|−2 in q-space
(Nˆ F)(r)=
Ñ
R3
F(r′)
4π|r− r′| d
3 r′ = 1
(2π)3
Ñ
R3
F˜(q)
|q|2 e
−iq·r d3 q, r ∈R3,
for F˜(q) :=
Ñ
R3
F(r)eiq·r d3 r, (4.3.5)
so long as F ∈S (R3;C3) [56, p. 117, Lemma 1(a)]. Here, the Schwartz space is defined by
S (R3;C3) :=
{
F ∈C∞(R3;C3)
∣∣∣∣sup
r∈R3
∣∣rµDνF(r)∣∣<+∞,∀µ,ν} (4.3.6)
where rµ is a monomial xµx yµy zµz of degree µx+µy+µz = |µ|. In simple terms, the Schwartz
space S (R3;C3) forms the totality of infinitely differentiable vector fields with rapidly decay-
ing amplitudes at infinity. If F ∈S (R3;C3), then F˜ ∈S (R3;C3), and vice versa [25, Corollary
2.2.15 ]. It is clear from the definition that C∞0 (V ;C
3)⊂S (R3;C3).
Then, we note that using integration by parts, one can justify that Nˆ F ∈C2(R3;C3) for all
F ∈S (R3;C3). Meanwhile, F˜ ∈S (R3;C3) implies the absolute convergence of the following
integrals:Ñ
R3
|(u ·q)F˜(q)|
|q|2 d
3 q<+∞,
Ñ
R3
|(u ·q)(v ·q)F˜(q)|
|q|2 d
3 q<+∞, ∀u,v ∈ {ex, e y, ez}
(4.3.7)
and hence the continuity (with respect to r ∈R3) of the corresponding Fourier integralsÑ
R3
(u ·q)F˜(q)
|q|2 e
−iq·r d3 q ∈C0(R3;C3),Ñ
R3
(u ·q)(v ·q)F˜(q)
|q|2 e
−iq·r d3 q ∈C0(R3;C3), ∀u,v ∈ {ex, e y, ez}. (4.3.8)
All this information combined allows us to take derivatives under the integral sign, accord-
ing to the Fubini theorem and the Newton–Leibniz formula, thus leading to the following
result for all F ∈C∞0 (V ;C3)⊂S (R3;C3)
(Dˆu,vF)(r) := (u ·∇)(v ·∇)
Ñ
R3
F(r′)
4π|r− r′| d
3 r
= − 1
(2π)3
Ñ
R3
(u ·q)(v ·q)F˜(q)
|q|2 e
−iq·r d3 q, ∀u,v ∈ {ex, e y, ez}. (4.3.9)
We recall that C∞0 (V ;C
3) is dense in L2(V ;C3). For a generic square-integrable vector field
E ∈ L2(V ;C3), let {Es ∈ C∞0 (V ;C3)|s = 1,2, . . .} be a sequence that converges to E ∈ L2(V ;C3)
in L2-norm, we then have the L2-convergence (mean square convergence) of the Fourier
inversion formulae:
∆s(r)
:= − 1
(2π)3
×××
R3
(u ·q)(v ·q)E˜s(q)
|q|2 e
−iq·r d3 q+ 1
(2π)3
×××
R3
(u ·q)(v ·q)E˜(q)
|q|2 e
−iq·r d3 q L
2
−→ 0
(4.3.10)
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as is evident from the bound estimate of the residual error based on Parseval–Plancherel
identity (4.3.2):
‖∆s‖2L2(R3;C3) =
1
(2π)3
Ñ
R3
∣∣∣∣∣ (u ·q)(v ·q)[E˜s(q)− E˜(q)]|q|2
∣∣∣∣∣
2
d3 r
≤ 1
(2π)3
Ñ
R3
|E˜s(q)− E˜(q)|2d3 r = ‖Es−E‖2L2(V ;C3)→ 0. (4.3.11)
Meanwhile, in the r-space, we also have ‖Dˆu,vEs − Dˆu,vE‖2L2(R3;C3) ≤
∑
|µ|=2 ‖DµNˆ (Es −
E)‖2
L2(R3;C3)
= ‖Es − E‖2L2(V ;C3) → 0. Therefore, the Fourier inversion formula (4.3.9) is
preserved in the procedure of taking L2-limits, and thus extends to all E ∈ L2(V ;C3), just as
claimed. 
Lemma 4.3.3. We have the Fourier inversion formula:
(u ·∇)(v ·∇)
Ñ
V
E(r′)e−i(k−iε)|r−r
′ |
4π|r− r′| d
3 r′ = − 1
(2π)3
×××
R3
(u ·q)(v ·q)E˜(q)
|q|2− (k− iε)2 e
−iq·r d3 q,
∀u,v ∈ {ex, e y, ez}, (4.3.12)
for every ε> 0 and E ∈ L2(V ;C3).
Proof. To prove (4.3.12), we may first consider F ∈C∞0 (V ;C3). In this case, owing to the ex-
ponential decay factor e−ε|r−r
′| in the convolution kernel and the vanishing modulus |F(r)|
at the boundary ∂V , the convolution
Ð
V (4π|r− r′|)−1F(r′)e−i(k−iε)|r−r
′ |d3 r′ yields a vector
field of type L1(R3;C3)∩C2(R3;C3). Thus, we may evaluate the Fourier transform of the con-
volution via an absolutely convergent integral and apply the Fubini theorem to interchange
the order of integrations:Ñ
R3
[Ñ
V
F(r′)e−i(k−iε)|r−r
′ |
4π|r− r′| d
3 r′
]
eiq·r d3 r
:=
Ñ
V
F(r′)eiq·r
′
d3 r′
Ñ
R3
e−i(k−iε)|r
′′|
4π|r′′| e
iq·r′′ d3 r′′ = F˜(q)|q|2− (k− iε)2 , (4.3.13)
and obtain the Fourier inversion formula in the form of a usual integral:Ñ
V
F(r′)e−i(k−iε)|r−r
′ |
4π|r− r′| d
3 r′ =− 1
(2π)3
Ñ
R3
F˜(q)
|q|2− (k− iε)2 e
−iq·r d3 q, ∀F ∈C∞0 (V ;C3).
(4.3.14)
Now that we have the absolute convergence of the following integrals:Ñ
R3
∣∣∣∣∣ (u ·q)F˜(q)|q|2− (k− iε)2
∣∣∣∣∣d3 q<+∞,
Ñ
R3
∣∣∣∣∣ (u ·q)(v ·q)F˜(q)|q|2− (k− iε)2
∣∣∣∣∣d3 q<+∞, ∀u,v ∈ {ex, e y, ez}
(4.3.15)
which implies the continuity of corresponding Fourier integrals, we can proceed to confirm
that for every F ∈C∞0 (V ;C3), the following identity holds for all u,v ∈ {ex, e y, ez}:
(Dˆ(ε)u,vF)(r) := (u ·∇)(v ·∇)
Ñ
V
F(r′)e−i(k−iε)|r−r
′ |
4π|r− r′| d
3 r′ =− 1
(2π)3
Ñ
R3
(u ·q)(v ·q)F˜(q)
|q|2− (k− iε)2 e
−iq·r d3 q.
(4.3.16)
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To reach (4.3.12) from the equation above, it would suffice to prove that both sides of (4.3.12)
indeed define a continuous mapping from L2(V ;C3) to L2(R3;C3).
Here, it is clear that the right-hand side of (4.3.12) represents a continuous mapping from
L2(V ;C3) to L2(R3;C3), as the following estimate holds for every E ∈ L2(V ;C3):
1
(2π)3
Ñ
R3
∣∣∣∣∣ (u ·q)(v ·q)E˜(q)|q|2− (k− iε)2
∣∣∣∣∣
2
d3 q≤ ‖E‖L2(V ;C3)max
q∈R3
∣∣∣∣ (u ·q)(v ·q)|q|2− (k− iε)2
∣∣∣∣2 = Aε‖E‖L2(V ;C3)
(4.3.17)
where Aε <+∞.
The left-hand side of (4.3.12) represents a continuousmapping from L2(V ;C3) to L2(R3;C3)
as well, for two reasons.
First, for every E ∈ L2(V ;C3), one naturally has
(Dˆ(ε)u,vE)(r)= (u ·∇)(v ·∇)
Ñ
R3
E(r′)
4π|r− r′| d
3 r′+ (u ·∇)(v ·∇)
Ñ
V
E(r′)[e−i(k−iε)|r−r
′ |−1]
4π|r− r′| d
3 r′.
(4.3.18)
Pick RV :=minr∈R3maxr′∈V∪∂V |r′− r| to be the radius of the circumscribing sphere, and we
may assume, without loss of generality, that V ⊂O(0,2RV ). Thus, we accordingly have the
following bound estimate on the open ball O(0,2RV )
‖Dˆ(ε)u,vE‖L2(O(0,2RV ),C3)
≤
1+
√Ñ
O(0,2RV )
{Ñ
V
Tr
[(
∇∇ e
−i(k−iε)|r−r′ |−1
4π|r− r′|
)∗ (
∇∇ e
−i(k−iε)|r−r′ |−1
4π|r− r′|
)]
d3 r′
}
d3 r
‖E‖L2(V ,C3).
(4.3.19)
Here, the multiple integral under the square root is finite, owing to the square integrability
of the weak singularity of order O(|r− r′|−1).
Second, we note that so long as r ∈R3r (V ∪∂V ), we have the square-integrable convolu-
tion kernel: Ñ
V
∣∣∣∣∣(u ·∇)(v ·∇) e−i(k−iε)|r−r
′ |
4π|r− r′|
∣∣∣∣∣
2
d3 r <+∞, (4.3.20)
so we may differentiate under the integral sign for Dˆ(ε)u,vE ∈C0(R3r (V ∪∂V );C3) to deduce
(Dˆ(ε)u,vE)(r) :=
Ñ
V
E(r′)(u ·∇)(v ·∇) e
−i(k−iε)|r−r′ |
4π|r− r′| d
3 r′, r ∈R3r (V ∪∂V ) (4.3.21)
and perform the estimate
‖Dˆ(ε)u,vE‖L2(R3rO(0,2RV ),C3)
≤
√Ñ
R3rO(0,2RV )
{Ñ
V
Tr
[(
∇∇ e
−i(k−iε)|r−r′ |
4π|r− r′|
)∗ (
∇∇ e
−i(k−iε)|r−r′ |
4π|r− r′|
)]
d3 r′
}
d3 r‖E‖L2(V ,C3).
(4.3.22)
Here, the multiple integral under the square root is finite, owing to the exponential decay
factor e−ε|r−r
′|.
Combining the efforts above, we have verified the Fourier inversion formula as claimed
in (4.3.12). 
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5. TRANSVERSALITY CONDITION AND OPTICAL RESONANCE THEOREM
Motivated by one of the Maxwell equations ∇ ·E = 0, we construct a function space
T(V ;C3) = L2(V ;C3) ∩ C∞(V ;C3) ∩ ker(∇·) of square-integrable, smooth and divergence-
free vector fields. We use the L2-closure of T(V ;C3) to define the Hilbert subspace
Φ(V ;C3) :=Cl(T(V ;C3)).
Given the indispensability of transversality in the physical formulation of the light scat-
tering problem, we will call the Hilbert subspace Φ(V ;C3) := Cl(T(V ;C3)) as the totality of
physically admissible vector fields.
For any bounded and open volume V , we can show that the operator Gˆ : Φ(V ;C3) −→
Φ(V ;C3) is an endomorphism, satisfying GˆΦ(V ;C3)⊂Φ(V ;C3) (Lemma 5.1.1). For the spec-
tral analysis of Gˆ :Φ(V ;C3)−→Φ(V ;C3), we will use the notations ρΦ(Gˆ ), σΦ(Gˆ ) etc. to dis-
tinguish from their counterparts used in the spectral analysis of Gˆ : L2(V ;C3)−→ L2(V ;C3).
In this section, we will build physically meaningful uniqueness and existence theorems for
light scattering. These two results regarding the structure of the physical spectrum σΦ(Gˆ )
for smooth dielectrics will depend on the following topological and geometric requirements:
(1) The dielectric volume V = ⋃NV
j=1Vj ⋐ R
3 is a bounded open set with finitely many con-
nected components V1, . . . ,VNV (NV <+∞);
(2) Each connected component Vj has a smooth boundary surface ∂Vj;
(3) The dielectric boundary ∂V =⊔NV
j=1∂Vj is the union of mutually disjoint subsets ∂V1, . . . ,
∂VNV satisfying ∂Vj∩∂Vj′ =;,1≤ j < j′ ≤NV .
Here, we say a few words about geometric smoothness. We call a subset Σ⊂ R3 a smooth
surface if it is a 2-manifold of C∞-class, that is, if it can be locally parametrized by well-
behaved (see [19, p. 52] for the precise meaning of “well-behaved”) bivariate curvilinear
coordinates that are continuously differentiable to arbitrarily high order. For a bounded
open set V ⋐ R3 with smooth boundary ∂V , the outward unit normal n(r) on the boundary
surface ∂V (i.e. pointing from the “inside” Vr∂V to the “outside” R3r(V∪∂V )) is well-defined
— “single-sided surface” anomalies like the Möbius strip or the Klein bottle will not occur
— see [52], also [57, p. 411], [19, p. 114], and [3, p. 440] for the orientability (two-sidedness)
of compact surfaces.
As noted in Proposition 4.2.6, the point −1 ∈ σp(Gˆ ) is an eigenvalue of infinite multiplic-
ity for the mapping Gˆ : L2(V ;C3) −→ L2(V ;C3). As a stark contrast, we will show in §5.1
that −1 ∉σΦp (Gˆ ) is not an eigenvalue at all when the Green operator targets the physically
meaningful Hilbert space Φ(V ;C3).
Not only does the transversality condition enhance the uniqueness theorem (§5.1), it
also leads to drastic improvement of the existence theorem (§5.2) by ensuring polynomial
compactness. In addition to showing that the quadratic monic polynomial Gˆ (Iˆ + 2Gˆ )/2 :
Φ(V ;C3) −→Φ(V ;C3) a minimal compact polynomial (§5.2), we shall reveal the cubic poly-
nomial Gˆ (Iˆ+2Gˆ )2 :Φ(V ;C3)−→Φ(V ;C3) as a Hilbert–Schmidt operator (§5.3).
The major tools in this section are boundary traces and fractional order Sobolev spaces (in
particular, H1/2 and H−1/2), which enable us to generalize certain vector calculus identities.
For example, if a bounded open volume V ⋐R3 has smooth boundary ∂V , and F ∈ L2(V ;C3)∩
C1(V ;C3), ∇ ·F ∈ L2(V ;C), f ∈ C1(R3;C), then the following generalized Green identity [18,
SPECTRAL STRUCTURE OF ELECTROMAGNETIC SCATTERING 27
p. 206] holds:Ñ
V
F∗(r) ·∇ f (r)d3 r+
Ñ
V
f (r)∇·F∗(r)d3 r = H−1/2(∂V ;C)〈n ·F | f 〉H1/2(∂V ;C). (5.0.1)
Here, the last item represents the canonical pairing between the boundary traces n ·F ∈
H−1/2(∂V ;C) and f ∈H1/2(∂V ;C), and it necessarily reduces to a usual Lebesgue integral
H−1/2(∂V ;C)〈n ·F | f 〉H1/2(∂V ;C) =
Ó
∂V
f (r)n ·F∗(r)dS (5.0.2)
if F is smooth up to the boundary. For any bounded open set M ⋐ R3 with smooth bound-
ary surface Σ = ∂M ⊂ R3, the Hilbert space H1/2(Σ;C) is defined as H1/2(Σ;C) := { f : Σ −→
C|‖ f ‖H1/2(Σ;C) < +∞}. Here, the H1/2-norm (also written as the W1/2,2-norm [1, 28]) is given
by
‖ f ‖H1/2(Σ;C) :=
√Ó
Σ
| f (r)|2dS+
Ó
Σ
[Ó
Σ
| f (r)− f (r′)|2
|r− r′|3 dS
′
]
dS. (5.0.3)
The space H−1/2(Σ;C) is the Hilbert dual of H1/2(Σ;C), i.e. the totality of continuous linear
functionals acting on H1/2(Σ;C) via the canonical pairing.
5.1. Transversality Condition and Uniqueness Theorem for ǫr = 0. In §4.1, we
started our spectral analysis of L2 fields by showing that the Green operator Gˆ maps
L2(V ;C3) to a subset of L2(V ;C3). Likewise, we will base the spectral analysis of transverse
fields on the premise that Gˆ maps Φ(V ;C3) to a subset of Φ(V ;C3).
Lemma 5.1.1 (Green Operator as Endomorphism on Φ(V ;C3)). For any bounded and open
volume V , the operator Gˆ :Φ(V ;C3)−→Φ(V ;C3) is an endomorphism, satisfying GˆΦ(V ;C3)⊂
Φ(V ;C3).
Proof. First, we show that Gˆ (T(V ;C3))⊂T(V ;C3).
For any E ∈ L2(V ;C3)∩C∞(V ;C3), we define
(Cˆ E)(r) :=
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, (5.1.1)
as in Proposition 4.1.3. We may use integration by parts to verify that Cˆ E ∈ L2(V ;C3)∩
C∞(V ;C3), and (∇2 + k2)(Cˆ E)(r) = −E(r),∀r ∈ V . Therefore, we have GˆE ∈ L2(V ;C3)∩
C∞(V ;C3). To demonstrate the transversality condition GˆE ∈ ker(∇·), it would suffice to
compute ∇·∇×∇× (Cˆ E)= 0.
Now that we have confirmed Gˆ (T(V ;C3)) ⊂ T(V ;C3), and the continuity of Gˆ :
L2(V ;C3) −→ L2(V ;C3) entails that Gˆ (Cl(A)) ⊂ Cl(Gˆ (A)) for any subset A ⊂ L2(V ;C3),
we have Gˆ Cl(T(V ;C3))⊂Cl(Gˆ (T(V ;C3)))⊂Cl(T(V ;C3))=Φ(V ;C3), as claimed. 
Before discussing the impact of the transversality condition on the solvability of the Born
equation for ǫr = 0, we need a result regarding the smoothness of the solution to scattering
of transverse vector fields.
Proposition 5.1.2 (Smooth Solution to Light Scattering). If the incident field is a smooth
and divergence-free vector field defined in a bounded and open volume V ⋐ R3, i.e. Einc ∈
T(V ;C3)= L2(V ;C3)∩C∞(V ;C3)∩ker(∇·), and E ∈Φ(V ;C3)=Cl(T(V ;C3)) is a solution to the
Born equation Einc = (Iˆ−χGˆ )E, then the vector field E(r),r ∈V is also smooth and divergence-
free: E ∈T(V ;C3).
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Additionally, if ∇×Einc ∈ L2(V ;C3), then the same property applies to any solution of the
Born equation Einc = (Iˆ−χGˆ )E ∈T(V ;C3):Ñ
V
|∇×E(r)|2d3 r <+∞. (5.1.2)
Proof. Before confirming the smoothness of the solution E ∈T(V ;C3), we show that (Gˆ − γˆ)E
is always a smooth vector field satisfying the Laplace equation, for all E ∈Φ(V ;C3), in the
two paragraphs below.
First, we point out that for any E ∈T(V ;C3)= L2(V ;C3)∩C∞(V ;C3)∩ker(∇·), we have
((Gˆ − γˆ)E)(r)=∇×∇×
Ñ
V
E(r′)
4π|r− r′| d
3 r′−E(r′)=∇
[
∇·
Ñ
V
E(r′)
4π|r− r′| d
3 r′
]
, r ∈V ,
(5.1.3)
and
(Gˆ − γˆ)E ∈ b2(V ;C3) := L2(V ;C3)∩C∞(V ;C3)∩ker(∇2)
= {F ∈ L2(V ;C3)∩C∞(V ;C3)|∇2F(r)= 0,∀r ∈V }. (5.1.4)
Here, bp(V ;C3) denotes the Bergman space of power p ≥ 1 [4, p. 171]. To verify the claim
above, we pick an enclosed open ball O(r∗,ε) ⊂ V , and apply the Gauss theorem in vector
calculus, as follows:
((Gˆ − γˆ)E)(r)=∇
[
∇·
Ñ
VrO(r∗,ε)
E(r′)
4π|r− r′| d
3 r′
]
+
Ó
∂O(r∗,ε)
[n′ ·E(r′)]∇′ 1
4π|r− r′| dS
′.
(5.1.5)
For r ∈ O(r∗,ε/2), one can always differentiate under the integral sign to arbitrarily high
order, so as to conclude that (Gˆ − γˆ)E ∈C∞(O(r∗,ε/2);C3), and the Laplace equation ∇2((Gˆ −
γˆ)E)(r) = 0,∀r ∈ O(r∗,ε/2) holds. As the choice of O(r∗,ε) is arbitrary, this shows that
∇2((Gˆ − γˆ)E)(r)= 0,∀r ∈V .
Then, we point out that for all E ∈ Φ(V ;C3) = Cl(T(V ;C3)), we have (Gˆ − γˆ)E ∈
(Gˆ − γˆ)Cl(T(V ;C3))⊂Cl((Gˆ − γˆ)T(V ;C3))⊂Cl(b2(V ;C3))= b2(V ;C3)= L2(V ;C3)∩C∞(V ;C3)∩
ker(∇2). This is because (Gˆ − γˆ) : L2(V ;C3) −→ L2(V ;C3) is continuous, and the Bergman
space b2(V ;C3) = Cl(b2(V ;C3)) is a closed subspace of the Hilbert space L2(V ;C3) [4,
Proposition 8.3]. Thus, we have the Born equation
E(r)=Einc(r)+χ(γˆE)(r)+χ((Gˆ − γˆ)E)(r), ∀r ∈V , (5.1.6)
where E ∈ Φ(V ;C3) = Cl(T(V ;C3)) and (Gˆ − γˆ)E ∈ b2(V ;C3). Using the Cauchy–Schwarz
inequality, one can verify that γˆE ∈ C0(R3;C3) for all square-integrable vector fields E ∈
L2(V ;C3). Therefore, all the three terms on the right-hand side of the Born equation belongs
to C0(V ;C3), hence E ∈ C0(V ;C3). Using differentiation under the integral sign, one can
check that E ∈C0(V ;C3)∩L2(V ;C3) entails γˆE ∈C1(V ;C3), so E = (Iˆ−χGˆ )−1Einc ∈C1(V ;C3).
By induction, we may deduce E = (Iˆ −χGˆ )−1Einc ∈ Cm+1(V ;C3) from the assumption that
E ∈ Cm(V ;C3) for all m = 0,1,2, . . ., using differentiation under the integral sign and inte-
gration by parts. Hence, we may conclude that the solution to the Born equation is a smooth
vector field E = (Iˆ−χGˆ )−1Einc ∈ L2(V ;C3)∩C∞(V ;C3).
Taking divergence on both sides of the Born equation, one thus confirms that E ∈ ker(∇·)
as well. This shows that the solution E ∈ L2(V ;C3)∩C∞(V ;C3)∩ker(∇·)=T(V ;C3) must also
be a transverse field.
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Now, suppose that we know Einc ∈ T(V ;C3) and ∇×Einc ∈ L2(V ;C3). The smoothness of
E ∈C∞(V ;C3) allows us to carry out the following differentiations (as classical derivatives):
(1+χ)∇×E(r)
=∇×Einc(r)+χ∇×∇×∇×
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′
=∇×Einc(r)+χ∇
[
∇·∇×
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′
]
−χ∇2
[
∇×
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′
]
=∇×Einc(r)+χ∇×E(r)+χk2∇×
Ñ
V
E(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, r ∈V , (5.1.7)
which is reminiscent of (3.0.7). Now, it is clear that ∇×E(r)−∇×Einc(r) is equal to
χk2∇×
Ñ
V
E(r′)
4π|r− r′| d
3 r′+χk2∇×
Ñ
V
E(r′)(e−ik|r−r
′|−1)
4π|r− r′| d
3 r′. (5.1.8)
The first summand of the equation above is a member ofW1,2(V ;C3)⊂ L2(V ;C3), by analysis
of the Newton potential (4.1.10), while the second term belongs to L2(V ;C3), owing to a
Hilbert–Schmidt bound (cf. (4.1.13)–(4.1.16)). This proves that ∇×E−∇×Einc ∈ L2(V ;C3),
as claimed. 
Generally speaking, the Born equation (Iˆ−χGˆ )E =Einc with a physically admissible input
Einc ∈Φ(V ;C3) is solvable for a wider range of χ values than the Born equation with a mere
energetically admissible (square-integrable) input Einc ∈ L2(V ;C3).
The transversality condition makes a striking difference when it comes to the solvability
issue for χ=−1 (i.e. ǫr = 0).
In Proposition 4.2.6, we showed that −1 ∈ σp(Gˆ ) is an eigenvalue with an infinite-
dimensional eigenspace ker(Gˆ + Iˆ) in L2(V ;C3). We now set out to give complete
characterization of the eigenspace ker(Gˆ + Iˆ) (in Proposition 5.1.3) before we show that
ker(Gˆ + Iˆ) is orthogonal to Φ(V ;C3) under certain geometric and topological constraints (in
Proposition 5.1.4), hence −1 ∉σΦp (Gˆ ).
Proposition 5.1.3 (Characterization of Eigenspace ker(Gˆ + Iˆ)). So long as the volume V is
open and bounded, R3r (V ∪∂V ) is connected and
Ð
∂V d
3 r = 0, we have the identity
ker(Gˆ + Iˆ)= {E ∈L2(V ;C3)|q× E˜(q)= 0,∀q ∈R3}. (5.1.9)
Proof. First, we note that so long as the volume V ⊂R3 is open and bounded, the set inclusion
relation ker(Gˆ + Iˆ)⊃ {E ∈L2(V ;C3)|q× E˜(q)= 0,∀q ∈R3} is an immediate consequence of the
Fourier inversion formula
((Gˆ + Iˆ)E)(r) :=− 1
(2π)3
lim
ε→0+
×××
R3
q× [q× E˜(q)]e−iq·r
|q|2− (k− iε)2 d
3 q. (5.1.10)
Then, we can see that if R3 r (V ∪ ∂V ) is connected, the boundary has zero volumeÐ
∂V d
3 r = 0, and ‖(Gˆ + Iˆ)E‖L2(V ;C3) = 0, then the proof Corollary 4.1.10(B) (in particular,
(4.1.46)) may be adapted to the χ=−1 case, thus giving rise to
|q|2 q× E˜(q)|q|2−k2 = 0, ∀q ∈R
3
rV ′′0 , where
Ñ
V ′′0
d3 q= 0. (5.1.11)
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As E˜ ∈C∞(R3;C3) is continuous in q, we may extend the equality q× E˜(q)= 0 to all q ∈ R3.
This proves the reverse set inclusion relation ker(Gˆ + Iˆ) ⊂ {E ∈ L2(V ;C3)|q× E˜(q) = 0,∀q ∈
R
3}. 
From now on, we shall assume that our dielectric volume V and its boundary ∂V satisfy
the topological and geometric requirements (1)–(3) listed in the opening of §5. We shall
simply refer to such a scenario as “smooth dielectric” for short.
Proposition 5.1.4 (Rôle of χ = −1 in the Physical Spectrum: −1 ∉ σΦp (Gˆ )). For a smooth
dielectric with connected exterior volume R3r (V ∪∂V ), we have ker(Gˆ + Iˆ)∩Φ(V ;C3)= {0}.
Proof. Pick any E ∈ ker(Gˆ + Iˆ)∩Φ(V ;C3), then we have 0= (Iˆ+Gˆ )E, and E ∈T(V ;C3),∇×E ∈
L2(V ;C3) according to Proposition 5.1.2.
Using the tubular neighborhood lemma (see [19, pp. 109–114 and p. 212] or [26, pp. 109–
118]), one can show that the dielectric boundary occupies zero volume
Ð
∂V d
3 r = 0; further-
more, there exists a positive number δV > 0, such that for all ε ∈ (0,δV ), the “pinched volume”
V−(ε) :=Vr{r−ε′n(r)|r ∈ ∂V ,0≤ ε′ ≤ ε} is topologically equivalent to V , and the boundary ∂V−(ε)
of the “pinched volume” is a smooth 2-manifold. (The same is true when we replace V−(ε) and
its boundary ∂V−(ε) by V
+
(ε) and ∂V
+
(ε), where V
+
(ε) :=V ∪ {r+ε′n(r)|r ∈ ∂V ,0≤ ε′ < ε}.)
On one hand, for any ε ∈ (0,δV ), we can use vector calculus to deduce the following relation
for all q ∈R3:Ó
∂V−(ε)
n× [E(r)eiq·r]dS =
Ñ
V−(ε)
∇× [E(r)eiq·r]d3 r
=
Ñ
V−(ε)
eiq·r∇×E(r)d3 r+ iq×
Ñ
V−(ε)
eiq·rE(r)d3 r. (5.1.12)
As ε→ 0+, the last term in the equation above tends to iq× E˜(q) = 0, according to (5.1.9).
Meanwhile, since ∇×E ∈ L2(V ;C3), we know that the following limit exists:
lim
ε→0+
Ó
∂V−(ε)
eiq·rn×E(r)dS =
Ñ
V
eiq·r∇×E(r)d3 r. (5.1.13)
Here, the left-hand side of (5.1.13) can be rewritten as
Ò
∂V e
iq·rn×E(r)dS, with the under-
standing that the surface integral is in fact the canonical pairing between eiq·r ∈H1/2(∂V ;C)
and n×E(r) ∈H−1/2(∂V ;C3) (cf. (5.0.2)). Multiplying both sides of (5.1.13) by |q|−2e−iq·r′−|q|κ
for r′ ∈ V ,κ > 0 and integrating over q ∈ R3, we obtain the following result in the κ→ 0+
limit: Ó
∂V
n×E(r)
4π|r− r′| dS =
Ñ
V
∇×E(r)
4π|r− r′| d
3 r, r′ ∈V . (5.1.14)
Hitting the Laplace operator on both sides, we obtain ∇×E(r)= 0,∀r ∈V . Subsequently, a
back substitution in (5.1.13) leads us toÓ
∂V
n′×E(r′)
4π|r˜− r′| dS
′ = 0, ∀r˜ ∈R3r∂V . (5.1.15)
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If we approach the dielectric boundary ∂V from the inside, setting r˜ = r− εn,ε→ 0+ for
r ∈ ∂V in the equation above, then we have
0= lim
ε→0+
(n ·∇)
Ó
∂V
n′×E(r′) 1
4π|r−εn− r′| dS
′ :=− lim
ε→0+
∂
∂ε
Ó
∂V
n′×E(r′) 1
4π|r−εn− r′| dS
′
=
Ó
∂V
n′×E(r′)(n ·∇) 1
4π|r− r′| dS
′+ 1
2
n×E(r), r ∈ ∂V , (5.1.16a)
where the limit is interpreted as a boundary trace. If we repeat this procedure with r˜ =
r+εn,ε→ 0+, then we have
0= lim
ε→0+
(n ·∇)
Ó
∂V
n′×E(r′) 1
4π|r+εn− r′| dS
′ :=+ lim
ε→0+
∂
∂ε
Ó
∂V
n′×E(r′) 1
4π|r+εn− r′| dS
′
=
Ó
∂V
n′×E(r′)(n ·∇) 1
4π|r− r′| dS
′− 1
2
n×E(r), r ∈ ∂V . (5.1.16b)
Comparing (5.1.16a) and (5.1.16b), we see that the boundary trace n×E(r),r ∈ ∂V vanishes.
On the other hand, the transverse field in question E ∈ T(V ;C3) satisfies the vector
Laplace equation ∇2E(r)=∇[∇·E(r)]−∇× [∇×E(r)]= 0,r ∈V , so its Green identity
E(r)=
Ó
∂V−(ε)
[
1
4π|r− r′| (n
′ ·∇′)E(r′)−E(r′)(n′ ·∇′) 1
4π|r− r′|
]
dS′, ∀r ∈V−(ε) (5.1.17)
can be modified into the following “Kirchhoff diffraction integral” (see the argument in [30,
p. 483]):
E(r)= −
Ó
∂V−(ε)
{
n′× [∇′×E(r′)]
4π|r− r′| + [n
′×E(r′)]×∇′ 1
4π|r− r′| + [n
′ ·E(r′)]∇′ 1
4π|r− r′|
}
dS′
= −
Ó
∂V−
(ε)
{
[n′×E(r′)]×∇′ 1
4π|r− r′| + [n
′ ·E(r′)]∇′ 1
4π|r− r′|
}
dS′, ∀r ∈V−(ε), (5.1.18)
where n is the outward unit normal vector on the boundary ∂V−(ε). Sending the positive
infinitesimal ε to zero, and bearing in mind that n′×E(r′) = 0,r′ ∈ ∂V , we see that E(r) =
∇u(r),r ∈V , where
u(r)=
Ó
∂V
n′ ·E(r′)
4π|r− r′| dS
′, ∀r ∈V (5.1.19)
is defined by considering n′·E(r′) ∈H−1/2(∂V ;C) as a boundary trace. Again, by 0= n×E(r)=
n×∇u(r),r ∈ ∂V , we know that u(r) remains constant on each connected component of ∂V .
Now that the exterior volume R3r (V ∪∂V ) is connected, the boundary ∂Vj for each con-
nected component Vj of the dielectric volume V =
⋃NV
j=1Vj must also be connected, according
to the Alexander relation [18, pp. 384–387]. Therefore, we can put down u(r)= u j,r ∈ ∂Vj, j ∈
{1, . . .,NV } with constants u j, j ∈ {1, . . .,NV }. For each fixed j, we have
0=
Ó
∂Vj
[u(r)−u j](n ·∇)u∗(r)dS =
Ñ
Vj
{[u(r)−u j]∇2u∗(r)+|∇u(r)|2}d3 r
=
Ñ
Vj
|∇u(r)|2d3 r =
Ñ
Vj
|E(r)|2d3 r. (5.1.20)
This proves E(r)= 0,r ∈V , as claimed. 
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Remark 5.1.5. The foregoing proof can be readily generalized to the following result:
dim[ker(Gˆ + Iˆ)∩Φ(V ;C3)]= dimH 0(∂V )−dimH 0(V ∪∂V )
= dimH 0(R3rV )−1, (5.1.21)
where dimH 0(∂V )−dimH 0(V ∪ ∂V ) counts the difference between the numbers of path-
connected components of ∂V and V ∪∂V , and the second equality is just a statement of the
Alexander relation [18, pp. 384–387]. 
In short, the uniqueness theorem −1 ∉σΦp (Gˆ ) depends on some subtle geometric and topo-
logical properties of smooth surfaces.
5.2. Polynomial Compactness and Optical Resonance. Now we will state and prove
the “optical resonance theorem” — a result that outlines the structure of the spectrum
σΦ(Gˆ ).
Theorem 5.2.1 (Optical Resonance in Light Scattering). For a smooth dielectric volume V ⋐
R
3, the operator Gˆ (Iˆ +2Gˆ ) :Φ(V ;C3) −→Φ(V ;C3) is compact, and σΦ(Gˆ ) ⊂ σΦp (Gˆ )∪ {0,−1/2}.
The solution to the Born equation (Iˆ−χGˆ )E =Einc ∈Φ(V ;C3) can be represented as
E(r)=F(ζ;r)+2n
2−1
n2+1∇×∇×
Ñ
V
F(ζ;r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, ∀r ∈V ,
where ζ= (n
2−1)2
n2+1 , n
2 = 1+χ, 1/χ ∈CrσΦ(Gˆ ) (5.2.1)
whenever F(ζ;r)= ((Iˆ−ζGˆ (Iˆ+2Gˆ ))−1Einc)(r) is well-defined. Each Cartesian component of the
vector F(ζ;r) is a meromorphic function of ζ ∈C, with a discrete set of isolated singularities
{ζs|s= 1,2, . . .} corresponding to the “optical resonance modes”.
Proof. The proof will be divided into two parts. In Part I, we show how the compactness of
the operator Gˆ (Iˆ+2Gˆ ) :Φ(V ;C3)−→Φ(V ;C3) leads to the rest of the conclusions; in Part II,
we use the technique of boundary traces to prove that the operator Gˆ (Iˆ +2Gˆ ) :Φ(V ;C3)−→
Φ(V ;C3) is indeed compact.
Part I Recalling the Riesz–Schauder theory for the spectrum of compact operators [62,
pp. 283-284], we have a countable set σΦ(Gˆ (Iˆ+2Gˆ ))= {0}∪σΦp (Gˆ (Iˆ+2Gˆ ))= {0}∪{µs|s= 1,2, . . .}
with {0} being the only possible accumulation point. Owing to the spectral mapping theorem
[62, p. 227], we have
σΦ(Gˆ (Iˆ+2Gˆ ))= {λ(1+2λ)|λ∈σΦ(Gˆ )}. (5.2.2)
We note that every λ(1+2λ)∈σΦ(Gˆ (Iˆ+2Gˆ ))r {0} leads to a pole of the resolvent [zIˆ− Gˆ (Iˆ+
2Gˆ )]−1 :Φ(V ;C3)−→Φ(V ;C3) at z=λ(1+2λ) [62, p. 286]. Consequently, the algebraic factor-
ization
(λIˆ− Gˆ )−1 = [λ(1+2λ)Iˆ− Gˆ (Iˆ+2Gˆ )]−1[(1+2λ)Iˆ+2Gˆ ] (5.2.3)
reveals that every λ ∈σΦ(Gˆ )r {0,−1/2} must also lead to a pole of the resolvent (zIˆ− Gˆ )−1 :
Φ(V ;C3)−→Φ(V ;C3) at z=λ, thereby giving rise to an eigenvalue of Gˆ with finite multiplic-
ity. In other words, we have the following relation
σΦ(Gˆ )rσΦp (Gˆ )⊂ {0,−1/2}. (5.2.4)
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Combining the clues in (5.2.2)–(5.2.4), we may conclude that σΦ(Gˆ ) ⊂ σΦp (Gˆ )∪ {0,−1/2} is a
countable set, with {0,−1/2} being the only possible accumulation points in σΦ(Gˆ ), as well
as the only possible points in the continuous spectrum σΦc (Gˆ )⊂ {0,−1/2}.
Dividing the algebraic factorization (5.2.3) by χ, we obtain (5.2.1) as claimed. The absence
of finite accumulation points in the set {ζ∈C|1/ζ ∈σΦp (Gˆ (Iˆ+2Gˆ ))} indicates that the totality of
singularities for the vector field F(ζ;r)= ((Iˆ−ζGˆ (Iˆ+2Gˆ ))−1Einc)(r) is a discrete and isolated
set in the complex ζ-plane. Each singularity of F(ζ;r) in the complex ζ-plane is a pole of
finite order (as opposed to essential singularity), because 1/ζ corresponds to an eigenvalue
of the compact operator Gˆ (Iˆ+2Gˆ ) :Φ(V ;C3)−→Φ(V ;C3). Therefore, F(ζ;r) is a meromorphic
function of ζ ∈C, with isolated singularities.
Part II We note that
Gˆ (Iˆ+2Gˆ )− (Gˆ − γˆ)(Iˆ+2(Gˆ − γˆ))= γˆ+2Gˆ γˆ+2γˆGˆ −2γˆ2 (5.2.5)
is a compact operator, as each addend on the right-hand side of (5.2.5) is a composition of
a compact operator with a bounded operator, thus also a compact operator in its own right.
Therefore, we may establish the compactness of the operator Gˆ (Iˆ+2Gˆ ) :Φ(V ;C3)−→Φ(V ;C3)
by proving that the operator (Gˆ − γˆ)(Iˆ+2(Gˆ − γˆ)) :Φ(V ;C3)−→Φ(V ;C3) is compact.
A key observation is that, the “static induction” Gˆ − γˆ maps any E ∈Φ(V ;C3) to
((Gˆ − γˆ)E)(r)=−∇
[Ó
∂V
n′ ·E(r′)
4π|r− r′| dS
′
]
, (5.2.6)
which is the gradient of a harmonic function, reminiscent of an electrostatic field. The bulk
behavior ((Gˆ − γˆ)E)(r),r ∈ V (“electrostatic field”) is fully determined by the boundary be-
havior of its normal component n ·((Gˆ −γˆ)E)(r),r ∈ ∂V (“boundary surface charge”), and this
one-to-one correspondence is also robust in both directions [18, p. 252]. Technically speak-
ing, according to the boundary trace theorem and the robustness of Neumann boundary
problems, there are two finite positive constants C1 and C2 such that
C1‖(Gˆ − γˆ)E‖L2(V ;C3) ≤ ‖n · ((Gˆ − γˆ)E)‖H−1/2(∂V ;C) ≤C2‖(Gˆ − γˆ)E‖L2(V ;C3). (5.2.7)
In view of the commutative diagram (where the vertical arrows are homeomorphisms
connecting bulk and boundary behavior for gradients of harmonic functions)
E ∈ L2(V ;C3) // (Gˆ − γˆ)E ∈ L2(V ;C3)

// (Gˆ − γˆ)E+2((Gˆ − γˆ)2E) ∈ L2(V ;C3)

n · ((Gˆ − γˆ)E) ∈H−1/2(∂V ;C)
OO
(∗) // n · ((Gˆ − γˆ)E)+2n · ((Gˆ − γˆ)2E) ∈H−1/2(∂V ;C)
OO
the compactness of the polynomial (Gˆ − γˆ)+2(Gˆ − γˆ)2 on Φ(V ;C3) descends from the com-
pactness of the mapping marked with (∗), the latter of which is evident from the boundary
integral representation
n · ((Gˆ − γˆ)E)(r)+2n · ((Gˆ − γˆ)2E)(r)=−2
Ó
∂V
n′ · ((Gˆ − γˆ)E)(r′)(n ·∇) 1
4π|r− r′| dS
′, r ∈ ∂V
(5.2.8)
where the integral kernel (n·∇)(4π|r−r′|)−1 =O(|r−r′|−1) is weakly singular (see [13, p. 48]
or [28]), hence induces a compact operator (cf. [28] or [17, p. 124]) on H−1/2(∂V ;C).
SPECTRAL STRUCTURE OF ELECTROMAGNETIC SCATTERING 34
Here, the choice of the coefficient 2 in the quadratic term of (Gˆ − γˆ)+2(Gˆ − γˆ)2 is critical,
in that
lim
ε→0+
(n ·∇)
Ó
∂V
n′ · ((Gˆ − γˆ)E)(r′) 1
4π|r−εn− r′| dS
′
=
Ó
∂V
n′ · ((Gˆ − γˆ)E)(r′)(n ·∇) 1
4π|r− r′| dS
′+ 1
2
n · ((Gˆ − γˆ)E)(r), r ∈ ∂V . (5.2.9)
Here, as in the proof of Proposition 5.1.4, the limit is interpreted in the sense of boundary
trace. 
Remark 5.2.2. In [67, Chapter 4 and Appendix C], we originally proved Part II of the theo-
rem above by working directly with the operator (Gˆ−γˆ)(Iˆ+2(Gˆ−γˆ)) :Φ(V ;C3)−→Φ(V ;C3) in
the volume integral formulation. After lengthy and arduous arguments, we established the
compactness of such a volume integral operator via uniform approximation of compact op-
erators and verification of the Calderón–Zygmund cancellation condition. In the short proof
presented here using the boundary integral operators, the arguments are made more trans-
parent: the construction of the quadratic polynomial ensures that the non-compact ingredi-
ents (constant multiples of the identity map on the infinite-dimensional space H−1/2(∂V ;C))
cancel out. 
Remark 5.2.3. We note that our compactness argument for the boundary traces on the frac-
tional order Sobolev space H−1/2(∂V ;C) could be traced back to Hsiao and Kleinman’s work
[28] on electromagnetic scattering. The soundness of Hsiao and Kleinman’s formulation
hinges on proper handling of the limits like those in (5.2.9). Unfortunately, such subtleties
concerning boundary traces were sometimes ignored in the physical literature, leading to
such miscalculations as
“ lim
ε→0+
(n ·∇)
Ó
∂V
n′ ·E(r′)
4π|r−εn− r′| dS =
Ó
∂V
n′ ·E(r′)(n ·∇) 1
4π|r− r′| dS
′, r ∈ ∂V ”, (5.2.10)
which may amount to the misconception that the Green operator Gˆ : L2(∂V ) −→ L2(∂V ) for
electromagnetic scattering is compact [39, Sec. III]. 
We now point out that any non-vanishing compact polynomial in the Green operator Gˆ :
Φ(V ;C3)−→Φ(V ;C3) must contain the factor Gˆ (Iˆ+2Gˆ ).
Proposition 5.2.4 (Minimal Compact Polynomial of the Green Operator). For a bounded
and open dielectric volume V ⋐R3 with smooth boundary ∂V and connected exterior R3r(V∪
∂V ), the monic polynomial Gˆ (Iˆ+2Gˆ )/2 is the minimal compact polynomial for Gˆ :Φ(V ;C3)−→
Φ(V ;C3), and σΦ(Gˆ )=σΦp (Gˆ )∪ {0,−1/2}.
Proof. To demonstrate the minimality of the polynomial Gˆ (Iˆ+2Gˆ )/2, we need to show that
any non-zero compact polynomial in Gˆ must contain Gˆ (Iˆ+2Gˆ )/2 as a factor. This requires
us to prove that zIˆ+ Gˆ is not compact for any z ∈C.
As the argument in §4.2 entails 0 ∈σΦc (Gˆ ), it is clear that zIˆ+ Gˆ :Φ(V ;C3)−→Φ(V ;C3) is
not compact for z 6= 0. If Gˆ : Φ(V ;C3) −→ Φ(V ;C3) were compact, then we would be able
to construct another compact operator Gˆ − γˆ : Cl((Gˆ − γˆ)Φ(V ;C3)) −→ Cl((Gˆ − γˆ)Φ(V ;C3)).
Our proof developed for the compactness of (Gˆ − γˆ)+ 2(Gˆ − γˆ)2 : Φ(V ;C3) −→ Φ(V ;C3) can
be adapted to show that Iˆ +2(Gˆ − γˆ) is compact on Cl((Gˆ − γˆ)Φ(V ;C3)). Therefore, Gˆ − γˆ :
Cl((Gˆ − γˆ)Φ(V ;C3))−→Cl((Gˆ − γˆ)Φ(V ;C3)) is a Fredholm operator on an infinite-dimensional
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Hilbert space, which cannot be compact. This contradiction shows that neither Gˆ − γˆ :
Φ(V ;C3)−→Φ(V ;C3) nor Gˆ :Φ(V ;C3)−→Φ(V ;C3) is a compact operator.
From the arguments above, we see that (Gˆ − γˆ)2+ 12 (Gˆ − γˆ) is the minimal compact poly-
nomial for the polynomially compact operator Gˆ − γˆ :Φ(V ;C3)−→Φ(V ;C3). According to the
structure theorem of polynomially compact operators [24], we may conclude that any one of
the polynomial roots (i.e. λc = 0,−1/2) must fall into one of the following two categories:
(1) An isolated point in the point spectrum σΦp (Gˆ − γˆ) with infinite-dimensional eigenspace:
dimker(λc Iˆ− Gˆ − γˆ)=+∞;
(2) An accumulation point of the point spectrum σΦp (Gˆ − γˆ).
If situation (1) happens, then Iˆ+2(Gˆ − γˆ) obviously does not fit the definition of a Fredholm
operator; if situation (2) happens, then Iˆ+2(Gˆ−γˆ) does not have closed range, which also dis-
qualifies it as a Fredholm operator. As a consequence, the operator Iˆ+2Gˆ is not a Fredholm
operator, and we must have −1/2 ∈σΦc (Gˆ ). This completes the proof that σΦc (Gˆ )= {0,−1/2}. 
In summary, the inevitable singular behavior of the Born equation (i.e. “optical resonance
behavior” of the Maxwell equations) at the critical susceptibility χ = −2⇔ ǫr = −1 has an
algebraic origin, and does not depend on the detailed geometric shape of the dielectric.
5.3. Harmonized Green Functions and the Hilbert–Schmidt Polynomial Gˆ (Iˆ+2Gˆ )2.
Notation 5.3.1. The electrostatic Green functionGD(r,r′) with Dirichlet boundary condition
is given by the unique solution to
∇2GD(r,r′)=−δ(r− r′), r,r′ ∈V ; GD(r,r′)= 0, r ∈V ,r′ ∈ ∂V . (5.3.1)
The Green function thus defined automatically honors reciprocal symmetry GD(r,r′) =
GD(r′,r) [30, p. 40]. Customarily, the electrostatic Green function GN (r,r′) with Neumann
boundary condition is prescribed as a solution to
∇2GN (r,r′)=−δ(r− r′), r,r′ ∈V ; (n′ ·∇′)GN (r,r′)=−
1Ò
∂V dS
′ , r ∈V ,r
′ ∈ ∂V .
(5.3.2)
Hereafter, we will impose the constraint of reciprocal symmetry to the Green function
GN (r,r′)=GN (r′,r) (see [33] or [30, p. 40] for such feasibility).
In the next short lemma, we will derive a volume integral analog of (5.2.8), based on
electrostatic Green functions.
Lemma 5.3.2 (Harmonized Electrostatic Green Function). Define
g(r,r′) :=GD(r,r′)+GN (r,r′)−
1
2π|r− r′| , r,r
′ ∈V , (5.3.3)
which is a harmonic function with respect to both r and r′, then we have the volume integral
representation
((Gˆ − γˆ)E)(r)+2((Gˆ − γˆ)2E)(r)=
Ñ
V
∇∇′g(r,r′) · ((Gˆ − γˆ)E)(r′)d3 r′, r ∈V , (5.3.4)
where ∇∇′g(r,r′) is a 3×3 matrix filled with mixed second-order derivatives of g(r,r′).
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Proof. By properties of the Green functions, we haveÑ
V
∇∇′g(r,r′) · ((Gˆ − γˆ)E)(r′)d3 r′ =∇
Ó
∂V
g(r,r′)n′ · ((Gˆ − γˆ)E)(r′)dS′
=∇
Ó
∂V
GN (r,r
′)n′ · ((Gˆ − γˆ)E)(r′)dS′−2∇
Ó
∂V
n′ · ((Gˆ − γˆ)E)(r′)
4π|r− r′| dS
′
= ((Gˆ − γˆ)E)(r′)+2((Gˆ − γˆ)2E)(r), r ∈V , (5.3.5)
as claimed in (5.3.4). 
From the arguments above, it is straightforward to check that the integral kernel
Kˆ1(r,r
′) := ∇∇′g(r,r′) is Hermitian Kˆ∗1 (r,r′) = Kˆ1(r′,r), where an asterisk denotes the
conjugate transpose of a 3×3 matrix. What we have proved in Theorem 5.2.1 is that the
integral kernel ∇∇′g(r,r′) induces a compact linear operator, unlike the strongly singular
integral kernel associated with the non-compact operator Gˆ . In the next section, we will
show that the following integral kernel (where products represent matrix multiplications)Ñ
V
∇∇′′g(r,r′′)∇′′∇′g(r′′,r′)d3 r′′ =
Ñ
V
Kˆ1(r,r
′′)Kˆ1(r′′,r′)d3 r′′ (5.3.6)
is square-integrable, so it induces a Hilbert–Schmidt operator, just as the “dynamic correc-
tion” operator γˆ.
According to the Schur–Weyl inequality (see [53, 61], also [54, p. 8]), we have√ ∑
λ∈σΦ(Gˆ )
|λ|2|1+2λ|4 ≤ ‖Gˆ (Iˆ+2Gˆ )2‖2 :=
√
∞∑
s=1
‖Gˆ (Iˆ+2Gˆ )2es‖2L2(V ;C3) (5.3.7)
where {es|s= 1,2, . . .} is any complete set of orthonormal basis for the Hilbert spaceΦ(V ;C3),
so the Hilbert–Schmidt bound ‖Gˆ (Iˆ+2Gˆ )2‖2 <+∞ would entail the convergence of the spec-
tral series in question. Using the inequalities ‖AˆBˆ‖2 ≤ ‖Aˆ‖2‖Bˆ‖ and ‖BˆAˆ‖2 ≤ ‖Aˆ‖2‖Bˆ‖ [49,
p. 218], together with the facts that ‖Gˆ −γˆ‖ ≤ 1, ‖Iˆ+Gˆ −γˆ‖ ≤ 1 and ‖γˆ‖ ≤ ‖γˆ‖2 <+∞, we may
deduce the inequality
‖(Iˆ+2Gˆ )2Gˆ‖2
≤ ‖(Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ)‖2+‖γˆ+4[(Gˆ − γˆ)γˆ+ γˆ(Gˆ − γˆ)](Iˆ+ Gˆ − γˆ)+4(Gˆ − γˆ)2γˆ+
+4(Iˆ+ Gˆ − γˆ)γˆ2+4γˆ(Gˆ − γˆ)γˆ+4γˆ2(Gˆ − γˆ)2+4γˆ3‖2
≤ ‖(Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ)‖2+‖γˆ‖2(13+12‖γˆ‖+4‖γˆ‖2). (5.3.8)
Therefore, the major task in Theorem 2.2.1 boils down to an analysis of the action of (Iˆ +
2Gˆ −2γˆ)2 on the range of (Gˆ − γˆ), which is represented by the integral kernelÑ
V
∇∇′′g(r,r′′)∇′′∇′g(r′′,r′)d3 r′′. (5.3.9)
Before establishing the Hilbert–Schmidt bound for the operator (Iˆ+2Gˆ−2γˆ)2(Gˆ−γˆ) in Propo-
sition 5.3.4, we explore the boundary behavior of the integral kernel g(r,r′) in the lemma
below.
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Lemma 5.3.3 (Boundary Behavior of Harmonized Green Function). For any f ∈
H−1/2(∂V ;C), we have the following limits in the sense of boundary trace:
lim
ε→0+
Ó
∂V
f (r′)(n′ ·∇′)g(r−εn,r′)dS′ = −
Ó
∂V
f (r′)
[
(n′ ·∇′) 1
2π|r− r′| +
1Ò
∂V dS
]
dS′;
(5.3.10)
lim
ε→0+
(n ·∇)
Ó
∂V
g(r−εn,r′) f (r′)dS′ = −
Ó
∂V
f (r′)
[
(n ·∇) 1
2π|r− r′| +
1Ò
∂V dS
]
dS′,
(5.3.11)
where r ∈ ∂V .
Proof. We first prove (5.3.10) by computing
lim
ε→0+
Ó
∂V
f (r′)(n′ ·∇′)g(r−εn,r′)dS′
= lim
ε→0+
Ó
∂V
f (r′)(n′ ·∇′)GD(r−εn,r′)dS′−
1Ò
∂V dS
Ó
∂V
f (r′)dS′
−2 lim
ε→0+
Ó
∂V
f (r′)(n′ ·∇′) 1
4π|r−εn− r′| dS
′
= − f (r′)− 1Ò
∂V dS
Ó
∂V
f (r′)dS′−2 lim
ε→0+
Ó
∂V
f (r′)(n′ ·∇′) 1
4π|r−εn− r′| dS
′
= −
Ó
∂V
f (r′)
[
(n′ ·∇′) 1
2π|r− r′| +
1Ò
∂V dS
]
dS′, r ∈V , (5.3.12)
where we have invoked the solution to the Dirichlet boundary value problem using GD ,
and the Neumann boundary condition for GN . To tackle (5.3.11), we perform the following
analysis:
lim
ε→0+
(n ·∇)
Ó
∂V
g(r−εn,r′) f (r′)dS′
= lim
ε→0+
(n ·∇)
Ó
∂V
[
GN (r−εn,r′)−
1
2π|r−εn− r′|
]
f (r′)dS′
= lim
ε→0+
(n ·∇)
Ó
∂V
GN(r−εn,r′)
[
f (r)−
Ò
∂V f (r
′′)dS′′Ò
∂V dS
]
dS′
+
Ò
∂V f (r
′′)dS′′Ò
∂V dS
lim
ε→0+
(n ·∇)
Ó
∂V
GN (r−εn,r′)dS′−2 lim
ε→0+
Ó
∂V
f (r′)(n ·∇) 1
4π|r−εn− r′| dS
′
= −
Ó
∂V
f (r′)
[
(n ·∇) 1
2π|r− r′| +
1Ò
∂V dS
]
dS′, r ∈ ∂V , (5.3.13)
where we have relied on the homogeneous Dirichlet boundary condition for GD , the solution
to the Neumann boundary value problem in terms of GN , and the fact that
lim
ε→0+
(n ·∇)
Ó
∂V
GN (r−εn,r′)dS′
= lim
δ→0+
lim
ε→0+
(n ·∇)
Ó
∂V
GN (r−εn,r′−δn′)dS′
+ lim
δ→0+
lim
ε→0+
(n ·∇)
Ó
∂V
[GN(r−εn,r′)−GN (r−εn,r′−δn′)]dS′
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= −1+ lim
δ→0+
lim
ε→0+
(n ·∇)
Ó
∂V
[GN (r−εn,r′)−GN (r−εn,r′−δn′)]dS′ = 0. (5.3.14)
Here, the last line can be justified as follows. For sufficiently small δ > 0, we may define
the boundary layer of thickness δ as L−(δ) := {r ∈ V |dist(r,∂V ) < δ}, so that the function
dist(r,∂V ) :=minr′∈∂V |r− r′| is smooth in r ∈ L−(δ)∪∂L−(δ), satisfying (n ·∇)dist(r,∂V ) = −1.
Thus, choosing ν′ as the outward normal of the smooth domain L−(δ), we have
lim
δ→0+
lim
ε→0+
(n ·∇)
Ó
∂V
[GN (r−εn,r′)−GN (r−εn,r′−δn′)]dS′
= lim
δ→0+
lim
ε→0+
(n ·∇)
Ó
∂V−(δ)
[dist(r′,∂V )(ν′ ·∇′)GN (r−εn,r′)−GN (r−εn,r′)(ν′ ·∇′)dist(r′,∂V )]dS′
= lim
δ→0+
lim
ε→0+
(n ·∇)
Ñ
V−(δ)
[dist(r′,∂V )∇′2GN (r−εn,r′)−GN (r−εn,r′)∇′2dist(r′,∂V )]d3 r′
= − lim
δ→0+
lim
ε→0+
(n ·∇)dist(r−εn,∂V )= 1, (5.3.15)
as claimed. 
Now, for fixed r′ ∈ ∂V , the boundary trace (n · ∇)g(r,r′), as a function of r ∈ ∂V ,
has merely a weak singularity O(|r − r′|−1), hence (n · ∇)g(r,r′) ∈ H−1/2r (∂V ;C). As a
result, in the independent variable r, the harmonic vector field ∇g(r,r′) ∈ L2r(V ;C3) is
square integrable, i.e. g(r,r′) ∈ W1,2r (V ;C) for all boundary points r′ ∈ ∂V . Furthermore,
supr′∈∂V
Ð
V |∇g(r,r′)|2d3 r is finite. The boundary trace mapping from the Sobolev space
W1,2(V ;C) to H1/2(∂V ;C) then leads to g(r,r′) ∈H1/2r (∂V ;C),r′ ∈ ∂V . Moreover, the expressionÐ
V |∇g(r,r′)|2d3 r defines a subharmonic function in r′, which may only attain its maxi-
mum at the boundary r′ ∈ ∂V . Therefore, the condition supr′∈∂V
Ð
V |∇g(r,r′)|2d3 r < +∞
entails the square integrability of ∇g(r,r′) ∈ L2r(V ;C3),r′ ∈ V . As a result, we always have
g(r,r′) ∈ H1/2r (∂V ;C), no matter the point r′ is at the boundary r′ ∈ ∂V or in the interior
r′ ∈V .
Proposition 5.3.4 (A Hilbert–Schmidt Operator Polynomial). The operator (Iˆ+2Gˆ−2γˆ)2(Gˆ−
γˆ) :Φ(V ;C3)−→Φ(V ;C3) is of Hilbert–Schmidt type.
Proof. Without loss of generality, we may pick the complete orthonormal basis set {es|s =
1,2, . . .} ⊂ Φ(V ;C3) so that one of its subset {fs|s = 1,2, . . .} exhausts all the eigenvectors
subordinate to the non-zero eigenvalues of the polynomially compact Hermitian operator
Gˆ − γˆ : Φ(V ;C3) −→ Φ(V ;C3). The bound on the operator norm ‖Gˆ − γˆ‖ ≤ 1 then naturally
leads to
‖(Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ)‖2 ≤
√
∞∑
s=1
‖(Iˆ+2Gˆ −2γˆ)2 fs‖2L2(V ;C3). (5.3.16)
In the formula above, each fs is the gradient of a harmonic function, so the following integral
representations hold for F ∈Clspan{fs|s= 1,2, . . .}:
((Iˆ+2Gˆ −2γˆ)F)(r)=
Ñ
V
∇∇′g(r,r′)F(r′)d3 r′ =
Ñ
V
Kˆ1(r,r
′)F(r′)d3 r′,
((Iˆ+2Gˆ −2γˆ)2F)(r)=
Ñ
V
∇∇′G(r,r′)F(r′)d3 r′ =
Ñ
V
Kˆ2(r,r
′)F(r′)d3 r′, (5.3.17)
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where
G(r,r′) :=
Ñ
V
∇′′g(r,r′′) ·∇′′g(r′′,r′)d3 r′′ (5.3.18)
evidently satisfies the harmonic equations ∇2G(r,r′)= 0 and ∇′2G(r,r′)= 0 for r,r′ ∈V .
Now, extending the action of the integral kernel Kˆ2(r,r′) on {fs|s = 1,2, . . .} ⊂ Φ(V ;C3) to
a complete orthonormal basis set of L2(V ;C3), and using the Parseval identity on L2(V ;C3),
we can show that
∞∑
s=1
‖(Iˆ+2Gˆ −2γˆ)2 fs‖2L2(V ;C3) =
Ñ
V
{Ñ
V
Tr[Kˆ∗2 (r,r
′)Kˆ2 (r,r
′)]d3 r′
}
d3 r, (5.3.19)
where “Tr” denotes the trace of a 3× 3 matrix. To justify the equality in the above for-
mula, we note that
Ð
V Kˆ2(r,r
′)F(r′)d3 r′ represents the gradient of a harmonic function
for whatever square-integrable input F ∈ L2(V ;C3), so every eigenvector Fλ ∈ L2(V ;C3) sat-
isfying
Ð
V Kˆ2(r,r
′)Fλ(r′)d3 r′ =λFλ(r),λ 6= 0 must belong to the function space Φ(V ;C3). In
other words, the extension of the orthonormal basis set leaves the Hilbert–Schmidt norm
intact.
We may go on to cast the volume integral representation of G(r,r′) into a surface in-
tegral (more precisely, a canonical pairing [18, p. 206] between g(r,r′′) ∈ H1/2
r′′ (∂V ;C) and
(n′′ ·∇′′)g(r′′,r′) ∈H−1/2
r′′ (∂V ;C)) in two ways
G(r,r′)=
Ó
∂V
g(r,r′′)(n′′ ·∇′′)g(r′′,r′)dS′′ =
Ó
∂V
g(r′′,r′)(n′′ ·∇′′)g(r,r′′)dS′′, r,r′ ∈V .
(5.3.20)
Clearly, the reciprocal symmetry g(r1,r2) = g(r2,r1) entails the result G(r,r′) = G(r′,r).
Interpreting the expression G(r,r′),r ∈V ,r′ ∈ ∂V as a boundary trace (denoted by the limit
notation “limε→0+” as before), we may use (5.3.10) to deduce
G(r,r′)= lim
ε→0+
Ó
∂V
g(r,r′′)(n′′ ·∇′′)g(r′′,r′−εn′)dS′′
= −
Ó
∂V
g(r,r′′)
[
(n′′ ·∇′′) 1
2π|r′− r′′| +
1Ò
∂V dS
′
]
dS′′, r ∈V ,r′ ∈ ∂V . (5.3.21)
Then, employing the harmonic equations for G(r,r′), we may convert the double volume in-
tegral on the right-hand side of (5.3.19) to a double surface integral in the following fashion:Ñ
V
{Ñ
V
Tr[Kˆ∗2 (r,r
′)Kˆ2(r,r′)]d3 r′
}
d3 r
=
Ñ
V
∑
u∈{ex,e y,ez}
{Ñ
V
∑
v∈{ex,e y,ez}
[(u ·∇)(v ·∇′)G(r,r′)]2d3 r′
}
d3 r
=
Ñ
V
∑
u∈{ex,e y,ez}
{Ó
∂V
[(u ·∇)G(r,r′)][(u ·∇)(n′ ·∇′)G(r,r′)]dS′
}
d3 r
=
Ó
∂V
{Ó
∂V
[(n ·∇)G(r,r′)][(n′ ·∇′)G(r,r′)]dS′
}
dS. (5.3.22)
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Here, the integrands in the last line are understood in terms of boundary trace, expressible
as a specific case of (5.3.11):
(n ·∇)G(r,r′)= lim
ε→0+
(n ·∇)G(r−εn,r′)
=
Ó
∂V
[
(n ·∇) 1
2π|r− r′′| +
1Ò
∂V dS
][
(n′′ ·∇′′) 1
2π|r′− r′′| +
1Ò
∂V dS
′
]
dS′′, r,r′ ∈ ∂V .
(5.3.23)
Judging from the surface integral above, the singular behavior of (n·∇)G(r,r′) is comparable
to the convolution of two O(|r− r′|−1) integral kernels on the boundary surface, which re-
sults in the short distance asymptotics (n ·∇)G(r,r′)=O(log |r−r′|). Likewise, by reciprocal
symmetry G(r,r′)=G(r′,r), we have
(n′ ·∇′)G(r,r′)= (n′ ·∇′)G(r′,r)
=
Ó
∂V
[
(n′ ·∇′) 1
2π|r′− r′′| +
1Ò
∂V dS
′
][
(n′′ ·∇′′) 1
2π|r− r′′| +
1Ò
∂V dS
]
dS′′, (5.3.24)
which is again a surface integral kernel of order O(log |r−r′|). As the logarithmic singularity
is square integrable, the surface integralÓ
∂V
[(n ·∇)G(r,r′)][(n′ ·∇′)G(r,r′)]dS′ (5.3.25)
is finite for every r ∈ ∂V , it is then evident that the double surface integral in (5.3.22) con-
verges.
Hence, we have established the Hilbert–Schmidt bound ‖(Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ)‖2 <+∞. 
Remark 5.3.5. In the course of this proof, the expression in (5.3.22) provides a (theoretically)
computable upper bound for ‖(Iˆ +2Gˆ −2γˆ)2(Gˆ − γˆ)‖2. For an arbitrary shape V ⋐ R3, this
eventually boils down to a quadruple surface integral of purely geometric quantities:Ó
∂V
{Ó
∂V
[(n ·∇)G(r,r′)][(n′ ·∇′)G(r,r′)]dS′
}
dS
=
Ó
∂V
dS1
Ó
∂V
dS2
Ó
∂V
dS3
Ó
∂V
dS4
4∏
j=1
[
n j · (r j− r j+1 mod 4)
2π|r j− r j+1 mod 4|3
− 1Ò
∂V dS j
]
, (5.3.26)
which could be practically challenging in numerical evaluations. In the current work, we
will not further discuss the practical computation of the surface integral in (5.3.22), except
for a specific example in §6.3 concerning a spherical boundary surface ∂V . 
Remark 5.3.6. It might appear as an interesting fact that the degree of the Hilbert–Schmidt
polynomial deg(Gˆ (Iˆ+2Gˆ )2)= 3= dimR3 equals the dimension of the space where the dielec-
tric volume V resides. This is not a pure coincidence (see Table II in §6.1). 
6. DISCUSSIONS
6.1. Reduction of Singular Kernels and Dimensionality Dependence. The analytic
peculiarity of electromagnetic scattering problems can be better appreciated if we contrast it
to the scattering problems concerning scalar acoustic waves in spatial dimensions d = 1,2,3.
For example, the acoustic scattering equation in three-dimensional space
((Iˆ−χk2Cˆ )u)(r) := u(r)−χk2
Ñ
V
u(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′ = uinc(r), uinc ∈ L2(V ;C) (6.1.1)
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invokes a perturbation of the identity operator Iˆ by a Hilbert–Schmidt operator −χk2Cˆ :
L2(V ;C)−→ L2(V ;C), and thus has significantly simpler spectral properties as compared to
the Born equation for electromagnetic scattering. The integral equation (Iˆ−χk2Cˆ )u = uinc
is a Fredholm equation with convergent spectral series
∑
λ∈σ(Cˆ ) |λ|2 =
∑
λ∈σp(Cˆ ) |λ|
2 < +∞
(cf. §1.2).
For the scattering of electromagnetic waves, we lack compactness in the Green opera-
tor Gˆ : Φ(V ;C3) −→ Φ(V ;C3), and it takes a quadratic polynomial Gˆ (Iˆ + 2Gˆ ) : Φ(V ;C3) −→
Φ(V ;C3) to recover compactness, a cubic polynomial Gˆ (Iˆ + 2Gˆ )2 : Φ(V ;C3) −→ Φ(V ;C3) to
qualify as a Hilbert–Schmidt operator.
Heuristically, we can interpret the compactness of (Gˆ−γˆ)+2(Gˆ−γˆ)2 :Φ(V ;C3)−→Φ(V ;C3)
in terms of an integral kernel ∇∇′g(r,r′) with O(|r− r′|−2) asymptotic behavior, which miti-
gates the strong singularity of order O(|r− r′|−3) associated with the non-compact operator
Gˆ . Here, the harmonic function g(r,r′) develops singularity as the points r,r′ approach the
dielectric boundary ∂V , and their distance approaches zero |r− r′| → 0+, so we may sketch
the O(|r−r′|−2) behavior of the integral kernel ∇∇′g(r,r′) by focusing on the near-boundary
cases.
We choose r′ ∈ ∂V as a boundary point and use Tr′(∂V ) to denote the tangent plane of ∂V
at the point r′ ∈ ∂V , and write n′ for the outward unit normal vector at r′. We situate the
interior point r = r′−εn′ ∈V so close to the boundary point r′ that the distance ε := |r−r′| is
negligible as compared to both the characteristic linear dimension ℓV of the volume V and
the principal radii of curvature at r′ ∈ ∂V . The local “surface charge density” (n∗ ·∇∗)g(r∗,r′)
for a boundary point r∗ ∈ ∂V near r′ has a singular part ∼ κr′ /|r∗−r′| where κr′ is a quantity
comparable to the curvature of the surface at point r′. The “electrostatic potential” g(r,r′)
thus scales asymptotically as
g(r,r′)∼
Ï
Tr′ (∂V )∩O(r′,ℓV )
κr′ d
2(r∗− r′)
4π|r∗− r′|
√
ε2+|r∗− r′|2
=
∫ℓV
0
κr′ dρ
2
√
ε2+ρ2
= κr′
2
log
ℓV +
√
ε2+ℓ2
V
h
≈ κr′
2
log
2ℓV
|r− r′| . (6.1.2)
This rough estimate hints at the O(|r− r′|−2) bound of the integral kernel ∇∇′g(r,r′) (see
also Remark 6.3.2 later afterwards).
Integral Equation Spectral Series Operator
Integral
Kernel
Compact
Hilbert–
Schmidt
Electromagnetic Scattering
(Iˆ−χGˆ )E =Einc
Gˆ :Φ(V ;C3)−→Φ(V ;C3)∑
λ∈σΦ(Gˆ ) |λ|2|1+2λ|4 <+∞
Gˆ O(|r−r′|−3) No No
Gˆ (Iˆ+2Gˆ ) O(|r−r′|−2) Yes No
Gˆ (Iˆ+2Gˆ )2 O(|r−r′|−1) Yes Yes
Acoustic Scattering
(Iˆ−χk2Cˆ )u= uinc
Cˆ :L2(V ;C)−→L2(V ;C)∑
λ∈σ(Cˆ ) |λ|2 <+∞
Cˆ O(|r−r′|−1) Yes Yes
TABLE I. A comparison of various operators arising from three-dimensional electro-
magnetic and acoustic scattering problems, in terms of their asymptotic behavior in
the integral kernel, their compactness, and their Hilbert–Schmidt boundedness.
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Integral Equation Spectral Series Operator Compact
Hilbert–
Schmidt
Electromagnetic Scattering
(Iˆ−χGˆ (d))E = Einc
∑
λ∈σΦ(Gˆ (d))
|λ|2|1+2λ|2(d−1)<+∞
Gˆ
(d) 1 1
Gˆ
(d)(Iˆ+2Gˆ (d)) 1,2,3 1,2
Gˆ
(d)(Iˆ+2Gˆ (d))2 1,2,3 1,2,3
Acoustic Scattering
(Iˆ−χk2Cˆ (d))u= uinc
∑
λ∈σ(Cˆ (d) )
|λ|2 <+∞
Cˆ
(d) 1,2,3 1,2,3
TABLE II. A comparison for the dimension-dependence of the spectral structure in
electromagnetic and acoustic scattering problems. The last two columns are filled
with spatial dimensions d where the operator in question is compact, or Hilbert–
Schmidt.
Consequently, in view of the integral kernel ∇∇′g(r,r′) with O(|r− r′|−2) behavior, along
with the identity [56, p. 117]Ñ
R3
1
2π2|r− r′′|2
1
2π2|r′′− r′|2 d
3 r′′ = 1
4π|r− r′| , (6.1.3)
we may envision that the integral kernel corresponding to (Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ) would have
O(|r− r′|−1) asymptotic behavior, which is square integrable. This gives an intuitive under-
standing of Theorem 2.2.1.
Next, we show that the analytic structure of wave scattering not only is affected by de-
grees of freedom (vector wave versus scalar wave), but also dimensionality. We note that the
acoustic scattering problem can be formulated in arbitrary spatial dimensions by replacing
V ⋐R3 with a bounded open set Ω⋐Rd, and accordingly substituting the integral kernel
k2e−ik|r−r
′ |
4π|r− r′| with K
(d)(r,r′)=
k(d+2)/2H(2)(d−2)/2(k|r− r′|)
4i(2π|r− r′|)(d−2)/2 , (6.1.4)
where H(2)ν denotes the νth order cylindrical Hankel function of the second kind. In partic-
ular, 4iK (2)(r,r′)= k2H(2)0 (k|r− r′|)=−2ik2[log(k|r− r′|)]/π+ const +O(|r− r′|2 log(k|r− r′|))
and 2iK (1)(r,r′) = ke−ik|r−r′|. A brute-force computation reveals that the integral kernels
K (d)(r,r′) have finite Hilbert–Schmidt bounds for d = 1,2,3, so they induce the correspond-
ing Hilbert–Schmidt operators Cˆ (d) for acoustic scattering problems. The electromagnetic
wave scattering can be modeled in lower spatial dimensions d = 1,2 by modifying the Born
equation into
Einc(r)= ((Iˆ−χGˆ (d))E)(r)
:=E(r)−χ
∫
Ω
E(r′)K (d)(r,r′)dd r′− χ
k2
∇
[
∇·
∫
Ω
E(r′)K (d)(r,r′)dd r′
]
, r ∈Ω⋐Rd.
(6.1.5)
The last term in the above integral equation drops off for d = 1, so Gˆ (1) is a Hilbert–Schmidt
operator, just as Cˆ (1). For d = 2, we may define
g(2)(r,r′)=G(2)
D
(r,r′)+G(2)
N
(r,r′)− 1
π
log
1
k|r− r′| , (6.1.6)
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and notice that the Hermitian operator induced by the integral kernel ∇∇′g(2)(r,r′) is al-
ready of Hilbert–Schmidt type. This is because
1
π
(n′ ·∇′) log 1
k|r− r′| +
1∮
∂Ωd s
′ =
n′ · (r− r′)
π|r− r′|2 +
1∮
∂Ωd s
′ , r,r
′ ∈ ∂Ω (6.1.7)
is bounded, provided that the boundary curve ∂Ω is smooth. Thus, in place of (5.3.22), we
have a double line integral representation of a squared Hilbert–Schmidt norm:
0≤
∮
∂Ω
{∮
∂Ω
[
n · (r′− r)
π|r′− r|2 +
1∮
∂Ωd s
][
n′ · (r− r′)
π|r− r′|2 +
1∮
∂Ωd s
′
]
ds′
}
d s<+∞, (6.1.8)
leading to the conclusion that the quadratic polynomial Gˆ (2)(Iˆ+2Gˆ (2)) is a Hilbert–Schmidt
operator. In summary, Gˆ (d)(Iˆ +2Gˆ (d))d−1 is a Hilbert–Schmidt polynomial of degree d for
spatial dimensions d = 1,2,3.
We have tabulated the different aspects of analytic behavior for three-dimensional elec-
tromagnetic (vector wave) and acoustic (scalar wave) scattering in Table I, and compare the
dimension-dependence of the two types of scattering problems in Table II. It might be noted
that despite the drastically different analytic properties between these two types of scatter-
ing problems, the scalar wave approximation is still a popular approach to the treatment
of interactions between light and “objects much larger than wavelength”, such as in the
scalar diffraction theory [30, pp. 478-482]. This is not particularly surprising as the over-
all spectral behavior of Gˆ can be very close to that of a Hilbert–Schmidt operator γˆ in the
short-wavelength limit.
However, the goodness of approximation generated from scalar wave models of light-
matter interaction cannot be taken for granted in all scenarios. We caution that for dimen-
sions d = 2 and 3, there are some practically relevant regimes (“large wavelength” [44, 42],
“small particle” [65, 29]) where the salient contributions to the spectrum σΦ(Gˆ ) come from
two sequences of points aggregating around the points {0} and {−1/2}. The latter sequence
points to a universal resonance mode 1/χ=−1/2 (i.e. ǫr =−1) that attracts scattering eigen-
values, which is a property intrinsic to electromagnetic scattering, unfound in scalar wave
phenomena.
6.2. Numerical Implications and Physical Interpretations. The critical difference be-
tween the scalar and vector wave scattering problems may well have algorithmic implica-
tions. While the scalar wave approximation has been sometimes employed to “simplify” the
light scattering problem, it is clear from Theorem 5.2.1 that such a “simplification” may
carry potential quantitative hazard, as well as qualitative misinformation, especially when
used without caution in the neighborhood of the critical point χ=−2. Although the theories
of the scalar wave scattering have been well-developed (see [35] or [58]), the fruits of acous-
tic scattering cannot be hastily transplanted to electromagnetic scattering problems, due to
intrinsic discrepancies (cf. Theorem 5.2.1) between their spectral properties.
While the “generalized optical theorem” (Theorem 4.1.8) may be regarded as the energy
conservation for energetically admissible vector fields in L2(V ;C3), the “optical resonance
theorem” (Theorem 5.2.1) may qualify as a subtler result of spectral quantization for phys-
ically admissible vector fields in Φ(V ;C3). Central to the physical admissibility criterion
is the transversality condition, which plays a crucial rôle during the establishment of the
optical resonance theorem. This is remotely reminiscent of the quantization procedure of
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electromagnetic field in quantum field theory (see [45, p. 79] or [16, p. 23]), where the
transversality constraint is condicio sine qua non.
It is worth noting that the transversality of the internal electric field derives from one of
the Maxwell equations ∇·D(r) =∇· (ǫ(r)E(r)) = 0 and the homogeneity condition ǫ(r) ≡ 1+
χ,r ∈V , or from the condition of vanishing polarization charge density ρP in the interior of a
homogeneous dielectric 0= ρP (r)= χǫ0∇·E(r). For inhomogeneous media with continuously
varying values of ǫ(r), the transversality constraint may not be available to the electric field
E, and one usually has to directly cope with the light scattering problem in a larger Hilbert
space L2(V ;C3). This may lead to the absence of spectral quantization for light scattered by
inhomogeneous media, as pointed out in [10].
Our spectral analysis of light scattering on arbitrarily shaped dielectric was motivated by
careful examinations of a standard worked example: Mie scattering. The exact solution (Mie
series) for the interaction between electromagnetic waves and arbitrarily sized spheres led
us to conjecture many generic properties of the optical resonance spectrum, before writing
down the proofs presented in the preceding sections.
It is now worthwhile to use Mie scattering again as a concrete physical example to sup-
port various theorems in this work. For example, the “optical resonance theorem” (Theo-
rem 5.2.1) predicts that the solution to light scattering will not be affected by the multi-
valued square-root function for the refractive index n=
√
1+χ. We may recall the following
explicit expression of the Mie series (see [60, p. 122] or [46]) for light scattering on a dielec-
tric sphere:
E(r)= ((Iˆ−χGˆ )−1Einc)(r)
=
∞∑
ℓ=1
ℓ∑
m=−ℓ

αℓm∇× [r jℓ(
√
1+χk|r|)Yℓm(θ,φ)]
p
ℓ(ℓ+1)kR
[
jℓ(
√
1+χkR) d[xh
(2)
ℓ
(x)]
dx
∣∣∣∣
x=kR
−h(2)
ℓ
(kR)
d[y j
ℓ
(y)]
d y
∣∣∣∣
y=
p
1+χkR
]+
+ iβℓm∇×∇× [r jℓ(
√
1+χk|r|)Yℓm(θ,φ)]
p
ℓ(ℓ+1)k2R
[
(1+χ) jℓ(
√
1+χkR) d[xh
(2)
ℓ
(x)]
dx
∣∣∣∣
x=kR
−h(2)
ℓ
(kR)
d[y j
ℓ
(y)]
d y
∣∣∣∣
y=
p
1+χkR
]
 , |r| <R
(6.2.1)
with
Einc(r)
=
∞∑
ℓ=1
ℓ∑
m=−ℓ
{
iαℓm∇× [r jℓ(k|r|)Yℓm(θ,φ)]p
ℓ(ℓ+1)
− βℓm∇×∇× [r jℓ(k|r|)Yℓm(θ,φ)]p
ℓ(ℓ+1)k
}
, |r| <R,
jℓ(z)= (−z)ℓ
(
d
zd z
)ℓ (sin z
z
)
= zℓ
∞∑
m=0
(−z2)m
2mm!(2ℓ+2m+1)!! ,
h(2)
ℓ
(z)= (−z)ℓ
(
d
zd z
)ℓ ( ie−iz
z
)
. (6.2.2)
In each summand on the right-hand side of (6.2.1) with index ℓ, the common factors [(1+
χ)k2R2]ℓ/2 in the numerator and the denominator exactly cancel each other, leaving only a
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quotient of two power series in 1+χ without any branch cut, thereby making the Mie series
effectively single-valued.
During the rest of this subsection, we further illustrate the uniqueness theorem −1 ∉
σΦp (Gˆ ) (Proposition 5.1.4) and give a physical interpretation for the two factors that make
up the compact polynomial Gˆ (Iˆ+2Gˆ ).
Notation 6.2.1. It is customary [30, p. 430] to classify multipole electromagnetic radiation
into TE waves (transverse electric waves satisfying r ·E = 0) and TM waves (transverse
magnetic waves satisfying r · (∇×E) = 0). Let g(|r|) denote either the function jℓ(k|r|) or
jℓ(
√
1+χk|r|), then we note that the relations
r · {∇× [rg(|r|)Yℓm(θ,φ)]}= 0, r · {∇×∇×∇× [rg(|r|)Yℓm(θ,φ)]}= 0 (6.2.3)
are satisfied, leading to a natural decomposition of the corresponding Mie series for E(r)=
ETE(r)+ETM(r) and Einc(r) = ETEinc(r)+ETMinc (r) into TE waves and TM waves. It is evident
from (6.2.1) that the TE and TM waves are decoupled in the Mie scattering solution as
ETE = (Iˆ−χGˆ )−1ETEinc and ETM = (Iˆ−χGˆ )−1ETMinc .
Definition 6.2.2. To facilitate further discussion, we define two sequences of analytic func-
tions { f TE
ℓ
(χ)|ℓ= 1,2, . . .} and { f TM
ℓ
(χ)|ℓ= 1,2, . . .} in the complex-variable χ ∈C related to the
denominators in the Mie series for TE and TM waves:
f TEℓ (χ) :=
1
[(1+χ)k2R2]ℓ/2
 jℓ(√1+χkR) d[xh(2)ℓ (x)]
dx
∣∣∣∣∣
x=kR
−h(2)
ℓ
(kR)
d[y j
ℓ
(y)]
d y
∣∣∣∣∣
y=
p
1+χkR
 ,
(6.2.4a)
f TMℓ (χ) :=
1
[(1+χ)k2R2]ℓ/2
(1+χ) jℓ(√1+χkR) d[xh(2)ℓ (x)]
dx
∣∣∣∣∣
x=kR
−h(2)
ℓ
(kR)
d[y j
ℓ
(y)]
d y
∣∣∣∣∣
y=
p
1+χkR
 .
(6.2.4b)
Proposition 6.2.3 (Analytic Properties of Mie Coefficients). For the light scattering problem
on spherical dielectric (Iˆ −χGˆ )E = Einc ∈ Φ(O(0,R);C3), the eigenvalues are enumerated by
σΦp (Gˆ )=σΦ,TEp (Gˆ )∪σΦ,TMp (Gˆ ), where
σ
Φ,TE
p (Gˆ )= {λ ∈Cr {0}| f TEℓ (1/λ)= 0,ℓ= 1,2, . . .}, σ
Φ,TM
p (Gˆ )= {λ ∈Cr {0}| f TMℓ (1/λ)= 0,ℓ= 1,2, . . .}.
(6.2.5)
Neither σ
Φ,TE
p (Gˆ ) nor σ
Φ,TM
p (Gˆ ) contains the point {−1}. Moreover, σΦp (Gˆ ) is a countable set,
and σ
Φ,TE
p (Gˆ ) has no accumulation points other than {0}.
Proof. From the boundary matching condition employed in the construction of theMie series
[60, p. 123 and p. 154], we have the eigenequation GˆETE
λ
=λETE
λ
for
ETEλ (r)=∇× [r jℓ(
√
1+λ−1k|r|)Yℓm(θ,φ)], f TEℓ (1/λ)= 0, (6.2.6)
and the eigenequation GˆETM
λ
=λETM
λ
for
ETMλ (r)=∇×∇× [r jℓ(
√
1+λ−1k|r|)Yℓm(θ,φ)], f TMℓ (1/λ)= 0, (6.2.7)
where the eigenvectors ETE
λ
and ETM
λ
represent free vibrations without incident field. This
proves the set inclusion relation σΦp (Gˆ )⊃σΦ,TEp (Gˆ )∪σΦ,TMp (Gˆ ), where σΦ,TEp (Gˆ ) and σΦ,TMp (Gˆ )
are given by (6.2.5).
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To prove the set inclusion in the reverse direction σΦp (Gˆ ) ⊂ σΦ,TEp (Gˆ )∪σΦ,TMp (Gˆ ), we first
note that any eigenvector Eλ ∈Φ(O(0,R);C3) subordinate to an eigenvalue λ ∈σΦp (Gˆ )⊂Cr{0}
indeed must satisfy the Helmholtz equation ∇2Eλ(r)+ (1+λ−1)k2Eλ(r)= 0,∀r ∈O(0,R), ac-
cording to the smoothness argument carried out in Proposition 5.1.2. Meanwhile, a trans-
verse vector field satisfying the Helmholtz equation can be expanded with respect to a com-
plete orthogonal basis set
{∇× [r jℓ(
√
1+λ−1k|r|)Yℓm(θ,φ)],∇×∇× [r jℓ(
√
1+λ−1k|r|)Yℓm(θ,φ)]|ℓ= 1,2, . . .;m=−ℓ, . . . ,ℓ},
(6.2.8)
which is the totality of TE and TM waves with wave number
p
1+λ−1k. Therefore, the
eigenvector Eλ is either exactly parallel to a member of this complete orthogonal basis set,
or it is a linear combination of TE or TM waves subordinate to the same eigenvalue λ. This
proves that there are no eigenvalues of Gˆ :Φ(O(0,R);C3) −→Φ(O(0,R);C3) that lie outside
the set σΦ,TEp (Gˆ )∪σΦ,TMp (Gˆ ).
Therefore, the equality σΦp (Gˆ )=σΦ,TEp (Gˆ )∪σΦ,TMp (Gˆ ) must hold for σΦ,TEp (Gˆ ) and σΦ,TMp (Gˆ )
given in (6.2.5).
We have
lim
χ→−1
f TEℓ (χ)=−
kRh
(2)
ℓ+1(kR)
(2ℓ+1)!! , limχ→−1 f
TM
ℓ (χ)=−
(ℓ+1)h(2)
ℓ
(kR)
(2ℓ+1)!! , (6.2.9)
whereas the Wron´ski determinant
det
(
Reh(2)ν (x) Imh
(2)
ν (x)
dReh(2)ν (x)/dx dImh
(2)
ν (x)/dx
)
=− 1
x2
, (6.2.10)
implies h(2)ν (kR) 6= 0 for kR 6= 0 and ν ∈ R. This shows that χ = −1 is not a root of f TEℓ (χ) or
f TM
ℓ
(χ), hence −1 ∉σΦ,TEp (Gˆ )∪σΦ,TMp (Gˆ ).
For each fixed ℓ, the two analytic functions f TE
ℓ
(χ) and f TM
ℓ
(χ) defined in (6.2.4a) and
(6.2.4b) are not identically vanishing, so each of them must have countably many roots
without a finite accumulation point in C [2, p. 127]. As a result, σΦp (Gˆ ) is the union of
countably many countable sets, hence a countable set.
Using the definition of TE wave r ·ETE(r) = 0, |r| < R and the transversality condition
∇·ETE(r)= 0, |r| <R, we may rewrite the Born equation (Iˆ−χGˆ )ETE =ETEinc as
ETEinc(r)
=ETE(r)−χk2
Ñ
|r′|<R
ETE(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′
+χ lim
R′→R−0
{
∇
[
∇·
Ñ
R′<|r′|<R
ETE(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′
]
− 1
R′
Ó
|r′|=R′
r′ ·ETE(r′)e−ik|r−r′ |
4π|r− r′| dS
′
}
=ETE(r)−χk2
Ñ
|r′|<R
ETE(r′)e−ik|r−r
′ |
4π|r− r′| d
3 r′, |r| <R. (6.2.11)
This is effectively an equation (Iˆ −χk2Cˆ )ETE = ETEinc, where the convolution transform Cˆ :
L2(O(0,R),C3)−→ L2(O(0,R),C3) (as defined in (4.1.8)) is a compact operator satisfying the
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Hilbert–Schmidt boundÑ
|r′|<R
(Ñ
|r|<R
∣∣∣∣∣ e−ik|r−r
′ |
4π|r− r′|
∣∣∣∣∣
2
d3 r
)
d3 r′ <+∞. (6.2.12)
Therefore, we have σΦ,TEp (Gˆ ) ⊂ σp(k2Cˆ ), and the set σΦ,TEp (Gˆ ) may only accumulate at the
point {0}, according to the Riesz–Schauder theory applicable to the compact operator k2Cˆ .

Remark 6.2.4. The introduction of TE and TM modes naturally decomposes the physi-
cal Hilbert space Φ(V ;C3) = ΦTE(V ;C3)⊕ΦTM(V ;C3) into the direct sum of two respective
subspaces. It turns out that the two operators defined via restriction Gˆ |
ΦTE(V ;C3) and (Iˆ +
2Gˆ )|
ΦTM(V ;C3) are both compact operators.
This decomposition of the physical Hilbert space and the corresponding factorization of
the compact operator Gˆ +2Gˆ 2 = Gˆ (Iˆ +2Gˆ ) admit non-trivial generalizations to the cases of
non-spherical dielectrics.
We recall our discussions in Proposition 5.2.4. According to the structure theorem of
polynomially compact operators [24], the Hilbert spaceΦ(V ;C3) also admits a decomposition
into the direct sum of two subspaces X1⊕X2, so that Gˆ |X1 and (Iˆ+2Gˆ )|X2 are both compact
operators. Naturally, the subspaces X1 and X2 are generalizations of TE and TM modes to
non-spherical dielectrics.
Moreover, from the minimal compact polynomial Gˆ (Iˆ +2Gˆ )/2, we know that the univer-
sal spectral point −1/2 ∈ σΦc (Gˆ ) must be an accumulation point of eigenvalues, unless the
spectrum of (Iˆ+2Gˆ )|X2 consists of a single point {0}. 
6.3. Further Computational Examples. In the Mie scattering scenario, the dielectric
medium occupies a spherical volume V = O(0,R) with radius R. Using spherical harmon-
ics Yℓm(θ,φ), we may verify Theorem 2.2.1 with brute force, and compare the geometric
representation of the Hilbert–Schmidt norm (5.3.22) with an algebraic approach.
Proposition 6.3.1 (Compact and Hilbert–Schmidt Qualifications in Mie Scattering). The
operator Gˆ (Iˆ +2Gˆ )2 : Φ(O(0,R);C3) −→ Φ(O(0,R);C3) is of Hilbert–Schmidt type, while the
operator Gˆ (Iˆ + 2Gˆ ) : Φ(O(0,R);C3) −→ Φ(O(0,R);C3) is compact, without being a Hilbert–
Schmidt operator.
Moreover, we have the identity
∞∑
s=1
‖(Iˆ+2Gˆ −2γˆ)2 fs‖2L2(O(0,R);C3 )
=
Ó
∂O(0,R)
{Ó
∂O(0,R)
[(n ·∇)G(r,r′)][(n′ ·∇′)G(r,r′)]dS′
}
dS =
∞∑
ℓ=1
1
(2ℓ+1)3 (6.3.1)
for any complete orthonormal basis {fs|s= 1,2, . . .} of Φ(O(0,R);C3).
Proof. It would suffice to check the first two claims on the operator polynomials (Iˆ +2Gˆ −
2γˆ)2(Gˆ − γˆ) and (Iˆ+2Gˆ −2γˆ)(Gˆ − γˆ). According to Remark 4.2.4, we have the spectral decom-
position:
(Gˆ − γˆ)E =−
∞∑
ℓ=1
ℓ∑
m=−ℓ
ℓ〈fℓm,E〉O(0,R) fℓm
2ℓ+1 , ∀E ∈Φ(O(0,R);C
3), (6.3.2)
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with the complete orthonormal basis set {fℓm(r) = (ℓR2ℓ+1)−1/2∇(|r|ℓYℓm(θ,φ))|ℓ =
1,2, . . .;m= [−ℓ,ℓ]∩Z} for Cl((Gˆ − γˆ)Φ(O(0,R);C3)).
By definition of the Hilbert–Schmidt norm, we may compute
‖(Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ)‖2 =
√
∞∑
ℓ=1
ℓ2
(2ℓ+1)5 <+∞, (6.3.3)
so (Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ) :Φ(O(0,R);C3)−→Φ(O(0,R);C3) is a Hilbert–Schmidt operator.
Meanwhile, the spectral decomposition
(Iˆ+2Gˆ −2γˆ)(Gˆ − γˆ)E =−
∞∑
ℓ=1
ℓ∑
m=−ℓ
ℓ〈fℓm,E〉V fℓm
(2ℓ+1)2 , ∀E ∈Φ(O(0,R);C
3) (6.3.4)
tells us that the operator (Iˆ+2Gˆ −2γˆ)(Gˆ − γˆ) :Φ(O(0,R);C3)−→Φ(O(0,R);C3) is the uniform
limit of a sequence of finite-rank operators, hence compact. However, this compact operator
fails the Hilbert–Schmidt criterion because
‖(Iˆ+2Gˆ −2γˆ)(Gˆ − γˆ)‖2 =
√
∞∑
ℓ=1
ℓ2
(2ℓ+1)3 =+∞. (6.3.5)
This stark contrast reveals that the additional factor (Iˆ+2Gˆ ) plays an indispensable rôle in
turning a compact operator Gˆ (Iˆ+2Gˆ ) into a Hilbert–Schmidt operator Gˆ (Iˆ+2Gˆ )2.
From an algebraic perspective, we doubtlessly have
∞∑
s=1
‖(Iˆ+2Gˆ −2γˆ)2 fs‖2L2(O(0,R);C3 ) =
∞∑
ℓ=1
ℓ∑
m=−ℓ
‖(Iˆ+2Gˆ −2γˆ)2 fℓm‖2L2(O(0,R);C3 ) =
∞∑
ℓ=1
1
(2ℓ+1)3 .
(6.3.6)
However, we may also compute the Hilbert–Schmidt norm by explicitly evaluating the geo-
metric integral (5.3.22), with the help of spherical harmonics. Concretely, we have
1
4π|r− r′| = −2Rn ·∇
1
4π|r− r′| = 2R
n · (r− r′)
4π|r− r′|3
= 1
R
∞∑
ℓ=0
ℓ∑
m=−ℓ
1
2ℓ+1Y
∗
ℓm(θ,φ)Yℓm(θ
′,φ′), |r| = |r′| =R, (6.3.7)
according to the simple algebra 2Rn · (r− r′) = r · r−2r · r′+ r′ · r′ = |r− r′|2 for r,r′ ∈ ∂V =
∂O(0,R). This leads to the calculation
(n ·∇)G(r,r′)= 1
4π2
Ó
∂O(0,R)
[
n · (r− r′′)
|r− r′′|3 −
1
2R2
][
n′′ · (r′′− r)
|r′′− r′|3 −
1
2R2
]
dS′′
= 1
R2
∞∑
ℓ=1
ℓ∑
m=−ℓ
1
(2ℓ+1)2Y
∗
ℓm(θ,φ)Yℓm(θ
′,φ′)= (n′ ·∇′)G(r,r′), (6.3.8)
and consequently (5.3.22) can be computed asÓ
∂O(0,R)
{Ó
∂O(0,R)
[(n ·∇)G(r,r′)][(n′ ·∇′)G(r,r′)]dS′
}
dS =
∞∑
ℓ=1
1
(2ℓ+1)3 =
7ζ(3)
8
−1. (6.3.9)
While it becomes impractical to algebraically enumerate all the eigenvectors of the operator
Gˆ − γˆ for non-spherical shapes, we may still fall back on the geometric integral representa-
tion (5.3.22) to deduce a finite Hilbert–Schmidt norm from the bounded curvatures of the
smooth boundary ∂V . 
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Remark 6.3.2. For the sphere with radius R, the Green function with Dirichlet boundary
condition can be developed into the following spherical harmonic series [30, p. 65]:
GD(r,r
′)= 1
4πmax(|r|, |r′|)
− 1
4πR
+
∞∑
ℓ=1
ℓ∑
m=−ℓ
Y ∗
ℓm
(θ,φ)Y
ℓm
(θ′,φ′)
(2ℓ+1)max(|r|, |r′|)
{[
min(|r|, |r′|)
max(|r|, |r′|)
]ℓ
− |r|
ℓ|r′|ℓmax(|r|, |r′|)
R2ℓ+1
}
= 1
4π|r− r′| −
1
4πR
−
∞∑
ℓ=1
ℓ∑
m=−ℓ
|r|ℓ|r′|ℓY ∗
ℓm
(θ,φ)Yℓm(θ′,φ′)
(2ℓ+1)R2ℓ+1 . (6.3.10)
Meanwhile, the symmetrized Green function with Neumann boundary condition has an
explicit series representation [30, p. 144]:
GN (r,r
′)= 1
4πmax(|r|, |r′|)
+
∞∑
ℓ=1
ℓ∑
m=−ℓ
Y ∗
ℓm
(θ,φ)Y
ℓm
(θ′,φ′)
(2ℓ+1)max(|r|, |r′|)
{[
min(|r|, |r′|)
max(|r|, |r′|)
]ℓ
+ ℓ+1
ℓ
|r|ℓ|r′|ℓmax(|r|, |r′|)
R2ℓ+1
}
= 1
4π|r− r′| +
∞∑
ℓ=1
ℓ∑
m=−ℓ
ℓ+1
ℓ
|r|ℓ|r′|ℓY ∗
ℓm
(θ,φ)Y
ℓm
(θ′,φ′)
(2ℓ+1)R2ℓ+1 . (6.3.11)
It is then clear that
g(r,r′) :=GD(r,r′)+GN (r,r′)−
1
2π|r− r′| = −
1
4πR
+
∞∑
ℓ=1
ℓ∑
m=−ℓ
|r|ℓ|r′|ℓY ∗
ℓm
(θ,φ)Y
ℓm
(θ′,φ′)
ℓ(2ℓ+1)R2ℓ+1
(6.3.12)
provides yet another means to solve the eigenvalue problem
((Iˆ+2Gˆ −2γˆ)Fλ)(r)=
Ñ
O(0,R)
∇∇′g(r,r′) ·Fλ(r′)d3 r′ =λFλ(r), Fλ ∈Φ(O(0,R);C3).
(6.3.13)
Furthermore, the series representation of g(r,r′) can be summed into
g(r,r′)+ 1
4πR
=
∫1
0
∞∑
ℓ=1
ℓ∑
m=−ℓ
tℓ−1|r|ℓ|r′|ℓY ∗
ℓm
(θ,φ)Y
ℓm
(θ′,φ′)
(2ℓ+1)R2ℓ+1 d t
=
∫1
0
(∣∣∣∣ r|r| − t|r||r
′|
R2
r′
|r′|
∣∣∣∣−1−1
)
d t
4πRt
= 1
4πR
log
2
1− r·r′
R2
+
∣∣∣ r|r| − |r||r′|R2 r′|r′| ∣∣∣ . (6.3.14)
Thus, there is a mild logarithmic divergence g(r,r′)=O(log |r−r′|) if at least one of r and r′
is situated on the spherical boundary ∂O(0,R). Overall, the singular part of ∇∇′g(r,r′) has
order O(|r− r′|−2). Such asymptotic behavior is not a trend specific to spherical geometry,
but a generic property descending from the curvature bounds of the boundary surface ∂V
(see §6.1).
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Owing to the bound ‖Gˆ−γˆ‖ ≤ 1/2 in the spherical case, the Hilbert–Schmidt norm estimate
in (5.3.8) does allow a modest improvement in the case of Mie scattering:
‖(Iˆ+2Gˆ )2Gˆ‖2 ≤ ‖(Iˆ+2Gˆ −2γˆ)2(Gˆ − γˆ)‖2+‖γˆ+4[(Gˆ − γˆ)γˆ+ γˆ(Gˆ − γˆ)](Iˆ+ Gˆ − γˆ)+4(Gˆ − γˆ)2γˆ+
+4(Iˆ+ Gˆ − γˆ)γˆ2+4γˆ(Gˆ − γˆ)γˆ+4γˆ2(Gˆ − γˆ)2+4γˆ3‖2
≤
√
∞∑
ℓ=1
ℓ2
(2ℓ+1)5 +‖γˆ‖2(6+7‖γˆ‖+4‖γˆ‖
2). (6.3.15)
Here, the infinite series in question evaluates to a small number
∞∑
ℓ=1
ℓ2
(2ℓ+1)5 =
7ζ(3)
32
+ 31ζ(5)
128
− π
4
192
= (0.0821+)2, (6.3.16)
and the upper bounds of ‖γˆ‖2 and ‖γˆ‖ will be given in an accompanying paper on the quan-
titative spectral analysis of electromagnetic scattering [66]. 
For the specific case kR = 1, numerical evidence has been previously reported [46, Fig. 4.1
and the accompanying text] that the roots of the denominators in the Mie series aggregate
around the point n2 = 1+χ = −1. This is consistent with the general conclusion (valid for
all kR > 0) in Proposition 6.3.1, which pinpoints χ = −2⇔ λ = 1/χ = −1/2 as a potential
accumulation point of eigenvalues. The presence of the non-trivial accumulation point of
eigenvalues at λ = −1/2 also demonstrates the inconsistency between the misconception
about the compactness of Gˆ in recent literature [39, Sec. III] (see also Remark 5.2.3) and the
Riesz–Schauder theory for the spectrum of compact operators.
In Fig. 2, we numerically illustrate the existence of accumulation points {0,−1/2} in the
physical point spectrum σΦp (Gˆ ) by two specific cases kR = 1/2 and kR = 4π. While the
panoramic views of eigenvalues look different in the two cases, the locations of the accumu-
lation points remain invariant. We use circular symbols (◦) to plot the subset of eigenvalues
σ
Φ,TE
p (Gˆ ) related to TE waves, and use cross symbols (×) to plot the subset of eigenvalues
σ
Φ,TM
p (Gˆ ) related to TM waves. It is graphically evident that σ
Φ,TM
p (Gˆ ) may accumulate at
the point {−1/2}, but σΦ,TEp (Gˆ ) may not.
Heuristically speaking, (6.2.4b) hints at a universal accumulation point 1/χ = −1/2 in
σ
Φ,TM
p (Gˆ ) via the asymptotic expansion
(kR)ℓ f TMℓ (χ)= −
i[ℓ(χ+2)+1]
(2ℓ+1)kR +
iχ{ℓ[−χ+2ℓ(χ+2)+4]+3}kR
2(2ℓ−1)(2ℓ+1)(2ℓ+3)
[
1+O
(
k2R2
ℓ
)]
. (6.3.17)
Here, in passage to the limit ℓ →∞, the right-hand side expression in (6.3.17) tends to
zero if χ = −2, and tends to a non-vanishing value if χ 6= −2. Roughly speaking, the root of
f TM
ℓ
(χ) (as approximately computed from the first two leading terms on the right-hand side
of (6.3.17) asymptotically behaves like
χℓ ∼−2−
1
ℓ
(
1+ k
2R2
ℓ
)
, ℓ→∞, (6.3.18)
which can get arbitrarily close to the point {−2}, if ℓ is chosen to be sufficiently large.
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FIGURE 2. Plots of the eigenvalues σΦp (Gˆ ) = {λ ∈ Cr {0}| f TEℓ (1/λ) = 0 or f TMℓ (1/λ) =
0,ℓ= 1,2, . . .} for two specific cases kR = 1/2 (a) and kR = 4π (b). The complex roots of
f TE
ℓ
(1/λ) and f TM
ℓ
(1/λ) are searched numerically and checked against the singularities
in the phase diagrams (grey stream plot) of arg f TE
ℓ
(1/λ) and arg f TM
ℓ
(1/λ). An example
of arg f TM1 (1/λ) is shown in the background of panel a. The values of ℓ are color-
coded, as indicated by the scale bar accompanying panel b. Both panels a and b give
graphical evidence of the accumulation points {0,−1/2} (pinpointed by dashed arrows).
In panel a, only a limited subset of σΦp (Gˆ ) is shown, corresponding to the eigenvalues
located by numerical root-finding of f TE
ℓ
(1/λ) and f TM
ℓ
(1/λ) for ℓ = 1, . . .,20. Panel b
further includes contributions from the roots of f TM
ℓ
(1/λ),ℓ= 24, . . . ,40 near λ=−1/2.
From (6.3.17), it is also clear that when χ=−2, we have the following asymptotic behavior
of the noise amplification ratio for the inverse Born operator Bˆ−1 = (Iˆ−χGˆ )−1 = (Iˆ+2Gˆ )−1:
‖(Iˆ−χGˆ )−1wTM
ℓm
‖L2(O(0,R);C3 )
‖wTM
ℓm
‖L2(O(0,R);C3 )
∼ (2ℓ+1)kR, where wTMℓm (r)=∇×∇× [r jℓ(k|r|)Yℓm(θ,φ)].
(6.3.19)
Therefore, for a TM incident wave given by
ETMinc =
∑
ℓm
aℓmw
TM
ℓm , satisfying
∥∥∥∥∥∑
ℓm
aℓmw
TM
ℓm
∥∥∥∥∥
L2(O(0,R);C3 )
<+∞
and
∥∥∥∥∥∑
ℓm
ℓaℓmw
TM
ℓm
∥∥∥∥∥
L2(O(0,R);C3 )
=+∞, (6.3.20)
we have ETMinc ∈Φ(O(0,R),C3) but there is no such a square integrable field E ∈ L2(O(0,R),C3)
satisfying (Iˆ+2Gˆ )E =ETMinc . This shows that the existence theorem fails when χ=−2, along
with an unbounded electric enhancement.
The critical behavior of χ=−2 is illustrated by two explicit examples in Fig. 3. It is easy
to verify that for TM waves with large ℓ values, the electric enhancement ratio (defined in
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FIGURE 3. Plots of the function Aℓ(χ,kR) := 1/|(kR)ℓ f TMℓ (χ)| for two specific cases
kR = 1/2 (a) and kR = 4π (b). At the critical susceptibility χ = −2, the function
Aℓ(−2,kR)∼ (2ℓ+1)kR,ℓ≫ (kR)2 has unbounded growth as ℓ→+∞, indicating an
unbounded electric enhancement ratio for χ=−2. In contrast, for each non-accretive
susceptibility Imχ ≤ 0 other than the critical point χ = −2, the function Aℓ(χ,kR)
is bounded for all ℓ = 1,2, . . ., with the limit value limℓ→∞ Aℓ(χ,kR) = 2kR/|χ+ 2|
(asymptotes shown in dashed lines). This is partly illustrated by two special situa-
tions χ=−1 and χ=−i.
(4.0.11)) has an asymptotic expression
EER[(Iˆ−χGˆ )−1wTMℓm ;wTMℓm ]∼
1
|(kR)ℓ f TM
ℓ
(χ)|2
, (6.3.21)
so we plot Aℓ(χ,kR) := 1/|(kR)ℓ f TMℓ (χ)| in Fig. 3 to appreciate the criticality of the point
χ=−2.
6.4. Outlook. In this paper, we have given a rigorous treatment to the problem of elec-
tromagnetic wave scattering on arbitrarily shaped three-dimensional dielectric media. We
have provided geometric and physical conditions that ensure the robust solution to the Born
equation of light scattering, which is a strongly singular integral equation. In conjunction
with the spectral analysis of electromagnetic scattering, we have used a compactness ar-
gument to demonstrate a universal critical susceptibility value χ = −2 where the electric
enhancement can become unbounded.
The theoretical analysis of light scattering in this work may have some practical conse-
quences. Firstly, the universal critical point χ = −2 in the optical resonance modes may
have provided an answer to the search for plasmonic materials that exhibit real resonance.
Secondly, we may consider the numerical stability of approximate algorithms that solve the
Born equation from the perspective of transversality censorship. We have proved that the
Born equation can respond more robustly to transverse noise than to non-transverse noise.
Therefore, in numerical solutions to the Born equation, it would be advisable to impose a
transversality constraint in order to improve algorithmic robustness. We shall address the
numerical implications of the second point in an accompanying paper [66].
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It will also be desirable to generalize, in the future, the spectral analysis of electromag-
netic scattering to anisotropic and inhomogeneous dielectrics [14], diamagnetic and para-
magnetic materials [30], metamaterials with negative refractive index [44], and periodic
structures like photonic crystals [31]. Locating singularities of electromagnetic scattering
in problems beyond the scope of the current work is perhaps conducive to the discovery and
design of novel materials that have exotic electromagnetic properties.
ACKNOWLEDGEMENTS
This work is an abridged and updated form of Chapter 4 and Appendix C in the author’s
PhD thesis [67] completed in January 2010 under the supervision of Prof. Xiaowei Zhuang
(Departments of Physics and Chemistry, Harvard University), who generously granted soli-
tary authorship.
An earlier version of the current work was presented in the Princeton Analysis Seminar
in April 2010. The author thanks thoughtful feedbacks, during and after the presentation,
from Profs. S. Y. Alice Chang, Ingrid Daubechies, Weinan E, Charles Fefferman, Sergiu
Klainerman, Elliott Lieb, and Elias M. Stein.
The author was hospitalized twice in late 2010 due to serious neck infections and under-
went neck surgeries at Princeton, NJ and Philadelphia, PA in 2011. The author thanks the
doctors and surgeons who helped with the health problems, without whom this work could
not reach its present stage.
REFERENCES
[1] Robert A. Adams and John J. F. Fournier. Sobolev Spaces. Academic Press, Amsterdam,
the Netherlands, 2nd edition, 2003.
[2] Lars V. Ahlfors. Complex Analysis. McGraw-Hill, New York, NY, 3rd edition, 1979.
[3] P. Alexandroff and H. Hopf. Topologie. Springer, Berlin, Germany, 1935.
[4] Sheldon Axler, Paul Bourdon, and Wade Ramey. Harmonic Function Theory, volume
137 of Graduate Texts in Mathematics. Springer, New York, NY, 2nd edition, 2001.
[5] Kültegin Aydın. Centimeter andmillimeter wave scattering from nonspherical hydrom-
eteors. In Michael I. Mishchenko, Joachim W. Hovenier, and Larry D. Travis, editors,
Light Scattering by Nonspherical Particles, chapter 16, pages 451–479. Academic Press,
San Diego, CA, 2000.
[6] Bruce J. Berne and Robert Pecora. Dynamic Light Scattering: With Applications to
Chemistry, Biology, and Physics. Dover Publications, Mineola, NY, 1976.
[7] Reinhard Börger. A non-Jordan-measurable regularly open subset of the unit interval.
Archiv der Mathematik, 73:262–264, 1999.
[8] Max Born. Optik: ein Lehrbuch der elektromagnetischen Lichttheorie. Verlag von Julius
Springer, Berlin, Germany, 1933.
[9] Max Born and Emil Wolf. Principles of Optics. Cambridge University Press, Cambridge,
UK, 7th edition, 1999.
[10] Neil V. Budko and Alexander B. Samokhin. Classification of electromagnetic res-
onances in finite inhomogeneous three-dimensional structures. Phys. Rev. Lett.,
96:023904, 2006.
[11] Neil V. Budko and Alexander B. Samokhin. Spectrum of the volume integral operator
of electromagnetic scattering. SIAM J. Sci. Comput., 28:682–700, 2006.
SPECTRAL STRUCTURE OF ELECTROMAGNETIC SCATTERING 54
[12] Neil V. Budko and Alexander B. Samokhin. Singular modes of the electromagnetic
field. J. Phys. A: Math. Theor., 40:6239–6250, 2007.
[13] David L. Colton and Rainer Kress. Integral Equation Methods in Scattering Theory.
John Wiley & Sons, New York, NY, 1983.
[14] David L. Colton and Rainer Kress. Inverse Acoustic and Electromagnetic Scattering
Theory, volume 93 of Applied Mathematical Sciences. Springer, Berlin, Germany, 2nd
edition, 1998.
[15] John B. Conway. A Course in Functional Analysis, volume 96 of Graduate Texts in
Mathematics. Springer-Verlag, New York, NY, 1985.
[16] D. P. Craig and T. Thirunamachandran. Molecular Quantum Electrodynamics: An In-
troduction to Radiation Molecule Interactions. Dover Publications, Mineola, NY, 1998.
[17] Robert Dautray and Jacques-Louis Lions. Integral Equations and Numerical Methods,
volume 4 of Mathematical Analysis and Numerical Methods for Science and Technol-
ogy. Springer-Verlag, Berlin, Germany, 1990. (with the collaboration of Michel Artola,
Philippe Bénilan, Michel Bernadou, Michel Cessenat, Jean-Claude Nédélec, Jacques
Planchard and Bruno Scheurer, translated by John C. Amson from the French origi-
nal: Analyse mathématique et calcul numérique pour les sciences et les techniques, S. A.
Masson, Paris, France, 1984, 1985).
[18] Robert Dautray and Jacques-Louis Lions. Spectral Theory and Applications, vol-
ume 3 of Mathematical Analysis and Numerical Methods for Science and Technology.
Springer-Verlag, Berlin, Germany, 1990. (with the collaboration of Michel Artola and
Michel Cessenat, translated by John C. Amson from the French original: Analyse math-
ématique et calcul numérique pour les sciences et les techniques, S. A. Masson, Paris,
France, 1984, 1985).
[19] Manfredo Perdigão do Carmo. Differential Geometry of Curves and Surfaces. Prentice-
Hall, Englewood Cliffs, NJ, 1976.
[20] Yuli Eidelman, Vitali Milman, and Antonis Tsolomitis. Functional Analysis: An In-
troduction, volume 66 of Graduate Studies in Mathematics. American Mathematical
Society, Providence, RI, 2004.
[21] Richard Gans. Strahlungsdiagramme ultramikroskopischer Teilchen. Ann. Phys.,
76:29–38, 1925.
[22] R. H. Giese, B. Kneissel, and V. Rittich. Three-dimensional models of the zodiacal dust
cloud: A comparative study. Icarus, 68:395–411, 1986.
[23] David Gilbarg and Neil S. Trudinger. Elliptic Partial Differential Equations of Sec-
ond Order, volume 224 of Grundlehren der mathematischen Wissenschaften. Springer-
Verlag, Berlin, Germany, 1983.
[24] Frank Gilfeather. The structure and asymptotic behavior of polynomially compact op-
erators. Proc. Am. Math. Soc., 25:127–134, 1970.
[25] Loukas Grafakos. Classical Fourier Analysis, volume 249 of Graduate Texts in Mathe-
matics. Springer, New York, NY, 2nd edition, 2008.
[26] Morris W. Hirsch. Differential Topology, volume 33 of Graduate Texts in Mathematics.
Springer-Verlag, New York, NY, 1976.
[27] A. R. Holt, N. K. Uzunoglu, and B. G. Evans. An integral equation solution to the
scattering of electromagnetic radiation by dielectric spheroids and ellipsoids. IEEE
Trans. Antennas Propag., 26:706–712, 1978.
SPECTRAL STRUCTURE OF ELECTROMAGNETIC SCATTERING 55
[28] George C. Hsiao and Ralph E. Kleinman. Mathematical foundations for error esti-
mation in numerical solutions of integral equations in electromagnetics. IEEE Trans.
Antennas Propag., 45:316–328, 1997.
[29] Xiaohua Huang, Ivan H. El-Sayed, Wei Qian, and Mostafa A. El-Sayed. Cancer cell
imaging and photothermal therapy in the near-infrared region by using gold nanorods.
J. Am. Chem. Soc., 128:2115–2120, 2006.
[30] John David Jackson. Classical Electrodynamics. John Wiley & Sons, New York, NY,
3rd edition, 1999.
[31] John D. Joannopoulos, Steven G. Johnson, Joshua N. Winn, and Robert D. Meade. Pho-
tonic Crystals: Molding the Flow of Light. Princeton University Press, Princeton, NJ,
2nd edition, 2008.
[32] Jürgen Jost. Partial Differential Equations, volume 214 of Graduate Texts in Mathe-
matics. Springer, New York, NY, 2nd edition, 2007.
[33] K.-J. Kim and J. D. Jackson. Proof that the Neumann Green’s function in electrostatics
can be symmetrized. Am. J. Phys., 61:1144–1146, 1993.
[34] Alexander A. Kokhanovsky. Optics of Light Scattering Media: Problems and Solutions.
Springer-Praxis, Chicester, UK, 2nd edition, 2001.
[35] Peter D. Lax and Ralph S. Phillips. Scattering Theory, volume 26 of Pure and Applied
Mathematics. Academic Press, San Diego, CA, revised edition, 1989.
[36] C. Leinert and E. Grün. Interplanetary dust. In R. Schwenn and E. Marsch, editors,
Physics and Chemistry in Space — Space and Solar Physics, volume 20, pages 207–275.
Springer-Verlag, Berlin, Germany, 1990.
[37] Elliott H. Lieb and Michael Loss. Analysis, volume 14 of Graduate Studies in Mathe-
matics. American Mathematical Society, Providence, RI, 2nd edition, 2001.
[38] K. Lumme and E. Bowell. Photometric properties of zodiacal light particles. Icarus,
62:54–71, 1985.
[39] Jouni Mäkitalo, Martti Kauranen, and Saku Suuriniemi. Modes and resonances of
plasmonic scatterers. Phys. Rev. B, 89:165429, 2014.
[40] Gustav Mie. Beiträge zur Optik trüber Medien, speziell kolloidaler Metallösungen.
Ann. Phys., 25:377–455, 1908.
[41] Claus Müller. Foundations of the Mathematical Theory of Electromagnetic Waves, vol-
ume 155 of Grundlehren der mathematischen Wissenschaften. Springer-Verlag, Berlin,
Germany, 1969. (in cooperation with T. P. Higgins, revised and enlarged translation of
the German original: Grundprobleme der mathematischen Theorie elektromagnetischer
Schwingungen, Springer-Verlag, Berlin, Germany, 1957).
[42] N. A. Nicorovici, G. W. Milton, R. C. McPhedran, and L. C. Botten. Quasistatic cloak-
ing of two-dimensional polarizable discrete systems by anomalous resonance. Optics
Express, 15:6314–6323, 2007.
[43] YongKeun Park, Monica Diez-Silva, Gabriel Popescu, George Lykotrafitis, Wonshik
Choi, Michael S. Feld, and Subra Suresh. Refractive index maps and membrane dy-
namics of human red blood cells parasitized by Plasmodium falciparum. Proc. Natl.
Acad. Sci. USA, 105:13730–13735, 2008.
[44] John B. Pendry. Negative refraction makes a perfect lens. Phys. Rev. Lett., 85:3966–
3969, 2000.
[45] Michael E. Peskin and Daniel V. Schroeder. An Introduction to Quantum Field Theory.
Addison-Wesley, Reading, MA, 1995.
SPECTRAL STRUCTURE OF ELECTROMAGNETIC SCATTERING 56
[46] Jussi Rahola. On the eigenvalues of the volume integral operator of electromagnetic
scattering. SIAM J. Sci. Comput., 21:1740–1754, 2000.
[47] John William Strutt (Lord Rayleigh). On the light from the sky, its polarization and
colour. Phil. Mag., 41:107–120, 1871.
[48] John William Strutt (Lord Rayleigh). On the electromagnetic theory of light. Phil.
Mag., 12:81–101, 1881.
[49] Michael Reed and Barry Simon. Functional Analysis, volume I of Methods of Modern
Mathematical Physics. Academic Press, New York, NY, 1972.
[50] Robert D. Richtmyer. Principles of Advanced Mathematical Physics, volume I.
Springer-Verlag, New York, NY, 1978.
[51] F. Riesz. Über lineare Funktionalgleichungen. Acta Math., 41:71–98, 1916.
[52] Hans Samelson. The orientability of hypersurfaces in Rn. Proc. Amer. Math. Soc.,
22:301–302, 1969.
[53] Issai Schur. Über die charakteristischen Wurzeln einer linearen Substitution mit einer
Anwendung auf die Theorie der Intergralgleichung. Math. Ann., 66:488–510, 1909.
[54] Barry Simon. Trace Ideals and Their Applications. American Mathematical Society,
Providence, RI, 2nd edition, 2005.
[55] Sergeı˘ L’vovich Sobolev. Partial Differential Equations of Mathematical Physics. Dover
Publications, Mineola, NY, 1989. (translated by E. R. Dawson from the 3rd Russian edi-
tion of Uravneni⁀ıa matematicheskoı˘ fiziki = Uravneni matematiqesko fiziki,
GITTL, Moscow, USSR, 1954; English translation edited by T. A. A. Broadbent).
[56] Elias M. Stein. Singular Integrals and Differentiability Properties of Functions, vol-
ume 30 of Princeton Mathematical Series. Princeton University Press, Princeton, NJ,
1970.
[57] Michael Eugene Taylor. Partial Differential Equations I: Basic Theory, volume 115 of
Applied Mathematical Sciences. Springer-Verlag, New York, NY, 1996.
[58] Michael Eugene Taylor. Partial Differential Equations II: Qualitative Studies of Linear
Equations, volume 116 of Applied Mathematical Sciences. Springer-Verlag, New York,
NY, 1996.
[59] Hendrik Christoffel van de Hulst. Scattering in the atmospheres of the earth and the
planets. In G. P. Kuiper, editor, The Atmospheres of the Earth and Planets, chapter 3.
University of Chicago Press, Chicago, IL, 2nd edition, 1952.
[60] Hendrik Christoffel van de Hulst. Light Scattering by Small Particles. Dover Publica-
tions, Mineola, NY, 2nd edition, 1981.
[61] Hermann Weyl. Inequalities between the two kinds of eigenvalues of a linear transfor-
mation. Proc. Natl. Acad. Sci. U.S.A., 35:408–411, 1949.
[62] Kôsaku Yosida. Functional Analysis, volume 123 of Grundlehren der mathematischen
Wissenschaften. Springer-Verlag, Berlin, Germany, 6th edition, 1980.
[63] M. A. Yurkin and A. G. Hoekstra. The discrete dipole approximation: An overview and
recent developments. J. Quant. Spect. & Rad. Trans., 106:558–589, 2007.
[64] Maxim A. Yurkin, Alfons G. Hoekstra, R. Scott Brock, and Jun Q. Lu. Systematic
comparison of the discrete dipole approximation and the finite difference time domain
method for large dielectric scatterers. Opt. Express, 15:17902–17911, 2007.
[65] Jie Zheng, Yong Ding, Bozhi Tian, Zhong Lin Wang, and Xiaowei Zhuang. Luminescent
and Raman active silver nanoparticles with polycrystalline structure. J. Am. Chem.
Soc., 130:10472–10473, 2008.
SPECTRAL STRUCTURE OF ELECTROMAGNETIC SCATTERING 57
[66] Yajun Zhou. Quantitative spectral analysis of electromag-
netic scattering: Norm bounds and non-perturbative solutions.
https://web.math.princeton.edu/~yajunz/doc/QuantEMNormEvolv.pdf.
[67] Yajun Zhou. Compactness and Robustness: Applications in the Solution of Integral
Equations for Chemical Kinetics and Electromagnetic Scattering. PhD thesis, Harvard
University, January 2010.
PROGRAM IN APPLIED AND COMPUTATIONAL MATHEMATICS, PRINCETON UNIVERSITY, PRINCETON, NJ
08544, USA
E-mail address: yajunz@math.princeton.edu
