Adaptive receiver algorithms are considered for the demodulation of code-division multiple-access (CDMA) signals. These algorithms include neuralnetwork based algorithms and algorithms adapted from linear channel equalization techniques. Convergence issues are treated, and the performance of various algorithms is compared via computer simulations.
INTRODUCTION
In a CDMA communication environment, demodulation requires the suppression of two forms of noise: inherent channel noise, which is often modeled as an additive Gaussian process, and multiple access interference (MAI), which is highly structured. By noting the similarities between MAI and intersymbol interference, Verd u 10] . has shown that a Viterbi-type algorithm provides an optimal method of demodulation in such environments. In addition to its optimality, the Verd u detector is near-far resistant, that is, it is insensitive to the e ects of a large received power for the interferers relative to that of the desired user. Note that the conventional single user demodulator (i.e., the matched lter correlation receiver) su ers severe performance degradation in the near-far scenario.
Not all of the Verd u detector's properties are optimal: the complexity is exponential in the number of users. An alternative detector is the decorrelating detector which is a linear receiver (in operation and in complexity) that retains the near-far resistance of the optimal multi-user detector. These receivers, developed by Lupas 8] , achieve near-optimum performance when the users' signals form a linearly independent set. In the noiseless case the decorrelating detector achieves perfect demodulation.
The decorrelating detector is an attractive nonadaptive linear receiver when the spreading codes of all users are known. Thus, it will provide a good point of reference in performance comparisons along with the conventional matched lter which is the best non-adaptive linear receiver in the single-user case. In this paper, we develop adaptive multiuser receivers that exploit knowledge of the desired user's spreading code, while initially ignorant of the codes of the interferers. These receivers are based on the use of both linear and non-linear adaptive algorithms.
COMMUNICATION MODEL
This paper addresses the analysis of an adaptive multi-user receiver for single user demodulation with moderate complexity. We consider this problem in the context of coherent, synchronous direct-sequence spread-spectrum multiple-access (DSSSMA) signaling. After chip matched-ltering and chip-rate sampling, such a signal can be modeled in discrete time as, (2.1) r i = K X j=1 s i j + n i s i j = A j b i j m j ; where r i is the received signal at time i, K is the number of active users, s i j is j'th user's signal at time i, m j is the j'th user's spreading code, A j the amplitude and b i j the bit value of the j'th user at time i. Note that the time index i is with respect to the symbols and not the chips. The additive Gaussian noise process is n i . It is assumed that all relevant timing and phase information is available. In addition, the receiver is assumed to have access to the desired user's spreading code, but not those of the interfering users.
3. ADAPTIVE CDMA RECEIVERS 3.1. Filter Operation Each of the lters under study can be described as a correlation type receiver with an additional operation. Denote the input data vector as X k , the weight vector as W k , the lter output as y k , and the output operation as ( ), then lter activity can be described as follows:
For the conventional matched lter receiver, W k = m 1 , i.e. the weight vector is set to the static spreading code of the desired user. The decorrelating detector's weight vector is also constant; it is determined by an e ective channel inversion described in 8]. For the non-adaptive lters, (s) = s.
The adaptive lters (Least Mean Squares, neural network) have an update algorithm for the weight vector which is described below,
In the above equation, is a constant adaptation gain which controls the rate of convergence, d k is the desired bit value, and f( ) is a lter update function.
During receiver operation both the Least Mean Squares (LMS) algorithm and the neural network utilize an additional non-linear operation, ( ), applied to a linear estimate of the desired output to produce y k . For the LMS lter, (s) = sgn(s), where sgn( ) outputs the sign of its argument. The LMS update function f( ) is simply unity for all arguments. The neural network's non-linearity is the logistic function: (s) = 1 1+exp ?s . The update function for the neural network is the derivative of the non-linearity with respect to its argument, f( ) = 0 ( ).
Neural Networks
There is a rich body of theory and analysis for linear adaptive algorithms. The linear adaptive receiver under study in this work uses the Least Mean Squares update algorithm. This paper reports new analysis on adaptive multi-user receivers; the reader is directed to 12] for the analysis of the LMS lter.
There are several factors that motivate us to investigate the use of neural networks as multi-user receivers. First, in addition to computational eciency, near-far resistance, and near-optimal performance we seek adaptive receivers. These receivers would have the ability to either track a changing communications environment or adapt to unknown user parameters (e.g. unknown spreading codes, received power, etc.). Secondly, the non-linear boundary formed between the two optimal decision regions for a two user DSSSMA system (one region for a +1 estimate of the desired user's bit and one region for ?1) 1 inspires us to seek a non-linear receiver. The highly structured nature of MAI (it is cyclo-stationary and the users' spreading codes remain static during transmission) suggests that a neural network should be able to learn how to remove the MAI with great facility. Moreover, given that a multi-user receiver is essentially a decision making device, a neural network is a natural architecture to examine for this problem. We will consider single layer perceptrons, which update via supervised learning.
Aazhang The receiver proposed by Aazhang et al., although innovative, su ers from several disadvantages. Their improved receiver requires knowledge of the other users' bits and the number of hidden layers in this receiver grows exponentially in the number of users. The work is strictly empirical and the authors have not proven that the neural network will converge to an optimum set of weights. In fact, the network was not trained in the presence of noise beyond the MAI. This is an unrealistic communication environment. Nevertheless, the work is valuable and achieves its goal in showing that the neural network can perform as a multi-user communications receiver. As shall be observed, the algorithms described in this paper overcome some of these disadvantages.
CONVERGENCE ANALYSIS
This section presents the convergence analysis performed for the single layer perceptron operating as a multi-user receiver. Familiarity with the convergence analysis of the LMS lter is assumed; the proof of convergence as well as other information about the LMS algorithm can be found in 4, 12] . The single layer perceptron can be viewed as an LMS lter with a non-linearity; it is this non-linearity that complicates analysis. Note that the multi-layered network (updated via standard back propagation) will not be considered, as it was found to perform no better than a single layer one in 1].
Single Layer Neural Network
A convergence proof for the single-layer perceptron with single user input is provided in 9] for the noiseless case. As with the LMS algorithm, convergence is achieved by appropriate choice of the adaptation gain. There is a tacit assumption in this proof, that when the ideal weight vector,W , is applied to the input and followed by the non-linearity, the desired output (d k ) is achieved, i.e. d k = (W T X k ). In the noiseless case, we know that such an optimal weight vector exists; in particular, it is the matched lter for the single user scenario and the decorrelating detector (see Section 1.) for the multi-user case.
The neural network algorithm and weight update algorithm were described in Section 3. 
0 (x) 0:25: Notice the following,
: This is due to the fact that this is the rst order Taylor approximation of 0 . Although not mentioned in 9], it can be shown that the above Taylor approximation has the same bounds as the true derivative. Combining all these facts yields the following relationship, which holds for all k,
This implies that a careful choice of (choose 0 < < 32 N .) will result in:
This, along with a persistence condition yields weight convergence. The above proof does not consider random noise and hence is completely deterministic.
Introducing MAI
The application by Aazhang, et al. of neural networks as multi-user receivers is a novel one. As a result convergence proofs even under ideal transmission conditions have not been pursued. The extension of the proof of the noiseless case for the single user scenario to that for the multi-user scenario is a straightforward one.
The system model for the two situations is the same with two exceptions: the input, X k , is now a superposition of the desired user's signal as well as MAI, and there is the possibility of asynchronous transmission. All of the manipulations in the previous proof remain consistent in the multi-user environment. The proof holds for both synchronous and asynchronous transmission, it is however assumed that the unknown and random delay is an integral multiple of the chip duration and is xed. We shall also assume that the the maximum user power (A max ) is bounded. Under these conditions we have the following result: Proposition 1 : If the adaptation gain is bounded by , 0 < < 32
where N is the length of the spreading code and K is the number of transmitting users, then the single layer perceptron neural network with a logistic nonlinearity will converge to the optimal weights for the demodulation of a single user in MAI, whether the users transmit synchronously or asynchronously.
Proof: Let b i k be the data bit of user i at time k.
User i's spreading code is denoted by m i . Then the following holds:
The result is a new set of bounds for the gain constant of the neural network that will ensure convergence in in nite time:
A New Proof of Convergence
Inspired by 2] and using the adaptation gain of 9] we provide a more rigorous proof of the perceptron convergence that can be applied to both the single user and the multi-user scenarios. This proof of weight convergence for the single layer perceptron relies on classical Lyapunov techniques. The squared norm of the deviation vector is proposed as a candidate Lyapunov function: L(k; V ) = kV k k 2 . We use 
If one uses the choice of from the previous two subsections (Section 4.1. for the single user scenario and Section 4.2. for the multi-user scenario) this will ensure that P(V ) is always positive for all nonzero choices of V . If the deviation from the optimal weight vector is zero, this leads to a zero error, hence k = 0 and P(0) = 0. This implies that our choice of Lyapunov function is good and V converges asymptotically to 0.
Introducing MAI & Noise
The next logical step is to include noise and investigate methods for proving convergence of the neural network algorithm. What follows is a preliminary study in this area. Note that the convergence of the LMS lter is the starting point for the discussion below.
Synchronous Transmission. The concept of system operation in additive noise is much more familiar to the communications context of this problem than to that of neural networks. As a result, most of the extant convergence analyses have not considered noise.
Bounded additive noise can be added to the system described in 9]. The addition of this noise will still result in a convergent neural network. Unfortunately, the system being described is not practical since the algorithm minimizes the error between the application of the optimal weights to the input to the application of the current weights to the input. Note that the application of the optimal weights to the input vector plus noise followed by the non-linearity will more than likely not result in the desired bit. The previously described proofs hinge on the ability to obtain perfect demodulation with the optimal weights for their success.
Work done by Bitmead 3] on the asymptotic behavior of parameter estimates generated by a generalized LMS algorithm holds promise for proving convergence of the neural network in synchronous MAI and noise. Bitmead employs the standard LMS algorithm but allows for imperfect ltering; the solution to the deviation equation which produces an expression for the deviation that is composed of a homogeneous part (similar to the LMS algorithm's corresponding equation) and a non-homogeneous part driven by the error due the residual error from the best possible estimate (an innovations process). Bitmead shows that if the homogeneous part of the solution converges to zero with an exponential rate, the deviation converges to the limiting distribution of the non-homogeneous part.
Asynchronous Transmission. The combination of additive noise and MAI where each of the users transmits asynchronously yields a daunting convergence exercise. The resulting system is one where the desired user is embedded in correlated noise. This correlated noise is in fact m-dependent and such additive noise has been studied in other contexts 6, 5] . However, the application of these investigations to the current problem is not straightforward. Nevertheless, these techniques merit further study to see if they can be applied to the problem at hand.
PERFORMANCE
The neural network's performance is compared with several linear lters: the Decorrelating Detector, the Matched Filter, and the LMS Filter. The lter weights were either found adaptively or computed and then the probability of error was estimated via simulation. The system under study was a two user DSSSMA system; each user had binary antipodal data modulated by a spreading sequence of length 3. The two users transmitted data in a bit synchronous fashion.
Two degrees of freedom were regarded: the Signal to Noise Ratio (SNR) with respect to the desired user and the Near Far Ratio (NFR). These quantities are de ned as follows: where N is the length of the spreading sequence, 2 is the variance of the noise, and A i is the amplitude of user i's signal. Note that the SNR considered here is a per-chip SNR. It is assumed that user 1 is the desired user.
Training in No Noise
We rst consider experiments in which the adaptive algorithms were trained in a communication environment where the received signal (as described in Eq. (2.1)) had no noise, i.e. n i = 0. The subsequent probability of error simulations were performed with transmission in noise. The results of these experiments can be summarized as follows.
Changing SNR. The probabilities of error as a function of SNR are plotted in Fig. 1 for the detectors discussed in the previous sections. The NFR was 4.0 (6.0 dB). A signi cant observation to note is that the neural network, decorrelating detector and the LMS lter have essentially the same performance.
It has been shown that the decorrelating detector is asymptotically equivalent to the optimal LMS lter as the noise vanishes. These results suggest that, with minor deviation, the e ective operation of the LMS lter is equivalent to the decorrelating detector even in the presence of noise. It is also important to note that the LMS lter is a simpler lter and adapts more quickly than the neural network.
Changing NFR. Performance as a function of the NFR is not as easy to characterize. Figure 2 shows the performance of the lters under study. The SNR of the desired user was taken to be 8.0 dB. The behavior of the neural network can be intuitively ex- plained by the fact that as the undesirable user becomes stronger and stronger, it is easier for the neural network to 'learn' the interferer's signal and thus compensate for it. The decorrelating detector has the best performance up until NFR = 6.0.
Training in Noise
We now consider experiments in which the adaptive algorithms were trained in the same noisy communication environment in which they would be detecting the desired user. These results are summarized as follows.
Changing SNR. As a function of changing SNR, with NFR = 4.0, there was little di erence between the performance of the neural network and the LMS lter. And so the plot of the performance is omitted.
Changing NFR. During training, the LMS lter has little immunity against large outliers. The neural network is less susceptible to noise due to the inherent limiting of the the logistic non-linearity. Performance of the two lters varies as a function of the training time as well. Up to NFR = 4.0, the LMS lter outperforms the neural network. Figure 3 compares the performance of these two adaptive lters after 3000 trials. The decorrelating detector performance o ers a point of reference.
It is interesting to compare the di erence in performance between lters trained in no noise and those trained with noise. The results are intriguing because the two lters have di erent relative performances depending on whether the training was performed in noise or not. Further investigation has shown that the LMS lter converges more rapidly than the neural network. 
CONCLUSIONS
In this paper we have considered di erent ltering techniques for single user demodulation in a multiuser channel. In particular, it was shown that the single layer perceptron converges to optimal weights for the noiseless multi-user case; convergence holds for synchronous and asynchronous transmission. In addition, a new proof of convergence based on classical Lyapunov techniques was introduced. Preliminary work on the problem of showing convergence in additive noise has been presented.
In addition, the performance of these algorithms was investigated through simulations to determine the probabilities of error under di erent channel conditions. The performances of the matched lter single user receiver and the decorrelating detector were included as points of reference for comparison with the other lters.
Absolute statements about the optimality of any one of these adaptive lters over the others are impossible to make at this time. Although the neural network has a slower convergence rate, it is less affected by additive Gaussian noise. As a function of SNR, the LMS lter and the neural network have similar performance; this is also true for moderate NFR. So although de nitive statements cannot be made about the overall performance of these lters, it is patent that there are other options to a neural network for getting good performance in the multiuser scenario.
