Abstract. We make explicit Poincaré duality for the equivariant K-theory of equivariant complex projective spaces. The case of the trivial group provides a new approach to the K-theory orientation [3] .
Introduction
In 1 well behaved cases one expects the cohomology of a finite complex to be a contravariant functor of its homology. However, orientable manifolds have the special property that the cohomology is covariantly isomorphic to the homology, and hence in particular the cohomology ring is self-dual. More precisely, Poincaré duality states that taking the cap product with a fundamental class gives an isomorphism between homology and cohomology of a manifold.
Classically, an n-manifold M is a topological space locally modelled on R n , and the fundamental class of M is a homology class in H n (M). Equivariantly, it is much less clear how things should work. If we pick a point x of a smooth G-manifold, the tangent space V x is a representation of the isotropy group G x , and its G-orbit is locally modelled on G × Gx V x ; both G x and V x depend on the point x. It may happen that we have a W -manifold, in the sense that there is a single representation W so that V x is the restriction of W to G x for all x, but this is very restrictive. Even if there are fixed points x, the representations V x at different points need not be equivalent. It is therefore not clear even in which dimension we should hope to find a fundamental class. In general one needs complicated apparatus to provide a suitable context [6] , and ordinary cohomology is especially complicated. Fortunately, particular examples can be better behaved.
The purpose of the present paper is to look at the very concrete example of linear complex projective spaces: these are not usually Wmanifolds for any W , but we observe that in equivariant K-theory there 2.3. Spanier-Whitehead duality. Using function spectra we may define the functional duality functor DX = F (X, S 0 ) on G-spectra X. When restricted to finite G-spectra, the natural map X −→ D 2 X is an equivalence, and one may give a more concrete description: if X is a based G-space which embeds in the sphere S 1⊕V , we have
where we have supressed notation for the suspension spectrum. The formal properties of the category of G-spectra give a useful statement relating homology and cohomology.
Lemma 2.4 (Spanier-Whitehead duality [11, III.2.9] ). If X, Y are finite G-CW -spectra and E is a G-spectrum, then
where λ r V denotes the r th exterior power of V .
It is not hard to verify from the explicit form of the change of groups isomorphisms that the restriction maps in homology and cohomology are represented in the following sense.
Provided we restrict to cohomology theories E * G and manifolds M so that the modules E Gx * (S Vx ) that occur in this way are free on one generator, we may copy the classical definitions. 
for any G-spectrum X. Note in particular that this means E * G (S V ) is a free E * G -module on one generator.
(ii) Let M be a smooth G-manifold of dimension n, and let E * G (·) be a complex stable cohomology theory. Consider the composite φ Gx below. The maps labelled (i), (ii), (iii) are the corresponding isomorphisms of Lemma 3.1, φ is the change of group isomorphism (Lemma 2.2) and
is the map induced by G-inclusion of the G-pairs (M, ∅) . Let E be a commutative ring Gspectrum with multiplicative structure µ, and let X be a G-CWcomplex. The cap product E *
is defined by setting c ∩ h to be the composite 
given by capping with the fundamental class, precisely
Proof. The classical proof (see, for example, [8, §26] ) proceeds by showing that (−) ∩ [M] induces an isomorphism on larger and larger subsets of M, starting from a point, and using Mayer-Vietoris sequences and excision. The only difference in our case is that we must start with a G-point, in other words the orbit Gx for x ∈ M. By definition, the fundamental class provides exactly this input. 
and the following fundamental result of Atiyah and Segal [13] . Theorem 4.2. Let G be a compact Lie group. Suppose N is a normal subgroup which acts freely on the G-CW -complex X. Then the quotient
Applying K * G×T (−) to (4.1) and appealing to Theorem 4.2 gives the long exact sequence
.
Proof. We claim that the long exact sequence above gives a short exact sequence
G×T and, by definition of the Euler class, Im(ψ) is the ideal generated by χ(V ⊗ z). The fact that multiplication by the Euler class is injective in (4.4)
and we observe [2] 
, from which the proposition follows.
When we come to consider homology, the Adams isomorphism takes the role of Theorem 4.2 and we have a subtle dimension shift, viz
Excepting this technical point, we find in a similar fashion a short exact sequence
which ψ is again multiplication by the Euler class.
We now choose a notation which will be convenient for comparing results for projective spaces of different representations in §5.
, where
in the total ring of fractions of R(G × T ).
Proof. Just replace the short exact sequence (4.5) with the isomorphic short exact sequence (4.7)
4.2.
Duality from the Universal Coefficient Theorem. It is convenient to record a simple case of the algebraic relation between homology and cohomology. For any ring G-spectrum E and any G-spectrum Y we have a natural map
In equivariant topology the existence of such a UCT is more than the formality it is non-equivariantly [7] , for a variety of linked reasons. From one point of view, the issue is that on the one hand the usual building blocks of G-spaces are the orbits G/H, whilst on the other E *
is unlikely to be projective. For these reasons, the sort of UCT that exists for formal reasons [10, 9] is based on Mackey functor valued homology and cohomology. Since this does not directly discuss p Y , additional work is required, which relies upon special properties of the cohomology theory, or the group of equivariance, or the space. For K-theory, one does expect a UCT for general G-spaces, but for present purposes we will be content to prove the very special case that concerns us.
Taking E = K, p X gives the first comparison map, and applying Spanier-Whitehead duality to p DX gives the second.
First, we prove that if V is a sum of one dimensional representations the map p X is an isomorphism. The same argument shows p DX is an isomorphism. We argue by induction on the dimension of V . If V is one dimensional then CP (V ) is a point and the conclusion is clear. Now suppose that V = W ⊕α with α one dimensional, and that p CP (W ) is known to be an isomorphism. There is a cofibre sequence
which induces a short exact sequence of free K * G -modules in both homology and cohomology. Since p S W ⊗α −1 is an isomorphism, we conclude p CP (V ) is an isomorphism as required.
This shows that p CP (V ) is an isomorphism for all V if G is abelian, and we now consider the general case. We have a commutative square
Since the left hand vertical is the monomorphism (2.7), it follows that p X is a monomorphism. The same applies to p DX .
We also have a commutative square
The top horizontal is an isomorphism because X is finite, so that the natural map X ≃ −→ D 2 X is an equivalence. The left hand vertical is an isomorphism because K G * (X) is a finitely generated free module. The right hand vertical is p DX , combined with Spanier-Whitehead duality, so that the composite obtained by travelling the square first horizontally, then vertically, is the second comparison map. This shows that the second comparison map is the algebraic dual of p X . Since p X is a monomorphism, duality shows that the second comparison map is an epimorphism, and hence an isomorphism. The first comparison map is dealt with similarly.
Remark 4.9. There is an alternative approach to the duality statement which is perhaps more illuminating from the algebraic point of view. Writing R = R(G) and S = R(G × T ), and χ = χ(V ⊗ z) we calculated the homology
from the short exact sequence arising from the sequence of G × T - which corresponds to Poincaré duality. By contrast with topology, from the algebraic point of view, it is the UCT that is the more subtle statement, and Poincaré duality that is formal.
4.3.
The fundamental class. The following identification of the fundamental class is the key result of the paper.
Theorem 4.10. Let G be a finite group and V a complex representation of G with dim C (V ) = n. Then
We break our proof into convenient pieces as follows. For brevity we write V z for V ⊗ z, etc.
Lemma 4.11. The notation is compatible with restriction, in the sense that for any subgroup H of G, we have Res
Proof. If we use 4.5 to say K G 0 (CP (V )) = R(G × T )/(χ(V z)) the element 1/χ(V z) corresponds to the unit of R(G × T ). The lemma simply states that the restriction of the unit in R(G × T ) is the unit in R(H × T ).
Proof. The point x represents a line in V , and since it is fixed, this is a 1-dimensional representation α of G, and we have V ∼ = W ⊕ α for some W . Thus
so we are required to prove that K 
Lemma 4.13. Under the hypothesis of Lemma 4.12, i
Gx * (
Proof. We work in cohomology, where the module structure is transparent, and the result in homology follows via duality. Our proof now amounts to showing that the action of z ∈ R(G×T ) on K 0 G×T (S(V z), S(W z)) is the same as that of α −1 ∈ R(G). We have an equivalence
and writing κ = ker (αz) we have S(αz) ∼ = (G × T )/κ so we may work in K 0 κ (S W z ). Finally, we identify κ with G by the isomorphism
The result now follows by considering the commutative diagram
in which m is the module structure.
Lemma 4.14.
, we have a commutative diagram (4.15)
Proof. Commutativity of the left hand squares in the diagram is obvious by naturality. For the right hand square, use Lemma 3.1 to write out the isomorphism (3.2) in full.
Proof of Theorem 4.10. Equivariant Bott periodicity means that we can work everywhere in degree zero. Let x ∈ CP (V ). Suppose x has isotropy H ≤ G. By Lemma 4.14 it suffices to show that (i
) is a generator. Now Lemma 4.11 allows us to use Lemma 4.13 to complete the proof.
5.
Calculations with the fundamental class 5.1. The abelian world. For the time being, let us impose the restriction that G be a finite abelian group A. Given an n-dimensional complex representation V of A, we can write V = α 1 ⊕ · · · ⊕ α n for one dimensional summands α i . Following [5] we choose a complete flag (5.1)
in which V i /V i−1 = α i . This choice gives rise to an R(A)-basis
We write {β
The fundamental class is given by . We refer to [14, Proposition 3.5.13] for details. Furthermore, in [14] it is shown directly that taking the cap product with β 0 + · · · + β n−1 gives a duality isomorphism.
Proof of Theorem 5.2. It suffices to prove the result if A is the n-torus T n and V = z 1 ⊕ · · · ⊕ z n , where z i (λ 1 , . . . , λ n ) = λ i . This is because the pullback of z 1 ⊕ · · · ⊕ z n along the homomorphism α :
The proof proceeds by induction on n = dim C (V ). The initial step is obvious, so now suppose the theorem holds for representations of dimension smaller than n > 1. For 1 ≤ i ≤ n, we have T n -inclusions
and we write
Writing −, − for the Kronecker pairing we have
In the final step of (5.5), we use the inductive hypothesis for 0 ≤ i ≤ n − 2, and for i = n − 1, the fact that y z 1 y z 2 · · · y z n−1 = 0. Similarly, one finds that
Taking a linear combination of (5.6) and (5.7), we find
We now simplify the left hand side, using the fact that
and similarly for (j n−1 ) * (ι n−1 ). Since
,
The result follows, since 1 − z n−1 z −1 n is not a zero divisor in R(T n × T ).
5.2.
The non-abelian world. The proofs of §5.1 break down in the non-abelian case because V may not have a decomposition into onedimensional representations and we cannot choose a flag as in (5.1).
is always a basis for K 0 G (CP (V )). (Whereas the construction of §5.1 gives a basis for any complex orientable theory, the fact that B gives a basis is a special feature of K-theory). We write {β 
Proof. We use Lemma 5.10 to see that Res for each H ≤ G. Taking the product over cyclic subgroups, and using (5.9),
).
The theorem now follows from the injectivity of Res 
Notation 5.12. We define a pairing ⌈−, −⌉ :
. Theorem 5.13. The pairing
is perfect, and the corresponding isomorphism
Proof. One can show directly that ⌈−, −⌉ is perfect in the abelian case, but it is far more satisfactory (and general) to observe that the map
in which x ∩ ξ −→ (y −→ xy, ξ ), is capping with ξ ∈ K G 0 (CP (V )) -in other words ∩ ξ (x) = x ∩ ξ. This is easily verified, using Lemma 4.8 and the definition of the cap product.
Examples
We conclude by explaining how to compute the pairing ⌈−, −⌉ of Notation 5.12 for any CP (V ). We make the results explicit in dimensions ≤ 4.
As observed above,
, and we use the basis {1, y, y 2 , . . . , y n−1 } if V is of dimension n, where y = 1 − z. As described above ⌈a, b⌉ = ε(ab) where ε(a 0 + a 1 y + · · · + a n−1 y n−1 ) = a 0 + a 1 + · · · + a n−1 ∈ R(G).
Given s ≥ 0, we therefore need to find expressions for y n+s in terms of the basis: in fact if
we will find recursive formulae for λ s j , and then
We first apply the splitting principle to obtain a formula for χ(V z) in terms of y, and we use notation suggested by the theory of equivariant formal group laws. Indeed if α is one dimensional,
where
where we have used the elementary symmetric polynomials
Since the σ j are symmetric, the coefficients can be expressed in terms of exterior powers. Explicitly, writing V * for the dual representation of V , we have the formula Then we find ε(y n ) = 1 − det(V ) −1 .
Similarly, ε(y n+s+1 ) = ε(y n+s ) − λ 
Pairing for dim V = 4
