A possible mechanism for generating Mixed Mode Oscillations is based on an appropriate S-shaped structure, which graphs the relation between the parameter and the collection of periodic oscillations existing for particular parameter value in the product of parameter and phase spaces. This natural scenario should be supplemented by simple and constructive criteria of existence, and methods of localization, of such S-shaped structures. These criteria are the main focus of the paper. From another perspective, in the heart of any mechanism generating Mixed Mode Oscillations, one can identify a low dimension system with a number of stable self-oscillatory modes. In the last part of the paper a general approach to existence of ensembles of stable self-oscillations in two-dimensional systems, which looks promising in this context is described.
Introduction
During the last decade significant attention has been paid to the Mixed Mode Oscillations (MMO), whose characteristic feature is a regular alternation of large and small magnitude oscillations in the observed time series. This phenomenon plays an important role in chemical, biological and industrial applications. Identification and thorough investigation of general scenarios leading to this phenomenon is important from both theoretical and practical perspectives.
One natural scenario may be informally described as follows. The system is treated as a parametric control system with an object and a feedback loop. The object is a dynamical system with a finite dimensional state containing one parameter; the object's dynamics, for a given value of the parameter, are described by a differential equation. The feedback adjusts the value of parameter in terms of the current value of the state of the object. An essential feature of the object is coexistence (for a range of parameter values) of two different stable oscillatory modes; this situation is often referred to as bi-or multi-stability. The role of the feedback is to ensure a regular, nearly periodic, switching between the aforementioned periodic modes. The simplest mechanism here is based on an appropriate S-shaped structure, which graphs the relation between the parameter and the collection of periodic oscillations existing for particular parameter value in the product of parameter and phase spaces. This scenario is natural and theoretically satisfactory. To be useful in practice, it should be supplemented by simple and constructive criteria of existence, and methods of localization, of such S-shaped structures. These criteria are the main focus of the paper.
In this paper we make methodological remarks concerning existence of MMO. Our starting point is a well known analogy between MMO and relaxation oscillations. It is instructive to keep in mind a specific example:
where g has the totality of zeros as shown by the solid line in the Fig. 1 , also indicating the sign of g. The solid line is thus the slow manifold of the system. This system exhibits a nearly periodic series of switchings between two horizontal branches of the slow manifold. The dynamics has thus two distinct phases: during one the energy is stored up slowly; during the other the energy is discharged much more quickly when one of the critical thresholds, x = α or x = β, is attained. If switching between two steady-states, as in this example, is replaced by switchings between two, or more, modes of stable periodic (or nearly periodic) oscillations, then one observes the MMO-like behavior: this simple mechanism is described, for example, in [1] .
The key feature of relaxation oscillations is the existence of a non-local S-shaped slow manifold. It is therefore tempting to link MMO to the existence of a non-local S-shaped "slow branch of self-oscillations". To be more definite, let us consider an autonomous 
with a polynomial L(p) = a 0 p ℓ + a 1 p ℓ−1 + · · · + a ℓ of degree ℓ ≥ 3. Suppose that this equation has isolated cycles x(t) depending on λ, which we visualize as a curve in the plane (λ, x C ). Moreover, suppose that equation (1) possesses an S-shaped branch of cycles, that is the curve obtained has the shape presented in Fig. 2 . This curve consists Figure 2 : S-shaped continuous branch of cycles with two fold bifurcations at λ = λ ℓ and λ = λ r : x = x C is the amplitude of the cycle; stable parts of the branch are shown in bold. of three parts: the lower and the upper branches contain stable cycles, they are drawn bold on Fig. 2 , and the intermediate part contains unstable cycles. Let the parameter λ oscillate slowly between λ − and λ + (say, put 2λ = (λ − + λ + ) + (λ + − λ − ) sin(εt), ε is small) and consider a solution x of the resulting non-autonomous equation. Since cycles on the lower branch of the curve Γ are stable, the solution x should follow closely the cycle of the autonomous system, lying on this branch, on the time scale t. On the time scale εt, the attracting cycle will vary slowly, following the change of the parameter λ.
As λ = λ(t) reaches the value λ r , the solution x switches to the stable cycle on the upper branch of the curve Γ. Then it slowly follows this branch until λ reaches the value λ ℓ , where it switches back to the lower stable branch of Γ, etc. The switches between the two stable branches of Γ account for the switches between the two oscillation regimes with the sudden (on the εt time scale) change of frequency and amplitude. The slow forcing of λ can be replaced in this scheme by a feedback, which couples equation (1) with another equation, say of the formλ = εg(x, λ), ensuring that the parameter λ oscillates slowly between λ − and λ + . The actual form of g does not matter in the context of this paper. It is enough to ensure that
where x − (t, λ) is the periodic solution of (1) on the lower stable branch of Γ, x + (t, λ) is the periodic solution on the upper stable branch, and T − (λ), T + (λ) are periods of these solutions.
The above link between MMO and S-shaped curves of cycles is fruitful only if supplemented with robust and constructive criteria for the existence of those curves. Such criteria are the focus of this paper. We combine a proper extension of our former results on continuous branches of cycles born via Hopf bifurcations (the global branches connecting an equilibrium and infinity [2] ) with theorems on the existence of multiple cycles for a given parameter value. This allows us to establish the existence of the S-shaped curve of cycles topologically, using asymptotical properties of the systems considered. This approach will be discussed in the next two sections.
From another perspective, in the heart of the above mechanism generating MMO, one can identify a low dimension system with a number of stable self-oscillatory modes, while the role of other variables is to ensure that those stable modes lay on some S-shaped manifolds. In the last section we draw the reader's attention to one general approach to existence of ensembles of stable self-oscillations in two-dimensional systems, which looks promising in this context.
S-shaped branches of cycles
A simple picture underpinning and illustrating the results of this section is the following. Suppose that for λ < λ 0 equation (1) has a globally stable equilibrium at zero, which, at λ = λ 0 , loses stability via the supercritical Hopf bifurcation. Hence, there is a branch of small stable cycles for λ > λ 0 . Let, for some λ ∞ > λ 0 , the Hopf bifurcation at infinity occur, and let the system be globally unstable for λ > λ ∞ , i.e. any non-zero solutions tend to infinity. Under appropriate conditions, in this situation, there is a continuous branch of cycles connecting the Hopf bifurcation points at the zero equilibrium and infinity for λ 0 < λ < λ ∞ . If, for some λ * ∈ (λ 0 , λ ∞ ), the equation has 3 cycles, then we may expect that this branch is S-shaped.
We consider equations of the form
We consider equation (2) for a fixed value of the parameter q > 0, while λ ranges over an interval [λ − , λ + ]. Assume that f satisfies f (0) = 0, hence (2) has a zero solution for all λ. Furthermore, suppose that f is globally Lipschitz continuous:
and has finite derivatives at zero and at infinity, which are different:
We assume that α 0 > α ∞ and λ
and that the polynomial L has a pair of pure imaginary eigenvalues ±iw 0 with
, where M is a polynomial of degree ℓ − 2. Let us also suppose that the following non-resonance and transversality conditions
hold. Relations (4) and (5) imply that λ 0 = −α 0 q is a point of the Hopf bifurcation from the zero for equation (2) , and λ ∞ = −α ∞ q is a point of the Hopf bifurcation from infinity in the sense of [3, 4] . If Im M (iw) = 0 for all w > 0, then λ 0 and λ ∞ are the only Hopf bifurcation points from zero and from infinity, respectively. The main case of interest for us is when M (p) is a Hurwitz polynomial and Im M (iw 0 ) < 0, which implies that the zero equilibrium loses stability via the Hopf bifurcation at the point λ = −α 0 q while λ increases. Set
Relations (4) imply Φ(0) :
Theorem 1. Let for some λ ∈ (λ − , λ + ) and some w + > w − > 0 (w 0 ∈ (w − , w + )) the relations min
hold. Let, in addition,
for some r + > r − > 0, and
Then for this particular value of λ equation (2) has a cycle x = x(t) of a period 2π/w with w ∈ (w − , w + ) satisfying
The next corollary ensures co-existence of multiple cycles for a fixed λ.
Corollary 1.
Suppose that there exist numbers r M > r m > 0 such that
and that the values
Let for some interval (w − , w + ) ∋ w 0 with w − > 0 and for λ = λ c := −q(α m + α M )/2 relations (8) -(10) and
hold. Then for each λ sufficiently close to λ c equation (2) has at least three cycles x k : these cycles and their periods 2π/w k satisfy w k ∈ (w − , w + ) and
where the boundsr M >r m > 0 are defined bỹ
If there exizt λ m , λ M such that
and for some interval [w
then for λ = λ m equation (2) does not have 2π/w-periodic cycles with
and for λ = λ M it has no 2π/w-periodic cycles with
The existence of numbersr M ,r m satisfying (17), (18) follows from continuity of the function Φ and relations (14).
We say that equation (2) (2) with λ = λ(r) has a non-stationary periodic solution x r = x r (t) with the period 2π/w(r), the function x r (t/w(r)) depends continuously on r in the space C(0, 2π), and
We say that a continuous curve of cycles is S-shaped if there are numbers 0 < r 0 < r
and the function λ(r) is not monotone on the segment
. Therefore, if λ changes monotonically from λ in to λ end (or from λ end to λ in ) and the point (r, λ) is always on the graph of the continuous curve λ(r), then r must have jumps, because λ(r) is non-monotone on [r 0 , r 0 ]. These jumps account for switching between oscillation modes.
Set
where
and
and let the function (7) satisfy the estimate
where the set Ω ρ is defined by (28), (29). Suppose that
with ν(·, ·) defined by (26), (27). Then equation (2) has a continuous curve of cycles with (λ(r), w(r)) ∈ Ω ρ for all r > 0 and with
Moreover, all cycles of equation (2) with (λ, w) ∈ Ω ρ belong to this curve.
Relations λ − < 0 < λ + , w ′ < w 0 < w ′′ and (30) imply that ρ > 0, and the set Ω ρ is non-empty. Therefore, combining Corollary 1 and Theorem 2, we obtain the following result. 
Then equation (2) has an S-shaped continuous curve of cycles with Corollary 2. Relations (13), (14) imply that equation (2) has an S-shaped continuous curve of cycles for each sufficiently small q > 0.
Theorem 3 provides one with an algorithm to obtain a lower bound for the range 0 < q ≤ q 0 of the values of the parameter q for which an S-shaped curve of cycles exists. In examples, such a bound is of the same order as coefficients of the polynomial L and the value of the Lipschitz coefficient K of the nonlinearity f .
An example of equation to which Theorem 3 can be applied is −x ′′′ − x ′′ − x ′ − x = qf (x) + λx with w 0 = 1 and M (p) = −p − 1. Fig. 4 shows a typical graph of the function Φ satisfying conditions (13), (14) of Theorem 3. This particular function Φ is generated by the nonlinearity f (x) = x(1 − |x|)(3 − |x|)(20 − |x|)/(40 + |x| 3 ) with α 0 = 1.5 with α ∞ = −1. Fig. 5 shows the corresponding curve of cycles obtained numerically for the
Generically, the function Φ is S-shaped whenever the function f (x)/x is, provided that the two humps of f (x)/x are wide and large enough; then this shape is inherited by the curve of cycles, for some range of q at least, according to Theorem 3 and Corollary 2. Natural simple examples are delivered by piecewise linear continuous functions f .
The graphs of f and Φ can have more than two 'U-turns', in which case coexistence of more than two stable cycles of equation (2) is possible for some range of λ: this can lead to switching between multiple oscillation modes when λ changes slowly to and fro as a function of t or x, as discussed in the introduction. We consider the simplest mechanism of such switching, requiring further assumptions to make it work, which basically mean that the dynamics of the system is simple. In this way, we assume that the fold bifurcation is the only scenario responsible for the change of stability of the cycle on the S-shaped curve and that basins of attraction of the stable branches of this curve stretch to the fold points to ensure switching between these branches (for example, the cycle on the stable branches is globally stable to the left from λ ℓ and to the right from λ r in Fig. 3) . The above theorems do not imply this: the cycle can possibly change stability via period-doubling bifurcation, Neimark-Sacker bifurcation, etc. If a stable object, say an invariant torus, is born in such a bifurcation then the system may switch to it. Alternatively, the system can switch to a stable cycle separated from the S-shaped curve, or to another attracting object in the phase space, or behave in a more complicated manner. However, the above simple scenario is easily observed in examples.
The results of this section can be extended to equations of the type (2) with the left-hand part, the nonlinearity f and the equilibrium depending on the parameter λ, nonlinearities containing derivatives of x, and more general systems of differential equations. 
Proofs

Proof of Theorem 1
We scale the time in the system using the transformation t → wt to obtain
where the new parameter w > 0 is the unknown frequency of the cycle. We now look for 2π-periodic solutions x(t) of (37): if such a solution exists for some w > 0, then equation (2) has a cycle of the period 2π/w. Because in our setting the linear term of (37) dominates the nonlinearity, the first harmonics of x play a special role. Consequently, we consider the orthogonal projections of a solution x of (37) on sin t, cos t and on the orthogonal complement
to these functions in the space L 2 = L 2 (0, 2π):
Here ·, · L 2 is the usual scalar product in L 2 . Since any time shift x(t + ϕ) of a solution x(t) is a solution of (37) too, the phase can be chosen arbitrarily. Hence, we setr to zero in representation (38), thus extracting one particular periodic solution from the continuum of time shifts. Thus, given λ, we are going to prove the existence of a 2π-periodic solution of the form x(t) = r sin t + h(t) with r > 0, h ∈ E for at least one w > 0.
Consider the orthogonal projections of equation (37) on sin t, cos t and E in L 2 :
by P we denote the orthogonal projector onto the subspace E in L 2 , and (L w − λ)
denotes the inverse of the differential operator L(w d/dt)−λ with the 2π-periodic boundary conditions in E. Condition (8) implies µ(λ, w) = 0 and thus ensures that the operator (L w − λ) −1 , which sends any function u ∈ E to a unique 2π-periodic solution h of the equation L(w d/dt)h − λh = u satisfying h ∈ E, is bounded on the whole subspace E of L 2 , and moreover its norm
is uniformly bounded for all w ∈ [w − , w + ] (however, the norm of the operator (L w − λ)
on the whole space L 2 goes to infinity as λ → 0 and w → w 0 , because L(iw 0 ) = 0). Consequently, the system of equations (39) -(41) with the unknowns r, w > 0 and h ∈ E is equivalent to the 2π-periodic problem for equation (37). We note that both the functions M even (iw) and iM odd (iw) that enter this system are real-valued polynomials of w.
Consider an a priori bound of solutions (r, w, h) of equations (39) -(41). From the relations f (0) = 0 and (3) it follows that |f (x)| ≤ K|x|, hence
Consequently, equation (41) implies
which, due to (42), is equivalent to the following a priori bound for h:
with µ defined by (7). Now, because cos t, f (r sin t) L 2 = 0, equation (40) can be rewritten as −πr(w
Combining this with the estimate
which follows from the Lipschitz condition (3), we obtain
Together with (44), this implies a bound for w − w 0 :
Finally, from equation (39) it follows that
and relations (44), (46) yield an estimate for r:
Let us consider the continuous deformation 
Proof of Corollary 1
Since relations (8) -(10) hold for λ c = −q(α m + α M )/2, by continuity they also hold for all the nearby values of λ. Furthermore, from (15) it follows that relations (11) and (12) 
But for r ≤r M relations (17) imply q −1 λ M + Φ(r) ≥ q −1 λ M + α m > 0, which is opposite to (52). Consequently, the bound r >r M holds for all 2π/w-periodic cycles of equation (2) 
Proof of Theorem 2
By assumption, the function ϕ(w) := Im L(iw) has a non-zero derivative on the interval [w ′ , w ′′ ]. Hence, the inverse smooth function ϕ −1 is defined on the segment J = ϕ([w ′ , w ′′ ]). Furthermore, the real planar map
of the plane (u 1 , u 2 ) is a diffeomorphism. This diffeomorphism maps the set Ω ρ onto the disk D = {(u 1 , u 2 ) : u
. Now, we introduce the new variables u = (u 1 , u 2 ) ∈ D and y = y(t) ∈ E related to λ, w and h by the one to one relations (53) and (L(w d/dt) − λ)h(t) = ry(t) or, equivalently,
where the existence of the bounded operator (L w − λ) −1 for any (u 1 , u 2 ) ∈ D follows from assumption (31), and Q −1 denotes the inverse of map (53). With this notation system (39) -(41) can be rewritten equivalently as
where x(t) = r sin t + h(t) is assigned to u 1 , u 2 , y by formulas (54) and the operator A r for every r > 0 acts in the space R × R × E of triples z = (u 1 , u 2 , y) with the norm z 0 = πu 
is invariant for the operator A r and A r is a contraction on this cylinder.
Contracting property of A r .
Consider two points z j = (u j1 , u j2 , y j ) ∈ B, j = 1, 2, z 1 = z 2 . Let us estimate the norm · 0 of the difference ∆ = A r (u 11 , u 12 , y 1 ) − A r (u 21 , u 22 , y 2 ). Set
From the definition of A r and the equality
it follows that ∆ 0 = qr
Consequently, using the representation
the explicit expressions for the norms of the operators (
and the estimate y j L 2 ≤ b, we obtain
Here the quantity |L(
| is the Euclidean distance | · | e between the points Q(λ 1 , nw 1 ) and Q(λ 2 , nw 2 ). Because the Jacobi matrix of the composition of the maps (
, where DQ(·, ·) is the Jacobi matrix of map (53) and I n = diag {1, n}, it follows that
where | · | e in the right hand side denotes the Euclidean norm of the matrix,
and Q −1 (Γ) is the image of the segment Γ = {(u 1 , u 2 ) = s(u 11 , u 12 ) + (1 − s)(u 21 , u 22 ) : 0 ≤ s ≤ 1} under the inverse of map (53). By direct calculation, we see that
and |DQ(λ, nw)I n (DQ) −1 (λ, w)| e = ν(n, w) with ν defined by (26), (27). Consequently
Combining this relations with (57), we arrive at the bound
If we consider any partition of the segment connecting the points z 1 and z 2 , then a similar bound holds for any element of the partition. Hence, sending the partition mesh to zero and using the fact that Q −1 (Γ) ⊂ Ω ρ , we obtain
This bound, the definition of b, and relation (32) imply that the operator A r is a contraction on the cylinder B with a contraction coefficient a < 1 independent of r.
Invariance of the cylinder B.
Consider a point z = (u 1 , u 2 , y) ∈ B. Let w, λ, h = h(t) and x = x(t) = r sin t + h(t) be defined by (54). From the definition of A r and relation (55), it follows that
This, when combined with (43), implies
and with the use of (56) and y L 2 ≤ b:
.
Since (λ, w) ∈ Ω ρ for each z ∈ B, it follows that
where the right hand part equals b, as the definition of b implies. Hence A r (u 1 , u 2 , y) 0 ≤ b. Relation (33) ensures that b ≤ √ πρ, consequently the ball z 0 ≤ b is contained in the cylinder B, and thus A r (u 1 , u 2 , y) ∈ B for each (u 1 , u 2 , y) ∈ B, i.e., the cylinder B is invariant for the operator A r for each r > 0. Therefore, from the contraction mapping principle it follows that A r has a unique fixed point z * r = (u * 1 (r), u * 2 (r), y * r ) in B for every r > 0. Hence, for each positive r, equation (2) has a cycle x * r = x * r (t) = r sin t + h * r (t) of the frequency w * r for λ = λ * r with (λ * r , w * r ) ∈ Ω ρ , where λ * r , w * r , h * r are related with the components of z * r by formulas (54).
Lipschitz continuity of the branch of cycles.
The local Lipschitz continuity of the curve z * r , 0 < r < ∞, and consequently of the branch of cycles, follows from (3) by the standard argument. Namely, consider the fixed points z * r , z * s ∈ B of A r , A s for any r > s > 0. Since A r is a contraction, A r (z * r ) − A r (z * s ) 0 ≤ a z * r − z * s 0 with a < 1, hence
The definition of A r and relation (55) imply
hence we see from (3) that
and therefore
Here A s (z * s ) = z * s , z * s 0 ≤ πρ 2 + b 2 and, due to (56),
This estimate and estimate (59) imply
which proves local Lipschitz continuity of the curve z * r , r > 0, and completes the proof of the existence of a continuous branch of cycles with (λ, w) ∈ Ω ρ for equation (2) . Now, linearizing equation (2) at zero, we obtain
The assumption that function ϕ(w) = Im L(iw) is strictly monotone on the segment (60) has an imaginary root p = iw with w ∈ [w ′ , w ′′ ] only for λ = −α 0 q. Since the presence of an imaginary root is a necessary condition for the Hopf bifurcation, we conclude that the first of relations (34) holds for our branch of cycles. Similarly, the fact that the characteristic equation L(p) − (q α ∞ + λ) = 0 of the linearization of (2) at infinity has a root p = iw with w ∈ [w ′ , w ′′ ] for a unique λ = −α ∞ q implies the second relation of (34).
Finally, if (u 1 , u 2 ) ∈ D, i.e., Q −1 (u 1 , u 2 ) = (λ, w) ∈ Ω ρ , and z = (u 1 , u 2 , y) is a fixed point of A r , then (58) implies the relation
and hence y L 2 ≤ b. Therefore the fixed point z of A r lies in the cylinder B where A r is a contraction. Thus A r has a unique fixed point with (u 1 , u 2 ) ∈ D and consequently equation (2) has a unique periodic solution x = r sin t + h(t) with (λ, w) ∈ Ω ρ , h ∈ E for each r, i.e. all the cycles with (λ, w) ∈ Ω ρ are included in the above continuous curve. This completes the proof.
Proof of Theorem 3
Consider the continuous curve of cycles with (λ(r), 
Counting di-cycles in 2-D dynamical systems
We consider the system of scalar equationṡ
in the annulus A given by r ≤ x 2 + y 2 ≤ R.
We suppose that the functions f, g are smooth, and that system (62) has no equilibria in the annulus (63). To avoid clumsy notations we also assume that both circles x 2 + y 2 = r, R are invariant and clockwise. We denote by Arg(x, y) the angle between the vector (f (x, y), g(x, y)) and the x-axis up to the set of numbers α+2πk, where α is the angle between the vector (f (x, y), g(x, y)) and the positive direction of the x-axis. Define Arg y = Arg(0, y), r ≤ y ≤ R, and let arg y be the continuous selector of the multi-valued function Arg y satisfying arg r = 0.
Let us denote by M the collection of all cycles of system (62). An ordered pair D = (Γ 1 , Γ 2 ) of neighboring elements of M is called di-cycle (by an analogy to di-pole), if Γ 1 belongs to the interior of Γ 2 , and if those cycles are passed in opposite directions. Let us also define
Finally, let us introduce the number Ind(D) = Spin(D) Sign(D).
Theorem 4.
Ind(D) = (2π) −1 (arg R − arg r). Here the sum is taken with respect to all different di-cycles.
Simple systems
System (62) is called simple if the totality M is finite, and the cycles from M are not tangent to the axis x = 0. It is enough to prove the theorem for simple systems.
We correspond to each cycle Γ the number arg Γ = arg h(Γ) where h(Γ) is maximal intersections of Γ with the axis x = 0. Proof. Consider only the case Sign (D) = 1. Let Γ(t) = (x(t), y(t)) be a solution of (62) such that (x(0), y(0)) is located between Γ 1 and Γ 2 . By the definition the trajectory Γ(t) converges to Γ 2 as t → ∞, and it converges to Γ 1 as t → −∞; moreover, without loss of generality we assume that Γ(t) is not tangent to x = 0 for −∞ < t < ∞. Let us fix τ 0 such that, firstly, x(τ 0 ) = 0, secondly, the interval [arg Γ 1 , arg y(τ 0 )] does not contain numbers of the form 2πk + π/2, and, thirdly, the semi-trajectory Γ + (t) = (x(t), y(t)), t > τ 0 , does not intersect the interval [h(Γ 1 ), y(τ 0 )]. Let us define the sequence τ n , n = 1, 2, . . ., by the equalities τ n = inf{t > τ n−1 : x(t) = 0, y(t) > y(τ n−1 )} and denote y 0 = y(Γ 1 ), y n = y(τ n ). It remains to prove that no one of intervals [arg y n , arg y n+1 ]
contains a number of the form 2πk + π/2. This is evident for n = 0. For n > 0 we consider two cases:
sign f (0, y n+1 ) = − sign f (0, y n )
and sign f (0, y n+1 ) = sign f (0, y n ).
Let, firstly, (65) is valid. We consider the auxiliary curve Γ that consists of the segment Γ with the endpoints (0, y n ) and (0, y n+1 ), and the curveΓ = {(x(t), y(t)) : τ n ≤ t ≤ τ n+1 } . It is convenient to use the parametric representation for Γ: x = x Γ (t), y = y Γ (t), τ n ≤ t ≤ τ n + y n+1 − y n , where
if τ n=1 ≤ t ≤ τ n+1 + y n+1 − τ n , y Γ (t) = y(t) if τ n ≤ t ≤, τ n+1 y n + t − τ n if τ n=1 ≤ t ≤ τ n+1 + y n+1 − τ n .
We denote by arg Γ t some continuous branch of the multi-valued function Arg(x Γ (t), y Γ (t)). By the definition Γ is a Jordanian curve; thus it bounds some domain Ω which does contain the circle x 2 + y 2 = r 2 , therefore arg Γ (τ n+1 + y n+1 − y n ) − arg Γ τ n = 0, which implies [arg y n , arg y n+1 ] = 2πk 0 + [arg Γ τ n , arg Γ τ n+1 ] .
On the other hand, the vector field (f (x, y), g(x, y)) is tangent to the curveΓ, and, therefore, the set [arg Γ τ n , arg Γ τ n+1 ] does not contain the numbers of the form 2πk − π/2. Thus, by (67), the set (64) also does not contain numbers of this form. The case (65) is completed. The case (66) can be considered in the same way, and the lemma is proven.
Calculation of the di-cycle index
Lemma 2. Let D = (Γ 1 , Γ 2 ) be a di-cycle.Then the interval
contains exactly one number ϕ of the form ϕ = 2πk ± π/2.
Moreover, the inequality arg Γ 1 < arg Γ 2 is equivalent to the equation
Ind (Γ 1 , Γ 2 ) = 1, and the inequality arg Γ 1 > arg Γ 2 is equivalent to the equation
Proof. The fact that the interval (68) contains exactly one number of the form (69) follows from Lemma 1, because the cycles Γ 1 and Γ 2 are anti-directed. It remains to prove that, firstly, arg Γ 1 < arg Γ 2 follows either from the relationships 1 and 2 , a di-cycle with the index +1 is corresponded to each 'transition from bottom to top' over a number of the form 2πk±π/2, and a di-cycle with the index −1 is corresponded to each 'transition from top to bottom' over a number of the form 2πk ± π/2. This implies Theorem 4 for simple systems (62). A standard approximation procedures can be now used to prove the theorem in the general case.
