We propose source coding algorithms that use the randomness of a past sequence. The proposed algorithms solve the problems of multi-terminal source coding, rate-distortion source coding, and source coding with partial side information at the decoder. We analyze the encoding rate and the decoding error rate in terms of almost-sure convergence. key words: bits-back coding, lossy source coding, multiterminal source coding, random coding, simulated random coding algorithm, source coding with partial side information at the decoder
Introduction
The aim of this paper is providing an explicit constraction of deterministic mapping of source codes. The algorithm does not need any auxiliary random source. We propose source coding algorithms that use the randomness of a past sequence and analyze the encoding rate and decoding error rate. The proposed algorithms solve the problems of multiterminal source coding, rate-distortion source coding, and source coding with partial side information at the decoder.
Slepian and Wolf [46] introduced the source coding problem for multiple access networks ( Fig. 1 ) and determined the achievable rate region for the lossless source coding. We call this problem the multi-terminal source coding problem. The problem is generalized by Cover [6] , and Miyake and Kanaya [29] . Csiszár [8] proved that there is an optimal linear code for this problem. According to Witsenhausen [54] , there is no truly lossless code achieving the boundary of the Slepian-Wolf rate region. Therefore, we should focus on finding good lossless codes that satisfy either of the following two criteria.
• The decoding error probability should converge to zero as the length of a string tends to infinity. We call these types of codes source codes with arbitrary small decoding error probability. Uyematsu [50] constructed codes using a combination of concatenated codes and linear codes.
• The decoding error rate, which is the number of error letters divided by the length of a string, should converge to zero as the length of the string tends to infinity. This criterion is familiar in the context of convolutional codes. We call these types of codes source codes with arbitrary small decoding error rate. This criterion was introduced by Zhao and Effros [67] in the context of source coding problems for multiple access networks.
The main part of this paper discusses the performance of the algorithm in the sense of the second criterion. The first criterion is discussed in the appendix. The lossy source coding problem ( Fig. 2) , which is also called the rate-distortion problem, was introduced by Shannon [41] and the achievable rate region was determined by Shannon [42] , and Berger [3] . Detailed surveys are given in [4] and [24] . The construction of the universally optimal code was proposed by Ornstein and Shields [37] . This algorithm collects typical sequences and another code construction by Neuhoff and Shields [34] takes the same approach. Lossy string matching algorithms, which are analogous with the Lempel-Ziv '77 algorithm [68] , have been actively studied. Steinberg and Gutman [47] , and Kanaya and Muramatsu [22] studied a case where a database sequence is a past sequence. Koga and Arimoto [25] , Yang and Kieffer [62] , and Łuczak and Szpankowski [27] studied a case where a database sequence has an ideal distribution. The constructions of a universal database were proposed by Muramatsu and Kanaya [32] , and Kontoyiannis [26] . Zhang and Wei [66] proposed a universal code using the 'goldwashing' algorithm which renews the database every time the source block is encoded. Other algorithms, which renew a database at every encoding of blocks, were proposed by Sadeh [40] , and Zamir and Rose [65] . The algorithms derived from lossless data compression algorithms were introduced by Yang and Shen [63] with the KolmogorovChaitin complexity, Yang and Kieffer [61] with the LempelZiv '78 algorithm, Muramatsu and Kanaya [31] [33] , and Yang, Zhang, and Berger [64] with arbitrary lossless data compression algorithms. Some of the above algorithms are universally optimal, where we do not need to know the probability distribution of a source. In this paper, it is assumed that both the encoder and decoder have the knowledge of the probability distribution of a source. The problem of source coding with partial side information at the decoder (Fig. 3 ) was introduced by Wyner and Ziv [58] , and Wyner [55] . The achievable rate region of this problem was determined by Ahlswede and Körner [1] , Gray and Wyner [19] , Wyner [56] [57] , and Miyake and Kanaya [29] . This paper describes its construction.
The proposed algorithms can be called 'simulated random coding algorithms,' because they simulate the random generation of a codebook, which appears in 'random coding arguments.' The algorithms are outlined below.
The sequence is chunked into sub-blocks, which are encoded and decoded separately. The algorithm for coding one sub-block is explained. Figure 4 illustrates the configuration of the encoder and decoder, where arrows shows the data flow. In this figure, it is assumed that there is only one encoder.
The encoder is constructed of a block separator, a buffer, a random number generator, an encoding map generator, an encoding map, and a lossless source encoder. The decoder is constructed of a buffer, a random number generator, a decoding map generator, a decoding map, a lossless source decoder, and a block coupler, where the buffer and the random number generator are the same as in the encoder. The buffers store part of the past sequence, which has been transmitted by using the noiseless source code. Each sub-block is encoded and decoded by the following procedures.
Encoding Algorithm
Step 1: A source output is separated by the block separator into a code generation block and a compressible block.
Step 2: The random number generator transforms the data in the buffer into random numbers, which are used by the encoding map generator to renew the encoding map.
Step 3: The compressible block is encoded into a compressible block codeword by the encoding map.
Step 4: The code generation block is encoded into a code generation block codeword by the lossless source encoder. The buffer is renewed by storing the code generation block and discarding the oldest code generation block.
Decoding Algorithm
Step 1: The random number generator transforms the data in the buffer into random numbers, which are used by the decoding map generator to renew the decoding map.
Step 2: The decoder receives the compressible block codeword and decodes it with the decoding map into the compressible block reproduction.
Step 3: The decoder receives the code generation block codeword and the lossless decoder decodes it into the code generation block. The buffer is renewed by storing the code generation block and discarding the oldest code generation block.
Step 4: The block coupler concatenates the compressible block reproduction and the code generation block, which outputs the reproduction.
The idea of the proposed algorithm is related to 'bitsback coding,' which was introduced by Frey and Hinton [14] [15] and originated with Wallace [52] , and Hinton and Zemel [20] . When a source has a latent variable, the bits-back algorithm uses the auxiliary random data to encodes the source with an average encoding rate with respect to the latent variable. Specifically, the bits-back coding with feedback [13] uses the past sequence as the auxiliary random data. The novel idea described in this paper is that the proposed algorithms assume that a codebook has a latent variable, while the bits-back coding assumes that a source has a latent variable. With the proposed algorithm a randomly generated codebook is regarded as a latent variable and a part of past sequence is used in the generation of the codebook. Intuitively, by renewing the codebook after encoding the source blocks, the decoding error rate achieves the average error probability of random coding arguments, which tends to zero as the length of a string tends to infinity. The contribution made by this work is to provide a solution to the problems described below and thus realize these algorithms.
• In the bits-back coding, both the encoder and decoder should have a synchronized random sequence. However, with the above source coding settings, there is inevitable distortion between the source output and the reproduction. It is unclear how to obtain synchronized random sequences with the above settings.
• In random coding arguments, we need random numbers with ideal distribution. It is unclear how the error of random number generation effects the decoding error rate.
To solve the first problem, the source output is separated into the synchronized random sequence part and the optimally compressed sequence part. Random sequence synchronization is obtained by encoding with a truly lossless source code. To solve the second problem, close random coding arguments are presented that consider the effect of the difference between the available randomness and the ideal randomness. Oohama [35] [36] evaluated the precision of random number generation measured by the variational distance. However, their results are not used directly in our analysis. Universal lossless source coding algorithms based on string matching, which is originated from Ziv and Lempel [68] , can be treated as a variant of the proposed algorithm, and this topic is discussed in Sect. 6. The construction of a lossy source coding algorithm is related to algorithms proposed in [25] , [62] , and [27] , where ideal distributions of random numbers are required. The gold-washing lossy source coding algorithm [66] also uses random numbers, where the construction of the database is different from the proposed algorithm and ideal distributions of random numbers are required. Lossy source coding algorithms presented in [47] , [22] , [40] , and [65] use the sequence in the past, where the construction of the database is different from that of the algorithm proposed here. This paper is organized as follows. Section 3, 4, and 5 describe the algorithm for the multi-terminal source coding, the lossy source coding, and the source coding with partial side information, respectively. Section 6 discusses the relation between the proposed algorithm and universal lossless source coding algorithms based on the string matching. The proofs of the theorems are presented in Sect. 7. In Appendix A, a code with arbitrary small decoding error probability is constructed from a code with arbitrary small decoding error rate. In Appendix B, the achievable rate regions are presented for the multi-terminal source coding and the source coding with partial side information at the decoder, where the criterion of lossless codes is given by arbitrary small decoding error rate.
Preliminary
This section presents notations that appear in subsequent sections.
We denote the complement of a set A by [A] c , the difference set when a set G is subtracted from a set F by F −G, and the cardinality of a set A by |A|. Let X, Y, and Z be a finite set. We define B ≡ {0, 1} and
Let B X (x) ∈ B log 2 |X| be the binary representation of x ∈ X. Similarly, we define the binary representation of
, and Z be random variables. Let µ X be the probability distribution of random variable X and
The entropy of X is defined by
We define the entropy of joint random variable XY by 
The empirical distribution ν x n of x n ∈ X n is defined by
n for a ∈ X, where N(a|x n ) denotes the number of a in x n . The conditional empirical distribution ν x n |y n of (x n , y n ) ∈ X n ×Y n is defined by a distribution that satisfies
The functions ζ(α, γ) and λ(α, k) are defined for 0 < α < ∞, γ > 0 and k by ζ(α, γ) ≡ γ − 2γ log 2 2γ α ,
Finally, the reminder of i divided by n is denoted by i%n, 0 ≤ i%n ≤ n − 1, where i is allowed to be represented by the binary notation.
Multi-Terminal Source Coding Algorithm
In this section, we construct an algorithm for the multiterminal source coding of correlated sources X and Z (Fig. 1) .
We assume that (R X , R Z ) satisfies
Let
| − 1 be an arbitrary oneto-one mapping. Performance analysis does not depend on the choice of ξ X,k . For example, the arithmetic coding algorithm [39] can be used to construct ξ X,k and ξ
The function π k is constructed as follows. Roughly speak- 
are also defined similarly to ξ X,k and π k , respectively.
We divide
) into non-overlapping q k sub-blocks with length k + 2. The components x(i) ∈ X 2 and x(i) ∈ X k , i ∈ I of a sub-block are defined by
Similarly, we define z(i) ∈ Z 2 and z(i) ∈ Z k , i ∈ I. We assume that both the encoder of X and the decoder have a buffer
for 
Algorithm for Encoding X
Step E1:
Step E4: If i = 0, then go to Step E5. Otherwise, go to Step E2.
Step E8: If i = q k − M k , then the encoding is completed.
Otherwise, go to Step E5.
Similarly, we define an algirithm for encoding Z.
We assume that the decoder has bins
Similarly, the decoder has bin
Step D1:
They are losslessly decoded.
Step D3: Let i ← i + 1.
Step D4: If i = 0, then go to Step D5. Otherwise, go to
Step D2.
Step D5: Receive the codeword encoded in Step E5 from both encoders and reproduce x(i) and z(i), which are losslessly decoded.
Step D6: Receive the codeword encoded in Step E6 from both encoders and let r and r be the reproduced in-
has a unique element then let this element be the reproduction of (x(i), z(i)). Otherwise, let an arbitrary
It should be noted here that (x(i), z(i)) may be incompletely decoded.
Step D7: Let i ← i + 1.
Step D8:
Otherwise, go to Step D6.
For a pair of source outputs (
) be the total encoding length of encoders for X and Z, respectively. We denote the number of decoding error letters by
). Then we have the following theorem.
Theorem 1. Let X and Z be the correlated stationary memoryless sources that satisfy (1)-(3). Then
almost surely.
We prove the theorem in Sect. 7.1. Remark 1. The constructed code can be extended to a code with arbitrary small decoding error probability. This topic is described in Appendix A. Remark 2. In Appendix B, we determine the rate region of the multi-terminal source coding with arbitrary small decoding error.
Lossy Source Coding Algorithm
In this section, we discuss the lossy source coding problem (Fig. 2) . We assume that a distortion function ρ :
We fix a joint distribution p YZ (y, z), y ∈ Y, z ∈ Z of random variables Y and Z that satisfies I(Y; Z) > 0. We assume that both the encoder and decoder know p YZ (y, z).
We encode the output of Y at rate R Y ≡ I(Y; Z).
where
. The function σ k is constructed as follows. Roughly speaking, the set T is mapped into some pre-defined element
) into non-overlapping q k sub-blocks of length k + 1. The components y(i) ∈ Y and y(i) ∈ Y k , i ∈ I of sub-block are defined by
Finally, we assume that both the encoder and the de-
is a permutation of letters in u.
Encoding Algorithm
Step E3: Let i ← i + 1.
Step E5: Transmit B Y (y(i)) to the decoder.
Step E6: Let ψ k (y(i)) ∈ J k defined by
bits to the decoder.
Step E7: Let i ← i + 1.
Decoding Algorithm
Step D2: Receive B Y (y(i)) * B Y (y(i)) and reproduce y(i) * y(i), which is losslessly decoded.
Step D5: Receive the codeword encoded in Step E5 and reproduce y(i), which is losslessly decoded.
Step D6: Receive the codeword encoded in Step E6, and let j ∈ J k be the reproduced index. Let z(u(i), j) be the reproduction of y(i).
Step D8: If i = q k − M k , then the decoding is completed.
Otherwise, go to Step D5.
) be the total number of bits needed to encode y q k [k+1] . We denote the distortion between y
and the reproduction by d(y q k [k+1] ). Then, we have the following theorem.
Theorem 2. For any probability distribution p YZ which satisfies I(Y; Z)
lim sup
We prove the theorem in Sect. 7.2. According to the rate-distortion theory, there is a tradeoff between encoding rate and distortion. The optimal pair (R, D) of rate and distortion is on the curve defined by the following functions Remark 3. When {z(u, j)} j∈J k is generated by a random number generator with distribution p Z the modified algorithm is the one proposed by Koga and Arimoto [25] , Yang and Kieffer [62] , and Łuczak and Szpankowski [27] . In our construction, {z(u, j)} j∈J k is generated using the past sequence and we prove that the overhead costs can be negligible when we use a random number generator with distribution p Y instead of p Z . That is the difference between our and their results.
Source Coding Algorithm with Partial Side Information at the Decoder
In this section, we construct the source coding algorithm, which encodes the output of a source Y as partial side information at late R Y , encodes the output of a source X at R X , and reproduces X (Fig. 3 ). We fix a joint probability distribution p XYZ (x, y, z), x ∈ X, y ∈ Y, z ∈ Z of random variables X, Y, and Z that satisfies the following conditions.
•
We define
) into non-overlapping q k sub-blocks of length k + 2. For each i ∈ I, the components
Finally, we assume that both the encoder of X and the decoder have a buffer
by (6) . We also assume that both the encoder of Y and the decoder have a buffer Step E1:
Algorithm for Encoding Y
The encoder of Y is almost the same as the encoder constructed in Sect. 4.
to the decoder.
Decoding Algorithm
Step D2: Step D4: If i = 0, then go to Step D5. Otherwise, go to
Step D5: Receive the codeword encoded in Step E5 of both encoders and reproduce x(i) and [y(i)] 2 , which are losslessly decoded.
Step D6: Receive the codeword encoded in Step E6 of both encoders. Let r be the reproduced index that is transmitted by the encoder of X. Let j ∈ J k be the reproduced index that is transmitted by the encoder of
, r) be the reproduction of x(i). It should be noted here that x(i) may be incompletely decoded.
Otherwise, go to Step D5. (19) . Then
We prove the theorem in Sect. 7.3. In general, there is a trade-off when choosing the pair of the rates, R X and R Y . The optimal pair (R X , R Y ) is on a curve defined by the following functions Remark 4. Tishby, Pereira, and Bialek [48] proposed an approximate algorithm for finding p XYZ such that the encoding rate pair is on the curve
Remark 5. The constructed code can be extended to a code where the decoding error probability tends to zero as the length of string tends to infinity. This topic is covered in Appendix A.
Remark 6. In Appendix B, we determine the rate region of the source coding with arbitrary small decoding error.
Interpretation of Universal Lossless Sorce Coding Algorithms Based on String Matching
In this section, we provide an interpretation of universal lossless source coding algorithms based on the string matching as a simulated random coding algorithm. We apply the lossy source coding algorithm proposed in Sect. 4 to universal lossless source coding in the following. Let
We divide y q k k into non-overlapping q k sub-blocks of length k. Sub-blocks y(i) ∈ Y k , i ∈ I are defined by
We assume that both the encoder and decoder have a
Encoding Algorithm
Step E2: Transmit B Y (y(i)) to the decoder.
, encode the least of such t in log 2 t + 2 log 2 log 2 [t + 1] bits by using the Elias binary encoding of integers [11] and transmit the encoded data with the prefix 0. Otherwise, transmit B Y (y(i)) with the prefix 1.
Step E6: Let i ← i + 1.
Step E7: If i = q k − M k , then the encoding is completed.
In the above algorithm, the database u (i) corresponds to a past sequence. An identity map is used while σ k is used in Sect. 4. An overlap is allowed to find the exactly matching sequence in this algorithm, while no overlap is allowed in Sect. 4. The renewal of the database in Steps E3 and E6 of the above algorithm corresponds to the addition of the last encoded block and the deletion of the oldest block in the database, which is a component of coding algorithms based on string matching. The Elias binary encoding of integers realizes a fixed-to-variable length code and a 1 bit prefix is used to synchronize the database.
Decoding Algorithm
Step D2: Receive B Y (y(i)) and reproduce y(i), which is losslessly decoded.
Step D5: Receive the encoded data in Step E5. If the first bit is 0, reproduce the index t from the following bits and let [u (i)]
be the reproduction of y(i) If the first bit is 1, reproduce y(i) from the following B Y (y(i)). In any case, y(i) is losslessly decoded.
Step D6: Let i ← i + 1.
Step D7: If i = q k − M k , then the decoding is completed.
It should be noted here that the distribution p YZ is not given in advance because we let Z ≡ Y, and
, and H(Y) are not used in the above algorithms while they are used in Sect. 4.
We have the following theorem.
Theorem 6.
Let L Y (y q k k ) be the total number of bits needed to encode y q k k . Then [38] . We offer another proof of the theorem based on the proposed method in Sect. 7.4. Our proof provides us with an interpretation of these algorithms as a simulated random coding algorithm.
Proof of Theorems
Before proving the theorems, we prepare the following lemmas for a set of typical sequences. Let T k X,γ ⊂ X k and
For 0 < α < ∞, 0 < β < ∞, γ > 0, and γ > 0, let ζ (α, β, γ, γ ) be defined by
Proof. The proof is due to [49, Theorem 2.6]. The lemma can be proved directly from the fact that
where e is the base of the natural logarithm (see [7, Lemma 12.6 .1]).
Lemma 2. Let
Proof. The proof is due to [49, Theorem 2.7] . From [9, Lemma 2.6], we have
where H( ν x k ) is the entropy of the distribution ν x k . Then we have the lemma from [9, Lemma 2.7].
Lemma 3.
For any γ > 0, γ > 0, and
Proof. The lemma can be proved from [ 
Lemma 4.
Especially, for any γ > λ(|X|, k) and γ > λ(|X||Y|, k),
Proof. The lemma can be proved as the proof of [9, Lemma 2.13] (see [49, Theorem 2.9] for detailed proof).
The proof is due to [49, Theorem 2.5]. The first statement can be proved from the fact that
The second statement can be proved from the fact that
which is derived from (24) and non-negativity of the divergence.
Lemma 6. Let
be a stationary process with constant k ∈ N ≡ {1, 2, . . .} such that 0 ≤ G i (k) < ∞ for any i and k. Assume that there is K < ∞, a sequence of positive numbers {η k } ∞ k=1 , and functions g : N → N and f : N → (0, ∞) such that
where E µ G(k) is an expectation with respect to the probability measure
Proof. From the Markov inequality [45, Lemma I.1.13], stationarity of G i (k), (25) , and (26), we have
Then, from the Borel-Cantelli Theorem [45, Lemma I.1.14], we have for all sufficiently large k
, almost surely. From G i (k) ≥ 0 and (27), we obtain (28).
Proof of Theorem 1
First, we prove (8) . We can denote
Since lim k→∞ γ k = 0, we have lim k→∞ ζ(|X||Z|, γ k ) = 0 and lim k→∞ δ k = 0, which implies (8) . Similarly, we obtain (9). Next, we prove (10) . Let e k be the number of i ∈ I ≡ {0, . . . ,
Before the evaluation of e k , we confirm that (x(i), z(i)) is decoded correctly when (x(i), z(i)) satisfies the following conditions at Step D6 on i ∈ I . Let r(i) ≡ r(s(i), x(i))
and r (i) ≡ r (s (i), z(i)), which are transmitted numbers at i ∈ I .
Condition 1 (x(i), z(i))
∈ T k XZ,γ k .
Condition 2 There is no
v k ∈ D(s(i), r(i)) such that v k x(i) and (v k , z(i)) ∈ T k XZ,γ k . Condition 3 There is no w k ∈ D (s (i), r (i)) such that w k z(i) and (x(i), w k ) ∈ T k XZ,γ k . Condition 4 There is no (v k , w k ) such that (v k , w k ) ∈ D(s(i), r(i))×D (s (i), r (i)), (v k , w k ) ∈ T k XZ,γ k , v k x(i), and w k z(i).
Since x(i) ∈ D(s(i), r(i)) and z(i)
when (x(i), z(i)) satisfies Condition 1-4. This implies that (x(i), z(i)) are decoded correctly at Step D6.
Let E 1 , E 2 , E 3 , and E 4 be the sets of i ∈ I that satisfy Condition 1-4, respectively. Then E 
The upper bound of e k is given by
Let S (i) be the random variable corresponding to s(i) and S ≡ S (0). Similarly, we define S (i), X(i), Z(i), S , X, and Z.
To apply Lemma 6, we prove the following inequalities for all sufficiently large k:
First, we prove (29) . Since λ(α, k) > 0 is a decreasing function of k, 0 < C ≤ 1, and Lemma 3, we have
for all sufficiently large k, which implies (29) . Next, we prove (30) . Since random variables S and XZ are mutually independent, we have
We evaluate the three terms of the right hand side of (33) separately. First, from Lemma 3, the first term is bounded as
Next, we prepare the following lemma to evaluate the second term.
Lemma 7. For any x
Proof. Since X(i) and X( j) are mutually independent for i j, we have
where s is a sequence constructed by the deletion of s(s, x k ) from s, that is,
From the above lemma, the second term is bounded as
Finally, we evaluate the third term. The third term is evaluated by
To proceed with the evaluation, we prove the following lemma.
for all sufficiently large k.
where 
It should be noted here that we use the condition v
From the fact that γ k > λ(|X|, m k ) and Lemma 4, we have
We have
for all sufficiently large k. From the fact that γ k > λ(|X|, m k ), the definition of m k in Sect. 3, and Lemma 4, we have
for all sufficiently large k. Thus,
We return to the evaluation of the third term of (33). We have
where the first inequality comes from (36) and Lemma 8, the third inequality comes from Lemma 2, and the last inequality comes from Lemma 4 and R X ≥ H(X|Z). From the fact that 0 < H(X|Z) < H(X) and the definition of m k in Sect. 3 we have m k ≤ k for all sufficiently large k. Combining the definition of δ k in Sect. 3 and the fact that ζ(α, γ k ) is an increasing function of α > 0, we have
We substitute (34)- (37) into (33) . Since λ(α, k) > 0 is an increasing function of α > 0 and a decreasing function of k, and C ≤ m k /k, we have
which implies (30) . We can prove (31) and (32) in the same way as (30) . Now we apply Lemma 6. Let
From (29)-(32), we have (25) . We have (27) from the definitions of f and g. Furthermore, from the definitions of γ k and η k , we have 2
for sufficiently large K, which implies (26) . Applying Lemma 6, we have
We obtain (10) from the above inequality and
Thus the proof of the theorem is completed.
Proof of Theorem 2
Paying attention to the fact that lim k→∞ δ k = 0 and R Y = I(Y; Z), we can prove (14) in the same way as in the proof of Theorem 1. First, we prove the following lemmas. Let
. From this fact and Lemma 4,
Let Y(i) be the random variable corresponding to y(i) and Y ≡ Y(0). Similarly, we define U(i) and U. In the following, we prove
Since Y and U are mutually independent, E UY 1 − χ (5) k (U, Y) can be evaluated by
where we use Lemma 3 to derive the last inequality.
Since {u(U, j)} j∈J k are mutually independent, we can derive the first term in the above inequality as
From the definition of m k in Sect. 4 and Lemma 4, there is
for all sufficiently large k. Then, from Lemmas 2, 4, and 10, we have
for all sufficiently large k and
, where the last inequality and the last equality come from the definition of m k and δ k in Sect. 4, respectively. Since the left hand side of the above inequality is upper bounded by 1, we have 2
for
, where e is the base of the natural logarithm. The third inequality comes from the fact that [ 
The first equality comes from R Y ≡ I(Y; Z).
Substituting (41) and (42) into (40), we have
which implies (39) . We return to the proof of the theorem. (26) and (27) . Let E 5 be a set of i ∈ I ≡ {0, . . . ,
From Lemma 9 and the fact that there is no decoding error of y(i) for any i ∈ I − I , we have
for i ∈ E 5 . Combining (43), (44), and lim k→∞ γ k = 0, we have
which implies (15) . Thus the proof of the theorem is completed.
Proof of Theorem 4
We can prove (20) and (21) in the same way as Theorems 1 and 2, respectively. Let e k be the number of i ∈ I ≡ {0, . . . ,
From Lemma 5, we have (
when (x(i), y(i)) satisfies Conditions 1 and 2. This implies that x(i) is decoded correctly at Step D9.
Let E 6 and E 7 be sets of i ∈ I that satisfy Conditions 1 and 2, respectively. Then E c 6 and E c 7 can be denoted by
Furthermore, we define E 5 by
where z(u(i), j) is defined by (13) . We define χ
k (u, y k ) by (38) in the proof of Theorem 2. We define χ
Then we have
In the following, let S (i) be a random variable corresponding to s(i) and S ≡ S (0). Similarly, we define X(i), U(i), Y(i), X, U, and Y. To apply Lemma 6, we prove the following inequalities for all sufficiently large k:
where (46) can be proved immediately from (39) and (48) can be proved in the same way as (30) . In the following we prove (47) . Since U and XY are mutually independent, we have
which implies (47) , where the third equality comes from (45), the first ineuality comes from Lemma 11, the fourth equality comes from the fact that Y m k |J k | is divided into disjoint sets by the function z(·, ψ k (y k ))). Applying Lemma 6 by letting
We obtain (22) 
Proof of Theorem 6
Since the theorem can be proved easily when H(Y) = log 2 |Y|, we assume that H(Y) < log 2 |Y| in the following.
As with the special case of the lossy source coding problem described in Sect. 4 , we assume that Y = Z, and let p YZ and ρ be defined by
Then we have Y = Z, I(Y; Z) = H(Y)
, and E YZ ρ(Y, Z) = 0. Let
Now we assume that (y
Thus we obtain the fact that
Let u(i) be the suffix of u (i) with length m k |J k |. Let z(u, j) be defined by (13) , where σ k is the identity map and 
where the last eqality comes from (43 
We obtain (23) from (49) and (50) . Thus the proof of the theorem is completed.
Conclusion
This paper has introduced a simulated random coding algorithm that uses the randomness of a past sequence. The algorithm does not need any auxiliary random source. This algorithm has been applied to multi-terminal source coding, lossy source coding, and source coding with partial side information at the decoder. Their encoding rate and decoding error rate were analyzed. These algorithms with i ≥ 0 can be regarded as sliding block source codes [18] . Our constructions of sliding block codes are explicit while other constructions in [10] , [18] , [23] , [43] , [44] use non-explicit block codes. Certain questions remain as regards the proposed algorithms. These include the following:
• An extension of the algorithms to a general class of sources is not presented.
• The construction of universal source coding algorithms is not presented.
• The proposed algorithm renews codebook in coding every sub-blocks. We can consider the situation that renewal of codebook is stopped at i = 0 in these algorithms. In the prove of theorems, we can easily check that the average decoding error rate goes to zero with this situation. It may require another analysis to prove the almost sure convergence of the decoding error rate, which is presented in this paper.
• It may require another analysis for algorithms of lossless codes in Sect. 3 and 5 if all source output and reproduction is used for generating codebooks.
• A typical set decoder is used in the proposed algorithm. When encoders are constructed with the ensemble of linear codes [8] or low density parity check codes [16] [28], it is possible to use the sum-product algorithm [13] to construct a maximal likelihood decoder. The sum-product algorithm is an iterated approximate algorithm and provides us with an effective decoding method. In addition, the construction of encoders requires a smaller memory size than the proposed algorithm. This topic will be discussed in [30] for the case of the multi-terminal source coding.
• The simulated random coding algorithm can be regard as a method of constructing codes from random coding arguments. In the future it may be interesting to apply the simulated random coding algorithm to other coding problems such as lossy source coding with side information at the decoder [60] . Application of the simulated random coding algorithm to a channel coding [41] is discussed in [21] .
Sections 3 and 5 considered lossless source coding with an arbitrary small decoding error rate. This appendix proves that it is possible to use these codes to construct codes with an arbitrary small block error probability. The construction of the proof is analogous to the concatenated codes proposed by Forney [12] and applied by Uyematsu [50] to the multi-terminal source coding. Forney used the Reed-Solomon codes as the outer code and Uyematsu used the generalized Hermitian codes as the outer code. We use the linear codes that achieve the GilbertVarsharmov lower bound as the outer code. Because there is no extension of the alphabets in the outer code and the inner and outer codes are completely separated, the outer code is simply a concatenation of the parity checks with the original sequence. However, it should noted here that it takes exponential time to construct the outer code.
We prepare the following lemma on the existence of linear codes that achieve the Gilbert-Varsharmov lower We prove the following theorem. To make the problem simple, it is assumed that we are encoding a source X. Let We have the following theorem on the rate region of source coding with an arbitrary small decoding error rate. From the following theorem and Theorem 4, the algorithm proposed in Sect. 5 can achieve asymptotically optimal coding rates. 
