Abstract. We give a complete classification up to conjugation of continuous semigroups of linear fractional self-maps of the unit ball.
Introduction
In a recent paper, Cowen and MacCluer [11] for n > 1 present analogies and differences with respect to their relatives for n = 1. They provide a family of holomorphic self-maps of B n quite easy to handle which possesses many interesting geometric and analytic properties.
Due to the importance of one-dimensional linear fractional maps in iteration and composition operator theory, linear fractional self-maps of B n have deserved a quite deep consideration, with the belief that they can play an important role also in similar problems in several variables. In [4] Bisi and the first author provide a classification of linear fractional maps up to conjugation with automorphisms of B n and study cyclicity properties of their associated composition operators. In [23] , Richman provides a simple criterion to say when a linear fractional map has range in the unit ball, while in [12] Cowen, Crosby, Horine, Ortiz Albino, Richman, Yeow and Zerbe discuss another classification of linear fractional maps based on the "characteristic domain" introduced by Cowen in [10] with the purpose of linearizing holomorphic self-maps of the unit disc; in [15] Khatskevich, Reich and Shoikhet deal with linear fractional solutions to functional equations in Hilbert spaces. Linear fractional maps are also basic in [8] , where the first named author and Gentili solve the so-called Schröder equation for holomorphic self-maps of B n with no fixed points.
On the other hand, instead of considering just one map and its iterates (a "discrete semigroup") one can consider a continuous semigroup of holomorphic self-maps of B n . In case n = 1, Berkson and Porta (see [3] and also [1] , [9] ) proved that these objects are "holomorphically linearizable" and they can be considered essentially continuous semigroups of linear fractional maps. In several complex variables, similar linearization properties are known only in some special cases (see de Fabritiis [13] ). Nonetheless, we believe that complete understanding of semigroups of linear fractional self-maps of B n can help in dealing with the general case.
In this paper we deal with continuous semigroups of linear fractional maps of the unit ball. We provide a complete classification of such analytic objects up to conjugation with injective linear fractional maps (not necessarily with range in the unit ball), essentially proving that semigroups of linear fractional self-maps of B n are linearizable. The classification is constructed by selecting and normalizing suitable geometric invariants, in the spirit of [5] and [4] , but it should be noted that some of these linearization results are new also in the case of a single linear fractional map. In particular we base our classification on the presence or not of (common) fixed points in B n . If there are common fixed points-the elliptic case-the semigroup is essentially given by a matrix semigroup of the type Z → e tM Z, with M being dissipative and asymptotically stable (see Theorem 3.2) . In case the semigroup has no common fixed points in B n , then all the iterates share a common fixed point on ∂B n , the Denjoy-Wolff point. In this case, the semigroup is hyperbolic or parabolic according to the value of the "boundary dilatation coefficient" (see Section 1 and the Appendix). For the hyperbolic and parabolic case we provide a general form (Theorem 5.1 and Theorem 6.1) and several simpler forms according to geometrical invariants the semigroup might have (see Sections 5 and 6) .
The plan of the paper is the following. In the first section we recall some preliminary geometric results and fix notations. In the second section we deal with fixed and invariant slices for linear fractional maps and relate these geometric objects to algebraic properties of linear fractional maps. In the third section we examine the case of elliptic semigroups and prove the linearization theorem. In section four we provide a basic "model" for a linear fractional map with no fixed points in B n , which will be the base of subsequent classifications. In section five we give the classification of hyperbolic semigroups of linear fractional maps and discuss their properties according to normal forms that we obtain. In section six we deal with the parabolic case. Finally, in the Appendix we give a short proof of the basic (and partially new) classification in elliptic, hyperbolic and parabolic types in the setting of strongly convex domains.
Part of this research has been carried out while the first quoted author was visiting the home institution of the other two authors. The first quoted author thanks the Departamento de Matemática Aplicada II in Seville for hospitality and support.
Preliminary results
Let ·, · be the standard Hermitian product in C n , · the associated norm and B n := {Z ∈ C n : Z < 1} the unit ball. As a matter of notation, we usually write Z ∈ C n as a column vector and use the decomposition Z = (z, w) ∈ C × C n−1 . In this section, we recall some general definitions and results about linear fractional maps in the unit ball and semigroups with the aim of fixing notations which will be used throughout the paper.
Following [11] , we say that a map ϕ : B 
where σ C is the generalized Cayley transform. Those holomorphic maps ψ appearing in this way will be called linear fractional self-maps of H n and the set of all of them will be denoted by LFM(H
Note that σ C extends (setting "σ C (e 1 ) = ∞") to a bi-continuous map from B n onto cl ∞ (H n ), the one-point compactification of the closure of H n .
We comment some results about fixed points and linear fractional maps. The first one is quite well-known (see, e.g., [4, Theorem 2.2] such that ϕ(τ ) = τ and dϕ τ (τ ), τ = α(ϕ) with 0 < α(ϕ) ≤ 1.
In the hypothesis of Theorem 1.2 we call τ the Denjoy-Wolff point of ϕ and α(ϕ) the boundary dilatation coefficient of ϕ. We list here some basic properties of Denjoy-Wolff points and boundary dilatation coefficients as needed for our aim (see [20] and [5 If ϕ has no fixed points in B n and α(ϕ) is the boundary dilatation coefficient of ϕ at its Denjoy-Wolff point, we say that ϕ is hyperbolic if α(ϕ) < 1 while we say it is parabolic if α(ϕ) = 1.
According to [4, Theorems 3.1 and 3.2] a non-elliptic linear fractional map has at most two fixed points on ∂B n and a parabolic linear fractional map has only one fixed point on ∂B n (its Denjoy-Wolff point). A hyperbolic linear fractional map might have one or two fixed points on ∂B n . The main contribution of this paper is to provide a "dynamical classification" of semigroups of linear fractional self-maps of the ball.
To begin with, we recall that for a domain Ω ⊂ C n a continuous (one-parameter) semigroup in Hol(Ω, Ω) is a continuous homomorphism
from the additive semigroup of non-negative real numbers into the composition semigroup of all holomorphic self-maps of Ω (with the compact-open topology). Such a semigroup extends to a continuous group action of R on Ω whenever it is possible to extend the semigroup continuously to R.
Three basic properties of a semigroup (ϕ t ) of holomorphic self-maps of a domain Ω ⊂ C n , which we will tacitely use throughout the paper, are: (1) for all t ≥ 0 the map z → ϕ t (z) is injective.
(2) for all z ∈ Ω, the map (0, 1) t → ϕ t (z) ∈ Ω is analytic. 
Such a theorem is due to M. Abate (see [1] ) in the strongly convex domains case except for the behavior of the boundary dilatation coefficient, while it is proved in the ball case by L. Aizenberg and D. Shoikhet in [2] . In the appendix we give a complete short proof of such a result in the context of strongly convex domains.
If for some t 0 > 0 the iterate ϕ t 0 is elliptic (respectively hyperbolic; respectively parabolic), then for all t > 0 the iterates ϕ t are elliptic (respectively hyperbolic; respectively parabolic).
In particular we can safely give the following definition. is its Denjoy-Wolff point, we say that (ϕ t ) is hyperbolic (respectively parabolic) if ϕ 1 is hyperbolic (respectively parabolic) and we call τ the Denjoy-Wolff point of (ϕ t ).
) we say that a point z ∈ B n is a fixed point for the semigroup if ϕ t (z) = z for all t ≥ 0. 
Slices and complex geodesics
is a complex geodesic associated to S, we can define
depends on f but, since any other complex geodesic f associated to S is given by f = f • θ for some θ ∈ Aut(D), it follows that ϕ f is conjugated to ϕ f . Therefore ϕ f can be used to understand properties of ϕ invariant by conjugation.
We say that a slice S of B n passes through some point 
In particular, since V S = Cv, it follows that dϕ τ (V S ) is a one-dimensional subspace of C n and the previous computation implies that S := (dϕ τ (V S ) + τ ) ∩ B n = ∅ and thus it is a slice in B n . We are left to show that ϕ(S) ⊆ S . We know that there exists a sliceS of B n such that ϕ(S) ⊆S. Since ϕ(τ ) = τ , it is enough to show that V S = VS. To see this, let v ∈ VS \ {0}. Up to change v with e iθ v for some θ ∈ R, we can assume that there exists ε > 0 such that τ + λv ∈ B n , whenever 0 < λ < ε.
Letting λ goes to 0 we deduce that dϕ τ (v) ∈ VS and then V S = VS as wanted.
Remark 2.2. The proof of the above proposition can be adapted to certain elliptic situ- 
Proof. The equivalence of (1) and (2) 
We examine now invariant slices for semigroups.
as the common Denjoy-Wolff point. Let α t denote the boundary dilatation coefficient of ϕ t at τ and consider the inner space of ϕ t
Proof. If A t = {0} for all t > 0 then, by Propositions 2.1 and 2.3, no ϕ t has any invariant slice.
So, assume that A t 0 = {0} for some t 0 > 0 and let
is such that v, τ = 0 then for any w ∈ A t 0 with w, τ = 0 (and there must exist such a w because A t 0 = {0}) it follows that v − w, τ = 0 and since
To see this, let w ∈ A t 0 and t ≥ 0. Since and the boundary dilatation coefficient of η t at x is still α t . Moreover, by construction,
The statement (2) of the theorem will follow as soon as we show that there exists
To this aim, we examine the continuous application t −→ d(η t ) x . This is clearly a continuous semigroup of matrices and therefore there exists a matrix
Therefore by Proposition 1.3.(4) it follows that exp(ta j ) = α t and we are done.
The last assertion follows easily from the very definition of A.
Remark 2.5. The argument in the proof of Theorem 2.4 shows that if t 0 > 0 is such that
Classification of elliptic semigroups
In this section we deal with elliptic semigroups of linear fractional self-maps of B n . Recall that by Hervé's theorem (see, e.g., [1] or [24] 
) has a nonempty fixed points set in B n then such a set is a p-dimensional slice of B n . Namely, it is the non-empty intersection between B n and a p-dimensional affine space of C n with p ≥ 0. We classify an elliptic semigroup according to the dimension of its common fixed points set and to the action of the differentials on its tangent space.
As a matter of notation whenever
is a fixed point of ϕ, we define the unitary space of ϕ at the point Z 0 as
In other words, L U (ϕ, Z 0 ) is the (direct) sum of all generalized eigenspaces of dϕ Z 0 associated to the different eigenvalues of modulus 1. The dimension of L U (ϕ, Z 0 ) is called the unitary index of ϕ at Z 0 and it is usually denoted by u(ϕ, Z 0 ).
We begin with showing that the above index can be consistently defined in the context of semigroups. Proof. Let us first suppose that (ϕ t ) has only one common fixed point Z 0 ∈ B n . Up to conjugation, we may assume that Z 0 = O. Therefore,
Note that by Schwarz's Lemma A t ≤ 1, for all t ≥ 0. This implies (see for instance [21, p. 428] ) that the real part of each eigenvalue of M is non-positive and those eigenvalues of M whose real part is zero have the same algebraic and geometric multiplicity. In particular, we can deduce
is a real number and J p+k (λ p+k ) denotes a Jordan block associated to λ p+k ∈ C with Re (λ p+k ) < 0, for every k = 1, ..., q. Therefore
Since all the diagonal entries of the upper triangular matrix exp(J p+k (λ p+k )t), for k = 1, ..., q, are equal to e λ p+k t then these blocks have eigenvalues with modules strictly less than one; hence the dimension of the sum of generalized eigenspaces of e M t associated to eigenvalues of modulus one is exactly p. In other words, u(ϕ t , O) = p, for all t ≥ 0. Now, suppose that the semigroup (ϕ t ) has at least two common fixed points. By Herve's theorem any slice joining two different fixed points is fixed for all ϕ t 's and therefore there exists an affine s-dimensional slice of common fixed points for (ϕ t ) for some s ≥ 1. A simple argument (see [4, proof of Theorems 3.1, 3.2]) allows to assume that, up to conjugation, the common fixed points set for (ϕ t ) is given by C{e 1 , . . . , e s }∩B n . Therefore for each t ≥ 0,
where A t is a matrix of order n − s and z
is an elliptic semigroup of linear fractional maps in B (s) and, if p is the unitary index of ϕ
We call u(ϕ t ) the unitary index of the semigroup (ϕ t ), which, thanks to Lemma 3.1, can be safely defined as u(
: ϕ t 0 (Z) = Z} is non-empty for some t 0 > 0 then Fix(ϕ t ) is a non-empty affine subset of B n for all t ≥ 0 and therefore the set F := ∩ t≥0 Fix(ϕ t ) is a non-empty p-dimensional slice of B n with p ≥ 0. 
where 
Conversely, any iteration couple as in (1) and (2) 
. Up to conjugations with automorphisms of the unit ball, we can clearly assume that Z 0 = O. Therefore,
. By hypothesis, the unitary space L U (ϕ t , O) is qdimensional and therefore (see the proof of Lemma 3.1) there exists a linear independent subset Γ 1 := {u 1 , ..., u q } of C n such that: 
.., q and t > 0. Up to rotations, we can then assume that w j = e j , j = 1, . . . , q, that
and c t ∈ C n−q with c t < 1. We claim that also A t = O and c t = O. To see this, we first notice that for all
As a consequence of Rudin's version of the Julia-Wolff-Carathéodory theorem (see [24] or
In particular, if we take x = ±e j with j = 1, . . . , q and v = e k with k = q+1, . . . , n and since ϕ t (±e j ) = ±e itd j e j , it follows that d(ϕ t ) ±e j (e k ), e j = 0, for all j = 1, . . . , q and k = q + 1, . . . , n. In particular, 
for some matrix N of order n. We claim that N is invertible for otherwise there would be a non-zero vector w ∈ C n such that N w = O and thus, for all t > 0, e tN w = w, implying that u(ϕ t ) ≥ 1, against our hypothesis. Deriving (3.1) with respect to s and setting s = 0, we obtain Z,
Taking into account that C 0 = O, we have thus the following system of differential equations
Since N is invertible, the solution of the above differential system is given by 
where M = U * N U . As in part (1), a joint application of Schwarz's Lemma and PhillipsLumer theorem shows that M is dissipative and asymptotically stable, since u( ϕ t ) = u(ϕ t ) = 0.
Let us now define
The linear fractional map σ is clearly holomorphic and injective in B Suppose that ∩ t≥0 Fix(ϕ t ) = {Z 0 } and u(ϕ t ) = 0.
• 
Proof. By Theorem 3.2 the couple (B n , ϕ t ) is conjugated to (Ω, e tM ), where Ω = σ(B n ) and σ is defined in (3.2) . Therefore
If δ < 1, we see that every iterate ϕ t is holomorphic either on the ball (centered at the origin) of radius 
Non-elliptic linear fractional maps
Our first result is somewhat technical and it says that, in the non-elliptic case, we can always obtained a simpler iteration couple transferring the corresponding linear fractional map from B n to H n . We also show how this model can be used to detect simply independent invariant slices.
Recall 
αb belongs to the space spanned by the columns of Q.
Proof. Up to conjugation with a rotation we can suppose that τ = e 1 . By Proposition 1.3.(2) it follows that
and A ∈ C . Now let
We prove now that conditions (i), (ii) and (iii) hold. The matrix Q is obviously hermitian. So, in order to prove (i), let w ∈ C n−1
Letting r tend to infinite, we see that α ≥ Aw 2 . Since w was arbitrary, we get α ≥ A 2 . It follows immediately that all the (necessarily real) eigenvalues of Q are non-negative and therefore Q is semi-definite positive. (αRe c − d 2 ), the above inequality is equivalent to
Notice that γ 2 ∈ R and, since Q is hermitian, also w * Qw ∈ R. Thus, we have a function
. We claim that F ≥ 0 if and only if 1 and thus (ii) and (iii) follow. Thus we are left to prove the claim. The matrix Q is a hermitian positive semi-definite matrix with, say, rank k ≤ n − 1.
By the spectral decomposition theorem, there exists an unitary matrix U of order n − 1 such that Q = U ΣU * , where Σ is a diagonal matrix whose entries are
Clearly F ≥ 0 if and only if F ≥ 0. Let
Re (w j ν j ).
Under this condition, F assumes its minimum value at the point x = (
And thus it is non negative if and only if
Notice that the intertwining map between the two iteration couples (B As we promised, we apply the above result to estimate inv(ϕ). 
satisfy (i), (ii) and (iii) in Lemma 4.1. Conversely, for any α, A, b, c, d as before that satisfy (i), (ii) and (iii) in Lemma 4.1 the linear fractional map ϕ defined by (4.4) is in LFM(H

Classification of hyperbolic semigroups of linear fractional maps
We begin with the following result which completely classifies hyperbolic semigroups of linear fractional maps.
and such that Proof. According to Theorem 1.5, the boundary dilatation coefficient α(ϕ t ) at the common Denjoy-Wolff point of the semigroup is e 
satisfy (i), (ii) and (iii) in Lemma 4.1. In particular (i) implies A t ≤ √ e −λt < 1, for all t > 0. Applying the algebraic semigroup conditions, we come up with the following four equations for the above coefficients:
Moreover, since ϕ such that A t = exp(tM ).
Next, we look at equation 4). Differentiating with respect to s and setting s = 0, we obtain the following system of linear differential equations
still satisfying the same algebraic semigroup conditions of c t and d t .
We focus our attention to the linear system
Substituting the expressions of A t and b t as found before, we see that such a system is solved for 
We prove now that we can conjugate once more in order to take c ∈ R. Assume that
The remaining assertions follow now applying Lemma 4.1. 
As one might suspect, the existence of invariant slices also allows to simplify the model given in Theorem 5.1. We recall that by Theorem 2.4 and assuming that (ϕ t ) is a semigroup of non-elliptic linear fractional self-maps of B n (or of H n ), if ϕ t 0 has some invariant slices for some t 0 > 0 then (ϕ t ) has at least one common invariant slice.
Before examining the case of existence of invariant slices, we comment some examples. tends to I as t goes to 0, there must be some t > 0 such that e t(λI+M ) is invertible. Therefore, the only possible common solution to the above family of equations is w = (λI + M )
, (ϕ t )) has a unique invariant slice. On the other hand, if there exists a unique invariant slice and (λI + M ) were not invertible, taking any non-zero vector w in the kernel of (λI + M ) it would follow that (e 
and M ∈ C Notice that the compatibility condition in Proposition 5.7 is not enough to guarantee that the semigroup (ϕ t ) maps H n into H n . Indeed, conditions (ii), (iii) in Lemma 4.1 must also be satisfied.
Remark 5.8. If the semigroup (ϕ t ) given at the above proposition has p + 1 (p ≥ 1) common independent invariant slices, it is possible to simplify a little more the model, taking into account the final assertions given at Proposition 4.4. Indeed, up to a suitable rotation, the matrix e where , Θ is a diagonal matrix of order r with real entries and p + q + r = n − 1 (p, q, r ≥ 0).
Proof. Up to conjugation we can assume that (ϕ t ) is given as in Theorem 5.1. Then the action of the differential of (ϕ t ) on the complex tangent space at the common Wolff point is represented by e tM , and it is normal at t > 0 if and only if M is normal. The result follows then from an application of the spectral theorem bearing in mind conditions (i) and (iii) appearing in Theorem 5.1.
The parabolic case
In this section we examine parabolic semigroups of linear fractional maps. 
and such that
is a positive semidefinite hermitian matrix, for every t ≥ 0, 
satisfy (i), (ii) and (iii) in Lemma 4.1. Applying the algebraic semigroup conditions, we come up with the following four equations for the above coefficients: such that A t = exp(tM ). We point out that M is not necessarily invertible now.
Next, arguing as in the hyperbolic case, we solve 2) and 4) to get
. Finally, to compute c t we differentiate with respect to t and setting t = 0, we obtain that
Integrating with respect to s and applying Fubini's theorem, we obtain the wanted expression for c t . The remaining assertions follow by Lemma 4.1. 
and M is a dissipative matrix of order (n − 1).
It is worth pointing out that the matrix M in the above theorem might be non-invertible, so that in general it is not possible to remove the integral symbol. As in the hyperbolic case if the semigroup has p > 1 common independent invariant slices, it is possible to simplify a little more the model, following the ideas given in Remark 5.8. We leave details for the general case to the interested reader and concentrate on the case of a unique common invariant slice, where the situation resembles the hyperbolic case: 
and M is a dissipative matrix of order n − 1.
Proof. First we apply Theorem 6.1 in order to conjugate the semigroup (ϕ t ) to the semigroup where c ∈ C with Re c = 0 and d has norm one, as wanted.
Appendix A
The aim of this appendix is to give a short proof of Theorem 1.5. Actually we will prove a more general (and partially new) result for semigroups of holomorphic self-maps of a strongly convex domain.
Let D ⊂ C n be a strongly convex domain with C Recall (see, e.g., [1] ) that either Fix(f ) = ∅ or there exists a unique point τ (f ) ∈ ∂D such that the sequence of iterates {f [2] . While in [1] , Abate gave a proof of this dichotomy for strongly convex domains except for the boundary dilatation coefficients estimates.
It should be remarked (see [6] ) that this result would be false for a (discrete) family of commuting mappings.
To prove Theorem A.1 we need first the following lemma: We want to show that C = (0, ∞). Assume not. It is easy to see that D is invariant for F t for all t. Thus we can consider the continuous one parameter semigroup φ t of holomorphic self-maps of D defined by
Notice that φ t (z) ≡ z for all t ∈ C. Let t 0 > 0 be such t 0 ∈ C. Therefore for all t ≥ 0
