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1. Introduction
There exist problems whose solving requires a solution of simultaneous recur-
rences, such as, for example, the following ones:

ax = 2ax−1 + 4bx−1 + 1
bx = ax−1 + 3bx−1 + 2cx−1 + 1
cx = 2bx−1 + 4cx−1 + 1 ,
(1.1)


ax =
37
6
ax−1 −
1
6
bx−1 + 2
bx =
15
2
ax−1 −
7
2
bx−1 + 2cx−1 + 2
cx =
16
3
ax−1 −
10
3
bx−1 + 4cx−1 + 2
(1.2)
Besides, the problem of solving simultaneous recurrences is of interest itself, re-
gardless of any particular application. Section 2 discusses transformation of matrix
recurrences to regular recurrences. Section 3 describes a process of solving special
matrix recurrences of order three (as (1.1) and (1.2)) by their decomposition to
matrix recurrences of order two.
2. Transformation of Matrix Recurrences to Regular Re-
currences
Matrix recurrences look as

y1x = α11y1x−1 + α12y2x−1 + α13y3x−1 + . . .+ α1nynx−1 + α1
y2x = α21y1x−1 + α22y2x−1 + α23y3x−1 + . . .+ α2nynx−1 + α2
y3x = α31y1x−1 + α32y2x−1 + α33y3x−1 + . . .+ α3nynx−1 + α3
· · · · · · · · · ·
ynx = αn1y1x−1 + αn2y2x−1 + αn3y3x−1 + . . .+ αnnynx−1 + αn.
(2.1)
Here x is a current number of variables y1, y2, . . . , yn (α followed by an index
denotes a constant coefficient) in their sequences generated by means of (2.1) so
that y10, y20, . . . , yn0 are initial values of y1, y2, . . . , yn, respectively. We intend
to separate variables of these recurrences so that each variable yi is expressed in
previous values of yi only, i.e.
yix = β1yix−1 + β2yix−2 + β3yix−3 + . . . (2.2)
where βj (j = 1, 2, 3, . . .) is a constant coefficient. Recurrence (2.2) is a regular
recurrence. Methods for solving regular recurrences, providing explicit formulae,
are presented in [3].
First, we solve the problem for the special case when there are no absolute
terms (α1 = α2 = . . . = αn = 0). In this case (2.1) is reduced to

y1x = α11y1x−1 + α12y2x−1 + α13y3x−1 + . . .+ α1nynx−1
y2x = α21y1x−1 + α22y2x−1 + α23y3x−1 + . . .+ α2nynx−1
y3x = α31y1x−1 + α32y2x−1 + α33y3x−1 + . . .+ α3nynx−1
· · · · · · · · ·
ynx = αn1y1x−1 + αn2y2x−1 + αn3y3x−1 + . . .+ αnnynx−1.
(2.3)
We present equations (2.3) in the matrix-vectorial form as
Yx = AYx−1 (2.4)
where
A =


α11 α12 α13 . . . α1n
α21 α22 α23 . . . α2n
α31 α32 α33 . . . α3n
· · · · ·
αn1 αn2 αn3 . . . αnn


2
and
Y =


y1
y2
y3
·
yn

 .
We will use the following basic notions.
The square matrix
I =


1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
· · · · ·
0 0 0 . . . 1


is called the unit matrix. If A is a square matrix of order n and I is a unit matrix
of order n, the λ-matrix
A− λI =


α11 − λ α12 α13 . . . α1n
α21 α22 − λ α23 . . . α2n
α31 α32 α33 − λ . . . α3n
· · · · ·
αn1 αn2 αn3 . . . αnn − λ


is called the characteristic matrix of A and the determinant of A is called the
characteristic polynomial of A.
By the Hamilton-Cayley theorem [1], [2], if A is a square matrix and φ(λ) its
characteristic polynomial, then
φ(A) = 0.
That is, if
φ(λ) = u0λ
n + u1λ
n−1 + u2λ
n−2 + . . .+ un−1λ+ un ,
then
u0A
n + u1A
n−1 + u2A
n−2 + . . .+ un−1A+ unI = 0.
As follows from the definition of the characteristic polynomial, u0 = (−1)
n. Hence,
An = β1A
n−1 + β2A
n−2 + . . .+ βn−1A + βnI (2.5)
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where βj = (−1)
n+1
uj (j = 1, 2, . . . , n). We multiply the left and the right parts
of (3.1) by vector Yx−n and get:
AnYx−n = β1A
n−1Yx−n + β2A
n−2Yx−n + . . .+ βn−1AYx−n + βnYx−n. (2.6)
On the other hand, iterating recurrence (2.4) gives
Yx = AYx−1 = A
2Yx−2 = . . . = A
n−1Yx−n+1 = A
nYx−n.
After substituting these results in (2.6) we have:
Yx = β1Yx−1 + β2Yx−2 + . . .+ βn−1Yx−n+1 + βnYx−n.
That is,
y1x = β1y1x−1 + β2y1x−2 + . . .+ βn−1y1x−n+1 + βny1x−n
y2x = β1y2x−1 + β2y2x−2 + . . .+ βn−1y2x−n+1 + βny2x−n
y3x = β1y3x−1 + β2y3x−2 + . . .+ βn−1y3x−n+1 + βny3x−n
· · · · · · · · ·
ynx = β1ynx−1 + β2ynx−2 + . . .+ βn−1ynx−n+1 + βnynx−n
(2.7)
where a coefficient βj (j = 1, 2, . . . , n) equals a coefficient uj near a term λ
n−j in
a characteristic polynomial of matrix A for odd n and −uj for even n.
For example, for n = 2, when we have two the following recurrences:{
ax = α11ax−1 + α12bx−1
bx = α21ax−1 + α22bx−1,
the result is
ax = (α11 + α22)ax−1 + (α12α21 − α11α22)ax−2
bx = (α11 + α22)bx−1 + (α12α21 − α11α22)bx−2.
(2.8)
Now, move on to recurrences with absolute terms (2.1). There are n + 1
coefficients in each recurrence. We add the trivial n+1 equation to (2.1) and get:

y1x = α11y1x−1 + α12y2x−1 + α13y3x−1 + . . .+ α1nynx−1 + α1
y2x = α21y1x−1 + α22y2x−1 + α23y3x−1 + . . .+ α2nynx−1 + α2
y3x = α31y1x−1 + α32y2x−1 + α33y3x−1 + . . .+ α3nynx−1 + α3
· · · · · · · · · ·
ynx = αn1y1x−1 + αn2y2x−1 + αn3y3x−1 + . . .+ αnnynx−1 + αn
1 = 0 + 0 + 0 + . . .+ 0 + 1.
(2.9)
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Now, matrix A∗ of coefficients looks as
A∗ =


α11 α12 α13 . . . α1n α1
α21 α22 α23 . . . α2n α2
α31 α32 α33 . . . α3n α3
· · · · · ·
αn1 αn2 αn3 . . . αnn αn
0 0 0 . . . 0 1


and vector Y ∗ of variables is presented as
Y ∗ =


y1
y2
y3
·
yn
1


.
In such a case, equations (2.9) are presented in the matrix-vectorial form as
Y ∗x = A
∗Y ∗x−1. (2.10)
The characteristic polynomial of matrix A∗ looks as
φ∗(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣
α11 − λ α12 α13 . . . α1n α1
α21 α22 − λ α23 . . . α2n α2
α31 α32 α33 − λ . . . α3n α3
· · · · · ·
αn1 αn2 αn3 . . . αnn − λ αn
0 0 0 . . . 0 1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
(2.11)
= (−1)2n+2 (1− λ)
∣∣∣∣∣∣∣∣∣∣
α11 − λ α12 α13 . . . α1n
α21 α22 − λ α23 . . . α2n
α31 α32 α33 − λ . . . α3n
· · · · ·
αn1 αn2 αn3 . . . αnn − λ
∣∣∣∣∣∣∣∣∣∣
= (1− λ)φ(λ)
(we apply an expansion of determinant by minors [1]).
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By the Hamilton-Cayley theorem , if
φ∗(λ) = u∗0λ
n+1 + u∗1λ
n + u∗2λ
n−1 + . . .+ u∗nλ+ u
∗
n+1 ,
then
u∗0 (A
∗)n+1 + u∗1 (A
∗)n + u∗2 (A
∗)n−1 + . . .+ u∗nA
∗ + u∗n+1I = 0.
As follows from 2.11, u∗0 = (−1)
n+1. Hence,
(A∗)n+1 = β∗1 (A
∗)n + β∗2 (A
∗)n−1 + . . .+ β∗nA
∗ + β∗n+1I (2.12)
where β∗j = (−1)
n
u∗j (j = 1, 2, . . . , n, n + 1). We multiply the left and the right
parts of (2.12) by vector Y ∗x−n−1 and get:
(A∗)n+1 Y ∗x−n−1 = β
∗
1 (A
∗)n Y ∗x−n−1 + β
∗
2 (A
∗)n−1 Y ∗x−n−1 + . . .
+β∗nA
∗Y ∗x−n−1 + β
∗
n+1Y
∗
x−n−1. (2.13)
Iterating recurrence 2.10 gives
Y ∗x = A
∗Y ∗x−1 = (A
∗)2 Y ∗x−2 = . . . = (A
∗)n Y ∗x−n = (A
∗)n+1 Y ∗x−n−1
and after substituting these results in (2.13) we have:
Y ∗x = β
∗
1Y
∗
x−1 + β
∗
2Y
∗
x−2 + . . .+ β
∗
nY
∗
x−n + β
∗
n+1Y
∗
x−n−1.
That is,
y1x = β
∗
1y1x−1 + β
∗
2y1x−2 + . . .+ β
∗
ny1x−n + β
∗
n+1y1x−n−1
y2x = β
∗
1y2x−1 + β
∗
2y2x−2 + . . .+ β
∗
ny2x−n + β
∗
n+1y2x−n−1
y3x = β
∗
1y3x−1 + β
∗
2y3x−2 + . . .+ β
∗
ny3x−n + β
∗
n+1y3x−n−1
· · · · · · · · ·
ynx = β
∗
1ynx−1 + β
∗
2ynx−2 + . . .+ β
∗
nynx−n + β
∗
n+1ynx−n−1
1 = β∗1 + β
∗
2 + . . .+ β
∗
n + β
∗
n+1
(2.14)
where a coefficient β∗j (j = 1, 2, . . . , n, n + 1) equals a coefficient u
∗
j near a term
λn+1−j in a characteristic polynomial of matrix A∗ for even n and −uj for odd n.
For example, for n = 1, we have a recurrence
ax = α11ax−1 + α1
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that can be presented as
ax = (α11 + 1)ax−1 − α11ax−2 ;
for n = 2, we have two the following recurrences:{
ax = α11ax−1 + α12bx−1 + α1
bx = α21ax−1 + α22bx−1 + α2
(2.15)
and the result is
ax = (α11 + α22 + 1)ax−1 + (α12α21 − α11α22 − α11 − α22)ax−2+
(α11α22 − α12α21)ax−3
bx = (α11 + α22 + 1)bx−1 + (α12α21 − α11α22 − α11 − α22)bx−2+
(α11α22 − α12α21)bx−3.
Thus, we expressed each variable yi (i = 1, 2, . . . , n) from (2.1) in its n + 1
previous values. A coefficient β∗j near a value yix−j (j = 1, 2, . . . , n, n+1) does not
depend on i, i.e., all recurrences (2.14) have the same structure. Absolute terms
α1, α2, . . . , αn do not appear explicitly in (2.14). They are accounted for implicitly,
by addition of a supplementary n + 1 previous value of yi in the expressions
(compare (2.14) with ((2.7)).
Nevertheless, it is also of interest to express variables of (2.1) directly using
absolute terms. Such a presentation is more elegant since it contains explicitly
all the information about initial recurrences. Specifically, it can be deduced for
n = 2 and n = 3 through a number of transformations.
Consider recurrences (2.15). As follows from the first equation,
α12bx−1 = ax − α11ax−1 − α1 ⇔
bx−1 =
ax
α12
−
α11
α12
ax−1 −
α1
α12
⇔ (2.16)
bx =
ax+1
α12
−
α11
α12
ax −
α1
α12
. (2.17)
We substitute (2.16) and (2.17) into the second equation (2.15) and get:
ax+1
α12
−
α11
α12
ax −
α1
α12
= α21ax−1 + α22
(
ax
α12
−
α11
α12
ax−1 −
α1
α12
)
+ α2 ⇔
ax
α12
−
α11
α12
ax−1 −
α1
α12
= α21ax−2 + α22
(
ax−1
α12
−
α11
α12
ax−2 −
α1
α12
)
+ α2 ⇔
7
ax = (α11 + α22) ax−1 + (α12α21 − α11α22)ax−2 +
α1 (1− α22) + α2α12.
The expression for bx is derived in the same way and, finally, we have:
ax = (α11 + α22)ax−1 + (α12α21 − α11α22)ax−2+
α1 (1− α22) + α2α12
bx = (α11 + α22)bx−1 + (α12α21 − α11α22)bx−2+
α2 (1− α11) + α1α21
(2.18)
(compare with (2.8)).
For n = 3, recurrences (2.1) can be presented as three following equations:

ax = α11ax−1 + α12bx−1 + α13cx−1 + α1
bx = α21ax−1 + α22bx−1 + α23cx−1 + α2
cx = α31ax−1 + α32bx−1 + α33cx−1 + α3.
(2.19)
The derivation is similar to the derivation for n = 2 and the final result is the
following:
ax = (α11 + α22 + α33)ax−1+
(α12α21 + α13α31 + α23α32 − α11α22 − α11α33 − α22α33)ax−2+
(α11α22α33 + α12α23α31 + α21α13α32 − α12α21α33 − α13α31α22−
α23α32α11)ax−3+
α1 (1− α22 − α33) + α2α12 + α3α13 + α1 (α22α33 − α23α32) +
α2 (α13α32 − α33α12) + α3 (α12α23 − α22α13)
bx = (α11 + α22 + α33)bx−1+
(α12α21 + α13α31 + α23α32 − α11α22 − α11α33 − α22α33)bx−2+
(α11α22α33 + α12α23α31 + α21α13α32 − α12α21α33 − α13α31α22−
α23α32α11)bx−3+
α2 (1− α11 − α33) + α1α21 + α3α23 + α2 (α11α33 − α13α31) +
α3 (α21α13 − α11α23) + α1 (α23α31 − α33α21)
cx = (α11 + α22 + α33)cx−1+
(α12α21 + α13α31 + α23α32 − α11α22 − α11α33 − α22α33)cx−2+
(α11α22α33 + α12α23α31 + α21α13α32 − α12α21α33 − α13α31α22−
α23α32α11)cx−3+
α3 (1− α11 − α22) + α1α31 + α2α32 + α3 (α11α22 − α12α21) +
α1 (α32α21 − α22α31) + α2 (α31α12 − α11α32) .
(2.20)
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Hence, each variable yi (i = 1, 2, . . . , n) from (2.1) is expressed in its n previous
values for n = 2, 3 if absolute terms appear explicitly in expressions. As follows
from (2.18) and (2.20) the structure of absolute terms in these expressions depends
on i.
3. A Solution of Matrix Recurrences of Order Three by
their Decomposition to Matrix Recurrences of Order Two
We intend to solve three simultaneous recurrences (2.19), where x is a current
number of variables a, b, and c in their sequences generated by means of (2.19) so
that a0, b0, and c0 are initial values of a, b, and c, respectively. That is, we intend
to express ax, bx, and cx of (2.19) directly in x.
It would be possible to solve this problem by the general method described in
the previous section and then to apply the technique of solving regular recurrences
from [3]. However, under certain conditions, there is a simpler way of arriving
at a solution. This way is decomposition of (2.19) to matrix recurrences of order
two.
Matrix recurrences of order two can also be solved by the general method.
However, we use another way that seems to be more efficient under the special
conditions.
Lemma 3.1. If {
ax = α11ax−1 + α12bx−1 + α1
bx = α21ax−1 + α22bx−1 + α2
and
α11 + α12 = α21 + α22 , (3.1)
then
1. When α12 6= −α21, α11 + α12 6= 1, α11 − α21 6= 1
ax = (α11 + α12)
x
a0 + α12 (b0 − a0)
(α11 + α12)
x
− (α11 − α21)
x
α12 + α21
+
α1
(α11 + α12)
x
− 1
α11 + α12 − 1
+
α12 (α2 − α1)
α12 + α21
×(
(α11 + α12)
x
− α11 − α12
α11 + α12 − 1
−
(α11 − α21)
x
− α11 + α21
α11 − α21 − 1
)
bx = (α11 + α12)
x
b0 + α21 (a0 − b0)
(α11 + α12)
x
− (α11 − α21)
x
α12 + α21
+
9
α2
(α11 + α12)
x
− 1
α11 + α12 − 1
+
α21 (α1 − α2)
α12 + α21
×(
(α11 + α12)
x
− α11 − α12
α11 + α12 − 1
−
(α11 − α21)
x
− α11 + α21
α11 − α21 − 1
)
.
2. When α12 6= −α21, α11 + α12 = 1 (α11 − α21 6= 1)
ax = (α11 + α12)
x
a0 + α12 (b0 − a0)
(α11 + α12)
x
− (α11 − α21)
x
α12 + α21
+
α1x+
α12 (α2 − α1)
α11 − α21 − 1
(
(α11 − α21)
x
− α11 + α21
α11 − α21 − 1
− x+ 1
)
bx = (α11 + α12)
x
b0 + α21 (a0 − b0)
(α11 + α12)
x
− (α11 − α21)
x
α12 + α21
+
α2x+
α21 (α1 − α2)
α11 − α21 − 1
(
(α11 − α21)
x
− α11 + α21
α11 − α21 − 1
− x+ 1
)
.
3. When α12 6= −α21, α11 − α21 = 1 (α11 + α12 6= 1)
ax = (α11 + α12)
x
a0 + α12 (b0 − a0)
(α11 + α12)
x
− (α11 − α21)
x
α12 + α21
+
α1
(α11 + α12)
x
− 1
α11 + α12 − 1
+
α12 (α2 − α1)
α11 + α12 − 1
(
(α11 + α12)
x
− α11 − α12
α11 + α12 − 1
− x+ 1
)
bx = (α11 + α12)
x
b0 + α21 (a0 − b0)
(α11 + α12)
x
− (α11 − α21)
x
α12 + α21
+
α2
(α11 + α12)
x
− 1
α11 + α12 − 1
+
α21 (α1 − α2)
α11 + α12 − 1
(
(α11 + α12)
x
− α11 − α12
α11 + α12 − 1
− x+ 1
)
.
4. When α12 = −α21, α11 + α12 6= 1 (α11 − α21 6= 1)
ax = (α11 + α12)
x−1 ((α11 + α12) a0 + α12 (b0 − a0)x) +
α1
(α11 + α12)
x
− 1
α11 + α12 − 1
+
α12 (α2 − α1)
(α11 + α12 − 1)
2
×(
(x− 1) (α11 + α12)
x
− x (α11 + α12)
x−1 + 1
)
bx = (α11 + α12)
x−1 ((α11 + α12) b0 + α21 (a0 − b0) x) +
α2
(α11 + α12)
x
− 1
α11 + α12 − 1
+
α21 (α1 − α2)
(α11 + α12 − 1)
2
×
10
(
(x− 1) (α11 + α12)
x
− x (α11 + α12)
x−1 + 1
)
.
5. When α12 = −α21, α11 + α12 = 1 (α11 − α21 = 1)
ax = (α11 + α12)
x−1 ((α11 + α12) a0 + α12 (b0 − a0)x) +
α1x+ α12 (α2 − α1)
x (x− 1)
2
bx = (α11 + α12)
x−1 ((α11 + α12) b0 + α21 (a0 − b0) x) +
α2x+ α21 (α1 − α2)
x (x− 1)
2
.
Proof. 1. Denote ∆x = bx − ax, S = α11 + α12, D = α11 − α21, δ = α2 − α1. In
such a case,
ax = α11ax−1 + α12 (ax−1 +∆x−1) + α1
= (α11 + α12) ax−1 + α12∆x−1 + α1
= Sax−1 + α12∆x−1 + α1
As follows from (3.1)
α11 − α21 = α22 − α12.
Therefore,
bx − ax = (α11 − α21) (bx−1 − ax−1) + α2 − α1
or
∆x = D∆x−1 + δ.
Hence, we have two simultaneous recurrences:{
ax = Sax−1 + α12∆x−1 + α1
∆x = D∆x−1 + δ.
(3.2)
Based on (3.2) we get:
ax = Sax−1 + α12∆x−1 + α1
= S (Sax−2 + α12∆x−2 + α1) + α12 (D∆x−2 + δ) + α1
= S2ax−2 + α12 (S +D)∆x−2 + (S + 1)α1 + α12δ
= S2 (Sax−3 + α12∆x−3 + α1) + α12 (S +D) (D∆x−3 + δ) + (S + 1)α1 + α12δ
= S3ax−3 + α12
(
S2 + SD +D2
)
∆x−3 +
(
S2 + S + 1
)
α1 + α12 (S +D + 1) δ
11
= S4ax−4 + α12
(
S3 + S2D + SD2 +D3
)
∆x−4 +(
S3 + S2 + S + 1
)
α1 + α12
(
S2 + SD +D2 + S +D + 1
)
δ
= . . . = Sxa0 + α12∆0
x−1∑
i=0
SiDx−1−i + α1
x−1∑
i=0
Si + α12δ
x−2∑
j=0
j∑
i=0
SiDj−i
= Sxa0 + α12∆0D
x−1
x−1∑
i=0
(
S
D
)i
+ α1
Sx − 1
S − 1
+ α12δ
x−2∑
j=0
Dj
j∑
i=0
(
S
D
)i
= Sxa0 + α12∆0D
x−1
(
S
D
)x
− 1
S
D
− 1
+ α1
Sx − 1
S − 1
+ α12δ
x−2∑
j=0
Dj
(
S
D
)j+1
− 1
S
D
− 1
= Sxa0 + α12∆0
Sx −Dx
S −D
+ α1
Sx − 1
S − 1
+ α12δ
x−2∑
j=0
Sj+1 −Dj+1
S −D
= Sxa0 + α12∆0
Sx −Dx
S −D
+ α1
Sx − 1
S − 1
+
α12δ
S −D
(
x−2∑
j=0
Sj+1 −
x−2∑
j=0
Dj+1
)
= Sxa0 + α12∆0
Sx −Dx
S −D
+ α1
Sx − 1
S − 1
+
α12δ
S −D
(
S (Sx−1 − 1)
S − 1
−
D (Dx−1 − 1)
D − 1
)
= Sxa0 + α12∆0
Sx −Dx
S −D
+ α1
Sx − 1
S − 1
+
α12δ
S −D
(
Sx − S
S − 1
−
Dx −D
D − 1
)
= (α11 + α12)
x
a0 + α12 (b0 − a0)
(α11 + α12)
x
− (α11 − α21)
x
α12 + α21
+
α1
(α11 + α12)
x
− 1
α11 + α12 − 1
+
α12 (α2 − α1)
α12 + α21
×(
(α11 + α12)
x
− α11 − α12
α11 + α12 − 1
−
(α11 − α21)
x
− α11 + α21
α11 − α21 − 1
)
.
We used that
S −D = α11 + α12 − α11 + α21 = α12 + α21.
The result for bx can be derived in the same way.
Statements 2, 3, 4, 5 are proven similarly.
Lemma 3.2. If 

ax = α11ax−1 + α12bx−1 + α13cx−1 + α1
bx = α21ax−1 + α22bx−1 + α23cx−1 + α2
cx = α31ax−1 + α32bx−1 + α33cx−1 + α3
(3.3)
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and the following conditions hold:
1. α11 + α12 + α13 = α21 + α22 + α23 = α31 + α32 + α33
2. ∃ w1, w2, w1 + w2 = 1, that ∀ x, bx = w1ax + w2cx,
then three simultaneous recurrences (3.3) can be presented by means of represen-
tations of c through a and b, b through a and c, and a through b and c as the
three pairs of the following simultaneous recurrences, respectively:{
ax = α
′
11ax−1 + α
′
12bx−1 + α1
bx = α
′
21ax−1 + α
′
22bx−1 + α2
(3.4)
where α
′
11 = α11−
w1
w2
α13, α
′
12 = α12+
1
w2
α13, α
′
21 = α21−
w1
w2
α23, α
′
22 = α22+
1
w2
α23;{
ax = α
′
11ax−1 + α
′
12cx−1 + α1
cx = α
′
21ax−1 + α
′
22cx−1 + α3
(3.5)
where α
′
11 = α11+w1α12, α
′
12 = w2α12+α13, α
′
21 = α31+w1α32, α
′
22 = w2α32+α33;{
bx = α
′
11bx−1 + α
′
12cx−1 + α2
cx = α
′
21bx−1 + α
′
22cx−1 + α3
(3.6)
where α
′
11 =
1
w1
α21+α22, α
′
12 = −
w2
w1
α21+α23, α
′
21 =
1
w1
α31+α32, α
′
22 = −
w2
w1
α31+
α33 and for all these pairs of simultaneous recurrences
α
′
11 + α
′
12 = α
′
21 + α
′
22.
Proof. Since bx = w1ax +w2cx then cx = −
w1
w2
ax +
1
w2
bx. We substitute c in (3.3)
and get:
ax = α11ax−1 + α12bx−1 + α13cx−1 + α1
= α11ax−1 + α12bx−1 + α13
(
1
w2
bx−1 −
w1
w2
ax−1
)
+ α1
=
(
α11 −
w1
w2
α13
)
ax−1 +
(
α12 +
1
w2
α13
)
bx−1 + α1
bx = α21ax−1 + α22bx−1 + α23cx−1 + α2
= α21ax−1 + α22bx−1 + α23
(
1
w2
bx−1 −
w1
w2
ax−1
)
+ α2
=
(
α21 −
w1
w2
α23
)
ax−1 +
(
α22 +
1
w2
α23
)
bx−1 + α2.
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Here
α
′
11 + α
′
12 = α11 −
w1
w2
α13 + α12 +
1
w2
α13
= α11 + α12 + α13
α
′
21 + α
′
22 = α21 −
w1
w2
α23 + α22 +
1
w2
α23
= α21 + α22 + α23.
Since α11 + α12 + α13 = α21 + α22 + α23 then α
′
11 + α
′
12 = α
′
21 + α
′
22.
We substitute b in (3.3) and get:
ax = α11ax−1 + α12bx−1 + α13cx−1 + α1
= α11ax−1 + α12 (w1ax−1 + w2cx−1) + α13cx−1 + α1
= (α11 + w1α12) ax−1 + (w2α12 + α13) cx−1 + α1
cx = α31ax−1 + α32bx−1 + α33cx−1 + α3
= α31ax−1 + α32 (w1ax−1 + w2cx−1) + α33cx−1 + α3
= (α31 + w1α32) ax−1 + (w2α32 + α33) cx−1 + α3.
Here
α
′
11 + α
′
12 = α11 + w1α12 + w2α12 + α13
= α11 + α12 + α13
α
′
21 + α
′
22 = α31 + w1α32 + w2α32 + α33
= α31 + α32 + α33.
Since α11 + α12 + α13 = α31 + α32 + α33 then α
′
11 + α
′
12 = α
′
21 + α
′
22.
The pair of simultaneous recurrences for b and c and the equality α
′
11 + α
′
12 =
α
′
21 + α
′
22 for this case are derived in the same way.
Remark 3.3. Denote w
′
1 = −
w1
w2
, w
′
2 =
1
w2
, w
′′
1 =
1
w1
, w
′′
2 = −
w2
w1
. In such a case,
c = w
′
1a+ w
′
2b and a = w
′′
1b+ w
′′
2c, where w
′
1 +w
′
2 = w
′′
1 +w
′′
2 = 1. Hence, special
conditions accompanying (3.3) hold for any combination of recurrences. For this
reason, it would be enough to prove the equality α
′
11 + α
′
12 = α
′
21 + α
′
22 for one
pair of simultaneous recurrences in Lemma 3.2. The equality holds automatically
for the other two pairs in this case.
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Theorem 3.4. If 

ax = α11ax−1 + α12bx−1 + α13cx−1 + α1
bx = α21ax−1 + α22bx−1 + α23cx−1 + α2
cx = α31ax−1 + α32bx−1 + α33cx−1 + α3
and the following conditions hold:
1. α11 + α12 + α13 = α21 + α22 + α23 = α31 + α32 + α33
2. ∃ w1, w2, w1 + w2 = 1, that ∀ x, bx = w1ax + w2cx,
then for C1 = α11+α12+α13, C2 = α12+
1
w2
α13, C3 = α11−
w1
w2
α13−α21+
w1
w2
α23,
C4 = α12 +
1
w2
α13 + α21 −
w1
w2
α23, C5 = α21 −
w1
w2
α23:
1. When α12 +
1
w2
α13 + α21 −
w1
w2
α23 6= 0, α11 + α12 + α13 6= 1, α11 −
w1
w2
α13 −
α21 +
w1
w2
α23 6= 1
ax = (C1)
x
a0 + C2
(C1)
x
− (C3)
x
C4
(b0 − a0) + α1
(C1)
x
− 1
C1 − 1
+
(α2 − α1)C2
C4
(
(C1)
x
− C1
C1 − 1
−
(C3)
x
− C3
C3 − 1
)
bx = (C1)
x
b0 + C5
(C1)
x
− (C3)
x
C4
(a0 − b0) + α2
(C1)
x
− 1
C1 − 1
+
(α1 − α2)C5
C4
(
(C1)
x
− C1
C1 − 1
−
(C3)
x
− C3
C3 − 1
)
cx = −
w1
w2
ax +
1
w2
bx.
2. When α12 +
1
w2
α13 + α21 −
w1
w2
α23 6= 0, α11 + α12 + α13 = 1 (α11 −
w1
w2
α13 −
α21 +
w1
w2
α23 6= 1)
ax = (C1)
x
a0 + C2
(C1)
x
− (C3)
x
C4
(b0 − a0) + α1x+
(α2 − α1)C2
C3 − 1
(
(C3)
x
− C3
C3 − 1
− x+ 1
)
bx = (C1)
x
b0 + C5
(C1)
x
− (C3)
x
C4
(a0 − b0) + α2x+
(α1 − α2)C5
C3 − 1
(
(C3)
x
− C3
C3 − 1
− x+ 1
)
cx = −
w1
w2
ax +
1
w2
bx.
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3. When α12 +
1
w2
α13 + α21 −
w1
w2
α23 6= 0, α11 −
w1
w2
α13 − α21 +
w1
w2
α23 = 1
(α11 + α12 + α13 6= 1)
ax = (C1)
x
a0 + C2
(C1)
x
− (C3)
x
C4
(b0 − a0) + α1
(C1)
x
− 1
C1 − 1
+
(α2 − α1)C2
C1 − 1
(
(C1)
x
− C1
C1 − 1
− x+ 1
)
bx = (C1)
x
b0 + C5
(C1)
x
− (C3)
x
C4
(a0 − b0) + α2
(C1)
x
− 1
C1 − 1
+
(α1 − α2)C5
C1 − 1
(
(C1)
x
− C1
C1 − 1
− x+ 1
)
cx = −
w1
w2
ax +
1
w2
bx.
4. When α12 +
1
w2
α13 + α21 −
w1
w2
α23 = 0, α11 + α12 + α13 6= 1 (α11 −
w1
w2
α13 −
α21 +
w1
w2
α23 6= 1)
ax = (C1)
x−1 (C1a0 + C2 (b0 − a0) x) + α1
(C1)
x
− 1
C1 − 1
+
(α2 − α1)C2
(C1 − 1)
2
(
(x− 1) (C1)
x
− x (C1)
x−1 + 1
)
bx = (C1)
x−1 (C1b0 + C5 (a0 − b0) x) + α2
(C1)
x
− 1
C1 − 1
+
(α1 − α2)C5
(C1 − 1)
2
(
(x− 1) (C1)
x
− x (C1)
x−1 + 1
)
cx = −
w1
w2
ax +
1
w2
bx.
5. When α12 +
1
w2
α13 + α21 −
w1
w2
α23 = 0, α11 + α12 + α13 = 1 (α11 −
w1
w2
α13 −
α21 +
w1
w2
α23 = 1)
ax = (C1)
x−1 (C1a0 + C2 (b0 − a0)x) + α1x+ C2 (α2 − α1)
x (x− 1)
2
bx = (C1)
x−1 (C1b0 + C5 (a0 − b0) x) + α2x+ C5 (α1 − α2)
x (x− 1)
2
cx = −
w1
w2
ax +
1
w2
bx.
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Proof. As follows from Lemma 3.2, three simultaneous recurrences (3.3) can
be reduced, specifically, to the pair of simultaneous recurrences (3.4). Based on
Lemma 3.1 and after corresponding substitutions we obtain the expressions for ax
and bx. The result for cx is obtained automatically.
Remark 3.5. It is not the only way to determine ax, bx, and cx that is presented
in Theorem 3.4. Each of recurrent variables ax, bx, and cx can be determined
through two of three pairs of simultaneous recurrences (3.4 – 3.6).
Remark 3.6. In principle, it could be sufficient to derive only one direct expres-
sion (for ax, or bx, or cx). For example, if the formula for ax is derived, then bx
and cx can be expressed in ax and in the difference between bx and ax. Actually,
the difference bx− ax was obtained implicitly in the course of the proof of Lemma
3.1. Based on the second recurrence in (3.2) we have:
∆x = D∆x−1 + δ = D
x∆0 + δ
Dx−1 − 1
D − 1
for D 6= 1 and
∆x = D∆x−1 + δ = ∆0 + xδ
for D = 1. Hence, for (3.3) and C3 = α11 −
w1
w2
α13 − α21 +
w1
w2
α23
bx − ax = (C3)
x (b0 − a0) + (α2 − α1)
(C3)
x−1
− 1
C3 − 1
when C3 6= 1 and
bx − ax = b0 − a0 + x (α2 − α1)
when C3 = 1. Relations between the differences are the following:
cx − ax =
bx − ax
w2
=
cx − bx
w1
.
The equality bx = w1ax + w2cx does not automatically mean the existence of
the same proportion for coefficients (α21 = w1α11 + w2α31, α22 = w1α12 + w2α32,
α23 = w1α13+w2α33, α2 = w1α1+w3α3, as in (1.1)). In the special case, the linear
combination bx = w1ax+w2cx can be provided by the corresponding proportion for
initial values of a, b, and c without observing the same proportion for coefficients.
For example, it can be shown that in (1.2) bx =
13
19
ax+
6
19
cx for a0 = 41, b0 = 47,
c0 = 60 although this proportion does not take place for coefficients. Now, suppose
that we have stronger conditions when also the proportion between coefficients
takes place.
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Lemma 3.7. If
1. α11 + α12 + α13 = α31 + α32 + α33
and
2. ∃ w1, w2, w1 + w2 = 1, that α21 = w1α11 + w2α31, α22 = w1α12 + w2α32,
α23 = w1α13 + w2α33,
then
α21 + α22 + α23 = α11 + α12 + α13 = α31 + α32 + α33. (3.7)
Proof.
α21 + α22 + α23 = w1α11 + w2α31 + w1α12 + w2α32 + w1α13 + w2α33
= w1(α11 + α12 + α13) + w2(α31 + α32 + α33)
= (w1 + w2) (α11 + α12 + α13)
= α11 + α12 + α13.
Hence, the equality such as (3.7) is a redundant condition if the condition
bx = w1ax+w2cx is provided by the corresponding proportion between coefficients.
The equality of any two sums of coefficients from three ones in (3.7) is sufficient
in this case.
Consider a situation with weaker conditions when it is only known that
α11 + α12 + α13 = α31 + α32 + α33
and bx = w1ax + w2cx, where w1 + w2 = 1. In this case, only one pair of simulta-
neous recurrences adduced in Lemma 3.2 can be generated. However, the solution
of this pair of recurrences is sufficient for finding ax, bx, and cx. On the other
hand, two other pairs of simultaneous recurrences (not as in Lemma 3.2) can be
generated in this case also. Indeed,
bx = w1ax + w2cx
= w1(α11ax−1 + α12bx−1 + α13cx−1 + α1) +
w2(α31ax−1 + α32bx−1 + α33cx−1 + α3)
= (w1α11 + w2α31) ax−1 + (w1α12 + w2α32) bx−1 + (w1α13 + w2α33) cx−1 +
w1α1 + w2α3
= α∗21ax−1 + α
∗
22bx−1 + α
∗
23cx−1 + α
∗
2.
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where α∗21 = w1α11 + w2α31, α
∗
22 = w1α12 + w2α32, α
∗
23 = w1α13 + w2α33, α
∗
2 =
w1α1 + w3α3. Hence, the recurrence for bx in (3.3) can be replaced so that we
have the following three simultaneous recurrences:

ax = α11ax−1 + α12bx−1 + α13cx−1 + α1
bx = α
∗
21ax−1 + α
∗
22bx−1 + α
∗
23cx−1 + α
∗
2
cx = α31ax−1 + α32bx−1 + α33cx−1 + α3 .
(3.8)
By Lemma 3.7, these recurrences are of the same structure as (3.3). For this
reason, by Lemma 3.2, (3.8) can be presented as three pairs of simultaneous
recurrences. Thus, Theorem 3.4 can be generalized as follows.
Theorem 3.8. If 

ax = α11ax−1 + α12bx−1 + α13cx−1 + α1
bx = α21ax−1 + α22bx−1 + α23cx−1 + α2
cx = α31ax−1 + α32bx−1 + α33cx−1 + α3
and the following conditions hold:
1. α11 + α12 + α13 = α31 + α32 + α33
2. ∃ w1, w2, w1 + w2 = 1, that ∀ x, bx = w1ax + w2cx,
then for C1 = α11+α12+α13, C2 = α12+
1
w2
α13, C3 = α11−
w1
w2
α13−α
∗
21+
w1
w2
α∗23,
C4 = α12 +
1
w2
α13 + α
∗
21 −
w1
w2
α∗23, C5 = α
∗
21 −
w1
w2
α∗23, α
∗
21 = w1α11 + w2α31,
α∗23 = w1α13 + w2α33, α
∗
2 = w1α1 + w3α3:
1. When α12 +
1
w2
α13 + α
∗
21 −
w1
w2
α∗23 6= 0, α11 + α12 + α13 6= 1, α11 −
w1
w2
α13 −
α∗21 +
w1
w2
α∗23 6= 1
ax = (C1)
x
a0 + C2
(C1)
x
− (C3)
x
C4
(b0 − a0) + α1
(C1)
x
− 1
C1 − 1
+
(α∗2 − α1)C2
C4
(
(C1)
x
− C1
C1 − 1
−
(C3)
x
− C3
C3 − 1
)
bx = (C1)
x
b0 + C5
(C1)
x
− (C3)
x
C4
(a0 − b0) + α
∗
2
(C1)
x
− 1
C1 − 1
+
(α1 − α
∗
2)C5
C4
(
(C1)
x
− C1
C1 − 1
−
(C3)
x
− C3
C3 − 1
)
cx = −
w1
w2
ax +
1
w2
bx.
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2. When α12 +
1
w2
α13 + α
∗
21 −
w1
w2
α∗23 6= 0, α11 + α12 + α13 = 1 (α11 −
w1
w2
α13 −
α∗21 +
w1
w2
α∗23 6= 1)
ax = (C1)
x
a0 + C2
(C1)
x
− (C3)
x
C4
(b0 − a0) + α1x+
(α∗2 − α1)C2
C3 − 1
(
(C3)
x
− C3
C3 − 1
− x+ 1
)
bx = (C1)
x
b0 + C5
(C1)
x
− (C3)
x
C4
(a0 − b0) + α
∗
2x+
(α1 − α
∗
2)C5
C3 − 1
(
(C3)
x
− C3
C3 − 1
− x+ 1
)
cx = −
w1
w2
ax +
1
w2
bx.
3. When α12 +
1
w2
α13 + α
∗
21 −
w1
w2
α∗23 6= 0, α11 −
w1
w2
α13 − α
∗
21 +
w1
w2
α∗23 = 1
(α11 + α12 + α13 6= 1)
ax = (C1)
x
a0 + C2
(C1)
x
− (C3)
x
C4
(b0 − a0) + α1
(C1)
x
− 1
C1 − 1
+
(α∗2 − α1)C2
C1 − 1
(
(C1)
x
− C1
C1 − 1
− x+ 1
)
bx = (C1)
x
b0 + C5
(C1)
x
− (C3)
x
C4
(a0 − b0) + α
∗
2
(C1)
x
− 1
C1 − 1
+
(α1 − α
∗
2)C5
C1 − 1
(
(C1)
x
− C1
C1 − 1
− x+ 1
)
cx = −
w1
w2
ax +
1
w2
bx.
4. When α12 +
1
w2
α13 + α
∗
21 −
w1
w2
α∗23 = 0, α11 + α12 + α13 6= 1 (α11 −
w1
w2
α13 −
α∗21 +
w1
w2
α∗23 6= 1)
ax = (C1)
x−1 (C1a0 + C2 (b0 − a0) x) + α1
(C1)
x
− 1
C1 − 1
+
(α∗2 − α1)C2
(C1 − 1)
2
(
(x− 1) (C1)
x
− x (C1)
x−1 + 1
)
bx = (C1)
x−1 (C1b0 + C5 (a0 − b0) x) + α
∗
2
(C1)
x
− 1
C1 − 1
+
20
(α1 − α
∗
2)C5
(C1 − 1)
2
(
(x− 1) (C1)
x
− x (C1)
x−1 + 1
)
cx = −
w1
w2
ax +
1
w2
bx.
5. When α12 +
1
w2
α13 + α
∗
21 −
w1
w2
α∗23 = 0, α11 + α12 + α13 = 1 (α11 −
w1
w2
α13 −
α∗21 +
w1
w2
α∗23 = 1)
ax = (C1)
x−1 (C1a0 + C2 (b0 − a0)x) + α1x+ C2 (α
∗
2 − α1)
x (x− 1)
2
bx = (C1)
x−1 (C1b0 + C5 (a0 − b0) x) + α
∗
2x+ C5 (α1 − α
∗
2)
x (x− 1)
2
cx = −
w1
w2
ax +
1
w2
bx.
In the special case, when (3.7) is true, Theorem 3.8 is reduced to Theorem 3.4.
4. Conclusions and Open Problems
We have considered the problem of finding a solution of simultaneous recurrences.
Section 2 presents the general method of arriving at a solution. Section 3 describes
a special method for solving matrix recurrences of order two and order three. This
method works only under the special conditions (specifically, when the sums of
coefficients of items in lines are equal) but seems to be more efficient. It might
be noted that perhaps, this method can be generalized to matrix recurrences of
order n.
It might also be of interest to investigate simultaneous recurrences with equal
sums of coefficients of items in columns.
Lemma 4.1. If {
ax = α11ax−1 + α12bx−1 + α1
bx = α21ax−1 + α22bx−1 + α2
and
α11 + α21 = α12 + α22 ,
then
when α12 6= −α21, α11 − α12 6= 1, α11 + α21 6= 1
ax = (α11 − α12)
x
a0 + α12 (a0 + b0)
(α11 + α21)
x
− (α11 − α12)
x
α12 + α21
+
21
α1
(α11 − α12)
x
− 1
α11 − α12 − 1
+
α12 (α1 + α2)
α12 + α21
×(
(α11 + α21)
x
− α11 − α21
α11 + α21 − 1
−
(α11 − α12)
x
− α11 + α12
α11 − α12 − 1
)
bx = (α11 − α12)
x
b0 + α21 (a0 + b0)
(α11 + α21)
x
− (α11 − α12)
x
α12 + α21
+
α2
(α11 − α12)
x
− 1
α11 − α12 − 1
+
α21 (α1 + α2)
α12 + α21
×(
(α11 + α21)
x
− α11 − α21
α11 + α21 − 1
−
(α11 − α12)
x
− α11 + α12
α11 − α12 − 1
)
.
Proof. The proof is like that of Lemma 3.1.
We intend to generalize Lemma 4.1 to matrix recurrences of order n.
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