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Chapter 1
Introduction
A dynamical system is a mathematical model of a phenomenon following a deterministic
law of time evolution, as typified by diﬀerential equations and diﬀerence equations. Theory
of dynamical systems, which is originated in the study of the three-body problem by
Poincare´, was established after the study in the 1960s by Smale and the discovery of
“chaos” in applied fields [Lo63, LY75]. In this thesis we consider a discrete time dynamical
system defined by a continuous self-map of a compact metric space. Unless otherwise
stated, X denotes a compact metric space and T : X → X denotes a continuous map.
One way to investigate behaviour of a system is to consider the time average of a
function φ which measures its “performance” at each point, that is
lim
n→∞
1
n
n−1∑
k=0
φ ◦ T k(x),
where T k denotes the k times iteration of the map T . An elementary example of a
“performance function” is the characteristic function χA of a subset A. The time average
of χA along with the orbit of a point x is the frequency with which the orbit hits A:
lim
n→∞
1
n
n−1∑
k=0
χA ◦ T k(x) = lim
n→∞
1
n
#
{
k = 0, 1, . . . , n− 1 : T k(x) ∈ A} .
This limit is called the hitting frequency, if it exists. It is natural to ask which orbits
maximize the time average of a performance function. The selection of orbits attaining the
maximum time average is the main purpose of ergodic optimization. A root of this theory
is found in the works of Mather [Mat91] and Man˜e´ [Man96, Man97] on the dynamics of the
Euler-Lagrange flow: orbits with prescribed properties can be obtained by the Lagrangian,
and the orbits are obtained as typical points for these measures (called action minimizing
measures, see [So15]). Another root is found in the selection of unstable optimal periodic
orbits in chaos control [OGY90, HO96a, YH99]. Resent progress of ergodic optimization
is nicely surveyed by Jenkinson [J06, J18].
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The question of time average can be interpreted as that of space average via the
Birkhoﬀ ergodic theorem. For a real-valued continuous function φ : X → R we have
sup
x∈X
lim sup
n→∞
1
n
n−1∑
k=0
φ ◦ T k(x) = max
ν∈MT
∫
φ dν, (1.1)
whereMT denotes the space of all T -invariant Borel probability measures. A T -invariant
Borel probability measure attaining the maximum is called a maximizing measure for φ.
Hence we can restate the question: which invariant measures are maximizing measures
for a performance function? If a system admits only one invariant measure, not only the
above question becomes trivial but also the time average of a continuous function at any
point uniformly converges to its space average by the unique invariant measure [Wa82,
Theorem 6.19]. Hence the case where MT is not a singleton is of our interest.
The setMT of invariant measures is a non-empty convex and compact set with respect
to the weak*-topology [Wa82, Theorem 6.10]. We pay attention to a system for which
the space of invariant measures has a complicated structure. For example, the space of
invariant measures of a topologically mixing subshift of finite type is the Poulsen simplex,
i.e. an infinite dimensional simplex where the set of extremal points is dense. Extremal
points of MT are ergodic measures [Wa82, Theorem 6.10]. A σ-invariant measure is
ergodic if µ(A) = 0 or µ(A) = 1 for every Borel set A such that σ−1A = A. As we will
see in Section 3.2, any invariant measure allows a unique integral representation by a
probability measure supported on the set of ergodic measures.
It is usually diﬃcult to detect maximizing measures for individual performance func-
tions. As far as the knowledge of the author, such results are only known for special
functions on the angle-doubling map [Bou00]. Most results in ergodic optimization are on
“typicality” of properties for maximizing measures: How large subset is contained in the
set of performance functions for which a property holds? An important formulation of this
notion is genericity. A subset R of a topological space is residual if it is an intersection
of countably many open and dense subsets. Let F be a Baire space, i.e. every residual
subset is dense in F . By Baire’s category theorem, if F is a complete metric space, then it
is a Baire space. In Theorems A and B, for example, we consider the space of continuous
functions on X with the supremum norm as F . A property P for elements in F is generic
if the set of φ in F satisfying P contains a residual subset.
It is proved by Jenkinson that uniqueness of maximizing measure for continuous func-
tions is generic [J06]. Moreover, the unique measure is fully supported and has zero
entropy, provided T has specification property [BJ02, Br08, Mo08]. For more regular
functions the dynamics on the support of a unique maximizing measure is supposed to be
periodic. Indeed there are several positive results for Lipschitz continuous functions by
Contreras [Co16] and by Bochi and Zhang [BZ15]; for super-continuous functions by Quas
and Siefken [QS12]; for Ho¨lder continuous functions by Contreras, Lopes and Thieullen
[CLT01]; for continuous functions satisfying the Walters condition by Bousch [Bou01].
2
In contrast to these results, main results of this thesis shed some light on continuous
functions with multiple maximizing measures.
It is interesting to see the relation between the existence of multiple maximizing mea-
sures and thermodynamic formalism. For a continuous function φ and β ∈ R an invariant
measure µ is an equilibrium measure for βφ if it attains the following supremum:
sup
µ∈MT
{
hµ + β
∫
φ dµ
}
where hµ denotes the Kolmogorov entropy. We call β the inverse temperature parameter.
For a given continuous function φ consider a sequence {µβ} of equilibrium measures for
βφ. As we will see in Chapter 5, maximizing measures naturally appear as zero tem-
perature limits of equilibrium measures: any accumulation point of {µβ} as β goes to
infinity becomes a maximizing measure for φ. Hence the uniqueness of maximizing mea-
sure implies convergence of {µβ}. On the other hand, the limit does not always exist:
Chazottes and Hochman give examples of Lipschitz continuous functions for which the
sequence {µβ} does not convergence [CH10]. Paying attention to oscillation of equilib-
rium measures at low temperature, we should study continuous functions with multiple
maximizing measures. Existence of multiple maximizing measures cannot be a generic
property by Jenkinson’s result on generic uniqueness. However, our main results say that
such functions exist densely in the space of continuous functions.
Denote by C(X) the space of continuous functions endowed with the supremum norm.
Theorem A ([Sh17, Theorem A]). Let (X,T ) be a topologically mixing subshift of finite
type. Then there exists a dense subset D of C(X) such that for every φ in D there
exist uncountably many ergodic maximizing measures which are fully supported and have
positive entropy.
In Theorem A, the notion of uncountably many maximizing measures crucially changes
when we drop ergodicity. Every convex combination of ergodic maximizing measures
is also a maximizing measures. Hence we can obtain uncountably many maximizing
measures which are not ergodic, if there exist at least two ergodic ones. In Theorem A
we claim the existence of uncountably many ergodic maximizing measures, which is much
diﬀerent from that of uncountably many merely maximizing ones. Theorem A is obtained
by slightly modifying a proof of the following theorem.
Theorem B ([Sh17, Theorem B]). Let T be a continuous self-map of a compact metric
space X. Suppose the set Me of all ergodic measures is arcwise-connected. Then there
exists a dense subset D of C(X) such that for every φ ∈ D there exist uncountably many
ergodic maximizing measures.
Property of the setMe of all ergodic measures depends on “hyperbolicity” of T . Exam-
ples for which Me is arcwise-connected include systems satisfying specification property.
3
The space of invariant measures of these systems is actually the Poulsen simplex [Sig74].
The denseness of the set of ergodic measures implies its arcwise-connectedness because
the Poulsen simplex and the set of its extremal points are homeomorphic to the Hilbert
cube [0, 1]∞ and its interior (0, 1)∞ respectively [GK16]. In the one-dimensional case,
Blokh shows that continuous topologically mixing interval maps have specification prop-
erty [Bl83] and a discontinuous version is studied in [Bu97]. The arcwise-connectedness
of the set of ergodic measures is strictly weaker than the denseness of it. For example the
set of ergodic measures of a Dyck shift is not dense but arcwise-connected, as we will see
in Subsection 2.2.4. The connectedness of the set of ergodic measures for some partially
hyperbolic systems is studied in [GP15]. On the other hand, there do exist systems for
which Me is not arcwise-connected: Cortez and Rivera-Letelier show that for the restric-
tions of some logistic maps to the omega limit set of the critical points, the sets of ergodic
measures become totally disconnected [CR10].
An idea of our proof of Theorem B is to perturb a given continuous function φ0 to
create another continuous function φ so that the function µ %→ ∫ φ dµ defined on an arc of
ergodic measures has a “flat” part (see Figure 1.1). The Bishop-Phelps theorem ensures
such a perturbation. In order to use the Bishop-Phelps theorem, we use the fact that
maximizing measures are characterized as “tangent measures” to the convex functional
Q : C(X) ∋ φ %→ max
ν∈MT
∫
φ dν ∈ R.
The use of the Bishop-Phelps theorem has been implied by [PU10] (see also [I79]).
 
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Figure 1.1: A schematic picture of the perturbation of a performance function:
a given function φ0 (left); the perturbed function φ (right).
Inspired by Theorem A we study existence of multiple Lyapunov maximizing mea-
sures for piecewise expanding Markov maps. The dynamics of a piecewise expanding
Markov map can be interpreted as that of a full shift by topological conjugacy. With this
interpretation, we can apply Theorem A to the context of Lyapunov maximizing measure.
We start with definition of piecewise expanding Markov maps. Let p ≥ 2 be an integer
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and {αi}p−1i=0 , {βi}p−1i=0 sequences in [0, 1] such that
0 = α0 < β0 < α1 < β1 < α2 < · · · < βp−1 = 1.
Put X =
⋃p−1
i=0 [αi, βi]. A C
1 function f : X → [0, 1] is a piecewise expanding Markov map
on X if it satisfies the following:
(E1) f maps each interval [αi, βi], i ∈ {0, . . . , p− 1} diﬀeomorphically onto [0, 1];
(E2) there exist constants c > 0, λ > 1 such that for every n ≥ 1 and every x ∈⋂n−1
k=0 f
−k (X), |Dfn(x)| ≥ cλn.
Denote by E the space of piecewise expanding Markov maps on X endowed with the C1
topology given by the norm
∥f∥C1 = sup
x∈X
|f(x)|+ sup
x∈X
|Df(x)|.
As we will see in Section 4.2, the space E is an open subset of C1 functions on X, and
hence becomes a (non-complete) Baire space.
Observe that there are points in X which cannot be infinitely iterated by f , because
of gaps. Hence we restrict f to Λ(f) defined by
Λ(f) =
⋂
n≥0
f−n (X) .
Thus we obtain a dynamical system which is also denoted by f with a slight abuse of
notation. Then Λ(f) is a Cantor set with a Markov partition given by the collection
{[αi, βi]}p−1i=0 of intervals which topologically conjugates f to the full shift over p symbols.
See Section 2.4 for more details.
Put
χmax(f) = max
µ∈Mf
∫
log |Df |dµ
and
χmin(f) = min
µ∈Mf
∫
log |Df |dµ.
A measure µ ∈Mf is Lyapunov maximizing if it is a maximizing measure for log |Df |:∫
log |Df |dµ = χmax(f).
Lyapunov minimizing measure is defined similarly, with χmax replaced by χmin. Since
Lyapunov maximizing measure is defined for each maps, we discuss genericity or non-
genericity with retard to maps instead of functions in the context of Lyapunov maximizing
measure.
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The notion of Lyapunov optimizing measures was introduced by Contreras et al [CLT01].
They showed that for an open dense subset of the space
⋃
β>αC
1+β of expanding maps
of the circle in the C1+α topology, the Lyapunov maximizing measure is unique and sup-
ported on a periodic orbit. For a generic C1 expanding map of the circle, Jenkinson and
Morris [JM08] proved that the Lyapunov maximizing measure is unique and has zero en-
tropy. See Morita and Tokunaga [MT13], Tokunaga [T15] for extensions of the results of
[JM08] to higher dimension. With the method of [JM08] one can show that for generic
maps in E the Lyapunov maximizing measure is unique, and it is fully supported, has zero
entropy. In the realm of non-genericity the structure of Lyapunov maximizing measures
is in contrast.
Theorem C ([ST, Theorem A]). There exists a dense subset A of E such that the
following holds for every f ∈ A :
- χmin(f) ≠ χmax(f);
- there exist uncountably many Lyapunov maximizing measures of f which are ergodic,
fully supported and have positive entropy;
- log |Df | is not Ho¨lder continuous.
Statements analogous to Theorem C hold for Lyapunov minimizing measures. Since
both proofs are identical, we restrict ourselves to Lyapunov maximizing ones.
The rest of this thesis consists as follows: In Chapter 2 we introduce symbolic systems
where various kind of invariant measures can be obtained constructively. In addition
to that, we will see the way to reduce a dynamical system with a Markov partition to
a symbolic system. Essential parts of the proofs of Theorem A and Theorem B are
explained in Chapter 3. Describing simplex structure of invariant measures, we will see
how to use the Bishop-Phelps theorem in our context. Our main results are proved in
Chapter 4. Most parts of this chapter are dedicated to prove the Realization theorem,
which overcomes the most diﬃcult part to convey symbolic results to piecewise expanding
Markov maps. In Chapter 5 we describe the zero temperature limit problem in order to
describe how maximizing measure is related to equilibrium measures.
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Chapter 2
Symbolic Dynamical Systems
In this chapter we illustrate symbolic systems. A symbolic system consists of infinite
sequences over finite alphabets. Though such sequences seem to be simple and tractable,
various kinds of “subsystems” can be obtained by restricting sequences. We will see
precise definitions and examples and explain graph representation in Section 2.1 and 2.2.
Moreover, we will introduce examples of invariant measures in symbolic systems in Section
2.3.
Not only symbolic systems are interesting because of their variety, but also they are
important because they are used to represent “chaotic” dynamical systems. As we will ex-
plain in Section 2.4 dynamical systems with nice structure can be “coded” into a symbolic
system. See [LM95] and [Ki98] for more details.
2.1 Definitions
2.1.1 Subshifts, words and languages
Let A be an alphabet set. An alphabet set is finite. Denote by N the set of nonnega-
tive integers. Consider the space AN endowed with the product topology of the discrete
topology and the shift map σ : AN → AN defined by
σ({xn}) = {xn+1}
for {xn}n∈N ∈ AN and n ≥ 0. Note that σ is continuous and is called the left shift. The
pair (AN, σ) is called the (one-sided) full shift over A.
Let η > 1. For x, y ∈ AN define a metric dη by
dη(x, y) = η
−N
where N = min{n ∈ N : xn ̸= yn}, the first site where alphabets of x and y do not
coincide. The topology induced by the metric dη coincides with the product topology of
the discrete topology. In particular, d2 is called the standard metric.
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A finite sequence ω over A is called a word. Let A∗ = ⋃n≥1An, the set of all words
over A. For a word ω ∈ A∗ denote by |ω| its length, namely ω = ω0ω1 · · ·ω|ω|−1. For a
word ω ∈ A∗ let [ω] = {x ∈ AN : xk = ωk for every k ∈ {0, 1, . . . , |ω| − 1}} and call it a
cylinder set. We denote by ωn a word consisting of n consequent ω and by ω∞ an element
consisting of infinite consequent ω.
A subset X of AN is a subshift if it is closed and σ-invariant, i.e. σ(X) ⊂ X. We may
write by σX the restriction of σ on X when we want to emphasis the base space X. Take
F ⊂ A∗. We can define a subshift by F as follows; define XF ⊂ AN by
XF =
{
x ∈ AN : no word from F appears in x} .
We call F a forbidden set and its elements forbidden words. Observe XF is closed and
σ-invariant by the definition. Note that XF may be empty and that diﬀerent forbidden
sets can define a same subshift. Every subshift can be defined in this way. If F = ∅, then
XF is the full shift.
Let X be a subshift over A. Define the language L(X) of X by
L(X) = {ω ∈ A∗ : [ω] ∩X ̸= ∅}.
Denote by L(X)n the set of words in L(X) with length n.
2.1.2 Vertex and labeled edge shifts
A directed graph G consists of disjoint, finite or countable sets V,E and maps i, t : E → V .
The sets V,E are called a vertex set and an edge set respectively. For each e ∈ E the
map i assigns the vertex where e starts and t assigns the vertex where e terminates. A
directed graph is finite if both the vertex and the edge sets are finite. We always assume
that no v ∈ V is stranded, i.e. for every v ∈ V there exist e, e′ ∈ E such that i(e) = v and
t(e′) = v.
Definition 2.1 (Vertex shift). Let G = (V,E) be a finite directed graph where no two
edges start and terminate at the same vertices. Set X = {x ∈ V N : there exists e ∈
E such that i(e) = xn, t(e) = xn+1 for every n ∈ N}. Observe X is closed and shift-
invariant. We call X a vertex shift.
Let G = (V,E) be a directed graph. For an alphabet set A a function φ : E → A is
called a labeling of edges. We call a pair (G,φ) a labeled directed graph. A labeled directed
graph (G,φ) is right-resolving if for each v ∈ V the edges starting from v carry diﬀerent
labels.
Definition 2.2 (Labeled edge shift). Let (G,φ) be a right-resorlving labeled directed
graph. Set EN(G) = {{en}n∈N ∈ EN : t(en) = i(en+1) for every n ∈ N}. We can naturally
deduce a map Φ : EN(G)→ AN from φ by
Φ({en}) = {φ(en)}
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for every {en} ∈ EN and m ∈ N. The set Φ(EN(G)) is shift invariant but is not always
closed. (See Example 2.3). Set X be the closure of Φ(EN(G)) and call it a labeled edge
shift.
An infinite sequence x ∈ AN is called an infinite labeled path on (G,φ) if there exists
{en} ∈ EN(G) such that x = Φ({en}).
Example 2.3. Let V = N and A = {0, 1}. Set E1 = {e ∈ V × V : t(e) = i(e) + 1} and
E2 = {e ∈ V × V : i(e) =
∑n
k=1 k for some n and t(e) = 0}, where i : V × V → V is
the projection map to the first element and t : V × V → V is that to the second one.
Consider the directed graph G = (V,E) where E = E1 ∪ E2. Define φ : E → A by
φ(e) =
⎧⎨⎩ 1 if e ∈ E2,1 if e ∈ E1 and t(e) =∑nk=1 k for some n,
0 else.
See also Figure 2.1. Let Φ be the induced map by φ. Observe that 0n1∞ ∈ Φ(EN(G)) for
every n ≥ 1 but 0∞ /∈ Φ(EN(G)). Hence Φ(EN(G)) is not closed.
0 1 2 3 4 5 6 7
1 1 1
1
1
1
0 0 0 0 0
Figure 2.1: A labeled directed graph
For a directed graph G = (V,E) define the adjacency matrix A = (ak,ℓ)(k,ℓ)∈V×V by
ak,ℓ = #{e ∈ E : i(e) = k, t(e) = ℓ}
for all (k, l) ∈ V × V . Denote by a(n)k,l the (k, l)-entry of An for n ≥ 1. Observe that
a(n)k,ℓ coincides with the number of n-step walks which start k and terminate ℓ. Using
adjacency matrix, we can check dynamics of a labeled edge shift. A subshift is transitive
if for every pair of open sets U,W there exists n ≥ 0 such that U ∩σ−nW ̸= ∅. A subshift
is topologically mixing if for every pair of open sets U,W there exists n ≥ 0 such that
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U ∩ σ−kW ̸= ∅ for every k ≥ n. Let X be a labeled edge shift with a directed labeled
graph (G,φ). Let A be the adjacency matrix of G. The shift space X is transitive if for
i, j ∈ V there exists n ≥ 0 such that a(n)i,j > 0. It is topologically mixing if for i, j ∈ V
there exists n0 such that a
(n)
i,j for every n ≥ n0.
2.2 Examples
2.2.1 Subshifts of finite type
A subshift X is a subshift of finite type if there exists a finite forbidden set F such that
X = XF . A subshift of finite type is M-step if the set of words with length M + 1 can
be chosen as a finite forbidden set. In particular a 1-step subshift of finite type is called
a Markov shift. A subshift is of finite type if and only if it is topologically conjugate with
a Markov shift [LM95, Theorem 2.1.10]
Let X be a Markov shift over A with a finite forbidden set F . Consider a finite
directed graph G = (V,E) such that V = A and E = {e ∈ V × V : i(e)t(e) /∈ F} where
i : V × V → V is the projection map to the first element and t : V → V is that to the
second one. Then the vertex shift of G becomes X.
Example 2.4. Consider A11 = {0, 1} and F = {11} and set X11 = XF . For every element
in X, there is no consequence 1. See Figure 2.2 for its graph representation.
0 1 0 1
a
b
b
Figure 2.2: (left): The directed graph whose vertex shift is X11,
(right): The labeled edge graph whose labeled edge shift is Xeven
2.2.2 Sofic shifts and factor maps
Let X, Y be subshifts. A map π : Y → X is σ-commute if σX ◦ π = π ◦ σY . A map
π : X → Y is a factor map if σ-commute and onto. The subshift X is called a factor of
Y . For (one-dimensional) subshifts every factor map can be represented by a block map
[LM95, Theorem 6.2.9 (Curtis-Lyndon-Hedlund theorem)]. Consider alphabet sets A and
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B. A map π : AN → B is called a block map with size N . A block map induces a shift
commuting map between AN and BN. Define π : AN → BN by
π({xn}) = {π(xnxn+1 · · · xn+N−1)}
for {xn}n∈N ∈ AN. Observe that σBN ◦ π = π ◦ σAN .
A subshift X is a sofic shift if it is a factor of a subshift of finite type.
Example 2.5. ConsiderAeven = {a, b} and F = {ω ∈ A∗ : no oddly consequent b appears in ω}
and set Xeven = XF . Observe that Xeven is not of finite type. Define a block map
π : A211 → Aeven by
π(00) = a, π(01) = b and π(10) = b.
Then the image of X11 by the shift commuting map π induced by π is Xeven. Hence Xeven
is sofic. See also Figure 2.2.
2.2.3 β and (−β) shifts
In this subsection we illustrate subshifts characterized by orders on full shifts. Important
examples are β and (−β) shifts, which are not always sofic. Let A = {0, 1, . . . , p− 1}.
Definition 2.6 (lexicographical order). For x, y ∈ AN, x ≺ y if there exists i ≥ 0 such
that xk = yk for every 0 ≤ k ≤ i− 1 and xi < yi. For x, y ∈ AN, x ≼ y if either x = y or
x ≺ y. We call the order ≼ the lexicographical order.
Definition 2.7 (alternating (lexicographical) order). For x, y ∈ AN, x ≺ y if there exists
i ≥ 0 such that xk = yk for every 0 ≤ k ≤ i − 1 and (−1)i(yi − xi) < 0. For x, y ∈ AN,
x ≼ y if either x = y or x ≺ y. We call the order ≼ the alternating (lexicographical) order.
Consider the lexicographical or alternating order on AN. Take a maximal element
a ∈ AN with regard to the order: σn(a) ≼ a for all n ≥ 0. Set
Σa = {x ∈ AN : σn(x) ≼ a for every n ≥ 0}.
Observe that Σa is closed and shift invariant. By the definition, ω ∈ L(Σa) if and only if
ωi · · ·ω|ω|−1 ≼ a0a1 . . . a|ω|−i−1
for every 0 ≤ i ≤ |ω|− 1.
For ω ∈ L(Σa) define
k(ω) =
{
max{k ≥ 1 : ω|ω|−k · · ·ω|ω|−1 = a0 · · · ak−1} if such k exists
0 else.
Set F ω = {x ∈ Σa : ωx ∈ Σa}.
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Lemma 2.8 ([SY, Lemma 4.1]). Take ω,ω′ ∈ L(Σa) such that k(ω) = k(ω′). Then
F ω = F ω
′
.
Let V = {k(ω) : ω ∈ L(Σa)} and consider it as a vertex set. Define an edge from i to
j labeled by an alphabet a if there exists ω ∈ L(Σa) such that ωa ∈ L(Σa), k(ω) = i and
k(ωa) = j. More precisely, in the lexicographical order case, there is an edge from i to j
labeled by c if either of the following:
• j = i+ 1 and c = ai;
• 0 ≤ c ≤ ai − 1, a0 · · · ai−1c ∈ L(Σa) and k(a0 · · · ai−1c) = j.
In the alternating order case, there is an edge from Vi to Vj labeled by c if either of the
following:
• j = i+ 1 and c = ai;
• when i is odd, ai + 1 ≤ c ≤ p− 1, a0 · · · ai−1c ∈ L(Σa) and k(a0 · · · ai−1c) = j;
• when i is even, 0 ≤ c ≤ ai − 1, a0 · · · ai−1c ∈ L(Σa) and k(a0 · · · ai−1c) = j
Denote by (G,φ) the labeled directed graph defined above. By the definition of (G,φ),
we have
Σa = {x ∈ AN : x is an infinite labeled path on (G,φ)}.
Typical examples of subshifts represented by this way are β-shifts and (−β)-shift.
A β-shift, which is introduced by Renyi [Re57], consists of β-expansions induced by a
β-transformation Tβ : [0, 1)→ [0, 1) defined by
Tβ(x) = βx− ⌊βx⌋
for every x ∈ [0, 1) where ⌊ξ⌋ denotes the largest integer no more than ξ. Take β > 1 and
let b = min{n ∈ Z : β ≤ n}. Define dβ,1 : [0, 1)→ {0, 1, . . . , b− 1} by
dβ,1(x) = ⌊βx⌋
for x ∈ [0, 1). Then we get a sequence dβ(x) := {dβ,1(T nβ x)} for each x ∈ [0, 1), which is
called the β-expansion of x. Let Σβ be the closure of {dβ(x) : x ∈ [0, 1)}. Observe that
Σβ is σ-invariant. It is called the β-shift. Let b = limx→1−0 dβ(x). It is a maximal element
with regard to the lexicographical order and we have Σβ = Σb [Pa60].
A β-shift is of finite type if and only if b is finite: there exists n ≥ 1 such that bk = 0
for every k ≥ n [Pa60]. A β-shift is sofic if and only if b is eventually periodic: there exists
n ≥ 0 such that σn(b) is periodic [Bert86]. For every β > 1 the β-shift is topologically
mixing.
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A (−β)-shift, which is introduced by Ito and Sadahiro [IS09], consists of (−β)-expansions
induced by (−β)-transformation T−β(0, 1]→ (0, 1] by
T−β(x) = −βx+ ⌊βx⌋+ 1
for every x ∈ (0, 1]. This is not the original form by Ito and Sadahiro but the map defined
above is topological conjugate with the original one. Take β > 1 and let b = ⌊β⌋ + 1.
Define d−β,1 : (0, 1]→ {1, . . . , b} by
d−β,1(x) = ⌊βx⌋+ 1
for x ∈ (0, 1]. Then we get a sequence d−β(x) := {d−β,1(T n−βx)} for each x ∈ (0, 1],
which is called the (−β)-expansion of x. Let Σ−β be the closure of {d−β(x) : x ∈ (0, 1]}.
Observe that Σ−β is σ-invariant. It is called the (−β)-shift. Let b = d−β(1), which is
a maximal element with regard to the alternating order. If b is not periodic with odd
period, Σ−β = Σb and if b = (b1 . . . bq)∞ with odd q,
Σ−β = {x ∈ {1, . . . , b}N : (1b1 . . . bq−1(bq − 1))∞ ≼ σnx ≼ b for all n ≥ 0}
[IS09]. A (−β)-shift is of finite type if b is periodic [FL09]. A (−β)-shift is sofic if b is
eventually periodic [IS09].
We can easily find β > 1 for which the (−β)-shift is not transitive. The set of β
for which the (−β)-shift has the specification property is Lebesgue measure zero [Bu97].
However, the set is of full Housdorﬀ dimension.
2.2.4 Dyck shifts
In this subsection we consider Dyck shifts, for which the set of ergodic measures is arcwise-
connected but not dense. Dyck shifts are first introduced by Krieger [Kr74] as an example
of non-uniqueness of measure of maximal entropy. Dyck shifts are easy to understand by
considering brackets. Alphabets are 2n symbols which consists of n pairs; each pair has
left and right brackets. In the case of n = 2 we can write the four alphabets as (, [, ], ).
The language of Dyck shifts are symbols in which the brackets are “opened and closed in
the right order?: [()] is in the language but ((())] is not.
Let n ≥ 2. Set AL = {ak : 1 ≤ k ≤ n}, AR = {ak : 1 ≤ k ≤ n} and A = AL ∪ AR.
We regard an alphabet ak from AL as a left bracket and ak as the corresponding right
bracket. Let Σ = (AL)∗ ∪ {ε} where ε is an empty word. Let h /∈ Σ be a halt state.
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Define a transition function φ : (Σ ∪ {h})×A→ Σ ∪ {h} by
φ(u, v) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
uv if u ∈ (AL)∗ and v ∈ AL,
ε if u ∈ AL and v = u,
h if u ∈ AmL , v ̸= um−1 where m ≥ 1
u0 · · · um−2 if u ∈ AmL , v = um−1 where m ≥ 2
v if u = ε, v ∈ AL
ε if u = ε, v ∈ AR
h if u = h.
We can extend it to the function Φ : (Σ ∪ {h})×A∗ → Σ ∪ {h} by
Φ(u, v0 · · · vm−1) = φ(φ(u, v0 · · · vm−2), vm−1)
for u ∈ Σ ∪ {h} and v0 · · · vm−1 ∈ Am where m ≥ 2. Define a forbidden set FD by
FD = {x ∈ A∗ : for every u ∈ Σ such that Φ(u, x) = h}
and define XFD by
XFD = {x ∈ AZ : there is no word from FD in x}.
Note that here we consider two-sided infinite sequences over A. Topology on AZ is the
product topology of discrete topology. We consider the shift map extended to AZ in
obvious way. (See also Appendix B.1).
Proposition 2.9 ([Cl]). The set Me of all ergodic measures of the Dyck shift is arcwise-
connected but is not dense in Me.
While essential parts of a proof are illustrated in [Cl], we try to give more precise
proof.
Proof. Take x ∈ XD. A bracket xi is closed in x if it has the corresponding bracket in x:
there exists a subword ω0 · · ·ωk−1 of x which includes xi such that Φ(ω0,ω1 · · ·ωk−1) = ε.
A bracket is open if it is not closed. We use the same terminologies with regards to a
bracket in a word x ∈ L(XD).
Let B− ⊂ X be the set of sequences where every left bracket is closed and B+ ⊂ X
that of sequences where every right bracket is closed. First we show that µ(B−∪B+) = 1
for every µ ∈Mσ(XD). For x ∈ XD let ℓ(x) = sup{i ∈ Z : xi ∈ AL and it is open} and
r(x) = inf{i ∈ Z : xi ∈ AR and it is open}. Note that both ℓ(x) and r(x) is finite for
x ∈ XD \ (B− ∪ B+). We can divide XD \ (B− ∪ B+) into disjoint sets:
XD \ (B− ∪ B+) =
⋃
i∈Z
⋃
j∈Z
{x ∈ XD : l(x) = i, r(x) = j}.
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Let Ai,j = {x ∈ XD : l(x) = i, r(x) = j}. Since σAi,j = Ai−1,j−1, we have µ(Ai,j) =
µ(A0,j−i) for every i, j ∈ Z. Hence we can conclue µ(XD \ (B− ∪B+)) = 0. In particular,
we have µ(B−) = 1 or µ(B+) = 1 for every µ ∈Me(XD).
Let E(B−) be the set of ergodic measures on XD which gives probability one to
B−. Second we show that E(B−) is arcwise-connected. Set B = {0, 1, . . . , n}. Define
ψ− : A→ B by
ψ−(u) =
{
i if u = ai (∈ AR),
0 if a ∈ AL
and let Ψ− : B− → BZ be the map induced by ψ−, i.e. Ψ−({xk})ℓ = r−(xℓ) for every
{xk} ∈ B− and ℓ ∈ N. Let N ⊂ BZ be the set of sequences where infinitely many
consequent 0 appears. Since every left bracket is closed, the map Ψ is σ-commute homeo-
morphism from B− to BZ \N . The Dirac measure δ0∞ is the only ergodic measure which
gives positive weight on N . Hence there is one-to-one correspondence between E(B−)
and Me(BZ) \ {δ0∞}. Since Me(BZ) is arcwise-coneccted and we can avoid δ0∞ , when we
connect ergodic measures in Me(BZ) \ {δ0∞}, E(B−) is arcwise-connected.
Similarly, we set E(B+) be the set of ergodic measures which gives probability one to
B+ and can show it is arcwise-connected. Since B− ∩ B+ ̸= ∅, and we can easily find an
ergodic measure in E(B−) ∩ E(B+), Me(XD) is arcwise-connected.
Finally we show that Me(XD) is not dense in MT (XD). Assume Me(XD) is dense in
MT (XD). Let ν = 12(δa∞1 + δa2∞). For ε = 2−11 take µ ∈ Me such that d(µ, ν) < 2−11
where d will be defined in Section 3.2, which is compatible with the weak*-topology. Take
a generic point x of µ. Then there exists N such that for every n ≥ N we have
1
n
#{0 ≤ k ≤ n− 1 : xk = a1} > 1
2
− 2ε
and
1
n
#{0 ≤ k ≤ n− 1 : xk = a2} > 1
2
− 2ε.
However there is no such a sequence in the Dyck shift. Take n ≥ 0 such that 210n ≥ N .
Looking at the first 210n alphabets in x, we have
#{0 ≤ k ≤ 210n− 1 : xk = a1} > 511n, #{0 ≤ k ≤ 210n− 1 : xk = a2} > 511n
and the number of the other brackets is less than 2n. Considering left brackets which are
open in x0 · · · x210n−1, we have
#{0 ≤ k ≤ 210n− 1 : xk is a left bracket which is open in x0 · · · x210n−1} > 509n. (2.1)
On the other hand, looking at the first 211n alphabets in x, we have
#{0 ≤ k ≤ 211n− 1 : xk = a1} > 1022n, #{0 ≤ k ≤ 211n− 1 : xk = a2} > 1022n
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and the number of the other brackets are less than 4n. Hence we have
#{0 ≤ k ≤ 211n− 1 : xk is a right bracket which is open in x0 · · · x211n−1} > 1018n
and
#{0 ≤ k ≤ 211n− 1 : xk is a left bracket which is open in x0 · · · x211n−1} > 1018n.
By the definition of Dyck shifts, no open left bracket exists at the left hand sides of any
open right brackets: for ai ∈ AL and aj ∈ AR such that i ̸= j, if xki = ai and xkj = aj,
then kj < ki or there exists k ≥ 0 such that ki < k < kj and xk ∈ {ai, aj}. Therefore, the
right brackets which are open in x0 · · · x211n−1 should exist at the first 1030n alphabets,
i.e.
#{0 ≤ k ≤ 1030n− 1 : xk is a right bracket which is open in x0 · · · x211n−1} > 1018n.
However (2.1) says that there are more than 509n open left brackets at the first 1024n
alphabets. This is contradiction.
2.3 Invariant measures on symbolic systems
Throughout this section denote by Σp the full shift over A = {0, 1, . . . , p−1}. Recall that
a σ-invariant measure is ergodic if µ(A) = 0 or µ(A) = 1 for every Borel set A such that
σ−1A = A. Simplest examples of invariant measure are periodic measures.
Example 2.10 (Periodic measure). Let x ∈ Σp be a periodic point with the smallest
period n. A probability measure µ defined by
µ =
1
n
n−1∑
k=0
δσkx
is called a periodic measure. It is easy to see that µ is σ-invariant and ergodic.
For µ ∈Mσ, define its support by supp (µ) =
⋂
C where the intersection is taken over
all closed sets with µ(C) = 1. The following examples are typical ergodic measures with
full support.
Example 2.11 (Bernoulli measure). Define a probability measure µ′ on A by µ(i) = qi
for every i ∈ A where∑i∈A qi = 1 and qi ≥ 0 for every i ∈ A. Then the product measure
µ on Σp is an ergodic σ-invariant Borel probability measure and is called a Bernoulli
measure. Observe that if qi > 0 for every i ∈ A, the Bernoulli measure has full support.
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A generalization of Bernoulli measure is Markov measure, which is defined by using
stochastic matrices. An n × n matrix P is a stochastic matrix if all its entries are non-
negative and the sum of all entries for every row is one. A row vector q is a stationary
probability vector for a stochastic matrix P if all its entriess are non-negative, the sum of
all entries is one and satisfies qP = q. A non-negative matrix P is irreducible if for every
i, j there exists k ≥ 0 such that (P k)i,j > 0. Note that by the Perron-Frobenius theorem
for an irreducible stochastic matrix P there exists a unique stationary probability vector
q all whose entries are positive [Ki98, Theorem 1.3.5]. A row vector is strictly positive if
all its entries are positive.
Example 2.12 (Markov measure). Let P be a stochastic matrix and q = (q1, . . . , qp) be
a stationary probability vector for P . We define a Markov measure µ(q,P ) as follows. For
all cylinder sets of Σp define µ([k]) = qk for all alphabets k and
µ([x0, x1, . . . , xm]) = qx0Px0,x1Px1,x2 · · ·Pxm−1,xm
for all m ≥ 1, where Pk,l denotes the (k, l)-entries of P . Then this satisfies µ(∅) = 0
and σ-additivity on the algebra generated by the set of all cylinder sets. Hence it can
be extended to a measure on Σp by the Carate´odory extension theorem. Observe it is
σ-invariant. We call the σ-invariant measure µ(q,P ) a one-step Markov measure defined by
the pair (q, P ).
For a subshift of finite type X over A, let A be its adjacency matrix. Consider a
stochastic matrix P such that for all i, j ∈ A, Pi,j = 0 whenever Ai,j = 0. Then we can
obtain a Markov measure supported on X by the same way as above.
2.4 Coding
One way to understand dynamics of a system is create a topologically conjugate with a
symbolic system. We start with an easy example of piecewise expanding Markov maps.
Let X = [0, 13 , ] ∪ [23 , 1], I0 = [0, 13 ] and I1 = [23 , 1]. Define f : X → [0, 1] by
f(x) =
{
3x if x ∈ I0
3x− 2 if x ∈ I1.
Obviously f is a piecewise expanding Markov map on X. Let Λ(f) =
⋂
n≥0 f
−nX. We
assign a 0, 1 sequence to each x ∈ Λ(f) by coding its itinerary: define d : Λ(f)→ {0, 1}N
by
d(x)i = j if f
i(x) ∈ Ij (2.2)
for all x ∈ Λ(f) and i ∈ N. Observe that ⋂n≥0 f−nIan is a singleton for every {an} ∈
{0, 1}N and we can define inverse map of d. Hence d is a homeomorphism and satisfies
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d ◦ f = σ ◦ d, which means (Λ(f), f) is topologically conjugate with the full shift over
{0, 1}. By this conjugacy we can interprets dynamics of (Λ(f), f) by infinite sequences
over {0, 1}.
The basic idea of this coding method is the following: we first divide a space into a
finite regions, which we call a Markov parition. In the above case we choose a partition
{I0, I1}. Second we track history of orbits and code their itinerary like (2.2). One thing
we need to be careful is whether each sequence obtained by this coding corresponds to one
point. Since f defined above is uniformly expanding, we can check it easily. For general
piecewise expanding Markov maps, the condition (E2) ensures this point.
Other examples of this method are found in [KH95, Section 2.5, p.79], such as quadratic
maps and Sinai’s horseshoe map. The existence of Markov partition is studied by many au-
thors: for Hyperbolic toral automorphisms in [Berg67, AW67], for Anosov diﬀeomorphism
in [Sin68], for pseudo-Anosov diﬀeomorphisms in [FS79] and for Axiom A diﬀeomorphisms
in [Bow75] (See [Pe18] for more details).
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Chapter 3
Structure of invariant measures and
convex functional technique
3.1 Borel probability measures
Let X be a compact metric space and B the Borel σ-algebra. Let C(X) be the Banach
space of all continuous functions on X endowed with the supremum norm. The dual space
C(X)∗ of C(X) is the Banach space of all bounded linear functionals endowed with the
norm
∥F∥ = sup {|F (φ)| : φ ∈ C(X) with ∥φ∥ = 1} . (3.1)
Let M be the set of signed Borel measures on X and M1 be the set of Borel probability
measures on X. For µ ∈M its total variation |µ| is defined by |µ|(B) = sup∑ |µ(Bi)| for
every B ∈ B where the supremum runs over all partitions {Bi} of B. Set ∥µ∥ = |µ|(X)
and call it the total variation norm of µ
By Riesz’s representation theorem, there is a one-to-one correspondence between C(X)∗
and M in the sense that
Fµ(φ) =
∫
φ dµ
for all φ ∈ C(X). Moreover we have ∥Fµ∥ = ∥µ∥. Throughout in this thesis, we use this
identification. Note that the set M1 is identified with
{F ∈ C(X)∗ : F is positive and |F (1)| = 1} .
Recall that a bounded linear functional F ∈ C(X)∗ is positive if F (φ) ≥ 0 for all φ ∈ C(X)
satisfying φ(x) ≥ 0 for every x ∈ X.
In addition to (3.1) we consider the weak*-topology on M. The weak*-topology on
M is the weakest topology which makes the map M ∋ µ %→ µ(φ) ∈ R continuous for all
φ ∈ C(X).
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3.2 Simplex structure of invariant measures
Let (X,T ) be a dynamical system where T is a continuous self-map on a compact metric
space. Then MT is compact, metrizable and convex with regard to the weak*-topology.
Since C(X) is separable, there is a countable dense subset {fn}∞n=1 of C(X). For µ, ν ∈
MT define
d(µ, ν) =
∞∑
n=1
|µ(fn)− ν(fn)|
2n∥fn∥ . (3.2)
Then it becomes a metric on MT and induces the weak*-topology. See [Wa82, Theorem
6.5] for compactness. Recall that a subset K ⊂ C(X)∗ is convex if every convex combina-
tion of two points is contained in K where a convex combination of µ1, µ2, . . . , µn ∈ C(X)∗
is the sum
∑n
k=1 akµk where ak ≥ 0 for all k = 1, 2, . . . , n and
∑n
k=1 ak = 1. An element µ
of a convex subset K is not an extremal point if there exist ν1, ν2 ∈ K \ {µ} and t ∈ (0, 1)
such that µ = tν1 + (1− t)ν2. We denote by ext(K) the set of extremal points of K. An
extremal point of MT is ergodic i.e., ext(MT ) =Me. ( See also [PU10].)
For µ ∈ MT there exists a unique Borel probability measure α on MT such that
α(MT \Me) = 0 and
µ(φ) =
∫
Me
m(φ) dα(m)
for all φ ∈ C(X) [PU10, Wa82]. We call α the disintegration of µ. For µ1, µ2 ∈MT and
their disintegrations α1,α2, we have
∥µ1 − µ2∥ = ∥α1 − α2∥. (3.3)
This equality plays an important role in the proof of Theorem A.
The unique integral representation and the equality (3.3) hold for more general set-
tings. Let K be a non-empy compact metrizable convex susbset of C(X)∗ with regard to
the weak*-topology. Then the ext(K) is a Borel set [Ph01, Proposition 1.3]. An element
µ ∈ K is represented by a Borel probability measure α on K if
µ(φ) =
∫
K
m(φ) dα(m) (3.4)
for all φ ∈ C(X). The set K is a Choquet simplex if each µ ∈ K is represented by a unique
Borel probability measure α on K such that α(K \ ext(K)) = 0. (See for more general
definition [Ph01]).
From [Ru04, Appendix A.5] MT is a special case of the following. Let G be a closed
linear subspace of C(X)∗ such that µ ∈ G implies |µ| ∈ G. Then K = M(X) ∩ G is a
Choquet simplex. Moreover, for µ1, µ2 ∈ K and their decompositions α1,α2 we have (3.3).
In the case of invariant measures we put G = {µ ∈ C(X)∗ : T∗µ = µ}.
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3.3 The Bishop-Phelps theorem
In this section we prove the Bishop-Phelps theorem, following [I79, Theorem V.1.1]. It
allows us to realize the perturbation in the space of continuous functions described in
Introduction (see Figure 1.1). We show the Bishop-Phelps theorem in a general setting
for the convenience of the reader. We begin with defining basic notions.
Definition 3.1. A functional Γ : V → R on a Banach space V is convex if
Γ(tφ+ (1− t)ψ) ≤ tΓ(φ) + (1− t)Γ(ψ)
for all φ,ψ ∈ V and t ∈ [0, 1].
Let Γ : V → R be a convex and continuous functional on a Banach space V . A
bounded linear functional F is tangent to Γ at φ ∈ V if
F (ψ) ≤ Γ(φ+ ψ)− Γ(φ) (3.5)
for all ψ ∈ V .
A bounded linear functional F is bounded by Γ if
F (ψ) ≤ Γ(ψ)
for all ψ ∈ V .
The dual space V ∗ is a Banach space equipped with the norm
∥F∥ = sup{|F (φ)| : φ ∈ V with ∥φ∥ = 1} (3.6)
for all F ∈ V ∗. We have reviewed that a Borel probability measure on a compact metric
space is identified with a bounded linear functional on the space of continuous functions
which is positive and normalized. With this identification the notions of tangency and
boundedness carry over to Borel probability measures.
The Bishop-Phelps theorem states that a Γ-bounded functional can be approximated
by Γ-tangent ones with respect to the norm (3.6).
Theorem 3.2 ([I79, Theorem V.1.1.]). Let Γ : V → R be a convex and continuous
functional on a Banach space V . For every bounded linear functional F0 bounded by Γ,
φ0 ∈ V and ε > 0, there exist a bounded linear functional F and φ˜ ∈ V such that F is
tangent to Γ at φ˜ and
∥F0 − F∥ ≤ ε and ∥φ0 − φ˜∥ ≤ 1
ε
(Γ(φ0)− F0(φ0) + s),
where s = sup{F0(ψ)− Γ(ψ) : ψ ∈ V }.
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Proof of Theorem 3.2. Take φ0 ∈ V and ε > 0. Define Γ′(ψ) = Γ(ψ) − F0(ψ) + s for all
ψ ∈ V where s = sup{F0(ψ)−Γ(ψ) : ψ ∈ V }. It is easy to see Γ′ is continuous and convex.
Let F ′0 = 0. Then F
′
0 is bounded by Γ
′. and we have sup{F ′0(ψ) − Γ′(ψ) : ψ ∈ V } = 0.
Let φ˜ ∈ V and F ′ ∈ V ∗ which satisfy the conclusion for Γ′, φ0, ε and F ′0. Then we have
∥φ0 − φ˜∥ ≤ 1
ε
Γ′(φ0) =
1
ε
(Γ(φ0)− F0(φ0)− s)
and
F ′(ψ) ≤ Γ′(φ˜+ ψ)− Γ′(φ˜)
=
(
Γ(φ˜+ ψ)− F0(φ˜+ ψ)− s
)
−
(
Γ(φ˜)− F0(φ˜)− s
)
= Γ(φ˜+ ψ)− Γ(φ˜)− F0(ψ)
for all ψ ∈ V , which implies F0 + F ′ is tangent to Γ at φ˜. Hence it is enough to show the
case F0 = 0 and sup{F0(ψ)− Γ(ψ) : ψ ∈ V } = 0.
For each φ ∈ V define C(φ) = {ψ ∈ V : Γ(ψ) ≤ Γ(φ)− ε∥φ− ψ∥}. Observe C(φ) is
closed and ψ ∈ C(φ) implies C(ψ) ⊂ C(φ). Take a sequence {φn}∞n=0 of V such that
φn+1 ∈ C(φn) and
Γ(φn+1) <
ε
2n
+ inf{Γ(ψ) : ψ ∈ C(φn)}.
Pick ψ ∈ C(φn+1). By the choice of the sequence {φn}∞n=0 we have
Γ(φn+1)− ε
2n
< Γ(ψ) ≤ Γ(φn+1)− ε∥φn+1 − ψ∥
and
∥φn+1 − ψ∥ < 1
2n
. (3.7)
This implies {φn}∞n=0 is a Cauchy sequence. Put φ˜ = limn→∞ φn. Since C(φn) is closed,
φ˜ ∈ ⋂n≥0C(φn). Moreover, the inequality (3.7) implies ⋂n≥0C(φn) = {φ˜}.
We have
Γ(ψ) ≥ 0 for every ψ ∈ V (3.8)
because F0 = 0 is bounded by Γ. Since φ˜ ∈ C(φ0), we have
Γ(φ˜) ≤ Γ(φ0)− ε∥φ0 − φ˜∥. (3.9)
By (3.8) and (3.9), we have
∥φ0 − φ˜∥ ≤ 1
ε
Γ(φ0).
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Define disjoint subsets
D = {(ψ, y) ∈ V × R : y < Γ(φ˜)− ε∥φ˜− ψ∥}
and
E = {(ψ, y) ∈ V × R : y ≥ Γ(ψ)}.
Observe D is open and convex and E is closed and convex. By the Hahn-Banach theorem
there exists a continuous linear functional Λ : V × R→ R and t ∈ R such that
Λ(ψ, y) < t ≤ Λ(ψ′, y′) (3.10)
for all (ψ, y) ∈ D and (ψ′, y′) ∈ E. Define F (ψ) = −Λ(ψ, 0) and L(y) = Λ(0, y). We may
assume L(y) = ky for some k ∈ R, since L is a linear map. The constant k is actually
positive. Take y > Γ(φ0). By (3.8) and (3.9), we have
−y < −Γ(φ0) ≤ −ε∥φ0 − φ˜∥ ≤ Γ(φ˜)− ε∥φ0 − φ˜∥. (3.11)
Hence (φ0, y) ∈ E and (φ0,−y) ∈ D, which implies L(−y) < L(y). Since y is positive
by (3.8), L is increasing and k > 0. Multiplying k−1, we may assume L(y) = y. Hence
without loss of generality we may assume Λ is of the form Λ(ψ, y) = y − F (ψ).
Let ψ ∈ V . By (3.10) we have
sup
(ψ,y)∈D
y = Γ(φ˜)− ε∥φ˜− ψ∥ ≤ t+ F (ψ) ≤ Γ(ψ) = inf
(ψ,y)∈E
y. (3.12)
Considering ψ = φ˜, we have
Γ(φ˜) ≤ t+ F (φ˜) ≤ Γ(φ˜).
Hence t = Γ(φ˜)− F (φ˜). By (3.12) we have
Γ(φ˜)− ε∥φ˜− ψ∥ − F (ψ) ≤ Γ(φ˜)− F (φ˜) ≤ Γ(ψ)− F (ψ).
The first inequality gives
F (φ˜)− F (ψ) ≤ ε∥φ˜− ψ∥
and the second inequality gives
Γ(φ˜)− F (φ˜) + F (ψ) ≤ Γ(ψ)
for all ψ ∈ V . By considering ψ = φ˜ + ψ′ and ψ = φ˜ − ψ′ for arbitrary ψ′ ∈ V , we have
∥F∥ ≤ ε and F is tangent to Γ at φ˜. The proof is complete.
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3.4 Uncountably many extremal points
Let X be a compact metric space and K be a Choquet simplex in C(X)∗. Define a
functional Q : C(X)→ R by
Q(φ) = max {µ(φ) : µ ∈ K} .
Note that Q is continuous and convex. For φ ∈ C(X) an element µ ∈ K is maximizing
for φ if Q(φ) = µ(φ). Denote by Mmax(φ) the set of maximizing elements for φ. We show
the existence of uncountably many maximizing extremal elements for a dense subset of
continuous functions in this generalized setting. This section is dedicated to prove the
following proposition.
Proposition 3.3 ([Sh17, Proposition 4.4]). Let K be a Choquet simplex in C(X)∗ such
that the following holds.
(C1) for µ1, µ2 ∈ K and their disintegrations α1,α2 we have ∥µ1 − µ2∥ = ∥α1 − α2∥;
(C2) for µ ∈ ext(K) there exists a non-atomic Borel probability measure α on K such
that µ ∈ supp(α) and α(K \ ext(K)) = 0.
Then there exists a dense subset D of C(X) such that for every element φ in D there exist
uncountably many maximizing elements which are extremal points of K.
First we show that maximizing elements for φ are characterized by tangency to Q.
This is proved by Bre´mont in the case that K =MT [Br08, Lemma 2.3].
Proposition 3.4. For φ ∈ C(X) and µ ∈ C(X)∗, µ ∈Mmax(φ) if and only if µ is tangent
to Q at φ.
Proof. Let φ ∈ C(X). By the definition of Q, µ ∈ Mmax(φ) implies it is tangent to Q at
φ. We show the opposite direction. Take µ ∈ C(X)∗ which is tangent to Q at φ. For
every ψ ∈ C(X) we have
µ(ψ) ≤ Q(φ+ ψ)−Q(φ) ≤ Q(ψ).
From [O07, Proposition 1.2.5] this implies µ ∈ K. By using the inequality in the definition
of tangency for ψ = −φ, we have
µ(−φ) ≤ Q(φ− φ)−Q(φ) = −Q(φ).
Since µ is linear, we have Q(φ) ≤ µ(φ). The proof is complete.
Second we consider the disintegration of a maximizing element for φ. The following
proposition states that bounded liner functionals in the support of the disintegration of a
maximizing element for φ are also maximizing for φ. The support of a disintegration α is
defined by supp(α) =
⋂
C where the intersection is taken over all closed subsets C of K
with α(C) = 1. Note that α(supp(α)) = 1, since K has a countable basis.
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Proposition 3.5. Let µ ∈ Mmax(φ) and let α be the disintegration of µ. Then supp(α)
is contained in Mmax(φ).
Proof. Let N = {ν ∈ K : ν(φ) < µ(φ)}. Suppose α(N) > 0. Then
µ(φ) =
∫
K
m(φ) dα(m)
=
∫
N
m(φ) dα(m) +
∫
K\N
m(φ) dα(m)
< α(N)µ(φ) + α(K \N)µ(φ)
= µ(φ).
This is a contradiction and then we have α(N) = 0. Since K\N =Mmax(φ) and Mmax(φ)
is closed, we have supp(α) ⊂Mmax(φ).
Proof of Proposition 3.3. Note that every µ ∈ K is bounded by Q. Pick φ0 ∈ C(X) and
0 < ε < 12 . Let µmax be a maximizing element for φ0. Without loss of generality we
can assume µmax ∈ ext(K) by Proposition 3.5. Let α˜ be a non-atomic Borel probability
measure on K for which (C2) holds with µmax. The continuity of ν %→ ν(φ0) and (C2)
implies
α˜
({
µ ∈ ext(K) : Q(φ0)− ε2 ≤ µ(φ0)
})
> 0. (3.13)
Put Aε2 = {µ ∈ ext(K) : Q(φ0) − ε2 ≤ µ(φ0)}. Denote by α0 the conditional measure of
α0 on Aε2 , namely
α0(B) =
1
α˜(Aε2)
α˜(Aε2 ∩B)
for every Borel subset B of K. Note that α0(K \ ext(K)) = 0.
Let µ0 =
∫
ext(K)m dα0(m). By applying Theorem 3.2 to φ0, µ0 and ε, there exist
φ ∈ C(X) and µ ∈ C(X)∗ such that µ is tangent to Q at φ, ∥µ− µ0∥ ≤ ε and
∥φ− φ0∥ ≤ 1
ε
(Q(φ0)− µ0(φ0)) ≤ 1
ε
ε2 = ε.
Then φ is ε-close to φ0 and by Proposition 3.4 µ is a maximizing element for φ.
Next we show the existence of uncountably many maximizing elements for φ which
are extremal. Let α be the disintegration of µ and by (C1) we have
∥α− α0∥ = ∥µ− µ0∥ ≤ ε. (3.14)
Let ρ > 1−ε2 > 0. Since α0 is a Borel probability measure and supp(α) is a closed set,
there is an open set U such that supp(α) ⊂ U and α0(U \ supp(α)) < ρ. Since K is a
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metric space, there is a continuous function g : K→ [0, 1] which vanishes on K \U and is
identically 1 on supp(α). Hence we have
α0(supp(α)) > α0(U)− ρ ≥
∫
g dα0 − ρ.
The inequality in (3.14) implies
−ε ≤
∫
h dα−
∫
h dα0 ≤ ε
for all h ∈ C(K) with ∥h∥ = 1. Hence we have
α0(supp(α)) >
∫
g dα0 − ρ (3.15)
≥
∫
g dα− ρ− ε
≥ α(supp(α))− ρ− ε = 1− ρ− ε > 0.
Since α0(supp(α)) = α0(ext(K) ∩ supp(α)) and α0 is non-atomic, supp(α) contains
uncountably many extremal elements. By Proposition 3.5 we have supp(α) ⊂ Mmax(φ),
and the proof is complete.
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Chapter 4
Main theorems
Our main results are proved in this Chapter by following [Sh17] and [ST]. Using Propo-
sition 3.3, we prove Theorems A and B. Then we show Theorem C by Theorem A and
Realization Theorem.
4.1 Uncountably many maximizing measures
Recall Theorem A.
Theorem A ([Sh17, Theorem A]). Let (Σ, σ) be a topologically mixing subshift of finite
type. There exists a dense subset D of C(Σ) such that for every φ in D there exist
uncountably many ergodic maximizing measures with full support and positive entropy.
As we will see in Chapter 5, maximizing measures appear as zero temperature limit
of equilibrium measures. In that context, it is interesting to pay attention to Ho¨lder
continuous functions in the dense subset D. The following corollary says such functions
are cohomologous to constants.
Corollary 4.1 ([Sh17, Corollary]). Under the hypotheses of Theorem A, if φ in D is
Ho¨lder continuous, then there exists a continuous function u ∈ C(Σ) such that φ =
u− u ◦ σ +Q(φ).
We use Bousch’s result, which is called the Man˜e´-Conze-Guivarc’h lemma.
Theorem 4.2 ([Bou01, The´one`me 1]). Suppose (X,T ) is transitive and satisfing the
weak expanding condition. For a continuous function f satisfying the Walters condition
let Q(f) = maxµ∈MT
∫
f dµ. Then there exists u ∈ C(X) such that for every y ∈ X
u(y) = −Q(f) + max
Tx=y
(f + u)(x).
See Appendix A for definitions and the proof.
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Proof of Corollary 4.1. First we reduce the proof to the case of Markov shifts. Assume
that the consequence of Corollary 4.1 holds for every Markov shift. When we prove the
above statement later, we only use the fact that φ has a maximizing measure with full
support.
Let (Σ, σ) be a topologically mixing subshift of finite type. Since every subshift of
finite type is topologically conjugate with a Markov shift, there exists a Markov shift
(Σ′, σ) which is topologically conjugate with (Σ, σ) by a conjugacy map Φ : Σ→ Σ′. Take
φ ∈ D(Σ) which is Ho¨lder continuous. Let φ′ = φ ◦ Φ−1. Since topologically conjugacy
preserves support, φ′. has a maximzing measure with full support. Since φ′ is Ho¨lder
continuous, we have u′ ∈ C(Σ′) such that φ′ = u′ − u ◦ σ+Q(φ′). It is easy to check that
u = u′ ◦ Φ satisfies φ = u− u ◦ σ +Q(φ).
Let (Σ, σ) be a Markov shift. Since a Markov shift satisfies the weak-expanding con-
dition and a Ho¨lder continuous function on a Markov shift satisfies the Walters condition,
we can use Theorem 4.2 (see also Appendix A). From Theorem 4.2 there exits u ∈ C(Σ)
such that u◦σ−u+Q(φ) ≥ φ. Write φ = u◦σ−u+Q(φ)− r, where r is continuous and
satisfies r ≥ 0. We obtain ∫ φ dµ = Q(φ) − ∫ r dν for all ν ∈Mσ. Hence r ≥ 0 implies
µ ∈ Mmax(φ) if and only if supp(µ) ⊂ r−1{0}. Since φ has a maximizing measure with
full support, r ≡ 0.
In the proof of Theorem A we essentially use the simplex structure of Mσ and the
paths in Me constructed by Sigmund [Sig77]. The choice of these special paths enables
us to obtain properties of uncountably many ergodic maximizing measures. The strength
of our proof is that we can control properties of uncountably many maximizing measures
by choice of paths in Me. Losing information on support and entropy, we can use the
same recipe to get uncountably many maximising measures for more general systems. Let
us say that Me is arcwise-connected if it is not a singleton and for every µ and ν ∈Me
such that µ ̸= ν there exists a homeomorphism [0, 1] ∋ t %→ ft ∈ Me on its image such
that f0 = µ and f1 = ν.
Theorem B ([Sh17, Theorem B]). Let T be a continuous self-map of a compact metric
space X. Suppose Me is arcwise-connected. There exists a dense subset D of C(X) such
that for every φ in D there exist uncountably many ergodic maximizing measures.
Recall Proposition 3.3.
Proposition 3.3 ([Sh17, Proposition 4.4]). Let K be a Choquet simplex in C(X)∗ such
that the following holds.
(C1) for µ1, µ2 ∈ K and their disintegrations α1,α2 we have ∥µ1 − µ2∥ = ∥α1 − α2∥;
(C2) for µ ∈ ext(K) there exists a non-atomic Borel probability measure α on K such
that µ ∈ supp(α) and α(K \ ext(K)) = 0.
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Then there exists a dense subset D of C(X) such that for every element φ in D there exist
uncountably many maximizing elements which are extremal points of K.
As we discussed in Section 3.2, MT is a Choquet simplex with (C1). In order to finish
the proof of Theorem B we construct a non-atomic measure on MT satisfying (C2).
Proof of Theorem B. Take µ ∈Me and ν ∈Me\{µ}. By the assumption, there exists an
arc f from µ to ν. Let Leb[0,1] denote the Lebesgue measure on [0, 1] and α = f∗Leb[0,1].
Then µ ∈ supp(α). Since f is a homeomorphism, the inverse image of a point in f([0, 1])
is a singleton. Hence α is non-atomic. Since f([0, 1]) ⊂Me, α(MT \Me) = 0.
We see Sigmund’s result on paths between ergodic measures for subshift of finite type.
For µ, ν ∈ Me a continuous function [0, 1] ∋ t %→ ft ∈ Me which satisfies f0 = µ and
f1 = ν is called a path from µ to ν.
Theorem 4.3 ([Sig77]). Let (Σ, σ) be a topologically mixing subshift of finite type. Then
for every µ, ν ∈Me there exists a path f from µ to ν with the following properties: (i) for
every measure m ∈ f([0, 1]), f−1({m}) is a countable set; (ii) every measure m ∈ f([0, 1])
except for countably many ones is fully supported and has positive entropy.
Proof of Theorem A. Pick φ0 ∈ C(Σ) and 0 < ε < 12 . We obtain a non-atomic Borel prob-
ability measure on Me by modifying the proof of Theorem B. Let µ be a φ0-maximizing
measure and pick ν ∈Me \ {µ}. Let f be a path from µ to ν for which the conclusion
of Theorem 4.3 holds. Since the inverse image of any point is countable, α˜ = f∗Leb[0,1]
becomes non-atomic. By definition µ ∈ supp(α˜) and α˜(Mσ \Me) = 0. Then for α˜ the
inequality (3.13) holds.
Following the proof of Proposition 3.3, we define α0 to be the restriction of α˜ to the
set Aε2 = {µ ∈Me : Q(φ0) − ε2 ≤ µ(φ0)} and obtain φ ∈ C(Σ) and a Borel probability
measure α such that ∥φ0 − φ∥ ≤ ε and supp(α) ⊂Mmax(φ).
By Theorem 4.3, f([0, 1]) contains uncountably many ergodic elements which are fully
supported and have positive entropy. The definition of α0 implies α0(Mσ \ f([0, 1])) = 0.
By (3.15) in the proof of Proposition 3.3 we have
α0(f([0, 1]) ∩ supp(α)) = α0(supp(α)) > 0.
Since α0 is non-atomic and f([0, 1]) ⊂ Me, this implies f([0, 1]) ∩ supp(α) contains
uncountably many ergodic elements which are fully supported and have positive entropy.
By Proposition 3.5 we have
f([0, 1]) ∩ supp(α) ⊂ supp(α) ⊂Mmax(φ)
and the proof is complete.
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4.2 Uncountably many Lyapunov maximizing mea-
sures
In this section we investigate Lyapunov maximizing measures for piecewise expanding
Markov maps. Recall the definition of piecewise expanding Markov maps. Let p ≥ 2 be
an integer and {αi}p−1i=0 , {βi}p−1i=0 sequences in [0, 1] such that
0 = α0 < β0 < α1 < β1 < α2 < · · · < βp−1 = 1.
Put X =
⋃p−1
i=0 [αi, βi]. A map f : X → [0, 1] is a piecewise expanding Markov map on X
if it is a C1 map such that the following holds:
(E1) f maps each interval [αi, βi], i ∈ {0, . . . , p− 1} diﬀeomorphically onto [0, 1];
(E2) there exist constants c > 0, λ > 1 such that for every n ≥ 1 and every x ∈⋂n−1
k=0 f
−k (X), |Dfn(x)| ≥ cλn.
Let E be the space of piecewise expanding Markov maps on X endowed with the C1
topology given by the norm
∥f∥C1 = sup
x∈X
|f(x)|+ sup
x∈X
|Df(x)|.
As we will see in Lemma 4.5, the space E is an open subset of C1 functions on X. Since a
non-empty open subset of a Baire space is also a Barite space, E becomes a (non-complete)
Baire space.
For each f ∈ E define
Λ(f) =
⋂
n≥0
f−n (X) .
Slightly abusing the notation, we denote by f the restriction of f to Λ(f).
As we illustrated in Section 2.4, (Λ(f), f) topologically conjugates with the full shift
over p symbols. Let Σp = {0, 1, . . . , p − 1}N and πf : Σp → Λ(f) the topologically
conjugacy defined by
{πf ({ai}i≥0)} =
⋂
i≥0
f−i[αai , βai ]
for every {ai} ∈ Σp. Theorem C is proved by combining Theorem A and the next lemma
which enables us to realize a perturbation in C(Σp) as a perturbation in E .
Recall Theorem C.
Theorem C ([ST, Theorem A]). There exists a dense subset A of E such that the
following holds for every f ∈ A :
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- χmin(f) ≠ χmax(f);
- there exist uncountably many Lyapunov maximizing measures of f which are ergodic,
fully supported and have positive entropy;
- log |Df | is not Ho¨lder continuous.
4.2.1 Proof of Theorem C
Lemma (the Realization Theorem). Let f0 ∈ E be of class C2. For every ε > 0 there
exists a neighborhood U of log |Df0|◦πf0 in C(Σp) such that for every φ ∈ U there exists
f∞ ∈ E such that
∥f0 − f∞∥C1 ≤ ε and log |Df∞| ◦ πf∞ = φ.
We finish the proof of Theorem C assuming the Realization Theorem.
Proof of Theorem C. Consider the dense subset Cσp of C(Σp) in Theorem A. Since C
2
maps are dense in E , the Realization Theorem implies that the set
Â = {f ∈ E : log |Df | ◦ πf ∈ Cσp}
is dense in E . From Theorem A, if f ∈ Â then there exist uncountable many Lyapunov
maximizing measures which are ergodic, fully supported and have positive entropy.
Let Ê denote the set of elements of E for which there exist two periodic measures with
diﬀerent Lyapunov exponents. Clearly, if f ∈ Ê then χmin(f) ̸= χmax(f). Set A = Â ∩ Ê .
The set A satisfies the desired properties. Indeed, since Ê is an open dense subset of E
and Â is a dense subset of E , A is a dense subset of E .
Let f ∈ A and suppose log |Df | is Ho¨lder continuous. We use the result of Boush,
Theorem 4.2 and derive a contradiction. The Ho¨lder continuity of log |Df | and (E2) imply
that log |Df | satisfies the Walters condition (See also Appendix A). Although (E2) does
not imply the weak-expanding condition, (E2) implies that some iterate of f has this
property: there exist an integer n ≥ 1 and λ > 1 such that |fn(x) − fn(y)| ≤ λ|x − y|
for all x, y in the same branch of fn. Since fn-invariant Borel probability measure is
weak*-approximated by periodic ones [Sig70], we have
max
{∫
log |Df | dµ : µ is fn-invariant
}
≤ χmax(f).
By applying Theorem 4.2 to the map fn and the performance function − log |Df |, there
exists a continuous function u such that
log |Df | ≤ u ◦ fn − u+max
{∫
log |Df | dµ : µ is fn-invariant
}
≤ u ◦ fn − u+ χmax(f).
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Hence it is possible to write log |Df | = u ◦ fn − u+ χmax(f)− r, where r is a continuous
function on Λ(f) satisfying r ≥ 0. We then obtain ∫ log |Df | dν = χmax(f) − ∫ r dν
for every ν ∈ Mf , and so ν is Lyapunov maximizing if and only if
∫
r dν = 0. Since
r(x) ≥ 0 for all x ∈ Λ(f), r is continuous and there is a Lyapunov maximizing measure
fully supported on Λ(f), we conclude r ≡ 0 and log |Df | = u ◦ f − u + χmax(f). Hence
χmax(f) = χmin(f) holds and f /∈ Ê , a contradiction.
The proof of the Realization theorem consists of two main steps. First, we construct
by induction a sequence of continuous piecewise linear maps hn : X → [0, 1] (n = 0, 1, . . .).
Then we perturb each hn and obtain a Cauchy sequence {fn}n≥0 in E . Then we obtain f∞
as a limit of this sequence. Although the constructions of {hn}n≥0 and {fn}n≥0 are rather
intuitive, It is hard to ensure that the induction does not halt on the way. We do this by
showing that the sizes of gaps at each step of induction have a definite proportion (See
Lemma 4.7). This is the reason that we assume f0 ∈ E is of class C2 in the Realization
Theorem. The Realization Theorem is clearly false for expanding circle maps: there is no
space to absorb diﬀerences which stem from the perturbation. Indeed, our proof exploits
the total disconnectedness of the Cantor set.
4.2.2 Preliminaries
In this section we develop fundamental estimates needed for the proofs of the Realizaion
Lemma.
Control of variations
For each integer n ≥ 1 let Wn denote the set of words of length n. For φ ∈ C(Σp) and
a0 · · · an−1 ∈ Wn define
Ea0···an−1(φ) = exp (min{φ(a) : a ∈ [a0 · · · an−1]}) ,
Fa0···an−1(φ) = exp (max{φ(a) : a ∈ [a0 · · · an−1]})
and
Va0···an−1(φ) = Fa0···an−1(φ)− Ea0···an−1(φ).
Set
M(φ) = sup
a∈Σp
|φ(a)|.
Lemma 4.4. For every φ,φ′ ∈ C(Σp), every n ≥ 1 and every a0 · · · an−1 ∈ Wn the
following holds:
|Ea0···an−1(φ)− Ea0···an−1(φ′)| ≤ Va0···an−1(φ) +M(eφ − eφ′);
|Fa0···an−1(φ)− Fa0···an−1(φ′)| ≤ Va0···an−1(φ) +M(eφ − eφ′).
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Proof. Let a, a′ ∈ [a0 · · · an−1] be such that Ea0···an−1(φ) = eφ(a) and Ea0···an−1(φ′) = eφ′(a′).
Then
|Ea0···an−1(φ)− Ea0···an−1(φ′)| ≤ |eφ(a) − eφ(a′)|+ |eφ(a′) − eφ′(a′)|
≤ Va0···an−1(φ) +M(eφ − eφ′).
A proof of the second inequality is analogous.
Uniform expansion for nearby maps
The next lemma ensures that E is an open subset of C1 maps f : X → R.
Lemma 4.5. Let f0 ∈ E . There exist constants ε0 > 0, c0 > 0, λ0 > 1 such that the
following holds: if f ∈ E and ∥f0 − f∥C1 ≤ ε0, then for every x ∈ X and every n ≥ 1
such that x, f(x), . . . , fn−1(x) ∈ X, |Dfn(x)| ≥ c0λn0 .
Proof. By (E2) there exist constants c > 0, λ > 1 such that if x ∈ X and n ≥ 1 are
such that x, f0(x), . . . , f
n−1
0 (x) ∈ X then |Dfn0 (x)| ≥ cλn. Choose an integer N0 ≥ 1 such
that cλN0 ≥ 3. Choose ε0 > 0 such that |DfN0(x)| ≥ 2 holds for every f ∈ E satisfying
∥f0 − f∥C1 ≤ ε0 and x ∈ X such that x, f(x), . . . fN0−1(x) ∈ X. Put
c0 =
1
2
min
{
|Df l0(y)| : y ∈
l−1⋂
k=0
f−k0 (X) for 1 ≤ l ≤ N0 − 1
}
and λ0 = 2
1
N0 .
Take f ∈ E such that ∥f0 − f∥C1 < ε . Let x ∈ X and n ≥ 1 be such that
x, f(x), . . . , fn−1(x) ∈ X. Write n = N0k + l where k, l are nonnegative integers with
0 ≤ l ≤ N0 − 1. Splitting the orbit of x into a concatenation of segments of length N0
and then using the chain rule, we have |Dfn(x)| ≥ c0λn0 .
Consequence of bounded distortion
Let a0 · · · an−1 ∈ Wn and f : X → [0, 1] a continuous map. Define
Xa0···an−1(f) = {x ∈ X : fk(x) ∈ [αak , βak ] for every k ∈ {0, 1, . . . , n− 1}}.
For each i ∈ {1, 2, . . . , p− 1} define
Xa0···an−1!i(f) = {x ∈ Xa0···an−1(f) : fn(x) ∈ (βi−1,αi)}
and
Xa0···an−1 î(f) = {x ∈ Xa0···an−1(f) : fn(x) ∈ [αi−1, βi]}.
Denote by |I| the length of a bounded interval I. Note that∣∣∣Xa0···an−1 î(f)∣∣∣= ∣∣Xa0···an−1(i−1)(f)∣∣+∣∣Xa0···an−1!i(f)∣∣+∣∣Xa0···an−1i(f)∣∣.
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Put
∆(i)a0···an−1(f) =
∣∣∣Xa0···an−1 î(f)∣∣∣∣∣Xa0···an−1!i(f)∣∣− 1.
Lemma 4.6. Let f0 ∈ E be of class C2. There exists a constant K(f0) > 0 such that for
every i ∈ {1, 2, . . . , p− 1}, every n ≥ 1 and every a0 · · · an−1 ∈ Wn,
∆(i)a0···an−1(f0) ≤ K(f0).
Proof. Since f0 ∈ E is of class C2 the bounded distortion holds: there exists M0 > 1 such
that for every n ≥ 1, every a0 · · · an−1 ∈ Wn and every x, y ∈ Xa0···an−1(f0) we have
|Dfn0 (x)|
|Dfn0 (y)|
≤M0.
Let i ∈ {1, 2, . . . , p− 1}. For every a0 · · · an−1 ∈ Wn we have∣∣Xa0···an−1!i(f0)∣∣
|Xa0···an−1(f0)|
≥M−10
∣∣fn0 (Xa0···an−1!i(f0))∣∣∣∣fn0 (Xa0···an−1(f0))∣∣ =M−10 (αi − βi−1),
and therefore
|Xa0···an−1(i−1)(f0)|+ |Xa0···an−1i(f0)|
|Xa0···an−1(f0)|
≤ |Xa0···an−1(f0)|− |Xa0···an−1!i(f0)||Xa0···an−1(f0)|
≤ 1−M−10 (αi − βi−1).
Put K(f0) = maxi∈{1,2,...,p−1}
1−M−10 (αi−βi−1)
M−10 (αi−βi−1)
. These two inequalities yield the desired one.
4.2.3 On the proof of the Realization Theorem
In this subsection we complete the proof of the Realization Theorem. Throughout this
subsection, let f0 ∈ E be of class C2 and put φ0 = log |Df0| ◦ πf0 .
Construction of a sequence of continuous piecewise linear maps
Let φ ∈ C(Σp) be suﬃciently close to φ0 and N ≥ 2 an integer. We construct by induction
a sequence {hn(φ, N)}n≥0 of continuous piecewise linear maps on X which maps each
connected component of X bijectively onto [0, 1]. In what follows we will write hn for
hn(φ, N).
Start with hn = f0 for every n ∈ {0, 1, . . . , N − 1}. Let n ≥ N and suppose hn−1, hn−2
has been defined so that the following holds:
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(P)n−1: hn−1(Xa0···an−1(hn−1)) = Xa1···an−1(hn−2) for every a0 · · · an−1 ∈ Wn.
Put
Gn−1 =
n−1⋃
k=1
⋃
a0···ak−1∈Wk
p−1⋃
i=1
Xa0···ak−1!i(hn−1).
The open intervals Xa0···ak−1!i(hn−1) in the union are called a gap of of order k. The total
number of gaps of order k is pk(p− 1). Note that
X = Gn−1
⋃⎛⎝ ⋃
a0···an−1∈Wn
Xa0···an−1(hn−1)
⎞⎠ ,
where all unions are disjoint. Define hn so that the following holds:
(i) hn ≡ hn−1 on Gn−1;
For each a0 · · · an−1 ∈ Wn, hn|Xa0···an−1 (hn−1) is defined as follows:
(ii) for every i ∈ {0, 1, . . . , p− 1},
h−1n (Xa1···an−1i(hn−1)) ∩Xa0···an−1(hn−1) = Xa0···an−1i(hn)
and
Dhn|Xa0···an−1i(hn) ≡ ±Ea0···an−1i(φ),
where the sign is + if Df0 > 0 on [αa0 , βa0 ] and − otherwise;
(iii) for every i ∈ {1, . . . , p− 1}, Dhn|Xa0···an−1!i (hn) is a constant function.
Since hn is required to be continuous, there is no ambiguity in this definition. Note that
(P)n holds, which recovers the assumption of the induction. (See also Figure 4.1. )
There is a diﬀerence between the transition from N − 1 to N and that from n− 1 to
n, n ≥ N + 1. Since hN−1 = f0, an “overhang” may happen, in which case the definition
of hN |Xa0···aN−1 (f0) does not make sense. As developed in the proof of Lemma 4.7 below,
the overhang does not happen for an appropriately chosen φ and N .
We illustrate the case p = 2 and n ≥ N + 1 in Figure .
Analytic estimates on the sequence of continuous piecewise linear maps
In this subsubsection we develop three estimates on the sequence {hn(φ, N)}n≥0. The
next lemma states that {hn}n≥0 respects the proportions of gaps.
Lemma 4.7. There exist a neighborhood Uˆ of φ0 and Nˆ ≥ 1 such that the following holds
for every φ ∈ Uˆ and every integer N > Nˆ : the sequence {hn(φ, N)}n≥N is well-defined,
and for every i ∈ {1, . . . , p− 1}, every n ≥ 1 and every a0 · · · an−1 ∈ Wn,
∆(i)a0···an−1(hn(φ, N)) ≤ 2K(f0).
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Xa0···an 10(hn) Xa0···an 11(hn)
hn|Xa0···an 1 (hn)
Xa1···an 10(hn 1)
Xa1···an 11(hn 1)
hn+1|Xa0···an 1 (hn)
Xa1···an 100(hn)
Xa1···an 101(hn)
Xa1···an 110(hn)
Xa1···an 111(hn)
Xa0···an 111(hn)
Xa0···an 110(hn)
Xa0···an 101(hn)
Xa0···an 100(hn)
Figure 4.1: The case p = 2 and n ≥ N + 1 with a0 · · · an−1 ∈ Wn
Proof. We argue in two steps.
Step 1: Well-definedness of {hn(φ, N)}n≥N . If n ≥ N + 1 then the transition from n− 1
to n makes sense. It suﬃces to show that the transition from N − 1 to N makes sense.
Fix δ ∈ (0, 1) such that (1+δ)2K(f0)1+K(f0) < 1. Let 0 < ε < 2−1δemina∈Σp φ0(a). Since φ0 and
Df0 is uniformly continuous, we can choose Nˆ ≥ 1 such that for every N ≥ Nˆ , every
a0 · · · aN−1 ∈ WN , every i ∈ {1, . . . , p− 1} and every j ∈ {i− 1, i} we have
|Va0···aN−1j(φ0)| < ε (4.1)
and
|Df0(x)−Df0(y)| < ε (4.2)
whenever x, y ∈ Xa0···aN−1j(f0). Take a neighborhood Uˆ of φ0 such that for every φ ∈ Uˆ
we have
M(eφ0 − eφ) < ε. (4.3)
For every integer N ≥ Nˆ , every φ ∈ Uˆ , every a0 · · · aN−1 ∈ WN , every i ∈ {1, . . . , p− 1}
and every j ∈ {i− 1, i}, the following hold: by (4.1) and (4.2),
sup
x∈Xa0···aN−1j(f0)
|Df0(x)| < Fa0···aN−1j(φ0) + ε
< Ea0···aN−1j(φ0) + 2ε < (1 + δ)Ea0···aN−1j(φ0); (4.4)
by Lemma 4.4, (4.1) and (4.3),
Ea0···aN−1j(φ0) < Ea0···aN−1j(φ) + 2ε < (1 + δ)Ea0···aN−1j(φ). (4.5)
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Lemma 4.6 implies
∣∣∣Xa0···aN−1 î(f0)∣∣∣−1 ∑
j∈{i−1,i}
∣∣Xa0···aN−1j(f0)∣∣= 1−
∣∣∣Xa0···aN−1 î(f0)∣∣∣∣∣Xa0···aN−1!i(f0)∣∣≤ K(f0)1 +K(f0) .
By the Mean Value Theorem, for each j ∈ {i− 1, i} there exists ξj ∈ Xa0···aN−1j(f0) such
that |Df0(ξ)|
∣∣Xa0···aN−1j(f0)∣∣= ∣∣Xa1···aN−1j(f0)∣∣. Hence∣∣∣Xa0···aN−1 î(f0)∣∣∣−1 ∑
j∈{i−1,i}
∣∣Xa1···aN−1j(f0)∣∣
|Df0(ξj)| ≤
K(f0)
1 +K(f0)
.
(4.4) and (4.5) yield∣∣∣Xa0···aN−1 î(f0)∣∣∣−1 ∑
j∈{i−1,i}
∣∣Xa1···aN−1j(f0)∣∣
Ea0···aN−1j(φ)
<
(1 + δ)2K(f0)
1 +K(f0)
< 1.
This condition prevents the overhang mentioned in the beginning of this subsection. Hence
the transition from N − 1 to N makes sense.
Step 2: Proof of the inequality. Let N ≥ Nˆ be an integer and φ ∈ Uˆ . If n ∈ {0, 1, . . . , N−
1} then hn = f0, and Lemma 4.6 gives ∆(i)a0···an−1(hn) ≤ K(f0). Suppose n = N . The
definition of hN gives
∆(i)a0···aN−1(hN) =
∑
j∈{i−1,i}
|Xa1···aN−1j(f0)|
Ea0···aN−1j(φ)∫
Xa1···aN−1 î(f0)
|Df0(f−10 (y))|−1dy −
∑
j∈{i−1,i}
|Xa1···aN−1j(f0)|
Ea0···aN−1j(φ)
. (4.6)
To estimate the denominator of this fraction, put
s = sup
x∈Xa0···aN−1 (f0)
|Df0(x)| and η = 2Va0···aN−1(φ0) +M(eφ0 − eφ).
Shrinking Uˆ and enlarging Nˆ if necessary, we may assume
s > max{ηK(f0), η}. (4.7)
We have s−1|Xa1···aN−1 î(f0)| ≤
∫
Xa1···aN−1 î(f0)
|Df0(f−10 (y))|−1dy, and Lemma 4.4 gives
Ea0···aN−1j(φ) ≥ s − η for every j ∈ {i − 1, i}. Hence, the denominator of the fraction in
37
(4.6) is bounded from below by
s−1
∣∣∣Xa1···aN−1 î(f0)∣∣∣− 1s− η ∑
j∈{i−1,i}
|Xa1···aN−1j(f0)|
=
s
∣∣Xa1···aN−1!i(f0)∣∣− η∣∣∣Xa1···aN−1 î(f0)∣∣∣
s(s− η)
≥ ∣∣Xa1···aN−1!i(f0)∣∣· s− ηK(f0)s(s− η) > 0,
where the first inequality follows from Lemma 4.6 and the last from (4.7). From (4.6) we
have
∆(i)a0···aN−1(hN) ≤
∑
j∈{i−1,i}
|Xa1···aN−1j(f0)|
Ea0···aN−1j(φ)
s−1|Xa1···aN−1 î(f0)|−
∑
j∈{i−1,i}
|Xa1···aN−1j(f0)|
Ea0···aN−1j(φ)
. (4.8)
From Lemma 4.4 and the definition of η, for every j ∈ {i− 1, i} we have
s− Ea0···aN−1j(φ) ≤ Fa0···aN−1(φ0)− Ea0···aN−1(φ)
= Va0···aN−1(φ0) + Ea0···aN−1(φ0)− Ea0···aN−1(φ)
≤ η.
Substituting Ea0···aN−1j(φ) ≥ s− η into (4.8) yields
∆(i)a0···aN−1(hN) ≤
∑
j∈{i−1,i} |Xa1···aN−1j(f0)|
|Xa1···aN−1!i(f0)|− (η/s)|Xa1···aN−1 î(f0)|
=
(
1− η
s
|Xa1···aN−1 î(f0)|
|Xa1···aN−1!i(f0)|
)−1 ∑
j∈{i−1,i} |Xa1···aN−1j(f0)|
|Xa1···aN−1!i(f0)|
≤
(
1− η
s
(1 +K(f0))
)−1
∆(i)a1···aN−1(f0)
≤ 2∆(i)a1···aN−1(f0) ≤ 2K(f0).
It is left to treat the case n ≥ N+1. The construction of hn from hn−1 in the beginning
of this subsection implies
∆(i)a0···an−1(hn) ≤ ∆(i)a1···an−1(hn−1).
Using this inductively yields ∆(i)a0···an−1(hn) ≤ ∆(i)an−N ···an−1(hN) ≤ 2K(f0).
In what follows, let Uˆ be the neighborhood of φ0 in C(Σp) and Nˆ ≥ 1 the number in
the statement of Lemma 4.7. For an integer n ≥ 1 and a0 · · · an−1 ∈ Wn define τa0···an−1!i
by
τa0···an−1!i = the constant value of |Dhn| on Xa0···an−1!i(hn).
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Lemma 4.8. The following holds for every φ ∈ Uˆ , every integer N > Nˆ and {hn(φ, N)}n≥0:
(a) For every i ∈ {1, . . . , p− 1}, every n ≥ N + 1 and every a0 · · · an−1 ∈ Wn,
τa0···an−1!i > Ea0···an−1(φ)− 2M(e−2φ)Va0···an−1(φ)E2a0···an−1(φ)K(f0).
Moreover, for every i ∈ {1, . . . , p− 1} and every a0 · · · aN−1 ∈ WN ,
τa0···aN−1!i >Ea0···aN−1(φ0)− 2M(e−φ−φ0)
(
2Va0···aN−1(φ0) +M(e
φ − eφ0))
× E2a0···aN−1(φ0)K(f0).
(b) For every integers m, n with m > n ≥ N , every a0 · · · am−1 ∈ Wm and every i,
j ∈ {1, 2, . . . , p− 1},
|τa0···am−1!j − τa0···an−1!i | ≤ (1 +M(e2φ)K(f0))Va0···an−1(φ).
Proof. As for (a), let i ∈ {1, . . . , p − 1} and a0 · · · an−1 ∈ Wn. We first consider the case
n ≥ N + 1. From the definition of hn,
τ−1a0···an−1!i =|Xa1···an−1!i(hn−1)|−1
⎛⎝ |Xa1···an−1 î(hn−1)|
Ea0···an−1(φ)
−
∑
j∈{i−1,i}
|Xa1···an−1j(hn−1)|
Ea0···an−1j(φ)
⎞⎠
= E−1a0···an−1(φ) +
∑
j∈{i−1,i}
Ea0···an−1j(φ)−Ea0···an−1 (φ)
Ea0···an−1 (φ)Ea0···an−1j(φ)
|Xa1···an−1j(hn−1)|
|Xa1···an−1!i(hn−1)|
.
Hence
τ−1a0···an−1!i − E−1a0···an−1(φ) =
∑
j∈{i−1,i}
Ea0···an−1j(φ)−Ea0···an−1 (φ)
Ea0···an−1 (φ)Ea0···an−1j(φ)
|Xa1···an−1j(hn−1)|
|Xa1···an−1!i(hn−1)|
≤M(e−2φ)
∑
j∈{i−1,i} Va0···an−1(φ)|Xa1···an−1j(hn−1)|
|Xa1···an−1!i(hn−1)|
=M(e−2φ)Va0···an−1(φ)∆
(i)
a1···an−1(hn−1).
This yields
τa0···an−1!i ≥ Ea0···an−1(φ)−
Va0···an−1(φ)E
2
a0···an−1(φ)∆
(i)
a1···an−1(hn−1)
Va0···an−1(φ)Ea0···an−1(φ)∆
(i)
a1···an−1(hn−1) + 1/M(e−2φ)
> Ea0···an−1(φ)−M(e−2φ)Va0···an−1(φ)E2a0···an−1(φ)∆(i)a1···an−1(hn−1)
≥ Ea0···an−1(φ)− 2M(e−2φ)Va0···an−1(φ)E2a0···an−1(φ)K(f0).
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The last inequality follows from Lemma 4.7.
A proof for the case n = N is analogous to the above argument modulo minor dif-
ferences. We simply replace Ea0···aN−1(φ) by supx∈Xa0···aN−1 (f0) |Df0(x)| and argue in the
same way. On the fraction in the summand, for every j ∈ {i− 1, i},
Ea0···aN−1j(φ)− sup
x∈Xa0···aN−1 (f0)
|Df0(x)| ≤ Ea0···aN−1j(φ)− Ea0···aN−1(φ0)
≤ Fa0···aN−1(φ)− Ea0···aN−1(φ0)
≤ 2Va0···aN−1(φ0) +M(eφ − eφ0),
where the last inequality follows from the second estimate in Lemma 4.4. This completes
the proof of Lemma 4.8(a).
From the construction in the beginning of this subsection,
max{τa0···am−1!j , τa0···an−1!i} ≤ Fa0···an−1(φ).
Lemma 4.8(a) implies
τa0···am−1!j > Ea0···am−1(φ)− Va0···am−1(φ)E2a0···am−1(φ)K(f0)
and
τa0···an−1!i > Ea0···an−1(φ)− Va0···an−1(φ)E2a0···an−1(φ)K(f0).
If τa0···an−1!i > τa0···am−1!j then
τa0···an−1!i − τa0···am−1!j ≤
(
1 + E2a0···an−1(φ)K(f0)
)
Va0···an−1(φ).
In the case τa0···an−1!i < τa0···am−1!j we get the same inequality. This completes the proof
of Lemma 4.8(b).
Perturbation to C1 maps
We have constructed a sequence {hn(φ, N)}n≥0 of continuous piecewise linear maps. For
each n ≥ N we define a C1 map fn : X → [0, 1] by perturbing hn on each gap of order
k = N,N + 1, . . . , n.
Start with fn = hn on GN . Let k ≥ N and a0 · · · ak−1 ∈ Wk. Define fn|Xa0···ak−1 (hn−1)
as follows. Recall that
Xa0···ak−1(hn−1) =
p−1⋃
i=1
Xa0···ak−1 î(hn−1),
and for every i ∈ {1, 2, . . . , p− 1},
Xa0···ak−1 î(hn−1) = Xa0···ak−1(i−1)(hn−1)
⋃
Xa0···ak−1!i(hn−1)
⋃
Xa0···ak−1i(hn−1).
For every x ∈ Xa0···ak−1(i−1)(hn−1)
⋃
Xa0···ak−1i(hn−1), set fn(x) = hn(x). In order to define
fn on Xa0···ak−1!i(hn−1) we need the next lemma.
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Lemma 4.9. Let E > 0, E ′ > 0, τ > 0 be such that 2τ − (E + E ′)/2 > 0 and I = [α, β]
a compact interval. There exists a C1 diﬀeomorphism ϕ : I → R such that Dϕ(α) = E,
Dϕ(β) = E ′, |ϕ(I)| = τ |I| and for every x ∈ I,
|Dϕ(x)− τ | ≤ max{E,E ′}− τ.
Proof. Define a continuous function g : I → R by the following set of conditions: g(α) =
E, g(β) = E ′, g((α+β)/2) = 2τ−(E+E ′)/2, g is linear on [α, (α+β)/2] and [(α+β/2), β].
Define ϕ : I → R by ϕ(x) = ∫ x0 g(y)dy. It is easy to check that f satisfies the desired
properties apart from the last one. To show the last property, note that 2τ−(E+E ′)/2 ≤
Dϕ(x) ≤ max{E,E ′} for every x ∈ I. Let x ∈ I and suppose Dϕ(x)− τ < 0. Then
|Dϕ(x)− τ | = −Dϕ(x) + τ ≤ (E + E ′)/2− τ ≤ max{E,E ′}− τ.
If Dϕ(x)− τ ≥ 0, then
|Dϕ(x)− τ | = Dϕ(x)− τ ≤ max{E,E ′}− τ.
This completes the proof of the lemma.
Let ψ : Xa0···ak−1!i(hn−1) → R be a C1 diﬀeomorphism for which the conclusion of
Lemma 4.9 holds with E = Ea0···ak−1(i−1)(φ), E
′ = Ea0···ak−1i(φ), τ = τa0···ak−1!i , I =
Xa0···ak−1!i(hn−1). Lemma 4.8 ensures the condition 2τ − (E + E ′)/2 > 0 in Lemma 4.9.
Define
fn(x) = hn(l)± ψ(x) for every x ∈ Xa0···ak−1!i(hn−1),
where l denotes the left boundary point of Xa0···ak−1!i(hn−1). The sign is + if Df0 > 0
on (r, s) and − otherwise. This finishes the definition of fn. Lemma 4.9 implies that
fn : X → [0, 1] is C1 and satisfies (E1).
Lemma 4.10. The following holds for every φ ∈ Uˆ , every integer N > Nˆ and the
sequences {hn(φ, N)}n≥0 and {fn(φ, N)}n≥0: Let n ≥ N + 1. For every k ∈ {N,N +
1, . . . n}, every a0 · · · ak−1 ∈ Wk, every i ∈ {1, 2, . . . , p− 1} and every x ∈ Xa0···ak−1 î(hn−1)
we have
||Dfn(x)|− τa0···ak−1!i | ≤M(e−2φ)Va0···ak−1(φ)E2a0···ak−1(φ)K(f0).
Moreover, for every a0 · · · aN−1 ∈ WN , every i ∈ {1, 2, . . . , p−1} and every x ∈ Xa0···aN−1 î(f0)
we have
||DfN(x)|− τa0···aN−1!i | ≤ 2M(e−φ−φ0)Va0···aN−1(φ0)E2a0···aN−1(φ0)K(f0).
Proof. From Lemma 4.9 and Lemma 4.8(a) we have
||Dfn(x)|− τa0···ak−1!i | ≤ max{Ea0···ak−1(i−1)(φ), Ea0···ak−1i(φ)}− τa0···ak−1!i
≤ Ea0···ak−1(φ)− τa0···ak−1!i
≤M(e−2φ)Va0···ak−1(φ)E2a0···ak−1(φ)K(f0).
A proof of the second inequality in the lemma is analogous and hence we omit it.
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Cauchy property
Starting from a C2 map f0 ∈ E we have constructed a sequence {fn(φ, N)}n≥0 of C1
maps on X. We show that {fn}n≥0 is a Cauchy sequence in E which is contained in a C1
neighborhood of f0.
Lemma 4.11. For every ε > 0 there exist a neighborhood U of φ0 = log |Df0| ◦ πf0 in
C(Σp) and N0 ≥ 1 such that the following holds for every φ ∈ U , every integer N > N0
and the sequence {fn(φ, N)}n≥0:
(a) for every n ≥ N ,
∥f0 − fn∥C1 ≤ ε;
(b) {fn}n≥0 is a Cauchy sequence in E with respect to the norm ∥ · ∥C1.
Proof. Let ε > 0. Let φ ∈ Uˆ and N > Nˆ be an integer. Depending on ε we will choose
φ that is suﬃciently close to φ0, and then choose a suﬃciently large N .
We first estimate ∥f0 − fN∥C1 . Let a0 · · · aN−1 ∈ WN and i ∈ {1, 2, . . . , p − 1}. From
the construction, |f0(x) − fN(x)| ≤ |Xa1···aN−1 î(f0)| holds for every x ∈ Xa0···aN−1 î(f0).
(E2) for f0 implies |Xa1···aN−1 î(f0)| ≤ cλ−N+1. Hence
sup
x∈X
|f0(x)− fN(x)| ≤ cλ−N+1 ≤ ε
4
, (4.9)
where the last inequality holds for suﬃciently large N .
Let a0 · · · aN−1 ∈ WN and i ∈ {1, 2, . . . , p− 1}. For every x ∈ Xa0···aN−1 î(f0) we have
|Df0(x)−DfN(x)| ≤ ||Df0(x)|− τa0···aN−1!i |+ |τa0···aN−1!i − |DfN(x)||.
The second term is bounded by Lemma 4.10. We estimate the first term. If |Df0(x)| ≤
τa0···aN−1!i , then from τa0···aN−1!i ≤ Ea0···aN−1(φ) in Lemma 4.8(a) and from Lemma 4.4 we
have
||Df0(x)|− τa0···aN−1!i | ≤ Ea0···aN−1(φ)− Ea0···aN−1(φ0)
≤ Va0···aN−1(φ) +M(eφ − eφ0).
If |Df0(x)| > τa0···aN−1!i , then from |Df0(x)| ≤ Fa0···aN−1(φ0) and the second inequality in
Lemma 4.8(a) we have
||Df0(x)|− τa0···aN−1!i | ≤Va0···aN−1(φ0) + 2M(e−φ−φ0)Va0···aN−1(φ0)
+M(e−φ−φ0)M(eφ0 − eφ)E2a0···aN−1(φ0)K(f0).
It follows that
sup
x∈X
|Df0(x)−DfN(x)| ≤ ε
4
, (4.10)
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provided φ is suﬃciently close to φ0 and N is suﬃciently large. From (4.9) and (4.10) we
obtain
∥f0 − fN∥C1 ≤ ε2 . (4.11)
Let ε0, c0, λ0 be the constants for which the conclusions of Lemma 4.5 holds with
respect to f0. Let ε ∈ (0, ε0). Let m, n be integers with m > n ≥ N . We estimate
∥fn − fm∥C1 . If x ∈ X is contained in a gap of order ≤ n we have hm(x) = hn(x), and
thus fm(x) = fn(x). Suppose x ∈ X is not contained in any gap of order ≤ n. Then,
there exist a0 · · · an−1 ∈ Wn and i ∈ {1, 2, . . . , p− 1} such that x ∈ Xa0···an−1 î(hn−1). The
construction of {hn}n≥0 in the beginning of this subsection implies
|fn(x)− fm(x)| ≤ sup{|hn(y)− hm(y)| : y ∈ Xa0···an−1 î(hn−1)}
= |Xa1···an−1 î(hn−1)|
= |Xa1···an−1 î(fn−1)|.
Since x ∈ Xa0···an−1 î(hn−1) and a0 · · · an−1 ∈ Wn are arbitrary, we obtain
sup
x∈X
|fn(x)− fm(x)| ≤ sup
a1···an−1∈Wn−1
i∈{1,2,...,p−1}
|Xa1···an−1 î(fn−1)|.
Proceeding to the estimate of derivatives, again let x ∈ X and let a0 · · · an−1 ∈ Wn,
i ∈ {1, 2, . . . , p− 1} be such that x ∈ Xa0···an−1 î(hn−1). We treat two cases separately.
Case I. x is not contained in a gap of order ≤ m. We have |Dfn(x)| = Ea0···an−1(i−1)(φ)
or |Dfn(x)| = Ea0···an−1i(φ), and |Dfm(x)| = Ea0···am−1(φ). Hence
|Dfn(x)−Dfm(x)| ≤ Va0···an−1(φ).
Case II. x is contained in a gap of order k ∈ [n,m]. Let a0 · · · ak−1 ∈ Wk and j ∈ {1, 2, . . . , p−
1} be such that x ∈ Xa0···ak−1!j(hm−1). We have
|Dfn(x)−Dfm(x)| ≤||Dfn(x)|− τa0···an−1!i |+ |τa0···an−1!i − τa0···ak−1!j |
+ |τa0···ak−1!j − |Dfm(x)||.
The first and the third terms are bounded by Lemma 4.10. For the second term, Lemma
4.8(b) gives
|τa0···an−1!i − τa0···ak−1!j | ≤
(
1 +M(e2φ)K(f0)
)
Va0···an−1(φ).
Hence we obtain
|Dfn(x)−Dfm(x)| ≤2M(e−2φ)
∑
ℓ∈{k,n}
Va0···aℓ−1(φ)E
2
a0···aℓ−1(φ)K(f0)
+
(
1 +M(e2φ)K(f0)
)
Va0···an−1(φ).
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Since x ∈ Xa0···an−1 î(hn−1) and a0 · · · an−1 ∈ Wn are arbitrary, we obtain
sup
x∈X
|Dfn(x)−Dfm(x)| ≤ const · sup
a0···an−1∈Wn
Va0···an−1(φ).
where the multiplicative constant only depends on φ and f0. Overall, for every integers
m, n with m > n ≥ N ,
∥fn − fm∥C1 ≤ sup
a1···an−1∈Wn−1
i∈{1,2,...,p−1}
|Xa1···an−1 î(fn−1)| (4.12)
+ const · sup
a0···an−1∈Wn
Va0···an−1(φ).
Since fN−1 = f0, for every n ≥ N + 1 we have
∥fN − fn∥C1 ≤ sup
a1···aN−1∈WN−1
i∈{1,2,...,p−1}
|Xa1···aN−1 î(f0)|
+ const · sup
a0···aN−1∈WN
Va0···aN−1(φ) ≤
ε
2
,
where the last inequality holds provided φ is suﬃciently close to φ0 and N is suﬃciently
large depending on φ. From this and (4.11) we obtain ∥f0 − fn∥C1 ≤ ε for every n ≥ N .
Lemma 4.5 gives |Xa1···an−1 î(fn−1)| ≤ c−10 λ−n0 , and so the first term of (4.12) converges to
zero as n→∞. The convergence of the second term follows from the uniform continuity
of φ. (4.12) implies that {fn}n≥0 is a Cauchy sequence.
End of the proof of the Realization Theorem
We complete the proof of the Realization Theorem.
Proof of the Realization Theorem. Let f∞ denote the limit of the Cauchy sequence {fn}n≥0.
Then f∞ satisfies (E1). By Lemma 4.11, ∥f0− f∞∥C1 ≤ ε holds. Lemma 4.5 implies that
f∞ satisfies (E2). If x ∈ Λ(f∞) and π−1f∞(x) = {an}n≥0 then x ∈
⋂
n≥0Xa0···an(f∞). By
construction, |Dfn(x)| ≡ Ea0···an(φ) holds for every n ≥ N , and therefore
log |Df∞(x)| = lim
n→∞
log |Dfn(x)| = lim
n→∞
logEa0···an(φ) = φ(π
−1
f∞(x)),
which yields log |Df∞| ◦ πf∞ = φ.
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Chapter 5
Zero temperature limit problem
In this chapter we discuss zero temperature limit problem. As we will see below maximizing
measures naturally appear as zero temperature limit of equilibrium measures. We consider
a sequence of equilibrium measures parameterized by temperature: for a given function
φ we consider equilibrium measures µβ for βφ where β represents inverse temperature.
Letting β →∞ corresponds to temperature drops to zero. We prefer to call a function a
potential in this chapter. (See [BLL13] and references therein for more details. )
5.1 Finite systems
We start with finite systems to observe what happens when temperature drops to zero.
Analogous results hold for infinite case as we will see int the next section.
Let Ω be a finite set and M the set of all probability measure on Ω. The entropy is
defined by
H(ν) =
∑
ω∈Ω
−ν(ω) log ν(ω).
for every ν ∈M. Let φ : Ω→ R be a continuous function and β ∈ R. Define the pressure
for βφ by
P(βφ) = sup
ν∈M
(
H(ν) + β
∫
φ dν
)
. (5.1)
A probability measure ν ∈ M is called an equilibrium measure for βφ if it attains the
supremum (5.1). The Gibbs measure µβ for βφ is defined by
µβ(ω) =
eβφ(ω)∑
ω∈Ω eβφ(ω)
. (5.2)
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Observe the Gibbs measure is a unique equilibrium measure. Set
Ωmax(φ) = {ω ∈ Ω : φ(ω) = max
ω′∈Ω
φ(ω′)} =: {ω1, . . . ,ωk}.
Let µβ be the equilibrium measure for βφ. Since µβ has a form (5.2) we have
lim
β→∞
µβ =
1
#Ωmax(φ)
∑
ω∈Ωmax(φ)
δω =
1
k
k∑
i=1
δωi .
The limit concentrates on the maximizing configurations. The entropy of the limit is log k,
which is the maximal entropy among measures supported on Ωmax(φ).
5.2 Infinite systems
Let Ω be the full shift over an alphabet set A. For φ ∈ C(Ω), an invariant measure
µ ∈Mσ is called an equilibrium measure for φ if it satisfies
sup
{
hν +
∫
φ dν : ν ∈Mσ
}
= hµ +
∫
φ dµ
where hν is the Kolmogorov entropy. See [Bow75, Wa82] for the definition of the Kol-
mogorov entropy.
For φ ∈ C(Ω) consider a sequence {µβ}β∈R such that µβ is an equilibrium measure for
βφ. There exists the zero temperature limit for {µβ} if the limit limβ→∞ µβ exists with
regard to the weak*-topology. Remark that we consider continuous parameter, since there
always exists a convergent subsequence because of the compactness of Mσ.
A zero temperature limit maximizes the space average of the potential, i.e., it is max-
imizing measure, and it attains maximal entropy among maximizing measures.
Proposition 5.1. Any accumulation points of {µβ} are maximizing measures for φ.
Proof. Since µβ is an equilibrium measure, we have
1
β
sup
{
hµ + β
∫
φ dµ : µ ∈Mσ
}
=
1
β
(
hµβ + β
∫
φ dµβ
)
.
Letting β →∞, we complete the proof.
The following criterion immediately follows from this proposition: the limit exists if
there exists an unique maximizing measure for φ.
Proposition 5.2 ([BLL13] ). If the limit µ∞ exists, the entropy of the limit measure should
be maximal among maximizing measures for φ, so that, hµ∞ = sup{hν : ν ∈Mσ(φ)}
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Proof. Since σ is expansive, the entropy map ν %→ hν is upper semi-continuous [Bow75,
Proposition 2.19]. Hence we have
hµ∞ > hµβ − ε
for a given ε > 0 and some large β. Take ν ∈M(φ). Since µβ is an equilibrium measure,
we have
hµβ + β
∫
φ dµβ = P(βφ) ≥ hν + β
∫
φ dν.
Hence
hµ∞ + ε > hµβ ≥ hν + β
(∫
φ dν −
∫
φ dµβ
)
.
Since ν is a maximizing measure for φ, we have
∫
φ dν − ∫ φ dµβ ≥ 0 and
hµ∞ + ε ≥ hν ,
which completes the proof.
Let X(φ) be the smallest subshift which contains supports of all maximizing measures
for φ and call it a maximizing subshift. The following criterion immediately follows from
this proposition: the limit exists if there exists a unique measure of maximal entropy for
X(φ), so that X(φ) is intrinsically ergodic.
The existence of the zero temperature limit significantly depends on the dimension
and the regularity of a potential φ. See Appendix B for definitions of multidimensional
symbolic systems. Remark that the uniqueness of equilibrium measure is not always
true in particular dimension more than two. Here we say that a potential φ exhibits
non-convergence, if the limit does not exists for every choice of sequences of equilibrium
measures.
In the case of d = 1 the zero temperature limit exists for every locally constant function
[Br03, CGU12, Le05]. Moreover, the maximizing subshift for a locally constant function is
a subshift of finite type. On the other hand, there exists a Lipschitz continuous function
which exhibit non-convergence [CH10, CR15]. Note that the choice of a sequence of
equilibrium measure is unique for Ho¨lder functions, since the uniqueness of equilibrium
measure is established [Bow75].
In the case of d ≥ 2 the situation is more complicated. It is proved by Chazottes and
Hochman [CH10] that there exists a locally constant function exhibiting non-convergence
in dimension more than three. It was unknown whether we can construct such functions
in dimension two but we succeeded to give the aﬃrmative answer.
Theorem 5.3 ([CS]). In dimension 2 there exists a locally constant function such that
the limit does not exist for all sequence of equilibrium measures.
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We use the imbedding idea in [CH10] and the zig-zag construction of one-dimensional
subshift in [CR15], where the construction of Lipschitz continuous function exhibiting
non-convergence is proved.
According to Proposition 5.1 and Proposition 5.2, the strategy to make a locally
constant function exhibiting non-convergence is the following: first find a subshift of
finite type X where more than two ergodic maximal entropy measures and second define
a function φF : Ω→ R by
φF (x) =
{ −1 if x|ΛF ∈ F
0 else.
where F is a finite forbidden set of X. Since F is finite, φF is obviously locally constant.
It is easy to see that every maximizing measure for φF is supported on X. A key to make
φF exhibit non-convergence is the structure of X.
5.3 Application of the Realization theorem
The Realization Theorem proved in the previous chapter implies that any property of
maximizing measures which holds for a dense subset of functions on a full shift transmits
to a dense subset of piecewise expanding Markov maps. By the result of Bre´mont [Br08,
Proposition 2.1], for a dense subset of functions on a full shift the maximizing measure
is unique, and it is supported on a periodic orbit. It follows that for a dense subset of
piecewise expanding Markov maps the Lyapunov maximizing measure is unique, and it is
supported on a periodic orbit. We give a stronger statement which in particular indicates
that a version of Theorem C does not hold in the C1+Lip topology.
Let X =
⋃p−1
i=0 [αi, βi] for some p ≥ 2 and {αi}, {βi} satisfying (4.2). Let ELip denote
the space of piecewise expanding Markov maps on X with Lipschitz continuous derivative
endowed with the topology given by the norm
∥f∥C1+Lip = ∥f∥C1 + sup
x,y∈X
x ̸=y
|Df(x)−Df(y)|
|x− y| .
Theorem 5.4 ([ST, Theorem C]). There exists an open subset O of ELip such that for
every f ∈ O there exists a unique Lyapunov maximizing measure, and it is supported on
a periodic orbit. In addition, O is a dense subset of E .
As we see above, the uniqueness of the Lyapunov maximizing measure implies the
existence of the zero-temperature limit.
Corollary 5.5. For every f ∈ O the zero-temperature limit lim
β→+∞
µβ exists, and is sup-
ported on a periodic orbit.
48
The first statement of Theorem 5.4 is a consequence of the result of Contreras [Co16].
A proof of the last statement of Theorem 5.4 is briefly outlined as follows. The total
disconnectedness of the phase space implies that maps with locally constant derivative
are dense in E (See Lemma 5.7). If Df is a locally constant function on Λ(f), then
log |Df | ◦ πf becomes Lipschitz continuous with respect to the standard distance on Σp
of any scale, where Σp . By the Realization Theorem and the result of Contreras [Co16],
f is approximated by another for which the Lyapunov maximizing measure is unique and
supported on a periodic orbit. Choosing a distance of suﬃciently small scale relative to the
expansion rate of f in (E2) we obtain the Lipschitz continuity of Df (See Subsection.5.3).
We prove Theorem 5.4. First we recall the result of Contreras [Co16] on ergodic
optimization for expanding maps. Second we show that any map in E is approximated
by another whose derivative is locally constant. Third we refine the construction in the
beginning of Subsection 4.2.3 and prove a Lipschitz version of the Realization Theorem.
Finally we complete the proof of Theorem 5.4.
The result of Contreras on optimization by periodic measures
Let (Y, d) be a compact metric space and φ a real-valued Lipschitz continuous function
on Y . The Lipschitz norm of φ is given by
∥φ∥Lip = max
y∈Y
|φ(y)|+ sup
y,z∈Y
y ̸=z
|φ(y)− φ(z)|
d(y, z)
.
Let Lip(Y, d) denote the space of Lipschitz continuous functions on Y endowed with the
topology given by the norm ∥ · ∥Lip. A Lipschitz continuous map T : Y → Y is expanding
if there exist an integer m ≥ 1 and a constant λ > 1 such that for every y ∈ Y there
exist ℓy ∈ {1, 2, . . . ,m}, a neighborhood Uy of y in Y and continuous maps Si : Uy → Y ,
i ∈ {1, . . . , ℓy} such that the following hold:
- Si(Uy) ∩ Sj(Uy) = ∅ if i ̸= j;
- T−1(Uy) =
⋃ℓy
i=1 Si(Uy);
- T (Si(z)) = z for every i ∈ {1, 2, . . . , ℓy} and every z ∈ Uy;
- d(z, w) ≥ λd(Si(z), Si(w)) for every i ∈ {1, 2, . . . , ℓy} and every z, w ∈ Uy.
Theorem 5.6. ([Co16, Theorem A]) Let (Y, d) be a compact metric space and T : Y → Y
an expanding map. There exists an open dense subset O(Y,d) of Lip(Y, d) such that for
every φ ∈ O(Y,d) there exists a unique maximizing measure for φ, and it is supported on a
periodic orbit.
We will apply Theorem 5.6 to the left shift σ : Σp → Σp. Note that σ is expanding
with regard to dη in the above sense. (See for definition of dη Section 2.1)
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Approximation by maps with locally constant derivatives
For f ∈ E we introduce the following additional condition:
(E3) there exists an integer n ≥ 1 such that the value of Df is constant on each connected
component of
⋂n−1
k=0 f
−k(X).
Lemma 5.7. Let f0 ∈ E . For any ε > 0 there exists f ∈ E which satisfies ∥f0−f∥C1 ≤ ε
and (E3).
Proof. Let f0 ∈ E and ε > 0. From (E2) there exists an integer n0 ≥ 1 such that for
every n ≥ n0 and every a0 · · · an−1 ∈ Wn,∣∣Xa0···an−1(f0)∣∣≤ ε2 . (5.3)
Since Df0 is uniformly continuous, there exists an integer n1 ≥ 1 such that for every
n ≥ n1 and every a0 · · · an−1 ∈ Wn,
max
x,y∈Xa0···an−1 (f0)
|Df0(x)−Df0(y)| ≤ ε
4
. (5.4)
Put n2 = max{n0, n1}. Let n ≥ n2. Define f ∈ E so that the following holds:
- (On the complement of the union of gaps of order ≤ n − 1) Let a0 · · · an−1 ∈ Wn.
Then f
(
Xa0···an−1(f0)
)
= Xa1···an−1(f0) and for every x ∈ Xa0···an−1(f0),
Df(x) = ±
∣∣Xa1···an−1(f0)∣∣∣∣Xa0···an−1(f0)∣∣.
The sign is + if Df0(x) > 0 and − otherwise;
- (On gaps of low order) Let k ∈ {1, . . . , n2 − 1}, i ∈ {1, . . . , p − 1} and let G be a
gap of order k. Then
sup
x∈G
|f0(x)− f(x)|+ sup
x∈G
|Df0(x)−Df(x)| ≤ ε. (5.5)
- (On gaps of high order) Let k ∈ {n2, . . . , n− 1}, i ∈ {1, . . . , p− 1} and consider the
gap (l, r) = Xa0···ak−1!i(hn−1) of order k. Let ψ : [l, r] → R be a C1 diﬀeomorphism
for which the conclusion of Lemma 4.9 holds with E = Df(l), E ′ = Df(r), τ =
|f0(l)−f0(r)|
l−r , I = [l, r]. Then f(x) = f0(l) + ψ(x) holds for every x ∈ (l, r).
50
Let a0 · · · an−1 ∈ Wn. From the definition of f and (5.3) we have
sup
x∈Xa0···an−1 (f0)
|f0(x)− f(x)| ≤
∣∣Xa1···an−1(f0)∣∣≤ ε2 . (5.6)
From the definition of f and (5.4) we have
sup
x∈Xa0···an−1 (f0)
|Df0(x)−Df(x)| ≤ ε
4
. (5.7)
Let k ∈ {n2, . . . , n− 1}, i ∈ {1, . . . , p− 1} and consider the gap Xa0···ak−1!i(hn−1) of order
k. Let x ∈ Xa0···ak−1!i(hn−1). From (5.3),
|f0(x)− f(x)| ≤
∣∣f0(Xa0···ak−1!i(hn−1))∣∣≤ ε2 . (5.8)
From Lemma 4.9 and (5.4),
|Df0(x)−Df(x)| ≤ ||Df0(x)|− τ |+ |τ − |Df(x)|| ≤ ε
4
+
ε
4
. (5.9)
From (5.5), (5.6), (5.7), (5.8), (5.9), ∥f0 − f∥C1 ≤ ε follows. By Lemma 4.5, (E2) holds
for f . Hence f ∈ E . (E3) follows from the definition of f .
Lipschitz continuity of Df∞
The next lemma is a version of the Realization Theorem.
Lemma 5.8. Let f0 ∈ E satisfy (E3) and let θ ∈ (0, 1/ supx∈X |Df0(x)|). For every
ε > 0 there exists a neighborhood U of log |Df0| ◦ πf0 in C(Σp) such that for every
φ ∈ U ∩ Lip(Σp, dθ) there exists f∞ ∈ ELip such that
∥f0 − f∞∥C1 ≤ ε and log |Df∞| ◦ πf∞ = φ.
Proof. Let ε > 0 be such that θ ≤ 1/(supx∈X |Df0(x)|+ε). Although f0 may not be of class
C2, from (E3) the estimate as in Lemma 4.6 continues to hold, and thus the construction
in the beginning of subsection 4.2.3 continues to work: there exists a neighborhood U
of log |Df0| ◦ πf0 in C(Σp) such that for every φ ∈ U there exists a Cauchy sequence
{fn}n≥0 in E such that ∥f0 − fn∥C1 ≤ ε for every n ≥ 1 and its C1 limit f∞ belongs to E
and satisfies and log |Df∞| ◦ πf∞ = φ. We have supx∈X |Dfn(x)| ≤ supx∈X |Df0(x)| + ε.
Let a0 · · · an−1 ∈ Wn and i ∈ {1, 2, . . . , p − 1}. From Xa0···an−1 î(hn) = Xa0···an−1 î(fn),
fn
(
Xa0···an−1 î(fn)
)
= [αi−1, βi] and the Mean Value Theorem we have
∣∣∣Xa0···an−1 î(hn)∣∣∣≥
∣∣∣fn (Xa0···an−1 î(fn))∣∣∣
(supx∈X |Dfn(x)|)n
≥ βi − αi−1
(supx∈X |Df0(x)|+ ε)n
.
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Let φ ∈ Lip(Σp, dθ). Let L(φ) denote the Lipschitz constant of φ. Then
Va0···an−1(φ) ≤M(eφ)L(φ)θn,
and therefore
Va0···an−1(φ)∣∣∣Xa0···an−1 î(hn)∣∣∣≤
M(eφ)L(φ)
βi − αi−1 θ
n(sup
x∈X
|Df0(x)|+ ε)n ≤ M(e
φ)L(φ)
βi − αi−1 .
Lemma 4.7 implies ∣∣Xa0···an−1!i(hn)∣∣≥ 12K(f0) + 1
∣∣∣Xa0···an−1 î(hn)∣∣∣.
Hence
Va0···an−1(φ)∣∣Xa0···an−1!i(hn)∣∣≤ (2K(f0) + 1) Va0···an−1(φ)∣∣∣Xa0···an−1 î(hn)∣∣∣≤ (2K(f0) + 1)
M(eφ)L(φ)
βi − αi−1 .
From this estimate and the construction of {fn}n≥0 in Subsection 4.2.3 it follows that the
Lipschitz constant of Dfn is uniformly bounded over all n. The Lipschitz continuity of
Df∞ is a direct consequence of the uniform convergence of Dfn to Df∞.
End of the proof of Theorem 5.4
To finish the proof, we need an auxiliary lemma.
Lemma 5.9. Let f0 ∈ E . There exist θ ∈ (0, 1) and a neighborhood W of f0 in E such
that for every f ∈ W , πf : Σp → Λ(f) is Lipschitz continuous with respect to the distance
dθ.
Proof. By Lemma 4.5 there exist constants c > 0, λ > 1 and a neighborhood W of f0 in
E such that the following holds for every f ∈ W : if n ≥ 1 and x ∈ ⋂n−1k=0 f−k(X), then
|Dfn(x)| ≥ cλn. Let θ ∈ [λ−1, 1). For every a, b ∈ Σp, a ̸= b we have |πf (a) − πf (b)| ≤
cλ−s(a,b) ≤ cθs(a,b) = cdθ(a, b).
Proof of Theorem C. Set
O =
{
f ∈ ELip : log |Df | ◦ πf ∈
⋃
0<θ<1
O(Σp,dθ)
}
.
From Theorem 5.6, for maps in O the Lyapunov maximizing measure is unique, and it is
supported on a periodic orbit. From Lemma 5.9, O is an open subset of ELip.
52
It remains to show O is dense in E . Let f0 ∈ E satisfy (E3). By virtue of Lemma 5.7 it
suﬃces to show that f0 is approximated by elements of O. Let θ ∈ (0, 1/ supx∈X |Df0(x)|).
Since φ0 = log |Df0| ◦ πf0 is a locally constant function, φ0 ∈ Lip(Σp, dθ) holds. By
Lemma 5.8, for every ε > 0 there exists a neighborhood U of φ0 in C(Σp) such that
for every φ ∈ U ∩ Lip(Σp, dθ) there exists f∞ ∈ ELip such that ∥f0 − f∞∥C1 ≤ ε and
log |Df∞| ◦ πf∞ = φ. Since O(Σp,dθ) is a dense subset of Lip(Σp, dθ) from Theorem 5.6,
U ∩ O(Σp,dθ) ̸= ∅ holds. If φ ∈ U ∩ O(Σp,dθ) then f∞ ∈ O.
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Appendix A
The Man˜e´-Conze-Guivarc’h lemma
In Appendix A, we prove The Man˜e´-Conze-Guivarc’h lemma, which we used in Chapter
4. While the lemma is widely used in the context of ergodic optimization, a proof is only
given in French. Since it seems to be useful to rewrite it in English, we give a proof in
English based on [Bou01].
Let T be a continuous map on a compact metric space X with the metric d. For
n ≥ 0 and x, y ∈ X define dn(x, y) = max0≤i≤n−1 d(T ix, T iy). The map T satisfies the
weak-expanding condition if for every x, b ∈ X there exists y ∈ T−1b such that
d(x, y) ≤ d(Tx, Ty). (A.1)
For f ∈ C(X) and n ≥ 1 define Snf = Σn−1k=0f ◦ T k. A continuous function f ∈ C(X)
satisfies the Walters condition if for every ε > 0 there exists η > 0 such that for every
n > 0 and x, y ∈ X
|Snf(x)− Snf(y)| ≤ ε
whenever dn(x, y) ≤ η.
For f ∈ C(X) satisfying the Walters condition define h : [0,∞)→ [0,∞] by
h(s) = sup
n≥1
sup
d(x,y)≤s
|Snf(x)− Snf(y)|. (A.2)
Observe that h(0) = 0 and h is upper semi-continuous. We call h the module of Walters
for f .
Theorem 4.2 ([Bou01, The´one`me 1]). Suppose (X,T ) is transitive and satisfies the weak
expanding condition. For a continuous function f satisfying the Walters condition let
Q(f) = maxµ∈MT
∫
f dµ. Then there exists u ∈ C(X) such that for every y ∈ X
u(y) = −Q(f) + max
Tx=y
(f + u)(x).
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By the above theorem for f ∈ C(X) with Walters condition we can fined u ∈ C(X)
such that
f ≤ u ◦ T − u+Q(f).
Proof. For λ ∈ [0, 1] and u ∈ C(X) define Lλ : C(X)→ C(X) by
[Lλu](y) = max
Tx=y
(f + λu)(x).
First we check the image of a continuous function u by Lλ is continuous. Take ε > 0.
Since f and u are continuous there exists δ > 0 such that
∥f(z)− f(z′)∥ < ε, ∥u(z)− u(z′)∥ < ε
whenever d(z, z′) < δ. Take y, y′ ∈ X with d(y, y′) < δ. Let xy be the point such that
max
Tx=y
(f + λu)(x) = (f + λu)(xy).
By the weak-expanding condition there exists xy′ ∈ T−1y′ such that
d(xy, xy′) ≤ d(T (xy), T (xy′)) = d(y, y′) < δ.
Hence we have
[Lλu](y)− [Lλu](y′) ≤ (f + λu)(xy)− (f + λu)(xy′)
= f(xy)− f(xy′) + λ(u(xy)− u(xy′) < (1 + λ)ε. (A.3)
Let zy′ be the point such that
max
Tx=y′
(f + λu)(x) = (f + λu)(zy′).
By the weak-expanding condition there exists zy ∈ T−1y such that
d(zy, zy′) ≤ d(T (zy), T (zy′)) = d(y, y′) < δ.
Hence we have
[Lλu](y)− [Lλu](y′) ≥ (f + λu)(zy)− (f + λu)(zy′)
= f(zy)− f(zy′) + λ(u(zy)− u(zy′)) > −(1 + λ)ε. (A.4)
By (A.3) and (A.4) we have
∥[Lλu](y)− [Lλu](y′)∥ < (1 + λ)ε,
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which implies Lλu is continuous.
Second we show that Lλ is contracting if λ < 1. Take u, u′ ∈ C(X) and y ∈ X. Let
x ∈ T−1y be the point that Lλu(y) = (f + λu)(x). Then we have
Lλu(y)− Lλu′(y) ≤ (f + λu)(x)− (f + λu′)(x) ≤ λ∥u− u′∥.
Similarly it is bounded below by −λ∥u− u′∥. Hence we have
∥Lλ(u)− Lλ(u′)∥ ≤ λ∥u− u′∥.
Therefore there exists a unique fixed point uλ ∈ C(X) of Lλ for λ < 1.
Let u∗λ = uλ − minx∈X uλ(x) for every λ < 1. Third we check the equicontinuity of
{u∗λ}. Take x0, y0 ∈ X such that d(x0, y0) ≤ s. Since uλ is a fixed point of Lλ, we can
take a sequence {xi}i≥0 of points inductively which satisfies the following:
xi+1 ∈ T−1xi and uλ(xi) = (f + λuλ)(xi+1)
for every i ≥ 0. By the weak-expanding condition we can take a sequence {yi}i≥0 of points
satisfying the following:
yi+1 ∈ T−1yi and d(xi+1, yi+1) ≤ d(Txi+1, T yi+1) = d(xi, yi) ≤ s.
Since uλ is a fixed point of Lλ, we have
uλ(yi) ≥ (f + λuλ)(yi+1).
Hence we have
uλ(x0)− uλ(y0) ≤ (f + λuλ)(x1)− (f + λuλ)(y1)
= f(x1)− f(y1) + λ(uλ(x1)− uλ(y1))
≤
∞∑
i=1
λi−1(f(xi)− f(yi))
= (1− λ)
∞∑
n=1
λn−1
n∑
i=1
(f(xi)− f(yi))
= (1− λ)
∞∑
n=1
λn−1(Snf(xn)− Snf(yn))
≤ sup
n≥1
|Snf(xn)− Snf(yn)| ≤ h(s),
where h is the module of Walters for f defined by (A.2). Similarly we have uλ(y0) −
uλ(x0) ≤ h(s). Hence {uλ} is equicontinuous, and so is{u∗λ}.
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Forth we check the boundedness of {u∗λ}. We will show the following: for every λ < 1
and every x ∈ X
(Mλ − uλ)(Tx) ≤ Oscf + λ(Mλ − uλ)(x) ≤ Oscf + (Mλ − uλ)(x), (A.5)
where Mλ = maxx∈X uλ(x) and Oscf = supx,x′∈X |f(x) − f(x′)|. Take λ < 1 and x ∈ X.
Since Mλ ≥ uλ, we have LλMλ ≥ Lλuλ. Hence we have
maxLλMλ ≥ maxLλuλ = max uλ =Mλ.
Let y ∈ X be the point such that
max
y′∈X
LλMλ(y′) = LλMλ(y).
Since Mλ is a constant function, we have
(Mλ − uλ)(Tx) =Mλ − uλ(Tx) = LλMλ(y)− Lλuλ(Tx). (A.6)
Let z ∈ T−1y be the point such that LλMλ(y) = (f + λMλ)(z). Then we have
LλMλ(y)− Lλuλ(Tx) ≤ (f + λMλ)(z)− (f + λuλ)(x)
= f(z)− f(x) + λ(Mλ − uλ)(x)
≤ Oscf + λ(Mλ − uλ)(x). (A.7)
By (A.6) and (A.7) we have (A.5). By (A.5) we have
(Mλ − uλ)(T nx) ≤ n Oscf + (Mλ − uλ)(x).
for every n ≥ 1.
Take s0 > 0 such that h(s0) ≤ 1. Let R be a finite cover consists of closed balls
with radius s0. Take U1, U2 ∈ R. Since T is transitive, there exists n ≥ 0 such that
U1 ∩ T−nU2 ̸= ∅. Take λ < 1. Let y ∈ U1 ∩ T−nU2. Then for (x1, x2) ∈ U1 × U2 we have
uλ(x1)− uλ(x2) = uλ(x1)− uλ(y)− (Mλ − uλ)(y) + (Mλ − uλ)(T ny) + uλ(T ny)− uλ(x2)
≤ 2h(s0) + n Oscf.
Hence we have
max
(x1,x2)∈U1×U2
|uλ(x1)− uλ(x2)| ≤ 2h(s0) + n Oscf ≤ 2 + n Oscf.
Since R is finite, there exists N such that
Osc uλ ≤ max
(U1,U2)∈R×R
max
(x1,x2)∈U1×U2
|uλ(x1)− uλ(x2)|
≤ 2 +N Oscf.
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Hence we have
0 ≤ u∗λ(x) ≤ Osc uλ ≤ 2 +NOscf
for every λ < 1 and x ∈ X. Since the right hand side of the above inequality does not
depend on λ and x, {u∗λ} is bounded.
By Arzela-Ascoli’s theorem, taking the subsequence if necessary, we have a continuous
function u = limλ→1 uλ. Since for every λ ∈ [0, 1) we have
u∗λ = −bλ + Lλu∗λ
for some bλ ∈ R,
u = −b+ L1u
for some b ∈ R.
It remains to show that b = Q(f). Let h = u ◦ T − u+ f . For every y ∈ X we have
max
Tx=y
h(x) = u(y)−max
Tx=y
(f + u)(x) = u(y)− L1u(y) = b. (A.8)
Hence we have
∫
f dµ =
∫
h dµ ≤ b for every µ ∈ MT and Q(f) ≤ b. Let K = h−1b.
By (A.8) we have TK = X. Hence {T−nK} has the finite intersection property. Since X
is compact,
⋂
n≥0 T
−nK =: K ′ is not empty and T -invariant. There exists µ ∈MT such
that supp µ ⊂ K ′. Hence Q(f) ≥ ∫ f dµ = ∫ h dµ = b.
We prove that a Ho¨lder continuous function on a subshift of finite type satisfies the
Walters condition. Using a similar discussion, we can prove the Walters condition of a
Ho¨lder continuous function on a piecewise expanding Markov map.
Proposition A.1. Let (Σ, σ) be a subshift of finite type. Then a Ho¨lder continuous
function f : Σ→ R satisfies the Walters condition.
Proof. Take ε > 0. Let η > 1. Denote by d the metric dη. Since f : Σ → R is Ho¨lder
continuous, there exist C > 0 and α > 0 such that
|f(x)− f(y)| ≤ Cd(x, y)α
for every x, y ∈ Σ.
Let N ≥ 1 such that Cη−αN(1 − η−α) < ε. Take n ≥ 1 and x, y ∈ Σ such that
dn(x, y) < η−N . By the definition of dη, we have xi = yi for every 0 ≤ i ≤ n + N − 1.
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Hence we have
|Snf(x)− Snf(y)| ≤
n−1∑
k=0
|f(σkx)− f(σky)|
≤
n−1∑
k=0
Cd(σkx, σky)α
≤ C
n−1∑
k=0
η−α(n+N−1−k)
= C
n−1∑
k=0
η−α(N+k)
≤ Cη−αN
∞∑
k=0
η−αk =
Cη−αN
1− η−α < ε.
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Appendix B
Multidimensional symbolic systems
While we mentioned multidimensional symbolic systems in Chapter 5, we have not given
definitions. Hence we illustrate multidimensional symbolic systems in Appendix B.
B.1 Setting
Let d ≥ 1 and A an alphabet set. Consider the space AZd endowed with the product
topology of the discrete topology. We define Zd action σ on AZd by
σi(x)j = xi+j
for all i, j ∈ Zd. Let Λ be a subset of Zd. For x ∈ AZd denote by xΛ the restriction of x to
Λ. We call an element ω ∈ AΛ a pattern on Λ. For n ≥ 1 define the d-dimensional box Λn
with size n by Λn = {−n+1, . . . , 0, . . . , n− 1}d and denote by λn the number of elements
in Λn. Let A∗ =
⋃
n≥1AΛn , the set of all box patterns over alphabets A. For a pattern ω
on Λ let [ω] = {x ∈ AZd : xΛ = ω} and call it a cylinder set. For a set of patterns P ⊂ A∗
let [P ] = ∪p∈P [p].
A subset X of AZd is a subshift if it is closed and σ-invariant, i.e. σi(X) = X for all
i ∈ Zd. Giving a forbidden set F ⊂ A∗, we get a subshift XF ⊂ AZd defined by
XF =
{
x ∈ AZ2 : no pattern from F appear in x
}
.
A subshift X is subshift of finite type if there exists finite F ⊂ A∗ such that X = XF .
Let X be a subshift over an alphabet set A. A box pattern p ∈ A∗ on Λn is globally
admissible if there exists x ∈ X such that xΛn = p. Denote by GX the set of all globally
admissible patterns and set GX,n = GX ∩ AΛn . A box pattern p ∈ A∗ on Λn is locally
admissible if no forbidden pattern of X appears in p. Denote by LX the set of all locally
admissible patterns and set LX,n = LX ∩AΛn .
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Let r be a map from alphabet sets A to B. For a subset Λ of Zd we can extend r
to a map on AΛ in obvious way: AΛ ∋ {si}i∈Λ %→ {r(si)}i∈Λ ∈ BΛ. Slightly abusing
the notation, we use the same symbol as the map between alphabet sets for any maps
extended in this way.
B.2 Wang tiling
A two-dimensional subshift of finite type is represented by a Wang tile set and vice versa.
Let C be a colour set, which is finite. Consider a set τ of tiles whose four sides are coloured
by C, an element x of τ has a form x = (xl, xr, xt, xb). See Figure B.1. Two horizontally
adjacent tiles satisfy the colour matching property if their adjacent sides are coloured by
the same colour: if tiles t and s horizontally adjacent and the right side of t is adjacent to
the left side of s, the colour matching property is tr = sl. Similarly two vertically adjacent
tiles satisfy the colour matching property if their adjacent sides are coloured by the same
colour: if tiles t and s vertically adjacent and the bottom side of t is adjacent to the top
side of s, the colour matching property is tb = st.
We call x : Z2 → τ a τ -tiling if all tiles in it satisfy the colour matching property.
Denote by Xτ the set of all τ -tilings. Regarding C4 (or τ) as a alphabet set, Xτ is a
subshift of finite type. Conversely we can find a tile set for a two-dimensional subshift of
finite type (See [LS02, Proposition 4.1] for details.)
Figure B.1: A tile whose colour set consists of red, blue, yellow and green
There is a significant diﬀerence between one and two dimensional subshifts of finite
type: any simulation of a Turing machine can be represented by a two dimensional subshift
of finite type. A Turing Machine M consists of the following:
• Q: a state set
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• Σ: an alphabet set
• Γ ! Σ: a symbol set (an alphabet set for computation)
• ♯ ∈ Γ \ Σ: a blank symbol
• q0 ∈ Q: a initial state
• H ⊂ Q: a halt set
• δ : (Q \H)× Γ→ Q× Γ× {→,←}: a translation function.
The sets Q and Γ are finite.
The simulation of a Turing Machine can be represented by a Wang tile. See Figure
B.2. For each s ∈ Γ we make a tile as 5⃝. For each (q, s) ∈ (Q \ (H ∪ {q0}))× Γ we make
tiles as 1⃝ and 2⃝. Following the function δ we make tiles as 3⃝ or 4⃝. Then make tiles
as the lower line.
Hence the patterns generated by a Turing Machine become a subshift of finite type.
s s s
s
(q, s) (q, s)
(q, s)(q, s)
q  q 
s  s 
     (q0,  )
? ? ? ? ?
Figure B.2: Tiles to represent a Turing Machine
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