Wetting of chemically heterogeneous surfaces is modeled using phase field theory. Phase field theory involves constructing a coarse-grained free energy functional. A kinetic evolution equation is developed based on this free energy functional, which allows the phase field to evolve following a variational derivative of the free energy functional with respect to the phase field variable. Contact angle hysteresis is incorporated by a modified kinetic parameter. Using this model, we demonstrate the effect of variation in the length scale of a chemically heterogeneous surface as deviation from the Cassie theory for a surface with a finite length scale. We demonstrate the realm of applicability of Cassie theory as being for surfaces where the component materials are intricately alloyed such that they are not discernible on the length scale associated with the thickness of the diffuse molecular interface. In this context, the interface between the wetted and non-wetted regions is a diffuse interface suffering steep but continuous changes from wetted to non-wetted regions. When the length scale associated with either of the component materials is greater than the interface thickness, the specific arrangement of the materials affects the evolution and shape of the three-phase contact line, and thereby affecting the macroscopic contact angle. These results are of importance to surface designers for a range of applications, where targeted wetting characteristics can be achieved by suitably alloying component materials.
Introduction
Wetting of chemically heterogeneous surfaces is of importance in a wide range of practical applications ranging from inkjet printing to biofluidic manipulation. The equilibrium contact angle, θ Y on a pure smooth surface can be obtained theoretically from minimizing the system Gibbs free energy. However, this is difficult to realize empirically owing to a plethora of metastable states surrounding this globally stable state. The wettability of real surfaces is, therefore, empirically characterized by the apparent contact angle subtended by the drop at the surface during advancement and receding events, known as the advancing and receding contact angles. The difference between these two angles is also an important parameter that describes the sessile drop mobility, referred to as contact angle hysteresis. The advancing, receding and equilibrium apparent contact angles on a smooth chemically heterogeneous surface composed of pure component materials A and B is given by the Cassie equation [1] ,
Here the combinations, θ j i (i = a, r, Y and j = A, B, C) refer to advancing, receding and equilibrium contact angles respectively for the pure materials A and B and the composite surface C. Theoretically, only the equilibrium contact angle on a composite surface can be related to the equilibrium contact angles of the pure component surfaces using the principle of Gibbs free energy minimization. The extension of the same qualitative relationship to advancing and receding contact angles on composite materials is purely based on empirical observations. Some reports of theoretical justification have also been published [2, 3] . This extension has met with mixed results with some researchers claiming success while others claiming a deviation from this relationship. Secondly, the Cassie equation (1) for the equilibrium contact angles assumes that the pure materials A and B are intricately alloyed on the chemically heterogeneous surface. In other words, any elemental area on the heterogeneous surface dA contains f A dA of material A and (1 − f A ) dA of material B, for dA approaching the limit of zero. This clearly implies that no length scale can be assigned to the surface chemical heterogeneity. Any real surface is bound to have a finite length scale associated with the heterogeneity (for example, in the case of droplet confinement for inkjet printing). It is, therefore, important to understand the implication of the finiteness of the length scale associated with the chemical heterogeneity on the advancing and receding angles on the composite surface in order to design such surfaces for targeted applications.
In the current study, we have created hydrophilic and hydrophobic specimens using silicon and silanized silicon wafers. The silane specimen was rendered hydrophobic by a silanization process outlined by Oner and McCarthy [4] . The advancing (receding) contact angle of a water drop on the specimen was measured using a dynamic contact angle analyzer [5] as the asymptotic angle obtained while liquid is quasistatically injected into (withdrawn from) the drop employing the captive needle technique [6] . The recently developed constitutive phase field model [7, 8] was employed to correlate with the experimental results.
Phase Field Theory
The phase field model is a simple phenomenological means of describing any kind of transformation. It can be used in any situation where two (or more) distinct con-tiguous regions undergo a transformation (through boundary motion) -provided the transformation is driven by the minimization of some global extensive property (e.g., the total free energy). This general nature of the model has led to it being employed in diverse fields ranging from superconducting phase transitions [9] , solidification and melting [10] , grain growth [11] , solid-solid phase transformations [12, 13] and vesicle membranes [14, 15] .
Thus the phase field approach has three important constituents: (1) A continuous parameter (phase field) to describe the distinct regions, (2) a coarse-grained free energy functional of the parameter field to reflect the total free energy of the system, and (3) a kinetic evolution law for the phase field parameter to drive the system to minimize the total free energy. The phase field variable describes the two distinct regions by taking specific values in the regions (say, 0 and 1). The rigorous process of constructing the coarse-grained free energy functional, which is the main input in the phase-field formalism, involves removing the microscopic degrees of freedom and integrating them out such that only larger scale macroscopic degrees of freedom remain. In practice, however this process can only be carried out for relatively simple systems. It is much easier to determine the general structure of the free energy functional directly from the known phase diagram, which is the approach adopted here. A detailed discussion of the phase field theory applied to dynamical interface problems can be found in Ala-Nissila et al. [16] .
In order to develop a phase field model appropriate to wetting, we restrict our attention to the solid surface and use the phase field parameter η to distinguish between the wetted and nonwetted regions. The process of wetting or dewetting takes place at the three-phase contact line which serves as the phase boundary. The next step is to write the system free energy as a function of the phase field variable. This function is required to enforce special equilibrium values of the phase field variable to represent the wetted region by 1 and the nonwetted region by 0. This can be done by considering a double-well quartic function of η, f (η), as
where
The exact form of the above function is not important provided it has equal minima at 0 and 1 when θ = θ Y . Y represents the imbalance in the capillary forces and is the difference in heights of the two minima at η = 0, 1. For θ < θ Y , the η = 1 well is metastable and the drop attempts to retreat into a smaller wetted circle while aspiring to reach the Young's equilibrium condition. Whereas the η = 0 well is metastable when θ > θ Y with the drop attempting to wet additional solid surface in order to reach the Young's equilibrium condition. Most importantly, the integral of f (η) over the entire solid surface area yields the Gibbs free energy, G, of the system (see [8] for detailed calculation).
where γ i , A i are the interfacial energies and areas respectively of i = SL, LV, SV, the solid-liquid, liquid-vapor and solid-vapor interfaces.
The total free energy, F , for the phase field model is written as
Here, λ is the gradient coefficient that is thermodynamically required to be positive, and is shown below to be related to the three-phase contact line tension. ∇η identifies the interface between the wetted and dry regions. The gradient term provides a penalty for the presence of interfaces between regions of constant η. It has been postulated that the line tension arises out of finite range molecular forces at the triple line. Equation (4) is the phase field equivalent of the Gibbs free energy expression (3) and includes the energy of the three-phase contact line.
In the Ginzburg-Landau framework of the phase field theory, the equilibrium solution for the order parameter is obtained through a gradient flow evolution equation of the form
where δ is a functional derivative and β(x, t, η, ∇η,η) > 0 is the kinetic coefficient which is required to be positive for all admissible values of its arguments [17] . Note that in the regions away from the three-phase contact line, where η = 0 or 1, both terms on the right-hand side of equation (5) vanish and there is no evolution of η. Thus the evolution of the drop radius is only through the motion of the contact line and the local material properties at the contact line determine the state of the drop. This is physically consistent with thermodynamic energy minimization principle that the change in free energy determines the state of the drop [18] . The kinetic coefficient, β, is given a special form in order to account for hysteresis
where H (x) is the Heaviside function. The ξ and ω terms provide the rateindependent and rate dependent hysteresis components, respectively. In the limit of quasistatic motion, the hysteresis is contributed purely by ξ . Equation (5) is solved numerically over a discretized square domain. For describing a smooth heterogeneous surface, the properties ξ and θ Y in the chemically different regions are given appropriately different values. A simple central difference of the spatial terms and forward difference of the temporal terms are employed in the solution of equation (5) . An explicit Euler method is used to relax the initial guess for the solution to the final equilibrium solution. The elegance of this method lies in the simplicity, and ease of numerical implementation and computer programming.
Results and Discussion
The phase field model discussed in the previous section requires only the advancing and receding contact angles of the pure material surfaces as inputs [8] . shows the advancing and receding behavior of a drop on two pure materials under consideration, viz. perfluoroalkoxy (PFA) and etched perfluoroalkoxy (ePFA) [19] . Figure 1(a) is a plot of contact angle versus drop volume while Fig. 1(b) is a plot of the contact angle versus the drop footprint radius for PFA (loop ABCD) and ePFA (loop PQRS) surfaces. It can be seen from Fig. 1(b) that from A to B (P to Q), the contact angle increases at constant drop radius until advancing angle of PFA caw604
(ePFA) is reached. Further increase in the volume yields the asymptotic advancing angle with increase in drop radius from B to C (Q to R). At the point C (R), when the volume is withdrawn from the drop, the drop contact angle is observed to decrease at constant radius from C to D (R to S) until the receding angle of PFA (ePFA) is reached. Further decrease in volume yields the asymptotic receding angle from D to A (S to P) with the drop footprint radius decreasing. Now consider a composite surface as shown in Fig. 2 , composed of a 1.35 mm diameter island of ePFA in a PFA substrate. The phase field theory that was validated on each of the two pure surfaces, PFA and ePFA, can be used to model the sessile drop advancement and receding behavior on this composite surface with no additional inputs. Figure 3 is a plot of the instantaneous contact angle versus drop footprint radius. As can be seen from this figure, a drop that is initially in the just receded state (A) entirely sessile on the ePFA surface will accommodate increase by:Emilija p. 7
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in volume by a gradual increase in contact angle while remaining on the same drop footprint until a point B is reached where the contact angle equals the advancing angle of ePFA. As drop volume increases further, the footprint radius increases with the angle remaining constant until the drop reaches a footprint radius corresponding to the boundary between the ePFA and PFA regions. At this point C, the drop footprint radius remains constant until the angle becomes equal to the advancing angle of the material that the drop is about to wet. Further increase in volume is accommodated by increasing the drop footprint radius. In the reverse direction, a reduction in drop volume is accommodated in such a fashion that the drop footprint radius would only decrease when the drop angle is equal to the receding angle of the material that the drop is about to de-wet. See the receding path for the same substrate EFGHA. In this fashion, the phase field model is able to capture the sessile drop advancement and receding behavior on a chemically heterogeneous substrate with only the advancing and receding angles of the pure constituent materials as inputs.
The phase field theory is further validated against experimental measurements of advancing and receding contact angles on chemically homogeneous silicon and silane surfaces. Figure 4 presents a plot of the instantaneous contact angle versus drop footprint radius on pure silicon and silane surfaces. Good agreement can be noticed between theory and experiment.
The phase field model is now applied to three classes of heterogeneities associated with a composite surface of a superhydrophobic material, A (advancing angle, θ a = 145 • and receding angle, θ r = 125 • ) and a relatively hydrophilic material, B (θ a = 95 • and θ r = 83 • ) in order to demonstrate the effect of the three-phase con- tact line structure on the observed macroscopic contact angle behavior. First, we consider a situation where the two materials are intricately alloyed at the surface (referred to as Case I). We achieve this condition numerically by using a random number generator to assign properties to each grid point. When the value of the random number generated is less than a desired area fraction, the grid point is associated with the properties of material A; else, the properties of material B are ascribed to the grid point. We use this set of simulations to demonstrate the effect of the lack of a heterogeneity length scale [20] . Secondly, we consider squares of A (the more hydrophobic of the two materials) of side, a, separated by a distance, b, at centers and embedded in B (referred to as Case II). For this case, we consider a change in the length scale, b, while maintaining the same area fraction of A, f = 1 − a 2 /b 2 . Finally, we consider a composite surface of squares of material B embedded in A (referred to as Case III). Figure 5 is a graph corresponding to the data for Cases I and II. The graph shows the variation of the cosine of the advancing contact angle with area fraction of A. The solid line represents the values estimated by the Cassie theory. The solid circle symbols represent the data for a situation where the two materials are considered to be intricately alloyed. The data for different length scales of the centre spacing between the squares (b = 16 µm, 32 µm and 64 µm) are represented by the solid symbols. It can be observed from the graph that for the first case where the materials are intricately alloyed at the surface, there is no discernible length scale associated with each material [21] . This case, therefore, is consistent with the intent 
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of Cassie's derivation and hence this theory holds true. The surfaces with different center spacings show deviation from the Cassie theory signifying length scale effect, but showing negligible variations with the varying length scale at constant area fraction. This is explained by the fact that the squares of the more hydrophobic material A act as pinning locations causing the contact line to become more tortuous. The strength of such pinning does not seem to depend on the center spacing between the squares and hence the data for the different center spacing values, b, show no deviation from each other. Figure 6 shows the variation of the cosine of the advancing contact angle with area fraction for Case III. The solid line again represents the predictions based on the Cassie theory while the open symbols represent the data for varying length scales (b = 16 µm, 32 µm and 64 µm). The data show negligible deviation from the Cassie theory for smaller length scale of 16 µm and an increase in the deviation with the corresponding increase in the length scale at constant area fraction. This is qualitatively different from Case II since the squares of the relatively less hydrophobic material B do not attempt to pin the three-phase contact line. Therefore, the contact line remains relatively circular. However, in contrast with the data in Fig. 5 for Case II, as the center spacing between adjacent squares increases, the data show increasing deviation from Cassie theory. Similar asymmetric hysteresis was also empirically observed by Priest et al. [22] .
From the above observations, it can be summarized that the phenomenon of "asymmetric" hysteresis can be observed on a chemically heterogeneous surface where either the advancing or the receding contact angle deviates from the Cassie curve for a surface of same area fraction and length scale. According to the Cassie theory, the chemical heterogeneity in the surface is such that a small elemental area, dA, of the surface contains f A dA of material A and (1 − f A ) dA of material B [1, 23] . This can be achieved for the case where the two materials were considered to be intricately alloyed. The effect of the length scale would be absent in such a case. Thus we see agreement between the advancing angle data from Case I (closed circle symbols) and Cassie theory (solid line) as can be seen from Fig. 5 . But many real surfaces have finite length scales associated with the chemical heterogeneity. Fabrication of a composite surface as squares of one material in another brings in this effect of the length scale, thus exhibiting a deviation from the Cassie curve. Further, it may be noted that all the data points presented were obtained on surfaces where the characteristic length scale associated with the heterogeneity was at least ten times smaller than the drop wetted circle radius (R ≈ 1 mm). This implies that on the length scale of the drop, the surface can be considered to be nearly "homogenized" heterogeneous surface. However, a significant deviation from Cassie theory is noticed even for small characteristic length scale of the heterogeneity (b/R ≈ 0.016). Figure 7 shows the contact line structure for two surfaces, both of the same area fractions; Fig. 7a is a substrate made of squares of material A in B while Fig. 7b is for a substrate with squares of B in A. The nature of the modification of a nearly circular contact line owing to the local variations in surface energy can be observed for the composite surfaces in these two cases. This variation in the contact line structure is carried over into macroscopic contact angle observations. Thus, for two composite surfaces with the same global area fraction of A, we observe that the nature of the contiguous material has an effect on the macroscopic contact angle.
The underlying physical principle that we have discovered, viz. deviation from Cassie theory for a finite length scale, is analogous to the principle of estimating the viscosity of binary Newtonian liquid mixtures. When the two fluids are perfectly miscible, the mixture viscosity is well estimated by a weighted mixture law of the component properties [24] . However, when the two fluids are partially misci- ble or immiscible (for example, air-water two-phase systems), a discernible length scale can be associated with the heterogeneity, due to which classical mixture laws are violated. In order to predict the viscosity of such a mixture, other "internal" variables (for example, the air bubble average diameter) need to be included in the model to account for mixture morphology, similar to the current situation. The Cassie equation (1) which was derived from the Gibbs free energy minimization principle states that the drop assumes a shape where there is a change in free energy per unit change in the wetted area. As the drop advances, the threephase contact line encounters metastable energy wells and could remain trapped in one of such wells. This mechanism has been proposed to explain the difference between the advancing angle and the thermodynamic equilibrium angle. However, the metastable well associated with chemical heterogeneity has to be based on the local change in surface energy at the contact line as a change in wetted area. This change in free energy is, in turn, related to the local area fraction as opposed to the global area fraction obtained from the geometric arrangement of the squares. Therefore, the local area fraction that the contact line experiences as it advances is apt for the calculation of the expected contact angle. Similarly, the area fraction that is pertinent to the receding angle calculation is that obtained near or just inside the three-phase contact line.
