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The advancements in horizontal well drilling and multistage hydraulic fracturing technology 
enabled us to unfold major sources of hydrocarbon trapped in ultra-tight formations such as tight 
sands and organic rich shales. Tremendous gas production from these reservoirs has transformed 
today’s energy landscape. To effectively optimize the hydrocarbon production from these ultra-
tight formations, it is essential to study and model the fluid transport and storage sealed in 
multiscale pore structure of these formations, i.e. micro-, meso- and macro-pores. In shale gas 
reservoirs, Kerogen, the finely dispersed organic nano-porous material with an average pore size 
of less than 10 nm holds bulk of the total gas in place (GIP) in an adsorbed state. The molecular 
level interactions between fluid-fluid and fluid-solid organic pore walls govern the transport and 
storage in these organic nano-pores. Among different methods used to model gas dynamics in 
organic nano-pores such as the multi-continuum, molecular dynamics and Monte Carlo, the lattice 
Boltzmann method (LBM) is a more effective method with much less computational cost relative 
to other techniques. This is due to the applicability of this technique in wide range of flow regimes 
and ease of handling complex boundary conditions such as incorporation of the molecular 
interactions in porous media.  
The objective of this research is to develop a two-dimensional LBM of organic rich shales that can 
be used to quantify the effect of organic pore wall confinement on non-ideal gas flow and storage 
in organic nano-pores of the shale reservoirs. This method incorporates the involvement of 
molecular forces between fluid particles such as, adsorptive and cohesive forces. Using the 
Langmuir-slip boundary condition at capillary walls, slippage of free gas molecules and surface 
transport of adsorbed molecules are studied. This effect is investigated in a large range of Knudsen 
numbers from continuum flow to transition flow regime with varying capillary width sizes from 
100 nm to 5 nm.  
 
 
Simulation results concentrates on the molecular phenomena like- adsorptive/cohesive forces, and 
the kinetic energy of the fluid molecules at different pressures, and reservoir temperatures. The 
LBM model results displays a clear indication that the gas transport in the capillary tube is depends 
on the pore width size. A critical Knudsen number exists with changing reservoir conditions, where 
the anticipated fluid velocity profile in organic nano-pores alters showing higher flow rate as 
capillary widths reduces due to the underlying effect of molecular phenomena of  double slippage 
and wall confinement, introduced earlier by Fathi et al[1]. 
These results are compared with traditional continuum Hagen-Poiseuille law, Klinkenberg slip 
theory, and recent modified version of Klinkenberg slip flow equation. This work is not only 
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Chapter 1 Introduction 
Shale gas formations introduces the possibility to increase the total gas production by accessing 
the trapped natural gas within organic rich shale sedimentary rocks, comprising of organic porous 
material (kerogen), and inorganic matrix. The properties of shale gas like its composition, organic 
richness, structure of nano- pores, flow regime primarily determines the production and flow of 
natural gas. To effectively simulate the shale gas flow in shale, it is critical to understand the shale 
gas transport mechanisms in a kerogen pore. The kerogen pores generally extends between 
micropore (ℎ < 2𝑛𝑚) and mesopore (2 ≤ ℎ < 50 𝑛𝑚), having an average pore size of  10 𝑛𝑚 
[2], ℎ being the pore size. Table 1-1 presents the International Union of Pure and Applied 
Chemistry (IUPAC) categorization of pore diameters. Previous analysis on pore diameter 
estimation of organic-rich shales displays the existence of ultra-micropores, micropores, 
mesopores, and macropores.  
Table 1-1: IUPAC categorization of pore diameter 
Ultra-micropore ≤ 0.7𝑛𝑚 
Micropore > 0.7𝑛𝑚 𝑎𝑛𝑑 < 2𝑛𝑚 
Mesopore > 2𝑛𝑚 𝑎𝑛𝑑 < 50𝑛𝑚 
Macropore ≥ 50𝑛𝑚 
 
In  recent  years,  to  study  the  micro-scale  flow  characteristics  of  shale  gas,  laboratory  
measurement  techniques  and numerical simulation methods have been incorporated. To begin 
with, a dimensionless parameter (Knudsen Number, 𝐾𝑛 = 𝜆/ℎ) defined as the ratio of mean free 
path of gas molecules (𝜆) to hydraulic pore diameter of conduit (h). This number is used to 
differentiate different gas flow reigns, namely – Continuum flow (𝐾𝑛 ≤ 0.001), Slip flow 
(0.001 < 𝐾𝑛 ≤ 0.1), Transition flow (0.1 < 𝐾𝑛 ≤ 10), and Free molecule flow (𝐾𝑛 > 10) [3]. 
The mean free path is commonly defined as the average distance travelled by a gas molecule before 
colliding with another gas molecule. The continuum flow is illustrated by the Navier-Stokes 
equations, dominated by the viscosity effects; the slip flow is characterized by the inclusion of a 
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slip parameter to the Navier-Stokes equations; the transition flow is described by molecular 
simulations, such as Direct Simulation Monte Carlo (DSMC); the free molecular flow is depicted 
as the flow where the molecular collisions are ignored, and is represented by the Boltzmann 
equation.  
At thermodynamic equilibrium, due to strong pore wall influence, a part of the gas molecules 
adhere to the internal surface of the pore wall having restricted mobility and low kinetic energy 
called the adsorbed layer as shown in Figure 1-1. Adjoining this layer is the phase-transition layer 
called Knudsen layer where molecules possess some kinetic energy to continually get adsorbed 
and desorbed with little influence from the walls. The remaining of the gas molecules are attributed 
as the free-gas molecules having no wall influence taking the central zone of the pore. The free-
gas molecules interact within themselves and with the adjacent Knudsen layer molecules. The free-
gas molecular density is the same as the bulk fluid density without the pore walls.  
In tight porous media, like shale, the transport phenomena of gas molecules at constant reservoir 
temperature depends on the matrix pore size and the reservoir pressure. At the average kerogen 
pore size of 10 nm, majority of the gas is trapped in adsorbed state. At such conditions, the mean 
free path of gas molecules becomes comparable to the organic pore size itself. This results in 
intense molecular interaction of the free-gas molecules with the Knudsen and adsorbed layer 
molecules. When the thermodynamic equilibrium is disturbed externally (change in molecular 
flux), these interactions lead to molecular streaming (slippage & hopping mechanism) in the 
organic pore. This effect produces non-zero wall velocity additional to the free-gas mass transport 
showing deviations from Darcy’s law. When external flux is applied, some molecules in adsorbed 
layer and Knudsen layer overcome the local interactions with the wall to initiate a hopping 
mechanism, also known as surface diffusion. Surface diffusion becomes predominant in nano 
pores by increasing the kinetic energy by the pore walls. 
During the studies of Kang et al. (2011) [4], it was found that the gas flowing in kerogen pores of 
shale matrix is non-ideal and is generally in the slip flow or transition flow regimes, under shale 
gas reservoir conditions. The gas transport in kerogen nano pores involves strong molecular 
interactions between gas and kerogen leading to adsorption/desorption phenomena. The adsorbed-
gas molecules move along the pore wall due to surface diffusion, which has been confirmed lately 
[4] as shown in Figure 1-1. For pore size less than 2 nm, it is stated that the role of surface diffusion 
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contributing to total mass transfer could be significant [5]. Therefore, from above explanation of 
fluid flow in smaller pores, the assumption of Darcy flow becomes invalid and a new approach is 
essential to incorporate non-Darcy free-gas mass transport.  
 
Figure 1-1:  Schematic picture of shale gas flow in kerogen pore 
The shale gas simulations are classified into three categories- continuum approach, molecular 
dynamics approach, and mesoscopic approach. The macro-level simulation methods (continuum 
method) include the discretization of Navier-Stokes equations using either of finite difference, 
finite element, or finite volume procedures which does not hold good or rather breaks down and is 
invalid for fluid flow in organic nano-pores of the shale gas reservoirs. The molecular dynamics 
method requires high computational power and high storage capacity of computers, and thus it is 
practically not advisable for the simulation of complex flow field, nano-scale porous network of 
shale. The direct simulation Monte Carlo method also requires high computational costs and 
becomes turbulent with small Mach numbers, thus not advisable. Therefore, unlike  the  
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Continuum approach,  Molecular  Dynamics approach,  and  Direct  Simulation  Monte  Carlo  
(DSMC) approaches, Lattice Boltzmann model (LBM) provides an efficient approach for 
simulating gas flow in kerogen pores. LBM is suitable for simulation of complex flow of shale gas 
having multi fluid phase interfaces. During the last few years, the Lattice Boltzmann method 
(LBM) is used as a prime alternative numerical approach for modeling physical phenomena in 
fluid flows combining microscopic and macroscopic physical mechanisms. LBM’s ability to 
integrate and merge the complex solid boundaries have enabled us to simulate realistic porous 
media, which presents as one of the most appealing factors for its wide acceptability. LBM is also 
used  to  estimate  the  apparent  matrix  permeability  as  it  is  simple,  easy  to  program  and  
highly  scalable.  It is also suggested that LBM can offer probability for future research to simulate 
gas flow in major pore portions of shale gas reservoirs, ranging from continuum to slip flow 
regimes [6]. 
According to the theory of phase behavior equilibrium of gases, the measurement of gas in a bulk 
system or in a tube is treated likewise when a constant pressure and constant temperature is applied 
to a system of same volume (different shape), that ignores the container wall effects. But as the 
system volume shrinks to mesopore and micropore scales the phase equilibrium becomes pore size 
dependent where the wall confinement effect changes the hydrodynamic behavior of fluid 
significantly [7].  
1.1. Problem Statement 
In spite of many advancements in LB models to study the gas slippage and wall confinement 
effects, there are always controversial arguments between each due to the inadequacy of thorough 
knowledge of surface properties and surface interaction potentials.  
In the bulk system, the ideal gas equation of state 𝑃𝑉 = 𝑛𝑅𝑇 does not hold good and it needs to 
be corrected, which is when the compressibility non-ideal gas equation of state 𝑃𝑉 = 𝑧𝑛𝑅𝑇 is 
introduced. Although the incorporation of z factor corrects for non-ideal gas behavior, it does not 
account for pore size or the wall confinement effect. To show the impact of container (in this case 
pore size) on non-ideal gas dynamics, different pore sizes were considered and LBM simulation 
of gas transport in organic rich shale nano-capillaries are performed to quantify the gas slippage 
and wall confinement effect.  
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The fluid flow in organic pores is essentially single phase, so in this study, a two-dimensional 
LBM is employed to evaluate the velocity profile of a single component methane gas flowing 
through an organic nano-capillary tube. This research solves the Boltzmann equation Eq. (2-2) 
using the velocity Eq. (2-3), the BGK collision operator Eq. (2-6). To determine the equilibrium 
distribution functions Eq. (2-29), the macroscopic fluid density and macroscopic velocity 
equations Eq. (2-4) and Eq.(2-5) are adopted. An effective relaxation time Eq. (2-25) is defined to 
correct from continuum flow to Knudsen flow regime. The periodic boundary conditions are 
adopted for the capillary inlet and outlet, making the system closed. The modified Langmuir slip 
boundary condition developed earlier by Fathi et al., 2012 [8] is incorporated to picture the 
adsorbed-phase transport, wall confinement, and gas slippage phenomenon. The pressure-density 
curve determined using the non-ideal equation of state provides the interaction potential function 
which are used in this study accounting interaction forces between the gas particles in the LBM 
formulation. 
1.2. Objective 
The objective of this research is to develop a two-dimensional LBM of organic rich shales that can 
be used to quantify the effect of organic pore wall confinement on non-ideal gas flow and storage 
in organic nano-pores of the shale reservoirs. This effect is investigated in a large range of Knudsen 
numbers from continuum flow to transition flow regime with varying capillary width sizes from 
100 nm to 5 nm.  
Through this study it was found that the capillary length does not affect the velocity profile, it is 
shown by varying the length: width size ratios between 2:1 and 10:1. Studies show that the 20nm 
width size is critical at high pore pressures of 1623 psi and 77F temperature corresponding to 
Knudsen number 5.51𝐸 − 3 where the velocity at the center of the capillary and at the walls 
increases with decreasing the pore width which contradicts with Poiseuille flow, original 
Klinkenberg and modified Klinkenberg theories developed earlier.  This observation suggests that 
the momentum of fluid particles bouncing back from the capillary walls influences the bulk fluid 
flow resulting in higher velocities at the center and wall. 
Using the LBM formulation, the molecular phenomena like- adsorptive/cohesive forces, and the 
kinetic energy of the fluid molecules at different pressures, and reservoir temperatures are studied. 
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These results are then compared with traditional continuum Hagen-Poiseuille flow velocity profile, 
Klinkenberg and modified Klinkenberg theories. 
1.3. Chapter Review 
This thesis includes four chapters. The chapter one presents the background of shale gas formation, 
its production and simulation methods. Here the purpose of study and statement of problem, and 
its significance was defined. Chapter two introduces the literature review where the conceptual 
and theoretical physics involved is explained, along with previous work done by researchers in the 
field of lattice Boltzmann simulations. Chapter three proposes the research methodology, 
formulation based on hypotheses. Chapter four represents results and discussions based on the 
research design incorporated. All the findings of each case is explained and concluded with 
suggestions for future research work.  
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Chapter 2 Literature Review 
This chapter presents the evolution of lattice gas models, transition from Boltzmann’s original 
concepts to lattice Boltzmann models, fundamentals of LBM, basic concepts and equations to 
define the model. Background knowledge on lattice arrangements, particle movement, correction 
factors, and boundary conditions are also described. 
2.1. Background 
Lattice Boltzmann method was first derived from lattice gas automata, an algorithm which defines 
an entities interaction with its neighbors based on its placement on a grid in space. One dimensional 
cellular automata are considered to be the simplest form, where the entity recognizes its own states 
(0 and 1, for example) and two of its adjacent neighbors existing on a line. In this case, the possible 
rules for updating the central automaton are 256 (𝑛𝑠
𝑛𝑛) entries, where 𝑛𝑠 is the number of states for 
a neighborhood of 𝑛𝑛 automata. Generally, the update rule symbolically can be represented as 
𝑎𝑖
′ =  ϕ(𝑎𝑖−1, 𝑎𝑖 , 𝑎𝑖+1) where 𝑎𝑖
′ is the updated state, ϕ is one of 256 functions, and 𝑎𝑖−1, 𝑎𝑖 , 𝑎𝑖+1 
are the initial states of the automaton itself and its left and right neighbors respectively.  
The FHP model, named after Frisch, Hasslacher, and Pomeau was the first lattice gas model able 
to simulate the 2-dimensional Navier-Stokes equations apart from simulating the diffusion and 
reaction-diffusion equation having hexagonal symmetry. This model is constructed on an 
equilateral triangular lattice that provides an isotropic solution.  Each of the lattice points are 
separated by 1 lattice unit (𝑙𝑢) and each particle have a speed of 1 lu/timestep (𝑙𝑢 𝑡𝑠−1). Every 
lattice point may have up to 6 particles based on the possible velocities defined by particle speed 
Eq. (2-1) and six possible directions.  







Where a = 1, 2, 3, 4, 5, 6, and 𝑒𝑎  is the velocity vector pointing from the origin (0, 0) to the 
Cartesian coordinate (cos πa/3, sin πa/3). 
Rothman and Zaleski (1997) illustrated the FHP lattice model indicating the presence (1) or 
absence (0) of particles that move from position 𝑥 to a neighboring position 𝑥 + 𝑒𝑎 as shown in 





Figure 2-1: FHP Lattice Model Unit Velocity Vectors 
2.2. LBM Framework and Equations 
The fundamental concept of Boltzmann is to link microscale and macroscale to mesoscale by 
considering the behavior of a group of particles as a unit unlike considering each particle’s 
behavior. The characteristic of the set of particles as a unit is defined as a distribution function. 
This method was evolved to unblock some of the incapacities of lattice gas automaton, which 
eradicates the statistical noise issue and occurrence of extra terms in the upscale Navier-Stokes 
equations while preserving its local kinetic form.  According to Maxwell, determining the velocity 
and position of particles at every time instant is irrelevant. Instead, the distribution function is 
crucial in portraying the effect of molecules within a definite range and at a time instant. 
2.2.1. Basic Lattice Boltzmann scheme 
The general form of the lattice Boltzmann equation includes a lattice pattern, a local equilibrium 
distribution function apart from the lattice Boltzmann equation itself, presented as Eq. (2-2). 
𝑓𝑎(𝑥 + 𝑒𝑎∆𝑥 .  𝑡 + ∆𝑡) = 𝑓𝑎(𝑥, 𝑡) +(fa) (2-2) 
Where, 𝑓𝑎 is the distribution function of particles, travelling with velocity 𝑒𝑎 at directional index 
node 𝑎 = 0,1, . . . . .  𝑁;  𝑥 and 𝑡 are lattice space and lattice time dimensions, respectively; ∆𝑡 is the 
lattice timestep (𝑡𝑠); (fa) is the collision operator, representing the changes in particle 





Figure 2-2: D2Q9 LBM Lattice model depicting x, y velocity components in nine directions  
The transition from Boltzmann’s original concept to Lattice Boltzmann models not only reduces 
the possibility of particle special positions but also discretizes microscopic momenta into time and 
space from a continuum. In LBM equation, the particle positions and their velocity directions are 
restricted to the number of nodes in each lattice. An extensively popular two-dimensional LBM 
model scheme proposed by Qian et al. (1992)[10] demonstrates a single particle mass having eight 
directions and three magnitudes. This model is known as D2Q9 as it is two-dimensional and 
involve nine velocities. The 2D LBM Cartesian lattice with the velocities (𝑒𝑎) moving one lattice 
unit in nine directions, and its x- and y- velocity components (-1, 0, or 1) having directional 
index 𝑎 = 0,1, … ,8 is shown in Figure 2-2. The particle at position ‘0’ is at rest with velocity (𝑒0 =
0). The fundamental measure of units in LBM models for length and time are lattice units (𝑙𝑢) and 
time steps (𝑡𝑠) respectively. The magnitude of velocity of 𝑒1 𝑡𝑜 𝑒4 is 1 𝑙𝑢𝑡𝑠
−1 and of 𝑒5 𝑡𝑜 𝑒8 

























Employing the macroscopic fluid density and macroscopic velocity equations Eq. (2-4) and 
Eq.(2-5) in their discreet form, the continuum fluid motion is formed for LBM. The macroscopic 





Where, 𝑓 is the single-particle distribution function representing a frequency of occurrences on a 
histogram for nine discrete ‘bins’[9]. 
On a similar note, the macroscopic velocity 𝑈 is defined as average of the microscopic velocities 








2.2.2. Collision Operators 
Collision operators specifies the collision between particles at each location on the lattice which 
contributes to the change in distribution functions. In this section some general collision operators 
used for micro-gaseous flows are demonstrated. 
2.2.2.1. Single Relaxation Time - BGK Model 
The classical LBM involves the Bhatnagar-Gross-Krook (BGK) (Bhatnagar et al. 1954) [11] 
collision operator which is an efficient simplification operator, where the distribution functions are 
relaxed explicitly. The BGK collision operator is derived by assuming 𝑎(𝑓𝑎
𝑒𝑞
) equal to zero, 
built on linearizing the collision operator at the equilibrium state (omitting higher order terms), 




[−𝑓𝑎(𝑥, 𝑡) + 𝑓𝑎
𝑒𝑞(𝑥, 𝑡)] (2-6) 
Where, 𝜏 is the relaxation time, and 𝑓𝑒𝑞 is the equilibrium distribution function. 
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Although the BGK collision operator reproduces most of the hydrodynamic behavior, it is easy to 
implement and is reliable[12][9]; it still has issues relating to numerical instability and inaccuracy 
at low viscosities[13][14].  
2.2.2.2. Two Relaxation Time 
The two relaxation time (TRT) collision operator scheme was established by Ginzburg [15], where 
the distribution function is divided into symmetric 𝑓𝑎
𝑠 and anti-symmetric 𝑓𝑎
𝑎 components, relating 










(𝑓𝑎 − 𝑓−𝑎) 
(2-8) 
By adding and subtracting the above two equations, we obtain the distribution functions 𝑓𝑎 and 𝑓−𝑎 
(Eq. (2-9)), where 𝑓−𝑎 is moving opposite to distribution function 𝑓𝑎. The symmetric and anti-
symmetric distribution functions can also be defined as Eq. (2-10). 
 𝑓𝑎 = 𝑓𝑎
𝑎 + 𝑓𝑎
𝑠     ;       𝑓−𝑎 = 𝑓𝑎
𝑎 − 𝑓𝑎
𝑠  (2-9) 
𝑓𝑎
𝑎 = 𝑓−𝑎































Where 𝜔𝑠 = 1/𝜏𝑠 and 𝜔𝑎 = 1/𝜏𝑎. The symmetric and anti-symmetric relaxation coefficients for 












The following set of equations represent solving for Eq. (2-12), by substituting Eq. (2-7), Eq.(2-8), 





































































It is to be noted that, the two-relaxation-time reduces to single-relaxation-time scheme if 𝜏𝑠 = 𝜏𝑎. 
2.2.2.3. Multiple Relaxation Time 
The multiple relaxation time (MRT) collision operator is an improved form of the BGK collision 
operator, where the distribution functions are presented in a system which is based on moments, 
and each of these moments are relaxed with its specific relaxation times. This method of 
individually relaxing moments incorporates the physical effects caused on discrete moments at 
unique time scales through their equivalent relaxation times which adds more degree of freedom 
for simulating collision process and helps in overcoming the BGK collision operator drawbacks 
of increased numerical stability and accuracy. 
The MRT scheme collision operator is presented in the momentum space as Eq. (2-16) [16][12]. 
a = −𝑀
−1𝑆[𝑚(𝑥, 𝑡) − 𝑚𝑒𝑞(𝑥, 𝑡)] 
(2-16) 
Where 𝑚(𝑥, 𝑡) and 𝑚𝑒𝑞 are moment vectors defined as 𝑚 = (𝑚0, 𝑚1, 𝑚2, . . . 𝑚𝑛)
𝑇 and 𝑆 is the 
non-negative relaxation diagonal matrix. 
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The relation between velocity distribution functions and moment vectors is defined using a linear 
transformation as- 𝑚 = 𝑀𝑓 𝑎nd 𝑓 = 𝑀−1𝑚 
For D2Q9, the orthogonal transform matrix 𝑀 and its inverse matrix is represented in Eq. (2-17) 
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Where 𝑎 = 1/36, the moment vector m and equilibrium of the moment vector 𝑚𝑒𝑞 are represented 
in Eq. (2-19) and Eq. (2-20). 
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= 𝑗𝑥  
𝑚4
𝑒𝑞
= −𝑗𝑦  
𝑚5
𝑒𝑞
= 𝑗𝑥  
𝑚6
𝑒𝑞











= 𝑗𝑥𝑗𝑦  
These moments have a physical significance, where 𝜌 is the density, 𝑒 is the energy mode, 𝜖 is 
associated to energy squares, (𝑗𝑥, 𝑗𝑦) are the x, y components of the momentum represented by Eq. 
(2-21), (𝑞𝑥, 𝑞𝑦) are related to x, y components of the energy fluxes, (𝑝𝑥𝑥, 𝑝𝑥𝑦) are linked to the 
diagonal and off-diagonal components of the stress tensors. 

























































𝑆 = 𝑑𝑖𝑎𝑔(1.0,1.4,1.4, 𝑠3,1.2, 𝑠5,1.2, 𝑠7, 𝑠8 
(2-23) 
Where 𝑠7 = 𝑠8 = 2/(1 + 6𝜈), 𝑠3 and 𝑠5 are fixed to 1.0 [12]. 
The MRT scheme reduces to BGK if the diagonal relaxation matrix S is set to 1/𝜏, and reduced to 
TRT if the even non-conserved relaxation rate moments are set to 1/𝜏 and odd relaxation rate 






2.3. Correction from continuum flow to Knudsen flow 
For incompressible fluids, 𝜏 − relaxation time, is assumed to be constant which generates second 
order truncation error in the lattice Boltzmann equation. However, this error is entirely absorbed 
into kinematic viscosity 𝜈 for isothermal LBM models [17].  
𝜈 = (𝜏 − 0.5)𝑅𝑇 
(2-24) 
where 𝑅 is the universal gas constant and 𝑇 is the temperature. For D2Q9, value of RT is taken as 
1/3. The above equation characterizes the relationship between relaxation time and kinematic 
viscosity in continuum flow, where the flow is controlled by Reynold’s number. But for the flow 
transport with large Knudsen numbers, the flow is controlled by Knudsen number and thus the 
relaxation time will have to be corrected [18], where the effective (new) relaxation time is a 
function of Knudsen number. The effective relaxation time clearly depicts the wall effect, showing 
a macroscopic mean slip velocity at the wall. 





 arctan (√2 𝐾𝑛−3/4) (2-26) 







2.4. Streaming and Collision 
The development of lattice gas model progresses in two steps occurring with each time step. The 
first step is streaming step, also known as propagation or hopping where the particles move to new 
lattice sites with respect to their preceding positions and velocities. The second is collision step 
which according to the collision rules, the particles approaching a node collide and changes its 
velocity direction, dispersing to new lattice sites according to the collision operator Ω. 
The distribution function 𝑓𝑎 is used to define the streaming and collision of particles in the lattice, 
by substituting the SRT collision operator Eq. (2-6) in the lattice Boltzmann equation Eq. (2-2) to 
obtain Eq. (2-28), representing the basic lattice Boltzmann equation. 
16 
 
𝑓𝑎(𝑥 + 𝑒𝑎∆𝑥, 𝑡 + ∆𝑡) = 𝑓𝑎(𝑥, 𝑡) −





Where 𝑓𝑎(𝑥 + 𝑒𝑎∆𝑡, 𝑡 + ∆𝑡) = 𝑓𝑎(𝑥, 𝑡) is the streaming part, [𝑓𝑎(𝑥, 𝑡) − 𝑓𝑎
𝑒𝑞(𝑥, 𝑡)]/𝜏 is the 
collision part,  𝑓𝑎
𝑒𝑞
 is the local equilibrium distribution function, 𝜏 is the relaxation time defined as 
the elementary time of collision.  
2.4.1. Streaming 
In streaming, the direction- specific densities 𝑓𝑎 moves to its nearest neighbor lattice nodes.  Figure 
2-2 denotes the neighboring nodes relative to the point from which the directional densities are 
streamed. The Cartesian coordinates of the simplest LBM lattice model, where 𝑖𝑝, 𝑖𝑛, 𝑗𝑝, 𝑎𝑛𝑑 𝑗𝑛 
are calculated at every timestep is shown in Figure 2-3. This pattern of neighbor referencing was 
designed by Louis Colonna-Romano. 
 
 
Figure 2-3: 2D LBM scheme following Louis Colonna-Romano neighbor referencing 
2.4.2. Collision 
According to the classical FHP model, the concept of collision can be defined as having zero net 
momentum during a head-on collision between particles. The elementary form of FHP model 
acknowledges only two- body and three-body collisions associating two and three particles 
respectively. The most important factors of the lattice gas to allow simulate the Navier-Stokes 
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equations are the conservation of mass and momentum. In this model, the colliding particles are 
present at the center of the hexagon before and after the collision step, the particle velocity vectors 
can be understood from Figure 2-4.  
 
 
Figure 2-4: FHP Model showing head-on collision of 2- and 3- particles having zero net momentum 
In presence of a solid boundary the collision and streaming steps are separated because the particle 
bounces back and collides with another particle. Collision of fluid particles is commonly denoted 
as relaxation towards local equilibrium and the equilibrium distribution function 𝑓𝑎
𝑒𝑞
 for D2Q9 
model derived by Qian et al. (1992) [10] is defined in Eq. (2-29). 
𝑓𝑎
















Where, the weights for D2Q9 model are 𝑤𝑎 = 4/9 for particles at rest (𝑎 = 0); 𝑤𝑎 = 1/9 for (𝑎 =
1,2,3,4); 𝑤𝑎 = 1/36 for (𝑎 = 5,6,7,8); c is speed on lattice in the simplest form (1 𝑙𝑢𝑡𝑠
−1), 
otherwise can also be described as lattice size ∆𝑥 over lattice timestep ∆𝑡. 
2.5. Lattice Arrangements 
At every node in a LBM lattice domain, there exists a set of particles. While these particles stream 
or collide with the neighboring nodes, its direction and linkage depends on the lattice arrangement. 
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Generally, the dimension of the problem and the linkages is defined as 𝐷𝑛𝑄𝑚, where 𝑛 depicts 
the dimension (Eg.1-D, 2-D and 3-D) and 𝑚 depicts the number of linkages. 
2.5.1. One-Dimensional 
There are three regular 1-D lattice arrangements, known as D1Q2, D1Q3 and D1Q5 represented 
in a work by Mohammad 1998, [12]. At the lattice speed, the particle stream move from the central 
node to neighboring nodes. For D1Q2 arrangement, the weighting factors are 
1
2
 each for 𝑓1and 𝑓2, 
and the speed of sound in lattice units is 1/√2 . For D1Q3 arrangement, one particle is at the 
central node, and the other two particles stream to either of its left or right node. The weighting 
factors are 4/6, 1/6, & 1/6 for 𝑓0, 𝑓1 & 𝑓2 respectively, and the speed of sound in lattice units 















 for 𝑓0, 𝑓1, 𝑓2, 𝑓3, 𝑓4 
respectively, and the speed of sound in lattice units is 1/√3. 
 
 
Figure 2-5: One-Dimensional lattice arrangement models 
2.5.2. Two-Dimensional 
The 2-D lattice arrangement models are D2Q4, D2Q5 and D2Q9. The difference between D2Q4 
and D2Q5 is that both have four velocity vectors emerging from the central node, having no 
particle existing at the central node in D2Q4, and a particle existing at the central node in D2Q5 
with zero speed, as shown in Figure 2-6. For D2Q4, the weighting factors are  
1
4
 each for 𝑓1, 𝑓2, 𝑓3, 𝑓4 




















Figure 2-6: Two-Dimensional D2Q4 and D2Q5 lattice arrangement models  
The D2Q9 model is a highly accepted two-dimensional model to solve fluid flow problems 
depicted in Figure 2-7. Its nine velocity vectors and weighing factors are defined in the earlier 
section of this chapter Eq. (2-3) and Eq. (2-29). 
 
 
Figure 2-7: Two-Dimensional D2Q9 lattice arrangement model 
2.5.3. Three-Dimensional 
Typically, there are two 3D lattice arrangement models used, known as D3Q15 (most commonly 
used and shown in Figure 2-8) and D3Q19. For D3Q15 model, 15 velocity vectors emerge from a 
central node ( 𝑓0) having a zero speed. The weighting factors are 16/72 for 𝑓0 , 8/72 for  𝑓1to f6 , 
and 1/72  𝑓7 𝑡𝑜 𝑓14. For D3Q19 model, 19 velocity vectors emerge from a central node ( 𝑓0) 
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having a zero speed. The weighting factors are 12/36 for 𝑓0 , 2/36 for  𝑓1to f6 , and 1/36 
 𝑓7 𝑡𝑜 𝑓18. 
 
Figure 2-8: Three-Dimensional D3Q15 lattice arrangement model [12] 
Suga[19] compiled the velocities 𝑒𝑎, speed of sound 𝑐𝑠, weighing factors 𝜔𝑎 in different directions 
for 2D/3D LBM based on the lattice arrangements, presented in Table 2-1. 









D2Q9 1/3  
(0,0) 4/9(𝑎 = 0) 
(±1,0), (0, ±1) 1/9(𝑎 = 1 − 4) 
(±1,±1) 1/36(𝑎 = 5 − 8) 
D2Q21 2/3   
(0,0) 91/324(𝑎 = 0) 
(±1,0), (0, ±1) 1/12(𝑎 = 1 − 4) 
(±1,±1) 2/27(𝑎 = 5 − 8) 
(±2,0), (0, ±2) 7/360(𝑎 = 9 − 12) 
(±2,±2) 1/432(𝑎 = 13 − 16) 
(±3,0), (0, ±3) 1/1620(𝑎 = 17 − 20) 
D3Q19 1/3   
(0,0,0) 12/36(𝑎 = 0) 
(±1,0,0), (0, ±1,0), (0,0, ±1) 2/36(𝑎 = 1 − 6) 
(±1,±1,0), (±1,0, ±1), (0, ±1,±1) 1/36(𝑎 = 7 − 18) 
(0,0,0) 1/12(𝑎 = 0) 
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D3Q39 2/3   
(±1,0,0), (0, ±1,0), (0,0, ±1) 1/12(𝑎 = 1 − 6) 
(±1,±1,±1) 1/27(𝑎 = 7 − 14) 
(±2,0,0), (0, ±2,0), (0,0, ±2) 2/135(𝑎 = 15 − 20) 
(±2,±2,0), (±2,0, ±2), (0, ±2,±2) 1/432(𝑎 = 21 − 32) 
(±3,0,0), (0, ±3,0), (0,0, ±3) 1/1620(𝑎 = 33 − 38) 
2.6. Boundary Conditions 
Boundary conditions play an essential role in determining the dynamics of a fluid flow. Many 
researchers have analyzed and studied the behavior of different boundary conditions for years 
(Ziegler 1993; Skordos 1993; Inamuro et al. 1995; Noble et al. 1995; Ginzbourg and d'Humieres 
1996; Maier et al. 1996; Zou and He 1997; Fang et al. 1998; Verberg and Ladd 2000; Zhang et al. 
2002; Ansumali and Karlin 2002; Chopard and Dupuis 2003). And after intense research, the 
following are some frequently used boundary conditions - periodic, bounceback and Zou and He 
(1997), constant pressure and constant velocity which will be discussed in this section.  
2.6.1. Periodic Boundaries 
In this boundary condition, the system turns out to be closed by having the opposite ends or edges 
attached. This is considered to be the simplest boundary condition type, and also sometimes 
recognized as the ‘wrap-around’ boundary. Periodic boundary condition is applied to the open end 
of a slit in the system. 
2.6.2. Bounceback Boundaries 
The ‘bounce back’ condition generally refers to the state of sending back the particle from where 
it originated. This condition is applied at the solid surface of the system, classified broadly into 
two types – solid-fluid interface, and the confined solids which are not in contact with the fluid, 
neglecting the inactive nodes during computation. A ‘mid-plane’ bounceback pattern might be 
used when the wall location is midway between the fluid and solid nodes, where the direction 
specific densities are temporarily stored inside the solids and re-emerge at a later time step[20]. 
2.6.3. Von Neumann (Flux) Boundaries 
In the Von Neumann boundary condition, the flow (flux) is restrained at the boundary, where the 
macroscopic density/pressure and unknown directional densities are calculated. Post streaming, at 
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each lattice node, there are three directional densities which needs to be computed (Figure 2-9: Post 
Streaming Step- depicts the unknown direction-specific densities at a North Boundary) which face the system 
back from the boundary. This can be determined when an explicit velocity of  𝒖𝟎 = (
𝑢0
𝑣0
)  is 
maintained at the lattice nodes. 
 
 
Figure 2-9: Post Streaming Step- depicts the unknown direction-specific densities at a North Boundary 
Based on the assumption that bounceback is accomplished in the direction normal to the boundary, 
the unknown directional densities are determined using four equations. Initially a velocity is 
specified, at the north boundary, where the horizontal velocity is zero and vertical velocity is 𝑣0 
i.e. the specified velocity becomes 𝒖𝟎 = (
0
𝑣0
). Adopting the usual macroscopic formulae Eq. (2-4) 
and Eq.(2-5) the three unknown directional densities 𝑓4, 𝑓7, 𝑓8 and ρ can be computed.  
The macroscopic density leads to Eq. (2-30). For the north boundary, the x and y direction 
macroscopic velocities can be obtained as Eq. (2-31) and Eq. (2-32). 
𝜌 = 𝑓0 + 𝑓1 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 (2-30) 
0 = 𝑓1 + 𝑓5 + 𝑓8 − 𝑓3 − 𝑓6 − 𝑓7 
(2-31) 
𝜌𝑣0 = 𝑓2 + 𝑓5 + 𝑓6 − 𝑓4 − 𝑓7 − 𝑓8 
(2-32) 
Assuming bounceback boundary condition holds good in the direction normal to the boundary, we 









Eq. (2-30) to Eq. (2-33) forms a system of four equations to solve four unknowns 𝜌, 𝑓4, 𝑓7, 𝑓8. Re-
arranging Eq. (2-30) and Eq. (2-32), we get: 
𝑓4 + 𝑓7 + 𝑓8 = 𝜌 − 𝑓0 − 𝑓1 − 𝑓2 − 𝑓3 − 𝑓5 − 𝑓6 (2-34) 
𝑓4 + 𝑓7 + 𝑓8 = 𝑓2 + 𝑓5 + 𝑓6 − 𝜌𝑣0 (2-35) 
Equating Eq. (2-34) and Eq. (2-35), and solving for 𝜌 obtains Eq. (2-37). 
𝜌 − 𝑓0 − 𝑓1 − 𝑓2 − 𝑓3 − 𝑓5 − 𝑓6 = 𝑓2 + 𝑓5 + 𝑓6 − 𝜌𝑣0 (2-36) 
𝜌 =
𝑓0 + 𝑓1 + 𝑓3 + 2(𝑓2 + 𝑓5 + 𝑓6)
(1 + 𝑣0)
 (2-37) 
Solving Eq. (2-33) using the equilibrium distribution equation Eq. (2-29), solves for the directional 














































Re-arranging Eq. (2-31) and substituting Eq. (2-39) and Eq. (2-40) in Eq. (2-32), solves for 
directional density 𝑓7 as Eq. (2-42). 
−𝑓8 = 𝑓1 + 𝑓5 − 𝑓3 − 𝑓6 + 𝑓7 (2-40) 
𝜌𝑣0 = 𝑓2 + 𝑓5 + 𝑓6 − 𝑓4 − 𝑓7 − 𝑓8 
𝜌𝑣0 = 𝑓2 + 𝑓5 + 𝑓6 − (𝑓2 −
2
3




𝜌𝑣0 = 2𝑓5 +
2
3
𝜌𝑣0 + 𝑓1 − 𝑓3 − 2𝑓7 
2𝑓7 = 2𝑓5 + (
2
3
− 1)𝜌𝑣0 + 𝑓1 − 𝑓3 
𝑓7 = 𝑓5 +
1
2




Substituting the computed directional density 𝑓4 and 𝑓7 in Eq. (2-32), solves for 𝑓8 as Eq. (2-44) 
𝜌𝑣0 = 𝑓2 + 𝑓5 + 𝑓6 − 𝑓4 − 𝑓7 − 𝑓8 
𝜌𝑣0 = 𝑓2 + 𝑓5 + 𝑓6 − (𝑓2 −
2
3
𝜌𝑣0) − (𝑓5 +
1
2
(𝑓1 − 𝑓3) −
1
6
𝜌𝑣0) − 𝑓8 






(𝑓1 − 𝑓3) +
1
6
𝜌𝑣0 − 𝑓8 
(2-43) 
𝑓8 = 𝑓6 −
1
2




Similarly, the unknown directional densities at every boundary (South, West & East) could be 
calculated based on the same fundamental concept, where a velocity is specified, and using 
macroscopic density and velocity formulae to yield a system of four equations and four unknowns 
to solve. 
2.6.4. Dirichlet (Pressure) Boundaries 
In the Dirichlet type of boundary condition, the pressure/density is restrained at the boundary, 
where the macroscopic velocity and unknown directional densities are calculated. Post streaming, 
at each lattice node, there are three directional densities which needs to be computed, facing the 
system back from the boundary. This can be determined when an explicit pressure/density 𝜌0 is 
specified at the lattice nodes. Based on the assumption that velocity tangent to the boundary is 
zero, the velocity component normal to the boundary can be calculated. Considering the north 
boundary as shown in Figure 2-9, accounting for the boundary condition  𝜌 = 𝜌0 and the known 
directional densities 𝑓0, 𝑓1, 𝑓2, 𝑓3, 𝑓5, 𝑓6, the y-component of velocity 𝑣 and unknown directional 
densities 𝑓4, 𝑓7, 𝑓8 are computed. Using the macroscopic density, macroscopic velocity formula, 
and the assumption that bounceback is satisfied in the direction normal to the boundary as proposed 
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by Zou and He (1997)[21], obtains a system of four equations with four unknown which after 
solving is gives the following equations Eq. (2-45) through Eq. (2-48). 
𝑣 =  −1 +




𝑓4 = 𝑓2 −
2
3
𝜌0𝑣  (2-46) 
𝑓7 = 𝑓5 +
1
2
(𝑓1 − 𝑓3) −
1
6
𝜌0𝑣  (2-47) 
𝑓8 = 𝑓6 −
1
2




On a similar note, the unknown directional densities at every boundary (South, West & East) could 
be built based on the same fundamental concept implying through a pseudo-code. Initially 





Chapter 3 Methodology 
3.1. Defining the problem 
Since the typical extend of pore sizes in the organic-rich shale falls in nano-pore region with high 
Knudsen number, the conventional continuum and Navier-Stokes equations with no-slip 
boundaries may fail to study the fluid flow in these nano-pores. Therefore, the gas flow model 
established on Darcy’s law may be unfit for the reservoir flow simulation in the nano-pore region.  
In this research, we explored the LBM-LS model, adopted from Fathi et al.[8], to study gas 
transport and storage in multi-scale pore structure of organic rich shales. The phenomenon of slip 
contributes as one of the major attributes of flow through porous media. Some other components, 
which define the flow behavior, are also examined, such as surface diffusion, Knudsen diffusion, 
and wall confinement. This methodology aids in investigating on the organic pore wall 
confinement, gas adsorption on fluid flow and storage in multi-scale pore structure with varying 
Knudsen number ranging from continuum flow to transition flow regimes. At different pressures, 
molecular level interactions of fluid molecules are investigated. Effects of temperature and 
pressure are studied on the shale gas transport in kerogen. The results are then analyzed and 
compared with traditional Poiseuillar flow, Klinkenberg slippage flow [22], modified Klinkenberg 
slippage flow [23] that capture the wall effect. 
3.2. Flow of gas through a straight capillary with slip 
Kundt and Warburg (1875) confirmed that when gas is flowing across a solid wall, the layer 
immediate to the solid wall moves with respect to the solid wall i.e., if the wall velocity is 
stationary, the gas layer adjacent to the wall has a finite velocity. This indicates Poiseuille law that 
assumes zero gas velocity by the wall underestimates the gas mass flux.  
If the layer next to the wall has a thickness less than the mean free path 𝜆 of the gas molecules- no 
collision takes place in this layer. In this thin layer at a given point, half of the gas molecules move 
with a velocity component towards the wall and the other half move away from the wall. The 
average velocity of gas molecules moving towards the wall have a non-zero velocity as their last 
collision was taken place at a distance from the wall in the bulk. The other half coming back from 
the wall assuming in-elastically colliding with the solid wall would lose a fraction or all of their 
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average velocity in the direction of the flow. Still, the average velocity component of all the 
molecules in the direction of flow in the layer will at least be equal to half of the average velocity 
of the molecules moving towards the wall.  Therefore the velocity of gas in this layer adjacent to 
the solid wall has a finite flow rate. Klinkenberg assuming inelastic collision of molecules by the 
wall and constant velocity gradient across the capillary developed his slippage theory.  
Researchers, such as Kundt and Warburg presented that Klinkenberg’s assumption of velocity 
gradient being constant across the capillary width is not true, and that the velocity gradient near 
the wall is much higher than the velocity gradient away from the wall [22], implying that the 
velocity at the center of the pore is nearly the same than compared to velocities closer to the solid 
wall. 
The velocity equation considering the gas flow through a straight capillary having slip flow is 
represented by Eq. (3-3)[22], here 𝑟, 𝑟0, and 𝜆 are defined as the distance from the center of the 
capillary, capillary half-width, mean free path respectively. The proportionality constant- 𝑐 
although assumed to be slightly less than 1, in this study the value of 𝑐 is considered to as 1. The 
term cλ is calculated for the Klinkenberg’s slip equation using Eq. (3-4). 






2 − 𝑟2 + 2𝑐𝜆𝑟0) (3-1) 































When the fluid in contact with the wall does not slip i.e. when 𝑐𝜆 = 0, the Klinkenberg’s slippage 
equation reduces to Poiseuille equation. 
3.3. Modified Klinkenberg’s slippage equation 
The study on modifyingKlinkenberg slippage equation introduces a new analytical procedure [23] 
based on Klinkenberg’s research, Kundt and Warburg’s conclusions to predict the slippage of gas 
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molecules in low permeable porous media, and provides improved reservoir simulation fluid flow 
model. 
The original work of Klinkenberg assumes a constant velocity gradient which holds well in high 
permeable formations but deviates at low permeable formations. According to Kundt and 
Warburg, the velocity gradient changes with the distance from the wall and is higher closer to the 
wall than towards the center of the pore. To incorporate the velocity gradient changes across the 
capillary tube, a Taylor series approximation to the second order for computing the velocity near 
the wall is considered as shown in Eq. (3-7) [23]. The derivation to calculate the velocity of gas 
flow in a straight capillary tube implementing the second order Taylor series gives the maximum 
non-trivial value while determining the slip boundary condition. If higher order Taylor series 
would have been implemented, to solve for the boundary condition, the higher derivatives of 
velocity will become zero indicating the significance of second order Taylor series expansion. The 
terms 𝑟, 𝑟0 and 𝜆 are defined as the distance from the center of the capillary, capillary half-width, 
mean free path respectively. The value of proportionality constant- 𝑐 is assumed to be 1. The term 
cλ is calculated using Eq. (3-8) for the modified Klinkenberg slippage equation Eq. (3-5) to 
Eq.(3-7). 
































































This study states that at low permeable formations, there is a deviation from Klinkenberg’s 
assumption where the mean free path is not completely inversely proportional to pressure. It also 
demonstrates that while considering larger pores, the permeability equation reduces to 
Klinkenberg’s permeability equation because the mean free path becomes very small and the term 
(𝑐𝜆)2 becomes negligible. The relevance of the above equation Eq. (3-7) is justifiable under the 
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assumption of continuum flow and when slip flow is influential i.e., where Knudsen number is 
lower than 0.1 [23]. 
3.4. Lattice Boltzmann Model 
The lattice Boltzmann simulation model used here incorporates the molecular interactions 
(adsorptive/cohesive forces) between the fluid particles (fluid-fluid, fluid-solid) and a Langmuir-
slip boundary condition defined at the organic pore wall studied on a 2D D2Q9 lattice. This method 
regards natural gas as a group of spherical particles which continuously collide elastically and 
stream in capillaries defined in a 2D discrete square lattice. The particles internally interact with 
themselves and the boundary surface walls leading to a viscous-flow inside the capillary. The 
particles collectively obey the Boltzmann transport equation, however, the lattice space and time 
evolution of particles is analyzed by predicting velocities at each node within the capillary. This 
method can not only deal with complex pore geometry but also can serve for high Knudsen number 
regime, beneficial in simulating interfacial dynamics originated from fluid-fluid or fluid-solid 
interactions such as, surface tension, cavitation, or adsorption in porous materials.  
Applying the right boundary condition to the pore walls has been extensively studied for LBM 
development (Martys and Chen 1996 [24]; Or and Tuller 2002 [25]; Sukop and Or 2005 [9]). It is 
critical to understand the slip boundary conditions at the wall for gas flows. Research has been 
done to alter the common bounce-back boundaries (Nie et al. 2002 [26]), combining the bounce 
back and specular reflection (Succi 2002 [27]). One of the widely used approach to define the slip 
velocity for rarified gas flow is the Maxwell slip model, where the slip velocity is a function of 
Knudsen number, velocity gradient, and an accommodation coefficient. In the Maxwell’s model, 
the slip velocity was greatly dependent on the accommodation coefficient which lead to deviated 
results from the standard values (Maxwell 1879 [28]; Myong 2004 [29]; Kim et al. 2007 [30]; 
Chen and Tian 2009 [31]). Langmuir theory of equilibrium adsorption was also adopted to attribute 
for the accommodation coefficient (Myong 2004 [29]; Myong et al. 2005 [32]). Later, the 
Langmuir slip model was found successful in dealing with the micro flow problems (Myong 2004 
[29]; Myong et al. 2005 [32]) which is later stated in this process. 
Based on the earlier analysis on gas storage and transport, the results from numerical and 
experimental procedures explained the emphasis of wall-dominated transport in organic-rich shale 
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(Fathi and Akkutlu 2013[8], 2011 [33], 2009 [34]; Kang et al. 2011 [4]). In the previous studies 
the slippage surface-transport mechanisms were examined with the integration of Langmuir slip 
boundary condition to the existing LBM, naming it LBM-Ls (Fathi and Akkutlu 2013 [8]). In this 
model, the adsorbed phase transport at the surface was proposed as a moving wall, whose velocity 
was determined locally using the Langmuir-isotherm equation. The results point to the existence 
of a critical Knudsen number value for the onset of laminar gas flow under typical shale gas 
reservoir pressure conditions. Suggesting beyond this critical number classical approach for 
modeling gas flow based on Darcy’s law is not valid and transport mechanism is diffusion under 
the influence of molecular streaming (i.e., slippage and surface diffusion) by the organic pore walls 
[8]. 
3.5. Modified Langmuir slip Boundary Condition 
Boundary conditions play an important role in studying the fluid-fluid and fluid-solid molecules 
interactions in LBM simulations. The Langmuir slip model took over the Maxwell slip model to 
eliminate the shortcoming of having the accommodation coefficient as a free parameter. It is 
assumed that gas molecules interact with solid surface and get adsorbed to the wall and desorbed 
into the fluid respectively with some time lag. The measure of adsorbed gas molecules to the walls 
complies with the equilibrium Langmuir isotherm illustrated as Eq.(3-9). 








where 𝐶𝜇 is the adsorbed gas density and 𝐶𝜇𝑠 is the highest monolayer adsorption capacity,  𝐾 is 
the Langmuir partition coefficient, and 𝐶 is the free gas density. The equilibrium Langmuir 
isotherm can also be written in terms of pore pressure 𝑃 as Eq. (3-10). 













where 𝛼 is described at a fixed temperature, 𝑉𝑎 is the adsorbed gas volume, 𝑉𝑎𝑚𝑎𝑥 is the maximum 
monolayer adsorbed gas volume, and 𝑃𝐿 is the Langmuir pressure (when 𝑉𝑎 = 𝑉𝑎𝑚𝑎𝑥/2). The fluid 
velocity by the wall 𝑈𝑊 is proposed as a function of 𝛼 as Eq. (3-11). 
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𝑈𝑊 = (1 − 𝛼)𝑈𝑔,𝑠𝑙𝑖𝑝 + 𝛼𝑈𝑠𝑢𝑟𝑓 
(3-11) 
Where 𝑈𝑔,𝑠𝑙𝑖𝑝 is the velocity of gas which is one mean free path distance away from the wall, 𝑈𝑠𝑢𝑟𝑓 
is the local wall velocity due to the adsorbed-phase transport. When 𝛼 = 1 (adsorbed gas volume 
reaches the maximum monolayer adsorbed gas volume by increase in free gas pressure) the wall 
velocity becomes equal to the adsorbed phase velocity; and as 𝛼 decreases (decline in pore 
pressure) the wall velocity becomes equal to slip velocity. 
 
 
Figure 3-1: Schematic diagram presenting the D2Q9 lattice pattern, lattice geometry showing the flow of fluid in 
organic capillary, and molecular surface transport mechanisms at the wall  
Chen and Tian (2009 [31], 2010 [35]) technique is been followed to incorporate the Langmuir 
boundary condition where the solid wall laps over the boundary nodes, shown in Figure 3-1. 
The distribution function is required to be studied for the boundary node 0 using the Langmuir slip 
model. According to the Chapman-Enskog approach, the distribution function at the wall can be 
split into equilibrium and non-equilibrium sectors [36] as presented in Eq. (3-12). 
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𝑓(0, 𝑡) = 𝑓𝑒𝑞(0, 𝑡) + (1 − 𝜂)𝑓𝑛𝑒𝑞(0, 𝑡) 
(3-12) 
Where, superscripts ‘eq’ and ‘neq’ represents the equilibrium and non-equilibrium sectors of 
distribution function, respectively, and 𝜂 is explained as 𝜂 = 1/(𝜏𝑒𝑓𝑓 + 0.5). From Chen and Tian 
(2009 [31], 2010 [35]) approach the 𝑓𝑒𝑞 and 𝑓𝑛𝑒𝑞 sections can be written as Eq. (3-13). 
{
𝑓𝑒𝑞(0, 𝑡) = 𝛼𝑓𝑒𝑞(𝑊, 𝑡) + (1 − 𝛼)𝑓𝑒𝑞(𝑔, 𝑡)
𝑓𝑛𝑒𝑞(0, 𝑡) = 𝛼𝑓𝑛𝑒𝑞(𝑊, 𝑡) + (1 − 𝛼)𝑓𝑛𝑒𝑞(𝑔, 𝑡)
 
(3-13) 
As the macroscopic fluid density and macroscopic fluid velocity at any time (t) can be computed, 
the 𝑓𝑒𝑞 and 𝑓𝑛𝑒𝑞 can be determined. The adsorbed and free mass fluxes by the wall are based on 














    (3-15) 
where 𝑀 is the molecular weight of the gas, 𝐷𝑆 is the surface diffusion coefficient, and 
𝜕𝐶𝜇
𝜕𝑥
 is the 
gradient of adsorbed gas concentration. This gradient can be determined using the chain rule and 
the Langmuir isotherm Eq. (3-9), identifying that velocity of gas (𝑈𝑔) and density of gas 
























From the previous work done by Tang et al. 2005 [37], 2008 [38]; Chen and Tian 2009 [31], 2010 
[35], the equilibrium distribution function at the wall can be determined as Eq. (3-18) (when the 
wall temperature and velocity is known at each timestep). 





This equilibrium distribution function implants a second order truncation error, 𝜀 is an arbitrary 
small quantity. On similar terms, the non-equilibrium distribution function can also be 
approximated as (Chen and Doolen 1998 [36]; Tang et al. 2005 [37], 2008 [38]; Chen and Tian 
2009 [31], 2010 [35]) 
{
𝑓𝑛𝑒𝑞(𝑊, 𝑡) = 𝑓𝑛𝑒𝑞(𝜌𝑔, 𝑇𝑔, 𝑈𝑔,𝑠𝑙𝑖𝑝, 𝑡) + 𝑂(𝜀
2)
𝑓𝑛𝑒𝑞(𝑊, 𝑡) =  𝑓(𝜌𝑔, 𝑇𝑔, 𝑈𝑔,𝑠𝑙𝑖𝑝, 𝑡) − 𝑓




Replacing the equations of 𝑓𝑒𝑞 and 𝑓𝑛𝑒𝑞 into the Chapman Enskog’s distribution function at the 
wall, the eventual distribution function can be approximated as Eq. (3-20) [8] 
𝑓(0, 𝑡) = 𝛼𝑓𝑒𝑞(𝜌𝑔, 𝑇𝑊, 𝑈𝑠𝑢𝑟𝑓, 𝑡) + (1 − 𝛼)𝑓
𝑒𝑞(𝜌𝑔, 𝑇𝑔, 𝑈𝑔,𝑠𝑙𝑖𝑝, 𝑡)
+ (1 − 𝜂)[𝑓(𝜌𝑔, 𝑇𝑔, 𝑈𝑔,𝑠𝑙𝑖𝑝, 𝑡) − 𝑓
𝑒𝑞(𝜌𝑔, 𝑇𝑔, 𝑈𝑔,𝑠𝑙𝑖𝑝, 𝑡)] + 𝑂(𝜀
2) (3-20) 
This methodology presents second-order accuracy, hence, the stability and accuracy are conserved 
by using this procedure [35]. 
3.6. Single Component, Multiphase (SCMP) LBM  
Many researchers developed the single component multiphase LBM models that retains the 
molecular physics of the problem by providing a more practical and consistent analysis of the 
equation of state. Initially the work began with designing the lattice gas single component 
multiphase model. Later these models were incorporated using lattice Boltzmann method [39]. 
Next came the “free energy” approach, ‘finite density’ approach [40] that employs the Enskog 
equation for dense gases. A new approach was introduced where the temperature component was 
recorded. The relative permeability concepts for multicomponent system established on Darcy’s 
law and using LBM was studied [9]. A flexible model described by Shan and Chen (1993) [39] is 
taken up in our research as it incorporates both solid interactions and fluid interactions as explained 
in the below section. .  
3.6.1. Interparticle Forces and their Incorporation into LBM 
The major differentiating aspect of SCMP LBM is the integration of attractive forces between fluid 
particles. For multiphase fluid interactions (in our case, two-phase), long range fluid interactions 
are incorporated between fluid particles. For a D2Q9 model, cohesive (attractive) force F between 
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nearest neighbor fluid particles was proposed previously by Shan and Chen (1993) [39] as Eq. 
(3-21). 





Where G is the interaction strength (G < 0 for attraction between particles and the force is stronger 
when the density is higher causing surface tension phenomena), 𝑤𝑎 is the weighting factor as 
defined for D2Q9 model, and   is the interaction potential. As stated by Shan and Chen (1993) 
[39], the interaction potential function should be monotonically increasing and bounded, which is 
a function of fluid density and arbitrary constant 𝜌0, defined as Eq. (3-22). 





Initially, Martys and Chen (1996) [24] considered  = 𝜌, later the interaction potential function 
as (𝜌) = 1 − exp (−𝜌) was considered [9]. 
The equation of state (EOS) relating pressure and density in the single component single phase 





Addition of cohesive interactive forces induces non-ideal equation of state (EOS) for the simulated 
fluids (He and Doolen, 2002 [40]) as Eq. (3-23). 




The term, 𝜌𝑅𝑇  represents the ideal gas law, addressing the single component, single phase model. 
For SCSP and SCMP models, the value of RT is precisely considered as 1/3, leading the non-








The next term  
𝐺𝑅𝑇
2
[(𝜌)]2 serves as the non-ideal part accounting for the cohesive force between 
the molecules, resulting in a decline in pressure (when G < 0) and the non-linearity of the EOS. 
When the interaction strength between molecules becomes fairly negative, then the EOS becomes 
subcritical causing a phase separation, non-monotonic in nature. 
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3.6.2. Fluid-Surface Forces 
Inclusion of adhesive force interaction fluid-surface is imperative to broaden the simulation of 
single component multi-phase in porous media. The basic methodology given by Martys and Chen 
(1996) [24] leads to phase separation by constructing an analogue to the particle-particle 
interaction force. In this method, the force interaction strength is determined by an adsorption 
coefficient (𝐺𝑎𝑑𝑠) and the sum of solid variable indicator is taken into consideration. The equation 
Eq. (3-25) illustrates the adhesive force between fluid and solid surface: 
𝐹𝑎𝑑𝑠(𝑥, 𝑡) =  −𝐺𝑎𝑑𝑠(𝑥, 𝑡)∑𝑤𝑎𝑠(𝑥 + 𝑒𝑎
8
𝑎=1
∆𝑡)𝑒𝑎  (3-25) 
Here, 𝑠 is a solid variable indicator which equals one if the site at  𝑥 + 𝑒𝑎∆𝑡 is a solid, and equals 
zero otherwise and 𝑤𝑎 is the direction-dependent weighting factor as defined for D2Q9 model. 
To summarize from above set of equations introduced to incorporate the interparticle forces, the 
cohesive (attractive) force F between nearest neighbor fluid particles was measured using Eq. 
(3-21); the interaction potential function is defined as Eq. (3-22); the non-ideal EOS is described 
by Eq. (3-24). Also, the adhesive force between fluid and solid surface is measured using Eq. 
(3-25) explained briefly in the sections above. 
3.6.3. Simulation real gas properties 
The adopted lattice Boltzmann numerical simulation [8] is been studied on high pore pressure of 
1623 psi and low pore pressures of 600 and 300 psi; and the effects of  temperature is investigated 
at the atmospheric temperature of 77 F, 150 F and 300 F each. The properties of pure-methane gas, 
such as- adsorbed gas density ( 𝜌𝑎𝑑𝑠) Langmuir pressure (𝑃𝐿) maximum monolayer adsorbed gas 
volume (𝑉𝑎𝑚𝑎𝑥), are collected from previous experimental results of Kang et al 2011 [4]; Ambrose 
et al 2012 [41]; Didar [42] through studying the methane adsorption in organic pores on different 
shale samples as presented in Table 3-1. For the correction of  𝑅𝑇 =
1
3
 (𝑙𝑎𝑡𝑡𝑖𝑐𝑒 𝑢𝑛𝑖𝑡𝑠) in ideal 
gas equation where R is universal gas constant and T is the temperature, to the real gas having the 
additional term , Eq. (3-22), involves arbitrary constants 𝜌0,0, interaction potential (𝐺) [9] 
which are calculated by history matching the pressure/density curve of real gas methane with one 




Table 3-1-: Methane gas properties used in the LBM simulation 









3.7. Comparison of slip flow with various analytically derived solutions 
To analyze the effect of slip velocity of a two-dimensional isothermal gas flow between parallel 
plates, with changing matrix pore size and Knudsen number, various analytically derived and 
empirical correction models exist. For a second-order slip model, the normalized slip velocity is 
calculated using first-order slip coefficient (𝐶1) and second-order slip coefficient (𝐶2) described in 
Eq. (3-26) [43]and the values listed in Table 3-2. 
𝑈𝑠𝑙𝑖𝑝
𝑈𝑜
= 4(𝐶1𝐾𝑛 + 2𝐶2𝐾𝑛
2) = 4𝐶1𝐾𝑛 + 8𝐶2𝐾𝑛
2 
(3-26) 
𝑈𝑜 = 𝑈𝑚𝑎𝑥 − 𝑈𝑠𝑙𝑖𝑝 (3-27) 
where 𝑈𝑠𝑙𝑖𝑝 is the slip velocity calculated at the fluid-wall boundary, 𝑈𝑜 is the velocity with which 
the slip velocity is normalized to compare different slip models and 𝐾𝑛 is the Knudsen number. 
Table 3-2-: List of various second-order slip models and slip coefficients [44]  
Authors 𝑪𝟏 𝑪𝟐 
Schamberg, 1947 [45] 1 5𝜋/2 
Cercignani, 1964 [46] 1.1466 0.9756 
Hadjiconstantinou, 2003 [47] 1.1466 0.647 
Deissler, 1964 [48] 1 9/8 
Sreekanth, 1969 [49] 1.1466 0.14 
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Hsia and Domoto, 1983 [50] 1 0.5 
Mitsuya, 1993 [51] 1 2/9 
Beskok et al., 1996 [52] 1 -0.5 
 
Notice that the second-order slip coefficient (𝐶2) is positive for most of the slip boundary models 
shown in Table 3-2. The value of 𝐶2 being positive, negative or zero impacts in the deviation from 
a straight line (Klinkenberg slippage theory) when normalized slip velocities are plotted against 
Knudsen number. Considering the coefficients 𝐶1 & 𝐶2 from the Hsia and Domoto model  (1 & 
0.5) when plugged in Eq. (3-26), it is observed that the first and second-order coefficients have the 
same action as 𝐶2 is positive. Similarly when considering the Beskok et al. model (1 & -0.5) the 
first and second-order coefficients have dissimilar action as  𝐶2 is negative. 
The ratio of apparent permeability (𝐾𝑎) to intrinsic permeability (𝐾) in a parallel channel is given 
by Eq. (3-28) which is dependent on Knudsen number [44]. According to Klinkenberg slippage 
theory, the permeability ratio at a finite pressure is expressed as Eq. (3-29). However, this equation 
was modified later by researcher Fathi et al. (2012) [1] to incorporate the kinetic energy of the 
bouncing back molecules by introducing a new length scale (𝐿𝐾𝑒) given by Eq. (3-30) and found 
that the fluid flow is significantly higher than those predicted by Klinkenberg slippage theory, 
capturing the momentum carried by the bouncing-back molecules to the bulk fluid developed 
across the capillary width (less than 100 nm) i.e. double slippage. At larger capillaries, the 
correction to Klinkenberg slip theory Eq. (3-30) becomes Eq. (3-29) as the kinetic effect of gas 
molecules become negligible, where (𝐿𝐾𝑒/𝜆) becomes the same order as (𝑝/𝑏). When Eq. (3-30) 
is expanded to include 𝑏/𝑝, and re-arranged, leads to Eq. (3-32) where the ratio of permeability is 
a function of Knudsen number with only first-order slip coefficient suggesting that one might not 
even need to use the second order expansion of the Knudsen number as the relationship is most 
likely to be linear (this will be discussed in more details in section 4.4).  
𝐾𝑎
𝐾




































= 1 + (
32𝑐2
𝑟
) 𝐿𝐾𝑒𝐾𝑛 (3-31) 
𝐾𝑎
𝐾
= (1 + 𝐶1𝐾𝑛)                   𝑤ℎ𝑒𝑟𝑒, 𝐶1 = (
32𝑐2
𝑟
) 𝐿𝐾𝑒  (3-32) 
3.8. Procedure 
First to study the flow behavior in organic nano capillary tubes, the Klinkenberg slip equation Eq. 
(3-3) and modification of Klinkenberg slip flow equation Eq. (3-7) are used to examine the 
maximum velocity at the center of capillary and wall velocity based on a range of Knudsen 
numbers varying between continuum to transition flow regimes.  
Next, the effect of slippage, wall confinement, Knudsen and surface diffusion are analyzed through 
the new LBM-Ls model[8]. This model comprises of the followings: the lattice Boltzmann 
equation Eq. (2-2), lattice pattern and local equilibrium distribution function Eq. (2-29) defined as 
described in the preceding sections of Chapter-2. A D2Q9 model is adapted having nine-speed 
square lattice where at each lattice node its velocity in 8 directions are outlined Eq. (2-3). The 
BGK collision operator with a single relaxation time Eq. (2-6); relationship between relaxation 
time and kinematic viscosity in continuum flow Eq. (2-24) (to eradicate the second order truncation 
error in lattice Boltzmann equation); effective relaxation time (corrected for large Knudsen 
number) Eq. (2-25); macroscopic fluid density Eq. (2-4); and macroscopic velocity Eq.(2-5) are 
all used to characterize the flow problem along with the boundary conditions. 
Periodic boundary condition is applied at the capillary inlet and outlet making the system closed. 
To account for the adsorbed phase transport and slip flow by the walls, the modified Langmuir slip 
boundary condition is applied, defined as Eq. (3-9) to Eq. (3-20). The cohesive and adsorptive 
forces are added to the equilibrium distribution function that reorients the particle distribution at a 
node to the direction of force term as described in Eq. (3-23) and Eq. (3-25). 
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To analyze the effect of slip velocity with changing matrix pore size and Knudsen number, the 
normalized slip velocity from LBM results are compared with various analytically derived second-
order slip models. The normalized slip velocity is calculated by Eq. (3-26) using first-order and 
second-order slip coefficients described in Table 3-1. As the second-order slip coefficient 
determines the deviation from straight line when the normalized velocities are plotted against 
Knudsen number, 𝐶2 is considered as zero and the velocity profiles are matched with a new set of 
first-order slip coefficients.   
40 
 
Chapter 4 Results and Discussions 
4.1. Knudsen Number Regime in this research 
Table 4-1 describes the range of Knudsen number values changing between continuum flow (𝐾𝑛 ≤
0.001), slip flow (0.001 < 𝐾𝑛 ≤ 0.1), and transition flow (0.1 < 𝐾𝑛 ≤ 10). As the capillary pore 
width size decreases, the average distance travelled by a gas molecule before colliding with another 
gas molecule increases, resulting in increased Knudsen number values, for a particular temperature 
and pressure. It is also observed that the flow changes from continuum to transition as the 
temperature increases or pore pressure drops.  
With the change in pressure and temperature, the Knudsen number value varies as shown in Table 
4-1. According to the definition of Knudsen number (𝐾𝑛 =
𝜆
𝐿
). The mean free path, 𝜆 is inversely 
proportional to the pore pressure. From Table 4-1, it is clear that the Knudsen number value is 
inversely proportional to pressure and is directly proportional to temperature. The area highlighted 
in orange falls in continuum flow regime, while blue region signifies slip flow, and yellow shows 
the transition flow regime.  






Capillary Width (nm) 
100 nm 50 nm 30 nm 20 nm 15 nm 10 nm 8 nm 5 nm 
1623 psi 
77 F 5.51E-03 1.10E-02 1.84E-02 2.75E-02 3.67E-02 5.51E-02 6.88E-02 1.10E-01 
150 F 6.62E-03 1.32E-02 2.21E-02 3.31E-02 4.41E-02 6.62E-02 8.28E-02 1.32E-01 
350 F 9.64E-03 1.93E-02 3.21E-02 4.82E-02 6.43E-02 9.64E-02 1.21E-01 1.93E-01 
600 psi 
77 F 1.34E-02 2.68E-02 4.47E-02 6.71E-02 8.94E-02 1.34E-01 1.68E-01 2.68E-01 
150 F 1.63E-02 3.25E-02 5.42E-02 8.14E-02 1.08E-01 1.63E-01 2.03E-01 3.25E-01 
350 F 2.40E-02 4.80E-02 8.00E-02 1.20E-01 1.60E-01 2.40E-01 3.00E-01 4.80E-01 
300 psi 
77F  2.67E-02 5.34E-02 8.91E-02 1.34E-01 1.78E-01 2.67E-01 3.34E-01 5.34E-01 
150 F 3.22E-02 6.44E-02 1.07E-01 1.61E-01 2.15E-01 3.22E-01 4.02E-01 6.44E-01 






Figure 4-1: Range of Knudsen number values plotted between 1623 psi and 600 psi  
A linear trend line is observed (Figure 4-1) with a slope of 2.4 and negligible intercept when 
Knudsen number values at 1623 psi, 77F are plotted against Knudsen number values at 600 psi, 
77F. It is interesting that the same straight-line relationship holds as temperature changes i.e., 
approximately same value of slope is obtained when Knudsen number values at 1623 psi, 150F 
are plotted against Knudsen number values at 600 psi, 150F and similarly for 350F. During this 
process it is observed that as the temperature increases from 77F to 350F, the flow changes from 
continuum to transition flow. The value of slope is the ratio of Kinematic viscosities at changing 
pressures, refer to Eq. (2-27), when all the other parameters like temperature and capillary width 
are constant.  
Similar trends are collected when Knudsen numbers at 600 psi are plotted against Knudsen 
numbers at 300 psi with a slope of 1.9. When Knudsen numbers at 1623 psi are plotted against 
Knudsen numbers at 300 psi a straight line is obtained having slope of 4.8 (attached in appendix 
Figure 0-1 and Figure 0-2). For practical purposes, it can be noted that the ratio of Knudsen 
numbers is a function of pressure and is independent of pore size and temperature. 






















Knudsen number values at different pressures
T=77F T=150F T=350F
Linear (T=77F) Linear (T=150F) Linear (T=350F)
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4.2. Fluid flow using Analytical Poiseuille flow and, Klinkenberg slippage equation 
To begin with, the gas behavior is studied across capillary widths ranging from 100 nm to 5 nm, 
the pore pressure and reservoir temperature is altered between 1623 psi, 600 psi, 300 psi and 77F, 
150F, 350F respectively to consider the effects of pressure and temperature on fluid flow.   
4.2.1. Analytical Solution 
Figure 4-2 uses the Analytical solution and the maximum center velocities are plotted from larger 
to smaller capillary tubes at different pore pressures and temperatures as mentioned above. It is 
observed that the maximum velocities is higher for larger pore capillary widths; and as the capillary 
width narrows down to 20nm or below (high Knudsen number), the maximum velocity converges 
to very small value. Considering the velocity profile at a constant temperature of 77F with varying 
pore pressure, it is evident from Figure 4-3 (a) that as the pressure decreases from 1623 psi, 600 
psi to 300 psi; the maximum velocities increases with increase in capillary width. Next, 
considering a particular pressure of 1623 psi and studying the effect of temperature on velocity 
profile, it is observed from Figure 4-3 (b) that as the reservoir temperature increases from 77F, 






































P = 1623 psi ; T = 77F P = 1623 psi ; T = 150F P = 1623 psi ; T = 350F
P = 600 psi ; T = 77F P = 600 psi ; T = 150F P = 600 psi ; T = 350F
P = 300 psi ; T = 77F P = 300 psi ; T = 150F P = 300 psi ; T = 350F
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Figure 4-2: Plot displaying the maximum velocity of varying capillary widths from 5 nm to 100nm using analytical 





Figure 4-3: Plot displaying maximum velocity of varying capillary widths from 5 nm to 100 nm using analytical 
solution at (a) constant temperature of 77F, (b) constant pore pressure of 1623 psi 
In figures 4-3, 4-4a and 4-4b, there are three regions which can be clearly identified. In capillaries 








































































P = 1623 psi ; T = 77F P = 1623 psi ; T = 150F P = 1623 psi ; T = 350F
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maximum capillary velocity with decreasing pore width using analytical solution of Poiseuille 
equation. Between 30-50 nm there is a non-linear decrease in velocity with decreasing capillary 
width, i.e., transition region, and below 30 nm another straight-line relationship observed, however 
with much slower paste between decrease in maximum velocity and decrease in capillary width. 
We use this behavior as characteristics of traditional flow modeling as a function of pore width, 
temperature and pressure using Poiseuille law and will compare that with different models 
published and our new lattice Boltzmann model.      
4.2.2.  Klinkenberg Slippage Equation and Modified Klinkenberg slip Equation 
Kundt and Warburg (1875) confirmed that when gas is flowing across a solid wall, the layer 
immediate to the solid wall moves with respect to the solid wall i.e., if the wall velocity is 
stationary, the gas layer adjacent to the wall has a finite velocity called the slip velocity. The 
velocity equation considering the gas flow through a straight capillary having slip flow is 
represented by Klinkenberg slippage equation Eq. (3-3) [22].  
The original work of Klinkenberg assumes a constant velocity gradient which holds well in high 
permeable formations but deviates at low permeable formations (smaller capillary tubes). 
According to Kundt and Warburg, the velocity gradient changes with the distance from the wall 
and is higher closer to the wall than towards the center of the pore. To incorporate the velocity 
gradient changes across the capillary tube, a Taylor series approximation to the second order for 
computing the velocity near the wall is considered as shown in Eq. (3-7) [23].  
The maximum velocities at the center of the capillary are plotted from larger to smaller capillary 
tubes at different pore pressures and temperatures using both the Klinkenberg slippage equation 
and modified Klinkenberg slippage equation shown in Figure 4-4 and Figure 4-5 respectively. The 
maximum velocities at the center of the capillary from Eq. (3-3) and Eq. (3-7) presents an analogy 
with the analytical solution (Figure 4-2) i.e. the center velocity has an inverse relationship with the 
pore pressure and reservoir temperature; and the maximum velocities increase with increase in 
capillary widths. The same three regions are observed as discussed earlier using analytical solution 
where there is a linear relation between decrease in maximum velocity at the center of the capillary 
and capillary width in pores larger than 50 nm. Also nonlinear behavior between pore width and 
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maximum velocity in pores in the range of 30 to 50 nm and linear behavior in pores less than 30 
nm. 
 
Figure 4-4: Plot displaying the maximum velocities of varying capillary widths from 5 nm to 100 nm using 

























P = 1623 psi ; T = 77F P = 1623 psi ; T = 150F P = 1623 psi ; T = 350F
P = 600 psi ; T = 77F P = 600 psi ; T = 150F P = 600 psi ; T = 350F
























P = 1623 psi ; T = 77F P = 1623 psi ; T = 150F P = 1623 psi ; T = 350F
P = 600 psi ; T = 77F P = 600 psi ; T = 150F P = 600 psi ; T = 350F
P = 300 psi ; T = 77F P = 300 psi ; T = 150F P = 300 psi ; T = 350F
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Figure 4-5: Plot displaying the maximum velocities of varying capillary widths from 5 nm to 100 nm using modified 
Klinkenberg slip flow equation at varying pore pressures and temperatures 
To study the effect of slippage over different flow regimes based on fundamental equations, the 
wall velocity was calculated using Klinkenberg slippage equation Eq. (3-3) and the modified 
Klinkenberg slippage equation Eq. (3-7) plotted against the range of Knudsen numbers (Table 4-1) 
at different pore pressures and temperatures shown in Figure 4-6 and Figure 4-7 respectively. 
Observations are made for maximum velocity and wall velocity changes as a function of capillary 
width or Knudsen number, now using Klinkenberg or modified Klinkenberg equations Eq. (3-3) 
and Eq. (3-7). It is observed that as capillary width decreases (Knudsen number increases) the 
whole velocity including maximum velocity at the center of capillary and wall velocity adjacent 
to stationary wall decreases. Therefore, plotting wall velocity vs Knudsen number shows that as 
Knudsen number value increases i.e. at small capillary tubes the flow at wall reduces. Thus it is 
inferred that the wall velocity is captured only in larger capillaries (small Knudsen numbers) and 
at low pressures from Figure 4-6 and Figure 4-7. The effect of temperature and pressure on the 
wall velocity is explained in Figure 4-8. 
 
Figure 4-6: Plot displaying the wall velocities against Knudsen number using Klinkenberg slip flow equation at 


















P = 1623 psi ; T = 77F P = 1623 psi ; T = 150F P = 1623 psi ; T = 350F
P = 600 psi ; T = 77F P = 600 psi ; T = 150F P = 600 psi ; T = 350F




Figure 4-7: Plot displaying the wall velocities against Knudsen number using modified Klinkenberg slip flow 




















P = 1623 psi ; T = 77F P = 1623 psi ; T = 150F P = 1623 psi ; T = 350F
P = 600 psi ; T = 77F P = 600 psi ; T = 150F P = 600 psi ; T = 350F























Figure 4-8: Plot displaying the wall velocities against Knudsen number using Klinkenberg slip flow equation at (a) 
constant temperature of 77F, (b) constant pore pressure of 300 psi 
When studying the effect of pressure on wall velocity using Klinkenberg slip equation, it is found 
that the wall velocity increases with reduction in pressure. In this case the maximum wall velocity 
is captured at low pressures of 300 psi, and in slip flow regime as shown in Figure 4-8 (a). But as 
the flow moves to transition regime (𝐾𝑛 > 0.1), the wall velocities become negligeble. Similarly, 
considering the effect of temperature on wall velocity using Klinkenberg slip equation Figure 4-8 
(b), it is found that the wall velocity have insignificant change with temperature. 
Since the modified Klinkenberg equation Eq. (3-7) is valid only under the assumption of 
continuum flow, the wall velocities are compared at high pressure as the Knudsen numbers falls 
in the continuum and slip flow regimes. Figure 4-9 depicts the comparison between Klinkenberg 
slippage wall velocities and modified Klinkenberg slip flow wall velocities at a pressure of 1623 
psi implying no difference between original Klinkenberg and modified Klinkenberg. However, 
when the comparison is plotted at a lower pressure of 300 psi, it is observed that the modified 
Klinkenberg slip flow wall velocities are lower to the Klinkenberg slippage wall velocities due to 























Figure 4-9: Plot displaying the comparison between Klinkenberg slip flow wall velocities (solid line) and modified 
Klinkenberg slip flow wall velocities (scatter points) at high pressure of 1623 psi, varying the reservoir temperature  
 
Figure 4-10: Plot displaying the comparison between Klinkenberg slip flow wall velocities (dotted line) and 


















P = 1623 psi ; T = 77F P = 1623 psi ; T = 150F P = 1623 psi ; T = 350F


















P = 300 psi ; T = 77F P = 300 psi ; T = 150F P = 300 psi ; T = 350F
P = 300 psi; T = 77F P = 300 psi ; T = 150F P = 300 psi ; T = 350F
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From the original Klinkenberg and modified Klinkenberg slip flow equations, it is observed that 
the fluid flow including slippage is captured only for larger pores where the Knudsen number is in 
the continuum flow regime. When the capillary size reduces, and flow regime shift to slip and 
transient flow regimes, pore wall confinement or Knudsen diffusion effects cannot be captured. 
Therefore, in the next section we will study the fluid dynamics in nanopores using a Lattice 
Boltzmann model considering the methane gas flow in a straight capillary channel. 
4.3. Numerical Solution - Lattice Boltzmann Model 
The effects of pore confinement, gas slippage, surface diffusion and Knudsen diffusion 
mechanisms on non-ideal gas dynamics in various flow regimes is studied through a numerical 
simulation, designed for two-dimensional capillary tube where the gas flows between two parallel 
stationary walls flowing from north to south as shown in Figure 3-1.  
The analytical solution, Klinkenberg slippage equation, and modified Klinkenberg slip flow 
equation demonstrates its validity for large pores where 𝐾𝑛 < 10−3 in the continuum flow regime. 
But as the pore width decreases, where the flow moves to slip and transition flow, the Knudsen 
number increases and the analytical solution does not hold good any longer. Using the LBM 
solution, high wall velocities are observed for smaller capillary widths depicting the presence of 
Knudsen diffusion, gas slippage, and wall confinement effect. These phenomenon are discussed 
in detail and results are presented in the followings chapters. 
A capillary of dimension 100 nm by 200 nm, representing capillary width by length respectively 
is considered as our base case. Its corresponding dimensions in lattice units assigned are 50 lu by 
100 lu. It is to be noticed that all the dimensions presented in this study are in the ratio of width by 
length. Some standard parameters considered in the numerical simulation are documented based 
on experiments performed on shale samples to capture the methane adsorption in kerogen by [4], 
listed in Table 3-1. Simulation results shown from Figure 4-11 until Figure 4-15 considers methane 
flow at atmospheric temperature of 25 C, initial pore pressure of 1623 psi.  
Figure 4-11 illustrates the velocity profile in large pore capillary (100 nm width) in which single-
phase single component methane gas is flowing downward. It is observed from the result that the 
flow through larger pores is in complete agreement with the analytical solution, and the surface 
diffusion is not prevalent when continuum flow exists, i.e., low Knudsen number. There is no wall 
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Figure 4-11: Numerical Simulation of a single capillary tube with large pore capillary size (in lattice units) 
To make sure the gas velocity profiles are not being effected by the capillary length to width ratio, 
three different capillary lengths were chosen in the numerical solution and it was found that under 
different width to length ratios (W:L ratio in 1:2, 1:3, or 1:4), the velocity profile remained the 
same, in accordance with the analytical solution as expected and depicted in  
Figure 4-12. The corresponding velocity profile in physical units was plotted in Figure 4-13. In 
lattice units the velocity was measured in the order of 10−6 𝑙𝑢/𝑡𝑠 units, that is equivalent to 
 105 𝑛𝑚/𝑠 in physical domain. This exercise has been conducted to ensure the stability of the 




Figure 4-12: Numerical Simulation of a single capillary tube with varying capillary length sizes (in lattice units) 
 
Figure 4-13: Numerical Simulation of a single capillary tube with varying capillary length sizes (in physical units) 
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Figure 4-13 represents the velocity profile in physical units which investigates the effect of 
capillary length. The result depicts that the results of the based case selected for this study (100 
nm by 200 nm capillary) is not capillary length dependent as expected. A sample calculation is 
explained in detail in appendix describing the conversion from physical units to lattice units which 
were used in the numerical simulations. 
The ideal gas equation has its equivalent of 𝑅𝑇 =
1
3
 in lattice units for D2Q9 model, where R is 
universal gas constant and T is the temperature. To correct the ideal gas assumption for real gas, 
the compressibility factor was introduced whose equivalent in lattice unit was introduced as an 
additional term Ψ, interaction potential function Eq. (3-23). This correction involves arbitrary 
constants 𝜌0, and interaction potential- 𝐺 [9] Eq. (3-22) which are calculated by history matching 
the pressure/density curve of real gas methane with one obtained from LBM model with lattice 
width size of 50 lu, borrowed from the work done by Fathi et. al[8]. Changing the lattice width 
from 50 𝑙𝑢 to either of 40 𝑙𝑢, 45 𝑙𝑢, or 60 𝑙𝑢 will result in change in arbitrary constants-𝜌0, 𝐺 
therefore developing deviated velocity profiles from analytical solution. While running this 
simulation, it is critical to have square lattices which is the basis to the D2Q9 model otherwise 
corrections to the velocity of different lattice nodes are required.  
To study the sensitivity analysis of capillary width, the 100 nm width is reduced to 20 nm and 10 
nm widths equivalent to 50 𝑙𝑢 each. It is observed that as the capillary width is decreased the wall 
confinement effect and slippage is observed leading to non-zero wall velocity of 1.5 × 105𝑛𝑚/𝑠 
and 2.5 × 105𝑛𝑚/𝑠 in 20 and 10 nm capillaries as shown in Figure 4-14 and Figure 4-15. The 
results also accounts to demonstrate the effect of changing capillary width to length ratios in 
smaller pores as discussed earlier in  
Figure 4-12, here the width to length ratio ranges from 1:2, 1:4 to 1:10 ratios (this confirms that the 




Figure 4-14: Numerical Simulation of a 20nm capillary tube with varying capillary length (in physical units) wall 
velocity = -1.432e+05 𝑛𝑚/𝑠 
 
Figure 4-15: Numerical Simulation of a 10nm capillary tube with varying capillary length (in physical units) wall 




As we go forward, using the LBM simulation, the gas behavior is studied across capillary widths 
ranging from 100 nm to 5 nm, the pore pressure and reservoir temperature is altered between 1623 
psi, 600 psi, 300 psi and 77F, 150F, 350F respectively to consider the effects of pressure and 
temperature on non-ideal gas dynamics.   
Traditionally from the fundamentals of fluid dynamics, we know that, with the reduction in 
capillary pore width the permeability of the capillary decreases resulting in decrease in flow rate 
and hence the velocity. However, using the LBM simulation it was observed that this trend of 
velocity profile shows an anomaly from the expected when studying fluid flow in nano-capillary 
widths. The results indicate the presence of high wall velocity being comparable to the maximum 
center velocity due to the presence of wall confinement, slippage, and Knudsen diffusion at the 
solid wall.  
As the solid wall is a stationary wall, there is no velocity calculated at that position. The velocity 
of wall refers to the velocity one mean free path away from the wall. This region in large capillaries 
has much smaller velocity than the velocity away from the wall (center), thus in large capillaries 
the wall velocity is incomparable and can be neglected. But as the capillary size decreases to nano-
scale, the wall velocity becomes comparable to the velocity at the center of the capillary.  
On a broad scale, the outcome from results Figure 4-16 to Figure 4-24 show that as the temperature 
increases, pore pressure reduces, and capillary pore widths decreases (higher Knudsen number) 
the gas slippage and as discussed earlier by Fathi et al 2012[1] double slippage dominates resulting 
in higher velocity in nano-capillaries compare to what predicted by analytical solutions, 
Klinkenberg slippage theory and extensions of Klinkenberg equations.  
At every specific capillary conditions (pressure and temperature), a critical Knudsen number exists 
which alters the flow pattern i.e. as the capillary pore reduces, it is expected that the velocity at the 
center of the tube also reduces, but at certain Knudsen number/pore width the velocity at the center 
starts increasing showing the double slippage effect [1]. Double slippage in addition to the 
momentum carried from bulk fluid to the wall accounts for the momentum carried by bouncing 
back molecules from the wall to the bulk fluid.  
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From definition, Knudsen number is a function of mean free path and the characteristic pore width. 
Mean free path is defined as the average colliding distance between two gas molecules which alters 
the molecule direction. This colliding distance depends on type of the gas, pressure, and 
temperature in the capillary pore. In larger capillary pores, the mean free path is very small where 
no collisions takes place between gas molecules and capillary solid wall, therefore a layer of 
stationary molecules prevails on the pore wall which leads to zero wall velocity. But at smaller 
pore size (low permeability), the mean free path becomes comparable to the capillary width, 
inducing molecules to collide unceasingly within the bulk and with the pore wall resulting in higher 
velocity across the capillary width. This increase in velocity is called gas slippage or double 
slippage, which is predominant at low pressures and when Knudsen number is large i.e. in the slip 
and transition flow regimes.  
The next figures are conducted to show the existence of a critical pore width which alters the 
velocity flow profile with varying pore pressure and temperatures. Figure 4-16 through Figure 
4-18 are the velocity profiles of capillary widths ranging from 100 nm to 5 nm at high pore pressure 





Figure 4-16: Velocity Profile of reducing capillary widths (100nm to 5 nm) (in lattice unit) (Pp=1623 psi T = 77F) 
Figure 4-16 shows the LBM simulations being conducted at pore pressure of 1623 psi and 
temperature 77F with varying capillary widths from 100 nm to 5 nm.  It is observed that as the 
capillary width decreases the wall velocity increases as suggested by Klinkenberg slippage theory, 
while the overall velocity profile decreases. However, there is a critical capillary width and 
Knudsen number below which not only the wall velocity increases but the entire velocity profile 
increases due to the effect of double slippage. In this case, pressure and temperature (1623 psi and 
77F), the critical capillary width is at 20 nm, reducing the capillary width from 20 nm below will 
lead in increased overall velocity such that at 5 nm the maximum capillary velocity becomes 
comparable with velocity in 100 nm capillary. 
At the same pore pressure of 1623 psi, when the reservoir temperature is increased from 77F to 
150F and 350F, the LBM simulation results (Figure 4-17 and Figure 4-18) show that with increase 
in reservoir temperature velocity profiles also increases which also leads to new critical capillary 
width of 30 nm at higher temperature (350F). This implies that as the temperature increases the 
wall dominance and double slippage effect becomes more pronounced. When comparing the 
velocity profiles across temperatures and considering the smallest capillary width of 5 nm it is 
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observed that the wall velocity(2.88 × 10−6 𝑙𝑢/𝑡𝑠) at 350F is more than three times the wall 
velocity(0.74 × 10−6 𝑙𝑢/𝑡𝑠) at 77F. This is due to the dependence of temperature on the mean 
free path, which leads to increased kinetic energy and momentum transfer near the wall.  
 







Figure 4-18: Velocity Profile of reducing capillary widths (100nm to 5 nm) (in lattice unit) (Pp=1623 psi T = 350F) 
 
Advancing in studying the gas flow behavior in nanopores at reduced pressure of 600 psi, using 
the LBM numerical solution. Figure 4-19 through Figure 4-21 are the velocity profiles of capillary 
widths ranging from 100 nm to 5 nm at a reduced pore pressure of 600 psi with varying 
temperature. The velocities measured are in the range of 10−5 𝑙𝑢/𝑡𝑠. This clearly indicates that as 
the pressure reduces to 600 psi, the velocities calculated are one order higher when compared to 
velocity at 1623 psi.  
It is observed that as the pore pressure reduces, the double slippage effect is started to be seen at 
larger capillary tubes and the wall velocity become significant. Considering Figure 4-16 and Figure 
4-19 where the temperature is 77F and the pore pressures are 1623 psi and 600 psi respectively. In 
the case of 1623 psi: with the decrease in capillary widths, the velocity profile surely increases in 
account of double slippage but doesn’t exceed the maximum center velocity of 100 nm tube, 
whereas in the case of 600 psi: with the reduction in capillary widths, the 20 nm width velocity 
profile exceeds the 100 nm velocity profile because slip and transition flow regimes occur where 




Figure 4-19: Velocity Profile of reducing capillary widths (100nm to 5 nm) (in lattice unit) (Pp=600 psi T = 77F) 
 




Considering the temperature effects at 600 psi pore pressure: the critical pore width at 77F and 
150F is noticed at 50 nm where the Klinkenberg slippage theory is identified i.e. with the reduction 
in capillary widths the wall velocity increases but the overall velocity profile decreases. Beyond 
the 50 nm capillary width, the velocity profile increases both at the wall and at the center due to 
the interaction of molecules at the walls and the momentum transfer to the bulk at the center. When 
the temperature is increased to 350F (Figure 4-21) at 600 psi, the velocity profile changes from 
parabolic velocity profile with slip velocity to more of a plug like velocity profile that shows the 
dominance of the wall confinement on non-ideal gas dynamics.  
Examining the 5 nm velocity profile across the temperature changes, it is observed that the wall 
velocity (6.73 × 10−5 𝑙𝑢/𝑡𝑠) at 350F is more than three times the wall velocity (1.70 ×
10−5 𝑙𝑢/𝑡𝑠) at 77F, also as observed for the higher 1623 psi pressure case. This is due to the 
dependence of temperature on the mean free path which leads to increased kinetic energy of 
momentum transfer near the wall.  
 




Figure 4-22: Velocity Profile of reducing capillary widths (100nm to 5 nm) (in lattice unit) (Pp=300 psi T = 77F) 
 




Extending the LBM simulation model to study the gas flow behavior in nanopores at low pore 
pressure. Figure 4-22 through Figure 4-24 are the velocity profiles of capillary widths ranging 
from 100 nm to 5 nm at a reduced pore pressure of 300 psi with varying temperature. The velocities 
measured are in the range of 10−4 𝑙𝑢/𝑡𝑠. This clearly indicates that as the pressure reduces to 300 
psi, the velocities calculated are one order higher when compared to velocity at 600 psi, and two 
orders higher when compared to velocity at 1623 psi.  
It is already understood from the previous simulation run at 600 psi that as the pore pressure 
reduces, the velocity profile increases as the double slippage effect is more prevalently detected at 
larger capillary tubes and the wall velocity become remarkable that the velocity profiles become 
non-parabolic (straight line profiles). Considering Figure 4-16, Figure 4-19 and Figure 4-22 where 
the temperature is 77F and the pore pressures are 1623 psi, 600 psi and 300 psi respectively. 
Although the case of 1623 psi and 600 psi were examined in the previous section where the 
Klinkenberg slippage theory was noticeable. However, with the further reduction of pressure to 
300 psi, the wall dominance and double slippage became very evident that the capillary tubes 
smaller than 100 nm tend to have higher velocity profiles where majorly transition flow regime 
prevails (Table 4-1).  
Investigating the temperature effects at 300 psi pore pressure: with the increase in temperature 
from 77F to 150F and 350F, the total velocity profile increases.  
Examining the 5 nm velocity profile across the temperature changes, it is observed that the wall 
velocity(7.53 × 10−4 𝑙𝑢/𝑡𝑠) at 350F is more than three times the wall velocity(2.02 ×
10−4 𝑙𝑢/𝑡𝑠) at 77F, also as observed for 1623 psi and 600 psi pressure case. This is due to the 
dependence of temperature on the mean free path which leads to increased kinetic energy of 




Figure 4-24: Velocity Profile of reducing capillary widths (100nm to 5 nm) (in lattice unit) (Pp=300 psi T = 350F) 
 
Examining the 50 nm capillary pore width, Figure 4-25 displays the comparison between velocity 
profiles of Analytical solution and LBM simulation at pore pressure 1623 psi and various 
temperatures of 77F, 150F and 350F.  To summarize, as the temperature increases, the velocity 
profiles of LBM numerical solution increase i.e. the velocity at the center of the tube increases 
from 1.16 × 10−6 𝑙𝑢/𝑡𝑠 to 1.44 × 10−6 𝑙𝑢/𝑡𝑠 and 2.15 × 10−6 𝑙𝑢/𝑡𝑠, and velocity at the walls 
increases from 0.13 × 10−6 𝑙𝑢/𝑡𝑠 to 0.18 × 10−6 𝑙𝑢/𝑡𝑠 and 0.35 × 10−6 𝑙𝑢/𝑡𝑠 for temperatures 
77F, 150F and 350F respectively. LBM solution shows increased permeability with temperature 
due to the effect of Knudsen diffusion and double slippage (as explained in the earlier section), 
whereas the velocity profiles using the analytical solution keeps decreasing with increase in 




Figure 4-25: Velocity Profiles of 50 nm capillary widths at Pp=1623 psi and different temperatures of T = 77F, 150F 





4.3.1. LBM results in physical units 
The next segment concentrates on the capillary center velocity and wall velocity for various 
capillary widths and flow regimes, mainly slip and transition flows, calculated using the LBM 
numerical solution in physical units.  
At reservoir conditions- 1623 psi and 77F, from analytical solution and Klinkenberg results we 
knew that the maximum velocities are higher only in larger capillary tubes (low Knudsen number) 
and the maximum velocity decreases as the capillary width reduces (high Knudsen number), 
referring to Figure 4-2, Figure 4-4, Figure 4-5. But as the LBM solution incorporates the 
phenomenon of interactive adsorptive-cohesive forces in the fluid-solid, fluid-fluid molecules 
which brings into account the effects of Knudsen diffusion, double slippage and wall confinement 
as studied in previous section, the maximum velocity in the smaller capillary tubes is considerable 
and becomes more predominant when the temperature increases, refer Figure 4-26 (a). The 
increase in maximum velocity in smaller capillary tubes is because the mean free path of the 
capillary becomes higher (comparable to the width) thereby leading to numerous collisions 
occurring in this average distance resulting in higher velocity. Therefore, to summarize at higher 
pore pressure, as the temperature is increased and capillary width is reduced from 100 nm to 5 nm, 
the maximum velocity initially drops until a critical capillary width, after which the maximum 
velocity increases significantly with reduction in pore size shown in Figure 4-26 (a). This anomaly 
from the analytical solution is be attributed to the double slippage effect.  
The same results of maximum velocity at 1623 psi are plotted against Knudsen number, refer to 
Figure 4-26 (b). Similar to the existence of critical capillary width, a critical Knudsen number 
exists. The larger capillary widths has a Knudsen number closer to the continuum flow region 
(beginning of slip flow regime) and thus the velocity profile observes a dip in maximum velocity 
with the increase in Knudsen number until a critical point, showing an inclination towards the 
analytical results. Above the critical Knudsen number, the maximum velocity value increases with 
increase in Knudsen number, moving towards slip and transition flow regimes, due to the 
molecular interaction and double slippage effect discussed earlier. Considering the smallest 
capillary width (5 nm): the maximum velocity at 350F (3.67 × 10−3𝑚/𝑠) is almost four times the 
maximum velocity at 77F (0.99 × 10−3𝑚/𝑠) ; considering the larger capillary width (100 nm): 
the maximum velocity at 350F (2.11 × 10−3𝑚/𝑠) is twice the maximum velocity at 77F (1.05 ×
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10−3𝑚/𝑠). This can be referred to the increased interaction between molecules at lower pressure 





Figure 4-26: Plot displaying the maximum velocity at higher pore pressure of 1623 psi, varying temperature using 


























































P = 1623 psi; T = 77F P = 1623 psi; T =150F P = 1623 psi; T = 350F
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When the pore pressure drops to 600 psi, a critical point which was observed in 1623 psi case 
doesn’t exist showing a linear fluid flow along the changes in capillary width/Knudsen number 
(Figure 4-27). With the decrease in pressure from 1623 psi to 600 psi, the maximum velocity 
increases by an order of magnitude 10 (in the range of 10−2 𝑚/𝑠) compared with 1623 psi 
pressure (10−3 𝑚/𝑠). 
Here, by lowering the capillary width or increasing the temperature, the maximum velocity 
increases as shown in Figure 4-27 (a). This shows an anomaly from the analytical solution, because 
the analytical solution is only valid in the continuum flow and does not hold good when the slip 



































Figure 4-27: Plot displaying the maximum velocity at lower pore pressure of 600 psi, varying temperature using 
LBM numerical solution against (a) capillary widths from 5 nm to 100 nm (b) Knudsen number 
At 600 psi pore pressure, the maximum velocity increases drastically as flow moves towards slip 
and transition regimes i.e. when Knudsen number becomes higher. As a general trend- as the 
temperature increases, lowering the capillary width, the Knudsen number increases and the 
maximum velocity also increases. Referring to Figure 4-27 (b), a linear trend is observed between 
the maximum velocity and Knudsen number. This linearity is obvious in the high Knudsen number 
region and at higher temperatures. Considering the smallest capillary width (5 nm): the maximum 
velocity at 350F (5.63 × 10−2𝑚/𝑠) is more than four times the maximum velocity at 77F (1.16 ×
10−2𝑚/𝑠) ; considering the larger capillary width (100 nm): the maximum velocity at 



































Figure 4-28: Plot displaying the maximum velocity at low pore pressure of 300 psi, varying temperature using LBM 
numerical solution against (a) capillary widths from 5 nm to 100 nm (b) Knudsen number 
When the pore pressure further decreases to 300 psi, the maximum velocities increases in the range 


























































P = 300 psi; T = 77F P = 300 psi; T =150F P = 300 psi; T = 350F
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velocity increases as shown in Figure 4-28 (a), reversing the flow i.e. 5 nm capillary having higher 
velocity than 100 nm. This deviated behavior from analytical solution is due to the presence of 
high molecular interactions leading to double slippage effects.  
At 300 psi pore pressure, the maximum velocity increases drastically as flow moves towards 
transition regime i.e. when Knudsen number becomes higher (≈1). Referring to Figure 4-28 (b), a 
true linear trend is observed between the maximum velocity and Knudsen number. This linearity 
is clearly observed in the high Knudsen number region and at higher temperatures. Considering 
the smallest capillary width (5 nm): the maximum velocity at 350F (6.75 × 10−1𝑚/𝑠) is more 
than four times the maximum velocity at 77F (1.54 × 10−1𝑚/𝑠) ; considering the larger capillary 
width (100 nm): the maximum velocity at 350F (5.6 × 10−2𝑚/𝑠) is more than twice the 
maximum velocity at 77F (2.24 × 10−2𝑚/𝑠). This can be referred to the increased interaction 
between molecules at lower pressure and high temperature due to increased kinetic energy of the 
molecules. 
Figure 4-29 is plotted to check the discrepancy between the analytical and LBM simulation results 
at different pressures and temperatures. It is noticed that highest abnormality is observed at low 
pore pressure and high temperature as the analytical solution is valid only in the continuum flow 
regime, it does not take account of the molecular interactions in the fluid, slippage effect near the 
walls and fails when Knudsen number becomes larger. The least abnormality is seen at high pore 
pressure and low temperature where the mean free path of molecules is relatively small to have 





Figure 4-29: Deviance between Analytical and LBM numerical solution- maximum velocity with varying pore 
pressures and temperatures 
Some general observations noted from comparing above analytical solution and LBM solution are 
stated below where the maximum velocity is a function of 𝑃𝑝, 𝑇, 𝐻 pore pressure, temperature and 
capillary pore width respectively. 
1. 𝐻 - When capillary width is reduced 
 Analytical Solution- Vmax reduces  
 LBM Solution- as capillary width is reduced the Vmax initially drops until a critical capillary 
width, after which the Vmax increases significantly with reduction in pore size 
2. 𝑇 - When temperature is increases 
 Analytical Solution-  Vmax reduces 
 LBM Solution- Vmax increases 
3. 𝑃𝑝 - When pressure is reduced 
 Analytical Solution-  Vmax increases 
 LBM Solution- Vmax increases 
P = 1623 psi; T = 77F
P = 1623 psi; T = 350F
P = 600 psi; T = 150F
P = 300 psi; T = 77F
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P = 300 psi; T = 77F P = 300 psi; T = 150F P = 300 psi; T = 350F
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As observed from above results that the significant increase in maximum velocity in smaller 
capillary tubes is due to the effect of double slippage, it is important to study the distribution of 
wall velocities across different flow regimes with the change in pressure and temperature. Similar 
to the maximum velocity, the wall velocities are also plotted against Knudsen number, as shown 
in Figure 4-30, Figure 4-31, and Figure 4-32. It is observed that the wall velocity also increases 
with decrease in pressure i.e. increases from range of 10−3 𝑚/𝑠 to 10−1 𝑚/𝑠 when pressure 
increases from 1623 psi to 300 psi respectively . At 1623 psi pore pressure, majority of flow regime 
seen is slip flow; at 600 psi pressure slip and transition flow regimes are observed; and at 300 psi 
pressure majority of transition flow regime is seen. When the flow is in slip regime, the wall 
velocities are fairly low; but as the flow shifts into transition regime, the wall velocities become 
higher showing the influence of wall dominance.  
With the increase in temperature, the wall velocity increases and at higher temperatures of 350F, 
highest wall velocity is observed. Considering the wall velocity distribution at 1623 psi and 
comparing the velocity profiles across temperatures (Figure 4-30): for 5 nm it is observed that the 
wall velocity at 350F (2.4 × 10−3𝑚/𝑠) is more than four times the wall velocity at 77F (0.503 ×
10−3 𝑚/𝑠). This is due to the dependence of temperature on the mean free path which leads to 
increased kinetic energy of momentum transfer near the wall. At low temperature of 77F, there is 
no wall velocity observed in the larger capillary tube (100 nm) as continuum flow still prevails 
and the analytical solution is still valid. However, as the temperature increases to 350F, a low wall 




Figure 4-30: Plot displaying the wall velocity at high pore pressure of 1623 psi, varying temperature using LBM 
numerical solution against Knudsen number 
Examining the velocity profile at 600 psi across the temperature (Figure 4-31): for 5 nm, it is 
observed that the magnitude increase in wall velocity at 350F (5.63 × 10−2 𝑚/𝑠) is more than 
four times the wall velocity at 77F (1.16 × 10−2 𝑚/𝑠), also as observed for the higher 1623 psi 
pressure case. For 100 nm, the wall velocity at 350F (1.41 × 10−3 𝑚/𝑠) is four times the wall 
velocity at 77F (0.34 × 10−3 𝑚/𝑠). Next, studying the velocity profile at 300 psi across the 
temperature (Figure 4-32): for 5 nm, it is observed that the magnitude increase in wall velocity at 
350F (6.3 × 10−1 𝑚/𝑠) is more than four times the wall velocity at 77F (1.38 × 10−1 𝑚/𝑠). For 
100 nm, the wall velocity at 350F (2.08 × 10−2 𝑚/𝑠) is almost four times the wall velocity at 
77F (0.54 × 10−2 𝑚/𝑠). This increased wall velocities at high temperature and larger Knudsen 
numbers is due to the increased momentum transfer (as molecules collide with higher kinetic 





























Figure 4-31: Plot displaying the wall velocity at lower pore pressure of 600 psi, varying temperature using LBM 
numerical solution against Knudsen number 
 
Figure 4-32: Plot displaying the wall velocity at lower pore pressure of 300 psi, varying temperature using LBM 





















































Figure 4-33: Plot displaying the maximum velocity and wall velocity at high pore pressure of 1623 psi and 77F 
temperature at various flow regimes comparing LBM solution and Klinkenberg slip flow equation 
Figure 4-33 compares the maximum velocities and wall velocities from the developed LBM 
numerical solution and the Klinkenberg slip flow equation at a pressure of 1623 psi and 77F 
temperature. It is observed that most of the data points falls in the slip flow regime.  
Looking at the maximum velocities (blue line- Figure 4-33): at larger capillary (100 nm) the 
maximum velocity from both the solutions are the same, as there are no huge interactions near the 
wall causing slippage or Knudsen diffusion. But as the capillary size decreases, the Klinkenberg 
solution maximum velocities dies out indicating no flow whereas the LBM solution maximum 
velocities initially show a dip until a critical Knudsen number (at 20 nm) after which the maximum 
velocity increases due to the fluid-solid interactions at the wall including slippage and double 
slippage effects.  
Examining the wall velocities (orange line- Figure 4-33): Klinkenberg theory fails to capture the 
wall confinement and slippage effects near the wall when the flow regime shifts from continuum 
to higher Knudsen flow regimes, as molecules near the wall form a stationary wall where no 
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increasing wall velocities with reduction in capillary width as the molecules in the mean free path 








Figure 4-34: Plot displaying the maximum velocity and wall velocity at various flow regimes comparing LBM 
solution and Klinkenberg slip flow equation at pore pressure of 1623 psi and temperature of  (a)77F (b) 150F (c) 








Figure 4-35: Plot displaying the maximum velocity and wall velocity at various flow regimes comparing LBM 
solution and Klinkenberg slip flow equation at pore pressure of 600 psi and temperature of  (a)77F (b) 150F (c) 
350F in physical units 
Figure 4-34, Figure 4-35, and Figure 4-36 are plotted to analyze the effect of temperature and 
pressure on LBM numerical solution results, Klinkenberg slip flow equation results to study the 
flow velocity changes i.e. maximum center velocity and wall velocity changes. It is observed that 
as the pressure is decreased from 1623 psi to 600 psi to 300 psi, the magnitude of flow velocity 
increases from 10−3𝑚/𝑠 to 10−2𝑚/𝑠 to 10−1𝑚/𝑠 respectively. 
Considering Figure 4-34 it is observed that the maximum center velocity and wall velocity 
calculated using LBM increases with increase in temperature due to the increased kinetic energy 
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of the molecules. However, for maximum velocity calculated through LBM solution, there is a dip 
in velocity showing a critical Knudsen number (at 20 nm) and then increases again for smaller 
capillary tubes due to addition of wall confinement effect. Whereas, the Klinkenberg maximum 
center velocity values die out as the flow regime shifts from slip to transition flow regime. The 
Klinkenberg slip flow equation failed to capture the wall velocity in slip flow regime. 
 As the pressure is reduced from 1623 psi to 600 psi and eventually to 300 psi, the Knudsen number 
regimes move from slip flow regime to slip-transition flow regimes. From Figure 4-35 and Figure 
4-36 it is observed that Klinkenberg slip flow equation doesn’t capture the maximum center 
velocity and wall velocity as much as the LBM numerical solution does due to the effect of wall 
confinement and Knudsen diffusion. Similar to above inferences made about LBM solution flow 
velocities, in this case too the LBM maximum center velocity and LBM wall velocity increases 








Figure 4-36: Plot displaying the maximum velocity and wall velocity at various flow regimes comparing LBM 
solution and Klinkenberg slip flow equation at pore pressure of 300 psi and temperature of  (a)77F (b) 150F (c) 




Figure 4-37: Plot displaying the maximum velocity and wall velocity at various flow regimes comparing LBM 
solution and Klinkenberg slip flow equation at pore pressure 
Anomalies in gas dynamics in nanopores, such as Knudsen’s minimum in the mass flow rate 
during pressure driven flows, are interpreted as constituting deviations from equilibrium associated 
with high Knudsen numbers and classified accordingly in the kinetic theory of gases. Dongari et 
al. [53], combined this approach with a description wherein the total mass flux through the channel 
is regarded as composed of a combination of convective and diffusive fluxes. Their scheme 
resulted in reasonably good agreement with data over the full Knudsen number range. However, 
the value of the Knudsen minimum was underpredicted. Dadzie and Brenner [54], pointed out the 
same additional diffuse mass-density flux term to lead correct predictions of experimental data in 
the slip-transition regime, including specifically the enhanced mass flow rate phenomenon in 
microchannels, an observation confirmed separately also by Veltzke and Thaming [55]. The 
experimental data used was based on Helium mass flow rate measurements in a single 
microchannel by Ewart et al. 2007 [56]. However, in this experiment the adsorption and adsorbed 
gas transport that can lead to higher slippage velocity and mass flow rate is not considered. Using 
LBM simulation of adsorptive gas Methane in a similar single microchannel we have investigated 
the impact of Knudsen number on volumetric flow rate in Figure 4-37. It is observed that the 
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minimum Knudsen number can happen earlier at Kn= 0.2 considering the gas adsorption and 
adsorbed phase transport in organic nanopores.  
4.4. Comparison of slip flow with various analytically derived solutions 
The next section analyzes the effect of slip flow, displaying the normalized slip velocity with the 
changing flow regime shown in Figure 4-38. 
The normalized slip velocity is calculated using the Eq. (3-26) [43] which is a function of Knudsen 
number. Various analytically derived and empirical corrected second-order slip model were 
developed, their normalized slip velocity is calculated using first-order slip coefficient (𝐶1) and 
second-order slip coefficient (𝐶2) described in Table 3-2. From the Eq. (3-26) it is understood that 
the coefficient 𝐶2 impacts in deviation from straight line when normalized slip velocity is plotted 
against Knudsen number. This curve exponentially increase (𝐶2 positive), decrease (𝐶2 negative) 
or show no difference i.e. linear (𝐶2 =0) based on the second-order slip coefficient value.   
The LBM results shown previously displays high impact of double slippage leading to high 
velocities near the wall and overall increased velocity profile. Referring to the research of Fathi et 
al 2012[1], where the double slippage was first introduced through experimental results from shale 
rock samples; in this segment we use the double-slip Klinkenberg slip permeability equation which 
quantifies the molecular streaming effect Eq. (3-30) to investigate the influence of having only 
first-order slip coefficient expressed in Eq. (3-32). In the re-arranged equation (3-32), it is observed 
that only including the first-order slip coefficient impacts the normalized slip equation. Thus, to 
correlate the fluid behavior in recognizing the importance of just the coefficient 𝐶1 and not 
considering the second order slip order equation i.e. 𝐶2 = 0; new first-order slip coefficients are 
introduced (Table 4-2) to match the profiles generated when both first and second-order slip 
coefficients are considered as shown in Figure 4-38.   
Table 4-2-: List of various second-order slip model coefficients and matching first-order slip coefficient 
Authors 𝑪𝟏 𝑪𝟐 Match 𝑪𝟏 
Schamberg, 1947 [45] 1 5𝜋/2 1.2 
Cercignani, 1964 [46] 1.1466 0.9756 1.31 
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Deissler, 1964 [48] 1 9/8 1.19 
Hsia and Domoto, 1983 [50] 1 0.5 1.1 
Beskok et al., 1996 [52] 1 -0.5 0.93 
LBM Solution Results   2.35 
 
 
Figure 4-38: Plot displaying the normalized slip velocities compared using second-order slip models and the LBM 
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For this segment, slip flow regime is considered (10−3 < 𝐾𝑛 ≤ 10−1) and it is observed from 
Figure 4-38 that even when the second-order slip coefficient is neglected, the normalized slip flow 
velocities match the earlier second-order slip model profile with only slight deviation. LBM results 
are also plotted which shows higher slip velocity as LBM simulation incorporates the influence of 
high molecular interaction in the mean free path layer leading to higher kinetic energy and 
velocities due to the effect of double slippage. 
However, while extending the flow regime from earlier slip flow to transition flow regime, it is 
observed that the match values as introduced in Table 4-2, fail to capture the slip velocity profile 
as seen in Figure 4-39 due the inclusion of second-order slip coefficient to calculate the normalized 
slip velocity. 
 
Figure 4-39: Plot displaying the normalized slip velocities compared using second-order slip models and the LBM 
simulation results of slip and transition flow regimes 
4.5.  Conclusion 
This study focuses on the non-ideal single phase single component gas dynamics in organic nano 
capillary tubes in different flow regime conditions, ranging between continuum to slip to high 
transition flow. The dimensionless number, Knudsen number, defines the flow regimes based on 
capillary pore width and the mean free path. The mean free path of the molecules determines the 
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average collision distance between two particles and is dependent on the type of the gas, pore 
pressure and temperature.  
To understand the fluid flow behavior of methane gas on a broader outlook, the study was carried 
out where the pore pressure and reservoir temperature is altered between 1623 psi, 600 psi, 300 
psi and 77F, 150F, 350F respectively to consider the effects of pressure and temperature on fluid 
flow and at varying capillary widths. Using the analytical Poiseuille flow, analytical Klinkenberg 
slip equation, and modified Klinkenberg slip flow equation, the maximum center velocity and wall 
velocity based on flow regimes were examined. From this exercise, it was inferred that the 
analytical solutions capture the flow only at larger capillary widths where the Knudsen number is 
low, falling in the continuum and maybe can be extended to early slip flow regimes. 
To summarize the effect of different reservoir conditions on the analytical solutions, it is observed 
that the maximum velocity at the center of the capillary is dominant at low pressure and low 
temperature and the slip velocity is observed only in larger pores. And as the pore size reduces to 
5 nm, the permeability of the fluid decreases resulting in decrease in flow rate and hence the 
velocity. 
Next, the effect of slippage, wall confinement, Knudsen diffusion, and double slippage were 
analyzed through the new LBM-Ls model[8]. In this model, the system is considered closed by 
applying periodic boundary condition at the capillary inlet and outlet. The modified Langmuir slip 
boundary condition is applied to account for the adsorbed phase transport and slip flow by the 
walls. This model incorporates the molecular interactions (adsorptive/cohesive forces) between 
the fluid particles (fluid-fluid, fluid-solid) leading to a viscous-flow inside the capillary. For better 
understanding the results presented in this study are calculated both in lattice units and physical 
units. 
Implementing the LBM numerical simulation, the gas behavior is studied across capillary widths 
ranging from 100 nm to 5 nm. It is observed that at lower pressures, slippage is higher due to the 
larger mean free path of gas molecules wrt to the pore size. The range of Knudsen number when 
slippage occurs increases with decrease in pressure, and is dependent on the size of the pore 
through which gas flows. Under conditions where slippage occurs, Poiseuille and Darcy laws do 
not hold good. However at higher pressures, effect of slippage is not extensively seen as the mean 
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free path of gas molecules become smaller wrt to the pore size. But as the pore size reduces at 
higher pressures, slippage conditions become prevalent leading to high wall velocity.  
As the temperature increases with reducing capillary pore widths, the wall velocity keeps 
increasing to a point where the flow in smaller pores become greater than larger pore and the wall 
velocity becomes predominant. A critical Knudsen number comes into the role which alters the 
flow pattern where not only the wall velocity increases but the center velocity increases showing 
the influence of double slippage, introduced earlier by Fathi et al[1], caused due to the unceasing 
molecular collisions in the mean free path where the bounced back molecules carry their momenta 
to the bulk fluid at the center of the capillary causing molecular streaming effect on the fluid flow 
across the capillary. Thus, leading to amplified velocity profile.  
Lastly, the normalized slip velocity of LBM is compared with various analytically derived and 
empirical corrected second-order slip models and based on the double-slip Klinkenberg slip 
permeability equation, which quantifies the molecular streaming effect, the normalized slip 
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Knudsen number values at different pressures 
 
Figure 0-1: Range of Knudsen number values plotted between 600 psi and 300 psi 
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150 F 2.21E-03 
350 F 3.71E-03 
600 psi 
77F 4.21E-03 
150 F 5.44E-03 
350 F 9.25E-03 
300 psi 
77F 8.38E-03 
150 F 1.08E-02 
350 F 1.82E-02 
 
















77F 2.43 1.99 4.85 
150 F 2.46 1.98 4.86 
350 F 2.49 1.97 4.90 
 
Conversion from physical units to lattice units          
The thermodynamic and transport properties of pure hydrocarbon fluids and fluid mixtures up to 
20 components can be predicted using an interface, known as SUPERTRAPP. This interactive 
computer program executes phase equilibria calculations to anticipate the thermophysical 
properties of all phases and the feed. 
Considering a single phase, methane gas at Temperature 𝑇 = 25℃ and Pore pressure 𝑃 =
2500 𝑝𝑠𝑖. The thermophysical properties obtained are displayed in  
Table 0-3: Thermophysical properties of methane gas at 2500 psi and 25 C using SUPERTRAPP program 
Molar Mass, 𝑀,𝑔𝑚/𝑚𝑜𝑙 16.0425 














Table 0-4: Assumed capillary size and measured gas storage capacity for methane gas 
Length of capillary tube, 𝐿 100 nm (50 lu) 
Width of capillary tube, 𝐻 20 nm (10 lu) 
Langmuir pressure, 𝑃𝐿 , 𝑝𝑠𝑖 1800  























𝑇 = 25℃ = 293.15 𝐾 [𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛: 0℃ = 273.15 𝐾] 
Conversion from ‘cm’ to ‘lu’ 
𝐻 = 20 𝑛𝑚 = 10 𝑙𝑢 → 20 × 10−7𝑐𝑚 = 10 𝑙𝑢 
∴ 𝟏 𝒄𝒎 = 𝟓 × 𝟏𝟎𝟔 𝒍𝒖 

































































20 × 10−7 √
𝜋
2(
8.314 × 107 × 298.15
16.0425
)
= 2.12 × 10−2 

















 [𝑎𝑠 𝑅𝑇 =
1
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∴ 𝟏 𝒔𝒆𝒄 = 𝟑. 𝟒𝟎𝟒𝟑 × 𝟏𝟎𝟏𝟏 𝒕𝒔 
Calculation of maximum velocity in y-direction, Reynold’s number 




(𝑎2 − 𝑥2) 
𝑤ℎ𝑒𝑟𝑒, 𝐺∗ = {
(𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡)/𝐿
𝜌𝑔








































= 3.517 × 10−3
𝑐𝑚
𝑠






























= 3.52 × 10−6 
Conversion from ‘gm’ to ‘mu’ 
From Ideal Gas law, we have: 
𝑃𝑉 = 𝑛𝑅𝑇 → 𝑃𝑉 =
𝑚
𝑀





𝑅𝑇 → 𝑃 = 𝜌
𝑅𝑇
𝑀























) × (8.314 × 107
𝑔𝑚. 𝑐𝑚2
𝑠2. 𝐾.𝑚𝑜𝑙






















∴ 𝟏 𝒈𝒎 = 𝟗. 𝟐𝟐 × 𝟏𝟎𝟐𝟎𝒎𝒖 
Conversion from ‘mol’ to ‘l-mol’ 



















→ (2.48 × 1010)
(9.22 × 1020)𝑚𝑢. (5 × 106)2𝑙𝑢2













16.0425 × (9.22 × 1020 𝑚𝑢)
1.48 × 1022 𝑙 − 𝑚𝑜𝑙
= 0.9994 ≈ 1 
Thus the conversions are true and valid. 






























Considering an analogy between the equilibrium Langmuir isotherm equations expressed in terms 





















𝑃𝑉 = 𝑛𝑧𝑅𝑇 →  𝑃 = (
𝑛
𝑉




























𝐾 = 164.385 
(5 × 106 𝑙𝑢)3







𝑃𝑉 = 𝑛𝑧𝑅𝑇 →  𝑃𝑀 = (
𝑛𝑀
𝑉

















= 0.4 × 
9.22 × 1020𝑚𝑢


























































                                                          
  
