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We study here a new kind of modified Bernstein polynomial operators on 
L’(0, 1) introduced by J. L. Durrmeyer in [4]. We define foryintegrable on [0, 11 
the modified Bernstein polynomial M,f: MAX) = (n + 1) X:=0 pnk(x) 
.r‘: pnk(t)f(t)dt. I f  the derivative dIf/dx’ with r > 0 is continuous on [0, 11, 
(d’/dx’)M,f converge uniformly on [0, l] and SU~,,,~,,, ]M,f(x) -S(x)] < 
2w,(l/fi) if o, is the modulus of continuity ofj Iffis in Sobolev space W’SP(O, 1) 
with 12 0, p > 1, M,fconverge tofin W’.‘(O, 1). 
I. DEFINITION ET RBSULTATS P~~LIMINAIREB 
DEFINITION 1.1. On appelle polyn6me de Bernstein modifiC de degr6 n 
associk i une fonction f intCgrable sur [0, 11, le polyn6me M, f d&hi par: 
OiI 
M,f(x) = (n + 1) i Pnk(X) j1 PnkW f(f) a 
k=O 0 
Pnk(X) = pour 0 < k < n. 
On rappelle que le polyname de Bernstein classique associC i une fonction 
dChie sur [0, 11, de degr& n est dtfmi par: 
Bnf(X) = t Pn&) f(k/n). 
k=O 
Dans cette expression on a remplactf(k/n) par: (n + 1) Ii pnk(t)f(t) dt. 
Cette dkfinition est adaptke 1 l’approximation des fonctions intkgrables sur 
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(0, 11. Elle est a rapprocher de celle des polynomes de Bernstein, 
Kantorovitch pour une fonction integrable qui est: 
PJ(X) = (n + 1) k$o P&) jE::);;‘+ lh) dt. 
PROPOSITION 1.2. L’ophateur M, est un ophateur Maire, positif sur 
respace des fonctions intbgrables sur [0, 1 ] Li valeurs rbelles. I1 conserve les 
constantes et transforme un polyno^me de degre’ m < n en un polynGme de 
degre’ m. 
Dkmonstration. L’optrateur M, &ant evidemment lineaire, pour montrer 
qu’il conserve le degre des polynomes, il suffit de demontrer cette propriete 
pour le polynomef(x) = x”’ oti m < n. A l’aide de la fonction beta on montre 
que: 
I 
’ pnk(t) dt = l/(n + 1) pour k = 0, l,..., 12. 
0 
On a ainsi pour tout m entier: 
I 
1 
PnkW t”’ dt = 
(k+m)! n! 
si k = 0, l,..., n. 
0 
k, 
(n+m+ l)! 
Le polynome M,f s’ecrit alors: 
M,f(x) = (n + 1) i: PAX) (k :I”)! (n + i!+ I)! * 
k=O 
Or, pour tous reels x et y et tous entiers m et n avec m < n, on a: 
am (X”(X + y)“) = to ( ;) xkYn-k (k y’! * 
axm 
Cette expression est transformee a l’aide de la formule de Leibniz en 
m m m. 
CC ) 
1 n! 
r=O r 
7xr (n _ r)! (x + v)“-‘- 
r. 
On pose y = 1 - x et on obtient l’egalite: 
(n + l)! m m m! n! 
Mnf(x)= (n + m + I)! r=O x( 1 r r! (n - r)! xr* 
En particulier si m = 0, M,f(x) = 1 pour tout x E R: si m = 1 et 
x E [0, 11, on obtient x:=0 (k t 1) pnk(x) = 1 t nx, et si m = 2 et x E (0, 11, 
c;=. (k t l)(k t 2) p,&(x) = 2 + 4%~ t n(n - 1) x2. 
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II. ETUDE DE MJQUAND~A DES PROPRIMS DE 
CONTINUITY ou DE DBRIVABILITB 
Si la fonction f est continue sur [0, 11, on va montrer que la suite M,f 
converge uniformiment vers f, en donnant une majoration de SU~,,,~,,, 
IM,f(x) -f(x)1 a l’aide du module de continuite de f. Une autre 
demonstration de la convergence uniforme de M,f vers f a Cte donnee par 
Durrmeyer dans [4] saris etudier la rapidite de convergence. On rappelle que 
le module de continuite de f est defini par: 
UXh) = ,y& If@ + t) -f(x)l* 
xelO,ll 
x+tE[o,ll 
LEMME II. 1. 
sup (So P.x(x)jdg,,(f)(I--x)‘dt)= 2(n+2f(n+3) 
XS[O,ll 
pour n > 3. 
Dthonstration. Les identites du paragraphe I nous donnent, pour tout 
XE 10, 11: 
c P&) j’ P,&))@ - xl’ dt 
k=O 0 
;- &k(X) 
(k + 2)(k + 1) k+l 
2 
= 
k=O (n + 3)(n + 2)(n + 1) -2x(n+2)(n+1)+n:l 
1 =- 
n+l 
2+4nx+n(n-l)~~-~~(nx+l) 
(n + 2)(n + 3) n+2 +x2 
2nx( 1 - x) - 6x( 1 - x) + 2 
= (n + l)(n + 2)(n + 3) * 
Des que n > 3, cette quantite est maximum pour x = f , d’ou: 
sup 
xeI0.11 
i p,k(x)j1p.k(t)(r-x)2d') = 2cn + 2ftn + 31' 
k=O 0 
THI~OR~ME 11.2. Pour toute fonction f continue SW [ 0, 11, la suite M, f 
converge uniformhent sur [0, 1 ] et: 
sip,, IM,f(x) -f (4 G 2qWd3 pour n > 3. 
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Dbmonstration. Ce rksultat est une consbquence immtdiate du 
Lemme II. 1 et du ThCorkme II.3 de Shisha et Mond [ 61 suivant: 
THBOR~ME 11.3. Pour toute suite d’op&ateurs lin6aires positif L, 
depnis sur respace des fonctions continues sur [a, b], ci valeur dans cet 
espace, vhifiant L,(l, .) = 1, nous avons: 
sup 
xela,bl 
I L,(f, x) - f(4 < 2Wfi”), 
pour toulefonction f continue sur [a, b], 02i ,LI’, = s~p,,,~,~, (L,(. -x)*, x). 
PROPOSITION 11.3. Soit la fonction T,,, d&Me sur [0, 1 J, pour tous 
entiers m et n, par 
Tn,,(x> = f ~n,z(x) j’ pnk(t)(x - t)” dt. 
k=O 0 
(1) T,,,(x) est un polyno^me en x de degrk m. 
(2) T,,,(x) est une fraction rationnelle en n, la diffPrence entre le 
degre’ du dhominateur et le degre’ du numbrateur &ant: m/2 + 1 si m est 
pair, et (m + 1)/2 + 1 si m est impair. 
(3) T,,,,(x) est un polyn6me en x(1 -x) et est uniformkment 
kquivalent quand n + 00 ci 
&p$x,l -x))m. 
n 
(4) T,,,,-,(x) est un polyn6me en x( 1 - x) multiplie’ par (1 - 2x) et 
est uniforme’ment e’quivalent quand n + co 6: 
1 (2m)! -- 
n m+’ 2. (m- I)! 
(1 -2x)(x(1 -x))V 
Dt!monstration. On a 
Tt,m(x> = i P;ktx) j1 Pnktt)cX - t>" dt + mT,,,,- ,(X>. 
k=O 0 
Puisque x(1 - x) pLk(x) = p,,(x)(k - nx) pour 0 < k < n, on kcrit: 
x(1 - X> 5 Pk,(x$ Pnk(t)(X - V' dt 
k=O 0 
= f 
k=O 
p,&) j1 t(l - t> p;k(t)(X - t)" dt - nT,,m+ I(X)* 
0 
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(1 ~2x)(Zb~~t+x;lpnCx),eZ-aie 
utilisant I’egalite t( 1 - t) = -(x - t)’ - 
pour tout x E [0, l] et t E [0, 11, puis en 
inttgrant par parties: 
n*Vl+ 1 (xl - x(1- x>[m*,,m- l(x) - Tn.&)1 
= 5 pnk(X) j’ (-(x - ty - (1 - 2x)(x - t) 
k=O 0 
+ X( 1 - X)) &k(t)@ - t)” dt 
= 'l !%ktX) /"I htk(f)[-(m + 2)(x - t)m+' 
k=O -0 
- (1 - 2x)@ + 1)(x - t)” + x( 1 - x) m(x - t)” - ‘1 dt 
= -Cm + 2) *n.m+ 1 6) - (m + 1)(1 - 2x1 *n.,(x) +mx(l -x> Tn,m-,(x>. 
Nous avons done la relation de recurrence: 
(n + m + 2) Tn.,+ 1 (X)=X(1 -x>[2m*,,,-l(x)-*~,m(x)l 
- (1 - 2x)@ + 1) T,,,(x), 
qui permet d’etablir toutes les proprietes du theoreme. En fait, c’est le 
corollaire suivant que nous utiliserons dans la suite: 
COROLLAIRE 11.4. nmtl T,,2m(~) est, pour tout entier m, borne’ unifor- 
mkment en n et x. 
THBOR~ME 11.5. Si f est intkgrable, born&e sur [0, l] et admet une 
dkrivke seconde au point x E [0, 11: 
li+li n(M,f(x) -f(x)) = (1 - 2x) f’(x) + x( 1 - x) f”(x) 
De plus, cette limite est unifarme si f” est continue sur [0, 1 ]. 
Dkmonstration. La formule de Taylor au point x s’ecrit: 
f(t) = f(x) + (t - X)f’(X) + [(t -x)*/q f”(X) + (t -x)’ E(f - x) 
oi du) -u-o 0 et E est une fonction integrable, bornee sur [-x, 1 - x]. 
La linearite de M, et les identitts du paragraphe I nous permettent 
d’ecrire: 
M,f(x) =.m) +f’(x) (yg -x) 
+ f”(x) (2n - 6) x( 1 - x) + 2 
2 (n + 2)(n + 3) 
+ E(n, x) 
64013 114~3 
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E(n, x) = (n + 1) i 
k=O 
P&(X) j’ &Jt)(t - x)’ E(t - x) dt. 
0 
Pour dtmontrer qu’on a l’expression asymptotique cherchee, il suffit de 
montrer que nE(n, x) +n*oO 0. 
Posons M = supUEt-,,r -Xl Is(u)] et pour E > 0 arbitraire, soit 6 > 0, tel que 
le(u)l < E d&s que Ju] < 6. 
Pour tout t E [0, 11, on a (c(t - x)] < E + M(t - x)*/6’ et done: 
E(n, x> < (n + 1) & i PnktX) j’ &k@)@ - x>’ dt 
k=O 0 
+ tn + l)(M/d*) kto P”k(X) j; Pnk@)@ - xl4 dt 
oh K est une constante d’apres la Proposition 11.3. Done, pour n assez grand, 
on a: ] nE(n, x)] < E. Ce rbultat signifie que si f admet une derivee seconde 
en x, on a ]M,f(x) - f(x)] = O( l/n). 
Si f” est continue sur [0, 11, notons e+ le module de continuite de f”. On 
aI&(t-x)(~Of”(lt-xI)~(1+It-xl/~)o,,,(B)pourtout6>0. 
On utilise l’inegalite de Schwarz sur les sommes et les integrales pour 
obtenir: 
IE(n,x>I < +@) tn + 1) f: P,k(x)j1P,k(t)~x-')2dt 
[ k=O 0 
+ q 2 P,,ktX) j1 Pnk@) It --xi3 dt ] 
k=O 0 
< qm 
n+l 
2(n + 2)(n + 3) + 
tn+ 1) 
6 
l/2 
x k$o PnkcX) j’ !%k@)@ - x>’ dt) 
x 
( 
kto P,ktx)j' i%ktf)@ +I" dt 
l/2 
0 1 I 
n+l n+l 1 K I/2 
< qm 2(n + 2)(n + 3) + 6 2(n + 2)(n + 3) 7 )I * 
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En prenant 6 = l/fi on obtient: 
et nE(n, x) converge uniformkment vers 0, d’oti le rhltat Inonci. 
Seules les fonctions f(x) = A log(x/l -x) + B oti A et B sont des r&els 
vhifient 
hf”f(X) -.@>I = wn>. 
On rappelle que les polynbmes de Bernstein classiques sont tels que: 
$I n(B,f(x) -f(x)) = -x( 1 - x)/2 f”(x) 
si f”(x) existe (Voronowska [8]). 
TH~OR~ME 11.6. Si f est intdgrable, born&e et admet une d&i&e dordre 
r en xE [0, 11: 
lim KM,f(x) = $f(x). n-co a!x 
Dbmonstration. Nous utiliserons le lemme suivant empruntC i Lorentz 
15, P. 261. 
LEMME 11.7. II existe des polyncimes qi,j,, depnis sur [0, I] pour i, j, r 
entiers v&pant i > 0, j > 0, 2i + j ,< r, tels que: 
$x*(1 -x)“-‘(= Q,,,,,(x)xk+(l -x)~-~-~ 
pour tous k et r oti: Q,,,,,(x) = JJISj n’(k - nxy’ qi,/,,(X), la somme &ant prise 
sur Pensemble i > 0, j > 0, 2i + j < r. 
DPmonstration du Thkorime 11.6. On d(?montre d’abord que 
(d’/dx’) MJ(x) peut toujours se mettre sous la forme: 
(n + l)! n! F\;’ p _ 
(n - r)! (n + r)! ,eO ” r’q 
(x) 
’ dr 
X 
i n dt’Pntr,l7tr 
@I(- 1 )‘fW df 
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La formule de Leibniz nous donne: 
x (-1)-j j1 pnk(t)f(f) dt. 
0 
En changeant l’indice de sommation, on obtient: 
d’M,f(x) = (n + l>! “\;’ p _ 
dx’ (n - r)! kto ” r’k 
(x) 
X 
I 0 
‘q. : 
0 ,eo J 
(--1)‘~’ p n,k +j(t> f(t) dt* 
La formule de Leibniz nous permet d’ecrire: 
“+*,k+r(t) = (n :!“I i (i’) (--lYPn,k+j(t)* 
j=O 
On obtient ainsi l’expression que l’on avait annoncee. 
On ecrit le dkeloppement de Taylor de f au voisinage de x, a l’ordre r: 
f(t)=f(x)+(t-x)fyx)+.-+qy$(x)+(t-X)’E@-x) 
oh E(U) -+u*o 0 et E est une fonction integrable, bornle par M. On detinit 
R(t)=f(x)+(t-x)f’(x)+***+ 7 -&f(X). 
En integrant r fois par parties, on obtient: 
$M,R(x) = @ Fr;! ‘:n! $ z Pn-Jx) 
x ‘P 1 0 
n+r,k+rW $ R(t) dt. 
D’apris la definition de R on a: 
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pour tout t E [0, 11 et done: 
$.M,R(x) = (n + I)! n! -50 y -$fO. 
(n-r)!(n+r+l)! dx’ 
Pour demontrer le theoreme, il suffit done maintenant de montrer que 
(d’ldx’) M,(f - R)(x) -+n+x 0. Posons g = f -R = (t - x)~ e(t - x). 
On utilise d’abord le Lemme 11.7: 
la somme en (i, j) &ant prise sur i > 0, j > 0 et 2i + j Q r. On pose M’ = 
s”Px~[O,I] s”P2i+j(r ISi,j,r(x>l* 
On majore cette quantitl a l’aide de l’inegalite de Schwarz sur les sommes 
tinies. 
xy1 -X)‘$Mng(x) <M’(n + 1)X ?ri 
, ( 
i (k - nx)‘j Pnk(X) 
l/2 
Nous utiliserons la propriete connue (voir Lorentz [4]): 
f S;pI ( k$o lk - nx)2’h(x)) 
est borne pour tout entier j. 
Pour majorer la deuxieme somme du produit, on considere pour tout 
E > 0, 6 > 0 tel que (U ] < 6 entraine Is(u)] < E. On tcrit alors, en utilisant 
l’inegalite de Schwarz et la majoration 
(&(t - x))2 < E2 + (M2/d2)(t -x)2 
’ < [l/b + l)l j1 Pnk@) 1 g(t)? dt 
0 
< [l&l + I)] C2 j’ (t - X)2r &k(f) dt 
0 
+ (M2/62) j1 (t - x)~~+’ pnk(t) dt. 
0 
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En utilisant la Proposition 11.3, on obtient si n est assez grand: 
+ ~nktx) j1 ink g(t) dt 
2 
k%O 
= &ZO( 1/nr+ 2). 
0 
Nous obtenons alors: 
xy1 -x)+4~g(x) 
=Me(n + 1) \‘ nitY20 
2iZ<r 
< KG 
oli K est une constante. Cette propriCt& &ant vraie pour tout E > 0, nous 
obtenons le rksultat cherchk. 
THI~OR~ME 11.8. Si f admet une d&ivPe dordre r continue sur [0, 11, la 
suite (d’/dx’) M,, f converge uniformt!ment vers (d’/dx’) f et 
sup (n+r+l)!(n-r)! d’ 
xs10.11 (n + I)! n! -&fnfO-&f(x)/ UO+w ($3 
ori K, est une constante inde’pendante de f et de n, et wflr, le module de 
continuite’ de (d’/dx’)J 
Dkmonstration. Si f admet une dkrivte d’ordre r continue sur [0, 11, on 
a, aprts r inttgrations par parties: 
&&f(x) = cn Fr;!; $! x Pn-r,ktX) 
x IP i 0 
.+r,d)-$f(t)dt. 
Les relations sur les pnk permettent d’kcrire: 
(n+r+ l)!(n-r)! d’ 
(n + l)! n! dx’ M,,f (xl - $f@,( 
n--r 
< (n + r + 1) kTo &-r,k(X) 11 Pn+r,k+r@) 
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et, comme dans la demonstration du ThCorBme 11.2, on majore cette quantite 
a l’aide du module de continuite de (cf’/dx’)fpar: 
oti 6 est un reel qu’on prend Cgal i l/fi. On vtrifie que 
et on obtient la majoration cherchee. 
La convergence uniforme de (8/k’) 44, f vers (d’/dx’)f se deduit de ce 
resultat parce que 
(n+r+ l)!(n-r)! , 1 
(n+ l)!n! n- 
et (d’/dx’)f(x) est bornee sur [0, 11. 
III. ETUDE DE MJQUAND~EST INTI?GRABLE 
Dans ce paragraphe, nous montrons que les polynomes de Legendre sont 
les vecteurs propres de A4, et en deduisons une nouvelle expression de M,f, 
qu’on obtient alors par un pro&de de sommation a partir des sommes 
partielles des series de Legendre, de facon analogue aux sommes de Fejer 
pour les series de Fourier (Timan [7]). Ce resultat est spicifique aux 
operateurs de Bernstein modifies M,, en effet, l’opbrateur de Bernstein 
classique et l’operateur de Bernstein-Kantorovitch, de degrts n, admettent 
chacun un sysdme complet de vecteurs propres, mais celui-ci depend de n. 
PROPOSITION III. 1. Soit H un espace de Hilbert et soit H,,, une suite 
croissante de sous-espaces de H tels que dim H, = m pour tout entier m. 
Soit L un operateur d&i sur H tel que L(H,,,) c H,,, et L*(H,) c H,,, 
(L* &ant Padjoint de L) pour tout entier m. Alors la suite orthogonale 
(Vm>m,N definie par V,,, E H,,, , V,,, I H,-, , I( V,,, )( = 1 est une suite de 
vecteurs propres de L, (les valeurs propres associees aux V,,, pouvant &re 
nulles). 
Demonstration. Soit WE H,,,-, , quelconque. On a (L V,,,, W), = 
(V,,,, L* W), = 0 car L* laisse H,... , invariant; il en resulte que L V,,,, qui 
est dans H,,,, est orthogonal a H,,- , , il est done colineaire a V,,,. 
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LEMME 111.2. Si f et g sont deux fonctions intbgrables SW [O, 11: 
j' M,f(x) g(x) dx = j ' f(t) M, g(t) dt 
0 0 
pour tout n E N. En particulier M, est un opkrateur auto adjoint sur 
L2(0, 1). 
Dhonstration. Si f et g sont deux fonctions integrables sur [0, I]: 
j ’ M,f(x) g(x) dx = (n + 1) 2 j1 PAX) g(x) dx j ’ pnk(t) f(t) dt 
0 k=O 0 0 
= 
I 
’ f(t) M, g(t) dt. 
0 
D’ou, sif et g sont dans L*(O, l), on a: 
THBOR~ME 111.3. Les polyn6mes de Legendre sont les vecteurs propres 
de M,, pour tout entier n E IN. La valeur propre associt!e au polynhe de 
Legendre de degrt! m est: An.,, = (n + l)! n!/(n + m + l)! (n - m)! si m < n 
et A,,, = 0 si m > n. 
Demonstration. On utilise la Proposition III.1 en prenant H = L*(O, 1) et 
en ditinissant H, comme l’espace des polynomes de degre < m - 1. 
Les conditions de la Proposition III.1 sont vbifiees, en effet 44, est auto 
adjoint, laisse invariant H, pour m < n puisqu’il conserve le degre des 
polynomes de degre < n, il laisse aussi invariant H, pour m > n puisqu’il est 
i valeurs dans l’espace des polynomes de degre < n. 
On en dkluit que la suite (I’,),, N telle que: V,,, E H,, V, I H,-, et 
)( V,II = 1, est une suite de vecteurs propres de M, pour tout entier n. Cette 
suite est la suite des polynomes de Legendre norm& dans L*(O, l), c’est-a- 
dire: 
Vm+,(x> = Frn “,“I’ l-f& (xrn(l - x)m). 
Dans la suite, nous noterons ce polynome Q, et la valeur propre qui lui 
est associee pour l’operateur M,, A,,, . 
Puisque M, est contractant pour L,, on a [An,,,] Q 1; et puisque M,f 
converge vers f dans L, si f est une fonction continue on a A,,,, -+“- 1 pour 
chaque m fix& Plus prbcisement, on a J.n,m = 0 si m > n, car, puisque 
(M,Q,,Q,>,2=<Q,,Q,>,2~n,r=0 si r<n et m>n, M,Q, est un 
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polynbme de degre < n orthogonal a tout polynome de degre < n, il est done 
nul. 
Si m < n, puisque M, conserve le degre des polynomes de degre < n, on 
obtient A,,, , en regardant quelle est l’image de x”’ par M,. L’identite du 
paragraphe I nous donne: 
Ln = 
(n + l)n! 
(n - m)! (n + m + l)! 
COROLLAIRE 111.4. Si f est une fonction intkgrable sur [0, 11: 
oti Q, est le poly&me de Legendre de degre’ m. 
D6monstration. Pour toute fonction f integrable, M,f &ant un polynome 
de degre n, on peut trouver des reels a,.,(J) pour 0 < m < n, tels que: 
M,f= k a,,,(f)Qm. 
m=0 
Pour r < n on a, puisque M, est auto adjoint: 
= 
!^  
;f(WnQ,W dx=L,r~lf(-x) Q,(x)dx 
0 
d’ou 
a.,,(f)=~..,j’f(x)Q,(x)dx. 
0 
THBOR~ME 111.5. Pour toute fonction f  intt!grable sur [0, 11, la suite M,f 
converge presque partout vers J 
Dt!monstration. Soit f  une fonction integrable sur [0, 11. On pose 
F(x) = lt f  (1) dt. On va montrer que, si F est derivable au point a E IO, 1 [ et 
si F’(a) =f(a), ce qui est vrai presque partout d’apres le theoreme de 
Lebesgue, la suite M, f  (a) converge vers f  (a). 
Pour tout k, 0 < k < n, le produit pnk(t) F(t) est absolument continu et 
puisque F’(t) = f  (t) presque partout, on a pour tout x E [0, 11: 
P&) F(x) = lx Ph(t) F(t) dt + lx Pnk(t) f(t) dt. 
0 0 
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On obtient alors I’expression de M,f(a): 
M,f(u) = (n + 1) a”F( 1) - (n + 1) c p,,(a) j1 &(f) F(l) dt. 
ke0 0 
La fonction F &ant derivable en a, nous avons: 
F(t) = F(a) + (t - a) F’(u) + (t-u) ~(t - a) 
oii E(U) -+u+o 0 et E(U) est borne. 
L’operateur M, &ant linlaire, il peut se mettre sous la forme: 
M,f(u) = (n + l)[ (u”F( 1) - a( 1 - a) F’(a) 
x (a”-’ + (1 -a)“-‘) - F(u)(u” - (1 -a)“] 
+F’(u)-(n+ 1) f- 
ke0 
Pnk@$ dtk(f)(f - a) &(t - a) df. 
0 
Puisque a E IO, l[, pour montrer que M,,f(u) converge vers F’(u), il s&it 
de montrer que: 
E”(U) = (n + 1) + 
ke0 
&kb) I' P;k(f)(f - a> &(f - a) dt -yyy-+ O. 
0 
On utilise la relation 
dtktf) = (~n--l,k--l(f) - Pn-l,ktf)) n si l<k<n-1. 
Par un changement d’indice de sommation, on obtient: 
n-l 
E,(u) = (n + l> n 1 (P&k+ I@> - pn.k@)) 
k=O 
I 
' x pn- , ,k(f)(f - a) E(f - a) df. 
0 
La relation ci-dessus, exprimant pik(f), nous donne alors: 
n-1 
UC1 -u)‘%(u)=n 2: &+l,k+l(“)((n+ lj”-&+ ‘)I 
k=O 
x 'P.-~.k(f)(f-U)F(f-U)df. 
I 0 
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L’inegalite de Schwarz sur les sommes finies entraine: 
ml(a) 41 - a>>’ 
n-l 
\n < 2 \‘ 
k=O 
p,+l,k+l(4((n + lb - (k + VI2 
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n+l,k+l(a) (f P,- ,,k(f)(t - a) Ccl - a) df ; 
0 
la relation suivante, utilisee couramment dans l’itude des polynomes de 
Bernstein classiques (Lorentz [4]): 
T’ 
k:O 
p,,(x)(k - nx)2 = nx( 1 - x) 
emhe que (l/n> ci:i i%+l,k+l (a)((n + 1) a - (k + 1))2 est borne unifor- 
mement en n. Pour Ctudier la deuxieme somme, pour E > 0, on considere 
6 > 0 tel que ] u ] < 6 entraine ] s(n)] < e. 
On pose su~,,[,,~-~~ Is(u)I = M. 
L’inegalite de Schwarz et la convexite de t + t2 donnent: 
n-1 
\’ P 
k=O 
n+,.k+l@) (~~p.-,.k(t)(ra)8(t---a)df)2 
n-l 
<(l/n) \- 
k=O 
~~+I.x+I~a~~o'~.-~,k~c~~c -d'@(f --Q))*df* 
On partage l’intervalle d’integration en 2 parties, suivant que 1 t - a 1 > 6 
ou /t-al <ix 
On obtient ainsi les deux evaluations: 
n-1 
\‘ P 
k:O 
n+l.k+l(a)~,~_,,<, Pn-l,k(t)(f - a)' (E(t - a))' dt = &*o( l/n’). (1) 
f~10.11 
n-1 
\- P 
k=O 
n+Lk+~(a)jlt-o,<8 P,-,,k(r)(f-a)2 (E(+-LI))2df 
fC[O,ll 
p 
n+l,k+l(a)~~ P,-l,k(f)(t - U)4 dt = $ 0 (2) 
On obtient, en ajoutant ces deux quantites 
n-1 
TP 
keO 
n+l,k+l(a) (1; Pn-l.k(f)(r--a)E(f-a)d~)2 = (E2+--$)o (f). 
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Si on choisit n assez grand, le resultat obtenu est en s20(l/n2). Ainsi, pour 
tout E > 0, on a montre l’inegaliti d&s que n est assez grand: 
a( 1 - a) i 
k=O 
ou K est une constante independante de n et de E. 
On en deduit que pour un point a E IO, l[, tel que F’(u) existe, la suite 
M,f(u) converge versf(u). (C’est vrai en particulier si f est continue en a.) 
IV. CONVERGENCE DANS LES ESPACES DE SOBOLEV 
Nous itudions maintenant la convergence de M,f vers f dans l’espace de 
Sobolev W’Tp(O, 1) des fonctions f de Lp(O, 1) dont la dtrivee d’ordre r au 
sens des distributions notee D’f, pour r < 1, est dans L”(O, l), muni de la 
norme: 
( ) 
UP 
Ilf II w,,p(o,l) = z, II~‘fll~~CO.~) * . 
PROPOSITION IV.l. L’op&uteur M, dejhi SW W’qp(O, 1) est unifor- 
mefment borne’ en n pour p > 1. 
Dhonstrution. Les fonctions P,,+~,~+~ pour k < n - r ont des derivees 
d’ordre r’ < r - 1 nulles en 0 et 1. 
Done l’expression de (d’/dx’) M, f obtenue quand (d’/dx’)f est continue, 
est encore valable si la derivee au sens des distributions D’f est definie, 
integrable sur (0, I), c’est-i-dire: 
&f(x) = (n "$','n! $, y Pn-r,ktX) j' P,+r,k+r(t)Drf(t)dt. 
*k 0 0 
Soit f E W’*p(O, 1 ), si r < I, on a: 
car pour tout t E (0, l), Ci:A pn+r,k+r(t) < 1. 
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Pour p > 1, I’inigalite de Holder donne: 
Ii 
1 
P n+r.k+r(t) m-(t) dt 
0 
0 1 (P-U/P , ) u 1 VP G Pn+r,k+r(t)dt P n+r.k+r(t) lm-Wl”dt 0 0 
la convexite de t + 1 t Ip entraine alors: 
I/ /I -gr-KS LP(0.I) 
< @+lPn! 
0 
, n-r 
(n - r)! (n + r)! 
-5- PM&(x) 
o k%O 
ci 
1 P l/P 
x pn+r.k+r(t) D’f(t) dt 
0 i) 
G @+lPn! 
1 1 
(n - r)! (n + r)! (n _ r + l)1/p (n + r + l)(p-‘up “D’f”rpco’l) 
d’oi t’M,f” Wl.P(O,l) G llfll wI.pco,I) pour touts 2 1. 
TH~OR~ME IV.2. Pour toute fonction f E W’3p(0, l), la suite M,f 
converge vers f dans W’3p(0, l), (p > 1). 
Dimonstration. Dans le paragraphe II, nous avons montre que si 4 
admet une derivee (d’/dx’) 4 continue, la suite (d’/dx’) M, 4 converge unifor- 
mement vers 4. 
Done M,Q converge vers 4 dans WrTp(O, 1) si p 2 1. Nous raisonnons 
ensuite par densite. Soit f E W’*p(O, 1). Pour tout E > 0, on peut trouver 4 
indefiniment derivable, a support compact dans IO, 1[ tel que 
II4 -f II wb(o.l) < E. On a 
M&f -fll W.P(O.1) G 2 Ilf - ill W’.P(O,l) + IMn# -avwOJ). 
11 en resulte, pour tout -5 > 0: 
i-2 IIMnf -f llww0,*I) G 2.2 
et la propriete de convergence de M,f vers f dans W,,,(O, 1). Ce theoreme et 
la Proposition IV.1 ont et& demontres par Durrmeyer [4]. 
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PROPOSITION IV.3. Une condition n&essaire et sufJisante pour que la 
fonction f intkgrable sur (0, 1) soit dans W’*p(O, 1) est que la suite 
lI~“flIW’.P(O,*) soit borndee, (p > 1, I > 0). 
Dhonstration. La condition est necessaire d’aprb le Thloreme IV. 1. 
Montrons qu’elle est suffkante. Soit f integrable sur (0, 1) telle que 
ll~,fllw’s(o,l) soit born&e. Puisque la suite M,f converge vers f dans 
L’(0, l), la suite (d’/dx’) M,f converge au sens des distributions vers D’f 
pour tout entier r < 1. Raisonnons par densite pour montrer que 
D’fEL”(0, 1) pourp> 1 et O<r<Z. 
L’inegaliti suivante est vraie pour tout g E L4(0, 1) si l/p + l/q = 1, tout 
4 indefiniment derivable a support compact dans IO, 1 [, tous entiers m et n et 
r< I: 
Pour E > 0 arbitraire, on peut choisir 0 tel que ]] g - #]lL4C0,1) GE. La 
quantite ci-dessus est alors major&e par 
On en deduit que la suite (d’/dx’)MJ converge faiblement dans Lp(O, 1) 
si r < 1 et done sa limite D’f est dans Lp(O, 1). 
Remarque. Les resultats de Berens et De Vore [l] sur l’approximation 
dans Lp(O, 1) de fonctions de Lp(O, 1) a l’aide de suites d’operateurs lineaires 
positifs permettent d’ecrire pour tout p > 1 et pour tout f E L”(0, 1): 
ou opdf a) est le module de regularite dans Lp de f: 
wp(f, t) = sup sup o<u<t XGIO.11 (1 ,: If@ + U)-f 6)lpqwp~ 
L’APPROXIMATION DE FONCTIONS INTEGRABLES 343 
REFERENCES 
1. H. BERENS ET A. DE VORE, Quantitative Theorems for L,-Spaces, in “Approximation 
Theory II” (G. G. Lorentz, ed.), pp. 289-298, Academic Press, New York, 1976. 
2. CHR. COATMELEC, Approximation et interpolation des fonctions differentiables de plusieurs 
variables, Ann. Sci. Ecole Norm. Sup. (1966), 271-341. 
3. M. M. DERRIENNIC, Sur I’approximation des fonctions d’une ou plusieurs variables par des 
polynomes de Bernstein modifies et application au probleme des moments, These de 3e 
cycle, Universite de Rennes, 1978. 
4. .I. L. DURRMEYER, Une formule d’inversion de la transformee de Laplace: Applications a la 
theorie des moments, These de 3e cycle, Faculte des Sciences de I’Universite de Paris, 
1967. 
5. G. G. LORENTZ, “Bernstein Polynomials,” Univ. of Toronto Press, Toronto, 1953. 
6. 0. SHISHA ET B. MOND, The degree of convergence of sequences of linear positive 
operators, Proc. Nat. Acad. Sci. USA 60 (1968), 1196-1200. 
7. A. F. TIMAN, “Theory of Approximation of Functions of a Real Variable,” Hindustan 
Publishing Corporation (1966). 
8. E. VORONOWSKAJA, Determination de la forme asymptotique d’approximation des 
fonctions par des polynomes de Bernstein, C. R. Acad. Sci. URSS (1932), 79-85. 
