Estimating a continuous density function from a finite set of data points is an important tool in many scientific disciplines. Popular nonparametric density estimators include histograms and kernel density methods. These methods require the researcher to control the degree of smoothing inherent in an estimated function. In a recent approach, a new method for nonparametric density estimation was proposed which finds the estimate self-consistently, without requiring the researcher to choose a smoothing parameter a priori. In this article, the basic ideas of the self-consistent density estimator are outlined and a Stata implementation of the method is presented. In addition, results of Monte Carlo simulations are presented which show that the self-consistent estimator performs better than other methods, especially for larger data samples.
at the center of each interval.
We can see that there are two essential ingredients for plotting a histogram which have to be chosen by the researcher a priori: the origin and the binwidth. The binwidth is usually more crucial because it controls the amount of smoothing inherent in the estimate. If the binwidth is small, on average only a few points will fall in each interval, and the histogram will be characterized by many scattered bars of discrete height. If the binwidth is large, many points will fall in each interval, the histogram will have a smooth look but only a few bars will be available, possibly obscuring interesting details of the distribution. A reasonable goal is to estimate a neither over-nor undersmoothed function. As pointed out frequently (e.g., Cox [2007] ), these choices are usually made on rather arbitrary grounds and the density estimate itself can lead to quite different conclusions, depending on these parameters. See Cox [2007] for a number of illustrative examples.
As an alternative to histograms, kernel methods for density estimation are widely used because of their performance and their easy understanding and implementation. However, similar problems arise as in the case of histograms. Here, we have to determine a kernel function and a bandwidth. The classical kernel estimator can be expressed as follows:f
where K(·) denotes the kernel, N is the number of data points, and h is the bandwidth (e.g., Silverman [1998] ). The choice of a kernel is usually not of great importance. Of greater importance is the bandwidth, which represents the smoothing parameter and again has to be fixed beforehand. Similarly to histograms, a resulting estimate can lead to different conclusions, conditional on the amount of smoothing. A small bandwidth determines a harsh density accounting for a lot of possibly spurious detail while a large bandwidth determines a smoother function, potentially obscuring informative detail. The adjustment of the bandwidth may be inspired by heuristic arguments or formulas, or by purely illustrative purposes, and it is for the researcher to decide if the amount of detail provides relevant information or rather noise. However, if little or nothing is known in advance about the true density, determining how the bandwidth affects the performance of the estimate is a difficult task. Therefore, a method that does not require the fixation of parameters a priori -and at the same time maintaining a high performance -would be desirable.
In this paper, we present a method for nonparametric density estimation -the self-consistent method -which does not require any a priori fixation of parameters that are subject to arbitrary choice. This method was presented in detail previously (Bernacchia and Pigolotti [2011] ). In this paper, we briefly describe the basic ideas of the self-consistent estimator and present a Stata implementation of the method. Previous simulation results showed that the self-consistent method is performing well compared to various other kernel estimators, based on a set of three test densities (i.e., a standard normal distribution, a Cauchy distribution, and a comb distribution; see Bernacchia and Pigolotti [2011] ). In this paper, we extend the set of test densities and perform Monte Carlo simulations for the standard normal and three different normal mixture distributions. The article concludes with a discussion of some limitations inherent in the new method and some practical implications.
The self-consistent method
The self-consistent estimator is motivated by the fact that a kernel can be adjusted optimally if the true density is known. This observation may appear trivial, since the knowledge of the true density makes any estimation unnecessary. However, as we explain below, the idea of an optimally adjusted kernel can be used to build a self-consistent estimator. While we start with the assumption of having the knowledge of the true density, this assumption will be released at the end of the argument.
For example, suppose that we know that the true density is Gaussian. We may take advantage of this knowledge and instead of estimating the density nonparametrically, we could use maximum likelihood to estimate the parameters (mean and variance) of the Gaussian density from the data sample. If we insist on using a nonparametric approach, the knowledge of the shape of the true density can still be used: it provides a way to find an optimal binwidth or bandwidth (Silverman [1998] ). An even stronger result, shown in Watson and Leadbetter [1963] and Bernacchia and Pigolotti [2011] , is that this knowledge allows to find not just the optimal bandwidth, but the optimal profile of the kernel, namely its complete functional form. In other words, we do not need to define a bandwidth and we can find the entire shape of the optimal kernel, derived at all of its points. Thus, without the need of a bandwidth h, the estimate can be expressed asf
The Fourier transform k opt (t) of the optimal kernel K opt (x) equals
where ω(t) is the Fourier transform of the true density f (x). In order to use this formula and build a density estimator, the standard Fourier transform and anti-transform can be used (note the change in notation with respect to Bernacchia and Pigolotti [2011] , where the Fourier transform was denoted as φ). After Fourier anti-transforming the kernel from k opt (t) to K opt (x), and plugging this into the classical kernel estimator, we can estimate a density using the optimally shaped kernel:
Note the similarity to Eq.(3), although in this equation, as explained above, bandwidth h is not needed.
In most cases, however, the power spectrum |ω| 2 of the true density is not known in advance, and the above equation cannot be used to obtain a density estimate. In order to obtain an estimate with neither the need of strong prior knowledge of the true density, nor the adjustment of a smoothing parameter, Bernacchia and Pigolotti [2011] have developed a self-consistent estimator. We show in the following the main underlying arguments and procedure of the self-consistent method and refer to Bernacchia and Pigolotti [2011] for technical details.
The goal is to find a shape of the kernel which is optimal for the density estimate that is produced by the kernel itself. To achieve this goal, the idea is to construct an iterative procedure that starts with an arbitrary function, assumed to be the true density, and determining the optimal kernel for that density. Letω(t) be the Fourier transform of the density estimate in equation (6). This can be expressed in simple form by using the convolution theorem (Pinsky [2002] ), and is equal tô
where ∆(t) is the emprical characteristic function
with i being the imaginary unit. As explained above, Eq.(7) cannot be used to obtain a density estimate since the function ω(t) in the denominator of the right hand side is unknown. However, we substitute this term with an arbitrary function ω(t), and we obtain a candidate estimate represented byω. Then, a second estimate is obtained by applying the kernel which is optimal forω, namely the kernel in Eq. (7) where ω is substituted by the estimateω. This procedure can be iterated by obtaining, at a given step j, an estimateω j+1 from a kernel that is optimal for the estimate at the previous stepω j . This implies that the estimate at the j-th step is equal tô
The self-consistent estimate is defined as the estimate whose optimal kernel reproduces the estimate itself, that is the estimate for whichω j+1 is equal toω j . It is denoted by ω sc and satisfiesω
It was shown (Bernacchia and Pigolotti [2011] ) that the iterative procedure is unnecessary in practice because the exact solution can be derived analytically:
This result is valid only for a subset of frequencies t (Bernacchia and Pigolotti [2011] ). By straightforward algebra, it is possible to show that the above estimator satisfies the definition of self-consistency introduced above, namely it satisfies Eq.(10). It has also been shown that the estimate is asymptotically consistent, namely it converges to the true density in the limit of large datasets. The self-consistent estimate in Fourier space can be antitransformed back to real space and can then be expressed aŝ
Since the Fourier transform is unitary (Pinsky [2002] ), the self-consistent estimate satisfies the normalization condition:
Note that Eq.(12) requires the computation of the Fourier transform of a simple function of the data and therefore the computation of the integral in practical applications. This is computed numerically by using a regular grid of points. Technical issues, such as the stability and uniqueness of the estimator are described in Bernacchia and Pigolotti [2011] .
Density correction
A potential drawback of the self-consistent method is that it is not guaranteed to be non-negative. If it happens that an estimate contains negative values and if strict non-negativity is desired, however, the density can be corrected to be strictly nonnegative without loss of accuracy by using a correction approach that is described in Glad, Hjort, and Ushakov [2003] . The basic idea of this approach is to find the unique and well-identified value ξ that has to be subtracted from the density such that the positive part of the density integrates to 1, after which the remaining negative values can be set to zero. More formally, if the original estimatef sc (x) contains negative values and if f sc (x)dx = 1, then the integral of the positive part of the density is greater than 1: Glad, Hjort, and Ushakov [2003] show that a unique value ξ can be found such that the modified estimator
Self-consistent density estimatioñ
satisfies f sc (x)dx = 1 and is strictly non-negative by definition. Glad et al. further demonstrate that the corrected estimatef sc (x) is at least as accurate as the original estimate.
We developed two algorithms for finding the unique value ξ. The first algorithm (the default) is fast while the second is slower but guaranteed to converge. The default search algorithm starts with an initial ballpark estimate of ξ (ξ s ), divided by 10. This initial value ξ s is derived by integrating over the positive part of the density (by using a regular grid of points) to determine excess probability mass, which is then divided by the product of the number of grid points with non-negative density values (γ) and dx, which here denotes the grid interval used in the numerical computation of the integral:
Then, ξ is found iteratively using the search interval δ s , where δ s is a constant that defaults to
The search is iterated by adding δ s to ξ i at each iteration until the point
is reached, where τ is a defined tolerance limit. As can be seen in Eq.17, δ s is proportional to τ to assure a sufficiently small resolution of the interval with respect to the tolerance value.
Theoretically, it is not guaranteed that the value ξ is found with this algorithm such that Eq.(18) is satisfied, although this will rarely happen in practice. However, the second algorithm could be used in case the default algorithm fails to find ξ. The difference to the default algorithm is that the search interval δ s is not a constant but a function of ǫ 2
i.e., the excess probability mass at iteration i. This assures that the search interval will get smaller the smaller the difference is between ξ i and ξ until Eq.18 is satisfied.
Note that the practical implementation of this method includes the case of ξ being negative because the numerically computed integral over a discrete set of grid points deviates from 1 and can be smaller than 1. This implies that the computed integral for the positive part of the density can still be smaller than one, in which case we would add ξ to the density instead of subtracting it. As a consequence of satisfying the condition in Eq.18 (which would be equivalent to 1 − τ ≤ f sc (x)dx ≤ 1 in case of a negative ξ), the corrected estimate will be a renormalized one. It is recommended that users make use of the command scdcor (see below) which facilitates comparisons between original and corrected estimates.
Stata commands 4.1 The scdensity command
The self-consistent method is implemented in Stata as an ado file, with its main engine written in Mata. The command requires Stata version 9.2 or higher and the userwritten moremata package (Jann [2005b] ) which is available from the Statistical Software Components archive (SSC; type ssc install moremata in Stata to install it).
The algorithm implements the ideas and formulas described in section 2. In particular, the algorithm reads a list of data points, and calculates the Fourier transform of the data points, Eq.(8), on a grid of t values. The width and spacing of the grid is determined by an iterative procedure that results in a meaningful sampling of the Fourier space (see below). Then, the transformed self-consistent estimate is calculated by using Eq.(11). Note that only real values of Eq.(11) represent meaningful solutions, therefore only values of t for which the argument of the square root in Eq.(11) is positive should be considered. For all other values, the estimate is set to zero (Bernacchia and Pigolotti [2011] ). The grid of t values at which the transformed estimate is calculated is determined by those meaningful solutions, and is chosen in such a way that approximately half of the grid points correspond to a value of t giving a non-zero estimate. Finally, the self-consistent estimate is calculated by using Eq.(12), namely by anti-transforming the estimate previously obtained. The grid of n points at which the estimate is evaluated can be determined by the input options of the Stata command. Note that, as of the current version (version 1.0.1), no method is implemented for density estimation with bounded variables. What follows is an overview of the command's syntax and options:
Options n(#) Number of grid points to be used at which the density is evaluated. If the number of data points is greater than N = 1, 000, the number of grid points defaults to n = 1, 000. If the number of data points is lower than N = 1, 000, the number of grid points defaults to n = N . If a number larger than the actual sample size is requested, n is set to N .
range(##) Defines the grid range at which the density is to be evaluated. Per default, the endpoints of the evaluation grid are determined by the minimum and maximum value of the actual data points and the range() option can be used to change this default behavior. The input of two numbers is required with the first one being the minimum and the second one being the maximum of the range.
expand Expands the evaluation grid. scdensity's default is to use the endpoints of the data range as grid end points. If the expand option is used, the grid range is expanded at both ends as a function of sample size. Let the width of the data range be w = max(x) − min(x) where x are the data points, then the expanded range r e is defined by min(r e ) = min(x) − 0.5N −0.3 w and max(r e ) = max(x) + 0.5N −0.3 w, with N being the sample size of x.
at(varname) Evaluates the density at varname. Note that if varname is not a regular grid of points, densities that contain negative values cannot be corrected.
correction Correction of the density to be strictly non-negative. The unique and wellidentified value ξ is found such that the positive part of the density integrates to 1 (plus tolerance) when ξ is subtracted from the density, after which the negative part is set to zero. This approach is described in Glad et al. (2003) . A search algorithm is implemented that finds ξ. The tolerance τ defaults to 1e −4 . All defaults can be changed using the tolerance(), initial(), and interval() options. Changing the initial() and interval() options will rarely be needed.
gtd The default algorithm usually finds ξ fast and reliably. Theoretically, however, it could happen that it does not find ξ in which case an alternative algorithm can be used by specifying the gtd option. With this alternative algorithm, ξ is found surely but it can take a substantial amount of time, especially for very small tolerance values. 
Saved results
Scalars r(n data) number of data points r(n points) number of evaluation points r(range min) minimum grid point r(range max) maximum grid point
The scdcor command
The scdcor command is a convenience wrapper and plots the original and corrected density estimates, overlaid in one graph. This can be useful to compare original and corrected estimates if a non-negativity correction is desired. Additionally, a kernel density estimate can be added to the graph for which the number of grid points and the grid range will be the same as for the self-consistent estimates. The kernel estimates are obtained with kdens which needs to be installed if the added kernel functionality of scdcor wants to be used (available from SSC; type ssc install kdens in Stata to install it). Syntax and options of scdcor are as follows: 
cline3opts(cline options) twoway options
Options addkde(kernel) Add kernel estimate. kernel can be any type of kernel that is supported by kdens. The evaluation grid is the same as for the self-consistent estimate (i.e., range and number of grid points).
bw(#|string)
Smoothing parameter for the kernel estimate, which can either be a positive real number or one of kdens' automatic bandwidth selectors. Defaults to silverman.
adaptive Specifies that a variable bandwidth be used.
n(#) Number of grid points to be used at which the density is evaluated. If the number of data points is greater than N = 1, 000, the number of grid points defaults to n = 1, 000. If the number of data points is lower than N = 1, 000, the number of grid points defaults to n = N . If a number larger than the actual sample size is requested, n is set to N .
expand Expands the evaluation grid as a function of sample size (see scdensity for details). The default grid range is determined by the endpoints of the data range.
gtd Use the alternative algorithm to find ξ. See scdensity for further details about this and the default algorithm. In order to evaluate the accuracy of the new method, self-consistent estimates are compared to several kernel density estimates and maximum likelihood fits using Monte Carlo simulations. As a measure of accuracy, the mean integrated squared error (MISE) is used. The MISE is a global measure and captures the error across an entire distribution. Thus, more specific aspects of a distribution (e.g., tails, mode) are not explicitely considered here. The MISE can be expressed as follows (Silverman [1998] ):
where E denotes the average over the Monte Carlo replications. Two different kernel functions and three different bandwidth rules are used for comparisons. In addition, a varying bandwidth estimator is used and the errors of (parametric) maximum likelihood estimates are used as benchmarks.
We used four different test densities which are shown in Figure 1 . First, a normal distribution with density function
where µ = 0 and σ 2 = 1, i.e. the standard normal distribution. We then used three normal mixture distributions (McLachlan and Peel [2000] ): the two-component mixture with different means, equal variances, and equal component probabilities
the two-component mixture with different means, different variances, and equal component probabilities
and the three-component mixture
Four different sample sizes were used in the simulations: N = 100, N = 1, 000, N = 10, 000, and N = 100, 000.
For kernel density estimation in the simulations, we used the user-written kdens package (Jann [2005a] ) which allows for a computationally efficient approximate estimation. The approximate estimator that is implemented in kdens is based on a linear binning algorithm (see Jann [2007] for details). To ensure that the approximate estimation yields accurate MISEs, we ran simulations for one of our test densities to compare approximate and exact kernel density estimates. Results indicated that these two estimation methods yielded the same MISEs, as long as the number of grid points was sufficiently large, relative to the sample size (see Appendix; Hall and Wand [1996] ).
If X 1 , ..., X N is a sample of data points drawn from population X with density f (x), the exact kernel estimator is defined by Eq.(3). We used an Epanechnikov kernel with Silverman's optimal bandwidth rule (Silverman [1998] ):
h o = 0.9 min(σ, IQ/1.349)N − 1 5 (25) which is the default for both the kernel function and bandwidth choice in Stata's official kdensity as well as the user-written kdens (Jann [2005a] ). We also used an Epanechnikov kernel for the varying bandwidth estimator. In addition to the Epanechnikov kernel we used Gaussian kernels with the Silverman's rule from above, Haerdle's 'better' rule of thumb (Haerdle, Mueller, Sperlich, and Werwatz [2004] )
and Scott's oversmoothed bandwidth (Scott [1992] ):
Density estimation with variable bandwidths -also known as adaptive kernel density estimation -can be expressed aŝ
where h i is the local bandwidth, determined by
for which the local bandwidth factor λ i is estimated aŝ
where G(·) denotes the geometric mean of a preliminary fixed bandwidth estimate over all i (see Abramson [1982] ; Van Kerm [2003] ).
In order to provide an overall benchmark, we also calculated the MISE for (parametric) maximum likelihood estimates. For the standard normal distribution, the error was derived analytically, using the following formula:
For the mixture distributions, parameters were estimated with maximum likelihood using the user-written package fmm (Deb [2007] ). Of note, the evaluation grid was the same for all estimates in each Monte Carlo replication. A grid of n = 100 points was used for sample size N = 100, and a grid of n = 1, 000 points was used for larger samples. The same grids were used for the computation of the integrals in Eq.(20).
Since the scdensity command uses the endpoints of the actual data points as grid end points per default, the kdens command was slightly modified accordingly, in order to have a comparable grid in each replication. Specifically, the kdens grid() function from kdens.mata was modified such that the minimum and the maximum values of the data vector were taken as the endpoints of the evaluation grid, instead of the bandwidth adjusted grid range.
Results
Results are presented in Figures 2-5 . These graphs show the mean integrated squared error (MISE) as a function of sample size (N ) for each density estimator, with both MISE and N plotted on logarithmic scale. All lines are sloping downwards because the error of an estimator decreases with larger samples. The steeper a line is, the faster will the corresponding estimator converge to the true density. Figure 2 shows the simulation results for the standard normal distribution. For small sample sizes, all nonparametric estimates have a similar error. However, the distance between the self-consistent and the kernel estimates increases with larger sample sizes and the self-consistent estimates are of greater accuracy than all kernel estimates. Of note, the worst estimate for the simple Gaussian distribution is the variable bandwidth estimator. As expected, the maximum likelihood (ML) estimator performs best. However, one needs to keep in mind that this is a parametric ML estimator which requires prior knowledge about the shape of the distribution. Figure 3 shows results for the mixture distribution depicted in Figure 1b . Again, for small sample sizes all estimators lead to similar errors, which for this distribution is also true for the parametric ML estimator. Only when the sample size grows larger, the ML estimator is of greater accuracy as compared to the kernel density estimates. However, the self-consistent method provides estimates that are almost as accurate as the ML estimates. Remember that the self-consistent estimate does not rely on any a priori assumptions (besides assuming a smooth function). In contrast, the ML estimate assumes that the underlying density is a distributional mixture, that it is a mixture of exactly two distributions, and that these two distributions are both Gaussians.
Similar conclusions can be drawn with respect to the third test density, depicted in Figure 1c . However, for this distribution the adaptive bandwidth estimator is performing clearly better than the other kernel estimates (Figure 4) . Note that the test density here is a mixture where the two components have different variances, a situation to which the varying bandwidth estimator seems to adapt well. For small sample sizes, it performs slightly better than the self-consistent method and almost as good as ML. For moderate sized samples (i.e., N = 1, 000) the errors of both the adaptive bandwidth and self-consistent estimators are roughly the same. For larger samples (i.e., N = 10, 000 and N = 100, 000) the self-consistent method performs slightly better and scales similar to the ML error.
Finally, Figure 5 shows results for the three-component mixture for which the true density is depicted in Figure 1d . While the adaptive bandwidth estimator is again the best among the kernel estimates, the self-consistent method is performing much better for this test density. Its error is equivalent to the ML error for small samples and then somewhat worse once the sample size increases. Again, this is without making any prior assumptions about the nature of the density, while the ML estimate relies on the (in this case true) assumptions of a three-component mixture distribution, for the single components being all Gaussians.
Conclusions
Given the test densities and kernel density estimators used in the simulations, the selfconsistent method was most accurate among the nonparametric estimators. For one of the test densities (f (x) = 1 2 φ(0, 1) + 1 2 φ(3, 1)) the self-consistent method performed nearly as well as the (parametric) maximum likelihood estimate, without relying on any prior assumptions or parameter fixations. Thus, the self-consistent method is a very promising new approach in the context of nonparametric statistics. The self-consistent method may also be generalized to more than one dimension or may be used in the context of nonparametric regression models, but as this is an active field of research, mathematical theory has yet to be derived for such applications. However, a selfconsistent estimator for bivariate density estimation will probably be implemented in a future version of scdensity.
The question remains whether the observed differences in bias have any practical implications? Using real data, we estimated the distribution function for body height from an adult population of humans (N = 10, 351 males and females; variable height from the Stata example dataset nhanes2; type webuse nhanes2 in Stata to load these data). Figure 6 shows results for fixed and variable bandwidth kernel estimates, a self-consistent estimate, and a maximum likelihood estimate, respectively. Among the nonparametric methods, the self-consistent estimate allows for a less ambiguous interpretation of the distribution function as a mixture of two height distributions, putatively a mixture of female and male heights, and looks very similar to the maximum likelihood estimate, which is assuming a mixture distribution of two Gaussians. In contrast, the fixed as well as the variable bandwidth estimates look noisy right around the modal area of the functions and seem to be difficult to interpret. Thus, the self-consistent method might indeed be very useful in practice.
However, the self-consistent estimate is not always expected to work well. For example, for specific families of density functions that include (a) discontinuous densities, i.e. having abrupt changes of probability, and (b) diverging densities, namely densities that have an infinite value at given points (Bernacchia and Pigolotti [2011] ). Densities of type (a) also include densities that are defined only for positive numbers and are discontinuous at zero, e.g. the exponential density. Probability functions of type (b) include, for example, the χ 2 -distribution with one degree of freedom, which is infinite at zero. Densities that are defined only for positive numbers, but do not have a discontinuity at zero, may still be well captured by the self-consistent method. Those include, for example, the χ 2 -distribution of degree 3 and higher. However, since those densities may have a discontinuous derivative, the performance of the self-consistent estimator is not expected to be excellent in these instances. Finally, discrete data are usually not suitable for analysis with the self-consistent method and can be better analyzed by simple (discrete) histograms or similar methods. 7 Appendix 7.1 Introduction: approximate vs. exact kernel density estimation For reasons of increased computational efficiency, it was proposed to estimate a kernel density approximately by binning the data instead of doing an exact estimation using raw data (Hall and Wand [1996] ). Existing evidence from simulation studies shows that the approximated and the exact estimates are of equivalent accuracy if the number of grid points at which a density is evaluated is sufficiently large (Hall and Wand [1996] ). The differences between approximate and exact estimates in terms of processing time can be substantial. For example, an exact estimation for 100,000 normally distributed data points takes more than four seconds while the approximate estimate takes only roughly 0.2 seconds on a modern desktop machine (using the user-written kdens package (Jann [2005a] ) for both methods). It is therefore desirable to use the approximated estimate, especially in the context of a simulation study where the density is repeatedly estimated and where the sample sizes become large. However, it needs to be checked whether the two estimators are indeed equivalent with respect to the specific simulation study set-up. Demonstrating this is the purpose of this appendix.
The formulas for exact kernel density estimation are shown in Eq.(3) (for the fixed bandwidth estimator) and Eq.(28) (for the variable bandwidth estimator). The linear binning approach that is implemented in kdens is described in Hall and Wand [1996] and methods and formulas of the kdens implementation are concisely documented in Jann [2007] . In a nutshell, the data is pre-processed by assigning data points to grid points after which bin counts at M equally spaced grid points can be calculated. The density function is then evaluated at those grid points, and the grid counts are used instead of the actual data points. In case of linear binning as implemented in kdens, linear interpolation is used for the assignment of data points to grid points in order to weigh the contribution of each data point to a given grid count.
Monte Carlo set-up
To compare approximate and exact estimates we used one of the test densities from the main Monte Carlo study (f (x) = 1 2 φ(0, 1) + 1 2 φ(5, 2 2 )) and a number of different kernel functions and bandwidth rules. Specifically, two different kernel functions are used, an Epanechnikov and a Gaussian kernel. For the Gaussian kernel, the same bandwidth rules as in the main study were chosen. The Epanechnikov kernel was used with varying bandwidths as well as Silverman's optimal bandwidth, consistent with the main experiment (see equations (25), (26), and (27) for the different bandwidth rules). The mean integrated squared error (MISE) was again used as the measure of accuracy.
Two Monte Carlo experiments were carried out. First, the number of data points (N ) was varied (N = 10, N = 50, N = 100, N = 1, 000, and N = 10, 000) while the number of grid points (n) was set to the number of data points for N ≤ 1, 000, and to n = 1, 000 for N = 10, 000. Although the accuracy of a kernel density estimate relies on large sample asymptotics (i.e., accuracy increases with increasing sample size), the difference between the binned and exact estimators itself does not rely on asymptotics. That means that, in theory, the difference between the two estimators is not supposed to vary across different sample sizes. Consequently, the sample size is fixed in the second experiment (N = 1, 000) , and now the number of grid points at which the density is evaluated varies (n = 10, n = 50, n = 100, n = 1, 000). Since the relevant results were the same across kernels and bandwidths in terms of differences between approximate and exact estimates, we only present a subset of the results for presentation purposes.
Results
In Figure 7 , MISEs for both the exact and approximate estimators are plotted against sample size. We can indeed see that there are no differences between the approximated and the exact estimates when the number of grid points equals the number of data points or is sufficiently large (n = 1, 000), even for very small N (the lines appear exactly on top of each other, and the crosses, which represent the MISEs of the approximate stimates, appear right within the hollow marker shapes, which represent the errors of the exact estimates). Figure 8 shows the results from the second experiment. Here, we see a considerable difference between the two estimation methods when the number of evaluation points is very small (n = 10). However, this difference decreases at n = 50 and again no differences between the two methods can be observed for n = 100 or higher.
Conclusion
Based on the evidence presented here, it is not necessary to do an exact kernel density estimation and the binned approximation can be used instead -as long as the number of evaluation points equals the sample size or is sufficiently large. These results rely on a certain test density and assumes reasonable bandwidth choices and, thus, are not necessarily generalizable. However, given these data and bandwidth choices, the only time it would make sense to use the exact estimator is when the sample size is larger than the number of grid points and when the number of grid points is lower than n = 100. Fortunately, this is avoidable: the grid size has no impact on computation time when using the approximation. A binned kernel density estimation with one million data points takes around two seconds on a modern machine, regardless of whether the number of grid points is set to 100, 500, or 1,000. Hence, erring on the side of a larger grid comes at no additional cost. In any case, since the number of grid points in our main experiment is never smaller than N if N < 1, 000, and are set to n = 1, 000 for N ≥ 1, 000, an exact estimation would not yield any results that would be different from the ones obtained by using the approximation. Figure 7: Accuracy of the approximate and exact kernel density estimates with grid size equaling sample size (n = N ) up to N = 1, 000, and n = 1, 000 for N > 1, 000; note that the lines representing approximate and exact estimates appear exactly on top of each other, and the crosses appear right within the hollow marker shapes. EPH2 is an Epanechnikov kernel with Silverman's optimal bandwidth; AKD is an adaptive bandwidth kernel (Epanechnikov); GKH3 is a Gaussian kernel with Scott's oversmoothed bandwidth; 'exact' means exact estimation and 'approx' means approximate estimation using a linear binning approach as implemented in kdens.
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