We study numerically a realistic model of a high-performance power efficient photonic neural network coupled to an analog electronic readout layer in order to demonstrate its potential for high-speed computing with no need for external digital post-processing.
Introduction
Reservoir computing is a bio-inspired method based on recurrent neural networks for processing time-dependent data, see e.g. [1] . Recently, we have successfully demonstrated a reservoir computer (RC) based on a linear passive fiber cavity [2] . On a wide variety of tasks, this setup has state-of-the-art performance compared to the best digital algorithms and all previous experimental RC's, see e.g. [3] [4] [5] [6] . The present work demonstrates the use of an analog electronic readout layer on this system, based on the setup introduced in [7] . The goal is to directly generate the output signal without the need for off-line post-processing. Our simulations take into account all the experimental limitations of the setup, e.g., sampling rates, device bandwidths, resolutions, noise, etc.
Operation principle
Our reservoir uses a coherently driven cavity and is described by N neurons x i (n) evolving in discrete time n, a feedback gain α and a cavity phase detuning Δφ. Given an input signal u(n), the reservoir dynamics can be approximated by x i (n)=αx i-1 (n-1)exp(jΔφ)+m i u(n)+γ where m i is a randomly chosen input mask, and γ a bias on the input signal. The output signal is given by the following linear combination ∑ | |² using N readout weights W i , while the quadratic nonlinearity is provided by a photodiode measuring the intensity of the electromagnetic field, as shown in Fig 1. Depending on the task, α, Δφ, γ and W i are optimized during a training step to minimize the mean square error [y * (n)-y(n)]² n , where y*(n) is the target signal.
Simulated setup
Our simulated reservoir computer architecture is presented in Fig. 1 . In the continuous time domain, the masked input signal m i (t)u(t)+γ, where m i (t) is a periodic stepwise function of N steps, is coded in the amplitude of a continuous-wave laser beam. This signal is then injected into an optical cavity, the reservoir itself. All the neuron states x i (t) are thus temporally multiplexed in the reservoir. The recurrence relation for the x i (n) is achieved by setting the length T' of the periodic mask m i (t) to T'=TN/(N+1), where T=1.477 µs is the temporal cavity length [2] . The non-modulated signal injected into the cavity is used to stabilize the cavity at a desired phase detuning. First, during a training step, the |x i (t)|² are recorded using channel1 (Ch1) to compute the readout weights W i (t) off-line. Then, the balanced photodiode output W i (t)|x i (t)|² is integrated by the "RLC" low-pass filter (R being the 50Ω output impedance of the balanced photodiode) to generate y(t) after amplification. This output signal y(t) is finally recorded using channel2 (Ch2). Note that the readout weights W i (t) need to be pre-compensated to take into account the impulse response of the second order low-pass filter. Because the dynamics and the performances of the system change also with the values of the capacity C and the inductance L, C and L also need to be optimized, in addition to α, Δφ, γ and W i .
Simulation results
The results obtained for the channel equalization benchmark task are given in Fig. 2 (a) . The goal is to recover an input symbol sequence from the signal received at the output of a standardized nonlinear noisy multipath RF (RadioFrequency) channel [4] . The performance is evaluated in terms of symbol error rate (SER), which is the fraction of misclassified symbols. Our results were obtained using 5 sequences of 3000 training symbols and 6000 test symbols with N=50.
The results obtained for the NARMA10 (Nonlinear Auto-Regressive Moving Average) benchmark task are given in Fig. 2 (b) . The aim is to reproduce the complex behavior of a nonlinear, tenth-order system with random input. For a complete description of the tasks, see [4] . The performance is evaluated in terms of NMSE (Normalized Mean Square Error). Our results were obtained using 10 sequences of 1000 training inputs and 1000 test inputs with N=50. Obtaining good results on the NARMA10 task is considered as a significant challenge. Our system is able to perform nearly as well as the best experimental setup reported so far for this task [2] , but without the need for external digital post-processing. [7] . SNR: Signal-to-Noise Ratio; SER: Symbol Error Rate. (b) NARMA10 results for different damping factors and normalized pulsations (cutoff pulsation normalized by 2×π/T') of the second order low-pass filter. The best NMSE is equal to 0.122±0.013 and is very close to the best experimental NMSE reported until now to our knowledge, an NMSE of 0.107±0.012 [2] , using the same number of neurons.
Conclusions
These results pave the way for high-performance fully autonomous analog photonic computers allowing a large range of processing applications. In addition, the processing speed is scalable and the passive nature of our linear reservoir leads to a low power consumption.
