Abstract. The paper presents several results that address a fundamental question in low-rank matrices recovery: how many measurements are needed to recover low rank matrices? We begin by investigating the complex matrices case and show that 4nr − 4r 2 generic measurements are both necessary and sufficient for the recovery of rank-r matrices in C n×n by algebraic tools developed in [10] . Thus, we confirm a conjecture which is raised by Eldar, Needell and Plan for the complex case. We next consider the real case and prove that the bound 4nr − 4r 2 is tight provided n = 2 k + r, k ∈ Z+. Motivated by Vinzant's work, we construct 11 matrices in R 4×4 by computer random search and prove they define injective measurements on rank-1 matrices in R 4×4 . This disproves the conjecture raised by Eldar, Needell and Plan for the real case. Finally, we use the results in this paper to investigate the phase retrieval by projection and show fewer than 2n − 1 orthogonal projections are possible for the recovery of x ∈ R n from the norm of them, which gives a negative answer for a question raised in [1] .
1. Introduction 1.1. Problem setup. The problem of low-rank matrix recovery attracted many attention recently since it is widely used in image processing, system identification and control, Euclidean embedding, and recommender systems. Suppose that the matrix Q ∈ H n×n with rank(Q) ≤ r, where H is either R or C. Set L H r := {X ∈ H n×n : rank(X) ≤ r}.
We say the matrices set A := {A 1 , . . . , A m } has the low-rank matrix recovery property for L H r if the map M A is injective on L H r . Naturally, we are interested in the minimal m for which the map M A is injective on L H r . There are many convex programs for the recovery of the low-rank matrix Q from M A (Q). A well-known one is nuclear-norm minimization which requires m = Cnr random linear measurements for the recovery of rank-r matrices in H n×n [6] [7] [8] 17] . Despite many literatures on low-rank matrices recovery, there remains a fundamental lack of understanding about the theoretical limit of the number of the cardinality of A which has the low-rank matrix recovery property for L H r . This paper focusses on the problem of the minimal measurements number for the recovery of low-rank matrix. We state the problem as follows:
Problem 1 What is the minimal measurement number m for which there exists A = {A 1 , . . . , A m } ⊂ H n×n so that M A is injective on L H r ? The aim of this paper is to addresses Problem 1 under many different settings. 
Related work.
A related problem to low-rank matrices recovery is phase retrieval, which is to recover the rank-one matrix xx * ∈ H n×n from the measurements | φ j , x | 2 = φ j φ * j , xx * , j = 1, . . . , m, where φ j ∈ H n and x ∈ H n . In the context of phase retrieval, one is interested in the minimal measurement number m for which the map M Φ is injective on S H 1 where Φ := {φ 1 φ * 1 , . . . , φ m φ * m } and S H r := {X ∈ H n×n : rank(X) ≤ r, X * = X}, r ∈ Z. It is known that in the real case H = R one needs at least m ≥ 2n − 1 vectors so that M Φ is injective on S R 1 [2] . For the complex case H = C, the same problem remain open. Balan, Casazza and Edidin in [2] show that M A is injective on S C 1 if m ≥ 4n − 2 and φ 1 , . . . , φ m are generic vectors in C n . In [3] , Bandeira, Cahill, Mixon and Nelson conjectured the following (a) if m < 4n − 4 then M Φ is not injective on S C 1 ; (b) if m ≥ 4n − 4 then M Φ is injective on S C 1 for generic vectors φ j , j = 1, . . . , m. The part (b) of the conjecture is proved by Conca, Edidin, Hering and Vinzant in [10] by employing algebraic tools. They also confirm part (a) for the case where n is in the form of 2 k + 1, k ∈ Z. Recently, in [19] , a counterexample is presented disproving part (a) of this conjecture. In fact, [19] gives 11 = 4n − 5 < 4n − 4 vectors φ 1 , . . . , φ 11 ∈ C 4 and prove that M Φ is injective on S C 1 by algebraic computation where Φ = {φ 1 φ * 1 , . . . , φ 11 φ * 11 }. In context of low-rank matrix recovery, it is Eldar, Needell and Plan [11] that show that m ≥ 4nr − 4r 2 Gaussian matrices A 1 , . . . , A m has low-rank matrix recovery property for L H r with probability 1 (see also [14, 15, 18] ) provided r ≤ n/2. Naturally, one may be interested in whether the number 4nr − 4r 2 is tight. In [11] , the authors made the following conjecture:
1.3. Our contribution. The aim of this paper is to address Problem 1 by employing algebraic tools which are developed in [10, 19] . In Section 2, we consider the case
Compared to the results of [11] , we do not require the m matrices are Gaussian matrices. Hence, our result does not suffer from probabilistic qualifiers on the injective (E.g., injective "with probability 1"). We also show that the bound 4nr − 4r 2 is tight which means M A is not injective on L C r provided m < 4nr − 4r 2 and hence confirm Conjecture 1.1 for the complex case, i.e., H = C. We turn to the real case in Section 3 and prove the bound 4nr − 4r 2 is tight provided n is in the form of 2 k + r. Inspired by the work of [19] , we use computer random search to construct a counterexample for the case n = 4, r = 1. In fact, we present 11 = 4n − 5 matrices A 1 , . . . , A 11 ∈ R 4×4 and prove M A is injective on L R 1 using Vinzant's test with disproving Conjecture 1.1 for the real case. We next consider the recovery of the symmetric matrix and investigate the minimal measurement number m for which there exists A = {A 1 , . . . , A m } ⊂ R n×n so that M A is injective on S R r . In Section 4, we apply the results to study the phase retrieval by projection. Set W j := span{u j,1 , . . . , u j,d j } ⊂ R n and P j : R n → W j is an orthogonal projection. Following [1, 5] , phase retrieval by projection is to recover x ∈ R n up to a unimodular constant from P j x 2 . We say that {W j } m j=1 yields phase retrieval if for all x, y ∈ R n satisfying P j x = P j y for all j = 1, . . . , m then x = ±y. In [5] , Cahill, Casazza, Peterson and Woodland proved that 2n − 1 projections are enough for phase retrieval. Particularly, they showed that phase retrieval can be done in R n with 2n − 1 subspaces each of any dimension less than n − 1. A question is also raised in [1] which states can phase retrieval be done in R n with fewer than 2n − 1 projections? Using the results in this paper, we present a positive answer for the question provided n is in the form of 2 k + 1. We also give a negative answer for the case n = 4 by constructing 6 = 2n − 2 subspaces W 1 , . . . , W 6 ⊂ R 4 and prove they are phase retrieval by computational algebra.
The recovery of complex low rank matrices
We first recall the following lemma Lemma 2.1. [11] Suppose that r ≤ n/2. The map M A is not injective on L H r if and only if there is a nonzero Q ∈ L H 2r for which M A (Q) = 0.
According to Lemma 2.1, the set L C r plays an important role in the investigation of the M A . Recall that rank(Q) ≤ r is equivalent to the vanishing of all (r + 1) × (r + 1) minors of Q. Hence, L C r is an affine variety in C n 2 with the dimension 2nr − r 2 [12, Prop. 12.2] and the degree d n,r := n−r−1 i=0
19.10]. Note these (r + 1) × (r + 1) minors are homogeneous polynomials in the entries of Q. Thus the projectivization of L C r is a projective variety in P(C n 2 ) and it is called as determinant variety 
Proof. We use G m,n to denote the matrices set (
which satisfies the following property:
rank(Q) ≤ 2r and
Note that G m,n is defined by the vanish of homogeneous polynomials in the entries of A j and Q. Thus G m,n is a projective variety of P(
We next consider the dimension of the projective complex variety G m,n . We let π 1 and π 2 be projections onto the first and the second coordinates, respectively, i.e.,
where PL
Indeed, for any fixed
We next consider the dimension of the preimage π
defines a nonzero linear equation on the entries of A j . For each A j the linear equation (2.1) defines a hyperplane of dimension n 2 − 1 in C n 2 ∼ = C n×n . Hence, after projectivization, the preimage π
Here, we use the result which states the dimension of the projection is less or equal to the dimension of the original variety [12, Cor.11.13] . Note the dimension of the P(
, which is the target of the projection π 1 , is mn 2 − 1. The (2.2) shows the dimension of π 1 (G m,n ) is strictly less than mn 2 − 1 provided m ≥ 4nr − 4r 2 . This means the image of the projection π 1 lies in a hyper-surface which is defined by the vanish of some polynomials. We arrive at (a).
We next turn to (b). For A = {A 1 , . . . , A m }, we set
Note that Z A is a linear subspace in P(C n×n ) with dim(
which implies that (see [12, Prop.11.4 
We also can use the technology in the proof of Theorem 2.1 to study the weak recovery , which means to recover a fixed Q 0 ∈ L C r from M A (Q 0 ) (see also [11] ). As shown in [11] , to ensure M A has the weak recovery property, we only need show that
is an affine variety with dimension 2nr − r 2 . Then using a similar method with the proof of Theorem 2.1,
Remark 2. It will be very interesting to construct m = 4nr − 4r 2 deterministic matrices A 1 , . . . , A m so that M A is injective on L C r . In the context of phase retrieval, such constructions are presented in [4] and [16] . In fact, [4] and [16] present 4n − 4 deterministic Hermite matrices and prove they define an injective measurement on S C 1 . It will be interesting to extend the results and methods of [4] and [16] to low-rank matrices recovery.
The recovery of real low rank matrices
In this section, we consider the case where H = R. Then we have Proof. The proof of Part (a) is similar with the proof of (a) in Theorem 2.1 and hence we omit it here. We next turn to (b). Following the notation from the proof of Theorem 2.1, we set
Note that Z A is a linear space and dim(Z A ) ≥ n 2 − 1 − m. To state conveniently, set
The PL C 2r is a projective variety in C n 2 and dim(PL
]. According to Lemma 3.1, the variety PL C 2r has odd degree provided n = 2 k + r. Note that Z A is a linear space hence the intersection between PL C 2r and Z A also has odd degree, which implies that the intersection PL C 2r ∩ Z A has a real point since any projective variety with odd degree defined over R has real point. Thus there exists a nonzero real matrix Q 0 ∈ PL C 2r ∩ Z A , which implies that M A is not injective on L R r .
According to [12, Ex. 19.10] , the degree of the projective variety of PL C 2r is
is an odd integer.
Proof. We first consider the case where n = 2r + 1. A simple calculation shows that
which implies that d n,2r is odd provided n = 2r + 1.
We next assume that n = 2 k + r, k ∈ Z + . Note that
Here, in the last equality, we use the assumption of n = 2 k + r. To state conveniently, we use p 2 (m) to denote the highest power of 2 dividing m ∈ Z. Then
Here, in the last equality, we use the fact of p 2 (i + j) = p 2 (2 k + i + j) provided i + j ≤ 2 k − 1. We first consider the first term in (3.3), i.e.,
Then, combining (3.3) and (3.4), we obtain that
Here, in the last equality, b s := #{(i,
Theorem 3.1 shows the bound 4nr − 4r 2 is tight provided n is in the form of 2 k + r or 2r + 1. One may be interested in whether the bound 4nr − 4r 2 is tight in general. The next counterexample shows that for the case where (n, r) = (4, 1) there exist 11 = 4n − 5 matrices A = {A 1 , . . . , A 11 } ⊂ R 4×4 so that M A is injective on L R 1 ⊂ R 4×4 . And hence the bound is not tight provided n = 4, r = 1. We list the 11 matrices as follows which are obtained by computer random search:
We show the map M A associated with the 11 matrices is injective on L R 1 : Theorem 3.2. Set A = {A 1 , . . . , A 11 } where A j , j = 1, . . . , 11, are defined in (3.5) 
Proof. To this end, we only need prove the set
has only zero matrix. and we use m jk to denote the determinant of the sub-matrix formed by deleting the jth row and kth column from the matrix Q. Note that both ℓ j and m jk are polynomials about x 11 , . . . , x 44 . We recall the fact rank(Q) ≤ 2 is equivalent to the vanish of m jk , j = 1, . . . , 4, k = 1, . . . , 4. Hence, he map M A is injective if and only if the polynomial system (3.7)
has no nonzero real solution (x 11 , . . . , x 44 ) ∈ R 16 . A simple observation is that if x 0 := (x 0 11 , x 0 12 , . . . , x 0 44 ) ∈ R 16 is a root of (3.7) then f (x 0 ) = 0 for any f in the ideal generated by the set of polynomials {m 11 , . . . , m 44 , ℓ 1 , . . . , ℓ 11 }.
To state conveniently, we use the notation m 11 , . . . , m 44 , ℓ 1 , . . . , ℓ 11 to denote the ideal. We use the computer algebra software maple to compute a Gröbner basis of the ideal and elimination. The result is a polynomial f 0 ∈ Q[x 43 , x 44 ] (see Appendix A), which is a homogeneous polynomial of degree 20. Then f 0 (x 0 43 , x 0 44 ) = 0 if x 0 = (x 0 11 , x 0 12 , . . . , x 0 44 ) ∈ R 16 is a root of (3.7) since f 0 ∈ m 11 , . . . , m 44 , ℓ 1 , . . . , ℓ 11 . We claim that f 0 has only real root (0, 0). Indeed, if f 0 has a nonzero real solution (x 0 43 , x 0 44 ) then x 0 44 = 0 (otherwise, x 0 43 = x 0 44 = 0 since f 0 is a homogeneous polynomial). Note that if f 0 (x 0 43 , x 0 44 ) = 0 then f 0 (λx 0 43 , λx 0 44 ) = 0 for any λ ∈ C. Without loss of generality, we suppose that x 0 44 = 1. Then using Sturm sequences, we can verify the univariate polynomial f 0 (x 43 , 1) has no real solutions, which implies that the real roof of f 0 (x 43 , x 44 ) is only (0, 0).
We claim that there is nonzero root to (3.7) with x 43 = 0, x 44 = 0. We can verify the claim still by Gröbner basis. For any λ ∈ C, (λx 0 11 , λx 0 12 , . . . , λx 0 44 ) is a solution to (3.7) if (x 0 11 , x 0 12 , . . . , x 0 44 ) is a root to (3. which implies that (3.7) has no solution with x 11 = 1, x 43 = 0 and x 44 = 0. We can verify the case x jk = 1 with (j, k) ∈ [1, 4] 2 \ {(4, 3), (4, 4)} one by one.
We post the code for these computation in Maple at http://lsec.cc.ac.cn/∼xuzq/LowRank.htm.
Algorithm 1 Vinzant's test for injective of the map M A
Inputs: m=11, the matrices A 1 , . . . , A m which are given in (3.5),
is the sub-matrix of Q formed by deleting jth column and kth row from Q. 
Check whether 1 ∈ x j,k − 1, r j,k = 1 10:
r j,k = 0, "FAIL" "INJECTIVE"
15:
end if 16: end for 17: else 18: "FAIL" 19: end if 3.1. Symmetric matrix. We next consider the symmetric matrix which will be helpful for the investigation of phase retrieval by projection. Recall that Proof. A simple observation is that the map M A is injective on S R r if and only if there is a nonzero Q ∈ S R 2r for which M A (Q) = 0. Thus, we only need show that Q = 0 provided Q ∈ S R 2r and M A (Q) = 0. Recall that S R r is an affine algebraic variety with dimension
, which implies that dim(S R 2r ) = 2nr +r −2r 2 . The proof of Part (a) is similar with the proof of (a) in Theorem 2.1 and we omit it here. We next turn to (b). We set 
According to Lemma 3.1, the variety PL C 2r has odd degree provided n = 2 k + r, which implies that the degree of PS C 2r is odd if n = 2 k + r since PS C 2r is the intersection of PL C 2r and some linear spaces. Note that Z A is a linear space hence the intersection between PS C 2r and Z A also has odd degree, which implies that the intersection PS C 2r ∩ Z A has a real point since any projective variety with odd degree defined over R has real point.
Remark 3. When r = 1, the bound 2nr + r − 2r 2 is reduced to 2n − 1. A natural question is whether the bound 2n − 1 is tight for the recovery of the symmetric rank-1 matrix. For the case n = 4, one can construct 6 = 2n − 2 matrices which are injective on PS R 1 (see Theorem 4.2), which implies that the bound 2nr + r − 2r 2 is not tight for n = 4, r = 1.
Remark 4.
If we require A j is in the form of a j a ⊤ j with a j ∈ R n , then the bound 2n − 1 is tight. In fact, A j , Q = | a j , x | 2 provided Q = xx ⊤ ∈ R n×n . According to the result from phase retrieval [2] , M A is injective on S R 1 if and only if {a 1 , . . . , a m } ⊂ R n satisfies the finite complement property, i.e., for every subset I ⊂ {1, . . . , m} either {a j } j∈I or {a j } j∈I c spans R n , which implies the bound 2n − 1 is tight provided the measurement matrices A j is in the form of a j a ⊤ j .
phase retrieval by projections
Recall that we use P j : R n → W j to denote an orthogonal projection where W j ⊂ R n is a subspace. As introduced in Section 1.3, we say that {W j } m j=1 yields phase retrieval if for all x, y ∈ R n satisfying P j x = P j y for all j = 1, . . . , m then x = ±y. The following theorem shows that 2n − 1 projections are enough for phase retrieval by projection.
Theorem 4.1. [5] Phase retrieval can be done in R n with 2n − 1 subspaces each of any dimension less than n − 1.
The problem is also raised in [1] which states can phase retrieval be done in R n with fewer than 2n − 1 projections? Based on Theorem 3.3, we show that the bound 2n − 1 is tight provided n = 2 k + 1, k ∈ Z ≥1 . Particularly, we have Corollary 4.1. Suppose that n is in the form of 2 k +1. Given any subspaces {W j } m j=1 in R n with m < 2n−1, there exist x, y ∈ R n with x = ±y so that P j x = P j y , j = 1, . . . , m.
Proof. Suppose that {u j,1 , . . . , u j,d j } is an orthonormal basis of W j . Then for any x ∈ R n P j x 2 = A j , xx ⊤ , j = 1, . . . , m where (4.8)
Then {W j } m j=1 allow phase retrieval if and only if the map M A is injective on S R 1 where A = {A 1 , . . . , A m } and A j , j = 1, . . . , m are defined in (4.8). The part (b) in Theorem 3.3 shows that M A is not injective if m < 2n − 1 and n = 2 k + 1 which implies the corollary.
Naturally, one may be interested in whether the bound 2n − 1 is tight when n = 2 k + 1. We give a negative answer by presenting a counterexample for the case where n = 4. In fact, we present 7 subspaces in R 4 , which is obtained by the computer search. Set Then we can verify M A is injective on S R 1 with A = {A 1 , . . . , A 6 } by using a similar method with Algorithm 1. In fact, we verify M A is injective by Algorithm 1 with inputting m = 6, A 1 , . . . , A m , and Q, which are given in (4.11) and (4.12), respectively. In Line 3 of Algorithm 1, we obtain f 0 ∈ Q[x 34 , x 44 ] by computing the Gröbner basis, which is shown as follows: We post the code for these computation in Maple at http://lsec.cc.ac.cn/∼xuzq/LowRank.htm.
