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Gravitational wave snapshots of generic extreme mass ratio inspirals
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Using black hole perturbation theory, we calculate the gravitational waves produced by test
particles moving on bound geodesic orbits about rotating black holes. The orbits we consider
are generic — simultaneously eccentric and inclined. The waves can be described as having radial,
polar, and azimuthal “voices”, each of which can be made to dominate by varying eccentricity
and inclination. Although each voice is generally apparent in the waveform, the radial voice is
prone to overpowering the others. We also compute the radiative fluxes of energy and axial angular
momentum at infinity and through the event horizon. These fluxes, coupled to a prescription for
the radiative evolution of the Carter constant, will be used in future work to adiabatically evolve
through a sequence of generic orbits. This will enable the calculation of inspiral waveforms that,
while lacking certain important features, will approximate those expected from astrophysical extreme
mass ratio captures sufficiently well to aid development of measurement algorithms on a relatively
short timescale.
PACS numbers: 04.70.-s, 97.60.Lf
I. INTRODUCTION
One of the leading problems in modern general rela-
tivity research is the analysis of binary systems. This
problem is quite nasty in general, especially when the
members of the binary are strongly interacting and
gravitational-wave (GW) emission is significant. It sim-
plifies considerably in the extreme mass ratio limit, in
which one member of the binary is much smaller than
the other (taken to be a black hole). This is largely be-
cause the small mass ratio makes it possible to bring
perturbative techniques to bear.
This paper reports the development of a key piece of in-
frastructure needed for an approximate approach to this
problem: the ability to accurately calculate the instanta-
neous GW emission from arbitary bound geodesic orbits
of rotating Kerr black holes. Our work generalizes previ-
ous calculations which specialized the orbit to be either
circular (of constant Boyer-Lindquist coordinate radius
[1]) or equatorial (confined to the black hole’s plane of
reflection symmetry [2]).
By knowing the GWs, we also calculate the flux of
energy E and axial angular momentum Lz that the radi-
ation carries to infinity and down the black hole’s event
horizon. Global conservation allows us to evolve the en-
ergy and angular momentum associated with the orbit,
fixing the evolution of two of the three “constants” which
characterize black hole orbits (up to initial conditions).
The remaining constant, Q, is known as the Carter con-
stant1 [3, 4]. In the limit of zero black hole spin, the hole
1 The constant K = Q+ (Lz − aE)2 is often used as well.
is spherically symmetric, geodesic orbits conserve total
angular momentum L, and Carter’s constant is given by
Q = L2 − L2z; though not strictly accurate, the intu-
itive interpretation “Q = the rest of the angular mo-
mentum” is useful even for non-zero black hole spin. It
has recently become clear that, when the system evolves
“slowly” (quantified below), it is possible to fix the evo-
lution of Q using techniques not too different from those
used to evolve E and Lz [5, 6, 7, 8].
For such slowly evolving systems, we can then evolve
all of the orbital constants; by doing so, we can build rea-
sonably realistic inspirals corresponding to generic initial
conditions, as well as the associated waveforms. The
qualifier “reasonably realistic” refers to the fact that
this procedure neglects, by construction, the influence of
“conservative” pieces of the small body’s self interaction;
only the “dissipative” influence can be analyzed in this
way. As we discuss further below, neglect of the conser-
vative influence will limit the reliability of our inspirals;
for the applications we have in mind, this limitation is
a reasonable trade off in order to build waveforms on a
rapid timescale.
We now briefly summarize our major motivations for
analyzing this problem, sketch the techniques that we
have developed and our major results, and discuss the
utility and limitations of our results.
A. Astrophysical context
Though an idealization of a much more difficult general
problem, the extreme mass ratio limit in fact corresponds
precisely to an important subset of astrophysical bina-
ries: stellar mass compact objects captured onto highly
2relativistic orbits of massive black holes in galaxy cores.
Such binaries are expected to be created by multibody
scattering processes in the stellar cluster that surrounds
these central black holes.
It has now become clear that the central bulges of es-
sentially all galaxies contain a massive black hole with
properties strongly correlated to that of the bulge [9, 10].
It also appears likely thatmass segregation (the sinking of
massive stellar objects to the bottom of a gravitational
potential due to equipartition of kinetic energy [11]) is
likely to drive the largest stellar mass compact objects
into the vicinity of the massive black hole, increasing
the probability of forming a capture binary — see, for
example, Ref. [12] for discussion pointing to the possi-
bility of a “minicluster” of stellar mass black holes in
the center of our galaxy, and Ref. [13] for evidence of an
overabundance of black holes in binaries in the galaxy’s
inner parsec. Mass segregation is also seen numerically in
galactic center N-body simulations by Freitag [14]. The
abundance of galactic black holes plus mass segregation
suggest that the capture and GW driven inspiral of stel-
lar mass compact objects into massive black holes may
be a relatively common phenomenon in the universe.
The GWs produced by these extreme mass ratio inspi-
rals (EMRIs) are thus ideal targets for low-frequency GW
detectors, particularly the space-based LISA antenna,
currently under development as a joint NASA-ESA mis-
sion [15, 16]. By combining estimates for the rate at
which such captures are likely to occur (per galaxy) with
the projected sensitivity of LISA (which determines the
distance to which sources can be measured, and hence
sets the number of galaxies that are relevant), one finds
that dozens to thousands of EMRI events may be mea-
sured over LISA’s mission lifetime [17].
Because the small body only slightly perturbs the
spacetime of the large black hole, the GWs are largely
set by — and therefore encode — the nature of the black
hole’s spacetime. A typical measured EMRI event is
likely to last for ∼ 104−105 orbits; by coherently tracking
the waveform’s phase over these orbits, LISA should de-
termine parameters characterizing the binary with great
precision. Black hole masses and spins should be mea-
sured with fraction of a percent accuracy or better [18]; it
should even be possible to check whether the spacetime
has the “shape” (higher multipolar structure) required
by the no-hair theorems of general relativity [19, 20, 21].
EMRI measurements are expected to provide a cornu-
copia of data of interest to astrophysicists and general
relativists.
This promising astrophysical scenario is a major moti-
vator for much of the effort in this problem (certainly for
the present authors). Reliable theoretical models of the
inspiral waves will be needed both in order to maximize
the science return from LISA data, but also to assure
detection of these events. Ideally, the final science mea-
surement of a detected signal will be performed with a
“measurement template” — a model waveform computed
accurately enough that it remains in phase with a frac-
tional accuracy of roughly 1/ρ (where ρ is the measured
signal-to-noise ratio) over the entire inspiral. The tech-
niques which we describe here cannot construct wave-
forms accurate enough for this task; as we describe in
Sec. I C, measurement templates require a more accurate
and complete analysis of the small body’s self-interaction
than our techniques encompass.
Our goal instead is to develop waveform models that
are sufficiently reliable that they may be used to develop
data analysis techniques for EMRI detection. EMRI
waveforms are characterized by 14 parameters2. The
number of measurement templates that would be needed
to fully cover the 14 dimensional manifold of waveforms
would render any search for these waves by this method
infeasible [17]. Detection will instead be done hierarchi-
cally using (relatively) short segments of the EMRI signal
[17]. Each short segment need only match coherently to a
model for about 103 − 104 orbits. The accuracy require-
ments on such “detection templates” are less stringent
than those needed for measurement templates.
B. Sketch of our calculation
The key pieces of our formalism have been summarized
in depth in previous papers, particularly [1]; here, we
provide a very brief sketch largely to set the context for
the following discussion.
We use the Teukolsky equation [22] to calculate the in-
fluence of a perturbation to a black hole spacetime. This
equation describes the evolution of a complex scalar ψ4
which is constructed from the Weyl (vacuum) curvature
of the spacetime; it is basically a wave equation for the
Weyl curvature, linearized around the Kerr background3,
with a source. Schematically, the Teukolsky equation is
of the form
D2ψ4 = T [~z(t)] . (1.1)
The general form of the operator D2 and the source func-
tion T can be found in [22]; ~z(t) represents the worldline
of the orbiting body. Coordinate time t (which amounts
to time as measured by distant observers) is a particu-
larly convenient parameterization for our purposes. De-
rived forms of Eq. (1.1) relevant to our analysis are given
in Sec. III A.
2 A useful counting of these parameters is as follows: the 2 masses,
the black hole spin S, the initial relative position r0, the initial
relative velocity v0, and the binary’s position relative to the
observer R. Each vector has 3 components, for a total of 14
parameters. Including the smaller body’s spin s raises the count
to 17; fortunately, s can be neglected for our purposes [18].
3 Indeed, Michael Ryan has shown that the Teukolsky equation can
be derived from the “Penrose equation” [23], a nonlinear wave
equation for the Riemann curvature tensor that is constructed
from the Bianchi identity; see [24].
3A key thing to note at this point is that the source
depends on the orbiting body’s worldline ~z(t). In order
to construct T , we use the “zeroth” order worldline, ne-
glecting radiation. This worldline is built from geodesics
of the background black hole spacetime; as we discuss in
Sec. I C, we incur an important cost due to this setup.
From this worldline, we build the source function, and
then compute ψ4. This complex scalar completely en-
codes the GW flux to distant observers, and down the
black hole’s event horizon [25] (equivalently, the tidal in-
teraction of the hole with the orbiting body [26]). All
of the quantities which we use to describe GW emission
and GW induced orbit evolution are encoded in ψ4.
We take advantage of the fact that the Teukolsky equa-
tion is separable — ψ4 can be expanded into Fourier and
spheroidal harmonics, allowing it to be computed mode-
by-mode. Each mode is characterized by a spherical-
harmonic-like integer index l, and by three integer indices
(m, k, n) that label harmonics of the three fundamen-
tal frequencies that describe the orbits. Thanks to the
linear nature of the Teukolsky equation, the modes are
independent of one another. Codes that solve for ψ4 in
this manner are thus easily parallelized — many mode
contributions can be computed separately and indepen-
dently. Indeed, we have found that the code developed
for this work exhibits almost perfect 1/N computation-
time scaling (where N is the number of processors) [6].
We incur an important cost by expanding ψ4 in modes:
expanding formally requires that we understand our
source’s behavior for all time, −∞ < t <∞, in order that
the Fourier integral exist. In practice, this means that the
orbit cannot evolve “quickly”: we require the radiation
to backreact adiabatically, so that over a typical “orbital
time” Torb the change in any parameter that should be
constant is much smaller than the parameter itself (e.g.,
TorbE˙ ≪ E). In principle, the adiabaticity requirement
could be circumvented by working in the time domain
— solving the wave equation for ψ4 directly rather than
expanding in modes. Indeed, time domain codes have
proven superior to frequency domain codes for analyzing
problems without sources (i.e. black hole ringdown), and
are a more natural approach to evolving radiation prop-
agating in a black hole spacetime [27, 28, 29, 30]. Al-
though new techniques may eventually change this story
[31], at present, frequency domain codes appear better
suited to handle the point-like sources appropriate to the
EMRI problem.
The next natural step is to approximate the inspiral
and associated waveform from a sequence of geodesic or-
bits. Beginning with some starting orbit, we compute ψ4.
From it, we extract a snapshot waveform, which instan-
taneously approximates the true waveform, as well as the
rates of change of the orbital constants. These rates of
change tell us how the trajectory evolves from the present
orbit to the next orbit in the sequence. By repeating this
process many times, we can build an adiabatic waveform
that usefully approximates the true waveform. We have
not yet taken this step for generic orbits, though most of
Ref. a 6= 0 eccentric orbits inclined orbits evolve orbits
[32] X · · · X
[33] X X
[1, 34] X X
[2, 35] X X
[36] X X X
Here X X X
TABLE I: A sketch of the history of this technique. The
magnitude of the massive black hole’s spin angular momen-
tum is given by aM . Due to spherical symmetry all geodesics
of Schwarzschild (a = 0) black holes are planar, and can be
considered equatorial.
the tools needed to do so are now in hand [5, 6, 7, 8].
Table I summarizes the history of this approach. To
date, the program has been completed only for non-
spinning black holes [32], circular-equatorial orbits [33]
circular orbits [36], and equatorial orbits4 [2, 35]. For
the astrophysical EMRI problem, these are unrealistic
restrictions. Since extreme mass ratio binaries are cre-
ated through capture processes, we expect inclination
to be randomly distributed. We also expect the eccen-
tricity to be substantial — although radiative backre-
action strongly reduces eccentricity, EMRI events have
such large initial eccentricities that an estimated 50% of
all observable EMRIs will have eccentricities e > 0.2 as
they approach their last stable orbit [18]. We must un-
derstand generic EMRIs in order to realize the event rates
predicted in Ref. [17].
C. Applicability and limitations of our approach
The “flux balancing-adiabatic evolution” approach we
advocate here is, as emphasized above, an approxima-
tion to the evolution of extreme mass ratio binaries. A
more rigorous approach, upon which most workers in this
field are focused, is based on computation of the self
force — the small body’s self interaction with its own
gravitational perturbation. The gravitational self force
is analogous to the Abraham-Lorentz-Dirac electromag-
netic self force [37, 38]. Its complete general relativistic
formulation was worked out in detail by Mino, Sasaki,
and Tanaka [39] and by Quinn and Wald [40]; Poisson
[41] provides a very readable summary of this formalism.
Developing this approach to the point that one can build
a code around it to study the evolution of generic or-
bits of Kerr black holes remains some time in the future;
however, efforts are intense and progress is rapid [42].
4 Although Refs. [2] and [35] do not use their snapshot data to
compute model inspirals, it is a straightforward extension to do
so.
4At least heuristically, the self force can be broken into
two pieces: a “dissipative” force which carries energy
and angular momentum away from the binary (and thus
drives the smaller body’s inspiral), and a “conservative”
force which does not. These forces are computed relative
to geodesics of the background spacetime — the space-
time of the large black hole. The conservative force tells
us that, even in the absence of radiation emission, the tra-
jectory is modified relative to the background geodesics
— the spacetime is deformed from that of a black hole,
so that black hole geodesics do not precisely describe the
motion of the small body.
Our approach totally neglects the conservative self
force — by construction, we can only analyze dissipa-
tive effects. This can be seen in the schematic descrip-
tion of our calculation near Eq. (1.1) — the worldline
used in the source function T is built from geodesics of
the background spacetime, without incorporating the in-
fluence of the conservative force. We have argued pre-
viously [6] that this should be adequate for scoping out
EMRI waveforms and exploring issues related to LISA
data analysis. Our argument was based in part on how
the phase error resulting from our approach scales with
the mass ratio µ/M [Eq. (1.2) of Ref. [7]]. That scaling
was in turn based on the idea that (quoting from Ref.
[6]) “Dissipative terms accumulate secularly; conserva-
tive terms do not”. In other words, dissipative aspects
of the self force would accumulate phase effects over an
EMRI event; we expected that conservative terms would
oscillate, and thus not contribute as strongly over an in-
spiral.
To our chagrin, it has now been clearly demonstrated
that our claim that conservative effects do not accumu-
late secularly is wrong (although the scaling of phase er-
rors with mass ratio which we derived from this is cor-
rect). Using a compelling toy model to describe the influ-
ence of the conservative self force, Pound, Poisson, and
Nickel [43] show that there is a component to the phase
evolution missed by a “dissipative only” evolution. A
simple way to understand this additional component is
as follows: The background geodesics are characterized
by oscillatory motion with three frequencies, Ωφ, Ωθ, and
Ωr, where Ωx describes oscillations (or orbits) associated
with the coordinate x. A conservative self force changes
the “potentials” that determine orbital motion, and thus
modifies these three frequencies:
Ωφ → Ωφ + δΩφ
Ωθ → Ωθ + δΩθ
Ωr → Ωr + δΩr . (1.2)
The shifts are smaller than their frequencies by (roughly)
the mass ratio: δΩx ∼ (µ/M)Ωx, where µ is the mass of
the smaller body and M is the mass of the black hole.
Some of the most interesting strong field features are
due to beating between these frequencies. For example,
periastron precession (well known in the solar system due
to planetary perihelion precession) occurs at
ΩPP = Ωφ − Ωr . (1.3)
Another effect is Lense-Thirring precession, the rotation
of the orbital plane due to frame dragging; it occurs at
ΩLT = Ωφ − Ωθ . (1.4)
The conservative self force shifts these precessions:
δΩPP = δΩφ − δΩr ,
δΩLT = δΩφ − δΩθ . (1.5)
It is likely that δΩφ ≃ δΩθ; they are presumably exactly
equal for Schwarzschild black holes (spherical symmetry).
However, δΩr is likely to differ quite a bit from the other
two frequency shifts, importantly modifying periastron
precession. We thus expect that eccentric orbits in par-
ticular will be impacted by the conservative self force.
This, indeed, is what is found by Pound, Poisson, and
Nickel.
Our inability to incorporate this conservative effect
into our analysis limits its utility. We advocate our ap-
proach primarily to begin exploring the space of EMRI
waveforms in preparation for LISA’s EMRI data analysis.
The best understanding at the moment, after Ref. [43], is
that the phase errors scale like (µ/M)0 and (v/c)−3; con-
sequently, in the regime v ∼ c relevant to LISA the errors
are formally of order unity. It is thus not yet clear if these
errors are large enough to prevent adiabatic waveforms
being useful for search templates. At any rate, though
adiabatic waveforms may miss an important contribution
to the phase evolution of extreme mass ratio binaries,
they accurately represent the spectral spread that can be
expected. Experience from circular [1, 36] and equatorial
[2, 32] studies shows that waves from strong field orbits
radiate significant power into high harmonics of the or-
bital frequencies. The LISA datastream is expected to
contain many simultaneous confused sources — certainly
millions of white dwarf binaries (whose radiation is es-
sentially monochromatic), perhaps ∼ 103 simultaneous
EMRI sources, all lying under the signals from massive
coalescing cosmological black hole binaries. Learning to
detangle these many signals will require models for the
different waves which accurately describe their time and
frequency overlap. By modeling the frequency spread of
EMRI waves with good accuracy (though not necessarily
the frequency evolution), adiabatic waveforms should be
a very useful tool.
If it turns out to be possible to separate conservative
and dissipative self force contributions, it should be easy
to modify our approach to include the leading conserva-
tive effects: we would simply replace the geodesic world-
lines presently used with worldlines that are augmented
by these conservative effects. We would then use this
augmented worldline to construct the Teukolsky source
function. Doing so would allow us to calculate an inspiral
5that accurately accounted for the leading dissipative and
conservative effects5.
It should be strongly emphasized that this is a rather
big “if”: Because the gravitational self force is a gauge
dependent quantity (though its impact on binary orbits
must be gauge independent), it is far from clear that one
can cleanly separate the “conservative” from the “dis-
sipative” influence. It may be that the only way to dis-
criminate the two influences is to run the equations of mo-
tion which the self force implies through a self-consistent
wave-generation calculation [43], in which case there is
no need to separate these influences in the first place.
D. Organization of this paper
We begin this paper by summarizing, in Sec. II, rele-
vant properties of bound Kerr black hole orbits. These
orbits determine, in turn, the properites of the Teukol-
sky equation’s source term. Our goal is to present enough
detail to make it clear how we build this term. Of par-
ticular importance is a frequency domain description of
functions that are built from these orbits [44, 45].
We next (Sec. III) summarize the relevant details of
the black hole perturbation formalism that we use. We
go into some detail in this section. This is in part to
make the analysis self-contained, but also to correct some
small errors that have appeared in previous papers, no-
tably Ref. [1] (hopefully without introducing too many
new errors). We first review in Sec. III A how Teukolsky
equation solutions are built. This is a somewhat sub-
tle numerical problem — due to the long-rangedness of
the separated Teukolsky equation’s radial potential, the
amplitudes of ingoing (∝ e−iωr∗) and outgoing (∝ eiωr∗)
radiative solutions grow at different rates. [The quantity
r∗ is the Kerr “tortoise coordinate”; cf. Eq. (3.16) below.]
One component of the solution can easily swamp the
other, causing numerical resolution to be lost. Sasaki and
Nakamura [46] found an equation with short-ranged po-
tential whose solutions are related to those of the Teukol-
sky equation by a simple differential transformation; the
combined Sasaki-Nakamura-Teukolsky formalism makes
for a very well-behaved numerical problem. We next
(Sec. III B) discuss explicitly how the source function is
built, taking advantage of the results that we presented
in Sec. II, and then discuss some pratical issues related to
the numerics (Sec. III C). We wrap up this section with
a brief discussion of how the gravitational waveforms and
fluxes of “conserved” quantities are extracted from these
solutions.
Section IV discusses several practical issues related to
numerics. We first describe the algorithms used to nu-
merically represent the geodesics, a key element for the
5 One might label a self force that allows this separation “compas-
sionately conservative”.
Teukolsky source term, before describing issues related to
computing each of the modes from which we build ψ4. We
then discuss in great depth the algorithms we have devel-
oped to truncate our modal expansion. Strictly speaking,
the number of modes that should be used to build ψ4 is
infinite; picking a finite value to truncate this expansion
that is “large enough” is somewhat subtle. We describe a
scheme in Sec. IVC that has proven to be robust enough
to work well for our present purposes. There is clearly
room for improvement, however; we describe some ways
in which this procedure could be made better. Finally,
we conclude in Sec. IVD with detailed discussion of vali-
dation tests that we made against previous results in the
appropriate limits. We find that the code agrees per-
fectly with results from Ref. [1] when the eccentricity is
zero6, and agrees quite well with the “equatorial” code
of Glampedakis and Kennefick in [2] in the limit of zero
inclination. Except for some (very small) down-horizon
modes that do not significantly impact the overall flux,
we typically find agreement at the level of 10−3 or bet-
ter with Glampedakis and Kennefick. This is the level of
accuracy that they cite for their code.
Our main results are presented in Sec. V. The modal
decomposition allows us to break the waveform into
“voices”:
H ≡ h+ − ih× =
∑
kn
Hkne
−iωkn(t−r
∗) , (1.6)
where ωkn ≡ kΩθ +nΩr. [A sum over l and m, including
oscillations with frequency mΩφ, is hidden in the defini-
tion of Hkn; see Eq. (5.3) below.] The “polar voice” is
composed of the terms with n = 0 and k 6= 0; The “radial
voice” is composed of the terms with k = 0 and n 6= 0;
The “azimuthal voice” is the term with k = n = 0, and
the “mixed voice” is composed of the terms with k 6= 0
and n 6= 0. A similar voice-by-voice labeling can be ap-
plied to the fluxes. We find that the importance of the
various voices is fairly simply controlled by the eccen-
tricity and the inclination angle: Polar voices become
progressively more important as the purely polar orbit
(inclination 90◦) is approached from either direction; ra-
dial voices rapidly become important as eccentricity, e,
approaches unity, typically dominating the waves’ spec-
trum by e ∼ 0.3− 0.5. We speculate that this multivoice
character may facilitate approximations in the design of
GW detection schemes, making it possible to detect the
most important voices of signals, rather than needing to
detect the (rather ornate) chorus of all voices together.
Section VI presents our final conclusions, and outlines
future work to which we plan to apply this formalism.
6 The “generic” code is a direct descendent of the “circular” code
used in Ref. [1], so it is perhaps not too surprising that there
is agreement in the circular limit. However, many details of the
generic code’s inner workings are significantly different from the
circular incarnation, so this agreement is far from trivial.
6Chief among these future tasks will be augmenting this
approach with an adiabatic scheme to evolve the Carter
constant [7, 8], and then using the complete flux data
to build model adiabatic inspirals and their associated
waveforms (as discussed in Sec. I B). We are optimistic
that this can be completed relatively quickly since there
appear to be no major hurdles or issues of principle that
must be overcome first. Producing adiabatic waveforms
for initial data analysis algorithm development will then
“just” be a matter of finding sufficient CPU power.
II. BOUND BLACK HOLE ORBITS
In this section we review the geodesic motion of a non-
spinning test mass on a bound orbit of a Kerr black hole.
Kerr orbits are not a new subject of investigation [4, 47],
but interest has been renewed recently because of their
relevance to EMRI GWs [5, 44, 45]. The main new de-
velopment has been Mino’s exploitation of the fact that
these orbits are fundamentally periodic entities [5]. The
utility of exploiting this property is discussed in detail in
Ref. [44], and details of its application to EMRIs can be
found in Sec. 3 of Ref. [7]. Here we will discuss the rela-
tion between an orbit’s geometry and its natural frequen-
cies. Using a special choice of initial conditions (the fidu-
cial geodesics from Ref. [7]) we also derive a new system
of equations for efficient numerical evaluation of these
orbits.
Kerr black holes are characterized by two parameters:
the mass M of the black hole, and the magnitude aM of
its spin angular momentum, with 0 ≤ a ≤M . Through-
out this paper, we will use Boyer-Lindquist [48] coordi-
nates (t, r, θ, φ), with units chosen so that G = c = 1.
The line element for the Kerr geometry is then given by
[3]
ds2Kerr = −
(
1− 2Mr
Σ
)
dt2 +
Σ
∆
dr2 +Σ dθ2
+
(
r2 + a2 +
2Ma2r
Σ
sin2 θ
)
sin2 θ dφ2
−4Mar
Σ
sin2 θ dt dφ, (2.1)
where
Σ = r2 + a2 cos2 θ, ∆ = r2 − 2Mr + a2. (2.2)
Bound black hole orbits admit four constants of the
motion which allow us to rewrite the geodesic equations
as a system of first order differential equations. Three of
these constants are fairly straightforward — if the test
particle has 4-momentum ~p, these constants are
~p · ~p = −µ2, ~∂t · ~p = −E, ~∂φ · ~p = Lz, (2.3)
where µ is its rest mass, E is the orbit’s energy, and Lz is
its axial angular momentum. Carter discovered a fourth
constant Q which allows the motion to be completely
described by a system of first order equations [4]. As dis-
cussed in the Introduction, it is often useful to think of
the Carter constant as representing the geodesic’s non-
axial angular momentum (a correspondance which is ex-
act for non-rotating black holes).
Carter’s first order equations can be written in the fol-
lowing form(
dr
dλ
)2
= Vr(r),
dt
dλ
= Vt(r, θ),(
dθ
dλ
)2
= Vθ(θ),
dφ
dλ
= Vφ(r, θ). (2.4)
The functions Vt, Vr, Vθ, and Vφ are shown in Appendix
A. The Mino time parameter λ is related to the test
mass’ proper time τ by
dτ
dλ
= Σ. (2.5)
Mino time decouples the radial and polar equations of
motion so that Vr = Vr(r) and Vθ = Vθ(θ). This prop-
erty appears to have been recognized by Carter; however,
Mino appears to be the first to use λ to fully exploit the
periodic nature of Kerr orbits [5]. Since the first order
equations for r and θ are purely quadratic in their deriva-
tives, r(λ) and θ(λ) are periodic functions for bound or-
bits. The functions dt/dλ and dφ/dλ are then biperiodic
functions in the sense defined by Ref. [44]. As a result, af-
ter subtracting a term proportional to λ, the coordinates
t(λ) and φ(λ) can be represented with a two dimensional
Fourier series. These properties, discussed in more detail
below, are extremely powerful.
Solutions of the geodesic equations (2.4) are uniquely
determined if we specify E, Lz, Q and the initial position
~z(λ = 0) (or some other equivalent set of constants). We
now focus on the orbit’s geometry or shape, which is
determined by E, Lz, and Q. This fact can be roughly
understood in that the orbit must be bounded by two
radii rmin ≤ r ≤ rmax, and [because the geometry (2.1)
is symmetric across the equatorial plane] one polar angle
θmin ≤ θ ≤ (π − θmin). The orbit is then confined to a
toroidal region sketched in Fig. 1. The boundaries of the
orbital torus could have equivalently been determined by
an eccentricity e, a semilatus rectum p, and an inclination
θinc defined by
rmin =
pM
1 + e
, rmax =
pM
1− e , θinc+(sgnLz)θmin =
π
2
.
(2.6)
Here we have included a factor of sgnLz so as to make
θinc most closely resemble another common definition for
the orbital inclination angle ι [1]:
cos ι =
Lz√
L2z +Q
. (2.7)
A nice property of the angles θinc and ι (not shared by the
angle θmin) is that they automatically encode a notion of
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FIG. 1: The orbital torus and the evolution of r and cos θ for a generic geodesic orbit. The magnitude of the black hole’s spin
is a = 0.998M . The orbit shown here has eccentricity e = 1/3, inclination θinc = 30
◦, and semilatus rectum p = 7. We start
the orbit at (r, cos θ) = (rmin, cos θmin), and end it around (r, cos θ) = (10.5M,−0.1), after several complete radial and polar
oscillations. The orbit is not closed: over time, it would eventually fill the orbital torus.
prograde and retrograde — prograde orbits (φ motion
parallel to the hole’s rotation) have θinc, ι < 90
◦; ret-
rograde orbits (φ motion antiparallel to the hole) have
θinc, ι > 90
◦. We have found that in general ι ≈ θinc.
Even in the strong field the two quantities typically dif-
fer by less than 10%. For the orbits which we discuss
in detail here (Sec. V) ι and θinc differ by no more than
0.5%.
Explicit algebraic relationships between the geometric
orbital parameters (e, p, θinc) and the physical constants
(E,Lz, Q) were first computed by Schmidt [45], and are
shown below in Appendix A. We find that when explor-
ing the orbital parameters space, it is best to first think in
terms of (e, p, θinc), and then to convert these (following
Appendix A) to (E,Lz, Q) which are used in all further
calculations.
Using a special choice of initial conditions, we now de-
rive a set of equations for efficient numerical evaluation
of bound orbits. Since the solutions to the radial and
polar geodesic equations (2.4) are periodic in Mino time,
each can be expressed as a Fourier series,
θ(λ) =
∞∑
k=−∞
θke
−ikΥθλ, r(λ) =
∞∑
n=−∞
rne
−inΥrλ,
(2.8)
where θk and rn are constants, and where Υr,θ are the
orbital frequencies in Mino time. In Appendix A we list
explicit expressions for these frequencies as functions of
the orbital parameters described in the previous section.
It is convenient to write these series in terms of angle-
variables,
wr = Υrλ, wθ = Υθλ. (2.9)
The result is
θ(wθ) =
∞∑
k=−∞
θke
−ikwθ , r(wr) =
∞∑
n=−∞
rne
−inwr .
(2.10)
We now specialize to a specific choice of initial condi-
tions for the radial and polar motion. We require that
the orbit begins at a turning point of both the r and θ
coordinates,
r(wr = 0) = rmin, θ(wθ = 0) = θmin. (2.11)
This choice of initial conditions will result in a simplified
numerical evaluation of the geodesics. For example, the
coordinates r and θ are now even functions of wr,θ,
r(−wr) = r(wr), θ(−wθ) = r(wθ), (2.12)
and the Fourier series (2.8) become cosine series,
θ(wθ) = θ0 + 2
∞∑
k=1
θk cos(kwθ), (2.13)
r(wr) = r0 + 2
∞∑
n=1
rn cos(nwr). (2.14)
In this paper we will not evaluate these series explicitly7,
though we will use the fact that they are even functions.
We now derive a similarly simplified series expansion
for t and φ. Both the t and φ coordinates will be treated
7 Current investigations suggest that doing so may lead to greater
computational efficiency.
8in a similar way, so to save space we define
x = t, φ, x˙ = Vt, Vφ, (2.15)
such that an overdot represents a derivative with re-
spect to Mino time λ. Following the analysis preceeding
Eqs. (3.18) and (3.19) in Ref. [44], we write the deriva-
tives x˙ in the form
x˙(λ) = x˙00 +
∞∑
k=1
(x˙θke
−ikΥθλ + c.c.)
+
∞∑
n=1
(x˙rne
−inΥrλ + c.c.), (2.16a)
x˙θk =
1
2π
∫ 2π
0
dwθ x˙
θ[θ(wθ)]e
ikwθ , (2.16b)
x˙rn =
1
2π
∫ 2π
0
dwr x˙
r[r(wr)]e
inwr . (2.16c)
Here “c.c.” means the complex conjugate of the preceed-
ing term. The leading constants are defined by
x˙00 = x˙
θ
0 + x˙
r
0 . (2.17)
We have made use of the fact that the derivatives of
both t and φ separate into a sum of two functions, each
depending only on one of the coordinates8,
x˙ = x˙θ(θ) + x˙r(r). (2.18)
Following the notation of Ref. [44], we use the following
symbols for x˙00 in the cases x = t and x = φ:
Γ = (Vt)00, Υφ = (Vφ)00. (2.19)
The constant Γ is the analog of the Lorentz factor of spe-
cial relativity. For example, in the case of an orbit which
is both circular and equatorial, we have Γ = dt/dλ =
(dt/dτ)Σ (Σ is constant for circular-equatorial orbits). Γ
also relates the Mino time frequencies Υφ,θ,r to coordi-
nate time frequencies Ωr, Ωθ, and Ωφ:
Ωφ =
Υφ
Γ
, Ωθ =
Υθ
Γ
, Ωr =
Υr
Γ
. (2.20)
Schmidt [45] provides an elegant derivation of closed form
expressions for the orbital frequencies. His results were
converted into the Mino time frequencies in Ref. [44] (see
Appendix A for details).
As a consequence of their initial values (2.11), the func-
tions θ(wθ) and r(wr) are even. The functions x˙
θ(wθ)
and x˙r(wr) are then also even, and the series (2.16) above
8 It’s interesting to note that Teukolsky has shown that the master
equation (3.2) separates in any coordinates where this property
(2.18) is preserved [22].
simplifies to
x˙(λ) = x˙00 + 2
∞∑
k=1
x˙θk cos(kΥθλ) + 2
∞∑
n=1
x˙rn cos(nΥrλ).
(2.21a)
x˙θk =
1
π
∫ π
0
dwθ x˙
θ[θ(wθ)] cos(kwθ), (2.21b)
x˙rn =
1
π
∫ π
0
dwr x˙
r [r(wr)] cos(nwr). (2.21c)
If we now assume initial values for t and φ,
t(λ = 0) = 0 , φ(λ = 0) = 0 , (2.22)
so that we are now discussing the fiducial geodesics from
Ref. [7], a similarly simplified expression for the coordi-
nates x can be found by integrating the series (2.21a) for
their derivatives x˙:
x(λ) = x˙00λ+∆x
θ(λ) + ∆xr(λ) (2.23a)
∆xθ(λ) =
∞∑
k=1
∆xθk sin(kΥθλ), (2.23b)
∆xr(λ) =
∞∑
n=1
∆xrn sin(nΥrλ), (2.23c)
∆xθk =
2
kπΥk
∫ π
0
dwθ x˙
θ(wθ) cos(kwθ), (2.23d)
∆xrn =
2
nπΥr
∫ π
0
dwr x˙
r(wr) cos(nwr). (2.23e)
Note that in the cases of orbits with special geometries,
the coordinates x simplify accordingly:
∆xr(λ) = 0 = ∆xrn (for circular orbits) , (2.24a)
∆xθ(λ) = 0 = ∆xθk (for equatorial orbits) . (2.24b)
Evaluating the integrands in Eqs. (2.23d) and (2.23e)
as functions of r(wr) and θ(wθ), would first require a
direct integration of the radial and polar geodesic equa-
tions. Unfortunately this is somewhat difficult because
the derivatives Vr and Vθ vanish (by definition) at the or-
bital turning points. This means, for example, that the
integrand in the direct expression for r(λ),
λ =
∫ r(λ)
rmin
dr′
±
√
Vr(r′)
, (2.25)
contains singularities which, although integrable, com-
plicate the numerics. This is a well known problem (see
the Appendix of Ref. [44] for more details) which can be
avoided if we change the integration variables to more
well behaved coordinates χ(θ) and ψ(r), where
cosχ =
cos θ
cos θmin
, r =
pM
1 + e cosψ
. (2.26)
9Recall that p is the semilatus rectum of the orbit, and
e is the orbital eccentricity. So in practice we replace
Eqs.(2.23d) and (2.23e) with
∆xθk =
2
kπΥθ
∫ π
0
dχ
dwθ
dχ
x˙θ(wθ) cos(kwθ), (2.27)
∆xrn =
2
nπΥr
∫ π
0
dψ
dwr
dψ
x˙r(wr) cos(nwr). (2.28)
In order to use this result, we of course need explicit ex-
pressions for wθ(χ), wr(ψ), and their derivatives. These
functions were first derived in Ref. [44], and the results
are shown below in Appendix A. It turns out that wθ(χ)
and dwθ/dχ can be written in terms of elliptic integrals.
The functions wr(ψ) and dwr/dψ are slightly more in-
volved.
We have found that this technique is an extremely effi-
cient way to evaluate bound orbits and functions of them
(see Ref. [44] for a simple example). The two expansions
given by Eqs. (2.23b) and (2.23c) converge very rapidly.
Typically only about 50 terms are needed in order to
obtain a fractional accuracy of 10−12.
III. PERTURBING A BLACK HOLE WITH AN
ORBITING TEST MASS
In this section we will discuss how a non-spinning test
mass µ on a bound geodesic perturbs the Kerr geome-
try (2.1). The radiative information describing the lin-
ear order perturbation can be extracted from the Weyl
curvature scalar [49]
ψ4 = −Cαβγδnαm¯βnγm¯δ . (3.1)
Here, overbar denotes complex conjugation, Cabcd is the
Weyl curvature tensor (the Riemann tensor in vacuum),
and the vectors are elements of a Newman-Penrose null-
basis [50, 51] {lα,mα, m¯α, nα}. For distant observers, the
curvature scalar ψ4 is simply related to the metric pertur-
bation. For these same observers, and also for observers
at the event horizon, ψ4 is simply related to the fluxes
of energy and angular momentum (see Sec. IIID for de-
tails). Since we are only analyzing perturbations to first
order in the mass ratio, ψ4 always represents the leading
O(µ/M) contribution to the curvature perturbation.
A. Teukolsky-Sasaki-Nakamura formalism
Teukolsky showed that ψ4 is a solution to an equation
of the form [22][
Ûtφr(r) + V̂tφθ(θ)
]
ϕ = −T, (3.2)
where T is the source term (described below in Sec. III B),
ϕ = ρ−4ψ4, ρ = −(r − ia cos θ)−1, (3.3)
and where Ûtφr(r) and V̂tφθ(θ) are second order differen-
tial operators containing derivatives with respect to the
variables shown as subscripts [see Eqs. (B1a) and (B1b)].
Equation (3.2) is known as the master equation. In the
next two sections, we will summarize Teukolsky’s tech-
nique for solving the master equation by separation of
variables [22], converting Eq. (3.2) into a pair of ordi-
nary differential equations. This technique is referred
to as solving the master equation “in the frequency do-
main”. As briefly discussed in the Introduction, one
could instead solve the master equation numerically as
a partial differential equation “in the time domain” (see
Refs. [52, 53] and references therein). Such an approach
can be advantageous for problems where there is no
source, or where the source is not pointlike. To date
at least, time domain treatments are accurate to about
10% [53] for EMRI sources (at least for quantities like
orbit averaged fluxes of energy and angular momentum).
In the source free case T = 0, the master equation (3.2)
is satisfied by functions of the form
ϕm(ω,C) = R˜m(r;ω,C)Sm(θ;ω,C)e
−iωt+imφ, (3.4)
where C is some constant, m is an integer (since ψ must
be periodic in φ), and ω is any real number. The func-
tions R˜ and S are solutions to ordinary differential equa-
tions of the form[
Ûr(r,m, ω)− C
]
R˜m(r, ω, C) = 0, (3.5a)[
V̂θ(θ,m, ω) + C
]
Sm(θ, ω, C) = 0. (3.5b)
Requiring that the solutions to the angular equation
(3.5b) (known as spin-weighted spheroidal harmonics
with spin weight −2) be regular results in a discrete spec-
trum of eigenvalues C = Clm(ω),
Sm[θ, ω, Clm(ω)] ≡ Slm(θ, ω) , (3.6)
where l ≥ max(|m|, 2) is an integer. The functions
Slm(θ, ω) are uniquely defined only after we specify
boundary conditions, or equivalently after we chose a
normalization convention. We use the convention9∫ π
0
dθ [Slm(θ, ω)]
2
sin θ =
1
2π
. (3.7)
The choice of normalization is arbitrary in the sense that
it does not change any physical predictions. However, in
order to compare equations from other papers in which a
different convention was used, we must state our choice
explicitly. The functions Slm(θ, ω) will be used as a basis
to express functions f(t, θ, φ) as follows:
f(t, θ, φ) =
∞∑
l=2
l∑
m=−l
∫ ∞
−∞
dω 〈lmω|f〉Slm(θ, ω)e−iωt+imφ,
(3.8)
9 Although not stated there, this is the normalization convention
used in Ref. [1].
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where
〈lmω|f〉 = 1
2π
∫
dt
∫
dΩ f(t, θ, φ)Slm(θ, ω)e
iωt−imφ,
(3.9)
so that we have 〈l′m′ω′|lmω〉 = δll′δmm′δ(ω − ω′).
We now return to the case where the source T in the
master equation (3.2) is nonvanishing. Assuming a solu-
tion of the form
ϕ = ρ−4ψ4 =
∞∑
l=2
l∑
m=−l
∫
dω ϕlm(ω) , (3.10)
where
ϕlm(ω) = Rlm(r, ω)Slm(θ, ω)e
−iωt+imφ, (3.11)
implies that the radial function Rlm(r, ω) must satisfy[
∆2
d
dr
(
1
∆
d
dr
)
− Vlm(r, ω)
]
Rlm(r, ω) = −Tlm(r, ω),
(3.12)
where Tlm(r, ω) = 〈lmω|T〉, and the potential is given by
Vlm(r, ω) = −K
2 + 4i(r −M)K
∆
+ 8iωr + λlm(ω).
(3.13)
Here K = (r2 + a2)ω −ma, and
λlm(ω) = −Clm(ω)− 2amω. (3.14)
The radial equation (3.5a) is just the source free (homo-
geneous) version of the previous radial equation (3.12).
The two independent solutions to the homogeneous ra-
dial equation will be used to construct the solution to
the inhomogeneous equation. We use the so-called “in-
up basis” {RHlm(r, ω), R∞lm(r, ω)}, which is defined by the
following limiting behavior [7]:
RHlm(r → r+, ω) = Bholelm (ω)∆2e−iPr
∗
, (3.15a)
RHlm(r →∞, ω) = Boutlm (ω)r3eiωr
∗
+
Binlm(ω)
r
e−iωr
∗
,
(3.15b)
R∞lm(r → r+, ω) = Doutlm (ω)eiPr
∗
+Dinlm(ω)∆
2e−iPr
∗
,
(3.15c)
R∞lm(r →∞, ω) = D∞lm(ω)r3eiωr
∗
. (3.15d)
Here P = ω−ma/(2Mr+), and the “tortoise coordinate”
r∗ satisfies dr∗/dr = (r2 + a2)/∆:
r∗(r) = r +
2Mr+
r+ − r− ln
r − r+
2M
− 2Mr−
r+ − r− ln
r − r−
2M
,
(3.16)
where r± = M ±
√
M2 − a2 are the roots of ∆ (r = r+
is the location of the event horizon).
The numerical calculation of the homogeneous solu-
tions, say RHlm(r), would in principle work as follows.
First set Binlm(ω) = 1 (a normalization convention). Then
note that
RHlm(r → r+)
Bholelm (ω)
= ∆2e−iPr
∗
, (3.17)
RHlm(r →∞)
Bholelm (ω)
=
Boutlm (ω)
Bholelm (ω)
r3eiωr
∗
+
1
Bholelm (ω)r
e−iωr
∗
.
(3.18)
Next starting near the horizon at r = r+, integrate for-
ward. When we reach r ≈ ∞, we can read off Bout/Bhole
and 1/Bhole. (When clarity permits, we will often drop
the somewhat cumbersome subscripts l,m and the depen-
dence on r, ω.) Since the first term in Eq. (3.18) grows
rapidly with r, the two terms cannot be extracted with
equal accuracy. We work around this by instead solving
the homogeneous Sasaki-Nakamura equation [46] (which
was designed to avoid this problem) and converting the
result to RH,∞; see Ref. [1] for details. Recently Fujita
and Tagoshi have worked out a sophisticated numerical
scheme for computing the functions RH,∞ numerically
with great accuracy (with fractional accuracies ∼ 10−14
in the corresponding energy fluxes for orbits which are
both circular and equatorial) [54].
The general solution to the radial equation (3.12), cor-
responding to the retarded solution of the master equa-
tion (3.2), is
Rlm(r, ω) = Z
H
lm(r, ω)R
∞
lm(r, ω) + Z
∞
lm(r, ω)R
H
lm(r, ω),
(3.19)
where the functions Z are radial integrals over the source
term:
ZHlm(r, ω) = −
1
Alm(ω)
∫ r
r+
dr′
RHlm(r
′, ω)
∆′2
Tlm(r
′, ω),
(3.20a)
Z∞lm(r, ω) = −
1
Alm(ω)
∫ ∞
r
dr′
R∞lm(r
′, ω)
∆′2
Tlm(r
′, ω) .
(3.20b)
The function Alm(ω) is given by10
Alm(ω) = 2iωBinlm(ω)D∞lm(ω). (3.21)
This construction of ZH,∞ and A follows from the theory
of Green’s functions [55].
In this paper, we only evaluate the perturbed field ψ4
[and therefore the functions Z (3.20)] outside the orbital
torus — r < rmin and r > rmax. Evaluating ψ4 at arbi-
trary locations within the orbital torus rmin < r < rmax
would require a more complicated numerical apparatus
than the one developed here.
10 The value of A reported in Ref. [1] has the wrong sign.
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B. Bound test mass sources
Beginning from Teukolsky’s original expression for the
source term T [22], Breuer [56] has computed the explicit
form of the projected source (see Ref. [57] or Sec. IV C
of Ref. [1]):
Tlm(r, ω) =
∫
dΩ dt Bm(t, r, θ, φ, ω)Slm(θ, ω)e
iωt−imφ,
(3.22)
where
Bm =
√
2∆2ρ3L−1[ρ
−4ρ¯2J+(ρ
−2ρ¯−2∆−1Tnm¯)]
−2ρ3L−1[ρ−4L0(ρ−2ρ¯−1Tnn)]
+
√
2∆2ρ3J+[ρ
−4ρ¯2∆−1L−1(ρ
−2ρ¯−2Tnm¯)]
−∆2ρ3J+[ρ−4J+(ρ−2ρ¯Tm¯m¯)] . (3.23)
This function is given in terms of the tetrad components
of the orbiting particle’s energy-momentum tensor,
Tab = T
αβaαbβ , (3.24)
where Tαβ is the energy-momentum tensor of the parti-
cle, and a and b are either n or m¯. We define the deriva-
tive operators
J+ = ∂r + iK/∆ (3.25)
Ls = ∂θ +m csc θ − aω sin θ + s cot θ. (3.26)
In Kerr spacetime, a point particle of mass µ has an
energy-momentum tensor given by
Tαβ(t, r, θ, φ) =
µuαuβ
Σ sin θ
dτ
dt
δ[r− r(t)]δ[θ−θ(t)]δ[φ−φ(t)],
(3.27)
where uα is the particle’s 4-velocity. The quantities r(t),
θ(t), and φ(t) appearing in Eq. (3.27) are the coordinates
of the geodesic at coordinate time t, and should not be
confused with r, θ, and φ in the definition of the source
term (3.22).
We use the Newman-Penrose basis given by Kinnersly
[58] [see Eqs. (B2) and (B3)]. This means the tetrad
components of Tαβ are given by
Tab =
Cab
sin θ
δ[r − r(t)]δ[θ − θ(t)]δ[φ − φ(t)], (3.28)
where11 [57]
Cnn =
dλ
dt
µ
4Σ2
[
E
(
r2 + a2
)− aLz + dr
dλ
]2
, (3.29a)
Cm¯m¯ =
dλ
dt
µρ2
2
[
i
(
aE − Lz
sin2 θ
)
sin θ +
dθ
dλ
]2
,
(3.29b)
Cnm¯ =
dλ
dt
µρ
2
√
2Σ
[
E
(
r2 + a2
)− aLz + dr
dλ
]
×
[
i
(
aE − Lz
sin2 θ
)
sin θ +
dθ
dλ
]
. (3.29c)
These functions (3.29) depend explicitly on dr/dλ and
dθ/dλ, rather than on their squares Vr,θ. Extra book-
keeping is thus needed to keep track of the signs of dr/dλ
and dθ/dλ when evaluating them numerically.
Following the details shown in (for example) Ref. [1],
we can now write the projected source term (3.22) in the
following form
Tlm(r, ω) =
∫
dt ∆2{[Ann0 +Anm¯0 +Am¯m¯0]δ[r − r(t)]
+∂r[(Anm¯1 +Am¯m¯1)δ(r − r{t})]
+∂2r [Am¯m¯2δ(r − r{t})]}eiωt−imφ(t) . (3.30)
The quantities Aabc are shown explicitly in Appendix B.
Substituting Eq. (3.30) into Eq. (3.20) and eliminating
the radial delta functions gives
Z⋆lm(r, ω) = −
1
A
∫
dt eiωt−imφ(t)Θ⋆[r, r(t)]
[(Ann0 +Anm¯0 +Am¯m¯0)
−(Anm¯1 +Am¯m¯1) d
dr
+ Am¯m¯2
d2
dr2
]
R⋆lm,
(3.31)
where ⋆ = H,∞. We define the step functions
Θ∞(x1, x2) = Θ
H(x2, x1) = Θ(x2 − x1), (3.32)
in terms of the Heaviside step function Θ(x). All other
functions of r and θ under the integral in Eq. (3.31) are
to be evaluated at r(t) and θ(t) respectively. Because
r only appears inside the step functions, the quantities
ZH,∞ are independent of r for all r > rmax and r < rmin.
To clean up this expression, we now absorb most of the
integrand into a single function:
Z⋆lm(r, ω) =
∫
dt eiωt−imφ(t)I⋆lm(t, r, ω) . (3.33)
11 In Ref. [59], the dθ/dτ terms are missing from the expressions for
Cnm¯ and Cm¯m¯. Also, in Ref. [2] dθ/dλ is erroneously replaced
with (dθ/dλ)2 .
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Following the arguments in Sec. V B of Ref. [44], we
exploit the harmonic structure of the geodesics (Sec. II)
to simplify Eq. (3.33). In the end, we will arrive at a
general expression for ψ4 (3.10) as a discrete sum over
frequencies, rather than an integral. First we insert
t = Γλ+∆t, φ = Υφλ+∆φ, (3.34)
into Eq. (3.33), and we change the integration variable
from t to λ. The result is
Z⋆lm(r, ω) =
∫
dλ ei(ωΓ−mΥφ)λJ⋆lm(λ, r, ω), (3.35)
where
J⋆lm(λ, r, ω) =
dt
dλ
eiω∆t−im∆φI⋆lm(λ, r, ω) . (3.36)
The function J⋆lm(λ, r, ω) is biperiodic, so we can write it
as [44]
J⋆lm(λ, r, ω) =
∑
kn
J⋆lmkne
−i(kΥθ+nΥr)λ ; (3.37)
the constants J⋆lmkn are given by
J⋆lmkn =
1
(2π)2
∫ 2π
0
dwθ
∫ 2π
0
dwr e
i(kwθ+nwr)
×J⋆lm[r(wr), θ(wθ), r, ω]. (3.38)
By inserting the expansion (3.37) into Eq. (3.35), we find
that the integral (3.35) is just a sum of delta functions:
Z⋆lm(r, ω) =
∑
kn
Z⋆lmkn(r)δ(ω − ωmkn) . (3.39)
We have used the coordinate time frequencies (2.20) to
define
ωmkn = mΩφ + kΩθ + nΩr. (3.40)
The expansion coefficients for Z⋆lm(r, ω) are given by
Z⋆lmkn(r) =
1
2πΓ
∫ 2π
0
dwθ
∫ 2π
0
dwr e
ikwθ+inwr
× J⋆lm(wr , wθ, r, ωmkn), (3.41)
By substituting the expanded form (3.39) of Z into the
general expression (3.10) for ψ4, we eliminate the fre-
quency integral to obtain
ψ4 = ρ
4
∑
lmkn
Rlmkn(r)Slmkn(θ)e
−iωmknt+imφ . (3.42)
The radial and angular functions are now discrete func-
tions of frequency, inheriting the angular harmonic index
k and the radial harmonic index n:
Slmkn(θ) =Slm(θ, ωmkn), (3.43)
R⋆lmkn(r) =R
⋆
lm(r, ωmkn), (3.44)
Rlmkn(r) =Z
H
lmkn(r)R
∞
lmkn(r) + Z
∞
lmkn(r)R
H
lmkn(r).
(3.45)
C. Numerical considerations
Because the functions r(wr) and θ(wθ) are periodic
and even [cf. Eq. (2.12)], the range of the integrals (3.41)
can be reduced by a factor of two. Writing the integrand
in (3.41) as z(wr, wθ), we can expand the integrals into
the form
Z =
[∫ π
0
dwθ
∫ π
0
dwr +
∫ π
0
dwθ
∫ 2π
π
dwr
+
∫ 2π
π
dwθ
∫ π
0
dwr +
∫ 2π
π
dwθ
∫ 2π
π
dwr
]
z(wr, wθ).
(3.46)
Since the integrand has a period of 2π in both variables,
we can shift all of the {π, 2π} branches to {−π, 0}:
Z =
[∫ π
0
dwθ
∫ π
0
dwr +
∫ π
0
dwθ
∫ 0
−π
dwr
+
∫ 0
−π
dwθ
∫ π
0
dwr +
∫ 0
−π
dwθ
∫ 0
−π
dwr
]
z(wr, wθ).
(3.47)
We can now reflect all of the {−π, 0} branches across the
origin to get
Z =
∫ π
0
dwθ
∫ π
0
dwr
∑
Dr=±
∑
Dθ=±
z(Drwr , Dθwθ) .
(3.48)
Direct evaluation of Eq. (3.48) is complicated by the
fact that it is difficult to evaluate r(wr) and θ(wθ) [see
discussion preceeding Eq. (2.27)]. We avoid this problem
by changing integration variables from wr and wθ to ψ
and χ [see Eq. (2.26)].
Eccentric orbits introduce another numerical nuance.
The integrand in Eq. (3.48) is moderately divergent if the
orbit covers a large range in r (i.e., if the orbit is highly
eccentric). This problem can be traced to the scaling
behavior (3.15) of solutions to the homogeneous radial
equation. In particular, the typical size of the integrand
at rmin can be different from typical values at rmax by
orders of magnitude. This causes an artificial focusing of
numerical accuracy. Our choice of boundary conditions
(2.11) is such that the turning points rmin and rmax occur
at ψ = 0 and ψ = π respectively. To avoid this problem,
we introduce a change of integration variables from ψ to
ζ where dψ/dζ = e−ψ/Ψ
⋆
, with ⋆ = H,∞, and
ζ(ψ) = Ψ⋆
(
eψ/Ψ
⋆ − 1
)
. (3.49)
Here Ψ⋆ is a constant (which can be positive or negative).
Before integrating, we tune the value of Ψ⋆ so that the
typical magnitude of the integrand at the outer turning
point is comparable to that at the inner turning point.
In general, the value of Ψ⋆ will decrease if either l or
eccentricity e are increased.
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Applying these various changes of variable and mas-
saging of the integration ranges to Eq. (3.41), our final
expression for the Z⋆lmkn(r) coefficients is given by
Z⋆lmkn(r) =
1
2πΓ
∫ π
0
dχ
∫ ζ(π)
0
dζ
∑
Dr=±
∑
Dθ=±
dwθ
dχ
dwr
dψ
dt
dλ
× e−ψ/Ψ⋆I⋆lm (wr, wθ, Dr, Dθ, r, ωmkn)
× exp [iDθ (kwθ + ωmkn∆tθ −m∆φθ)]
× exp [iDr (nwr + ωmkn∆tr −m∆φr)] ,
(3.50)
where I⋆lm is defined by Eq. (3.33). The functions r(t),
θ(t) and their derivatives are evaluated as
r(t)→ r(ζ), dr
dλ
[r(t)] → Dr
∣∣∣∣ drdλ [r(ζ)]
∣∣∣∣ ,
θ(t)→ θ(χ), dθ
dλ
[θ(t)]→ Dθ
∣∣∣∣ dθdλ [θ(χ)]
∣∣∣∣ . (3.51)
Lastly, note that applying the simultaneous transfor-
mations m→ −m, ω → −ω to the radial (3.12) and the
angular equations (3.5b), one can derive a simple sym-
metry rule for expansion coefficients [1, 2]
Z⋆l(−m)(−k)(−n)(r) = (−1)l+kZ¯⋆lmkn(r). (3.52)
This symmetry is used to reduce the computation time
for various summations (see Sec. IVC).
D. Waveforms and fluxes
In this section, we use the expanded form of the cur-
vature perturbation (3.42) to derive expressions for the
leading order metric perturbation at infinity, and for the
radiated fluxes of energy and angular momentum to in-
finity and down the black hole’s event horizon. Since we
will be interested in quantities at both infinity and the
horizon, it will be useful to first define the limiting values
of the coefficients Z⋆lmkn(r) as follows:
ZHlmkn = D
∞
lmknZ
H
lmkn(r > rmax), (3.53a)
Z∞lmkn = B
hole
lmknZ
∞
lmkn(r < rmin). (3.53b)
Recall that the functions Z⋆lmkn(r) are independent of r
for all r > rmax and r < rmin.
At infinity, the leading order curvature and metric per-
turbations are related by
ψ4(r →∞) = 1
2
∂2
∂t2
(h+ − ih×) . (3.54)
Here h+ and h× are the two independent components of
the metric perturbation, defined by
hαβ(r →∞) = h+e+αβ + h×e×αβ +O(1/r2) , (3.55)
where e+αβ and e
×
αβ are polarization tensors [60]. If we
now substitute the expanded form of the curvature per-
turbation (3.42) into the left hand side of Eq. (3.54),
evaluate the limit, and integrate twice in coordinate time
(setting the arbitrary integration constants to zero), we
find
h+ − ih× = −2
r
∑
lmkn
ZHlmkn
ω2mkn
Slmkn(θ)e
−iωmkn(t−r)+imφ .
(3.56)
We have used the definition (3.53a) for the limiting value
of ZHlmkn(r).
It is important to note that the expression for ZHlmkn
derived above [e.g. Eq. (3.50)] assumed geodesics with
a specific choice of initial position: r(0) = rmin, θ(0) =
θmin, t(0) = 0, and φ(0) = 0. These are the fiducial
geodesics from Ref. [7]. Making a different choice of ini-
tial position will result in an overall phase change for
ZHlmkn. The details of this phase can be found in Ref. [7].
As we will see below, the expression for the waveform
(3.56) is unique in that, unlike the formulas for evolving
E, Lz, it depends explicitly on this overall phase, and
therefore on the initial position of the geodesic.
At infinity, the effective energy-momentum tensor
TGWαβ is easily built from the GWs [61]. The result can
be expressed as [60]
TGWαβ =
1
16π
〈
∂h+
∂xα
∂h+
∂xβ
+
∂h×
∂xα
∂h×
∂xβ
〉
. (3.57)
Brackets indicate an average over several wavelengths of
the gravitational waves. Using this result and the expan-
sion (3.56), it is straightforward to show that waves carry
an averaged flux of energy and angular momentum given
by 〈
dE
dt
〉∞
=
∑
lmkn
1
4πω2mkn
∣∣ZHlmkn∣∣2 , (3.58a)〈
dLz
dt
〉∞
=
∑
lmkn
m
4πω3mkn
∣∣ZHlmkn∣∣2 . (3.58b)
Similar expressions can be found for the flux of energy
and angular momentum through the horizon; we refer
the reader to Refs. [1, 52, 62] for a detailed derivation.
The resulting fluxes are〈
dE
dt
〉H
=
∑
lmkn
1
4πω2mkn
αlmkn |Z∞lmkn|2 , (3.59a)〈
dLz
dt
〉H
=
∑
lmkn
m
4πω3mkn
αlmkn |Z∞lmkn|2 . (3.59b)
The superscripts we use here are somewhat confusing:
the fluxes to infinity depend upon the horizon coeffi-
cients, ZHlmkn, and the fluxes down the horizon depend
upon the infinity coefficients Z∞lmkn. This seemingly ob-
tuse convention comes from the Green’s function solution
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we constructed, Eq. (3.45). The coefficients ZH set the
amplitude of the radial behavior towards infinity; the co-
efficients Z∞ set the amplitude towards the horizon.
The coefficient αlmkn appearing in Eq. (3.59) is given
by [1]
αlmkn =
256(2Mr+)
5P (P 2 + 4ǫ2)(P 2 + 16ǫ2)ω3mkn
|Clmkn|2 ,
(3.60)
with ǫ =
√
M2 − a2/4Mr+, where r+ is the location of
the event horizon, and
|Clmkn|2 =
[
(λlmkn + 2)
2 + 4aωmkn − 4a2ω2mkn
]
× (λ2lmkn + 36maωmkn − 36a2ω2mkn)
+ (2λlmkn + 3)
(
96a2ω2mkn − 48maωmkn
)
+ 144ω2mkn(M
2 − a2). (3.61)
Recall that P = ωmkn −ma/(2Mr+), and that λlmkn is
related to angular equation’s eigenvalue [cf. Eq. (3.5b)]
via Eq. (3.14) with ω = ωmkn.
To go from snapshot waveforms to adiabatic inspiral
waveforms, we must evolve not just energy and angular
momentum, but also the Carter constant Q. This will
eventually be done with the formalism recently derived
by Mino [5]. However, if we assume that radiation does
not influence an orbit’s inclination [ι or equivalently θinc],
we can can infer an expression for 〈dQ/dt〉. This scheme
was first suggested by Curt Cutler [63]. From the def-
inition (2.7) of ι, we see that setting 〈dι/dt〉 = 0 gives
〈
dQ
dt
〉
=
2Q
Lz
〈
dLz
dt
〉
, (3.62)
where 〈dLz/dt〉 = 〈dLz/dt〉H + 〈dLz/dt〉∞. Hughes
showed that this approximation is reasonable in the case
of circular orbits [36]. It is currently unknown how ac-
curate it may be in the case of generic orbits (though
it is almost certainly pathological for orbits with nearly
vanishing Lz [64]). In Sec. V below, we report values of
〈dQ/dt〉 given by Eq. (3.62). We should emphasize how-
ever that, since Eq. (3.62) is itself a speculation, those
results will very likely be less accurate than the associ-
ated fluxes of energy and angular momentum.
IV. NUMERICAL ALGORITHM
For a given orbit, the calculation of the snapshot wave-
form is essentially identical to the calculation of each of
the radiative fluxes. Given an engine which can com-
pute the Z⋆lmkn coefficients, which we will refer to simply
as modes, each calculation is essentially just a long four
dimensional summation. In the following three subsec-
tions, we describe the details of our algorithms for (i)
computing the frequency domain representations of the
geodesics, (ii) computing the individual modes Z⋆lmkn,
and (iii) truncating the sums representing the waveforms
and fluxes.
A. Geodesics
We begin by computing the quantities associated with
the specified geodesic for a given set of black hole and or-
bital parameters (a, e, p, θinc). This calculation proceeds
as follows:
1. Compute the constants of the motion E, Lz, Q
2. Compute the orbital frequencies Υr,θ,φ, and Γ
3. Construct routines to evaluate wr(ψ), wθ(χ) and
their derivatives
4. Construct the expansions (2.23a) of ∆t and ∆φ
Explicit expressions for the first three of these steps are
shown in Appendix A. The last step requires that we
approximate the sums for the expansions (2.23a) of ∆x =
∆t,∆φ as
∆xθ ≈
K∑
k=1
∆xθk sin(kwθ), ∆x
r ≈
N∑
n=1
∆xrn sin(nwr),
(4.1)
where we determine the values of K and N by requir-
ing that 15 consecutive ∆xr,θk,n coefficients make fractional
contributions to the sum which are less than some speci-
fied accuracy; we typically find K,N . 50. Each of these
calculations associated with the geodesics is done to a
fractional accuracy of 10−12, and the results are made
available to the remaining computations. The calcula-
tions described so far are typically completed in a few
seconds (using a single ∼ 1 GHz processor). It’s worth
bearing in mind that these calculations need only be done
once when computing the waveform and fluxes for a given
orbit.
B. Modes
After computing geodesic quantities, we construct an
engine for calculating the modes Z⋆lmkn. This requires so-
lutions to the angular equation, and to the homogeneous
radial equation. (Our homogenenous solutions have an
implicit coupling to the source, since they depend on
the frequencies ωmkn, which are determined by the or-
bit.) The routines for solving the homogeneous radial
and angular equations were inherited from the code used
in Ref. [1], where they are described in detail. We solve
the angular equation to nearly machine accuracy, and
we solve the radial equation to a fractional accuracy of
min(10−7, εflux/100), where εflux is the overall fractional
accuracy demanded of the waveforms and fluxes.
When computing (3.50), we treat the radial integral as
the outermost integral [the reverse of how we have writ-
ten Eq. (3.50)]. After experimenting with a variety of nu-
merical methods for evaluating these integrals, we found
a Clenshaw-Curtis quadrature algorithm to be the most
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FIG. 2: Modal energy flux through the horizon (superscript
H, marked with ×’s) and at radial infinity (superscript ∞,
marked with +’s). Results are for l = m = 4, k = 0. The
orbit has eccentricity e = 0.7, inclination θinc = 45
◦, and
semilatus rectum p = 5.1, while the massive black hole has
a = 0.9M .
efficient. This method analytically integrates a numerical
series representation (in Chebyshev polynomials) of the
integrand, to produce a series representation of the inte-
gral (for more details, see for example Ref. [65]). Each of
these calculations depends on the indices (l,m, k, n), and
must be repeated many times to compute the waveform
and fluxes associated with a given orbit.
We compute the angular integral in Eq. (3.50) to a
fractional accuracy of min(10−6, εflux/10). The accu-
racy demanded of the radial integral is chosen dynam-
ically. We begin by asking for a fractional accuracy of
min(10−5, εflux). As each mode is computed, we store the
magnitude of the largest modes encountered so far. Later
modes are then computed to a fractional accuracy of at
least 10%. After this 10% accuracy has been achieved the
integrator continues to add more terms to the Chebyshev
expansion. At each iteration it estimates the associated
uncertainty in the total energy fluxes (the energy flux at
the horizon for the Z∞lmkn integrals, and the energy flux
at infinity for the ZHlmkn integrals) by comparing to the
magnitudes of the largest known modes. It then trun-
cates the Chebyshev expansion as soon as the integral’s
associated relative flux error is smaller than εflux. The
reason for this dynamic accuracy control is that many of
the modes are very near zero. If we know that the total
flux contains modes which are ∼ 10−3, there is no need to
compute a mode which is ∼ 10−20 beyond the first couple
of digits. A single ∼ 1 GHz processor usually takes con-
siderably less than a second to compute both Z∞lmkn and
ZHlmkn (see Fig. 1 in Ref. [6]), unless the modes are espe-
cially badly behaved in the sense described in Sec. IVC
below. In these rare cases the modes can take anywhere
from 10 seconds to a minute to compute.
When computing a flux, the majority of the numerical
work is devoted to computing modes which are insignif-
icant or zero. The integrator has little difficulty when
computing the dominant modes. However, modes which
are very near zero (near round off error) can cause the
integrator to fail. This typically happens when comput-
ing modes with “large” values of the indices (l,m, k, n);
the meaning of “large” is somewhat orbit and index de-
pendent. For example, for fixed (l,m, k), we find that
there is some limiting value of n beyond which the mode
calculations cannot be trusted.
We show an example of this behavior in Fig. 2. Beyond
the dominant modes at n ≃ 20, the mode magnitudes
fall (roughly) exponentially until reaching a bottom. For
the case shown in Fig. 2, the horizon modes bottom out
at about n = 70, after which they gradually diverge,
while the infinity modes bottom out at about n = 90,
after which they appear to be dominated by numerical
error. Both behaviors are unphysical since they indicate a
divergent total energy flux. The different behaviors arise
from the different scalings of these modes with frequency:〈
dE
dt
〉∞
lmkn
∼ ω−2mkn|ZHlmkn|2 , (4.2)〈
dE
dt
〉H
lmkn
∼ ω2mkn|Z∞lmkn|2 . (4.3)
This difference comes from the factor αlmkn ∼ ω4mkn in
Eq. (3.59).
For reasonable requested accuracies, the modes which
are difficult to compute are always insignificant when
compared to the dominant modes (as is clearly the case
in Fig. 2). In the vast majority of cases, the truncation
rules (see Sec. IVC below) have been invoked long before
these badly behaved modes are encountered. If this is not
the case, these badly behaved modes can undermine the
truncation scheme since, despite their small magnitudes,
they do not regularly decay with increasing index. In or-
der to account for this, we artificially zero any modes for
which the ratio of the magnitude of the integral Z⋆lmkn
to the maximum over ζ and χ of the absolute value of
the integrand in Eq. (3.50) is below some threshold. We
have found that this ratio is a good indicator of when the
modes have bottomed out in the sense shown in Fig. 2.
Unfortunately, we have had to “hand-tune” this param-
eter somewhat. This was particularly so as we explored
orbits with increasing eccentricity. In the future, we ex-
pect to incorporate our code into one which computes
inspiral waveforms. Hand tuning of this parameter will
be unacceptable for such a code, and a more robust tech-
nique will be needed.
C. Truncation
Given the routines described above, the remaining task
is to evaluate the four dimensional sums which make up
the waveforms and fluxes (Sec. III D). As mentioned
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above, we do this by monitoring the sums which rep-
resent the fluxes. We assume that once the fluxes have
converged to some requested fractional accuracy εflux, the
sums representing the waveforms are comparably accu-
rate since they are constructed from the same mode co-
efficients as were used for the fluxes. We now discuss the
algorithm for truncating the sums which represent the
fluxes.
Let F be the flux of energy or angular momentum at
the horizon or at infinity
F =
〈
dE
dt
〉H,∞
,
〈
dLz
dt
〉H,∞
. (4.4)
The algorithm for computing these fluxes is:
F =
∞∑
l=2
Fl, (4.5a)
Fl =
l∑
m=−l
Flm, (4.5b)
Flm =
∞∑
k=−∞
Flmk, (4.5c)
Flmk = Flmk0 + 2
∞∑
n=1
Flmkn. (4.5d)
We have used the symmetry (3.52), which gives
Flmkn = Fl(−m)(−k)(−n), (4.6)
to simplify the sum over the radial harmonic index n.
Each of the sums which has an infinite boundary is then
truncated as described below.
The terms which make up outermost sum, Fl in the
sum over l, always decrease monotonically with increas-
ing l. This means that the l-sum can be written
F =
L∑
l=2
Fl + δF, (4.7)
where to a good approximation δF ≈ FL, and L is a
number which is determined by the requested accuracy
via
|FL| < εfluxmax
l
|Fl| . (4.8)
The sum over the m-index is computed for all values
−l ≤ m ≤ l — we do not truncate it.
The k and n sums are approximated as
Flm ≈
K+∑
k=K−
Flmk, Flmk ≈ Flmk0 + 2
N+∑
n=1
Flmkn,
(4.9)
where the constants K± and N+ are determined by re-
quiring that the following relation
|FlmK± | < εflux max
l′m′k′
|Fl′m′k′ |, (4.10a)
|FlmkN+| < εflux max
l′m′k′n′
|Fl′m′k′n′ |, (4.10b)
(where the maximization is done over all previously en-
countered mode amplitudes) is satisfied for B consecutive
terms. We also require that the first of these B terms is
larger in magnitude than the last. This extra condition
gives some assurance that we are not truncating during a
slow rising up of the modes. For the sums over the polar
harmonic index k, we use B = 2. For the sums over the
radial harmonic index n, we use B = 5 — the dominant
radial modes show a less orderly distribution than the
polar modes.
The validity of any given truncation scheme is always
subject to doubt — it could be the case that modes which
haven’t been computed are anomalously large in magni-
tude. In this sense truncating sums can be likened to
financial investments: past performance is not necessar-
ily indicative of future results.
We have found these words of caution are especially
applicable for the sums over the radial harmonic index
n. We find that the Fl terms, as defined by Eqs. (4.5),
in the outermost sum over l always decrease monotoni-
cally with increasing l. Also, the Flmk terms are always
peaked near k = 0, so that setting the buffer B to a mod-
estly small number is sufficient for catching the dominant
modes. Unfortunately, the Flmkn appear not to obey any
similar general rules. If either l or the eccentricity e are
increased, the n values of the dominant Flmkn modes drift
to large values of n. As a result, the truncation rules are
expected to be limited in a rough sense by large eccen-
tricity, or by requests for high accuracy (which would
require modes with large l).
It may be possible to better anticipate n for the
dominant modes. Peters and Mathews [66] used the
quadrupole approximation to describe the radiation of
two point particles moving along closed Keplerian orbits
of arbitrary eccentricity e. Under this approximation,
they decomposed the metric perturbation into tensor
spherical harmonics [67] with l = 2. They then showed
that the power 〈dE/dt〉PMn radiated at a frequency nω
(where n is an integer and ω is the single unique orbital
frequency for a Keplerian orbit) is given by〈
dE
dt
〉PM
n
∝ n
4
32
{[
Jn−2(ne)− 2eJn−1(ne)
+
2
n
Jn(ne) + 2eJn+1(ne)− Jn+2(ne)
]2
+ (1− e2) [Jn−2(ne)− 2Jn(ne) + Jn+2(ne)]2
+
4
3n2
[Jn(ne)]
2
}
, (4.11)
where Jn(x) are Bessel functions of the first kind. We
have found that this formula (which was derived using
only the quadrupole equation and Keplerian orbits) accu-
rately predicts the n values of the dominant Flmkn modes
for l = 2. More quantitatively, define n˜ by〈
dE
dt
〉PM
n˜
= max
n
〈
dE
dt
〉PM
n
, (4.12)
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FIG. 3: Modal energy flux through the horizon (superscript
H, marked with ×’s) and at infinity (superscript ∞, marked
with +’s). The indices l = m = 2, k = 0. The orbit has
eccentricity e = 0.85, inclination θinc = 20
◦, and semilatus
rectum p = 6, while the massive black hole has a = 0.9M .
The horizon modes are peaked at n = 29, while the infinity
modes are peaked at n = 26. The dashed line shows the
estimated peak location (at n = 28) found using the Peters-
Mathews power formula (4.11).
so that
n˜ ≈ exp
[
1
2
− 3
2
ln(1− e)
]
; (4.13)
this approximate formula was found by fitting to numer-
ically determined maxima of Eq. (4.11). Then, even for
highly relativistic, inclined, and eccentric orbits, we have
max
n
|F2mkn| ≈ |F2mkn˜| . (4.14)
An example is shown in Fig. 3. Reproducing Fig. 3 un-
der the same conditions but with an orbital inclination
of θinc = 70
◦ shifts the peaks occur to n ≃ 35. It is some-
what remarkable that the Peters-Mathews result can be
used to predict the peak locations in this way, since the
generic Kerr orbits considered here do not closely resem-
ble the analogous Keplerian orbits either in their orbital
frequencies or in their shapes. We note that while the
Peters-Mathews power formula (4.11) gives reasonable
estimates for the location in n of the dominant modes,
it does not accurately predict the actual flux associated
with the dominant modes (for example, the top panel of
Fig. 14 in Ref. [2] shows a very narrow peak when com-
pared to the relatively broad peak for the e = 0.7 orbit
in Fig. 3 from Ref. [66]).
It is likely that the l > 2 analog of the Peters-Mathews
power formula (4.11) would be a useful estimator of the
values of the radial harmonic index n for the dominant
modes. Such an estimator would be valuable tool for
designing a more accurate truncation scheme for the sums
over n. The value of n for the dominant modes Flmkn
increases roughly linearly with l, so it may be possible
to “track” the peak location starting from the Peters-
Mathews power formula (4.11) at l = 2. Future progress
along these lines may reduce the limitations of our code
for computing accurate fluxes for highly eccentric orbits.
D. Validation
We have compared the output of our code with two
existing codes. The first, the “circular code” by Hughes
[1], treats orbits which have a non-zero inclination and
a constant radius. The second, the “equatorial code”
by Glampedakis and Kennefick [2], treats orbits which
are eccentric and confined to the equatorial plane. Both
of these codes have already passed a variety of tests of
their own (described below, but see Refs. [1, 2] for more
details). Also, the circular and equatorial codes have
been shown to agree with each other for orbits which are
both circular and equatorial [2].
The circular code has been shown to agree with analyt-
ical post-Newtonian approximations, found in Ref. [59],
in the weak field limit. It has also been shown to have
the correct rotational properties in the Schwarzschild
limit (see Sec. V B of Ref. [1] for details). Our code
is a direct descendant of the circular code, and it has
some elements in common with that code. Namely, both
use the same routines for solving the homogeneous ra-
dial equation, and also for solving the angular equa-
tion. However, they differ in their methods for solving
the geodesic equations, in their methods for computing
the quantities Z⋆lmkn, and in their methods for truncat-
ing the sums representing the fluxes. When comput-
ing the individual modes 〈dX/dt〉H,∞lmkn (for X = E,Lz)
with our code and the circular code, we find differences
∆ 〈dX/dt〉H,∞lmkn . (10−5) 〈dX/dt〉H,∞. Here we are com-
paring the difference to the total flux rather than the
mode itself because often there can be large fractional
disagreements for insignificant modes. When computing
the total fluxes 〈dX/dt〉H,∞ with these two codes, we find
differences ∆ 〈dX/dt〉H,∞ . (10−5) 〈dX/dt〉H,∞.
The equatorial code has been tested against its own
direct ancestors [32, 68], against the circular code, and
also against Shibata’s earlier equatorial code [35]. Note
that in the case of the test against Shibata’s code,
Glampedakis and Kennefick found agreement only at a
level of about 1%. Shibata has since reported that after
improving his code, he now agrees with Glampedakis and
Kennefick to much greater accuracy [69]. When comput-
ing the individual modes 〈dX/dt〉H,∞lmkn (for X = E,Lz)
our code always agrees with the equatorial code at the
level of the equatorial code’s claimed fractional accu-
racy of 10−3. We have tested this for the top panels of
Figs. 14-16 of Ref. [2]; by fractional accuracy, we mean
the ratio of the differences in modes to the sum of all the
modes shown in each of the figures. When computing the
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total fluxes 〈dX/dt〉 we find that our code always agrees
with the equatorial code at the level of their claimed frac-
tional accuracy of 10−3. We have tested this for the top
panel, for a = 0.5, of Table VII of Ref. [2]. Note that
the fractional accuracy of 10−3 is the most conservative
of the accuracy claims made in Ref. [2]. Usually we find
agreement with the equatorial code well beyond this fig-
ure; for many of the total fluxes, we agree with all six of
their published digits.
While we find agreement with the equatorial code when
computing the total fluxes 〈dX/dt〉, the two codes show
significant differences when computing the horizon fluxes
〈dX/dt〉H (no such disagreement was found for the fluxes
at infinity 〈dX/dt〉∞). The disagreement is especially
strong for the energy flux at the horizon, but it is also
present to a lesser extent with the angular momentum
flux at the horizon. For the energy fluxes at the horizon,
we typically only agree with the equatorial code to about
1-10%, however in one case (the orbit with e = 0.4 and
p = 5 in Table VII of Ref. [2], which has an exceptionally
weak energy flux at the horizon) our results differ frac-
tionally by about a factor of three, and they even have
different signs. Currently the source of this disagreement
is unknown. We emphasize however that the total flux of
either energy of angular momentum is always dominated
by the flux at infinity, and even in the most extreme case
of our disagreements over the horizon fluxes, we still find
acceptable agreement for the total fluxes.
Hughes has shown that, in the Schwarzschild limit, un-
der a transformation from an equatorial to an inclined
orbit, the individual modes must transform as [1]12
〈dE/dt〉⋆l(m−k)kn (θinc)
〈dE/dt〉⋆lm0n (θinc = 0)
=
∣∣∣Dl(m−k)m(θinc)∣∣∣2 , (4.15)
where Dlm′m(θinc) is the Wigner D-function, as defined
by Eq. (4.256) in Ref. [55]:
Dlm′m(θinc) =
min(l−m,l+m′)∑
q=max(0,m′−m)
(−1)q
×
(
cos
θinc
2
)2l+m′−m−2q (
− sin θinc
2
)m−m′+2q
×
√
(l +m′)!(l −m′)!(l +m)!(l −m)!
q!(l −m− q)!(l +m′ − q)!(m−m′ + q)! . (4.16)
For a variety of generic Schwarzschild orbits (which are
both eccentric and inclined) and for a variety of modes,
we have checked that our code satisfies this require-
ment to a fractional accuracy of 10−5 or better. We
have also confirmed that, again for a variety of generic
Schwarzschild orbits, the total fluxes of energy at both
the horizon and infinity, are independent of inclination
12 Here we correct two typos in Eq. (5.4) of Ref. [1].
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FIG. 4: A comparison of waveforms associated with a generic
orbit and with the related circular and equatorial orbits. Each
orbit has a semilatus rectum of p = 4. The magnitude of the
massive black hole’s spin angular momentum is aM = 0.9M2.
Each waveform is plotted for 1.5×M/(106M⊙) hours as seen
from a viewing angle of θ = 30◦ away from the symmetry axis
of the massive black hole.
(we have checked this up to a fractional accuracy of
10−4).
With the help of Norichika Sago, we have also
compared the output of our code with analytical
post-Newtonian expressions (essentially an extension of
Ref. [59]) for the fluxes of energy and angular momentum
at infinity for orbits which are both slightly eccentric and
slightly inclined [70]. We compared the contributions for
l = 2, 3, and 4. With a requested accuracy of 10−4
in our numerical code, the two methods of calculation
always agreed to ∼ 10−3 or better (with slightly bet-
ter agreement for angular momentum fluxes than for en-
ergy fluxes). Preliminary investigations suggest that this
disagreement is due to the small-eccentricity-expansion
used when deriving the post-Newtonian expressions, and
is therefore not unexpected.
V. RESULTS
In this section we discuss the results found from using
the code described in the previous section. After de-
scribing the general characteristics of the radiation from
a typical generic orbit, we will discuss how these charac-
teristics vary over a catalog of orbits.
A. Radial and polar voices
Figure 4 compares a snapshot waveform produced by
a generic orbit with the waveforms produced by the cir-
cular and equatorial limits of that orbit. It is clear that
the generic waveform is not well approximated by either
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of the limiting cases at the level of accuracy needed to
produce detection waveforms (fractional phase accuracy
of ∼ 10−4). We can however understand the generic
waveform as a composition of the effects produced by
the different components of the orbital motion: the polar
motion θ(λ) and the radial motion r(λ). To do so, we
first define the general waveform quantity
H = h+ − ih× =
∑
kn
Hkne
−iωkn(t−r), (5.1)
where
Hkn = −2
r
∑
lm
ZHlmkn
ω2mkn
Slmkn(θ)e
im[φ−Ωφ(t−r)], (5.2)
ωkn = kΩθ + nΩr. (5.3)
Each term Hkn exp[−iωkn(t − r)] in the sum (5.1) can
be likened to a “voice” in the GW produced by the or-
bit. By using the general expression for the Z⋆lmkn co-
efficients (3.50) and the symmetry rules (2.24) for the
geodesic expansions, we see that in the limiting circular
and equatorial cases, only some voices contribute
Hkn ∝ δn0, (circular orbits) (5.4a)
Hkn ∝ δk0, (equatorial orbits) (5.4b)
Hkn ∝ δn0δk0. (circular-equatorial orbits) (5.4c)
The term H00, the sum of all the terms which oscil-
late at pure multiples of the azimuthal frequency, is the
only nonvanishing term for orbits which are both circu-
lar and equatorial. The polar and radial voices are made
of terms which oscillate at integer linear combinations of
the azimuthal frequency, and either the radial or polar
frequency. The polar voices, with n = 0 and k 6= 0, can
be thought of as being produced by the orbital inclina-
tion. Similarly, the radial voices (k = 0 and n 6= 0) are
produced by the orbit’s eccentricity. This suggests the
following separation of the voices:
H = Hazimuthal +Hpolar +Hradial +Hmixed, (5.5)
where
Hazimuthal = H00, (5.6a)
Hpolar =
∑
k 6=0
Hk0e
−iωk0t, (5.6b)
Hradial =
∑
n6=0
H0ne
−iω0nt, (5.6c)
Hmixed =
∑
k 6=0
∑
n6=0
Hkne
−iωknt. (5.6d)
Figure 5 displays the waveforms for the different voices
of the generic waveform from Fig. 4. Since that orbit
has eccentricity e = 0.5 and inclination θinc = 45
◦, one
might expect that the radial and polar voices would be
comparably loud. Instead (as one might guess by looking
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FIG. 5: The waveform from Fig. 4 and its separated pieces
Eq. (5.6a). This orbit has an eccentricity e = 0.5, inclination
θinc = 45
◦, and semilatus rectum p = 4. The spin of the
black hole is a = 0.9M . We plot the waveforms as seen from a
viewing angle of θ = 30◦. A plot of h× shows similar behavior.
radial polar azimuthal mixed
〈dE/dt〉 62% 1.2% 0.52% 37%
〈dLz/dt〉 73% 0.77% 1.0% 25%
TABLE II: The results of applying the splitting procedure
described by Eq. (5.5) to the fluxes of energy E and angular
momentum Lz produced by the generic orbit from Fig. 4.
Each number is the ratio of the contribution from a specific
voice, to the total quantity.
at the waveform from the equatorial limit of this orbit; cf.
Fig. 4), the radial voice alone Hradial has a phase history
which is similar to that of the complete waveform. The
polar voice Hpolar is comparatively unimportant.
The fluxes in energy and angular momentum can be
similarly separated into radial, polar, azimuthal, and
mixed pieces. Again for this case, the radial voice dom-
inates. Table II shows how the fluxes are distributed in
the case of the orbit used to produce Figs. 4 and 5. The
radial voice carries away more than half of both the en-
ergy and angular momentum fluxes, while the polar voice
carries only about 1%. This suggests that GWs from this
orbit might, for some applications, be well approximated
by its radial voice alone: H ≈ Hradial. Such an approxi-
mation would by highly desirable since it would consid-
erably reduce the computational cost of generating this
waveform. Unfortunately Hradial is still quite sensitive to
the orbital inclination, as can be seen by comparing to the
waveforms for the circular and equatorial orbits in Fig. 4.
This is because the inclination influences the values of all
three orbital frequencies. So even if this approximation
were valid for some range of orbits, it would not likely
reduce the number of detection waveforms needed when
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searching for events produced by those orbits, though
it may reduce the computational cost to produce each
waveform.
B. Catalog of orbits
We now discuss the waveforms and fluxes for a cata-
log of generic orbits. The parameters of these orbits are
shown in Table III. Tables IV and V show the relative
contributions of the different voices for these waveforms.
It is clear that as inclination is increased, radiation
is channeled into the polar voice, and that likewise the
radial voice is amplified by an increase in eccentricity.
Although both voices can be amplified by such adjust-
ments, the radial voice seems particularly booming while
the polar voice is more subtle. While the polar voice can
be made dominant, it requires especially low eccentric-
ity, below about 0.3. Also, for orbits with eccentricity
as low as 0.1 and inclinations θinc . 45
◦ or θinc & 135
◦,
one should expect to capture at least half of the radia-
tive power and torque in the azimuthal voice alone. This
is especially significant since the azimuthal voice is ex-
ceedingly inexpensive to compute in comparison to the
others. It is composed only of oscillations at pure multi-
ples of the azimuthal frequency with k = n = 0, so that
computing it alone would mean replacing all of the four
dimensional sums in Sec. III D with only two dimensional
sums.
The asymptotic energy and angular momentum fluxes
associated with the catalog (Table III) are displayed in
Tables VI and VII. The energy and angular momen-
tum fluxes were requested to have fractional accuracies
of εflux = 10
−4. The estimates of the actual fractional
accuracies, shown in square brackets in Tables VI and
VII, were determined as follows: First we compute each
flux with a requested fractional accuracy of εflux = 10
−4.
The fractional accuracy claimed in Tables VI and VII is
then either 10−4, or if larger, the fractional residual that
was found when comparing with the same flux computed
with a requested fractional accuracy of εflux = 10
−3. The
summation buffer B for the polar harmonic index k is 3,
while B = 5 for the radial harmonic index n. The largest
l value needed for the e = 0.1, 0.3 orbits was l = 10, while
for the e = 0.5, 0.7 orbits the largest l value was l = 11.
The most complex waveform, (e, θinc) = (0.7, 80
◦), is
made up of about 160, 000 modes (about 80,000 mode
calculations due to symmetry). The simplest waveform,
(e, θinc) = (0.1, 20
◦), is made from about 17,000 modes
(about 8,500 mode calculations).
Some examples of waveforms are finally shown in the
time domain in Figs. 6. There we plot h+ waveforms for
3×M/(106M⊙) hours as seen from four different viewing
angles θ = 0◦, 30◦, 60◦, 90◦. These plots show that the
radial voice has a burst-like character, while the polar
voice is more of a modulated hum. These features are
consistent with the characteristics found in earlier work
which focused on circular orbits [1] and on equatorial
orbits [2].
VI. SUMMARY AND FUTURE WORK
This work describes the first calculation of gravita-
tional waves, and asymptotic radiative fluxes of energy
and axial angular momentum, produced by a spinless test
mass on a generic bound geodesic of a spinning black
hole. It represents the natural extension of the earlier
works shown in Table I. The future direction of this
work is rather straightforward: fill in the last checkmark
in Table I by implementing an evolution scheme for the
constants of the geodesic orbits, and in particular for the
Carter constant. Our anticipated path toward this goal is
discussed in more detail in Ref. [6]. Once completed, we
will be able to compute generic inspiral waveforms which
will facilitate the initial detection of EMRIs. Completing
this programwill require implementing Mino’s scheme for
evolving the Carter constant into equations which can be
entered directly into a code [5, 6, 7, 8]. It will also re-
quire a variety of more computational tasks, such as de-
veloping a dynamical scheme for artificially zeroing badly
behaved modes as described in Secs. IVC and IVB. We
are optimistic about completing this program since most
of the remaining work is relatively straightforward in the
sense that there are no known potentially overwhelming
hurdles.
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e p θinc E/µ Lz/(µM) Q/(µ
2M2)
0.1 6 20◦ 0.923976142907 2.65115182126 0.944969071904
0.1 6 40◦ 0.926051429284 2.22165013064 3.52285570065
0.1 6 60◦ 0.929863620985 1.52003893228 7.01378240707
0.1 6 80◦ 0.935903446174 0.564178168635 10.3350037833
0.1 12 100◦ 0.962956523141 −0.701069332316 15.8653948211
0.1 12 120◦ 0.963964137935 −2.07109099890 12.9112484603
0.1 12 140◦ 0.964900141027 −3.24526311278 7.43835020273
0.1 12 160◦ 0.965574148307 −4.04295255570 2.17176613884
0.3 6 20◦ 0.929683266598 2.66499623815 0.953716658814
0.3 6 40◦ 0.931463021604 2.23504604006 3.56152665553
0.3 6 60◦ 0.934742155317 1.53133514084 7.11166313087
0.3 6 80◦ 0.939961770755 0.569540184106 10.5245453291
0.3 12 100◦ 0.965665301518 −0.704444574360 16.0138725377
0.3 12 120◦ 0.966529280028 −2.08286664248 13.0549867002
0.3 12 140◦ 0.967333822046 −3.26633491912 7.53338516325
0.3 12 160◦ 0.967914357052 −4.07155287011 2.20208170741
0.5 6 20◦ 0.941309757948 2.69327096428 0.971725840431
0.5 6 40◦ 0.942555891555 2.26253463210 3.64161734490
0.5 6 60◦ 0.944866295222 1.55467904187 7.31622158779
0.5 6 80◦ 0.948580242140 0.580718189662 10.9253034674
0.5 12 100◦ 0.971221837220 −0.711332909044 16.3190869455
0.5 12 120◦ 0.971826517606 −2.10697070044 13.3517251785
0.5 12 140◦ 0.972392433557 −3.30957999464 7.73032698828
0.5 12 160◦ 0.972802509120 −4.13035470435 2.26507351639
0.7 6 20◦ 0.959306993445 2.73722358422 1.00010433263
0.7 6 40◦ 0.959910828459 2.30561707530 3.76913698051
0.7 6 60◦ 0.961041797423 1.59171983094 7.64712824881
0.7 6 80◦ 0.962889252972 0.598733562204 11.5872341739
0.7 12 100◦ 0.979920978103 −0.722026359625 16.7987400685
0.7 12 120◦ 0.980213741124 −2.14458473041 13.8215334684
0.7 12 140◦ 0.980489898895 −3.37737131644 8.04421001469
0.7 12 160◦ 0.980691338739 −4.22282649751 2.36594094475
TABLE III: Each row above describes an orbit in our catalog. The numbers to the right hand side of the vertical bar were
computed (to an fractional accuracy of 10−12) from the numbers on the numbers on the left hand of the bar (using the method
described in Appendix A). Each orbit has a = 0.9M .
through the internal Research and Technology Develop-
ment program.
APPENDIX A: GEODESIC DETAILS
The functions Vt, Vr, Vθ, and Vφ appearing in the
geodesic equations (2.4) are given by [3, 4]:
Vt(r, θ) = E
(
̟4
∆
− a2 sin2 θ
)
+ aLz
(
1− ̟
2
∆
)
,
(A1a)
Vr(r) =
(
E̟2 − aLz
)2 −∆ [µ2r2 + (Lz − aE)2 +Q] ,
(A1b)
Vθ(θ) = Q− L2z cot2 θ − a2(µ2 − E2) cos2 θ, (A1c)
Vφ(r, θ) = Lz csc
2 θ + aE
(
̟2
∆
− 1
)
− a
2Lz
∆
, (A1d)
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e θinc Pradial Ppolar Pazimuthal Pmixed Tz,radial Tz,polar Tz,azimuthal Tz,mixed
0.1 20◦ 16% 8.3% 74% 1.8% 14% 5% 80% 1%
0.1 40◦ 13% 28% 52% 6.6% 14% 17% 65% 4%
0.1 60◦ 9.4% 48% 29% 14% 14% 29% 48% 9.5%
0.1 80◦ 6.7% 53% 10% 30% 20% 24% 33% 23%
0.3 20◦ 76% 1.9% 14% 7.9% 75% 1.3% 19% 4.7%
0.3 40◦ 58% 5.4% 7.8% 29% 67% 3.6% 12% 17%
0.3 60◦ 37% 5.9% 1.8% 55% 58% 2.7% 3.8% 36%
0.3 80◦ 17% 1.9% 0.48% 80% 51% −2.4% 1.9% 49%
0.5 20◦ 90% 0.077% 0.46% 9.5% 93% 0.083% 0.92% 6%
0.5 40◦ 66% 0.24% 0.64% 33% 77% 0.18% 1.5% 21%
0.5 60◦ 39% 0.93% 1.1% 59% 58% 0.68% 3.3% 38%
0.5 80◦ 19% 1.6% 0.0055% 80% 53% −2% 0.029% 49%
0.7 20◦ 90% 0.057% 0.62% 9.3% 92% 0.1% 2.3% 6%
0.7 40◦ 67% 0.22% 0.36% 33% 77% 0.35% 1.5% 21%
0.7 60◦ 40% 0.19% 0.0018% 59% 61% −0.17% 0.0094% 39%
0.7 80◦ 19% 0.16% 0.043% 81% 53% −0.47% 0.33% 47%
TABLE IV: Here we show the results of applying the splitting procedure described by Eq. (5.5) to the fluxes of energy E and
angular momentum Lz produced by our catalog of generic orbits (Table III). The symbol P represents a ratio of the average
power relative to the total average power 〈dE/dt〉, and the symbol T represents a ratio of the average torque to the total
average torque 〈dLz/dt〉. Each of these orbits has a = 0.9M and p = 6.
e θinc Pradial Ppolar Pazimuthal Pmixed Tz,radial Tz,polar Tz,azimuthal Tz,mixed
0.1 100◦ 1.1% 76% 7.7% 15% 7.8% 23% 67% 1.3%
0.1 120◦ 4% 60% 22% 14% 7.4% 35% 51% 6.5%
0.1 140◦ 10% 35% 45% 9.6% 12% 20% 63% 4.8%
0.1 160◦ 18% 11% 68% 3.3% 17% 5.7% 76% 1.6%
0.3 100◦ 6.1% 17% 2.1% 75% 52% 13% 26% 9.4%
0.3 120◦ 20% 10% 4.8% 65% 43% 8.4% 14% 34%
0.3 140◦ 47% 4.3% 7.1% 42% 62% 3.2% 13% 22%
0.3 160◦ 78% 0.94% 7.7% 13% 81% 0.65% 11% 6.9%
0.5 100◦ 7.5% 0.26% 0.042% 92% 80% 1.2% 0.88% 18%
0.5 120◦ 23% 0.37% 0.038% 76% 56% 0.5% 0.18% 43%
0.5 140◦ 52% 0.51% 0.34% 47% 72% 0.59% 0.97% 26%
0.5 160◦ 84% 0.25% 1.2% 15% 89% 0.27% 2.6% 7.8%
0.7 100◦ 6.8% 0.36% 0.038% 93% 84% 0.66% 1.8% 13%
0.7 120◦ 22% 0.32% 0.15% 78% 53% 1% 1.5% 44%
0.7 140◦ 50% 0.16% 0.28% 49% 70% 0.4% 1.5% 28%
0.7 160◦ 84% 0.019% 0.22% 16% 91% 0.043% 0.92% 8.5%
TABLE V: Identical to Table IV, except that these orbits are retrograde and have semilatus rectum p = 12.
where we have defined
̟2 = r2 + a2. (A2)
We now show some explicit relations which are used to
evaluate functions of the geodesics. As indicated below,
these relations were first derived either by Schmidt [45]
or in Ref. [44]. We reproduce them here for the sake of
completeness.
When evaluated in order, the following equations de-
termine the energy E = µE˜, angular momentum Lz =
µML˜z, and Carter constant Q = (µM)
2Q˜ for an orbit of
a given minimum radius r˜1 = rmin/M , maximum radius
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e θinc 〈dE/dt〉
H (M/µ)2 〈dE/dt〉∞ (M/µ)2 〈dLz/dt〉
HM/µ2 〈dLz/dt〉
∞M/µ2 〈dQ/dt〉 /(µ2M)
0.1 20◦ −4.25756 × 10−6[10−4] 5.87399 × 10−4[10−4] −6.72410 × 10−5[10−4] 8.53652 × 10−3[10−4] 6.03753 × 10−3
0.1 40◦ −3.96692 × 10−6[10−4] 6.18500 × 10−4[10−4] −7.76672 × 10−5[10−4] 7.62823 × 10−3[10−4] 2.39458 × 10−2
0.1 60◦ −3.36171 × 10−6[10−4] 6.83855 × 10−4[10−4] −1.12143 × 10−4[10−4] 6.07264 × 10−3[10−4] 5.50060 × 10−2
0.1 80◦ −9.78653 × 10−7[10−4] 8.07007 × 10−4[10−4] −1.90843 × 10−4[10−4] 3.61820 × 10−3[10−4] 1.25570 × 10−1
0.3 20◦ −5.88185 × 10−6[10−4] 6.80432 × 10−4[10−4] −7.78419 × 10−5[10−4] 8.62437 × 10−3[10−4] 6.11706 × 10−3
0.3 40◦ −5.88820 × 10−6[10−4] 7.26781 × 10−4[10−4] −1.00628 × 10−4[10−4] 7.83499 × 10−3[10−4] 2.46493 × 10−2
0.3 60◦ −5.28978 × 10−6[10−4] 8.31504 × 10−4[10−4] −1.66905 × 10−4[10−4] 6.48662 × 10−3[10−4] 5.86987 × 10−2
0.3 80◦ −1.52779 × 10−7[10−4] 1.08629 × 10−3[10−4] −3.46171 × 10−4[10−4] 4.36910 × 10−3[10−4] 1.48680 × 10−1
0.5 20◦ −8.37384 × 10−6[10−4] 7.98857 × 10−4[10−4] −9.16902 × 10−5[10−4] 8.34425 × 10−3[10−4] 5.95501 × 10−3
0.5 40◦ −9.06408 × 10−6[10−4] 8.74449 × 10−4[10−3] −1.38234 × 10−4[10−4] 7.80844 × 10−3[10−3] 2.46909 × 10−2
0.5 60◦ −8.31005 × 10−6[10−4] 1.05986 × 10−3[10−3] −2.70993 × 10−4[10−4] 6.92901 × 10−3[10−3] 6.26645 × 10−2
0.5 80◦ 5.67035 × 10−6[10−4] 1.67918 × 10−3[10−3] −7.40721 × 10−4[10−4] 5.87398 × 10−3[10−3] 1.93149 × 10−1
0.7 20◦ −9.34196 × 10−6[10−4] 7.69363 × 10−4[10−2] −8.95146 × 10−5[10−4] 6.66378 × 10−3[10−2] 4.80410 × 10−3
0.7 40◦ −1.07089 × 10−5[10−3] 8.70367 × 10−4[10−2] −1.57713 × 10−4[10−4] 6.48763 × 10−3[10−2] 2.06958 × 10−2
0.7 60◦ −9.23969 × 10−6[10−3] 1.13494 × 10−3[10−2] −3.62611 × 10−4[10−4] 6.29440 × 10−3[10−2] 5.69964 × 10−2
0.7 80◦ 2.85367 × 10−5[10−1] 2.69226 × 10−3[10−1] −1.58165 × 10−3[10−2] 8.25056 × 10−3[10−1] 2.58125 × 10−1
TABLE VI: The fluxes of energy E and axial angular momentum Lz at infinity (superscript of ∞) and through the black
hole’s event horizon (superscript of H) for some generic orbits. Each of these orbits has a = 0.9M and p = 6. Each number in
square brackets is an order of magnitude estimate for the fractional accuracy of the preceding number. The rates of change for
the Carter constant 〈dQ/dt〉 were computed from the formula (3.62) which follows from the assumption that radiation does not
change the orbital inclination. Since this is an uncontrolled approximation, the accuracy of the 〈dQ/dt〉 figures is unknown; we
include these data for comparison purposes.
e θinc 〈dE/dt〉
H (M/µ)2 〈dE/dt〉∞ (M/µ)2 〈dLz/dt〉
HM/µ2 〈dLz/dt〉
∞M/µ2 〈dQ/dt〉 /(µ2M)
0.1 100◦ 1.10409 × 10−8[10−4] 2.50845 × 10−5[10−3] −1.85760 × 10−6[10−4] −1.22779 × 10−4[10−2] 5.64112 × 10−3
0.1 120◦ 3.80216 × 10−8[10−4] 2.67639 × 10−5[10−4] −2.47774 × 10−6[10−4] −4.91749 × 10−4[10−4] 6.16205 × 10−3
0.1 140◦ 7.36704 × 10−8[10−4] 2.83939 × 10−5[10−4] −3.36034 × 10−6[10−4] −8.40626 × 10−4[10−4] 3.86894 × 10−3
0.1 160◦ 1.06500 × 10−7[10−4] 2.96240 × 10−5[10−4] −4.23915 × 10−6[10−4] −1.09777 × 10−3[10−4] 1.18394 × 10−3
0.3 100◦ 2.44837 × 10−8[10−4] 2.92408 × 10−5[10−4] −2.74782 × 10−6[10−4] −1.14269 × 10−4[10−4] 5.32021 × 10−3
0.3 120◦ 7.99022 × 10−8[10−4] 3.18207 × 10−5[10−4] −3.86655 × 10−6[10−4] −4.92316 × 10−4[10−4] 6.21994 × 10−3
0.3 140◦ 1.57246 × 10−7[10−4] 3.45503 × 10−5[10−4] −5.43045 × 10−6[10−4] −8.65358 × 10−4[10−4] 4.01673 × 10−3
0.3 160◦ 2.32108 × 10−7[10−4] 3.67886 × 10−5[10−4] −6.98894 × 10−6[10−4] −1.15339 × 10−3[10−4] 1.25517 × 10−3
0.5 100◦ 6.01938 × 10−8[10−4] 3.44049 × 10−5[10−4] −4.38711 × 10−6[10−4] −9.51540 × 10−5[10−4] 4.56726 × 10−3
0.5 120◦ 1.87174 × 10−7[10−4] 3.87672 × 10−5[10−4] −6.64495 × 10−6[10−4] −4.68884 × 10−4[10−4] 6.02679 × 10−3
0.5 140◦ 3.77537 × 10−7[10−4] 4.37778 × 10−5[10−4] −9.86398 × 10−6[10−4] −8.67384 × 10−4[10−4] 4.09805 × 10−3
0.5 160◦ 5.75306 × 10−7[10−4] 4.82937 × 10−5[10−4] −1.31850 × 10−5[10−4] −1.20168 × 10−3[10−4] 1.33246 × 10−3
0.7 100◦ 1.16031 × 10−7[10−3] 3.29140 × 10−5[10−4] −5.69490 × 10−6[10−4] −6.19594 × 10−5[10−3] 3.14810 × 10−3
0.7 120◦ 3.48444 × 10−7[10−3] 3.87999 × 10−5[10−2] −9.38008 × 10−6[10−3] −3.67910 × 10−4[10−2] 4.86316 × 10−3
0.7 140◦ 7.27850 × 10−7[10−4] 4.62297 × 10−5[10−2] −1.49671 × 10−5[10−4] −7.28739 × 10−4[10−3] 3.54271 × 10−3
0.7 160◦ 1.16315 × 10−6[10−3] 5.37734 × 10−5[10−2] −2.12322 × 10−5[10−3] −1.06961 × 10−3[10−2] 1.22235 × 10−3
TABLE VII: Identical to Table VI, except that these orbits are retrograde and have semilatus rectum p = 12.
r˜2 = rmax/M , and orbital inclination θinc = π/2− θmin:
E˜2 =
κρ+ 2εσ − 2D
√
σ(σε2 + ρεκ− ηκ2)
ρ2 + 4ησ
, (A3)
L˜z = −g1E˜
h1
+D
√
g21E˜
2
h21
+
f1E˜2 − d1
h1
. (A4)
Q˜ = z−
(
β +
L˜2z
1− z−
)
. (A5)
These were derived by Schmidt in Appendix B of
Ref. [45]. Here the constant D = sgnLz, so that D = 1
for a prograde orbit, and D = −1 for a retrograde or-
bit. The other constants in these equations are defined
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FIG. 6: Snapshot waveforms for orbits with inclination θinc = 80
◦, semilatus rectum p = 6, and eccentricities e = 0.1, 0.3, 0.5,
0.7. The magnitude of the black hole’s spin angular momentum is aM = 0.9M2.
in terms of the constants13
a˜ = a/M, z− = cos
2 θmin, β = a˜
2(1− E˜2), (A6)
the functions
∆˜(r˜) = r˜2 − 2r˜ + a˜2, (A7)
d(r˜) = ∆˜(r˜2 + z−a˜
2), (A8)
f(r˜) = r˜4 + a˜2
[
r˜(r + 2) + z−∆˜
]
, (A9)
g(r˜) = 2a˜r˜, (A10)
h(r˜) = r˜(r˜ − 2) + z−∆˜
1− z− , (A11)
13 Note that Schmidt defines z− as cos θmin [45].
and the determinants
κ = d1h2 − d2h1, (A12)
ε = d1g2 − d2g1, (A13)
ρ = f1h2 − f2h1, (A14)
η = f1g2 − f2g1, (A15)
σ = g1h2 − g2h1. (A16)
A subscript 1, 2 means the function is to be evaluated at
r˜1,2.
Schmidt also derives the following expressions for the
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coordinate-time frequencies:
MΩr =
πpK(k)
(1 − e2)
[
(W + a˜2z+E˜X)K(k)− a˜2z+E˜XE(k)
] ,
(A17)
MΩθ =
πβX
√
z+
2
[
(W + a˜2z+E˜X)K(k)− a˜2z+E˜XE(k)
] ,
(A18)
MΩφ =
(Z − L˜zX)K(k) + L˜zXΠ(π/2, z−, k)
(W + a˜2z+E˜X)K(k)− a˜2z+E˜XE(k)
.
(A19)
Here k =
√
z−/z+,
z+ =
L˜2z + Q˜+ β +
√
(L˜2z + Q˜+ β)
2 − 4βQ
2β
, (A20)
K(k) is the complete elliptic integral of the first kind,
E(k) is the complete elliptic integral of the second kind,
and Π(φ, n, k) is the Legendre elliptic integral of the third
kind [65]:
K(k) =
∫ π/2
0
dθ√
1− k2 sin2 θ
, (A21)
E(k) =
∫ π/2
0
dθ
√
1− k2 sin2 θ, (A22)
Π(φ, n, k) =
∫ φ
0
dθ
(1− n sin2 θ)
√
1− k2 sin2 θ
. (A23)
The remaining quantities in Eqs. (A17)-(A19) are defined
by the following integrals:
W =
∫ π
0
p2F (χ)dχ
(1 + e cosχ)2H(χ)
√
J(χ)
(A24)
X =
∫ π
0
dχ√
J(χ)
, (A25)
Y =
∫ π
0
p2dχ
(1 + e cosχ)2
√
J(χ)
, (A26)
Z =
∫ π
0
G(χ)dχ
H(χ)
√
J(χ)
, (A27)
where the functions F,G,H, J are given by:
F (χ) = E˜ +
a˜2E˜
p2
(1 + e cosχ)2
− 2a˜(L˜z − a˜E˜)
p3
(1 + e cosχ)3, (A28)
G(χ) = L˜z − 2
p
(L˜z − a˜E˜)(1 + e cosχ), (A29)
H(χ) = 1− 2
p
(1 + e cosχ) +
a˜2
p2
(1 + e cosχ)2, (A30)
J(χ) = (1− E˜2)(1− e2)
+ 2
(
1− E˜2 − 1− e
2
p
)
(1 + e cosχ)
+
{
(1 − E˜2)3 + e
2
1− e2 −
4
p
+
1− e2
p2
×
[
a˜2(1− E˜2) + L˜2z + Q˜
]}
(1 + e cosχ)2
(A31)
The Mino time frequencies are then found using Υφ,θ,r =
Γωφ,θ,r, and Υθ = π
√
βz+/[2K(k)] (from Ref. [44]).
The function wr(ψ) and its derivative were derived in
the Appendix of Ref. [44]; however, there we did not write
things explicitly in terms of Schmidt’s J-function. The
results are:
wr(ψ) =
1− e2
p
∫ ψ
0
Υr dψ
′√
J(ψ′)
, (A32)
dwr
dψ
(ψ) =
1− e2
p
Υr√
J(ψ)
. (A33)
The function wθ(χ) and its derivative was derived in the
Appendix of Ref. [44]. The results are
wθ(χ) =

Υθλ0(χ) 0 ≤ χ ≤ π/2
π −Υθλ0(π − χ) π/2 ≤ χ ≤ π
π +Υθλ0(χ− π) π ≤ χ ≤ 3π/2
2π − Υθλ0(2π − χ) 3π/2 ≤ χ ≤ 2π
,
(A34)
dwθ
dχ
(χ) =
π
2K(k)
1
1− k2 cos2 χ, (A35)
where
λ0(χ) =
1√
βz+
[K(k)−F(π/2− χ, k)] , (A36)
and F(φ, k) is the incomplete elliptic integral of the first
kind [65]:
F(φ, k) =
∫ φ
0
dθ√
1− k2 sin2 θ
. (A37)
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APPENDIX B: PERTURBATION DETAILS
The differential operators in the master equation (3.2)
are given by
Ûtφr(r) =
(r2 + a2)2
∆
∂2
∂t2
+ 4
[
M(r2 − a2)
∆
− r
]
∂
∂t
+
a2
∆
∂2
∂φ2
+
4a
∆
(r −M) ∂
∂φ
+
4Mar
∆
∂2
∂t∂φ
−∆2 ∂
∂r
(
1
∆
∂
∂r
)
, (B1a)
V̂tφθ(θ) =− a2 sin2 θ ∂
2
∂t2
− 4ia cos θ ∂
∂t
− 1
sin2 θ
∂2
∂φ2
+ 4
i cos θ
sin2 θ
∂
∂φ
− 1
sin θ
∂
∂θ
(
sin θ
∂ψ
∂θ
)
+ 4 cot2 θ + 2.
(B1b)
In Boyer-Lindquist coordinates, the Kinnersly tetrad
vectors are given by [1, 51]
~l =
̟2
∆
~∂t + ~∂r +
a
∆
~∂φ, (B2a)
~m = − ρ√
2
(
ia sin θ~∂t + ~∂θ +
i
sin θ
~∂φ
)
, (B2b)
~n =
̟2
2Σ
~∂t − ∆
2Σ
~∂r +
a
2Σ
~∂φ, (B2c)
and the Kinnersly tetrad one-forms are
l˜ = −d˜t+ Σ
∆
d˜r + a sin2 θ d˜φ, (B3a)
m˜ =
ρ√
2
(
ia sin θ d˜t− Σ d˜θ − i̟2 sin θ d˜φ
)
, (B3b)
n˜ = − ∆
2Σ
d˜t− 1
2
d˜r +
a∆sin2 θ
2Σ
d˜φ. (B3c)
The Aabc functions are given by
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Ann0 = −2ρ
−3ρ¯−1Cnn
∆2
(
L†1L
†
2S + 2iaρL
†
2S sin θ
)
,
(B4a)
Anm¯0 = −2
√
2ρ−3Cnm¯
∆
[(
iK
∆
− ρ− ρ¯
)
L†2S
+
(
iK
∆
+ ρ+ ρ¯
)
ia(ρ− ρ¯)S sin θ
]
, (B4b)
Am¯m¯0 = Sρ
−3ρ¯Cm¯m¯
[(
K
∆
)2
+ 2iρ
K
∆
+ i∂r
(
K
∆
)]
,
(B4c)
Anm¯1 = −2
√
2ρ−3Cnm¯
∆
[
L†2S + ia(ρ− ρ¯)S sin θ
]
,
(B4d)
Am¯m¯1 = 2Sρ
−3ρ¯ Cm¯m¯
(
ρ− iK
∆
)
, (B4e)
Am¯m¯2 = −Sρ−3ρ¯ Cm¯m¯, (B4f)
where we have used the shorthand notation S =
Slm(θ, ω). Note that the factor of Cm¯m¯ in Eq. (B4c)
was missing in Ref. [1] (it was not however missing from
the numerical code associated with Ref. [1]).
14 Note that the code used in Refs. [1, 36] had the wrong prefactor
for Ann0 (it had the factor of 1/ρ¯ replaced with a factor of 1/ρ).
Also Ref. [1] has an incorrect expression for Anm¯1 (though this
term is correct in the code for Refs. [1, 36])
[1] S. A. Hughes, Evolution of circular, nonequatorial or-
bits of Kerr black holes due to gravitational-wave emis-
sion, Phys. Rev. D 61, 084004 (2000); Phys. Rev. D 63,
049902(E) (2001); Phys. Rev. D 65, 069902(E) (2002);
Phys. Rev. D 67, 089901(E) (2003).
[2] K. Glampedakis and D. Kennefick, Zoom and whirl:
Eccentric equatorial orbits around spinning black holes
and their evolution under gravitational radiation reac-
tion, Phys. Rev. D 66, 044002 (2002).
[3] C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gravi-
tation (Freeman, San Francisco, 1973).
[4] B. Carter, Global structure of the Kerr family of gravita-
tional fields, Phys. Rev. 174, 1559 (1968).
[5] Y. Mino, Perturbative approach to an orbital evolution
around a supermassive black hole, Phys. Rev. D 67,
084027 (2003).
[6] S. A. Hughes, S. Drasco, E´. E´. Flanagan, and J. Franklin,
Gravitational radiation reaction and inspiral waveforms
in the adiabatic limit, Phys. Rev. Lett. 94, 221101 (2005).
[7] S. Drasco, E´. E´. Flanagan, and S. A. Hughes, Computing
inspirals in Kerr in the adiabatic regime. I. The scalar
case, Class. Quantum Grav. 22, S801 (2005).
[8] N. Sago, T. Tanaka, W. Hikida, and H. Nakano, Adiabatic
radiation reaction to the orbits in Kerr Spacetime, Prog.
Theor. Phys., in press; gr-qc/0506092.
[9] L. Ferrarese and D. Merritt, A Fundamental Relation be-
27
tween Supermassive Black Holes and Their Host Galax-
ies, Astrophys. J. 539, L9 (2000)
[10] K. Gebhardt et al, A Relationship between Nuclear Black
Hole Mass and Galaxy Velocity Dispersion, Astrophys. J.
539, L13 (2000).
[11] L. Spitzer, Equipartition and the Formation of Compact
Nuclei in Spherical Stellar Systems, Astrophys. J. 158,
L139 (1969).
[12] J. Miralda-Escude´ and A. Gould, A Cluster of Black
Holes at the Galactic Center, Astrophys. J. 545, 847
(2000).
[13] M. P. Muno, E. Pfahl, F. K. Baganoff, W., N. Brandt,
A. Ghez, J. Lu, and M. R. Morris, An Overabundance of
Transient X-Ray Binaries within 1 Parsec of the Galactic
Center, Astrophys. J. 622, L113 (2005).
[14] M. Freitag, Monte Carlo cluster simulations to determine
the rate of compact star inspiralling to a central galactic
black hole, Class. Quantum Grav. 18, 4033 (2001).
[15] See the official NASA website http://lisa.nasa.gov .
[16] See the official ESA website
http://sci.esa.int/science-e/www/area/index.cfm?fareaid=27
.
[17] J. R. Gair et al, Event rate estimates for LISA extreme
mass ratio capture sources, Class. Quantum Grav. 21,
S1595 (2004).
[18] L. Barack and C. Cutler, LISA Capture Sources: Ap-
proximate Waveforms, Signal-to-Noise Ratios, and Pa-
rameter Estimation Accuracy, Phys. Rev. D 69, 082005
(2004).
[19] F. D. Ryan, Gravitational waves from the inspiral of a
compact object into a massive, axisymmetric body with
arbitrary multipole moments, Phys. Rev. D 52, 5707
(1995).
[20] F. D. Ryan, Accuracy of estimating the multipole mo-
ments of a massive body from the gravitational waves of
a binary inspiral, Phys. Rev. D 56, 1845 (1997).
[21] N. A. Collins and S. A. Hughes, Towards a formalism
for mapping the spacetimes of massive compact objects:
Bumpy black holes and their orbits, Phys. Rev. D 69,
124022 (2004).
[22] S. A. Teukolsky, Rotating Black Holes: Separable Wave
Equations for Gravitational and Electromagnetic Per-
turbations, Phys. Rev. Lett. 29, 1114 (1972); S. A.
Teukolsky, Perturbations of a rotating black hole. I.
fundamental equations for gravitational, electromagnetic,
and neutrino-field perturbations, Astrophys. J. 185, 635
(1973);
[23] M. P. Ryan, Teukolsky equation and Penrose wave equa-
tion, Phys. Rev. D 10, 1736 (1974).
[24] R. Penrose, A spinor approach to general relativity, Ann.
Phys. (N.Y.) 10, 171 (1960).
[25] S. W. Hawking and J. B. Hartle, Energy and angular
momentum flow into a black hole, Commun. Math. Phys.
27, 283 (1972).
[26] J. B. Hartle, Tidal Friction in Slowly Rotating Black
Holes Phys. Rev. D 8, 1010 (1973); Tidal shapes and
shifts on rotating black holes 9, 2749 (1974).
[27] C. Gundlach, R. H. Price, and J. Pullin, Late-time be-
havior of stellar collapse and explosions. I. Linearized
perturbations, Phys. Rev. D 49, 883 (1994); Late-time
behavior of stellar collapse and explosions. II. Nonlinear
evolution, 49, 890 (1994).
[28] C. O. Lousto and R. H. Price, Head-on collisions of black
holes: The particle limit, Phys. Rev. D 55, 2124 (1997).
[29] K. Martel, Gravitational waveforms from a point particle
orbiting a Schwarzschild black hole, Phys. Rev. D 69,
044025 (2004).
[30] K. Martel and E. Poisson, One-parameter family of time-
symmetric initial data for the radial infall of a particle
into a Schwarzschild black hole, Phys. Rev. D 66, 084001
(2002).
[31] C. F. Sopuerta, P. Sun, P. Laguna, and J. Xu, A Toy
Model for Testing Finite Element Methods to Simulate
Extreme-Mass-Ratio-Binary Systems, gr-qc/0507112.
[32] C. Cutler, D. Kennefick, and E. Poisson, Gravita-
tional radiation reaction for bound motion around a
Schwarzschild black hole, Phys. Rev. D 50, 3816 (1994).
[33] L. S. Finn and K. S. Thorne, Gravitational waves from a
compact star in a circular, inspiral orbit, in the equatorial
plane of a massive, spinning black hole, as observed by
LISA, Phys. Rev. D 62, 124021 (2000).
[34] M. Shibata, Gravitational waves induced by a particle or-
biting around a rotating black hole, Prog. Theor. Phys.
90, 595 (1993).
[35] M. Shibata, Gravitational waves by compact stars orbit-
ing around rotating supermassive black holes, Phys. Rev.
D 50, 6297 (1994).
[36] S. A. Hughes, Evolution of circular, nonequatorial orbits
of Kerr black holes due to gravitational-wave emission. II.
Inspiral trajectories and gravitational waveforms, Phys.
Rev. D 64, 064004 (2001).
[37] E. Poisson, An introduction to the Lorentz-Dirac equa-
tion, gr-qc/9912045.
[38] P. A. M. Dirac, Classical theory of radiating electrons,
Proc. R. Soc. London A167, 148 (1938).
[39] Y. Mino, M. Sasaki, and T. Tanaka, Gravitational radia-
tion reaction to a particle motion, Phys. Rev. D 55, 3457
(1997).
[40] T. C. Quinn and R. M. Wald, Axiomatic approach to elec-
tromagnetic and gravitational radiation reaction of parti-
cles in curved spacetime, Phys. Rev. D 56, 3381 (1997).
[41] E. Poisson, The Motion of Point Particles in Curved
Spacetime, Living Rev. Relativity 7, 6 (2004),
http://www.livingreviews.org/lrr-2004-6 .
[42] A good summary of the current state and recent progress
of this field can be found in a special issue of the journal
Classical and Quantum Gravity: Gravitational radiation
from binary black holes: Advances in the perturbative ap-
proach, edited by C. O. Lousto; Class. Quantum Grav.
22, number 15 (2005) (Institute of Physics Publishing,
Bristol, 2005).
[43] A. Pound, E. Poisson, and B. G. Nickel, Limitations of
the adiabatic approximation to the gravitational self-force,
Phys. Rev. D 72, 124001 (2005).
[44] S. Drasco and S. A. Hughes, Rotating black hole orbit
functionals in the frequency domain, Phys. Rev. D 69,
044015 (2004).
[45] W. Schmidt, Celestial mechanics in Kerr spacetime,
Class. Quant. Grav. 19, 2743 (2002).
[46] M. Sasaki and T. Nakamura, Gravitational radiation
from a Kerr black hole. I, Prog. Theor. Phys. 67, 1788
(1982).
[47] D. C. Wilkins, Bound Geodesics in the Kerr Metric,
Phys. Rev. D 5, 814 (1972).
[48] R. H. Boyer and R. W. Lindquist, Maximal Analytic Ex-
tension of the Kerr Metric, J. Math. Phys. 8, 265 (1967).
[49] R. M. Wald, On perturbations of a Kerr black hole, J.
Math. Phys. 14, 1453 (1973).
28
[50] E. Newman and R. Penrose, An approach to Gravita-
tional Radiation by a Method of Spin Coefficients, J.
Math. Phys. 3, 566 (1962).
[51] S. Chandrasekhar, The Mathematical Theory of Black
Holes (Oxford University Press, New York, 1983).
[52] E. Poisson, Absorption of mass and angular momentum
by a black hole: Time-domain formalisms for gravita-
tional perturbations, and the small-hole/slow-motion ap-
proximation, Phys. Rev. D 70, 084044 (2004).
[53] G. Khanna, Teukolsky evolution of particle orbits around
Kerr black holes in the time domain: Elliptic and inclined
orbits, Phys. Rev. D 69, 024016 (2004).
[54] R. Fujita and H. Tagoshi, New Numerical Methods to
Evaluate Homogeneous Solutions of the Teukolsky Equa-
tion, Prog. Theor. Phys. 112, 415 (2004).
[55] G. Arfken, Mathematical Methods for Physicists (third
edition, Academic Press, Orlando, FL, 1985).
[56] R. A. Breuer, Gravitational Perturbation Theory and
Synchrotron Radiation, Lecture Notes in Physics Vol. 44
(Springer-Verlag, Berlin, 1975).
[57] M. Sasaki and H. Tagoshi, Analytic Black Hole
Perturbation Approach to Gravitational Ra-
diation, Living Rev. Relativity 6, 6 (2003),
http://www.livingreviews.org/lrr-2003-6/ .
[58] W. Kinnersly, Type D Vacuum Metrics, J. Math. Phys.
10, 1195 (1969).
[59] Y. Mino et al., Black hole perturbation, Prog. Theor.
Phys. Suppl. 128, 1 (1997).
[60] R. D. Blandford and K. S. Thorne, Applications of
Classical Physics, unpublished book, available at
http://www.pma.caltech.edu/Courses/ph136/yr2004/,
Chapt. 26.
[61] R. A. Isaacson, Gravitational Radiation in the Limit of
High Frequency. II. Nonlinear Terms and the Effective
Stress Tensor, Phys. Rev. 166, 1272 (1968).
[62] S. A. Teukolsky and W. H. Press, Perturbations of Rotat-
ing Black Hole. III. Interaction of the Hole with Gravita-
tional and Electromagnetic Radiation, Astrophys. J. 193,
443 (1974).
[63] C. Cutler, private communication.
[64] J. Gair, private communication.
[65] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B.
P. Flannery, Numerical Recipes in C++: The Art of Sci-
entific Computing (Cambridge University Press, Cam-
bridge, 2002).
[66] P. C. Peters and J. Mathews, Gravitational Radiation
from Point Masses in a Keplerian Orbit, Phys. Rev. 131,
435 (1963).
[67] K. S. Thorne, Multipole Expansions of Gravitational Ra-
diation, Rev. Mod. Phys. 52, 299 (1980).
[68] D. Kennefick, Stability under radiation reaction of circu-
lar equatorial orbits around Kerr black holes, Phys. Ref.
D 58, 064012 (1998).
[69] M. Shibata and K. Glampedakis, private communica-
tions.
[70] N. Sago, T. Tanaka, W. Hikida, H. Nakano, K. Ganz,
The adiabatic evolution of orbital parameters in the Kerr
spacetime, gr-qc/0511151.
