The importance of fish size for price per kilo is studied using an inverse demand approach. Price per kilo in different size categories of the same species differs significantly. This means that the average price for a species may change due to e.g., high grading or a changing climate, which both have the potential to change the size composition of the catch. Estimates show that quantity flexibilities differ substantially across size and species, while scale flexibilities, in general, are close to homothetic. Holding total catch constant, an approximate 1% decrease in the largest size category and a corresponding increase in the smallest size category is estimated to reduce the value of an average week's catch by roughly 0.1-0.4%. The results imply that the effect of size on price is an important consideration when formulating regulations or policies to curb, for example, high grading.
INTRODUCTION
The average size of fish is changing. For some species and fish stocks average size has decreased up to 29% over the last 40 years (Baudron et al. 2014; Casini et al. 2010; Ottersen, Hjermann, and Stenseth 2006) . This has implications for the future of the fishing industry, since size is hypothesized to be a determinant of price per kilo. I study the effect of catch size composition on fish prices by estimating inverse demand models using a new Swedish data set. I add to the existing empirical support for the importance of fish size as a determinant of price by showing the diversity of relationships that exist between size and price across different species. My results indicate that the increase in the average price of saithe over the last years is not only due to falling total catch but also the effect of a very large decrease in the catch of small saithe, which is estimated to be of great importance to the prices of all size categories. The results can also be used to predict changes in valuations of an average catch due to shifts in the size distribution of the catch. For example, the value of an average weekly catch of saithe is predicted to decrease by 0.43% due to relatively small changes in the catch size composition toward smaller fish with total catch held constant.
The question of how changes in catch composition affect prices is interesting for several reasons, many of which can be linked to the problem of overfishing; e.g., Aps and Lassen (2010) . First, the estimated price differences and flexibilities (inverse demand counterparts to elasticities) in this article help explain how the incentives for fishermen to engage in high grading differ across species. High grading is the procedure of discarding less valuable fish in order to make room for more valuable fish in order to affect prices. The discarded fish commonly have high mortality rates (Davis 2002) . High grading is more common for fish species in which size is an important factor regarding price. The practice is illegal within the EU, but monitoring is difficult for authorities. Data on high grading is unreliable due to the practice being illegal. Hence, few studies have been made that assess the magnitude of the problem but a few examples exist; e.g. Kristofersson and Rickertsen (2009) who find evidence of high grading by Icelandic fishermen and the Swedish Fishery Board (Fiskeriverket 2011) , which estimates that 10 to 15% of the yearly landings of shrimp, roughly 1,000-2,000 tons, go to waste due to high grading.
Second, both biologists (Almroth, Sköld, and Nilsson Sköld 2012) and economists (Diekert 2012 and Quaas et al. 2013) have recently called for new regulations in which age and size of fish are taken into account. Traditional fishery models based on biomass have been criticized for being overly simplistic and for failing to take into account maturity and weight structures in fish stocks (Tahvonen 2009 ). Recently, more realistic age-structured models have been developed; e.g., Diekert (2012) , Tahvonen (2009) , or Quaas et al. (2013) . Based on their findings, the authors call for regulations based on age-structured models rather than traditional biomass models. Regulations based on age-structured models imply changed incentives for harvesting different size of fish and consequently a changed size composition of the stock. However, the prices in these models are fixed for each size. The results of this article can be used to shed some light on how prices change due to modified harvesting patterns in different weight classes.
Third, climate change has been linked to changes in the composition of fish stocks for species such as herring (Casini et al. 2010 ) and cod (Ottersen, Hjermann, and Stenseth 2006) . The predicted effect in these papers is that climate change leads to smaller average size. For most species, smaller fish yield lower prices per kg in the market. Thus, climate change can lead to lower prices for a given total weight of the catch. Flexibilities can be used to quantify the magnitude of this effect.
Goods such as fish, meat, vegetables, and fruit take time to produce. Once harvested, they are costly to store, which means that they are supply constrained in the short run. For these goods, regular demand estimation, where price is a function of quantity, is inappropriate since price and not quantity is the variable that clears the market. On a given market day, the supply of fish is fixed and the fishermen will sell their fish to wholesalers, restaurateurs, etc., at the price that clears the market. Therefore, I assume price to be a function of quantity and use inverse demand models. The history of inverse demand estimation goes back to the early 1980s. In a seminal paper, Anderson (1980) established important theoretical properties of inverse demand models, which inspired many applied papers. The earliest empirical papers in the field of inverse demand estimation studied flexibilities between broad categories of goods. One of the most cited is Barten and Bettendorf's (1989) empirical study of fish landed in Belgian ports. From a theoretical perspective, the general trend has been to move from estimating and improving upon single inverse demand models; e.g., Moschini and Vissa (1992) and Holt and Goodwin (1997) to nesting existing inverse demand systems in more general models to see which one best fits the data; e.g., Eales, Durham, and Wessells (1997) and Brown, Lee, and Seale (1995) . Besides fish, the most common markets that have been the subject of study under inverse demand are meat, fruit, and vegetables (e.g., Holt (2002) , Brown, Lee, and Seale (1995) and Galdeano (2005) ). I use the methods proposed in Brown, Lee, and Seale (1995) and refined in later papers such as Lee and Kennedy (2008) , in order to find the most appropriate inverse demand model with which to estimate quantity and scale flexibilities for the different size categories.
It is worth noting that hedonic regressions have also been used for studying different aspects of the fish market. McConnell and Strand (2000) and Carroll, Anderson, and Martínez-Garmendia (2001) used hedonic models to look at how quality characteristics affected the price of tuna in the Hawaiian market and the US and Japanese markets, respectively. Roheim, Gardiner, and Asche (2007) used hedonic models to study pricing of frozen fish in the UK. Roheim, Asche, and Santos (2011) used hedonic models to study the effect of ecolabeling on fish prices. More recently Lee (2014) used hedonic models to study pricing of Atlantic cod. Kristofersson and Rickertsen (2004) mixed a hedonic regression approach with an inverse demand model to study, among other things, the effect of quantity changes in different size categories on the price of cod. I compare the flexibilities estimated with my inverse demand approach in this study to the estimates in Kristofersson and Rickertsen (2004) resulting from the hedonic regression framework.
1 In a broader context, this is interesting since I approach the question of the impact of size on price from a different perspective. What further separates this study from Kristofersson and Rickertsen (2004) is that I show how diverse the relationships between size and price are across different species. The rest of the article is organized as follows. Next, the inverse demand models are introduced. The data are then presented. The procedure of selecting the appropriate model and tests of the statistical and economic assumptions are then discussed. After that, the results are presented. The results are then discussed in relation to earlier papers, the theory of optimal management in age-structured fisheries, and empirical relevance. Some final comments conclude the article.
THE MODELS
Since I assume price to be a function of the catch, inverse demand models are appropriate to estimate the exact relationship. There are many reasons to treat quantity as a right-hand-side variable in fish demand estimation. Special gear is needed for different species of fish and changing gear on a fishing vessel is expensive. Further, the fishermen do not know the price on a given market day when they catch the fish. There is also some evidence that it is difficult for fishermen to foresee the size of the catch (Asche, Salvanes, and Steen 1997; Salvanes and Steen 1994) . When fishermen catch the fish, the quantity is fixed and cold storage is expensive. Therefore, the fishermen have no other incentives but to sell the catch once it is landed. See Guttormsen, Myrland, and Tveteras (2011) for a more general introduction to the fish market.
Inverse demand models are used to estimate quantity and scale effects. A quantity effect can be interpreted as a measurement of how the price of fish in size category i changes for a marginal change in the quantity of fish harvested in size category j. The scale effect can be interpreted as how the price of fish of size i is affected by a proportional increase in all other sizes caught. From the quantity and scale effects, I calculate flexibilities (inverse demand counterpart to elasticities) to facilitate the interpretation.
2
The inverse demand models I use have been derived in different ways, and for each one I provide a reference to where a complete derivation can be found. For each model, a species of fish is divided into i = 1, 2, 3, . . . , n different size categories. The price and quantity caught of each category are denoted p i and q i , respectively. One of the earliest models is the AIIDS (see Eales and Unnevehr (1994) for a detailed derivation and Deaton and Muellbauer (1980) for the regular demand counterpart), which is expressed using the following equation:
(1)
m is category i's share of the total value, m ¼ o i p i q i , η ij are the quantity effects, and β i is the scale effect. log Q is a complex weighted average of the different quantities, and I approximate it with the Divisia quantity index so log Q ¼ o n i¼1 w i log q i . This approximation has proved to work well in earlier work, such as Eales and Unnevehr (1994) and Rickertsen (1998) .
The following restrictions must hold for 1; e.g., Eales and Unnevehr (1994) 
, and η ij = η ji (symmetry). Adding up is satisfied by construction, but the latter two are not so they will both be tested for in the empirical section. Let d be the difference operator. Then, the differential version of AIIDS (Brown, Lee, and Seale 1995) is:
The other three models can be derived by manipulating (2). The models are the Differential Inverse Central Bureau of Statistics (DICBS); equation 3 see Laitinen and Theil (1979) and Barten and Bettendorf (1989) , which has its analogue in the CBS model introduced by Keller and van Driel (1985) ; the Rotterdam Inverse Demand system (RIDS), equation 4 see Brown, Lee, and Seale (1995) , and finally the differential inverse national bureau of research model (DINBR, equation 5 see Brown, Lee, and Seale (1995) , which corresponds to the NBR model in regular demand estimation (Neves 1994) .
2. For more on quantity and scale effects and their relation to their regular demand counterparts, see Park and Thurman (1999) and Houck (1965) .
and P is the divisia price index analogous to the divisia quantity index. The parameter definitions, representing the quantity and scale effects, show the relationship between the models, β i = α i + ω i and η ij = γ ij + δ ij w ij − w ii w ij where δ ij = 0(1) if i ≠ (=)j (i.e., the Kronecker delta). All models share right-hand-side variables. The differences between the specifications are whether or not the quantity and scale effects should depend on the share of the size categories.
All four models can be expressed in the nested model, equation 6:
where e i = (1 − θ 1 )α i + θ 1 β i and e ij = (1 − θ 2 )γ ij + θ 2 η ij . Putting restrictions on the right-handside parameters transforms the nested model into the four different inverse demand models. For θ = (θ 1 , θ 2 ) we have that (0, 0) gives the RIDS model, (0, 1) gives the DINBR model, (1, 0) gives the DICBS, and (1, 1) gives the AIIDS. The adding up, homogeneity, and symmetry conditions can thus be expressed using the parameters of the nested model. Adding up implies
and symmetry e ij = e ji .
The quantity and scale effects will be transformed into quantity and scale flexibilities, f ij and ϕ i , respectively, to facilitate interpretation. Scale flexibilities measure the percentage change in the price of a size category in response to a proportional increase in the catch of all categories and are the inverse demand counterparts to income elasticities. Quantity flexibilities measure the percentage change in the price of category i in response to an increase in the catch of category j and are analogues to price elasticities in regular demand. Using the terms from the nested model (equation 6), the relationships between the quantity and scale effects and the quantity and scale flexibilities are the following:
Theoretically, it is difficult to argue which of the models is the most appropriate for different inverse demand systems. Estimating 6 and testing the restrictions on θ corresponding to each model might reject some of the models. However, this only sorts out some models that are rejected by the data. Each model still has underlying assumptions that need to be tested for, which is done in the model selection section. Eight species are the subject of this study. The reasons these eight species were chosen are that they are sold in size categories, the major quantity traded is landed in Sweden (although this varies across species and season), and the season is long enough to provide a reasonably large number of observations. The species are cod, common sole, haddock, hake, lemon sole, plaice, saithe, and whiting. Figure 1 shows the trends of harvested fish and average prices over the years 2003-2010. Most species show a cyclical pattern (with the exception of whiting) in total harvest but with a large variation for a given month across years. A cyclical pattern is most apparent for hake and cod. There is a downward trend in harvested quantities for both lemon sole and cod and maybe also for haddock and plaice. For all species, prices are negatively correlated with quantity. For most species, average prices have not changed to any considerable extent during the investigated period. There is a small decreasing trend in the average price for hake and plaice and what seems to be a quite substantial increase in the average price for saithe.
Fish are divided into size categories according to weight. There are three to five categories depending on the species. Each species has specific categories, so a category 1 specimen of cod is not necessarily of the same size as a category 1 specimen of haddock. The different categories are presented in table 1. Table 2 presents average price and quantity (yearly in tons) per size category for each species. With the exception of saithe, the largest size category has the highest price. For those species, a given quantity is worth less if it consists of smaller fish.
MODEL SELECTION
The selection procedure follows both Brown, Lee, and Seale (1995) and Lee and Kennedy (2008) . I use the popular food fish whiting, which is mostly caught off the western coast of Sweden, as the leading example of the selection procedure and the interpretation of the results. I assume that all coefficients are constant over time and that there is weak separability across species. Weak separability is a strong assumption. Estimating a model using all species and categories simultaneously is not feasible due to data limitations. Asche, Bjørndal, and Gordon (2005) find that fish is weakly separable from meat. Some concern may be raised whether one can restrict a demand system to contain only one species of fish. Estimating a single-species demand system is common in the literature; e.g., Angrist, Graddy, and Imbens (2000, whiting); Muhammad and Hanson (2009, catfish) ; Lee and Kennedy (2008, crawfish) , and Chiang, Lee, and Brown (2001, tuna) . In this study, testing for exogeneity of the quantities using instruments does not reject this assumption (see below). However, this does not necessarily mean that there is no interaction between the different species; it can instead mean that the harvest of one species is not correlated with the harvest of others to any great extent.
Whiting is divided into four different size categories (table 2) . Although it is possible to estimate the equation for each size category separately, it is likely that the error terms are correlated across equations at a given point in time. A random shock in demand at time t is likely to affect all size categories. Therefore, to increase the efficiency an iterative seemingly unrelated regression (SUR) procedure was used in Stata 11. For all models, one observation in category i at time t is indexed by it. The inverse demand models are written in differential form and need to be transformed into discrete time. Hence, all differential variables are transformed into discrete form s.t. dðlog x it Þ ¼ log x it −log x it−1 ≡ logx it . The shares are also approximated by the moving average of the last two consecutive months,
. Finally, an error term, ∈ it , is added to equations 2-6. The error terms are subject to adding up. This makes the residual covariance matrix singular, making it impossible to estimate the equations for all categories simultaneously. Hence, in order to estimate the models using SUR, one of the equations must be deleted during the estimation, but the results are invariant to which equation (Barten 1969) . The parameters for the missing equation can then be obtained from the restrictions of the model. Then, another equation can be deleted in order to obtain standard errors for the parameters of the deleted equation.
NESTED MODEL
The models presented are related and based on identical microeconomic theory but differ in the specification of quantity and scale effects. To select the most appropriate model, I start by estimating equation 6 and test the restrictions on θ corresponding to each model. Formally, to test the restrictions, I first estimate the unrestricted version of 6 with homogeneity and symmetry imposed. Then, I estimate the four restricted versions of 6, corresponding to RIDS, DICBS, AIIDS, and DINBR, and use a log likelihood ratio test to see which models are rejected to be nested in the unrestricted model. For whiting, all specific models, except for DICBS, were clearly rejected by the likelihood ratio test. The same result held true for all other species. Hence, DICBS will be used for all species. It is common that DICBS is the inverse model that best fits the data in this kind of study; e.g., Fousekis and Karagiannis (2001) or Brown, Lee, and Seale. (1995) .
EXOGENEITY OF QUANTITY
I have argued intuitively for why quantity is and should be treated as an exogenous variable. I test this assumption formally by performing a Hausman test. The estimates from the SUR estimation were compared to an alternative estimator that is assumed to be consistent notwithstanding if the hypothesis of exogenous quantities is true. For a comparison of estimates, the three-stage least square (3SLS) estimator was used. The 3SLS estimator is a combination of a two-stage least square (2SLS) estimator and the SUR estimator.
The quality of this test depends on how good the instruments are. One instrument that has been used historically is weather conditions; e.g., Angrist, Graddy, and Imbens (2000) . However, matching historical weather data to certain fish stocks at a given point in time proved to be infeasible. I used other standard variables in the literature as instruments; namely diesel prices, twelve-month lagged variables, and monthly dummies; e.g., Eales and Unnevehr (1993) ; Eales, Durham, and Wessells (1997); Matsuda (2005) or Park, Thurman, and Easley (2004) . The coefficient estimates from the 3SLS estimator were then compared with the estimates from the SUR estimator, and systematic differences were tested for. If systematic differences were found, exogeneity of quantity was rejected and the 3SLS estimates were used for those species.
Thus, equation 3 was estimated for each category using 3SLS. The procedure was then repeated using SUR. The coefficients from both estimation methods were then compared in a Hausman test. For whiting, the hypothesis of no systematic differences was not rejected at conventional significance levels. Since no systematic differences were found, the SUR estimates were used for whiting. Repeating the same procedure for all other species showed that exogeneity of quantities was not rejected for any of the species.
AUTOCORRELATION
To address autocorrelation, I used the GLS procedure suggested in Park, Thurman, and Easley (2004) . Equation 3 was estimated for all size categories in an unrestricted system using SUR.
The residuals it were then stored for each category i. The correlation coefficient, ρ, between the residuals was then estimated using the following equation:
Note that ρ is independent of size category. This is necessary to preserve the adding up feature of the data. Hence, ρ is imposed to be the same when estimating equation 9 for each category i = 1 − 4. Finally, ρ is used to transform all variables according tox it ¼ x it −ρx it−1 . Once this is done, the original strategy to apply SUR on the autocorrelation corrected data is resumed. A Breusch-Godfrey test for each size category does not reject the null hypothesis of no autocorrelation in the transformed model for any of the species.
HOMOGENEITY AND SYMMETRY
The homogeneity and symmetry restrictions stem from the microeconomic assumptions we make when the inverse demand models are derived. To test this assumption, the autocorrelation corrected variables were used to estimate both an unrestricted DICBS and a restricted DICBS model where homogeneity and symmetry were both imposed. A log likelihood ratio test was then used to test if the restricted model is rejected to be nested in the unrestricted model. The only assumptions rejected on a 5% level were the symmetry assumptions for cod and plaice. For all other species, the homogeneity and symmetry assumptions were not rejected. Both symmetry and exogeneity will be imposed during the estimation, with the saving clause that symmetry might not be an appropriate assumption for cod and plaice.
RESULTS

Equation 3
is estimated for each size category of whiting using SUR with both homogeneity and symmetry imposed. This gives the quantity and scale effects, which are then transformed into quantity and scale flexibilities using equations 7 and 8.
The uncompensated quantity flexibilities are interpreted as the percentage change in price of category i when a 1% change in the quantity of category j occurs. The scale flexibility is the percentage change in price of category i when all quantities increase proportionally by 1%. A scale flexibility for a good equal to −1 implies homothetic preferences. That is, a 1% increase in all quantities would result in approximately a 1% decrease in the normalized price for the good. Scale flexibilities of less than −1 imply necessities, and a value greater than −1 implies luxuries. Table 3 presents the different flexibilities for the size categories of whiting. 4 A 1% increase in the quantity of the own category is estimated to decrease the price by between 0.19 and 0.5%, depending on the category. The cross-quantity effects are estimated to lie between 0.12 and 0.37%. The estimated effects are fairly precise. Some commonalities are worth noting.
The own-quantity flexibility is estimated to be larger than any cross-quantity flexibility. That is, a percentage change in category i affects the price of whiting in category i more than the price in any other category j. Whiting in category 4 is estimated to have a larger impact on the price of larger fish than vice versa. While cross-quantity flexibilities differ across categories, 4. Average shares are used when calculating quantity and scale flexibilities. one striking feature is the similarity of the different cross-quantity flexibilities within a category; e.g., changes in category i seem to have a relatively similar effect on all categories j ≠ i.
We can use quantity flexibilities to predict the effect of a change in the size composition (due to, for example, a changing climate) on the value of the catch. Assume that there is a shift in the size composition of catch toward smaller whiting, on average. A simple back of the envelope calculation shows that if a change in the size composition of the catch roughly equal to a 1% decrease in category 1 and a 1% increase in category 4 means that the net effect on the total value of an average week's catch would decrease by approximately 0.12%. 5 The relative magnitude of this number is discussed in the next section. Regarding scale flexibilities, larger whiting are estimated to be more of a luxury good than smaller whiting. But all estimates are close to -1, a value which is also covered by all 95% confidence intervals except category 2. This implies close to homothetic preferences for each different category. That is, a proportional increase in all categories decreases the price with the same proportion.
FLEXIBILITIES OF OTHER SPECIES
The analogues of table 3 are presented in tables 4-10 for the other species. The results are discussed below.
5. For an average week and for a given species, assume that there is ΔC l change in fish caught in category l and ΔC h change in fish caught in category h, on average, where for simplicity ΔC l = −ΔC h so that total harvest is constant. Using the estimated flexibilities the new price, p n i , for each category i is calculated to be:
where p i is the average original price, and C l is the average weekly catch in category l (C h is defined analogously) so that
ΔCl Cl represents the percentage change. The new weekly average value of the catch of that species is then the sum of the values of each category: For each species, there are one or two adjacent size categories that have the largest effect on the prices of the other categories. The point estimates of the largest cross-quantity flexibilities are roughly between 0.25 and 0.6%, depending on species. It is not the case that large or small fish, in general, have the largest effect; this is dependent on species. For example, small saithe have a much larger effect on the price of the other categories than larger fish, but for common sole, the largest cross-quantity flexibilities belong to the larger fish in size categories 1 and 2. Cross-quantity flexibilities are also relatively stable across categories; i.e., the effect of a change in category i has more or less the same effect on all categories j ≠ i.
In general, but not without exception, f ii > f ij ∀j ≠ i; that is, a change in catch of category i has a larger effect on the price of i than any other category j. However, own-quantity flexibilities do not necessarily have the largest effect on price. This seems logical since different size categories are close substitutes.
We can use flexibilities to study how the value of an average week's catch responds to a shift in the size composition towards smaller fish for each species, as this is the most common size shift predicted for fish stocks (Baudron et al. 2014 ). The same calculation described in footnote 5 can be done using a negative shift in the size distribution represented by a (roughly) 1% increase in the highest size category and a (roughly) 1% decrease in the lowest size category. For common sole, plaice, and cod the effect was calculated to be essentially 0; i.e., the average value of the catch is not affected by this shift in size composition. For haddock, the average value of a weekly catch is estimated to decrease by approximately 0.07%. For hake, the average value of a week's catch is estimated to decrease by roughly 0.11%, the value of an average catch of lemon sole (using categories 2 and 3) is predicted to decrease by 0.08%, and the value of an average catch of saithe is predicted to decrease by 0.43%. Using these calculations, saithe is clearly the species in which the average value is predicted to decrease the most for a shift in size distribution toward smaller fish. For hake, lemon sole, and haddock the effect is predicted to be around -0.1%, while for common sole, plaice, and cod the effect is predicted to be zero. I used a roughly 1% shift in the highest and lowest size categories, a very small shift if you compare to the effects reported in, for example, Ottersen, Hjermann, and Stenseth (2006) , where the average length of cod was predicted to have decreased by 11% between the late 1940s and the 1990s.
For most species and categories, the scale flexibilities are relatively close to −1, implying homotheticity. For haddock, lemon sole, and saithe, the high categories have larger scale flexibilities. For those species, proportional changes in landings have larger effects on the prices of small fish. This also implies that larger fish are more of a luxury good, which agrees with the descriptive data where it can be seen that for these species, larger fish constitute a smaller share of the catch and are also significantly more expensive per kilo (table 2) . Common sole and hake have no clear pattern. Symmetry was rejected for cod and plaice. It is interesting to note that both species have a very skewed distribution towards smaller weight classes (table 2) . Furthermore, some of the results for cod are contrary to intuition, as some flexibilities are estimated to be positive. The estimated flexibilities for plaice do not stand out relative to the other species in any particular way. However, since symmetry was rejected for both these species, the estimates should be interpreted with some extra care.
Even though the appropriateness of the model was doubtful for cod, I want to briefly discuss my estimates in relation to the estimates from Kristofersson and Rickertsen (2004) , who studied the relationship between cod size and price using a mixed hedonic regression and inverse demand approach. They found much smaller flexibilities, between −0.03 and −0.01, for all cross-and own-quantity flexibilities across all categories. They used daily auction data from Iceland, which is a much more export-oriented market. Furthermore, in my study, monthly data was used, while Kristofersson and Rickertsen used daily data, which might help explain the discrepancies between the flexibilities since short-run variation in quantities might not have as large an impact on price due to inventory effects. Thus, it is not appropriate to make a direct comparison of the estimates in Kristofersson and Rickertsen (2004) and the estimates obtained in this article for cod. 6 Overall, the results show that size is an important quality characteristic when estimating fish demand. There are few general conclusions to be made for the different species. The relationship between size and price is highly dependent on the species of fish.
DISCUSSION
For all species, except whiting, large fish are more expensive than small fish (table 2). There are several contributing explanations for this. Economies of scale is, of course, one reason, filleting a fish of 2 kilos takes less time than two fish of 1 kilo, while the quantity of the finished product is about the same. It could also be demand driven; consumers are willing to pay for larger fish. In a meeting with Ilona Miglacs, a marine biologist at the Gothenburg Fish Auction, 7 which is the largest trading place for fish in Sweden, she stated that "larger fish means less work and a more delicious result in the kitchen." However, that price differs so much for different size categories means that the average price for a species can vary, not only due to changes in total harvest, but also to long-or short-term variation in the size composition of the stock, which can be induced both by endogenous and exogenous factors, such as the aggregate effect of high grading or climate change. Current research shows that average fish size is decreasing due to climate change; for some species by as much as 29% over the last 40 years (Baudron et al. 2014) . My estimation shows that for most fish species, smaller average size will decrease the value for a given total weight of the catch with the largest effect for saithe and the smallest effect for common sole. To maintain a given level of income, more saithe than any other species must be caught to compensate for the decreased value of the average catch.
6. It would be an interesting future project to explicitly compare the two methods on the same data set. Due to data limitations, it is not possible to replicate their results with my data. Kristofersson and Rickertsen (2004) use a two-stage hedonic regression method in which first-stage prices are estimated each day from every auction that took place. Since my data are already aggregated on a monthly level, it is not possible to use this method.
7. I. Miglacs, interviewed by the author, Gothenburg, January 2011.
The price structure might be a sufficient incentive for high grading. Unfortunately, there is no data on what species are subject to high grading in Sweden. One of the main motivations of high grading is to increase the value of the catch, especially for species where size is of importance, such as shrimp, where around 15% of the yearly catch is estimated to be thrown back into the water (Fiskeriverket 2011) . The results from this article highlight the differences in price and also how changes in size composition affect prices in different size categories and can thus be used as indicators for the species where the incentives for high grading are high. Since fish that are thrown back into the sea have high mortality rates, high grading does not only affect the size composition of today's harvest but also an indirect effect on that of tomorrow.
Since fishermen are allowed to throw some fish back into the water; for example bycatch for which the vessel does not have any quota, it is difficult to observe high grading. High grading has been illegal since 2010, but authorities cannot easily observe whether it still occurs and early estimates indicate that it still is a problem (Fiskeriverket 2011) . To combat high grading, the regulator can change incentives for fishermen. To discuss how this can be done, I summarize the recent and growing literature on regulation in age-structured fishery models in the next sub section.
AGE-STRUCTURED FISHERY MODELS
Traditional fishery biomass models, for example Clark (1990) , have been criticized for being too blunt to be used for studying optimal management; e.g., Quaas et al. (2013) or Tahvonen (2009) . Competing models that take into account the growth and aging of stocks are not new; e.g., Beverton and Holt (1957) , but have been used more sparsely than the less complex biomass models based on Schaefer (1957) . Age-structured models are closer to reality in that they allow prices to differ for different sizes of fish. They also allow for the use of differentiated fishing gear, such as different mesh sizes, which only targets part of the fish stock.
The marginalized use of age-structured models can be attributed by the increased complexity of the models. For example, in his seminal book on managing renewable resources, Clark writes that "including age structure in the analysis introduces significant new mathematical difficulties, Indeed, the problem of the optimal harvesting of age-distributed populations remains unsolved in general" (Clark 1990, 267) . However, there are earlier studies that have solved age-structured models (see Getz and Haight 1989 for a summary), but these have been criticized for relying too heavily on ad hoc assumptions for tractable numerical solutions (Quaas et al. 2013 ). However, with better programs and computers, these complex models can be solved with fewer restrictions using numerical methods (Tahvonen 2009 ). So what are the conclusions for optimal harvesting and regulation from these more recent theoretical models?
Tahvonen (2009) sets up an age-structured fishery model in a discrete setting to study optimal harvesting. He finds that the lessons learned on optimal extraction from the use of biomass models do not necessarily carry over to the age-structured model. The main differences between optimal harvesting in biomass and age-structured models, and hence the reasons why it is important to base regulation on age-structured models, are the following. The optimal harvest of age-structured models does not only depend on biological factors, such as in the biomass model, but also on fishing technology. The conditions for the existence of optimal steady states are different. Transition paths are different in that they are always monotonic for the biomass model, but may be non-monotonic for age-structured models. Pulse fishing might prove to be optimal in age-structured models but never for biomass models. Hence, basing regulation on biomass models can lead to suboptimal outcomes. Quaas et al. (2013) use a discrete age-structured fishery model to look at optimal harvest and discuss the consequences for regulation. They suggest that optimal harvest can be implemented by setting a single total allowable catch and then tradable harvest quotas. Harmful overfishing is divided into two categories; growth overfishing, which occurs when too many immature fish are caught, and recruitment overfishing, which means that the spawning stock has been driven to low levels. To implement optimality in this age-structured model, the quotas should be traded in numbers of fish harvested and not biomass. Quotas based on biomass prove not to be able to solve the problem of growth and recruitment overfishing simultaneously. Alternative instruments, which can also yield first-best solutions, are harvesting fees for the number of fish harvested. The fees should then differ over maturity levels (weight). Diekert (2012) sets up a continuous age-structured model to look at harvest and regulation. Diekert confirms and strengthens the conclusions of Quaas et al. (2013) ; namely that any regulation should be based on the number of fish caught and not biomass. However, Diekert finds that in a continuous setting, even though ITQs based on numbers are superior to other regulation methods, it does not implement the first-best solution. Thus, he argues for complementary regulation methods, such as size restrictions.
As in Tahvonen (2009) and Quaas et al. (2013) , price is also dependent on fish size in Diekert (2012) . However, prices are implicitly assumed to be constant for different harvest levels. The authors argue strongly and convincingly that age-structured fishery models are better alternatives than biomass models. The conclusion is that restrictions should be based on numbers and not biomass for regulation purposes. If implemented, this would eventually change the size composition of the catch. However, in the models, there are no general equilibrium effects on price due to changed harvest patterns in different size categories. My results show clearly that the size of the catch in the different categories affects prices which, in turn, affects optimal management and regulation.
CONCLUSION
In this study, I used inverse demand models to study the relationship between size and the price of different fish species. After a selection procedure to find the most appropriate model, quantity and scale flexibilities for six species were estimated using a DICBS model. For two species, cod and plaice, the symmetry assumption of quantity effects was rejected. Both these species have a skewed distribution toward smaller fish. This is interesting from an applied perspective, as it might point to limitations of the usefulness of inverse models.
The estimates showed that size is a crucial determinant for price per kilo and that variations of the catch in the different size categories have very different effects on the prices of other size categories. This is interesting since stock composition and catch can change both due to exogenous and endogenous factors, such as high grading, climate change, and regulation. In the longer run, this, of course, changes the incentives for the fishermen. Recent studies indicate that the average size of fish is decreasing for many fish stocks; for some as much as 29% over the last 40 years (Baudron et al. 2014) . The total value of the catch declines for a given weight when larger fish is replaced by smaller fish, on average. This means that fish stocks with declining average size might be harvested more intensively by fishermen to maintain profitability.
New theory in fishery management using age-structured models calls for regulation that takes maturity and size into account. This is emphasized both by biologists and economists. In a study on the aging of Atlantic cod, Almroth, Sköld, and Nilsson Sköld (2012) conclude that " [t] he results emphasize the importance of conserving old mature fish, in particular high eggproductive females, when managing fisheries." To improve on the regulation, economists have studied age-structured models. The main lesson from these models is that quotas should be defined in numbers, not biomass. This gives fishermen incentives to catch larger specimens of the different fish species and will, in turn, affect the size composition of the catch, which has consequences for prices. The estimates from this article shed some light on how prices might change for different types of regulations. For example, calculations show that the effect of a negative shift in size distribution impacts the average value of the catch differently for different species, with largest negative effect estimated for saithe.
The exact effect of changed incentives for fishermen on fish stocks due to new regulation is difficult to foresee. Since the relationship between size and price is estimated to be strong and also dependent on the actual weight class, I conclude that size is an important aspect of fish demand. Biological reasons and a changing climate, along with high grading, mean that the relationship between size and price deserves attention in future research as well as new regulations.
