The connected door space is an enigmatic topological space in which every proper nonempty subset is either open or closed, but not both. This paper provides an elementary proof of the classification theorem of connected door spaces. More importantly, we show that connected door topologies can be viewed as solutions of the valuation
A topological space is called a door space if every subset is either open or closed (or both). In his classic textbook [6] , John L. Kelly introduced this concept. He merely gave two easy facts about Hausdorff door spaces there. Beyond a few literatures on various types of door spaces, such as [1, 2, 3, 4, 9] , we find the connected door space has certain interesting connections with functions. For a connected door space (X, T ), we may define a map f : P(X) \ {∅, X} → {0, 1} by f (A) = 1 if A ∈ T , and f (A) = 0 if A c ∈ T , where A c = X \ A, and P(X) is the power set of X, i.e. P(X) = {A : A ⊂ X}. For most topological spaces, such an f fails to be a map. Since two-valued maps play important roles in mathematics, especially in mathematical logic, we believe that more attentions should be paid on connected door spaces, or even door spaces. In 1973, B. Muckenhoupt and V. Williams [8] showed that the number of connected door topologies on an infinite set X with |X| = k is 2 2 k , where |X| is the cardinality of X. In 1987, S. D. McCartan [7] classified door spaces, and showed the following classification theorem of connected door spaces. Theorem 1. There are exactly three types of connected door spaces (X, T ):
(1) T = {A ⊂ X : a ∈ A} ∪ {X} for some a ∈ X (excluded point topology);
(2) T = {A ⊂ X : a ∈ A} ∪ {∅} for some a ∈ X (included point topology); (3) T \ {∅} is a free ultrafilter on X (and X is necessarily infinite in this case).
We first give an elementary proof of Theorem 1 via several auxiliary lemmas which also possess independent interest (see Section 1) . Then, we find that connected door topologies could be induced respectively (see Theorems 2 and 5 for details) by the set equations:
and f (A) + f (B) = f (A ∪ B) + f (A ∩ B).
Theorem 2. Assume that X has at least three points and z 1 = z 2 are two complex numbers. Let f : P(X) \ {∅} → {z 1 , z 2 } be a surjection satisfying (1) for any A, B ∈ P(X) \ {∅} with A ∩ B = ∅.
is an ultrafilter, and {∅} ∪ f −1 (f (X)) is a connected door space.
Theorems 3 and 4 provide all topological solutions of the valuation (2) and the equation (1) in more complex setting. Together with Theorem 2, connected door spaces could be viewed as some solutions to (1) and (2) . Proofs and detailed discussions are presented in Section 2. These results suggest that certain topologies might be solutions of some set equations, which open a 'door' to study topologies through equations.
Theorem 3. For a topology T on X, there exists a surjection f :
, if and only if T is one of the following form: Form 1. There exist a ∈ X and an ultrafilter
Form 2. There exist A ⊂ X and two free ultrafilters F ′ and F ′′ on A and X \ A, respectively, such that
Theorem 4. Assume that X has at least four points and let {z 1 , z 2 , z 3 } be a set of three different complex numbers. Let f : P(X) \ {∅} → {z 1 , z 2 , z 3 } be a surjection satisfying (1) for any A, B ∈ P(X) \ {∅}
if and only if there exists p ∈ X and an ultrafilter F ′ on X \ {p} such that
and only if there exist A ⊂ X and two ultrafilters F ′ and F ′′ on A and X \ A, respectively, such
1 An elementary proof of Theorem 1
In this section, a direct yet elementary proof of Theorem 1 is given. The idea comes from the following easy observations (which surely reveal more inner structures of connected door spaces). Here comes the proof of Theorem 1. In fact, we shall prove: if a door space, with more than three elements, satisfies OCC, then it must be of one of the three types shown in Theorem 1.
Proof. Since all three cases presented in Theorem 1 are obviously connected door spaces, we only need to prove the converse.
If |X| ≥ 2 and X is a connected door space, then it is not discrete and thus there exists at least one closed singleton. Using Lemma 2, X has at least two open points if and only if it has exactly one closed singleton. Consequently, we only need to consider the following three cases.
(1) There is exactly one closed singleton in (X, T ).
Let {a} be the only closed singleton, and a ∈ A X. If
Then {b} is open. Applying Lemma 1 to {a}, {b} and A c \ {b}, we may deduce that
So, in either case, A is closed. This shows that every subset containing a is closed, which forces every subset without a to be open. Suppose there exist two disjoint nonempty open subsets U and V . Notice that every finite subset in a T 1 space is closed. Thus, U and V are infinite. By taking u ∈ U and v ∈ V , we obtain four pairwise disjoint subsets {u}, {v}, U \ {u} and V \ {v}, where {u} and {v} are closed while U \ {u} = U ∩ {u} c and V \ {v} = V ∩ {v} c are open. This is a contradiction to Lemma 2, and consequently, Claim 1 holds.
Otherwise, V is closed but not open, and hence V = X. This implies U and V c are two disjoint nonempty open subsets in X, which is a contradiction to Claim 1.
Since for every x ∈ X, {x} is closed, so {x} c ∈ T \ {∅}. Thus, with |X| ≥ 4 * in mind, we may easily deduce that (T \ {∅}) ⊂ x∈X {x} c = ∅.
According to these three claims, T \ {∅} is apparently a free filter. Since (X, T ) is a connected door space, for each A ⊂ X, either A ∈ T \ {∅} or A c ∈ T \ {∅}. Therefore, T \ {∅} is an ultrafilter, and consequently, a free ultrafilter.
Remark 1. As a generalization of hyperconnectedness † , many interesting topologies, such as Zariski topology ‡ and excluded point topology, satisfy OCC.
Solutions of set equations (1) and (2)
For a nonempty set X, an algebra σ(X) on X is a family of subsets of X closed under finite union and complement. A sub-family F ⊂ σ(X) is an ultrafilter with respect to σ(X) if: for any U, V ∈ F , U ∩ V ∈ F ; for any U ∈ F and A ⊃ U with A ∈ σ(X), A ∈ F ; and for any U ∈ σ(X), either U or U c belongs to F . For an algebra σ(X) closed under arbitrary union, we say a topology T ⊂ σ(X) on X is a connected door topology with respect to σ(X) if T is a topology on X such that every proper nonempty subset of X in σ(X) is either open or closed but not both.
Lemma 3. Let f : σ(X) → {z 1 , z 2 } be a surjection satisfying Eq. (2). Then the following statements hold:
(
(3) f −1 (z 1 ) and f −1 (z 2 ) are both closed under finite intersection and finite union.
Without loss of generality, we assume that f (X) = z 1 and f (∅) = z 2 . It follows from f (A) + f (A c ) =
. * In fact, by the argument in the proof of Claim 1, we know that X is infinite. † A topological space is hyperconnected if it cannot be written as the union of two proper closed subsets (whether disjoint or non-disjoint). A space with included point topology is hyperconnected.
‡ The Zariski topology is a topology chosen for algebraic varieties in algebraic geometry [5] . The Zariski topology T on the set R of real numbers coincides with the finite complement topology (or cofinite topology), i.e., T = {A ⊂ R : A c is finite or A = ∅}.
(2) By (1), we may assume f (∅) = z 2 and f (X) = z 1 . For each Y ∈ f −1 (z 2 ) and each A ⊂ Y , by
, which means that the subsets of a set in f −1 (z 2 ) are still in f −1 (z 2 ).
For any U ∈ f −1 (z 1 ) and any
, which implies that the supersets of any set in f −1 (z 1 ) are still in f −1 (z 1 ).
Theorem 5. Suppose z 1 and z 2 are two distinct complex numbers. Let σ(X) be an algebra on X. Then the following statements hold:
(S1) F is an ultrafilter with respect to σ(X) if and only if there exists a surjection f :
(S2) If σ(X) is also closed under arbitrary union, then T is a connected door topology with respect to σ(X) if and only if there exists a surjection f :
(S3) If σ(X) = P(X), then T is a connected door topology on X if and only if there exists a surjection
Proof. (S1) If F is an ultrafilter with respect to σ(X), we may define f :
It is easy to check that such an f satisfies (2) on σ(X).
On the other hand, if f : σ(X) → {z 1 , z 2 } satisfies (2), then for any A, B ∈ f −1 (f (X)), Lemma 3 (3) leads to A ∩ B ∈ f −1 (f (X)), and thus A ∩ B = ∅ since f (∅) = f (X) by Lemma 3 (1). Keeping Lemma 3(2) in mind, this implies that f −1 (f (X)) is a filter. Using Lemma 3 (1) again, we have
, which means that f −1 (f (X)) is further an ultrafilter with respect to σ(X).
(S2) If σ(X) is closed under arbitrary union, then Lemma 3 (2) implies that
closed under arbitrary union. In consequence, combining (S1) with the knowledge on ultrafilter, T must be a connected door topology with respect to σ(X). The converse is evident.
(S3) If σ(X) = P(X), then the connected door space with respect to σ(X) reduces to the classical connected door space.
Proof of Theorem 2. Let a, b, c ∈ X be distinct. If 0 / ∈ {z 1 , z 2 }, then f ({a}), f ({a, b}) and f ({a, b, c}) would be three distinct numbers, which contradicts our hypothesis. In consequence, 0 ∈ {z 1 , z 2 }, and we may assume z 2 = 0 = z 1 .
Let A and B be two disjoint nonempty subsets. Then by f (A ∪ B) = f (A) + f (B), we have f (A) = 0 or f (B) = 0. Since f is a surjection, we can take
Hence, B \ A = ∅, and thus,
which is also a contradiction. Accordingly, A ∩ B ∈ f −1 (z 1 ).
Up to now, we have shown that f −1 (z 1 ) is a filter. For any A ∈ P(X) \ {∅, X},
is an ultrafilter.
Remark 2. All equations in the form of inclusion-exclusion principle are equivalent to (2).
For example, consider the following equation
Taking C = ∅, we get (2). On the other hand, if (2) holds, then
For a family F ⊂ P(X), and a subset A ⊂ X, set F | A := {F ⊂ A : F ∈ F }.
Proof of Theorem 3. Part I: Let f : P(X) → {−1, 0, 1} be a surjection satisfying (2) such that either
is a topology. Now we determine the structures of such topologies.
, and thus f (A) = 1 (or −1) for any
, and thus f (A) ∈ {0, 1} (or f (A) ∈ {0, −1}) for any A ⊂ X. These contradict with f (P(X)) = {−1, 0, 1}. Therefore, there remain only two cases:
Without loss of generality, we may suppose {∅,
we may pick
Thus, f (A) ∈ {0, 1}, and Theorem 5 deduces that (Y,
is a connected door space. 
there must be some x ∈ Y c such that f ({x}) = −1. Hence, f −1 (−1)| Y c is a principal ultrafilter.
In consequence, there exists a unique point a ∈ Y c with f (a) = −1, which implies f (X \ {a}) = 1.
Accordingly, we may set Y = X \ {a} and then f −1 (1)| X\{a} is an ultrafilter on X \ {a}.
Without loss of generality, we may assume f (X) = 1 and f (∅) = −1.
If there exists {a} ∈ f −1 (1), then for any b ∈ X with b = a, f ({a}) + f ({b}) = f (∅)+ f ({a, b}), which implies f ({b}) = −1 and f ({a, b}) = 1. Since {∅, X} ∪f
is a topology on X, for any B ⊂ X \ {a}, B = ∪ b∈B {b} ∈ f −1 (−1) and f (B ∪ {a}) = f (B) + f ({a}) − f (∅) = 1, which contradicts with f being surjective.
So for any a ∈ X, f ({a}) ∈ {−1, 0}. If there exist three different elements a, b, c ∈ f −1 (0), then it can be calculated that f ({a, b, c}) = 2 which leads to a contradiction.
If there exsits exactly one element a ∈ f −1 (0), then b ∈ f −1 (−1) for any b = a, and
is a contradiction. Similarly, if b ∈ f −1 (−1) for any b ∈ X, then f (X) = −1, also a contradiction. Thus, there exist exactly two elements a, b ∈ f −1 (0) and for any c ∈ X \ {a, b}, c ∈ f −1 (−1). Hence, there is no difficulty to check that f −1 (−1) = P(X \ {a, b}).
Then for any U ∈ f −1 (1) and
. By the hypothesis, for any U, V ∈ f −1 (1), If there exists a singleton {b} ∈ f −1 (0), then X \ {b} ∈ f −1 (0), and thus {U ⊂ X \ {b} :
f (U ) = 0} is closed under arbitrary union and finite intersection. This deduces that f −1 (1) = {B|b ∈ B, B \ {b} ∈ F ′ } where F ′ is an ultrafilter on X \ {b}.
If for any singleton x, f (x) = −1, then f −1 (0)| A and f −1 (0)| A c are free ultrafilters on
union of two free ultrafilters.
In summary, if f −1 (1) ∪ {∅, X} or f −1 (−1) ∪ {∅, X} is a topology, then the topology must possesses Forms 1, 2 or 3.
Part II: Let T be a topology on X possessing Forms 1, 2 or 3. For each case, we shall construct a function f satisfying (2).
Let f : P(X) → {−1, 0, 1} be defined as
Clearly, T = {∅, X} ∪ f −1 (1) . One can check that f satisfies (2) in detail: 
Case 2. T = {∅, X} ∪ {{a} ∪ F : F ∈ F ′ }, where F ′ is an ultrafilter on X \ {a}.
Clearly, T = {∅, X} ∪ f −1 (1) and the same detailed checking shows f is a solution of (2).
where F ′ and F ′′ are two free ultrafilters respectively on sets Y and X \ Y .
−1, otherwise, i.e., A = U ∪ V with U ∈ P(Y ) \ F ′ and V ∈ P(Y c ) \ F ′′ .
Clearly, T = {∅, X} ∪ f −1 (1) and the same detailed checking shows f is a solution of (2). Clearly, T = {∅, X} ∪ f −1 (−1) and the same detailed checking shows f is a solution of (2).
Proof of Theorem 4. First, we prove 0 ∈ {z 1 , z 2 , z 3 }. Suppose the contrary, that 0 / ∈ {z 1 , z 2 , z 3 }. Consider singleton sets in X. Case 1. {f ({x}) : x ∈ X} has only one element.
We may assume that f ({x}) = z 1 for each x ∈ X. Then f ({x, y}) = 2z 1 ∈ {z 2 , z 3 }, f ({x, y, z}) = 3z 1 ∈ {z 2 , z 3 } and f ({x, y, z, w}) = 4z 1 ∈ {z 2 , z 3 } for pairwise distinct points x, y, z and w, which leads to a contradiction with z 1 = 0. Case 2. {f ({x}) : x ∈ X} is a set with two elements.
Suppose f ({x}) = f ({y}) = z 1 and f ({z}) = z 2 . Then we have f ({x, z}) = z 1 + z 2 ∈ {z 1 , z 2 , z 3 }. Since z 1 z 2 = 0, one has z 1 + z 2 = z 3 and thus f ({x, y, z}) = 2z 1 + z 2 = z 1 + z 3 ∈ {z 1 , z 2 , z 3 }. The same reason as above gives z 1 + z 3 = z 2 . So, (z 1 + z 2 ) + (z 1 + z 3 ) = z 3 + z 2 , which implies z 1 = 0, a contradiction.
Remark 3. A function f : P(X) → R is increasing if f (A) ≤ f (B) whenever A ⊂ B. If f : P(X) → R is an increasing function satisfying (2), then f −1 (f (X)) is a filter. Here we give a verification:
For any A, B ∈ f −1 (f (X)), f (A ∪ B) + f (A ∩ B) = f (A) + f (B) = 2f (X). Since f is increasing, we have f (A ∩ B) ≤ f (A ∪ B) ≤ f (X), and thus f (A ∪ B) = f (A ∩ B) = f (X), which derives A ∩ B ∈ f −1 (f (X)). Further, for any U ⊃ A, f (U ) ≥ f (A) = f (X), which means U ∈ f −1 (f (X)).
Therefore, f −1 (f (X)) is a filter.
