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Resumen
Actualmente las aplicaciones operativas y en desarrollo aumentan dra´sti-
camente la carga de trabajo de las computadoras, exigie´ndoles mayores
recursos para la ejecucio´n de las mismas. Es por esto que con esta´ crecien-
te necesidad han surgido tecnolog´ıas que buscan de diferentes maneras
solucionar este problema.
Una de estas tecnolog´ıas es el Grid Computing cuyo termino se refiere a
una infraestructura que permite la integracio´n y uso colectivo de compu-
tadoras, redes y bases de datos que son propiedad y esta´n administrados
por diferentes instituciones.
En Colombia este tipo de tecnolog´ıas hasta ahora esta´n comenzando a
implementarse y desarrollarse, es por esto que el objetivo de esta´ in-
vestigacio´n es el desarrollo de un instalador para uno de los servicios
del Middleware gLite llamado gLite-VOMS mysql(2)Virtual Organiza-
tion Membership Service.
El desarrollo de este trabajo se realizo´ en la Centro Nacional de Ca´lculo
Cientif´ıco (CeCalCULA, en la ciudad de Me´rida, Merida - Venezuela y se
baso en la modificacio´n y personalizacio´n de la versio´n 4.5 de Scientific
Linux(5) para embeber el modulo de gLite-VOMS mysql y de esta´ ma-
nera poder realizar una instalacio´n del modulo sin que la maquina que
alojara a este, este conectada a internet para la resolucio´n de las depen-
dencias de paquetes necesarios para la instalacio´n del mismo.
El trabajo se baso´ en el estudio del proceso de instalacio´n de gLite-
VOMS mysql(2), para de esta´ manera poder partir para el desarrollo
del instalador. Una vez conocido y entendido el proceso de instalacio´n
del gLite-VOMS mysql(2) era necesario aprender como se modifica una
distribucio´n de Scientific Linux(5), para luego poder agregar todo lo ne-
cesario para la instalacio´n del gLite-VOMS mysql(2).
El producto de este trabajo es un CD instalador de Scientific Linux(5) en
su versio´n 4.5 con el modulo de gLite(8) llamado gLite-VOMS mysql(2).
Palabras Calves: Computacio´n, Sistemas Operativos, Grid Compu-
ting.
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Cap´ıtulo 1
Introduccio´n
1.1. Contexto
Los sistemas de co´mputo esta´n sufriendo una revolucio´n continua desde 1945, cuan-
do comenzo´ la era de la computadora moderna. Aun en la e´poca de los an˜os ochentas
las computadoras eran grandes y caras, incluso las minicomputadoras costaban por
lo general cientos de miles de do´lares cada una. Como resultado, la mayor parte de
las organizaciones ten´ıa tan solo un pun˜ado de computadoras y, por carecer de una
forma para conectarlas, e´stas operaban por lo general en forma independiente entre
s´ı.
Pero con la aparicio´n de los microprocesadores y la internet que permitieron ma-
yor poder computacional, y la interconexio´n entre computadoras respectivamente,
ayudando con esto al intercambio de informacio´n entre diferentes lugares alejados
geogra´ficamente, as´ı las computadoras se hicieron mucho ma´s poderosas y accesibles
al pu´blico.
Gracias a los beneficios de estos adelantos tecnolo´gicos se pudieron desarrollar inves-
tigaciones cada vez ma´s complejas. De tal manera que hoy d´ıa las investigaciones de
alto nivel demandan una gran capacidad computacional que hace algunos an˜os era
cubierta por la compra de computadoras especializadas y muchas veces desarrolla-
das espec´ıficamente para el desarrollo de una investigacio´n, elevando enormemente
los costos de la investigacio´n.
Por tal motivo desde hace algu´n tiempo se comenzaron a desarrollar tecnolog´ıas
que permiten el agrupamiento de computadoras para que funcionen como una u´nica
computadora, llamada cluster un ejemplo de esta tecnolog´ıa es el cluster desarrolla-
do por la NASA a mediados de los noventas llamado BEOWULF (3) que mediante
la utilizacio´n de computadoras esta´ndares y software libre provee de una potencia
de calculo con componentes econo´micos.
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De la misma manera el desarrollo de una nueva tecnolog´ıa llamada Grid Computing
(4) la cual se puede definir como una herramienta para el trabajo mancomunado
entre diferentes centros de investigaciones e instituciones, contribuyendo con poder
computacional distribuido geogra´ficamente, interconectados por redes de alta velo-
cidad para el desarrollo de investigaciones y ca´lculos complejos, que demandan una
capacidad de computo abundante, es la tecnolog´ıa que esta teniendo mayor desarro-
llo actualmente1 2 3 debido a la escalabilidad de la tecnolog´ıa grid.
En la actualidad el proyecto mas ambicioso e importante que utiliza esta´ tecnolog´ıa
es el LHC(46) (Large Hadron Collider) 4 en el cual participan cient´ıficos, ingenieros,
entre otros, as´ı como centros de computacio´n e investigacio´n de ma´s de 27 pa´ıses
alrededor del mundo(31). Con una cantidad de datos anual aproximada de 15 PB
5 por analizar demanda una capacidad de calculo y almacenamiento imposible de
cubrir por cualquier supercomputadora por si sola, es aca´ donde los beneficios de
la tecnolog´ıa Grid Computing (4) juegan un papel fundamental en el desarrollo de
estos tipos de investigaciones, en los cuales las necesidades o recursos computacio-
nales son muy elevados.
Actualmente la instalacio´n y puesta a punto de un Grid Computacional con sus
diferentes servicios demanda una gran cantidad de tiempo y esfuerzo, debido a la
diversidad de los servicios, la cantidad de dependencias y a la configuracio´n necesa-
ria para los diferentes servicios al momento de la instalacio´n.
Es por esto que con el desarrollo de este instalador se presenta una solucio´n o´ al-
ternativa a la problema´tica que presenta la instalacio´n y configuracio´n del gLite-
VOMS mysql(2) el cual es un modulo del gLite(8) y un servicio de un Grid Compu-
tacional (4), y los servicios que este presta por medio del desarrollo de un instala-
dor que simplifique el proceso de instalacio´n y configuracio´n del servicio de gLite-
VOMS mysql(2).
De esta forma se contribuye a la masificacio´n y el acceso de esta´ tecnolog´ıa en el
campo acade´mico e industrial, permitiendo que los investigadores dedique la mayor´ıa
de su tiempo en el desarrollo de aplicaciones para ejecutarse sobre los diferentes
servicios del Grid Computacional(4) y as´ı obtener mayor provecho de esta tecnolog´ıa.
1http://www.globalfuture.com/mit-trends2003.htm
2http://www.technologyreview.com/magazine/38/
3http://swatch.stanford.edu/archives/WPap/grid-fly.pdf
4Large Hadron Collider LHC http://lhc-machine-outreach.web.cern.ch/lhc-machine-outreach/
5Petabyte = 1,000,000,000,000,000 B = 10005or1015bytes
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1.2. Objetivos
1.2.1. Objetivo general
Desarrollar un instalador para el modulo gLite-VOMS mysql (Virtual Organization
Membership Service), del middleware gLite embebido en Scientific Linux.
1.2.2. Objetivos espec´ıficos
Elaborar documento del contenido del proceso de instalacio´n de gLite.
Documentar el proceso de instalacio´n y configuracio´n de gLite-VOMS mysql
Desarrollar un CD instalador de gLite-VOMS mysql.
Documentar el proceso de creacio´n del CD instalador de gLite-VOMS mysql,
para las posibles mejoras de versio´n y adopcio´n del mismo.
1.3. Alcance
El desarrollo del instalador y configurador del gLite-VOMS mysql(2) se realizo´ en
las instalaciones del Parque Tecnolo´gico de Me´rida 1, en la ciudad de Me´rida - Ve-
nezuela.
Todo el desarrollo del instalador del gLIte-VOMS mysql(2) se desarrollo en las ins-
talaciones del Parque Tecnolo´gico de Me´rida bajo Scientific Linux (5), en el Cen-
tro Nacional de Ca´lculo Cient´ıfico (CeCalCULA) 2 utilizando una versio´ de Linux
desarrollada por el Fermilab (6), CERN (7) y varios laboratorios y universidades al-
rededor del mundo llamada Scientific Linux(5). Cuyo proposito principal es reducir
esfuerzos de los laboratorios y crear una campo comu´n para el desarrollo de varios
experimentos.
Tambie´n se utilizo un GRID middleware llamado gLite (8). Con el uso de gLite(8)
se asegura la compatibilidad con el proyecto EELA (10) del EGEE (15) y tener la
posibilidad de conectarse con GRIDs Europeos.
1http://www.cptm.ula.ve/
2CeCalCULA http://www.cecalc.ula.ve/
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Cap´ıtulo 2
Antecedentes
2.1. Enabling Grids for E-sciencE (EGEE)
Gracias a los avances cient´ıficos, tecnolo´gicos, y la complejidad de los experimentos
que se esta´n desarrollando actualmente, las necesidades de los investigadores y la
industria a nivel de poder computacional para el manejo, procesamiento y almace-
namiento de grandes cantidades de informacio´n de los mismos, es muy elevado, es
por esto que desde hace algu´n tiempo se vienen desarrollando ciertas tecnolog´ıas
que brindan ayuda al ana´lisis y manejo de estas grandes cantidades de informacio´n.
Una de estas tecnolog´ıas es el Grid Computing(4) que desde aproximadamente 10
an˜os, se viene desarrollando cuyo ideal se basa en el paradigma de redes ele´ctricas
concebido por primera ves por Fernando J. Corbato(14) del MIT 1 a principios de
los an˜os 60, donde las computadoras deben estar interconectadas como si fuesen
redes ele´ctricas en donde al usuario final no le interesa de donde vienen los recursos,
ni quien le esta´ prestando los servicios que este´ utiliza sino, simplemente que estos
funcionen, por el tiempo y capacidad que este considere necesario. Actualmente el
Grid Computing (4) es una de las herramientas informa´ticas de las cuales se tiene
mayor expectativa para la solucio´n de los problemas de procesamiento y almacena-
miento computacional.
En la actualidad grandes infraestructuras GRID alrededor del mundo, como el EGEE
(15) en Europa, OSG (22) en EEUU y NAREGI (23; 24) en Japo´n ofrecen sus servi-
cios a muchas aplicaciones industriales y cient´ıficas. Estas aplicaciones son desarro-
lladas para diferentes a´reas como astronomı´a, biomedicina, qu´ımica computacional,
simulaciones, simulaciones financieras, entre otras.
El proyecto EGEE(15) comenzo´ en abril 2004 y ha crecido ra´pidamente para ser una
de las infraestructuras GRID ma´s grandes del mundo utilizada para proyectos de
investigacio´n. Involucra ma´s de 27 pa´ıses, ma´s de 20 mil CPUs, casi 200 sitios y 10
1Massachusetts Institute of Technology http://web.mit.edu/
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petabytes de capacidad de almacenamiento en l´ınea. La infraestructura da soporte
a 7 a´reas cient´ıficas y ma´s de 20 aplicaciones individuales.
En este proyecto sistemas y aplicaciones de GRID(4) tratan de integrar, virtualizar
y manejar recursos y servicios dentro de las Organizaciones Virtuales(4) a trave´s de
organizaciones reales. Una Organizacio´n Virtual(4) consta de un conjunto de indi-
viduos o instituciones quienes tienen acceso a computadoras, software, data y otros
recursos para resolver problemas de manera colaborativa.
Figura 2.1: Middleware de Red
En la figura 2.1 1 observamos un esquema de software llamado middleware2 de red,
el cual se usa para compartir recursos en redes. Un Middleware se ubica en la capa
entre el sistema operativo de los recursos f´ısicos y las aplicaciones. El grid middlewa-
re3 es un conjunto de servicios que permiten acceder, alojar, monitorear y descubrir
recursos. En la figura2.2 4vemos como un ejemplo de grid middleware.
El Grid Computacional(4) necesita integrar servicios y recursos de diferentes vende-
dores, manejado y controlado por diferentes organizaciones. La clave para lograr una
integracio´n sin problemas ni conflictos es la estandarizacio´n. El Open Grid Forum
(25) es el cuerpo que se ocupa de estandarizar en el a´rea de GRID(4). El esta´ndar
1Fuente http://docs.sun.com/
2http://en.wikipedia.org/wiki/Middleware
3http://www.bo.infn.it/alice/introgrd/introgrd/node7.html
4Fuente http://gridbus.org/middleware/
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ma´s importante que esto´ naciendo es el Open Grid Services Architecture (OGSA)
(26), el cual es una arquitectura orientada a servicios.
Figura 2.2: Grid Middleware
El GRID middleware utilizado en el proyecto EGEE(15) es gLite(8). gLite(8) es un
conjunto de middleware que combina varios proyectos como Condor (27), Globus
(29? ), LCG(31) y VDT(41). El middleware ofrece al usuario servicios de alto nivel
para alojar y ejecutar tareas, acceder y mover data, as´ı como obtener informacio´n
sobre la infraestructura y aplicaciones GRID, todo en un entorno seguro.
Al lado del proyecto EGEE(15) nacieron otros proyectos como EUChinaGRID(42),
EUIndiaGrid (44), EELA(10), entre otros, con el propo´sito de lograr un GRID mun-
dial. EELA (E-Infrastrucure shared between Europe and Latin America) trata de
integrar AmE`rica Latina (Argentina, Brasil, Chile, Cuba, Me´xico, Peru´ y Venezuela)
con el GRID de Europa.
En la actualidad se esta´n llevando acabo experimentos como los de la Universidad
de Berkeley BOINC(45) y el del CERN(7), llamado LHC(46) los cuales por la com-
plejidad de los experimentos llevados acabo, arrojan una gran cantidad de datos que
a su ves demandan una gran capacidad computacional tanto de procesamiento como
de almacenamiento.
Para el caso del LHC(46) se estima que los experimentos llevados all´ı arrojaran
aproximadamente una cantidad de 15 PB (PetaBytes) anuales aproximadamente lo
cual les crea una necesidad apremiante de poseer recursos computacionales tanto
para el almacenamiento como el procesamiento de esta gran cantidad de datos, es
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aqu´ı donde el Grid Computing(4) entra a jugar un papel fundamental.
Entre las ventajas que ofrece la Grid Computing son:
La potencia que ofrecen multitud de computadores conectados en red ofrecien-
do su capacidad de proceso.
Ahorro de tiempo, ya que evita los cuellos de botella de algunos procesos de
computacio´n.
Ahorro de costos, ya que la inversio´n se amortiza al 100 por ciento inmediata-
mente y, a diferencia de la compra de grandes equipos, nunca queda.
Los diferentes sistemas y aplicaciones Grid tratan de integrar y manejar recursos
dentro de las VOs(4) a trave´s de organizaciones reales. Las VOs(4) constan de un
conjunto de individuos e instituciones quienes pueden hacer uso de recursos como
maquinas, software, storage, y otros recursos que se definen en la VO.
Lo mencionado anteriormente se ve reflejado en el comentario de Brian Carpenter,
de IBM quien sugiere que el “Grid desplegara´ capacidades de almacenamiento y
transacciones de la misma manera en que Internet desplego´ el contenido. Y cuan-
do Internet conecte varias redes pu´blicas y privadas tendremos Grids mu´ltiples, con
mu´ltiples conjuntos de middlewar’s que sera´n escogidos entre la gente para satisfacer
sus aplicaciones. El consenso general es que aunque abundan los problemas te´cnicos,
el tema llegara´ a tener dimensiones pol´ıticas y te´cnicas, como por ejemplo facilitar
el compartir entre extran˜os donde no hay historia o confianza.”(30)
Actualmente se encuentran diferentes sitios en los cuales se pueden encontrar ma-
nuales de instalacio´n y algunos de configuracio´n y puesta a punto de los diferentes
servicios del middleware gLite.
2.2. Grid INFN Laboratory for Dissemination Ac-
tivities (GILDA)
El INFN (the National Institute of Nuclear Physics)(47) mantiene un sitio para la
realizacio´n de trainings y pruebas llamado GILDA(16)(Grid INFN Laboratory for
Dissemination Activities), en el cual los usuarios o pro´ximos usuarios pueden realizar
pruebas de los diferentes servicios Grid, este funciona como un laboratorio virtual
para demostrar y difundir la fuerte capacidad de la informa´tica en Grid.
As´ı mismo el LCG (Wordwide Large Hadron Collider Computing Grid)(31), matie-
ne una wiki con toda la documentacio´n necesaria para la instalacio´n y en algunos
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casos para la configuracio´n de los servicios del middleware gLite.
GILDA(16) consiste en varios elementos que permiten a los usuarios capacitarse en el
uso de los servicios Grid, entre los elementos con los que cuenta GILDA(16) tenemos:
The GILDA Testbed(17): es una serie de sitios y servicios (Resource Broker,
Information Index, Data Managers, Computing Elements y Storage Elements),
repartidos por toda Italia y el resto del mundo en los cuales la versio´n ma´s
reciente del middleware del Grid del INFN (el cual es totalmente compatible
con gLite) esta instalado.
The Grid Demostrator(18): es una versio´n personalizada del portal web de
GENIUS [18], desarrollado conjuntamente por el INFN y NICE, donde todo el
mundo puede presentar un conjunto de aplicaciones predefinidas para GILDA
Testbased.
The GILDA Certification Authority(19): una Autoridad de Certificacio´n ple-
namente funcional que emite certificados tipo x.509 con una validez de 14 dias,
para todas las personas alrededor del mundo que deseen la experiencia de Grid
Computing en GILDA Testbased.
The GILDA Virtual Organization(20): la Organizacio´n Virtual consiste en una
agrupacio´n de personas que desean experiencia en Grid Computing en el GIL-
DA Testbased. La Organizacio´n Virtual de GILDA esta basado en el VOMS
(Virtual Organization Membership Service) desarrollado por el INFN(47).
Figura 2.3: GILDA Services
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En la figura 2.3 1 observamos la pagina principal del proyecto GILDA(16) proyecto
desarrollado por el INFN(47).
1Fuente https://gilda.ct.infn.it/
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America)
2.3. EELA (E-Infraestrucutre Shared Between Eu-
rope and Latin America)
2.3.1. Resumen
El EELA(10) tiene como objetivo establecer un puente entre la infraestructura
existente en Europa y la emergente en Ame´rica Latina, a trave´s de la creacio´n
de una infraestructura de red interoperable - sobre la base de RedClara(12) y las
redes Ge´ANT2(11) - para el desarrollo y despliegue de aplicaciones avanzadas en
Biomedicina, F´ısica de Altas Eneeg´ıas, e-Learnig y clima. EELA(10) esta´ previs-
to para ayudar a reducir la brecha digital en Ame´rica Latina, el desarrollo de una
e-Infraestructure de alto rendimiento para el desarrollo investigaciones avanzadas,
ma´s tarde extensible a una mayor comunidad de usuarios.
2.3.2. Objetivos
El proyecto EELA(10) tiene como objetivos principales:
Establecer una red de colaboracio´n entre la diferentes instituciones europeas,
donde existe la red de expertos (por ejemplo EGEE) y las redes de Ame´rica
Latina donde esta´n surgiendo las actividades de redes
Establecer un piloto de e-Infraestructure en Latino America, interoperable con
el EGEE(15) en Europa que permite ejecutar mayores aplicaciones, lo cual
permite la difusio´n de conocimientos y experiencias sobre la tecnolog´ıa Grid
Establecer un marco estable para la colaboracio´n de e-Science entre Europa y
Ame´rica Latina
2.3.3. Areas de Aplicacio´n
El proyecto incluye aplicaciones que ya han establecido v´ınculos de investigacio´n y
de experiencia que garantiza que la red mejorara´ al igual que las ejecuciones sobre
esta. Estas aplicaciones son de tipo Biome´dicas y de F´ısica de Altas Energ´ıas que
ya tienen apoyo´ en el EGEE(15).
En la Figura2.4 1 vemos la infraestructura del eela.
2.4. EELA-2 (E-Infraestrucutre Shared Between
Europe and Latin America)
EELA-2(13) tiene como objetivos la construccio´n de una gran capacidad, la produc-
cio´n de calidad, y fa´cil escalabilidad Grid, proveyendo acceso al rededor del mundo
1Fuente http://roc.eu-eela.org/
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Figura 2.4: Infraestructura EELA
de computacio´n distribuida, almacenamiento, recursos de red y todos los recursos
necesarios para una amplia gama de aplicaciones cient´ıficas entre Europa y Latino
Ame´rica con especial e´nfasis en:
Ofrecer un conjunto completo, versa´til de servicios y aplicaciones requeridas
Garantizar la sostenibilidad del proyecto de e-Infraestructura ma´s alla´ de la
duracio´n de los proyectos.
Establecer un marco estable para la colaboracio´n de e-Science entre Europa y
Ame´rica Latina
2.4.1. Visio´n
La visio´n del EELA-2(13) consiste en dos puntos fundamentales: Consolidar y am-
pliar la actual e-Infraestructura EELA(10) construida sobre GE´ANT2(11)Europa y
Red CLARANational Research Education Networks (NREN), para convertirse en
una e-Infraestructura, que proporcione un conjunto completo y mejorado de servi-
cios y aplicaciones, a todas las comunidades cient´ıficas de diferentes a´reas de Europa
y Ame´rica Latina.
Determinar la durabilidad de la e-Infraestructura ma´s alla´ de la duracio´n del pro-
yecto.
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America)
Figura 2.5: Infraestructura EELA
En la figura2.51 vemos la estructura de manejo del proyecto EELA-2(13).
1Fuente http://www.eu-eela.eu/index.php?option=comcontenttask = viewid = 88Itemid =
163
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Cap´ıtulo 3
gLite
gLite(8) es un middleware desarrollado como parte del proyecto EGEE (Enabling
Grids for E-SciencE)(15) en paralelo con LCG-2(39), y se planifica que con el tiempo
va a reemplazar a LCG-2(39).
3.1. LCG-2
Un grid necesita una capa middleware responsable para la gerencia, coordinacio´n
y acceso a los diferentes recursos. Como hemos visto, Globus(28) ofrece diferentes
componentes para ayudar en la implementacio´n de aplicaciones en un ambiente
grid pero no ofrece una solucio´n completa a la mano. El middleware intenta dar
respuesta a esta necesidad en unir varias componentes en un paquete, as´ı el usuario
so´lo necesita instalar el middleware y configurarlo. En primer instante entramos en
detalle en el middleware LCG-2(39) utilizado en la mayor`Ia de los grids europeos.
La versio´n 2 del Toolkit Globus
El sistema Condor de la Universidad de Wisconsin, EEUU
Globus y Condor son distribuidos por el Virtual Data Toolkit (VDT), tam-
bie´n de la Universidad de Wisconsin. El Toolkit ofrece un conjunto de scripts
facilitando la instalacio´n y configuracio´n.
Utilidades desarrolladas en el proyecto de European Datagrid (EDG)(40), aun-
que el proyecto ha terminado las utilidades las siguen manteniendo.
En la figura 3.1 se puede observar la arquitectura grid con los componentes ba´sicos
de LCG(31) que a continuacio´n explicamos.
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Figura 3.1: Arquitectura grid
3.2. gLite
El objetivo principal de gLite(8) es la inter-compatibilidad con diferentes sistemas.
Por esta razo´n, el middleware trata de utilizar, lo ma´s que se pueda, protocolos e
interfaces estandarizados. El uso de los servicios web es ideal para lograr la inter-
compatibilidad. Ponerse de acuerdo sobre las interfaces de los servicios web permite
interactuar con otro middleware sin que los servicios este´n implementados de la
misma manera.
El middleware gLite esta´ compuesto de una manera modular. Se instalan los servicios
independientemente de otros servicios. Es posible instalar servicios en una misma
maquina o en maquinas distintas.
A continuacio´n se presenta unas diferencias y mejoras en comparacio´n con LCG-
2(39). Hay que notar que la diferencia entre los dos middleware no es tan clara.
Algunas mejoras se pueden ver tambie´n en la u´ltima versio´n de LCG-2(39). La idea
es que gLite reemplace a LCG-2(39) pero habra´ un periodo largo de coexistencia.
No se puede esperar que las instalaciones cambien los middlewares de un d´ıa para
otro.
3.2.1. Elemento de Co´mputo
Se aconseja de utilizar con gLite el batch system Torque (Tera-scale Open-source
Resource and QUEue manager)(48). Torque esta´ basado en PBS y ofrece mejoras
en funcionalidad.
Se puede usar otros bacth system como PBS, LSF y Condor(27). Las mejoras esta´n
en que el Computing Element (CE)(54) de gLite trae un CE Monitor que hale tareas
del WMS(53).
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3.2.2. Elemento de Almacenamiento
Como en LCG-2(39), el SE debe disponer de un servidor GSIFTP para las trans-
ferencias. Un glite-SE necesita tener un SRM (Storage Resource Manager)(49). Un
sistema SRM(49) ofrece una interfaz a sistemas de almacenamiento grandes. Los
principales SRM son dCache y DPM (Disk Pool Manager) (50). Tambie´n el SE de-
be disponer de un servidor gLite I/O para permitir el acceso a los archivos (vea
Seccio´n 3.2.4.2).
3.2.3. Cata´logos
gLite ha desarrollado otro catalogo de datos a parte de LFC, llamado FireMan (FIle
and Replica MANager)(38). El sistema es similar al LFC.
Conforme a la filosof`Ia de gLite, a diferencia de LFC, FireMan tiene una interfaz
basada en servicios web.
3.2.4. Acceso a archivos
Diferenciamos entre transferencia de archivos y acceso remoto.
3.2.4.1. Transferencia de archivos
Un cambio notable en comparacio´n con LCG-2(39) es la agregacio´n de un servi-
cio de transferencia de archivos. El File Transfer Service (FTS) se encarga de la
transferencia de archivos de un sitio a otro o, en otras palabras, de un SE a otro SE.
Cuando se desea transferir un archivo, se contacta el FTS y se indica el archivo a
transferir y el SE de destino. Esto permite mandar varias transferencias en una cola
y ejecutarlas de una manera as´ıncrona; as´ı los procesos no se bloquean mientras
ocurren las transferencias de archivos.
El FTS tambie´n trabaja con LFN y as`I se asegura la actualizacio´n de los cata´logos
de datos (File Placement Service, FPS).
3.2.4.2. gLite I/O
Como GFAL, el gLite I/O permite interactuar con los archivos por medio de una
interfaz (similar a POSIX).(35) Los principales mejoras en comparacio´n con GFAL
son el soporte de ACL (Access Control List) y el catalogo de FireMan.
3.2.5. Servicio de Informacio´n
El sistema de informacio´n de gLite se llama Relational Grid Monitoring Architecture
(R-GMA). En el presente todav´ıa se utiliza el sistema MDS en gLite pero en el futuro
R-GMA reemplazara´ a MDS.
R-GMA es una implementacio´n del esta´ndar Grid Monitoring Architecture creado
por el Global Grid Forum, y esta´ configurado como una base de datos distribuida. La
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base de datos relacional permite bu´squedas ma´s complejas comparadas con LDAP
por la modificacio´n en el esquema de datos. El sistema R-GMA permite, a diferencia
de MDS, que las aplicaciones publiquen su propia informacio´n en el grid.
Hay cuatro componentes importantes en la arquitectura R-GMA:
Los productores de informacio´n que se registran en el Registry central e infor-
man cua´l estructura y tipo de datos desean publicar en el grid.
Los consumidores de informacio´n que piden al Registry cua´l es la informacio´n
disponible y quie´n la produce.
El Registry que establece el contacto de los productores con los consumidores.
El Schema que tiene la estructura de diferentes tablas virtuales: el nombre de
las columnas y su tipo.
Desde el punto de vista de las aplicaciones, la informacio´n esta´ guardada en una
base de datos relacional y se utiliza SQL para hacer solicitudes. En la figura 3.2 1
se puede ver los intercambios con los componentes de R-GMA.
Figura 3.2: Funcionamiento de R-GMA
R-GMA ofrece una vista global de co´mo cada organizacio´n virtual tiene su base de
datos centralizada con un conjunto de tablas. En la pra´ctica, las bases de datos y
las tablas son virtuales porque f´ısicamente esta´n distribuidas. El Schema contiene
la estructura de las tablas y el Registry contiene los productores de la informacio´n.
Cuando el consumidor de informacio´n env´ıa un pedido, el Registry selecciona los
productores. El consumidor va a contactar a los productores y forma un conjunto de
tuples (como respuesta al pedido SQL). Este mecanismo es totalmente transparente
para el cliente.
Las interfaces del R-GMA son a trave´s de servicios web. gLite(8) ofrece utilidades
en la l´ınea de comandos y APIs de programacio´n en C, C++, Java y Python.
A parte los servicios descritos, hasta ahora existen los siguientes (figure 3.32):
1Fuente http://www.gridpp.ac.uk/talks/AHM05 RGMA.ppt
2Fuente http://glite.web.cern.ch/glite/documentation/R3.0/installation guide 3.0-3.pdf
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Figura 3.3: Diferentes componentes de R-GMA
R-GMA browser: el servidor permite consultar la informacio´n disponible en
el grid a trave´s un simple web browser.
R-GMA Servicetool (o Service Publisher): su cliente publica la existen-
cia de un servicio y su estatus.
R-GMA Site Publisher: El cliente publica la existencia de un sitio. Cada
sitio tiene su Site Publisher.
R-GMA GadgetIN (GIN): R-GMA GIN extrae informacio´n del sistema
MDS y lo publica en R-GMA.
R-GMA data archiver (o flexible archiver): asegura que la data del
servicetool, el site Publisher y el GIN esta´n disponible siempre y guarda un
respaldo.
3.2.6. Workload Management System
El WMS de gLite esta´ basado en LCG-2 y son compatibles. El WMS de gLite
trabaja con servicios web para mandar tareas a un CE. En la figura 3.41 se ilustran
los diferentes componentes del sistema.
Una mejora que tiene el WMS de gLite es que es posible dejar esperando a una
tarea antes de mandarla a un CE(54). Puede ser que, cuando una tarea llega a un
WMS(53), todos los WN de los CE(54) est·n ocupados. Una posibilidad es que el
RB escoge un CE con menos carga de trabajo y la tarea llega a la cola del CE(54).
1Fuente http://www.egee-rdig.ru/documents/open/44/Compare LCG2 glite.pdf
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Figura 3.4: WMS de gLite
Otra posibilidad es que la tarea se queda esperando con el WMS(53) hasta que se
desocupa el primer CE(54).
Otra cambio en la arquitectura del WMS(53) es la agregacio´n del Information Super-
market. Este componte tiene un tipo de cache de informacio´n le´ıdo solo por el RB.
Este cache se actualiza por el IS o el CE(54). Este sistema permite que el WMS(53)
y CE(54) trabajen de las siguientes formas:
Push mode: el funcionamiento cla´sico donde el WMS(53) env´ıa una tarea a un
CE(54).
Pull mode: donde el CE(54) informa al WMS(53) que esta´ listo para recibir
tareas.
3.2.7. Procedencia de tarea
Aparte de las mejoras en LB, en las nuevas versiones de gLite se va a incorporar un
nuevo servicio llamado Job Provenance (JP).
El servicio LB tiene como objetivo de guardar las diferentes etapas de una tarea
en el grid. T´ıpicamente despue´s unas semanas se eliminan estos datos. El JP tiene
como objetivo guardar todos estos datos.
3.2.8. Seguridad
En gLite se ha desarrollado un nuevo servicio de autorizacio´n: el Virtual Organiza-
tion Membership Service (VOMS)(2). Se puede utilizar en LCG-2(39) pero no todas
la funcionalidades esta´n ya disponibles.
La diferencia con el sistema de LCG-2(39) es que al generar el proxy se contacta el
VOMS(2). El VOMS(2) va a verificar la identidad del usuario y le coloca un sello al
proxy que indica que el usuario es parte del VO(4).
Cuando el usuario quiere utilizar un recurso, el elemento verifica si el VOMS ha
certificado al usuario correctamente y lo asocia con una cuenta local.
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Este sistema arregla el problema de usuarios que pertenecen a varias VO. Es suficien-
te con la generacio´n del proxy que el usuario seleccione el VO. Permite especificar los
derechos ma´s finos de los diferentes usuarios. Con el sistema viejo todo los usuarios
de un VO ten´ıan los mismo derechos mientras que ahora se puede agrupar a los
usuarios en diferentes grupos con diferentes derechos.
3.2.9. Instalacio´n de gLite
Instalamos Scientific Linux 4.x (Para este trabajo de grado se uso el Scientific
Linux 4.5).
Instalamos el servicio de NTP en caso que no lo tengamos instalado.
Configurar el archivo /etc/ntp.conf agregando las siguientes instrucciones en
el archivo.
# restrict <time_server_IP_address> mask 255.255.255.255 nomodify
notrap noquery
# server <time_server_name>
Editar el archivo /etc/ntp/step-tickers agregando la lista de direcciones de
nuestros servidores ntps.
Activar nuestros servicios de ntpd por medio de las siguientes instrucciones:
# ntpdate <your ntp server name>
# service ntpd start
# chkconfig ntpd on
Verificamos el estado de ntpd por medio del comando
# ntpq -p
Tener instalado Java
Vamos al fichero /etc/yum.repos.d y descargamos los repositorios necesarios
para el gLite http://grid-deployment.web.cern.ch/grid-deployment/yaim/repos/.
Instalamos los certificados del gLite (lcg-CA) por medio del comando
# yum install lcg-CA
Luego le hacemos un yum update para que los cambios surtan efecto
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Debemos descargar los rpms del DAG para que podamos realizar las instala-
ciones por medio del comando:
# wget ’http://linuxsoft.cern.ch/dag/redhat/el4/en/i386/RPMS.dag/perl-
SOAP-Lite-0.69-1.el4.rf.noarch.rpm’
Nota: este procedimiento no me funciono de la manera en el que esta documen-
tado en la wiki oficial de gLite , para mi caso utilice el siguiente procedimiento;
hay que tener en cuenta que estas configuraciones fueron hechas en una ma-
quina virtual de SL 45 con la instalacio´n minima y la versio´n de 3.1 gLite
corriendo sobre VMwarefusion en Mac OS X 10.5.2.
Descargamos los siguientes rpms:
perl-MIME-Lite-3.021-1.el4.rf.noarch.rpm
perl-Net-Jabber-2.0-1.2.el4.rf.noarch.rpm
Luego mediante el comando
rpm -Uhv http://apt.sw.be/redhat/el4/en/i386/rpmforge/RPMS/
rpmforge-release-0.3.6-1.el4.rf.i386.rpm
Este procedimiento se realiza porque en mi caso el rpm del DAG me genera
varias dependencias de otros rpm’s para de esta manera poder instalar luego
el DAG.
Ahora instalamos cada una de las rpms que acabamos de descargar por medio
del comando:
# yum localinstall <nombre del rpm a instalar>
Ahora por ultimo instalamos el rpm del DAG por medio del comando
# yum localinstall perl-SOAP-Lite-0.69-1.el4.rf.noarch.rpm
NOTA: Recomiendo que este procedimiento se haga en el orden en que se ex-
puso anteriormente, pues es la manera en que fue probado, si alguien desea
cambiar el orden de instalacio´n de los paquetes y este no altera el funciona-
miento, agradezco me lo hagan saber a:
Julia´n Sierra Villa e-mail:juedsivi@gmail.com
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gLite-VOMS mysql
Como vimos en el capitulo anterior el middleware gLite consta de varios servicios,
para el desarrollo de esta´ investigacio´n decidimos hacer el instalador de uno de los
servicios sino el ma´s complejo al momento de instalar y configurar con el fin de
ahorrar tiempo y la masificacio´n de las tecnolog´ıas Grid.
Pero en que consiste el gLite-VOMS mysql. A continuacio´n veremos una descripcio´n
ma´s a fondo del funcionamiento del mismo.
4.1. Arquitectura de Servicio
El servicio se encuentra establecido bajo una arquitectura cliente-servidor. Este se
compone de un servidor (vomsd), un cliente (voms-proxy-init) y algunos auxiliares
de servicios pu´blicos (voms-proxy-info, voms-proxy-detroy, voms-proxy-list).
Una ves el servicio ha sido configurado, se supone que el usuario podra´ remplazar un
servicio voms-proxy-init por otro servicio vpms-proxy-init, la generacio´n de certifica-
dos proxy de servidor compatible-hacia atra´s con el generado mediante el comando
globus, contiene informacio´n adicional del usuario y la VOs (Virtual Organization)
al cual pertenece.
4.2. Conceptos Ba´sicos
4.2.1. Atributos de Certificado
Un atributo de certificado (AC for short) por sus siglas en ingles es un contenedor
de PKI (33), definida en RFC 3281 (33), capaz de contener un conjunto de atributos
vinculados a una entidad espec´ıfica. Este sistema es utilizado por el VOMS para
emitir sus atributos.
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Figura 4.1: Diagrama de la infraestructura de un Plubic Key
4.2.2. Grupos, Roles y Atributos Gene´ricos
Miembros de una Organizacio´n Virtual pueden ser organizados en grupos. Estos
grupos pueden ser directamente representados como grupos del VOMS(2). Estos
grupos se organizan en a´rboles jera´rquicos, donde cada grupo puede tener uno o
ma´s subgrupos sin limites de profundidad del a´rbol. La ra´ız del a´rbol es fijo y es la
Organizacio´n Virtual en si mismo.
Un nombre de un grupo contiene la representacio´n del camino que conduce a la
ra´ız. Por ejemplo si un usuario es miembro del subgrupo Bologna del grupo Italiano
en la Organizacio´n Virtual test, el nombre del grupo representado por la VOMS(2)
sera´ /test/italiano/bologna.
Grupos no hay l´ımites efectivos en la longitud de un nombre de grupo, se
excluyen las ejecutadas por el subyacente de la DB en la que se almacena
el nombre. Sin embargo so´lo caracteres alfanume´ricos mas ‘-’, ‘ ’ y ‘.’ esta´n
permitidos en el nombre del grupo.
As´ı mismo la pertenencia a un subgrupo requiere la pertenencia a su grupo
de padres. A partir de este debe ser evidente que todos los usuarios deben ser
por lo menos los miembros del grupo ra´ız.
Roles no todas las funciones de los miembros de un grupo son necesariamen-
te iguales, pero algunos pueden tener especiales en ocasiones, que, si bien no
siempre es necesario, pero puede ser necesario para la ejecucio´n de tareas es-
peciales. Un simple ejemplo de ellos es el softwaremanager o sgm al cual le
corresponde el derecho de instalacio´n de software en los nodos del Grid.
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Esta necesidad esta´ representada en la VOMS(2) por Roles. El Rol de la
VOMS(2) siempre esta´ asociado a un grupo especif´ıco. Por ejemplo, la ce-
lebracio´n del Rol en la gsm del grupo test/italiano grupo es diferente al Rol
en grupo /test.
Las restricciones sobre los nombres de los Roles son las mismas que las res-
tricciones para los nombres de grupo. Adema´s, los nombres de los Roles esta´n
reservados comenzando con VOMS para el uso en la VOMS(2) en si mismo.
Por u´ltimo, el nombre especial NULL indica que un Rol en espec´ıfico no se
realice.
Atributos Gene´ricos, cabe que no todas las caracter´ısticas de un usuario
pueden ser representados por una combinacio´n de grupos y roles. Por ejemplo,
considerar la necesidad de registrar el garante de un usuario.
Para estos casos, se utilizan atributos gene´ricos, los cuales constan de tres
caracter´ısticas (nombre, valor, calificativo), con el calificativo opcional. Como
ejemplo, el garante en caso anterior puede ser representado por la siguiente
tupla (garante: “garante Smith”). No hay limites o reglas establecidas sobre
el nu´mero, la duracio´n y el cara´cter gene´rico que puedan utilizarse en los
atributos.
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Desarrollo del Trabajo
En este capitulo se describe el procedimiento utilizado para el desarrollo del objetivo
de este trabajo de grado.
5.1. Personalizacio´n de Scientific Linux
La primer etapa de este trabajo consistio´ en la revisio´n de los requerimientos nece-
sarios para la instalacio´n de gLite(8), en esta bu´squeda se definio´ a Scientific Linux
(5) como el Sistema Operativo base para el middleware gLite (8).
Una vez definido el sistema base de instalacio´n de gLite, el siguiente paso fue la
personalizacio´n del sistema base para que de esta manera, se pudiera embeber el
gLite en un solo CD, el cual sera´ el instalador del sistema base y del middleware
gLite(8) en especifico el gLite-VOMS mysql.(2)
Este procedimiento fue necesario para verificar cuales paquetes por defecto trae el
Scientific Linux (5), y cuales de ellos no son necesarios para una instalacio´n minima
del sistema y cuales de ellos no son necesarios ni crearan dependencias para la insta-
lacio´n de gLite(8) sin errores de instalacio´n, para de esta´ manera poder disminuir el
taman˜o de la imagen original de Scientific Linux (5) y as´ı poder agregar los paquetes
necesarios de gLite-VOMS mysql(2).
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5.1 Personalizacio´n de Scientific Linux
Con la eliminacio´n de los diferentes paquetes se logro reducir el taman˜o de Scien-
tific Linux(5) a aproximadamente 250 MB, brindando la posibilidad de agregar los
paquetes necesarios para la instalacio´n de gLite(8), en un solo CD de instalacio´n.
Con esto se logro´ espacio suficiente para agregar los diferentes paquetes necesarios
para instalar el gLite-VOMS mysql(2), en un mismo CD instalador junto con el sis-
tema operativo Scientific Linux (5).
Respecto a las dependencias que se generan al momento de la instalacio´n del gLite-
VOMS mysql(2) se solucionan gracias a numerosas pruebas realizadas, las cuales
permitieron definir con exactitud los paquetes y las dependencias para la instalacio´n.
5.1.1. Proceso de Modificacio´n de una imagen de Scientific
Linux
Una vez agregados los paquetes definitivos del Scientific Linux (5), el procedimiento
para generar la nueva imagen se describe a continuacio´n:
El primer paso para la generacio´n de una nueva imagen de Scientific Linux (5) es
hacer el montaje de la imagen sobre cualquier distribucio´n de LINUX:
# mount -o loop imagen.iso /mnt
Luego se debe crear un directorio nuevo en el cual se copiara el contenido de la
imagen original:
# mkdir /temporal
Se cambia al directorio donde se monto la imagen original de Scientific Linux (5):
# cd /mnt/
Copiar el contenido de la imagen original de Scientific Linux (5) al nuevo directorio:
# find | cpio -pdm /temporal
Copiar el nuevo contenido que se desee al nuevo directorio.Por Ejemplo:
# cp /usr/bin/links2 /temporal
Ubicarse en el nuevo directorio y borrar el archivo boot.catalog si este existe.
# cd /temporal
# rm isolinux/boot.catalog
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Crear la nueva imagen de Scientific Linux (5).
# mkisofs -no-emul-boot -boot-load-size 4 -boot-info-table -r -b
isolinux/isolinux.bin -c isolinux/boot.catalog -o
/tmp/newgentoo.iso .
Se desmonta la imagen original de Scientific Linux (5).
# umount /mnt
Por ultimo se elmina el directorio nuevo donde se monto la imagen original de Scien-
tific Linux (5).
# rm /temporal
El anterior procedimiento para la creacio´n de una nueva imagen de un sistema ba-
sado en Linux fue tomado de la Wiki1 de la Universidad de los Andes de Me´rida -
Venezuela2
Una de la ventajas ma´s importantes de agregar los paquetes necesarios para la insta-
lacio´n de gLIte-VOMS mysql(2), en el cd de instalacio´n del sistema base, es que po-
der realizar la instalacio´n de manera desatendida del servicio gLite-VOMS mysql(2),
solucionando con esto el problema de dependencias del servicio y que la maquina
donde se esta´ realizando la instalacio´n no necesita estar conectada a la internet para
la instalacio´n. Brindando con esto una herramienta de ra`pida instalacio´n y puesta
en funcionamiento.
1http://wiki.ula.ve/index.php/Portada
2http://www.ula.ve/
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5.2. Instalacio´n gLite-VOMS mysql
A continuacio´n se describe el proceso de instalaco´n de gLite-VOMS mysql(2) basado
pero no seguido al pie de la letra, en el manual 1 suministrado por el EGEE (15), ya
que algunos de los diferentes procedimientos descritos en el manual no funcionaron
de manera adecuada, por tal motivo el siguiente es el procedimiento generado en
este trabajo para la instalacio´n del gLite-VOMS mysql(2).
Instalar el servicio de NTP en caso que no lo tengamos instalado.
Configurar el archivo /etc/ntp.conf agregando las siguientes instrucciones en el ar-
chivo
restrict <time_server_IP_address> mask 255.255.255.255 nomodify notrap noquery
server <time_server_name>
Editar el archivo /etc/ntp/step-tickers agregando la lista de direcciones de nues-
tros servidores ntps. Activar nuestros servicios de ntpd por medio de las siguientes
instrucciones:
# ntpdate <your ntp server name>
# service ntpd start
# chkconfig ntpd on
Verificar el estado de ntpd por medio del comando:
# ntpq -p
Ubicarse en el fichero /etc/yum.repos.d y descargamos los repositorios necesarios pa-
ra el gLite http://grid-deployment.web.cern.ch/grid-deployment/yaim/repos/. Para
el glite-VOMS mysql(2) necesitamos los siguientes repositorios:
glite-VOMS_mysql
jpackage
DAG
lcg-CA y lcg-CA.list
lcg-CE
Agregar un nuevo repositorio llamado rpmforge, cuyo procedimiento para agregar
se describe a continuacio´n:
1https://twiki.cern.ch/twiki/bin/view/LCG/GenericInstallGuide310
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# rpm -Uhv http://apt.sw.be/redhat/el4/en/i386/rpmforge/RPMS/
rpmforge-release-0.3.6-1.el4.rf.i386.rpm
Editar el repositorio del DAG y el glite-VOMS mysql(2) agregando las siguientes
lineas respectivamente:
Para el DAG
[main]
[dag]
name=DAG (http://dag.wieers.com) additional RPMS repository
baseurl=http://linuxsoft.cern.ch/dag/redhat/el4/en/$basearch/dag
gpgkey=http://linuxsoft.cern.ch/cern/slc4X/$basearch/docs/RPM-GPG-KEY-dag
gpgcheck=1
enabled=1
Para el glite-VOMS mysql
[glite-VOMS_mysql]
name=gLite 3.1 glite-VOMS_mysql server
baseurl=http://linuxsoft.cern.ch/EGEE/gLite/R3.1/glite-VOMS_mysql/sl4/i386/
enabled=1
En /etc/yum.repos.d/ crear un archivo llamado jpackage5.repo y en este agregar lo
siguiente:
[jpackage17-generic]
name=JPackage 1.7, generic
baseurl=http://mirrors.dotsrc.org/jpackage/1.7/generic/free/
enabled=1
protect=1
gpgkey=http://www.jpackage.org/jpackage.asc
gpgcheck=1
[jpackage17-generic-nonfree]
name=JPackage 1.7, generic non-free
baseurl=http://mirrors.dotsrc.org/jpackage/1.7/generic/non-free/
enabled=1
protect=1
gpgkey=http://www.jpackage.org/jpackage.asc
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gpgcheck=1
[jpackage5-generic]
name=JPackage 5, generic
baseurl=http://mirrors.dotsrc.org/jpackage/5.0/generic/free/
enabled=1
protect=1
gpgkey=http://www.jpackage.org/jpackage.asc
gpgcheck=1
[jpackage5-generic-nonfree]
name=JPackage 5, generic non-free
baseurl=http://mirrors.dotsrc.org/jpackage/5.0/generic/non-free/
enabled=1
protect=1
gpgkey=http://www.jpackagpgcheck=1
Una vez editados los archivos realizar una actualizacio´n del sistema con yum update
para que los cambios realizados en los repositorios surtan efecto.
Luego instalar el cliente mysql y el servidor mysql-server mediante los comandos:
# yum install mysql
# yum install mysql-server
Instalar los certificados del gLite mediante el comando:
# yum install lcg-CA
Instalamos la lista de certificado del gLite por medio del comando:
# yum install lcg-CA.list
Remover todos los componentes instalados de java mediante el comando:
# yum remove \*jpp*\
Instalar la llave del jpackage mediante el comando:
# rpm --import http://www.jpackage.org/jpackage.asc
37
5.3 Desarrollo del Instalador gLite-VOMS mysql
Instalar los utils del jpackage mediante el comando:
# yum install jpackage-utils
Instalar xml-commons mediante el comando:
# yum install xml-commons.jaxp-1.3.apis
Instalar sun-compat de java mediante el comando:
# yum install java-1.5.0-sun-compat
Instalar las listas de los Computing Element del LCG(31) mediante el comando:
# yum install lcg-CE
Por ultimo instalar el gLite-VOMS mysql(2) mediante el comando:
# yum install glite-VOMS_mysql
NOTA: EN CASO DE PRESENTAR PROBLEMAS EN EL PROCEDIMIENTO
DE INSTALACIO´N POR FAVOR CONTACTARSE CON:
Julia´n Sierra Villa e-mail:juedsivi@gmail.com
Gilberto Dı´az e-mail:gilberto@ula.ve
5.3. Desarrollo del Instalador gLite-VOMS mysql
Como se menciona con anterioridad para llegar a este punto fue necesario, la instala-
cio´n varias veces del gLite-VOMS mysql(2) y dar solucio´n de los diferentes problemas
que se encontraron durante el procedimiento para de esta´ manerar poder partir en
el desarrollo de un instalador para el mismo.
Una vez solucionados los problemas de instalacio´n fue necesario realizar la adicio´n
de los paquetes necesarios gLite-VOMS mysql(2) para un correcto funcionamiento
de este.
Para conocer estos paquetes se utilizo un plug-in del YUM 1 que se hab´ıa mencionado
1http://yum.baseurl.org/
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con anterioridad llamado –downloadonly, el cual permite la descarga de paquetes sin
instalar estos en el sistema sino que simplemente los descarga y los almacena en
varcacheyum.
Teniendo encuenta lo anterior para conocer los diferente paquetes que utiliza el
gLite-VOMS mysql en su proceso de instalacio´n utilizamos el siguiente comando,
para descargar esos paquetes sin que ellos se instalen en el sistema:
# yum install glite-VOMS_mysql --downloadonly
El anterior comando descarga todos los paquetes necesarios para la instalacio´n del
gLite-VOMS mysql(2) y los almacena en:
/var/cache/yum/
Los paquetes que utiliza el gLite-VOMS mysql son:
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5.3 Desarrollo del Instalador gLite-VOMS mysql
Teniendo los paquetes necesarios para la instalacio´n de gLite-VOMS mysql(2), el
problema a resolver a continuacio´n era el orden de instalacio´n de los paquetes, pues
como se ha mencionada anteriormente la mayor´ıa de sistemas tienen dependencias
o´ requisitos previos (estos pueden ser de hardware o software) a la instalacio´n de
cualquier software, y gLite-VOMS mysql(2) no es la excepcio´n, ya que si alguno de
los paquetes no son instalados en el orden correcto que el sistema, u otros paquetes
necesiten, con plena seguridad puede causar dependencias de otros paquetes que
pueden estar relacionados a estos de manera distante y de esta´ manera no concluir
exitosamente la instalacio´n.
Por ejemplo si deseamos instalar un Servidor Web Apache1 en nuestro Scientific
Linux(5), nuestro sistema debe tener varios paquetes previamente para que este se
instale y funcione de forma correcta, veamos que paquetes necesita el Servidor Web
Apache2:
Paquete a instalar:
httpd-2.2.3-1.i386.rpm
Pre-requisitos para la instalacio´n del paquete:
openldap
libpthread.so.0
libaprutil-1.so.0
/bin/mktemp
libdl.so.2
gawk
libm.so.6
librt.so.1
libresolv.so.2
libapr-1.so.0
libz.so.1
libc.so.6(GLIBC_2.1.3)
libgssapi_krb5.so.2
libkrb5.so.3
/bin/mv
liblber-2.2.so.7
1http://httpd.apache.org/
2http://httpd.apache.org/
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/sbin/chkconfig
textutils
libk5crypto.so.3
libc.so.6(GLIBC_2.2)
libc.so.6(GLIBC_2.0)
/usr/sbin/useradd
/bin/sh
libpthread.so.0(GLIBC_2.0)
rpmlib(PayloadFilesHavePrefix) <= 4.0-1
libcrypto.so.4
libm.so.6(GLIBC_2.0)
/bin/rm
libc.so.6(GLIBC_2.3)
libuuid.so.1
libpq.so.3
apr => 1.2.0
rpmlib(CompressedFileNames) <= 3.0.4-1
libcrypt.so.1
rpmlib(VersionedDependencies) <= 3.0.3-1
libssl.so.4
config(httpd) = 2.2.3-1
sh-utils
libc.so.6(GLIBC_2.1)
/usr/share/magic.mime
/usr/bin/find
libcom_err.so.2
libcrypt.so.1(GLIBC_2.0)
libldap-2.2.so.7
/bin/bash
libexpat.so.0
libc.so.6
apr-util => 1.2.0
NOTA: Este ejemplo se tomo de los resultados de bu´squeda del paquete de instala-
cio´n del Servidor Web Apache1 en el sitio de descargas para paquetes de tipo RPM
del sitio web rpm.pbone2.
1http://httpd.apache.org/
2http://rpm.pbone.net/
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Una ves comprendida la importancia de las dependencia y el orden de instalacio´n de
paquetes, para las diferentes aplicaciones en Scientific Linux(5), debemos tener pre-
sente que el orden en que se instalen los paquetes del gLite-VOMS mysql, depende
el buen funcionamiento de la aplicacio´n.
Teniendo en cuenta lo anterior, se debio´ investigar por el orden de instalacio´n de
los diferentes paquetes de gLite-VOMS mysql, ya que si uno de ellos es instalado en
el orden inadecuado, puede causar que la instalacio´n de otro paquete ma´s adelante
presente problemas de dependencias o el mal funcionamiento de la aplicacio´n. Es
as´ı que debimos estudiar el orden de como se instala el gLite-VOMS mysql para de
esta manera poder desarrollar el Script de instalacio´n.
Es de esta´ manera entonces que el orden de instalacio´n del gLite-VOMS mysql es:
perl-DBI-1.40-8.i386.rpm
mysql-4.1.22-2.el4.sl.i386.rpm
perl-DBD-MySQL-2.9004-3.1.i386.rpm
mysql-server-4.1.22-2.el4.sl.i386.rpm
ca AIST-1.24-1.noarch.rpm
ca SlovakGrid-1.24-1.noarch.rpm
ca BG-ACAD-CA-1.24-1.noarch.rpm
ca RDIG-1.24-1.noarch.rpm
ca DFN-GridGermany-Root-1.24-1.noarch.rpm
ca BalticGrid-1.24-1.noarch.rpm
ca SwissSign-Root-1.24-1.noarch.rpm
ca SwissSign-Bronze-1.24-1.noarch.rpm
ca SwissSign-Silver-1.24-1.noarch.rpm
ca REUNA-ca-1.24-1.noarch.rpm
ca SRCE-1.24-1.noarch.rpm
ca DFN-GridGermany-Server-1.24-1.noarch.rpm
ca ESnet-1.24-1.noarch.rpm
ca DOEGrids-1.24-1.noarch.rpm
ca IRAN-GRID-1.24-1.noarch.rpm
ca ASGCCA-2007-1.24-1.noarch.rpm
ca UNAMgrid-ca-1.24-1.noarch.rpm
ca SWITCH-1.24-1.noarch.rpm
ca SWITCHgrid-Root-1.24-1.noarch.rpm
ca BrGrid-1.24-1.noarch.rpm
ca PK-Grid-2007-1.24-1.noarch.rpm
ca RMKI-1.24-1.noarch.rpm
ca NECTEC-1.24-1.noarch.rpm
ca SWITCH-Personal-2007-1.24-1.noarch.rpm
ca CNRS-1.24-1.noarch.rpm
ca CNRS-Projets-1.24-1.noarch.rpm
ca CNRS-Grid-FR-1.24-1.noarch.rpm
ca LIPCA-1.24-1.noarch.rpm
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ca SDG-1.24-1.noarch.rpm
ca SWITCH-Server-2007-1.24-1.noarch.rpm
ca NIIF-1.24-1.noarch.rpm
ca MaGrid-1.24-1.noarch.rpm
ca KISTI-2007-1.24-1.noarch.rpm
ca CERN-Root-1.24-1.noarch.rpm
ca CERN-TCA-1.24-1.noarch.rpm
ca IUCC-1.24-1.noarch.rpm
ca INFN-CA-2006-1.24-1.noarch.rpm
ca ArmeSFo-1.24-1.noarch.rpm
ca HellasGrid-Root-1.24-1.noarch.rpm
ca SiGNET-CA-1.24-1.noarch.rpm
ca IHEP-1.24-1.noarch.rpm
ca pkIRISGrid-1.24-1.noarch.rpm
ca CNRS-Grid-FR-1.24-1.noarch.rpm
ca MREN-CA-1.24-1.noarch.rpm
ca BEGrid-1.24-1.noarch.rpm
ca HellasGrid-CA-2006-1.24-1.noarch.rpm
ca CNIC-1.24-1.noarch.rpm
ca KEK-1.24-1.noarch.rpm
ca AustrianGrid-1.24-1.noarch.rpm
ca MARGI-1.24-1.noarch.rpm
ca NGO-Netrust-1.24-1.noarch.rpm
ca NAREGI-1.24-1.noarch.rpm
ca LACGridCA-1.24-1.noarch.rpm
ca APAC-1.24-1.noarch.rpm
ca DFN-GridGermany-User-1.24-1.noarch.rpm
ca PRAGMA-UCSD-1.24-1.noarch.rpm
ca SWITCHslcs-1.24-1.noarch.rpm
ca GermanGrid-1.24-1.noarch.rpm
ca NorduGrid-1.24-1.noarch.rpm
ca EstonianGrid-1.24-1.noarch.rpm
ca CESNET-1.24-1.noarch.rpm
ca PK-Grid-1.24-1.noarch.rpm
ca CyGrid-1.24-1.noarch.rpm
ca AEGIS-1.24-1.noarch.rpm
ca NIKHEF-1.24-1.noarch.rpm
ca UNLPGrid-1.24-1.noarch.rpm
ca Grid-Ireland-1.24-1.noarch.rpm
ca GridCanada-1.24-1.noarch.rpm
ca UGRID-1.24-1.noarch.rpm
ca SEE-GRID-1.24-1.noarch.rpm
ca PolishGrid-1.24-1.noarch.rpm
ca RomanianGRID-1.24-1.noarch.rpm
ca UKeScienceRoot-2007-1.24-1.noarch.rpm
ca TRGrid-1.24-1.noarch.rpm
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ca UKeScienceCA-2007-1.24-1.noarch.rpm
ca policy igtf-classic-1.24-1.noarch.rpm
ca patch eugridpma gridppvuln 14013-1.0-1.noarch.rpm
ca FNAL KCA-1.24-1.noarch.rpm
ca NCSA-slcs-1.24-1.noarch.rpm
ca policy igtf-slcs-1.24-1.noarch.rpm
lcg-CA-1.24-1.noarch.rpm
jdk-1.5.0 14-fcs.i586.rpm
PyXML-0.8.3-6.i386.rpm
4Suite-1.0-3.i386.rpm
openldap-2.2.13-8.el4 6.5.i386.rpm
openldap-servers-2.2.13-8.el4 6.5.i386.rpm
openldap-clients-2.2.13-8.el4 6.5.i386.rpm
perl-HTML-Tagset-3.20-1.el4.rf.noarch.rpm
perl-HTML-Parser-3.56-1.el4.rf.i386.rpm
perl-URI-1.30-4.noarch.rpm
perl-libwww-perl-5.79-5.noarch.rpm
bdii-3.9.1-5.noarch.rpm
perl-Crypt-SSLeay-0.57-1.el4.rf.i386.rpm
perl-DateManip-5.42a-3.noarch.rpm
perl-Convert-ASN1-0.18-3.noarch.rpm
perl-XML-NamespaceSupport-1.09-1.2.el4.rf.noarch.rpm
perl-XML-SAX-0.16-1.el4.rf.noarch.rpm
perl-Net-SSLeay-1.32-1.el4.rf.i386.rpm
perl-IO-Socket-SSL-1.13-1.el4.rf.noarch.rpm
perl-LDAP-0.34-1.el4.rf.noarch.rpm
perl-TermReadKey-2.30-3.el4.rf.i386.rpm
perl-XML-Parser-2.34-5.i386.rpm
perl-Parse-Yapp-1.05-32.noarch.rpm
perl-XML-Encoding-1.01-26.noarch.rpm
perl-libxml-enno-1.02-31.noarch.rpm
edg-mkgridmap-3.0.0-1.noarch.rpm
edg-mkgridmap-conf-3.0.0-1.noarch.rpm
fetch-crl-2.6.3-1.noarch.rpm
glite-config-3.1.2-0.slc4.i386.rpm
glite-info-generic-2.0.2-3.noarch.rpm
glite-info-templates-1.0.0-8.noarch.rpm
log4j-1.2.14-4.jpp5.noarch.rpm
xorg-x11-font-utils-6.8.2-1.EL.33.0.4.i386.rpm
xorg-x11-libs-6.8.2-1.EL.33.0.4.i386.rpm
ttmkfdir-3.0.9-20.el4.i386.rpm chkfontpath-1.10.0-2.i386.rpm(esta´ y la siguiente li-
nea va en una sola linea)
xorg-x11-xfs-6.8.2-1.EL.33.0.4.i386.rpm fonts-xorg-base-6.8.2-1.EL.noarch.rpm
jdk-1.5.0 14-fcs.i586.rpm
java-1.5.0-sun-compat-1.5.0.16-1.1.sl.jpp.noarch.rpm
geronimo-specs-poms-1.2-7.jpp5.noarch.rpm
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geronimo-jaf-1.1-api-1.2-7.jpp5.noarch.rpm
glassfish-jaf-1.1.0-5.jpp5.noarch.rpm
glassfish-javamail-1.4.0-3.jpp5.noarch.rpm
bouncycastle-1.37-5jpp.noarch.rpm bouncycastle-jdk1.5-1.37-5jpp.noarch.rpm
glite-security-util-java-1.4.0-1.noarch.rpm
glite-security-utils-config-3.1.0-1.slc4.i386.rpm
ZSI-2.0-1.py2.3.noarch.rpm
glite-security-voms-admin-client-2.0.7-1.noarch.rpm
glite-security-voms-admin-interface-2.0.2-1.noarch.rpm
glite-security-voms-admin-server-2.0.14-1.noarch.rpm
vdt globus essentials-VDT1.6.1x86 rhas 4-6.i386.rpm
glite-security-voms-api-cpp-1.8.3-3.slc4.i386.rpm
glite-security-voms-clients-1.8.3-3.slc4.i386.rpm
glite-security-voms-config-1.8.3-3.slc4.i386.rpm
glite-security-voms-mysql-3.0.4-1.slc4.i386.rpm
glite-security-voms-server-1.8.3-4.slc4.i386.rpm
glite-version-3.1.0-1.slc4.i386.rpm
jakarta-commons-collections-3.2-2jpp.noarch.rpm
jakarta-commons-logging-1.1-7.jpp5.noarch.rpm
jakarta-commons-beanutils-1.7.0-8.jpp5.noarch.rpm
jpackage-utils-1.7.5-1jpp.noarch.rpm
jpackage-utils-5.0.0-1jpp.noarch.rpm
jakarta-commons-digester-1.8-1jpp.noarch.rpm
xml-commons-1.3.03-14.jpp5.noarch.rpm
xml-commons-jaxp-1.3-apis-1.3.03-14.jpp5.noarch.rpm
xml-commons-jaxp-1.2-apis-1.3.03-14.jpp5.noarch.rpm
xml-commons-resolver11-1.3.03-14.jpp5.noarch.rpm
xerces-j2-2.9.0-2jpp.noarch.rpm
xerces-c-2.7.0-1.slc4.i686.rpm
xalan-j2-2.7.0-9.jpp5.noarch.rpm
xalan-c-1.10.0-1.slc4.i686.rpm
tomcat5-servlet-2.4-api-5.5.26-3.jpp5.noarch.rpm
tomcat5-jasper-5.5.26-3.jpp5.noarch.rpm
regexp-1.4-3.jpp5.noarch.rpm
bcel-5.2-3jpp.noarch.rpm
log4j-1.2.14-4.jpp5.noarch.rpm
mx4j-3.0.1-7jpp.noarch.rpm
jakarta-commons-modeler-2.0-4jpp.noarch.rpm
tomcat5-server-lib-5.5.26-3.jpp5.noarch.rpm
tomcat5-jsp-2.0-api-5.5.26-3.jpp5.noarch.rpm
jakarta-commons-pool-tomcat5-1.3-11.jpp5.noarch.rpm
ecj-3.3.1.1-3.jpp5.noarch.rpm
jakarta-commons-collections-tomcat5-3.2-2jpp.noarch.rpm
jakarta-commons-el-1.0-7jpp.noarch.rpm
jakarta-commons-dbcp-tomcat5-1.2.2-2.jpp5.noarch.rpm
tomcat5-common-lib-5.5.26-3.jpp5.noarch.rpm
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jakarta-commons-daemon-1.0.1-6jpp.noarch.rpm
jakarta-commons-launcher-1.1-3jpp.noarch.rpm
tomcat5-5.5.26-3.jpp5.noarch.rpm
glite-voms-server-config-3.1.3-0.slc4.i386.rpm
glue-schema-1.3.0-3.noarch.rpm
gpt-VDT1.6.0x86 rhas 4-1.i386.rpm
lcg-expiregridmapdir-2.0.0-1.noarch.rpm
lcg-info-templates-1.0.15-1.noarch.rpm
glite-security-trustmanager-1.8.16-1.noarch.rpm
lcg-vomscerts-5.0.0-1.noarch.rpm
glite-security-voms-admin-interface-2.0.2-1.noarch
glite-security-voms-admin-server-2.0.14-1.noarch
glite-VOMS mysql-3.1.11-0.i386.rpm
Con el orden definido de los paquetes del gLite-VOMS mysql la instalacio´n de este
se pudo reducir a un Script (Vea Ape´ndice B), que simplifica de manera significa-
tiva todo el proceso de instalacio´n, reduciendo as´ı tiempo y la complejidad de la
instalacio´n del servicio.
5.3.1. Comandos Utiles en Scientific Linux
# yum install <nombre de paquete> resolvedep <nombre paquete de dependencia>
Tambie´n es importante saber que existe un plugin del yum que te permite descar-
ga los rpms sin instalar. Para la instalacio´n de este plugin realizamos el siguiente
comando
# yum install yum-downloadonly
Para el uso de este plugin realizamos los siguientes comandos
# yum install <nombre de paquete> y --downloadonly (en caso de instalacio´n)
# yum update <nombre de paquete> y --downloadonly (en caso de actualizacio´n
Los rpms que se descarguen mediante el plug-in –downloadonly se almacenan en:
/var/cache/yum/
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Cap´ıtulo 6
Conclusiones y Recomendaciones
6.1. Conclusiones
El desarrollo de esta´ investigacio´n permitio´ concluir que el Grid Middleware gLite
es una de las herramientas ma´s utilizadas para la implementacio´n y desarrollo de
aplicaciones para Grids computacionales, alrededor del mundo por diferentes pro-
yectos, como el proyecto del LHC (Large Hadron Collider) o´ Gran Colisionador de
Hadrones, proyecto desarrollado por el CERN, el cual utiliza esta´ tecnolog´ıa para el
ana´lisis de datos.
El resultado final de este trabajo es el desarrollo de un instalador para el modulo
gLite-VOMS mysql como herramienta para la implementacio´n sencilla y ra´pida de
un Grid computacional usando el Grid Middleware gLite, logrando as´ı; que perso-
nas interesadas en la implementacio´n de Grids Computacionales y el desarrollo de
aplicaciones para este, puedan apoyarse y generar nuevo conocimiento partiendo de
las facilidades que brinda el instalador.
El desarrollo de esta herramienta permitio´ conocer e interactuar con varios de los
servicios utilizados en el grid Middleware gLite para la implementacio´n basica de
un grid computacional y a partir de este conocimiento, definir el servicio a instalar
brindando de esta manera un conocimiento importante en el comportamiento e ins-
talacio´n de grids computacionales basados en el grid Middleware gLite.
Teniendo en cuenta la proyeccio´n de la tecnolog´ıa Grid Computing alrededor del
mundo y su implementacio´n en diversos proyectos de desarrollo cient´ıfico y empre-
sarial, este documento constituye un buen manual de introduccio´n a la tecnolog´ıa
Grid Computing y a los servicios del Grid Middleware gLite.
Otro de los aspectos importantes de esta´ investigacio´n fue el proceso de modificacio´n
de ima´genes de sistemas basados en Linux espec´ıficamente en la distribucio´n Scien-
tific Linux, sistema base utilizado para esta investigacio´n. El cual consistio´ en una
investigacio´n sobre las diferentes formas de personalizacio´n de ima´genes existentes
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para el sistema base y los sistemas basados en distribuciones RedHat Linux, logran-
do con esto conocer el proceso de instalacio´n de los sistemas basados en RedHat, y
a partir de esto definir la mejor te´cnica para la modificacio´n de la imagen teniendo
en cuenta para´metros como el tiempo, y la complejidad del proceso de modificacio´n.
Luego de esta evaluacio´n se concluyo que la forma ma´s ra´pida para la personaliza-
cio´n fue el borrado y adhesio´n de paquetes del sistema que no fueran necesarios para
el correcto funcionamiento del sistema base y que al mismo tiempo contara´ con los
servicios ba´sicos que un usuario esta´ndar pudiese necesitar para trabajar. Logrando
de esta manera un CD instalador del sistema base con un taman˜o mucho menor al
instalador normal, con el espacio liberado en la imagen del sistema base Scientific
Linux, se logro suficiente para anexar los paquetes necesarios para el funcionamiento
del servicio gLite-VOMS mysql.
De esta´ manera se logro que tanto el el servicio gLite-VOMS mysql del Grid Midd-
leware gLite y el sistema base Scientific Linux cuenten con todos los paquetes y
dependencias necesarias para su instalacio´n y funcionamiento, un solo CD. Con-
siguiendo que la implementacio´n e instalacio´n del servicio gLite-VOMS mysql no
necesite de una conexio´n a Internet para su instalacio´n haciendolo a su vez porta-
ble. Sin dejar de lado que esta´ herramienta desarrollada permite la instalacio´n del
servicio gLite-VOMS mysql de una manera muy simple y dina´mica en la cual el
usuario no debe poseer conocimientos avanzados en Grids Computacionales, ni en
sistemas basados en UNIX.
6.2. Recomendaciones
Partiendo de este trabajo, se puede continuar con el desarrollo del producto final
de esta investigacio´n ya que esta herramienta abre las puertas a la construccio´n de
un instalador y configurador del Grid Middleware gLite basandose en dos puntos
fundamentales en los cuales enfocar este desarrollo.
Escalabilidad
Una gran ventaja y quiza´s de la cual se pudieran beneficiar ma´s los investigadores
y usuarios de Grid Computing es la escalabilidad que tiene la herramienta ya que
conociendo el proceso de modificacio´n y adhesio´n de paquetes al instalador desarro-
llado se le pueden agregar los dema´s servicios del Grid Middleware gLite. Logrando
de esta manera tener un instalador del Grid Middleware gLite portable y que no
necesita de una conexio´n a internet para su correcta instalacio´n y funcionamiento.
De igual manera a partir de esta´ herramienta para instalacio´n del servicio gLite-
VOMS mysql se puede desarrollar un configurador para el servicio teniendo en
cuenta que la herramienta instala todas las dependencias necesarias para el correcto
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funcionamiento del servicio logrando de esta manera facilitar el proceso de configu-
racio´n que para un usuario de poca experiencia en sistemas basados en UNIX se le
dificultar´ıa por la cantidad de servicios que se deben configurar y la dependencia
entre ellas.
Ahora bien si tenemos en cuenta el pa´rrafo anterior donde describimos que una de
la ventaja del instalador es su escalabilidad, pudie´semos utilizar esta´ caracter´ıstica
para la implementacio´n de un instalador y configurador de varios servicios embe-
bidos en un u´nico CD o´ DVD que contuviese el sistema base Scientific Linux, los
servicios del Grid Middleware gLite que se deseara´n y un configurador para estos
servicios.
Portabilidad
Con las ventajas del instalador desarrollado se puede lograr la total portabilidad de
los diferentes servicios del Grid Middleware gLite, partiendo del procedimiento que
se siguio´ para el desarrollo de este instalador, logrando un aporto importante a los
investigadores ya que con esto podra´n realizar instalaciones del servicio o´ servicios
sin necesidad de una conexio´n de internet, ganando de antemano una gran cantidad
de tiempo en la implementacio´n de alguno de los servicios del Grid Middleware
gLite.
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Ape´ndice A
GLOSARIO
A continuaciUˆn daremos una lista completa los las contracciones que se usan en
el documento con el fin de la mejor comprensio´n del mismo.
AFS: Andrew File System
API: Application Programming Interface
BDII: Berkeley Database Information Index
CASTOR CERN Advanced STORage manager
CE: Computing Element
CERN: European Laboratory for Particle Physics
ClassAd: Classified advertisement (Condor)
CLI: Command Line Interface
CNAF: INFN’s National Center for Telematics and Informatics
dcap: dCache Access Protocol
DIT: Directory Information Tree (LDAP)
DLI: Data Location Interface
DN: Distinguished Name
EDG: European DataGrid
EDT: European DataTAG
EGEE: Enabling Grids for E-sciencE
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ESM: Experiment Software Manager
FCR: Freedom of Choice for Resources
FNAL: Fermi National Accelerator Laboratory
FTS: File Transfer Service
GFAL: Grid File Access Library
GG: Grid Gate (aka gatekeeper)
GGF: Global Grid Forum (now called OGF)
GGUS: Global Grid User Support
GIIS: Grid Index Information Server
GLUE: Grid Laboratory for a Uniform Environment
GMA: Grid Monitoring Archictecture
GOC: Grid Operations Centre
GRAM: Grid Resource Allocation Manager
GRIS: Grid Resource Information Service
GSI: Grid Security Infrastructure
gsidcap: GSI-enabled version of the dCache Access Protocol
gsirfio: GSI-enabled version of the Remote File Input/Output protocol
GUI: Graphical User Interface
GUID: Grid Unique ID
HSM: Hierarchical Storage Manager
ID: Identifier
INFN: Istituto Nazionale di Fisica Nucleare
IS:Information Service
JDL: Job Description Language
kdcap: Kerberos-enabled version of the dCache Access Protocol
LAN: Local Area Network
LB: Logging and Bookkeeping Service
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LDAP: Lightweight Directory Access Protocol
LFC: LCG File Catalogue
LFN: Logical File Name
LHC: Large Hadron Collider
LCG: LHC Computing Grid
LRC: Local Replica Catalogue
LRMS: Local Resource Management System
LSF: Load Sharing Facility
MDS: Monitoring and Discovery Service
MPI: Message Passing Interface
MSS: Mass Storage System
NS: Network Server
OGF: Open Grid Forum (formerly called GGF)
OS: Operating System
PBS: Portable Batch System
PFN: Physical File name
PID: Process IDentifier
POOL: Pool of Persistent Objects for LHC
PPS: Pre-Production Service
RAL: Rutherford Appleton Laboratory
RB: Resource Broker
RFIO: Remote File Input/Output
R-GMA: Relational Grid Monitoring Archictecture
RLI: Replica Location Index
RLS: Replica Location Service
RM: Replica Manager
RMC: Replica Metadata Catalogue
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RMS: Replica Management System
ROC: Regional Operations Centre
ROS: Replica Optimization Service
SAM: Service Availability Monitoring
SASL: Simple Authorization Security Layer (LDAP)
SE: Storage Element
SFN: Site File Name
SMP: Symmetric Multi Processor
SN: Subject Name
SRM: Storage Resource Manager
SURL: Storage URL
TURL: Transport URL
UI: User Interface
URI: Uniform Resource Identifier
URL: Uniform Resource Locator
UUID: Universal Unique ID
VDT: Virtual Data Toolkit
VO: Virtual Organization
WLCG: Worldwide LHC Computing Grid
WMS: Workload Management System
WN: Worker Node
WPn: Work Package #n
PPS: Pre-Production Service
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Ape´ndice B
Script Instalacio´n
gLite-VOMS mysql
#Script to install automaticaly a VOMS element for gLite 3.1
#By Gilberto Diaz & Julian Sierra
#
#Arguments: the installation CD mount point
#Installation Instructions: Install SL Linux according to README.txt
#mount the CD. For example: mount /dev/hdc /mnt/cdrom
#Then, execute the following command: /mnt/cdrom/installVOMS.sh /mnt/cdrom
#
#
#!/bin/sh
RPMS_PATH=/SL/RPMS/ #Ruta de localizacio´n de los RPMS
#RPMS_PATH=./
FAILUTE=FALSE
#Se imprime por pantalla el lugar de montaje de la imagen
if [ $# -lt 1 ]
then
echo ’Usage: install.sh <cd_mount_dir>’
else
#Check for the rpms list
#Se valida si existe el archivo que contiene el listado de RPMS
if [ ! -f $1${RPMS_PATH}ListadoOrdenadoRPMS ]
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then
#Imprime por pantalla si no existe el archivo que contiene el listado de RPMS
echo The RPMS list not found
else
#Install dialog which is needed by this script
#Se busca si existe el DIALOG instalado
var=‘rpm -qa | grep dialog‘
# Si el DIALOG no se encuentra instalado Imprime por pantalla
# que se instale previamente el DIALOG
if [ "$var" = "" ]
then
rpm -i $1${RPMS_PATH}dialog*rpm &> /dev/null
if [ $? != 0 ]
then
echo "Please install dialog first"
exit 1
fi
fi
DIALOG=${DIALOG=dialog} # Se define el DIALOG
#Count the lines of the rpms list
# Se cuenta las lineas del archivo LIstadoOrdenadoRPMS
NUM_LINES=‘wc -l $1${RPMS_PATH}ListadoOrdenadoRPMS | cut -d" " -f1‘ #Install each rpm
COUNT=0
(
#Se captura el Listado de RPMS
for i in ‘cat $1${RPMS_PATH}ListadoOrdenadoRPMS‘
do
#Get the list of rpms. Some of them need to be installed together
# Se toman y organizan los RPMS, tomando como escape la coma y
# se almacena en la variable lista
lista=‘echo $i | awk -F, ’{
count = split( $0, array, ",");
if ( count > 1 ) {
# Se recorre toda la lista de RPMS y se colocan en un arreglo
for(i=0; i<=count; i++){
# Se imprime el arreglo
print array[i];
}
}
else{
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print $0
}
}’‘
# Se crea la lista
INS_LIST=" "
#Create the list
# Se recorre toda la lista
for j in $lista
do
# Se le asiga cada uno de estos valores a la variable INT_LIST
INS_LIST="$INS_LIST $1$RPMS_PATH$j"
done
#Display the name of the rpm file to be installed
# Se muestra el nombre del paquete instalado
echo "XXX"
PCT=‘expr $COUNT \* 100 / $NUM_LINES‘
# Segu´n la cantidad de paquetes instalados se muestra porcentaje de progreso
echo $PCT
# Se muestra el paquete que se esta´ instalando
echo "Installing package: \\n$INS_LIST"
echo "XXX"
COUNT=‘expr $COUNT + 1‘
#Install the rpm
# Instala el RPM
rpm -Uvh $INS_LIST > /dev/null 2> /tmp/voms_inst.errordx
# Si se presenta un error de Instalacio´n muestra el paquete que
# fallo en la instalacio´n
if [ $? != 0 ]
then
echo "XXX"
echo "ERROR installing $INS_LIST \\n"
echo "Please see /tmp/voms_inst.error for details"
echo "XXX"
FAILURE=TRUE
exit 1
fi
done
) |
# Muestra una interfaz de instalacio´n
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# y muestra su progreso y correcta instalacio´n.
$DIALOG --title "VOMS Installation" --gauge "Installing software" 18 60 0
#Display the succefull message if everything was ok
if [ "$FAILURE" = "FALSE" ]
then
$DIALOG --title "VOMS Installation Completed" --clear \
--msgbox "VOMS installation completed succefully" 10 41
case $? in
0)
echo "OK";;
255)
echo "ESC pressed.";;
esac
fi
fi
fi
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