Abstract-The article extends a recently presented approach to feedforward control design for nonlinear systems to additionally account for input and output constraints. The inversion-based design treats a finite-time transition problem as a two-point boundary value problem (BVP) in the coordinates of the input-output normal form. To account for constraints on the output and its time derivatives, the input-output dynamics is replaced by a new system, which is systematically constructed by means of saturation functions. The solvability of the BVP requires a sufficient number of free parameters in an ansatz function. The resulting BVP with free parameters can be solved in a straightforward manner (e.g., with the Matlab function bvp4c). Input constraints can additionally be considered as constraints on the highest output derivative. The approach is applicable to nonlinear and nonminimum-phase systems, which is illustrated for the side-stepping of an inverted pendulum on a cart.
I. INTRODUCTION
Feedforward controls are used in many practical control applications as extension of the classical feedback loop to enhance the tracking performance (two-degree-of-freedom control), see Fig. 1 . However, only few methods are available for a systematic feedforward control design, which is mainly due to the required system inversion and the respective difficulties in connection with nonminimum-phase and nonlinear systems. The feedforward design is further complicated if constraints on the input or output trajectories of the system have to be considered within the feedforward part (cf. Fig. 1 ), e.g., to account for actuator constraints or to limit the characteristic counter-swing behavior of nonminimum-phase systems.
A typical feedforward design problem is the transition between two stationary setpoints within a finite time interval. Practical applications are, e.g., rest-to-rest motions of mechatronic systems or load changes in process control. From a mathematical point of view, a finite-time transition between stationary setpoints forms a two-point boundary value problem (BVP). Its solution includes the input trajectory u 3 (t) in order to track a desired output trajectory y 3 (t), which requires the inversion of the considered system. However, the system inversion is particularly difficult for nonminimum-phase systems. Devasia, Chen, and Paden [2] thoroughly investigated the inversion-based feedforward design with respect to a desired output trajectory y 3 (t). The proposed technique is based on a stable system inversion in the coordinates of the input-output normal form. For nonminimum-phase systems, the internal dynamics are split in stable and unstable parts and are iteratively solved in forward and backward time. This leads to a noncausal feedforward control u 3 (t), although the output transition y 3 (t) is performed in finite-time.
A new approach recently presented in [3] treats the setpoint transition problem as a two-point BVP throughout all design steps of the Fig. 1 . Structure of the two-degree-of-freedom control scheme [1] with system 6, feedback control 6 , feedforward control 6 , signal generator 6 , and schematically shown input and output constraints.
inversion-based feedforward control. Instead of predefining y 3 (t), the desired output trajectory is constructed with free parameters, which are required for the solvability of the BVP of the internal dynamics. The BVP with free parameters can be solved with standard BVP solvers, e.g., with the Matlab function bvp4c [4] . The calculated free parameters determine the shape of the output trajectory, e.g., by introducing an initial undershoot in the output trajectory in the case of nonminimum-phase systems.
In this paper, the feedforward control design [3] is extended to account for input and output constraints, as schematically shown in Fig. 1 . The constraints on the output and its time derivatives are incorporated in a new dynamic system, which is systematically constructed by saturation functions and successive differentiation of the output. The input constraints can be treated as constraints on the highest time derivative of the output. In order to solve the overdetermined BVP (e.g., with bvp4c), free parameters are provided in an ansatz function as input to the constructed dynamic system. The side-stepping of an inverted pendulum on a cart serves as example to illustrate the feedforward design under input and output constraints and its applicability to nonminimum-phase systems. The method is presented for nonlinear singleinput-single-output (SISO) systems for the sake of clarity. However, the results can be extended to nonlinear mulitple-input-multiple-output (MIMO) systems [5] .
II. FINITE-TIME TRANSITION PROBLEM
Considered are nonlinear SISO systems 
From a mathematical point of view, the n first-order ordinary differential equations (ODEs) in (1) is the main objective of the feedforward control design. Thereby, the transition time T must be reasonably chosen with respect to the system dynamics (1).
A. Input-Output Normal Form
The inversion-based feedforward control design is based on the input-output representation of the considered system [2] , [3] . It is well-known that system (1) with relative degree r can be transformed into the input-output normal form [6] , [7] 
In the input-output coordinates (5), the previous BVP (1)- (2) is split into two coupled BVPs (3)- (7) for y(t) and (t) with respect to the input u(t); t 2 [0; T].
B. Feedforward Design With Input and Output Constraints
The input-output dynamics (3) can be used to calculate a feedforward control u 3 = 01 y 3 ; . . . ; y 3(r) ; 3 (8) with respect to a desired output trajectory y 3 (t). 1 Due to the well-defined relative degree r, the inverse function 01 exists on the whole trajectory between the BCs (2).
In the special case r = n, the calculation of the feedforward control (8) would be algebraic in absence of the internal dynamics state . In the general case r < n however, the determination of u 3 (t) requires the trajectory 3 (t) as the solution of the internal dynamics BVP (4),
_ 3 = ( 3 ; y 3 ; . . . ; y 3(r) );
where follows from inserting (8) into (4). Note that the BVP (9) is overdetermined by 2(n 0 r) BCs for n 0 r first-order ODEs.
In [3] , a new approach is presented to solve the BVP (9) by providing free parameters in an ansatz function for the output trajectory y 3 (t).
The approach is also applicable to nonminimum-phase systems, where the internal dynamics in (9) is unstable. An illustrative nonminimumphase example is the swing-up of the double pendulum on a cart [8] .
In this article, the unconstrained feedforward design is extended to additionally incorporate constraints on the input
and on the output y 3 and its time 
1 The asterisk ( ) is used to characterize the feedforward variables. 2 Since the BCs (6) have to lie within the constraints (11), the following condition has to hold: y < 0 < y ; i = 1; . . . ; r. A typical field of application is, e.g., motion planning in robotics, where the displacement y may be limited, the velocity _ y has to meet security constraints, or the input u is constrained by a maximum actuator force. Moreover, constraining y is of particular importance for nonminimumphase systems, where the output y typically shows an initial counterswing behavior.
Incorporating the output constraints (11) within the feedforward control design is the scope of the following sections. Moreover, the input constraint (10) can be regarded as constraints on y 3(r) via the input-output dynamics (3). This case is addressed in Section IV-C.
III. SATURATION FUNCTION APPROACH
The basic idea of the subsequently presented approach is to construct a dynamic system in new coordinates by successively introducing saturation functions and differentiating the output y 3 . The new system replaces the input-output dynamics (3) and extends the internal dynamics BVP (9) in order to directly incorporate the constraints (11) in the feedforward design.
A. New System Representation
In a first step, the constraint for the output y 3 is represented by a smooth saturation function Since no further differentiation is required, a ramp-shaped function is sufficient for r+1 (v; 6 r+1 ), see Fig. 3 . Incorporating the output constraints (11) in the above-mentioned way leads to a dynamic system with the new states i ; i = 1; . . . ; r and a triangular coupling structure 
which can be written in vector notation Fig. 4 shows the signal diagram of (18) , whereby the triangular coupling is apparent in the feedback structure of the states i to the saturation limits 6 i ( i01 ); i = 2; . . . ; r + 1.
B. Choice of Saturation Functions
As mentioned in the previous section, the first r saturation functions i ; i = 1; . . . ; r are assumed to be strictly monotonic, such that Since strict monotonicity is not required for r+1 , the case-dependent definition of the ramp-shaped saturation function in Fig. 3 
C. Calculation of Saturation Limits
Equations (13) 0 is repeated for the sake of completeness. As a result, the system (18) is constructed by successively differentiating the output y 3 to obtain the nonlinear terms i ( i ) in (21), which are required to determine the saturation limits (23) . The underlying analytic calculations can be performed with computer-algebra-systems like MATHEMATICA or MAPLE.
Remark 1: The first r saturation functions i ; i = 1; . . . ; r in (19) are assumed to be strictly monotonically increasing, in order to simplify the derivation of the saturation limits (23) . However, the construction of the dynamical system (18) for the constrained output trajectory y 3 (t)
is generally valid for non-asymptotic saturation functions such that the output constraints (11) are exactly fulfilled [5] .
IV. BVPS FOR CONSTRAINED OUTPUT
The output constraints (11) are incorporated within the feedforward control design by substituting the input-output dynamics (3) -(6) by the new system representation (18) , which extends the internal dynamics BVP (9) according to 4 
The output variables y 3(i) ; i = 0; 1; . . . ; r appearing in the internal dynamics (25) are determined by the relations (12) and (21) in dependence of the state r . This leads to a one-side coupling of the ODEs in (24) and (25 4 The asterisk ( ) is omitted for the new states as they represent "artificial" coordinates compared to the "physical" output y .
A. Determination of New Boundary Conditions
The boundary values of the first coordinate 1 (21), which can be written as
The inverse relation (26) is used accordingly to invert i+1 in (27) . (8) shall be continuous at the bounds t = 0 and t = T , the highest output derivative y 3(r) has to satisfy the additional BCs y 3(r) (0) = y 3(r) (T ) = 0. It is shown in [5] can be used to design 8(t; p p p). Other choices, e.g., are sine series or spline functions [9] , [5] .
The solution of the two BVPs (24)- (25) with the free parameters p p p in (30) comprises the trajectories r (t) and (12) and (21), whereby the construction of the system (24) ensures that the output constraints (11) are satisfied.
The feedforward trajectory u 3 (t) finally follows from (8).
C. Incorporation of Input Constraints
A further possibility of the saturation function approach is to additionally incorporate the input constraints (10) into the formulation of the BVP (24)- (25) . The input-output dynamics (3) can be used to map the input constraints (10) The additional dependency on the internal dynamics state 3 leads to a two-sided coupling of both subsystems (24) and (25) . In summary, the projected input constraints (32) 5 The assumption of a well-defined relative degree r implies that the function in (3) is invertible with respect to u, i.e., @=@u 6 = 0 must hold for u 2 [u ; u ]. Hence, the projection of the input constraints u and u onto the output constraints (32) is uniquely determined. ( 1 ) are not exactly met. 6 Despite the aggressiveness of the constrained trajectories and the instability of the pendulum model, the numerical solution of the BVPs (39)-(41) is obtained for a simple linear interpolation as initial guess, which illustrates the numerical robustness of the feedforward control design under input and output constraints.
The calculated trajectories in Fig. 6 provide the feedforward control 6FF in Fig. 1 for the side-stepping of the inverted pendulum. For an experimental realization, the feedforward control 6 FF has to be suported by a feedback control 6FB in order to stabilize and robustify the side-stepping maneuver. The feedback control can be designed by linear methods if the nonlinear feedforward control is sufficiently accurate as mostly assumed for the design of the two-degree-of-freedom control scheme in Fig. 1 .
VI. CONCLUSION
The presented approach to feedforward control design under input and output constraints is applicable to nonlinear and nonminimumphase systems. This is due to the fact that algebraic solution techniques like finite difference methods or collocation (implemented in bvp4c) are not based on numerical integration and are therefore also appropriate for unstable dynamics. Moreover, the solution of the BVPs shows a good numerical robustness, since all states are fixed at both 6 The minimal distances minfy 0y (t)g and minfy 0 _ y (t)g are on the order of 10 .
sides of the transition intervals. This property is preserved by systematically incorporating the input and output constraints in the BVP formulation. Illustrative examples for the presented approach are, e.g., the swing-up/side-stepping maneuvers of the double and triple pendulums on a cart, which are addressed in [8] , [5] together with their experimental validation.
The SISO feedforward design under input and output constraints can be extended to nonlinear MIMO systems, where additional freedom exists concerning the choice of outputs (e.g., to achieve a well-defined vector relative degree) and how the free parameters are distributed to the multiple outputs [5] , [10] . The MIMO feedforward design has been applied to a laboratory helicopter experiment with three rotational coordinates, two inputs, and two outputs [11] .
