As already 2-monotone R-automata accept NP-complete languages, we introduce a restricted variant of j-monotonicity for restarting automata, called sequential j-monotonicity. For restarting automata without auxiliary symbols, this restricted variant still yields infinite hierarchies. However, for restarting automata with auxiliary symbols, all degrees of sequential monotonicity collapse to the first level, implying that RLWW-automata that are sequentially monotone of degree j for any j ≥ 1 only accept context-free languages.
Introduction
Analysis by reduction is a technique used in linguistics to analyse sentences of natural languages. It consists of a stepwise simplification of a given sentence so that the (in)correctness of the sentence is not affected. Restarting automata were introduced by Jancar et al. as a theoretical model for the analysis by reduction [5] . These automata can do a bottom-up syntactic analysis for natural languages as well as for formal languages. The notions developed during the study of restarting automata give a rich taxonomy of constraints for various models of analysers [12] . Already several programs used in Czech and German (corpus) linguistics are based on the idea of restarting automata [11, 16] .
A (two-way) restarting automaton, RLWW-automaton for short, is a device M that consists of a finite-state control, a flexible tape containing a word delimited by the sentinels c and $, and a read/write window of a fixed size. This window is moved along the tape by performing move-right and move-left instructions until the control decides (nondeterministically) that the content of the window should be rewritten by some shorter string, in this way shortening the tape. In general, through a rewrite operation auxiliary (that is, non-input) symbols may be introduced into the tape content. After a rewrite, M can continue to move its window until it either halts and accepts, or halts and rejects, or restarts, that is, it places its window over the left end of the tape, reenters the initial state, and continues with the computation. Thus, each computation of M can be described through a sequence of cycles.
In addition to this general model, various restricted versions of the restarting automaton have been considered. First of all there is the RRWW-automaton, which is the one-way variant of the RLWW-automaton, as it does not use the move-left instruction. Then there is the RWW-automaton, which is an RRWWautomaton that is required to perform a restart immediately after executing a rewrite operation. Thus, in each cycle an RWW-automaton only sees the part of the tape between the left sentinel c and the position where the rewrite step is performed. Then there is the RLW-automaton, which only uses the letters of the input alphabet in its rewrite operations. A further restriction leads to the RLautomaton, where each rewrite operation is actually just a delete operation, that is, during each rewrite operation some letters from the content of the read/write window are simply deleted. Obviously the restrictions on the restart operation and the restrictions on the rewrite operation can be combined, which yields the R(R)W-automaton and the R(R)-automaton.
Also a monotonicity property was introduced for the various types of restarting automata which is based on the idea that from one cycle to the next in a computation, the actual place where a rewrite operation is performed must not increase its distance from the right end of the tape. Monotone restarting automata essentially model bottom-up one-pass parsers. It was shown that monotone RWW-, RRWW-, and RLWW-automata characterize the class CFL of context-free languages, and that the monotone version of the deterministic R(R)(W)(W)-automaton characterizes the class DCFL of deterministic context-free languages [6] . Thus, monotone restarting automata do not have sufficient expressive power to capture all aspects of the analysis by reduction of natural languages. On the other hand, general RLWW-automata even accept some NP-complete languages [7, 10] , which means that they cannot be implemented efficiently.
Therefore, the notion of j-monotonicity (j ≥ 1) was introduced in [14, 15] as a generalization of the notion of monotonicity. This notion models the generalization from bottom-up one-pass parsers to bottom-up multi-pass parsers, and it allows us to measure the level of non-monotonicity of a language. Further, this new notion seems to be much better suited to the real task of modelling analysis by reduction. A restarting automaton is called j-monotone for an integer j ≥ 1 if, for each of its computations, the corresponding sequence of cycles can be partitioned into at most j (in general interleaving) subsequences that are each monotone (see Sect. 2 for exact definitions). It is shown in [15] that the expressive power of j-monotone RRW-automata increases with the value of the parameter j.
Unfortunately, it turned out that already 2-monotone R-automata accept NPcomplete languages [8] . This fact means in particular that one should not expect that there exist efficient general algorithms for recognizing languages defined by j-monotone restarting automata. Therefore a different generalization of the notion of monotonicity is needed to capture the phenomena of natural languages.
Here we introduce an alternative generalization of monotonicity, called sequential j-monotonicity, which is a restricted variant of the notion of j-monotonicity. It differs from the 'classical' notion of j-monotonicity in that the (i + 1)-st monotone subsequence only starts after the last cycle of the i-th monotone subsequence. In other words, it is not allowed that the j monotone subsequences interleave. Sequential j-monotonicity is a much more natural generalization of monotonicity than j-monotonicity, and as such it is an interesting notion.
After giving the necessary definitions in Section 2, we study the expressive power of sequentially j-monotone automata without auxiliary symbols. We show in Section 3 that there exist strict infinite hierarchies with respect to the level of sequential monotonicity for all variants of nondeterministic restarting automata without auxiliary symbols. Then we investigate restarting automata with auxiliary symbols in Section 4. We show that all degrees of sequential monotonicity collapse to the first level in this case, implying that such automata accept only contextfree languages. On the one hand this fact ensures the existence of polynomial time recognition algorithms for all languages defined by sequentially j-monotone automata. On the other hand this result is somewhat 'frustrating', as it shows that the expressive power of sequentially j-monotone restarting automata is severely limited. However, this result can be seen as another example of the 'expressibility' of the family of languages defined by context-free grammars, as sequentially j-monotone restarting automata are in some respects a much less restricted machine model than pushdown automata. In fact, sequential j-monotonicity may be expressed intuitively as a possibility to 'reuse' the pushdown store j times.
In Section 5 we consider sequential j-monotonicity for deterministic restarting automata. For automata that are not allowed to perform move-left transitions, all levels of sequential j-monotonicity collapse to the first level, which is an immediate consequence of the corresponding result for the 'classical' notion of j-monotonicity. On the other hand, we obtain an infinite hierarchy for deterministic restarting automata without auxiliary symbols that are allowed to perform move-left transitions.
Definitions and notation
We start by restating in short the definition of the various models of the restarting automaton that will be considered in this paper. For more details concerning the notions introduced we refer to [12, 13] .
A two-way restarting automaton, RLWW-automaton for short, is a one-tape machine that is described by an 8-tuple M = (Q, Σ, Γ, c, $, q 0 , k, δ), where Q is a finite set of states, Σ is a finite input alphabet, and Γ is a finite tape alphabet containing Σ, where the letters in Γ Σ are called auxiliary symbols. Further, the symbols c, $ ∈ Γ serve as markers for the left and right border of the work space, respectively, q 0 ∈ Q is the initial state, k ≥ 1 is the size of the read/write window, and δ is the transition relation that assigns a finite set of transitions to each pair (q, u) consisting of a state q ∈ Q and a possible content u of the read/write window. There are five different types of transition steps:
1. A move-right step is of the form (q , MVR) ∈ δ(q, u), where q ∈ Q and u = $. If M is in state q and sees the string u in its read/write window, then this move-right step causes M to shift the read/write window one position to the right and to enter state q . However, if the content u of the read/write window is just the symbol $, then no shift to the right is possible. 2. A move-left step is of the form (q , MVL) ∈ δ(q, u), where q ∈ Q and u does not start with the symbol c. It causes M to shift the read/write window one position to the left and to enter state q . 3. A rewrite step is of the form (q , v) ∈ δ(q, u), where q ∈ Q, u = $, and v is a string such that |v| < |u|. It causes M to replace the content u of the read/write window by the string v, thereby shortening the tape, and to enter state q . Further, the read/write window is placed immediately to the right of the string v. However, some additional restrictions apply in that the border markers c and $ must not disappear from the tape nor can new occurrences of these markers be created. Further, the read/write window must not move across the right border marker $, that is, if the string u ends in $, then so does the string v, and after performing the rewrite operation, the read/write window is placed on the $-symbol. 4. A restart step is of the form Restart ∈ δ(q, u). It causes M to place its read/write window over the left end of the tape, so that the first symbol it sees is the left border marker c, and to reenter the initial state q 0 . 5. An accept step is of the form Accept ∈ δ(q, u). It causes M to halt and accept.
If δ(q, u) = ∅ for a pair (q, u), then M necessarily halts, and we say that M rejects in this situation. In addition, the transition relation must satisfy the requirement that, ignoring move-right and move-left steps for the moment, rewrite operations and restart steps alternate in every computation, with a rewrite operation coming first.
A configuration of M is a string αqβ, where q ∈ Q ∪ {Accept}, and either α = ε and β ∈ {c} · Γ * · {$} or α ∈ {c} · Γ * and β ∈ Γ * · {$}; here q represents the current state (or the fact that M has accepted), αβ is the current content of the tape, and it is understood that the read/write window contains the first k symbols of β or all of β when |β| ≤ k. A restarting configuration is of the form q 0 cw$, where
A halting configuration is a configuration αqβ in which M cannot perform any transition; it is called accepting, if q = Accept, otherwise it is called rejecting.
In general, the automaton M is nondeterministic, that is, there can be two or more instructions with the same left-hand side (q, u), and thus, there can be more than one computation for an input word. If that is not the case, the automaton is deterministic. We will use the prefix det-to denote classes of deterministic restarting automata.
We observe that any finite computation of a two-way restarting automaton M consists of certain phases. A phase, called a cycle, starts in a restarting configuration, the head moves along the tape performing MVR operations, MVL operations, and a single Rewrite operation until a Restart operation is performed and thus a new restarting configuration is reached. If no further Restart operation is performed, any finite computation necessarily finishes in a halting configurationsuch a phase is called a tail. As each cycle contains an application of a Rewrite operation, each new phase starts on a shorter word than the previous one. We use the notation u An input word w ∈ Σ * is accepted by M , if there is a computation which, starting with the initial configuration q 0 cw$, finishes by executing an Accept instruction. By L(M ) we denote the language consisting of all words accepted by M ; we say that M accepts (recognizes) the language L(M ).
We will also consider some restricted types of restarting automata. An RRWWautomaton is an RLWW-automaton that does not use any MVL operations, and an RWW-automaton is an RRWW-automaton for which each Rewrite step is immediately followed by a Restart step. Further, an RLW-automaton is an RLWWautomaton without auxiliary symbols, and an RL-automaton is an RLW-automaton for which each rewrite operation (q , v) ∈ δ(q, u) satisfies the restriction that v is a (scattered) subword of u, that is, u is rewritten into v by simply deleting some of the letters of u. Obviously, the restrictions on the Rewrite operations and those on the movement of the read/write window can be combined, which yields the RRW-, RW-, RR-, and R-automaton.
Each cycle C of a computation of a restarting automaton contains a unique configuration αqβ in which a Rewrite instruction is applied. Then |β| is the right distance of C, denoted by D r (C), and |α| is the left distance of C, denoted by D l (C).
We say that a sequence of cycles
A computation is monotone if the corresponding sequence of cycles is monotone. Observe that the tail of the computation does not play any role here. An RLWW-automaton is called monotone if all its computations that start with an initial configuration are monotone. The prefix mon-will be used to denote the corresponding classes of restarting automata.
Let j be a positive integer. A sequence of cycles (C 1 , C 2 , . . . , C n ) of a restarting automaton is called j-monotone if it can be partitioned into j interleaved subsequences that are all monotone [14, 15] . Accordingly, a computation is j-monotone if the corresponding sequence of cycles is j-monotone, and an RLWW-automaton is j-monotone if all its computations that start with an initial configuration are j-monotone. It has been shown that with the value of the parameter j the expressive power of j-monotone RRW-automata increases [15] . On the other hand, already 2-monotone R-automata accept NP-complete languages [8] , which implies that these automata are already too powerful to admit an efficient implementation. Therefore, we introduce the following weaker notion of j-monotonicity.
Let j be a positive integer. A sequence of cycles (
Observe that here the j monotone subsequences follow sequentially one after the other, while for the general notion of j-monotonicity it is allowed that the j subsequences interleave. A restarting automaton is called sequentially j-monotone if each of its computations that starts with an initial configuration is sequentially j -monotone for some j ≤ j. We will use the prefix j-s-mon-to denote classes of sequentially j-monotone restarting automata.
For integers i, j, where 0 ≤ i ≤ j, we use [i, j] to denote the set of integers {i, i + 1, . . . , j}, and we take σ ≥n := {σ i | i ≥ n}, where σ is a word. Also we will identify regular expressions with the regular languages defined by them.
Nondeterministic restarting automata without auxiliary symbols
In this section we show that for nondeterministic restarting automata without auxiliary symbols, sequential (j + 1)-monotonicity is more expressive than sequential j-monotonicity. For proving this result we present a family of example languages L j (j ≥ 1). To define these languages we first introduce a function ϑ : ( p≥1 N The following observations on ϑ will be useful. They follow easily from the above definition.
Now, for each integer j ≥ 1, the language L j on Σ := {a, b} is defined as
For each 1 ≤ i < j, the value of ϑ(n i+1 , m i+1 , . . . , n j , m j ) determines which comparison between a ni and b mi is to be made. As we will see below, this will force the degree of sequential monotonicity for an RLW-automaton for L j to be at least j. First, however, we show that the language L j is accepted by a deterministic RLautomaton that is sequentially j-monotone.
Proof. The language L j is accepted by a deterministic j-s-mon-RL-automaton M that works as follows. If the word on the tape does not belong to (a This M can do by first moving its read/write window all the way to the right delimiter $, and by then moving it back across all those blocks a n l b m l for which m l = 1 or n l ≤ 2 holds. If i = j, then M removes a factor ab from this block and restarts. Otherwise, M can obviously compute the value of ϑ(n i+1 , m i+1 , . . . , n j , m j ) in its finite control while moving its read/write window to the left.
If ϑ(n i+1 , m i+1 , . . . , n j , m j ) = 1, then M removes a factor ab from the i-th block, otherwise, M removes a factor a 2 b from that block. In each case M restarts after performing the rewrite operation.
In this way the tape content is reduced until all blocks satisfy m i = 1 or n i ≤ 2. Now M accepts if and only if ϑ(n 1 , m 1 , . . . , n j , m j ) = 1 holds. It follows easily that L(M ) = L j . As M processes the input block by block from right to left, each computation of M consists of (at most) j monotone subsequences that follow one after the other. Hence, M is sequentially j-monotone.
For each RL-automaton, there exists a (nondeterministic) RR-automaton that accepts the same language and that executes exactly the same cycles ( [9] , Prop. 2.4). Hence, the proposition above has the following immediate consequence.
Below we will see that, for j ≥ 2, the language L j is not accepted by any sequentially (j − 1)-monotone RLW-automaton. For proving this negative result we need the following pumping lemma for restarting automata (see, e.g., [13] ). Now we are ready to establish the following result announced above.
Proof. Let M = (Q, Σ, Σ, c, $, q 0 , k, δ) be an RLW-automaton for L j , let p be the constant for M from the Pumping Lemma, and let r := p!. We say that the i-th block of a word of the form
is also part of a computation of M , provided that α i = β i = 0 for each i for which the i-th block in
Proof of Claim 1. We can apply pumping to each a-syllable and each b-syllable that is longer than 2r. As r is divisible by the length of any resulting pumping factor, the result follows.
A word (a n b n ) j is called a basic input if n is a multiple of r and n ≥ 3r. Note that each basic input belongs to L j , and that none of its blocks is short.
, and let i ∈ [1, j] . If the i-th block is not short in any of the configurations during the above computation, then (a) during this computation no rewrite step is applied to any of the first i − 1 blocks, that is, n t = m t = n for each t < i; (b) n i = m i ≥ 3r, and each rewrite step that is applied during this computation to the i-th block is of the form a
Proof of Claim 2. This claim is proved by contradiction. So assume that it is not true for some n ≥ 3r that is a multiple of r and some i ∈ [1, j] , and let a n 1 b m 1 · · · a n j b m j be the first configuration that contradicts this claim, that is,
• n l = n or m l = n for some l < i, or
• some rewrite step that changes one of the first i blocks is not of the form
Observe that the third condition implies that also one of the first two conditions is satisfied. Hence, we concentrate only on the first two conditions. According to our choice of a n 1 b m 1 · · · a n j b m j , the computation considered ends with a cycle of the form
where n t = m t = n for all t ∈ [1, i − 1] and n i = m i ≥ 3r. By analysing this cycle in detail, we will derive the intended contradiction. Let us note for future reference that, for each s ≤ i,
holds. Indeed, a rewrite operation can only change a factor of length at most k, and as k < r and m s ≥ 3r, we see that
To complete the proof of Claim 2, we now distinguish two cases.
Case 1. n t = m t for some t ≤ i. Then from Lemma 3.1 and condition (1) we see that a
This contradicts the fact that we are dealing with an initial segment of an accepting computation of M . Case 2. n t = m t for each t ≤ i, but n l = m l = n for some l < i. Let l be the minimal index for which n l = n. As n l = m l = n, it follows that the rewrite operation that is executed in the cycle
s−u for some integers s and u satisfying k > s ≥ u > 0, and that it is applied to the center of the l-th block. Thus, we have the following equalities and inequalities:
Now we define a wordv := an
only in the l-th and the i-th blocks as follows:
Asn i =m i andn i ≤ 2m i , and asn t ≤ 2m t for each t < i, Lemma 3.1 implies thatv ∈ L j . On the other hand, from Claim 1 we see thatv cv , wherê v := an 1 bm 1 · · · an j bm j is defined as follows:
Observe thatn i =m i andn i ≤ 2m i . Hence, we obtain ϑ(n i ,m i , . . . ,n j ,m j ) = 0. Now the facts thatn l = 2n − u > 2(n − u) = 2m l and thatn t =m t for all i > t = l imply that ϑ(n 1 ,m 1 , . . . ,n j ,m j ) = 1 (see Lem. 3.1). Thus,v ∈ L j , which in turn implies that M will also accept on inputv. This contradicts our assuption that L(M ) = L j , therewith completing the proof of Claim 2.
Using these two claims we will now finish the proof of Proposition 3.5. Let w = (a n b n ) j ∈ L j be a basic input. We analyse the accepting computations on this input. From Claim 1 we see that w cannot be accepted by M as long as the first block is not short, since otherwise also the input v ∈ L j would be accepted that is obtained from w by replacing the first block by a n b n+r . On the other hand, Claim 2 implies that the first rewrite step that changes the i-th block is not applied before a configuration has been reached in which the (i + 1)-st block is short. Thus, each accepting computation first reduces the j-th block into a short block, then the (j − 1)-st block and so on. Further, the first rewrite operation that changes the i-th block is performed in the center of that block (see Claim 2). Hence, its right distance is larger than the right distance of the previous rewrite step that was applied within the blocks i+1, . . . , j by (at least) the number n − k. Thus, this rewrite step starts a new monotone subsequence. By applying this observation to all blocks, we obtain at least j monotone subsequences that follow sequentially one after the other. Thus, M is not sequentially (j − 1)-monotone. Corollary 3.3 and Proposition 3.5 yield hierarchy results with respect to the degree of sequential monotonicity for RR(W)-and for RL(W)-automata. In order to also obtain corresponding hierarchies for R(W)-automata, we need a somewhat more involved variant of the language L j .
Let Σ := {a, b, c, d} be the new terminal alphabet. For a subset ∆ ⊆ Σ, we denote the projection from Σ * onto ∆ * by π ∆ , that is, for x ∈ Σ * , π ∆ (x) is obtained from x by removing all occurrences of symbols from Σ ∆. For j ≥ 1, the language L j ⊆ Σ * is defined as follows: The idea is that the symbol c is used to "mark" those blocks for which it should be checked whether n l = m l holds, and the symbol d is used to "mark" those blocks for which it should be checked whether n l > 2m l holds. Further, c and d only occur in a number of "suffix blocks", which will force the restarting automaton to process the blocks from right to left. For the language L j we have the following positive result.
Proof. We describe a sequentially j-monotone RW-automaton M that accepts the language L j . This automaton works as follows. Whenever the prefix of the tape content read by M during a cycle is not a prefix of the regular language
then M rejects immediately. Otherwise, in each cycle M chooses nondeterministically a block to which the next rewrite operation is to be applied, and which of the conditions n l = m l or n l > 2m l should be checked for this block (the l-th block).
In the former case it applies the rewrite transition aabb → acb or aacbb → acb in the middle of this block, and in the latter case it applies the rewrite transition a 3 b 2 → adb or a 3 db 2 → adb at that position. If none of these rewrite steps is possible or a block preceding the chosen block does not belong to a
Finally, M may decide nondeterministically that it is already executing the tail of a computation. In this case M does not execute any rewrite step, but it checks whether the current tape content belongs to the regular language
In the negative, M rejects. In the affirmative M accepts if
belongs to the language L j , which is the case if and only if the following conditions are satisfied simultaneously:
Because of the size restriction of all these blocks, M can verify these conditions while scanning the tape from left to right. It is easily verified that in this way M accepts the language L j , and that M is sequentially j-monotone. Actually each computation consists of j monotone sequences during which rewrite operations are applied to the j-th block, the (j − 1)-st block, and so on up to the first block, or it stops early in case an inappropriate block is chosen in any cycle or the tail of the computation is entered too early.
Contrasting the above result we have the following negative result.
Proof. Let j ≥ 2, and M = (Q, Σ, Σ, c, $, q 0 , k, δ) be an RLW-automaton that accepts the language L j . We analyse the accepting computations of M on those inputs from L j which initially do not contain any occurences of the symbols c or d.
Note that Claim 1 from the proof of Proposition 3.5 also holds for M . In fact, it even applies if some blocks of the restarting configuration considered belong to the regular language a
Moreover, Claim 2 also holds for L j in those cases in which there are no occurrences of the symbols c or d in the first i blocks of the configuration considered. Hence, starting from a basic input w = (a n b n ) j ∈ L j , we can follow the proof of Proposition 3.5. The only difference is that now the automaton M may insert a c or a d in some block and after that we cannot apply Claim 2 to prefixes containing this block. However, the tape content of each configuration during an accepting computation must belong to L j . Thus, the symbols c and d can be inserted only from right to left, first in the center of the j-th block, then in the center of the (j − 1)-st block, and so on. If c or d is inserted into the i-th block, while this block is not yet short, the rewrite step that inserts this symbol has a larger right distance than the last rewrite step in the (i + 1)-st block preceding it (as the size of the window, k, is much smaller than r). On the other hand, as long as the first i blocks do not contain any occurrences of c or d, Claims 1 and 2 ensure that the rewrite steps up to the configuration in which the i-th block becomes short require at least j − i + 1 sequentially monotone sequences. It follows that the RLW-automaton M is certainly not sequentially (j − 1)-monotone. Propositions 3.6 and 3.7 establish a hierarchy result for RW-automata. In order to obtain the corresponding result also for R-automata, we derive the following technical result.
Let M be a sequentially j-monotone RW-automaton for the language L j , let k be the size of its read/write window, and let m be the size of its tape alphabet (that is, m = 4). Finally, let L j := ϕ k,m (L j ), where ϕ k,j is the encoding defined in [8] , Section 3.
In order to show that L j ∈ L((j − 1)-s-mon-RLW) by contradiction, we assume that there exists a sequentially (j − 1)-monotone RLW-automaton M accepting the language L j . From M we now construct a sequentially (j − 1)-monotone
On a tape content x ∈ Σ * , M simulates a computation of M on the tape content ϕ k,m (x). Whenever M intends to perform a rewrite step that converts the tape content into a string that is not of the form ϕ k,m (y) for any y ∈ Σ * , M rejects, as by the correctness preserving property (see, e.g., [13] ) this rewrite step clearly indicates that the computation of M being simulated is not accepting. In all other cases M is able to 'mimic' the corresponding steps of M . It is easily verified that in this way M recognizes the language L j , and that M is sequentially (j − 1)-monotone if M is sequentially (j − 1)-monotone.
As a consequence of all the results above we obtain the following theorem. Theorem 3.9. For each j ∈ N + and each X ∈ {R, RW, RR, RRW, RL, RLW},
Observe, however, that the language
is not accepted by any RR-automaton, although it is accepted by a monotone
In particular, the language classes L(j-s-mon-RLW) and L((j + 1)-s-mon-R) are incomparable under inclusion. In [9] it is established for each j ≥ 2 that the languagē
In fact, in the proof of the noninclusion result it is shown that an RLW-automaton M for the languageL j must reduce all blocks from a + b + in an almost synchronous manner. Accordingly, M cannot possibly be sequentially i-monotone for any i ≥ 1, that is,
L(i-s-mon-RLW).
The proofs of Propositions 3.5, 3.7, and 3.8 show that the language L j is not accepted by any RLW-automaton that is (j − 1)-monotone. Thus,
Together with the above result on the languageL j this yields the following results. 
Nondeterministic restarting automata with auxiliary symbols
It is known that the classes of languages L(mon-R(R)WW) and L(mon-RLWW) coincide with the class CFL of context-free languages [6] . Here we will show that this characterization extends to the classes of languages that are accepted by sequentially j-monotone R(R)WW-and RLWW-automata for all j ≥ 2. For establishing this result we will proceed as follows.
With an RRWW-automaton M with tape alphabet Γ we will associate the set L mon (M ) of words over Γ that M accepts by monotone computations, and the mapping f M that maps each word w ∈ Γ * to the set of words that M can reach from w by performing a monotone computation. The set L mon (M ) is context-free, and we can obtain from M a pushdown automaton P M and an alphabetic morphism h such that, for each w ∈ Γ * , the set f M (w) coincides with the image under h of the set of final stack contents that P M can generate on input w (Lem. 4.2). Based on this characterization we will then derive the fact that, for each j ≥ 2, the language L (j) mon (M ) of words w ∈ Γ * that M accepts by sequentially j-monotone computations is also context-free (Th.
where Σ is the input alphabet of M , which then yields the announced result. For this approach to work we need the following technical result on pushdown automata.
Let P = (Q, Σ, Γ, δ, q 0 , #, F ) be a pushdown automaton (PDA) with input alphabet Σ and stack alphabet Γ ∪ {#}, where # denotes the bottom marker of the pushdown store, Q is the set of states, q 0 ∈ Q is the initial state, F ⊆ Q is the set of final states, and δ is the transition relation. As usual we describe configurations of P by triples of the form (q, u, α), where q ∈ Q denotes the current state, u ∈ Σ * is the still unread part of the input, and α ∈ # · Γ * is the content of the pushdown store, where the first symbol of α is on the bottom of the pushdown store, and the last letter of α is the symbol on top of the pushdown store.
For a word u ∈ Σ * ,
is the language of final stack contents that P can generate on input u. For a language L ⊆ Σ * , SC P (L) := u∈L SC P (u). It is well-known that the language SC P (L) is regular for each regular language L [4] . Lemma 4.1. Let P be a pushdown automaton with input alphabet Σ and pushdown alphabet Γ ∪ {#}, and let S be a subset of SC P (Σ * ). If S is context-free, then so is the language SC −1
Proof. LetΓ be a new alphabet in one-to-one correspondence to Γ such that Γ andΓ are disjoint. Further, let# be another new symbol, and let R be the finite string-rewriting system
on Ω := Γ ∪Γ ∪ {#,#}. Then R is a special system that is confluent (see, e.g., [2] ). For w ∈ Ω * , ∆ * R (w) is the set of all descendants of w with respect to the reduction relation induced by R, that is,
and ∆ * R (T ) := w∈T ∆ * R (w) for each subset T ⊆ Ω * . It is well-known that the set ∆ * R (T ) is regular, whenever T is a regular language. From the PDA P one easily obtains a finite-state transducer (FST) B with ε-transitions, input alphabet Σ, and output alphabet Ω that imitates the behaviour of P step by step as follows. Whenever P performs a transition (q, a, b) → (q , w) , where q, q are internal states of P , a ∈ Σ ∪ {ε} is the input symbol read, b ∈ Γ is the topmost symbol on P 's pushdown store, and w ∈ Γ * is the pushdown word by which the symbol b is replaced, then B executes the transition (q, a) → (q ,bw), that is, B performs the same input and change-of-state step as P , but it simulates the pushdown operation b → w by producing the outputbw, which means that B just guesses the topmost symbol on the pushdown store of P . The string-rewriting system R is then used to verify that this guess is correct by matching the output symbolb to the last output symbol produced previously. It can be shown that the following equality holds for each word u ∈ Σ * (see [3] for the details):
Now let S be a subset of SC P (Σ * ). Then a word u ∈ Σ * belongs to the set SC 
Then we obtain the following equality:
Now if S is a context-free language, then so is the language## · S. From the form of the rules of R we see immediately that then ∇ * R (## · S) is context-free, too, which implies that B −1 (∇ and the mapping f M : Γ * → P(Γ * ) that is defined as follows:
f M (w) := { y ∈ Γ * | There exists a monotone sequence of cycles of M that starts from the restarting configuration q 0 cw$ and ends with the restarting configuration q 0 cy$ }.
Observe that the language f M (Γ * ) is simply the set Γ * , as from each restarting configuration, a monotone computation of M originates, which, however, may consist of a single cycle only, or which may even consist of no cycle at all. (b) There exists a pushdown automaton P M with input alphabet Σ and pushdown alphabet Θ, and an alphabetic morphism h :
Proof.
(a) In [6] it is shown that the language L(M ) that is accepted by a monotone RRWW-automaton M is necessarily context-free by presenting a simulation of M by a PDA P M . Even if the RRWW-automaton M is not monotone, then, given a word w ∈ Γ * , this PDA simulates the monotone computations of M that originate from the restarting configuration q 0 cw$. Thus, this PDA accepts the language L mon (M ), which means that this language is indeed context-free. (b) The PDA P M above simulates the monotone initial parts of all computations of M . It has input alphabet Σ and pushdown alphabet Θ := Γ × P(Q), as it uses its pushdown to store a prefix u of the tape content of M together with information on the subset of states of M that M can reach from its initial state q 0 by reading the prefix u. We modify P M in such a way that, each time it starts the simulation of a cycle of M , it may decide (nondeterministically) to abort the simulation process. In this case it pushes the remaining suffix of the input onto the pushdown store, and halts and accepts. Hence, the resulting PDA P M has input alphabet Σ and pushdown alphabet Θ := Θ ∪ Γ. We define an alphabetic morphism h : Θ * → Γ * through a → a and (a, Q ) → a for each a ∈ Γ and Q ⊆ Q. Then f M (w) = h(SC PM (w)) holds for each word w ∈ Γ * .
Let M be an RRWW-automaton with tape alphabet Γ. For each integer j ≥ 1, we denote by L
Then, for each word w ∈ Γ * and each number j ≥ 2,
The main result of this section is an immediate consequence of the following technical result. As
implying that the language L For each RLWW-automaton, there exists an RRWW-automaton that accepts the same language and that executes exactly the same cycles ( [9] , Prop. 2.4). Hence, we also get the following result. Thus, for all types of nondeterministic restarting automata with auxiliary symbols the degree of sequential monotonicity does not yield a hierarchy in contrast to the situation for restarting automata without auxiliary symbols.
Finally observe that the context-free language
is not accepted by any RLW-automaton [6] , which implies by the results above that j≥1 L(j-s-mon-RLW) is a proper subclass of CFL.
Deterministic restarting automata
It is known that all levels of j-monotonicity for deterministic R(R)(W)(W)-automata collapse to DCFL [9] . As each sequentially j-monotone computation is also j-monotone, we obtain the following result. Monotone deterministic RL-automata recognize some languages which are not in DCFL [14] . Further, we see from Propositions 3.2 and 3.5 that, for each j ≥ 2, L j ∈ L(det-j-s-mon-RL) L(det-(j − 1)-s-mon-RLW). This yields the following hierarchies. 
Concluding remarks
We have seen that sequential j-monotonicity yields interesting extensions for those language classes that are defined by monotone restarting automata without auxiliary symbols without losing the efficiency of the solution to the membership problem. On the other hand, it turned out that all degrees of sequential monotonicity collapse to the first level for restarting automata with auxiliary symbols. This fact may be interesting in its own right as it gives a much less restricted machine model for CFL than the pushdown automaton. However, this result says that the expressive capability of sequentially j-monotone restarting automata is not sufficient to cover many important aspects of the analysis by reduction. Thus, other generalizations of monotonicity are needed.
An interesting open problem is whether sequential j-monotonicity gives an infinite hierarchy for deterministic RLWW-automata. Our feeling is that it might be possible to establish such a hierarchy with some technical effort. It would give the first example of a strict hierarchy for restarting automata that use auxiliary symbols.
Further, by requiring that the left distance must not increase from one cycle to the next in a computation, the notion of left-monotonicity was introduced for restarting automata in [9] . There also the generalization to j-left-monotonicity was considered. Now it is straightforward to also introduce the sequential variant of j-left-monotonicity. It appears that the results obtained in this paper for nondeterministic restarting automata with and without auxiliary symbols should carry over to sequential left-monotonicity. However, for deterministic restarting automata without auxiliary symbols, j-left-monotonicity yields infinite hierarchies, and even in the presence of auxiliary symbols, it is known that 2-left-monotonicity is more expressive than left-monotonicity. Is it possible to establish corresponding hierarchy results also for sequentially left-monotone deterministic restarting automata?
