Computation models that rely on a decision boundary approach have a severe limitation in recognizing the same objects with different appearances. Variations in the appearance of an object often create variations in their discriminative features as well. Hence, the derived feature data points might be shifted into the wrong decision regions. In this paper, we present an application of a dictionary-based Non-negative Matrix Factorization (NMF) for classifying handwritten digits under superimposition. The superimposed digits are encoded as the input V, which is factorized into two matrices, V ≈ WH where W is the basis vector representing the prototypes of handwritten digits and H is the encoding coefficients representing the digit classification output sequence. We show that a dictionary-based NMF could classify an input sequence of single handwritten digits as well as superimposed digits. This is because NMF searches for an optimal linear aggregation of the components in the dictionary V ≈ WH. This unique ability of NMF allows it to classify superimposed digits. The experimental results show that the proposed approach can recognize superimposed digits with good accuracy.
Background
It is widely accepted that human visual process starts off from edge detection, then component segmentation before perceptual interpretation 1 . Our visual systems possess the ability to resolve ambiguities introduced from variations such as lighting, orientation, scale, superimposition and occlusion. Although there are some guiding principles in perceptual interpretation such as Gestalt principles, to our best knowledge, there is no known computation technique that could mimic perceptual behaviors such as the ability to filter out only the interested region in superimposition cases. This is still an open research issue.
Common computational approaches employed in image recognition tasks are often based on decision boundary of classification models and probabilistic models. These approaches have a severe limitation in recognizing variants of the same object since the decision boundary is constructed from training examples. An object with superimposition or occlusion will appear as a different object to the model learned from examples.This limitation is also common in dictionary-based template matching approaches. In this work, however, we investigate the application of a dictionarybased NMF to tackle the superimposed digits issue. The dictionary-based NMF recognizes objects by looking up for a match from the aggregations of components in the dictionary. The approach is chosen since it offers a unique ability to infer linear aggregation of dictionary components. This means the approach should be able to handle superimposition cases. This work attempts to investigate this issue.
In our application, the matrix W is initialized as a dictionary of handwritten digits. Hence, a successful factorization of a sequence of input handwritten digits, V, yields a sequence of digit classification output H. With this approach, a sequence of digits or superimposed digits can still be classified correctly.
The rest of the paper is organised as follows: section 2 presents the related works, discusses our motivations and explains the problem formulation; section 3 presents the important concepts of the proposed approach; section 4 presents the experimental design and discusses the experimental results; and finally, section 5 concludes this research work.
Related Work
Recognizing handwritten digits is a sub-area of handwritten recognition research. A complete handwriting recognition system processes either online or offline handwritten input by segmenting handwritten input into characters, recognizing each character and producing the results in a suitable format. Various application domain of handwritten symbols have been studied, for examples: reading postal address 2 ; reading vehicle license plates 3 ; reading music notation 4 ; and reading mathematical symbols 5 . Classification models and probabilistic graphical models are the common approaches employed in handwritten digit recognition. The decision regions of these models are constructed from many training examples. As long as the constructed models do not over-fit the data, the more the examples, the more robust the model is. Bottou et al. 6 shows that convolution neural nets can handle large training data better than many other techniques e.g., linear classifier, polynomail classifier and support vector machine. To date, the convolution neural net has the smallest error rate in classifying MNIST handwritten digit data set, that is less than 0.5 %.
All classification techniques that rely on feature matching between an input query and stored patterns are, in principle, a dictionary lookup approach. The performance of the systems in this category depends on the completeness of the dictionary. How could the dictionary be extended to handle variations introduced to the system? Instead of creating more classes to handle different varients. A more effective approach would be to infer about each different model and results from the interactions of different models, since the number of models are much lesser than the number of possible variations. In the digits superimposition case, NMF provides the means for explicit reasoning about each digit and superimposed digits.
NMF has been investigated by 7, 8, 9 . NMF offers a part-based interpretation of local components which are in contrast with other holistic approaches where local features are not explicitly encoded by default. The idea of a partbased aggregation in NMF is useful and NMF has been applied to many domains such as facial recognition 8 , image segmentation 10 , document categorization, clustering 9 , and polyphonic transcription 11, 12 . In the recent work by 13 , the localized NMF is employed to recognize occluded images.
In essence, NMF factorizes an input matrix V into a linear combination of two components W and H, i.e., V m×n ≈ W m×r H r×n . There are many plausible combinations of W and H for any given V, even though the non-negativity constraint is applied. Other domain dependent constraints may be added to guide the factorization process.
A Dictionary-based Non-negative Matrix Factorization
Superimpositions are common in visual analysis. Superimposed symbols are common in graphic designs but the issue has been somewhat neglected by researchers. To the best of our knowledge, there is no standard data set for the superimposition problem. Here, we performed experiments on MNIST handwritten digits dataset. This data set is a collection of handwritten digits from 500 subjects. It comprises 60,000 training examples and 10,000 testing examples, roughly 6,000 training examples and 1,000 testing examples for each digit. Each example is represented in 28 × 28 pixels and each pixel has 256 intensity levels (more details of MNIST dataset can be accessed via http://yann.lecun.com/exdb/mnist/).
(a) A subset of digits from the MNIST database.
(b) The third row shows superimposition of digits from the first and the second row. Figure 1 shows the samples of digits from the MNIST database and the samples of superimposed digits. We construct the superimposed digits from MNIST data set by compositing two digits together. The intensity of the pixels in the superimposed image is the maximum intensity from the two digits.
Using the Dictionary-based NMF as a Classifier
Let V m×n be a matrix where v n is a column vector representing the features extracted from a single handwritten digit. Here, the representation of each digit in NMF is obtained by mapping each pixel p i j of a digit D r×c , where
784×1 . In other words, this is a flattening of each row in the matrix D to form the vector v. Due to the non-negativity constraint of NMF, a further dimension reduction using techniques such as the Principle Component Analysis (PCA) is not possible since PCA produces negative values.
The non-negative constraint of NMF gives an interpretation of a linear aggregation of the basis column vectors W and the coefficients of the linear aggregation H that could reconstruct the original data V. However, there could be many possible W and H that could satisfy V ≈ WH. In most applications, a constraint on the number of basis vectors w r is imposed. In our approach, each basis vector w r is the prototype of a handwritten digit. We impose constraints on both the content and the size of W.
Since each handwritten digit class can have many variations (it is writer-dependent), we have decided to cluster the training examples based on the Euclidean distance into k clusters (for each digit class) and take the center of each cluster to be the prototype digit of that cluster. Let W m×r be a matrix where w r is a column vector representing the features of a digit prototype. The matrix W is the dictionary matrix.
For each test run, we randomly pick 2000 digits from the test data set. This forms a matrix V 784×2000 . The corresponding class labels L ∈ {0, 1, ..., 9} of all the digits in V are recorded to provide a ground truth for analyzing the classification results. Each entry in the ground truth matrix G ∈ {0, 1} r×n indicates whether the corresponding entry in the dictionary is True (1) or False (0). The entry is set to 1 if the selected digit is from that entry, otherwise it is set to 0. The size of the matrix G is the same as the size of the matrix H where each row corresponds to an entry in the dictionary W and each column corresponds to each input digit v.
Given a matrix V and the dictionary W, we could compute H by minimizing the cost function below 8 :
where We hypothesize that our computational model can handle the superimposition case. Employing a digit-model dictionary in NMF makes NMF a kind of generative model. The matrix V could be thought of as being constructed from a linear aggregation of a dictionary W and the activation coefficients H. In other words, the H matrix reveal the class of the input matrix V. In our setup, the matrix V m×n represents m features of n digit sequence, while the dictionary W m×r represents m features of r entries in the dictionary, and H r×n represents the classification output for a sequence of n digits. Figure 2 summarizes the ideas behind our approach: (i) The dictionary W is constructed using k cluster centers of each digit from the MNIST training data set; (ii) A test sequence V is constructed by randomly picking 2000 digits from the test data set (for the superimposition of 2 digits, 4000 digits will be randomly selected). The class labels are recorded for comparison to the classification results. The system factorizes the input V using the constraint from W to obtain the classification H. Each column of h n shows the contribution of the entry r of w r towards the input v n . For a single digit, the classification is interpreted from argmax h n . For the superimposition of two digits, the first two highest entries are interpreted as the classified digits.
Experimental Design
One drawback of the NMF approach is the computation cost from matrix operations. It will be too expensive to include all available training examples in the dictionary-based NMF approach. The strings of pixels expanded from a 28×28 pixels image require a dictionary matrix having 784×60000 entries. We have decided to cluster handwritten digit data using the k-means clustering technique, with the following number of clusters k = {10, 30, 50, 70, 90 }. The dictionary is built using only the digits obtained from the cluster center. Hence, for k = 90, there will be 900 digits in the dictionary, i.e., 784×900 entries.
There were two main parts in this experiment. In the first part, we show that a dictionary-based NMF can perform a dictionary lookup task and its non-negative aggregation enables a complex lookup involving superimposed digits. To provide a baseline for comparison with further experiments, the test data from the first part is drawn from the dictionary. As a consequence, we would expect to see a stable performance of the models in terms of classification accuracy over different dictionary sizes. In the second part, we investigate an inexact dictionary lookup for single digits and superimposed digits. Here, the dictionary is built from the training set and the test data from the test data set. The inexact dictionary lookup shows how well a dictionary-based representation perform as a generalized model.
Results and Discussion
In our experiments, the input V is a sequence of randomly picked digits from the test pool (i.e., the cluster centers for the first part and the digits from the test set for the second part of the experiment). The accuracy is computed by counting the number of the correctly classified digits in the matrix H with reference to the ground truth matrix G. The values reported for all experiments are averaged over 10 runs. We measure the performance of the system using the accuracy of the models which are computed from the number of correct classifications. Figure 3 shows that the output from the first part of the experiment are stable across different values of k. This is expected since increasing the size of the dictionary should not jeopardize the accuracy. The results confirm that the dictionary-based NMF can perform the lookup task. This gives the performance baselines under the current implementation for a single digit case and a superimposed digits case.
For the second part of the experiment, the accuracy of the models in generalizing single digits are around 90-93% and around 80-84% for superimposed digits. There is a clear increment in accuracy rates when k increases from 10 to 30. However, there seems to be little improvement in the classification accuracy for k higher than 50. Although the accuracy from the baseline cases implies that the system can perform well if the dictionary is complete, it is impractical to keep on increasing the number of clusters since the computing cost of the NMF outweighs the gain in accuracy improvement. Figure 4 shows the output from the second part of the experiment. We show the average accuracy of the models broken down for each digit. The output from single digits has a higher accuracy than those from superimposed digits. The overall performance of the dictionary-based NMF approach is stable, as is evident from the low standard deviations across the different values of clusters.
It is interesting to note that both output share the same patterns, i.e., the even digits have a slightly higher accuracy than the odd digits. Apparently NMF finds it easier to classify the even digits. We believe this results from the ambiguity of the shapes of odd digits, for example, the handwritten digit 9 could be quite similar (for NMF) to the handwritten digits of 4, 5, 7 and probably 1; while the handwritten digit of 2 appears to be less ambiguous.
Conclusion and Future Work
In this paper, we have shown that a dictionary-based NMF can perform a lookup task. Its non-negative factoring offers a linear aggregation of the components in the dictionary. This allows the dictionary-based NMF to look up digits superimposed on top of each other. This type of superimposition can be observed in a graphic design domain where the texts are often superimposed on other objects (which could be texts with different fonts or images). This problem is very hard, if not impossible, for standard pattern recognition techniques that learn to classify features of different classes by learning decision boundaries of classes.
The accuracy of the single digit case is poorer than the current state of the art techniques, such as convolution neural network. However, this work offers a novel usage of NMF to separate superimposed objects by relying on the non-negative linear aggregation of NMF. We hope this could spark interests in solving superimposition and occlusion problems using component aggregation techniques. In future work, we hope to improve on the computing efficiency and accuracy of classification through a more expressive representation of features.
