Abstract-The problem of learning label rankings is receiving increasing attention from machine learning and data mining community. Its goal is to learn a mapping from instances to rankings over a finite number of labels. In this paper, we devote to giving an overview of the state-of-the-art in the area of label ranking, and providing a basic taxonomy of the label ranking algorithms. Specifically, we classify these label ranking algorithms into four categories, namely decomposition methods, probabilistic methods, similaritybased methods, and other methods. We pay particular attention to the latest advances in each. Also, we discuss their strengths and weaknesses, and highlight some interesting challenges that remain to be solved.
I. INTRODUCTION
Among the problems in the realm of preference learning, label ranking has probably received the most attention in the machine learning literatures in recent years [1] - [3] . Label ranking studies a mapping from instances to rankings over a finite number of predefined labels. It can be considered as a variant of the conventional classification problem, where only a single label is requested instead of a ranking of all labels.
There are a large number of practical applications of label ranking [3] - [5] , in which the target is to learn an exact label preference of an instance in form of a complete ranking. For example, in bioinformatics, where the task is to rank a set of genes according to their expression level (measured by microarray analysis) based on features of their phylogenetic profile [4] . Another interesting application scenario is metalearning, where the target is to induce a total rank of available algorithms according to their suitability for a new dataset, based on the characteristics of the dataset [3] , [6] .
A number of label ranking methods have been proposed for label ranking learning, some of which consist of adapting existing classification algorithms (e.g., k-nearest neighbor [6] , decision trees [7] ). Some approaches are based on probabilistic models, such as Mallows model [8] and Plackett-Luce (PL) model [9] . Some approaches take advantage of the similarities of the rankings, such as naive Bayes for label ranking [3] . Other methods including rulebased label ranking [10] .
A great deal of effort has been made on label ranking. What seems to be lacking, however, is an overview of the existing approaches to label ranking. One exception can be found in [11] , where the authors investigate a plethora of label ranking algorithms. However, they focus on several supervised learning problems including multiclass classification, multilabel classification and hierarchical classification. As same as their work, we hope that by giving an overview of existing literatures on label ranking, the reader would be able to capture the current research status and directions of development in this field. In addition, a considerable number of new methods for label ranking have been proposed in the past two or three years, such as multilayer perceptron [12] , association rule [13] , and Gaussian mixture model (GMM) [14] for label ranking. Consequently, it is necessary to re-conduct a systematic literature review of label ranking algorithms.
The main aim of this review is to make interested reader aware of the possibilities of label ranking, and provide a taxonomy of label ranking techniques, focusing on the existing literatures. We conduct a comprehensive overview of the state-of-the-art label ranking algorithms. In summary, the major contributions of this paper are as follows:
1) we review the currently existing major label ranking algorithms, providing a basic taxonomy of these algorithms. 2) we summarize the main performance metrics used for evaluating label ranking algorithms. 3) we discuss their benefits and drawbacks, and highlighting some interesting challenges that remain to be solved. The rest of the paper is organized as follows. In section II, we recall the problem of the label ranking in a more formal setting, discuss the difference between ranking and classification problem, and summarize the performance metrics used in the label ranking. Then, in section III, we introduce and analysis the major label ranking algorithms and we present a taxonomy of these label ranking approaches. Finally, conclusions and some interesting challenges that remain to be solved are presented in section IV.
II. PRELIMINARIES

A. Problem Description
A general setting of the label ranking problem given here follows the one provided by Cheng et al [9] . Label ranking can be seen as an extension of the conventional setting of classification. Roughly speaking, the former is obtained from the latter through replacing single class label by a total order of all class labels. Instead of predicting every given instance x from an instance space X with one class label λ among a finite set of class labels L = {λ 1 , . . . , λ n }, we associate x with a order of all class labels, i.e., a complete, transitive, and asymmetric relation ≻ x on L, where λ i ≻ x λ j indicates that λ i precedes λ j in the rank associated with x.
Formally, a ranking ≻ x can be identified with a permutation π x of {1, 2, . . . , n}. It is convenient to define π x such that π x (i) = π x (λ i ) is the position of the label λ i in the ranking. A complete ranking for the set L is therefore denoted as:
where π −1 x (j) is the index of the label at position j in the ranking. The class of permutations of {1, 2, . . . , n} is denoted by Ω. By abuse of terminology, we shall refer to element π ∈ Ω as both permutations and rankings.
Specifically, in analogy with the classification setting, each instance is associated with a probability distribution over Ω. That is, for every instance x ∈ X, there exists a probability distribution P (·|x) such that, for every π ∈ Ω, P (π|x) is the probability that π x = π.
The goal in label ranking is to learn a "label ranker" in the form of an X → Ω mapping. As training data, a label ranker has assess to a set of training instances x i , i = 1, 2, . . . , m, together with information about the associated ranking π xi . In practice, we do not have access to the complete ranking of all class labels, but only partial information about their rankings. In order to conform with the practical applications, however, it is important to allow for partial preference information. The incomplete label ranking is denoted as:
where {i 1 , i 2 , . . . , i k } is a subset of the index set {1, 2, . . . , n} such that 1 i 1 < i 2 < . . . < in n. For example, given an instance x, it might be known that λ 3 ≻ x λ 1 ≻ x λ 4 , while no preference information is given about λ 2 and λ 5 .
B. Ranking and classification
Label ranking is a very interesting problem as it associates with three important supervised learning problems, including multiclass classification, multilabel classification and multilabel ranking. In the following, we illustrate the differences among these four learning problems in Figure 1 .
• Multiclass classification is considered as one of the most important supervised learning task, where each instance is associated with a single label from a set of disjoint labels (see Figure 1(a) ). As we mentioned above, existing methods for label ranking are typically extension of conventional classification algorithms.
• Multilabel classification concentrates on learning a model that output a bipartite partition of all class 
where each instance is linked to an ranking of the possible class labels
labels into relevant and irrelevant labels with respect to a query instance (see Figure 1 (b)). The significant difference with respect to multiclass classification is that each instance is associated with a subset of labels, instead of a single label.
• Label ranking on the other hand extends multiclass classification in the sense that it is devote to giving an ordering of all class labels (see Figure 1 (c)). Besides, It has been observed by researchers [1] , [2] , [15] that many conventional supervised learning problems, such as multiclass classification and multilabel classification, can be formalized in terms of label ranking.
• Multilabel ranking is a complex prediction problem where the goal is to not only identify relevant labels from a set of predefined class labels, but also to rank them according to their relevance to a query instance (see Figure 1(d) ). Consequently, multilabel ranking can be considered as a generalization of multilabel classification and label ranking. Unlike conventional classification, label ranking sorts the class label λ i according to their conditional class probabilities p(λ i |x) instead of assuming the existence of a "true class label" of an instance. In fact, the former can be seen as a special case of the latter, the other way around, the latter actually can be interpreted as a generalization of the former. Roughly speaking, it is obtained by associating the "true class" in classification with the top-ranked label in label ranking [16] .
C. Evaluation measures
To evaluate the accuracy of the predicted ranking π relative to the corresponding target ranking π 0 , a suitable accuracy measure defined on the permutation space Ω over n is needed. There are two main accuracy measures for evaluating the performance of label ranking algorithms, i.e., Spearman's rank and Kendall's tau correlation coefficients.
Spearman's rank is a popular and widely accepted similarity metric for rankings [17] . It is originally proposed as a non-parametric rank statistic to measure the strength of the association between two variables. Formally, it is defined as:
where D(π 0 , π) denotes the sum of squared rank distances, i.e.,
Kendall's tau is another alternative similarity metric for rankings [18] . This measure essentially is a linear transformation of the number of discordant pairs of labels of two rankings. It is defined as:
where D(π 0 , π) denotes the number of discordant pairs of labels in target ranking (π 0 ) and predicted ranking (π), i.e.,
. Due to their inherent simplicity, similarity measures still remain prominent in evaluating the new label ranking algorithm. However, these measures fail to take into account some facts in information retrieval or recommender systems. For example, an error on a highly-relevant label should result in a high penalty than an error on a lowrelevant label. In addition, errors at the top of the rank should be costlier than errors at the tail of the rank. Some extensions of conventional distance measures have been proposed, which take into account both label relevance and positional information [19] .
III. LABEL RANKING ALGORITHMS
Various label ranking algorithms have already been proposed in recent two or three years [3] , [10] , [12] , [13] . We devote to reviewing the label ranking algorithms proposed in recent years, and divided them into four categories (see the Table I ), i.e., decomposition methods, probabilistic methods, similarity-based methods, and other methods. For each algorithm, the core idea of the algorithm, as well as its strengths and weakness will be discussed in the following. A detail description of these label ranking algorithms is beyond the scope of this paper. 
A. Decomposition methods
Decomposition technique is an efficient way to solve complex prediction problems, where a label ranking problem is decomposed into several simpler sub-problems, usually binary classification problems, and then the solutions of these sub-problems are combined into output rankings. Subsequently, we outline three main label ranking algorithms in the category of decomposition methods, including constraint classification (CC), log-linear models for label ranking (LL), and ranking by pairwise comparison (RPC).
Constraint classification: It turns the original problem into a single binary classification problem in an expanded, high-dimensional space, and constructs a label ranking model from the classifier learned in that space [20] . More specifically, learning the functions f i (·), i = 1, 2, . . . , n, from training data. The linear utility functions are expressed as:
where
Both positive constraint and negative constraint can be expressed in terms of the sign of an inner product ⟨z, ω⟩, where
is the i-th chunk of the weight vector ω ∈ R nd . Correspondingly, the vector z is constructed by mapping the original d-dimensional training example x into an n × ddimensional space. More specifically, for the positive constraint, we constructed an new
That is, they are block vectors having zeros everywhere except at the i-th and j-th block position, where they have x and -x, respectively, for i ̸ = j. For the negative constraint, a vector is generated with the same elements but reversed signs. Both constraints can serve as training examples for a conventional binary classifier in an n × d-dimensional space. The task now is to find a separating hyperplane in this space, that is, a suitable vector ω satisfying all constraints. Consequently, for an new instance x, the ranking of all labels is given by arg sort j∈{1,...,n} ⟨ω j , x⟩. As this method works solely in an inner product space, it can be kernelized when more complex utility functions are desired [24] .
Log-linear model for label ranking: The key idea of this approach is also to learn a utility function for each individual label [1] . Here, utility functions are expressed as in terms of linear combination of a set of base ranking functions:
where h j (·) is a base ranking function, which maps instance/label pairs to real numbers. A boosting based algorithm is proposed to estimate the model parameters ω j , which seeks to minimize a ranking error in an iterative way [1] . In a special case, when the base functions are defined as follow
the approach is essentially equivalent to constraint classification [2] , and it equal to learning class-specific utility function (5) . In this method, there is not strict assumption about a set of preferences over the label-set. This enables the method to accommodate a variety of ranking problems.
Ranking by pairwise comparison: This method attempts to model the individual preferences directly instead of translating them into a utility function. It is an extension of the well-known reduction technique known as pairwise classification [25] . The key idea of ranking by pairwise comparison is to transform a n-label ranking problem into n(n − 1)/2 binary problems, one for each pair of labels. More specifically, a separate model M i,j is trained for each pair of labels (λ i , λ j ) ∈ L × L, 1 i < j n, using the training examples for which either λ i ≻ x λ j or λ j ≻ x λ i is known. Then, given a instance x ∈ X, M i,j is intended to learn a mapping that outputs 1 if λ i ≻ x λ j , and 0 if λ j ≻ x λ i . This mapping can be realized by any binary classifier. Alternative, one may also learn a model that maps into the unit interval [0, 1] instead of {0, 1}. Typically, a valued preference raltion R x is assigned to every query instance x ∈ X.
Usually, the output of binary classifier can be interpreted as a probability, i.e., the closer the output of M ij to 1, the stronger the preference λ i ≻ x λ j is supported [21] . Finally, an associated ranking π x based on the results of these individual models M i,j can be obtained by using a ranking procedure. A simple though effective strategy is a generalization of voting strategy: each label λ i is assigned a score by the sum of votes S(λ i ) = ∑ λj ̸ =λi R x (λ i , λ j ), and all labels are then ordered according to these scores, i.e., (
. This strategy exhibits desirable properties such as transitivity of pairwise preferences. Furthermore, the RPC algorithm has some competitive advantages. For example, the modular conception of RPC allows for combining different learning and ranking methods in a convenient way (i.e., different loss functions can be minimized by simply changing the ranking procedure but without the need to retrain the binary models ) [2] .
Benefits and drawbacks: Even though these methods have shown good performance in experimental studies [2] , the decomposition of the complex label ranking problem to the simple binary classification problem is not selfevident and does not come for free. Such decomposition becomes possible only through the use of an ensemble of binary models; in CC and LL, the size of this ensemble is linear in the number of labels, while in RPC it is quadratic. In practice, RPC can be expected to be computationally more efficient than alternative approaches like CC. Specifically, the total number of training examples constructed by RPC is no more than m · (n(n − 1)/2), while CC constructs twice as many training examples as RPC, i.e., m·(n(n−1) ). Some problems come along with such an ensemble. For example, theoretical assumptions on the sought "ranking-valued" mapping, which may serve as a proper learning bias, may not be easily translated into corresponding assumptions for classification problems [9] . This is especially true for methods like CC, where the transformation from rankings to classification strongly exploits the linearity of the underlying utility functions. It has been shown that it is often not clear (and mostly even wrong) that minimizing the classification error, or a related loss function on the binary problems is equivalent to maximizing the performance of the label ranking model in terms of the desired loss function on rankings [26] .
B. Probabilistic methods
The methods, which avoid the aforementioned problems to some extent, were recently proposed in [9] , [14] , [23] . The key idea is to develop label ranking method on the basis of statistical models for ranking data. More specifically, it introduces a probability model to estimate predictive models for ranking. In statistic, there have numerous different types of probability distribution on ranking. The two most popular in the label ranking community are the Mallows model [27] and the PlackettLuce model [28] , [29] . In addition, gaussian mixture model is also introduced to deal with the label ranking problem. In the following, we will respectively outline label ranking methods based on these three probability models.
Mallows model for label ranking : The Mallows model is a distance-based probability model, which defines the probability of a ranking according to its distance to a center ranking [27] . Since many permutation distance measures are available, the Mallows model shows strong expressiveness. The standard Mallows model is defined as follows
The ranking π 0 ∈ Ω is the location parameter (center ranking) and θ 0 is a spread parameter. Moreover, D(·) is a distance measure on rankings and ϕ(θ) is the normalization constant that dependent on the spread parameter θ. It is quite apparent that the model assigns the maximum probability to the center ranking π 0 . The larger the distance metric D(π, π 0 ), the smaller the probability P (π|θ, π 0 ) becomes [23] .
Two commonly used classification methods, namely instance-based learning and decision tree induction have been adapted for label ranking learning [22] . Both methods are based on local estimation principles and known to have a rather weak bias. Consider a query instance x ∈ X and let x 1 , x 2 , . . . , x k , denote the k nearest neighbors of x (according to the Euclidean distance) in the training set. Each neighbor x i , i = 1, 2, . . . , k, is associated with a ranking π i ∈ Ω. Generally, it is assumed that the probability distribution P (·|x) on Ω is (at least approximately) locally constant around the query x. By furthermore assuming that the rankings have been generated independently of each other by the Mallows model. Consequently, the probability to observe π = {π 1 , π 2 , . . . , π k } given the parameter(θ, π 0 ) becomes
The maximum likelihood estimation (MLE) of parameters (θ, π 0 ) are then given by those parameters that maximize the probability (10) . Consider the more general case of incomplete ranking information, which means that a ranking π i does not necessarily contain all labels. Computing the MLE of (θ, π 0 ) now becomes more difficult. Cheng et al [23] proposed an approximation procedure, which replaces the E-step of EM (expectation-maximization) algorithm by another maximization step. Specifically, givenπ 0 as an initial center ranking, each incomplete neighbor ranking π i is replaced by the most probable consistent extension (first M-step). Having replaced all neighboring rankings by their most probable consistent extensions 1 , an MLE (θ,π) can be derived as described for the case of complete information above (second M-step).The center rankingπ 0 is then replaced by π 0 , and the whole procedure is iterated until the center does not change any more; π * is then output as a prediction [23] .
Likewise, decision tree has also been used for label ranking learning. The main modifications of conventional decision tree learning concerns the split criterion at inner nodes and the criterion for stopping the recursive partitioning. More detail can be found in [22] and will not fully detailed here.
Both methods are based on local estimation principle and are known to have a rather weak bias. These are especially useful for problems requiring complex decision boundaries. It has been proved by empirical studies, instance-based label ranking is particularly competitive in terms of predictive accuracy, while decision trees are often praised for their good interpretability [9] , [22] . Besides, both methods provide natural measure of the reliability of a prediction. Notwithstanding some appealing properties, it is not ideal to handle incomplete training data. Roughly speaking, incomplete observations will greatly increase the computational complexity of maximum likelihood estimation about π 0 and θ. In general, it requires a time complexity of O(n!) to compute the probability of a single permutation of n labels [30] .
Plackett-Luce model for label ranking: Plackett-Luce (PL) model [28] , [29] is an alternative to Mallows model. 1 A permutation π ∈ Ω is a consistent extension of π i if it ranks all labels including in ranking π i in the same order It is highly competitive to start-of-the-art methods in terms of predictive accuracy, especially in learning from possibly incomplete ranking information. The PlackettLuce model is specified by a parameter vector v = (v 1 , v 2 , . . . , v n ) ∈ R n + :
The PL model is a stagewise model, which decomposes the process of generating a ranking of n labels into n sequential stages. At the i-th stage, selecting one from the labels that have not been selected so far, then assigned to the position i according to a probability based on the scores of the unassigned labels. The product of the selection probabilities at all the stages defines the probability of the ranking [30] . It is easy to verify that the probability of an incomplete ranking (2) is given by
It is clearly that the probability of complete ranking and incomplete ranking have exactly the same form, except that the number of factors isn (the number of labels observed) instead of n. Two methods based on the PL model including instance-based and generalized linear method for label ranking have been proposed in [9] . The key idea of first method is to use the PL model to fit locally constant probability model in the context of instance-based learning. Given the parameters v = (v 1 , v 2 , . . . , v n ), the probability to observe the rankings π = {π 1 , π 2 , . . . , π k } in the neighborhood becomes (13) wheren i ∈ {2, . . . , n} represents the number of labels ranked by π i . The MLE of v is then given by those parameters that maximize the probability (13) or, equivalently, the log-likelihood function. Minorization Maximization [31] is a powerful iterative algorithm to find the MLE parameters of the PL model. This procedure provably converges to an MLE estimation of the PL parameters.
Given the MLE parameter vector v * , a prediction of the ranking associated with x can be derived from the distribution P(·|v * ) on Ω. That is, a ranking with the highest posterior probability
A desired ranking can be easily obtained by ordering the labels λ i in decreasing order according to corresponding parameters v * i , i.e., for all 1 ≤ i < j ≤ n, we have
In fact, due to the special structure of the probability distribution (11), a ranking of the form (15) is not only the most intuitive prediction, but also provably optimal for almost all common loss functions on rankings [9] .
In contrast with instance-based learning based on PL model, the second approach estimates a global model instead of a local model. The central idea of this method is to define the PL parameters v as a function of the instance [9] . More precisely, the logarithm of each parameter v i is modeled as a linear function
, where an instance is represented in terms of a feature vector x j = (x j1 , x j2 , . . . , x jd ) ∈ X ⊆ R d . Consequently, the model parameters to be estimated are ω ij (i = 1, 2, . . . , n, j = 1, 2, . . . , d) . , x i2 , . . . , x id ) , then the log-likelihood function is given by (16) wheren i is the number of labels in the ranking π i , and
The maximization of the log-likelihood can be accomplished by means of gradient-based optimization methods, such as a standard stochastic gradient descent algorithm [32] .
Gaussian mixture model for label ranking: This approach could be attractive because of an intuitively clear learning process and ease of implementation. The model consists of mixtures defined by prototypes, which is associated with preference judgment for each pair of labels. Unlike other approaches, gaussian mixture model for label ranking is not limited to a special type of label ranking and could support various ranking structures (bipartite, multipartite, etc).
The GMM model for label ranking solves the preference learning task in two steps. It first learns soft pairwise label preferences via minimization of the proposed soft rank loss measure. Then, these soft label preferences in form of a preference matrix need to be aggregated into a total order of labels. The model is completely defined by a set of K mixtures, i.e., prototype {(µ k , Q k ), k = 1, 2, . . . , K}, where µ k is the prototype position and Q k is the corresponding preference matrix. Standard supervised learning techniques, such as gradient descent or Expectation Maximization can be used to find the unknown model parameters.
Benefits and drawbacks: Instead of simply generating a prediction in terms of a ranking, the probabilistic methods for label ranking allow one to complement predictions by diverse types of statistical information. More specifically, probabilistic methods provide the measure of the reliability of a prediction. Compared with the Mallows model, the PL model has a polynomial time complexity instead of a time complexity O(n!). Empirical results show that the PL model seems preferable in the case of incomplete ranking information, not only computationally but also performance [9] . However, its drawback is that it is defined on the scores of individual label and can not take advantage of common distance measure between the two rankings [30] . In addition, instance-based label ranking approaches with PL or Mallows model require store the entire training data in memory, which can be costly or even impossible in the source-constrained applications. Grbovic et al [14] proposed an online, timeand memory-efficient label ranking approach based on the Gaussian mixture model, which could be attractive because of an intuitively clear learning process and ease of implementation. However, it requires aggregation of the predicted label preference matrix to produce a total order of labels, and the aggregated process has a high complexity.
C. Similarity-based methods
The key idea of this category method is to replace the concept of probability by the similarity between the rankings. It has been proved that there is a parallel between probabilities and distance measure [33] . That is, maximizing the likelihood is equivalent to minimizing the distance (i.e., maximizing the similarity) in a Euclidean space. In recent years, several articles have been devoted to adapting the existing machine learning methods for label ranking problems based on similarity measures [3] , [12] , [13] . In the following, we give a brief review of these methods.
Naive Bayes for label ranking: Based on the fact that there exists a parallel between the concepts of distance and likelihood, an adaptation of a naive Bayes classification algorithm for label ranking is proposed [3] . Roughly speaking, the difference between classification and label ranking lies in the target variable. Therefore, it is necessary to adapt the parts of the algorithm that depend on the target variable, including prior probability P (π) and conditional probability P (x i |π). More specifically, the prior probability of a label ranking is given as P (π) = ∑ m i=1 ρ(π, π i )/m, where the similarity measure uses the Spearman's rank correlation ρ. In fact, the naive Bayes classifier makes one simple, naive, assumption that the attribute values are conditionally independent from each other [34] . This implies that the conditional probability of label ranking can write as P ( a |π) , where x i,a denotes the value i of attribute a. Finally, naive Bayes for label ranking obtain the prediction ranking with the higher P (π|x i ) value:
Experimental results on a number of metalearning datasets show that the adaptation naive Bayes method can be a good solution to metalearning problems [3] . However, its drawback is that it cannot deal with the problem with partial ranking information. Association rules for label ranking: There also exists an adaptation of association rules mining algorithm APRI-ORI [35] for label ranking based on similarities between the rankings, where the goal is to discover frequent pairs of attributes associated with a ranking [13] . Correspondingly, the label ranking association rules can be defined as condset → π, and condset ⊆ x, π ∈ Ω. It means that if an example matches the rule condset → π, then the predicted ranking is π. In order to make association rule can be applied to label ranking learning, variations of the support and confidence must be made based on ranking similarities. Given a similarity measure between rankings, i.e., s(π a , π b ), the support (sup) of the ruleitem ⟨condset, π⟩ is defined as follows:
where , π b ) , if the correlation metrics value (Spearman's rank correlation ρ or Kendall's tau correlation τ ) bigger than 0, otherwise, s(π a , π b ) = 0. The confidence (conf) of a rule condset → π is obtained as follows:
APRIORI algorithm identifies all rules that have a support and confidence higher than a given minimal support threshold and a minimal confidence threshold, respectively [36] . Additionally, a simple greedy method (matching maximization) is used to determine the parameters of the algorithm. Thus, a prediction can be made from a set of label ranking association rules R, which maximize the number of matching examples and contain the best rules.
The experimental results clearly show that this is a viable label ranking method [13] . Moreover, it competes well with state-of-the-art label ranking algorithms. Despite the usefulness and simplicity of APRIORI, it runs a time consuming candidate generation process and needs large memory. In addition, it needs multiple scans of the database and typically generates a very large number of rules.
Multilayer perceptron for label ranking: In addition to the above-mentioned two label ranking methods, multilayer perceptron (MLP) algorithm also has been adapted to solve label ranking problems based on similarity measures [12] . MLP is a neural network that using back propagation to determine appropriate weights for the connections in the network. To make MLP for label ranking problems, two key issues must be addressed, i.e., the error functions guiding the back-propagation learning process and the method to generate a ranking from the output layer.
Given that there have d nodes in the input layer, each attribute of instance x represents one input signal. Correspondingly, output layer contains n nodes, each one is associated with a label. Output on the k-th training example is denoted as y j (k) for each output node j. Finally, ordering the scores assigned to each output layer node y j (k), j = 1, 2, . . . , n, thus, obtain a predicted rankingπ k . Various approaches have been developed to determine the error signal c j (k) of j-th output nodes [12] . For example, the error signal is defined in terms of the label ranking error e τ (k). Namely, c j (k) = e τ (k) = (1 − τ (π k ,π k ))/2, where τ (π k ,π k ) denotes Kendall's τ correlation coefficient. Furthermore, the weight correction ω ji (k) is updated based on the estimated error c j (k). The correction is defined as follows:
where η is the learning rate. Empirical results indicate that MLP for label ranking is likely to complete with other methods, especially when the data contain more attributes [12] . Benefits and drawbacks: Similarity-based label ranking approaches have some important properties, they assigned non-zero probabilities to rankings that are not observed in the available data. The greater the similarity between two particular rankings, the higher is the probability that the next observed ranking will be similar to the known ranking. Therefore, it can be good solution to handle the stochastic nature of rankings. Even though have these important advantages there is still scope for future improvements in terms of prediction accuracy. For example, improving the method for prediction generation and matching maximization can achieve better ranking performance of naive Bayes for label ranking method.
D. Other methods
In addition, there also exist other approaches, which cannot be classified into either of previously defined groups. For example, rule-based label ranking method [10] , which is an approach based on a learning reduction technique and provides a predicting model based on decision rules in the form:
where Φ is called the "antecedent" and Ψ is called the "consequent". Φ is typically composed of condition on the values of some attributes,usually connected by a logical conjunction operator (AND), while Ψ is generally the rank to which an instance satisfying the antecedent Φ should be assigned.
Benefits and drawbacks:
Compared to the aforementioned methods, rule-based method is more appropriate for real-world applications since it does not perform like black box and can give clear and directly interpretable results to practitioners. Additionally, the approach has a modular conception conception, which can be combined with other classifier algorithms (e.g., Decision Trees, SVM), especially in case very large data sets has to be treated. Despite these important advantages there is still scope for future improvements in terms of prediction accuracy and computational time. For example, the size of the training set can drastically increase when the number of labels is large, i.e., the complexity of the algorithm for the inference of rules is polynomial, i.e., m·(n(n−1)/2), where m is the number of training examples in the original data set and n is the number of class labels.
IV. CONCLUSIONS AND FUTURE PERSPECTIVES
A large and fruitful effort has been performed during the last years in the adaptation and proposal of label ranking methods. In this article, we conducted a review on currently existing label ranking method and provided a basic taxonomy of these methods. We should remark that a detailed description of discussing label ranking methods is beyond the scope of this paper. However, we aim is to provide a basic taxonomy of label ranking techniques, discuss their benefits and drawbacks, and highlight some interesting challenges that remain to be solved. We hope that the references in this paper cover the major aspect of label ranking problem, and provide a guide to interested readers in this research direction.
The most challenging aspect of label ranking is the possibility of predicting weak or partial orderings of labels. The Mallows model was used in the context of an instance-based approach to label ranking [23] . Despite some appealing properties, it is have been proved that the Mallows model is not ideal for handling incomplete training data [9] . i.e., for n labels ranking problem, the time complexity is O(n!). In addition, the distance or correlation measures used in the discussing label ranking methods are failed to take into account some important facts [19] . i.e., an error on a highly relevant label should result in a high penalty than an error on a low relevant label. In a similar vein, errors at the top of the rank should be costlier than errors at the tail of the rank.
To deal with these problems, there are several directions for future work. Firstly, it is likely that the prediction of rankings can be improved by combining label relevance and positional information in distance or correlation measures. In addition, in practice, only a few pairs of preferences are known for each instance instead of a total order of all possible labels. Consequently, a second line of future research is to improve the existing methods to deal with incomplete ranking information. Other interesting opportunities for future label ranking research will be the adaption towards other available classification algorithms.
