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POLYNOMIAL QUADRATIC DIFFERENTIALS ON THE
COMPLEX PLANE AND LIGHT-LIKE POLYGONS IN THE
EINSTEIN UNIVERSE
ANDREA TAMBURELLI
Abstract. We construct geometrically a homeomorphism between the moduli
space of polynomial quadratic differentials on the complex plane and light-like
polygons in the 2-dimensional Einstein Universe. As an application, we find a
class of minimal Lagrangian maps between ideal polygons in the hyperbolic plane.
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Introduction
A general problem in Teichmüller theory consists in finding canonical maps be-
tween hyperbolic surfaces. Different possibilities are known when the surfaces are
closed: in the isotopic class of the identity, we can find, for instance, the Teichmüller
map that minimises the quasi-conformal dilatation ([Tei60]), the harmonic map that
minimises the L2-energy ([ES64], [Wol89], [Tro92]), and the minimal Lagrangian map
that realises the minimum of the holomorphic 1-energy ([TV95]).
One aim of this paper is to study minimal Lagrangian maps between ideal poly-
gons in the hyperbolic plane. Recall that a diffeomorphism m : U → V between
domains in the hyperbolic plane is minimal Lagrangian if it preserves the volume
and its graph inside H2 × H2 is a minimal surface. These maps can equivalently
be characterised by the fact that they can be decomposed as m = f ′ ◦ f−1, where
f : X → U and f ′ : X → V are harmonic maps from a Riemann surface X with op-
posite Hopf differentials ([Sch93]). We will also require that the metrics ‖∂f‖2|dz|2
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and ‖∂f ′‖2|dz|2 induced on X by the harmonic maps are complete. We obtain the
following:
Theorem A. Given two ideal polygons in the hyperbolic plane with k ≥ 3 vertices,
there exist at most k minimal Lagrangian maps that factor through the complex plane,
sending one polygon to the other.
Notice that the condition on the number of vertices is necessary for the existence
of a map that preserves the volume. The assumption on the completeness of the
metrics on C is technical and might be removed provided every harmonic diffeomor-
phism from the complex plane to an ideal polygon has polynomial Hopf differential.
Here we consider two minimal Lagrangian maps to be different if one cannot be
obtained from the other by pre- or post-composition by a global isometry of the
hyperbolic plane. The different minimal Lagrangian maps correspond to different
couplings between vertices of the polygon in the domain and edges of the polygon in
the target: in fact, the minimal Lagrangian maps that we find cannot be extended
to the boundary of the polygon, as they send a neighbourhood of each ideal vertex
in the domain to a neighbourhood of an edge in the target, but one can prescribe
to which edge a vertex is associated. This produces at most k minimal Lagrangian
maps, because if any of the two polygons has some symmetries, these maps can be
obtained by pre- or post-composing by a global isometry. Therefore, the minimal
Lagrangian maps that we describe behave very differently compared to the ones that
Brendle found between smooth domains with strictly convex boundary, as in that
case it is possible to choose the image of an arbitrary point of the boundary. ([Bre08]).
Theorem A will be proved using tools coming from anti-de Sitter geometry. In
fact, minimal Lagrangian maps between domains in the hyperbolic plane are inti-
mately related to maximal space-like surfaces in the three-dimensional anti-de Sitter
space with given boundary at infinity. See for instance [BS10] and [Sep16]. (See also
[BST17], [Tam17], [Tam18], [Tam19c], [Tam19b] for applications.) It turns out that
minimal Lagrangian maps between ideal polygons in the hyperbolic plane factoring
through the complex plane correspond to maximal surfaces in anti-de Sitter space
bounding a light-like polygon at infinity, i.e. a topological circle consisting of a finite
number of light-like segments. Recall, namely, that the boundary at infinity of anti-
de Sitter space is naturally endowed with a conformally flat Lorentzian structure and
is a model for the 2-dimensional Einstein Universe Ein1,1. We prove the following:
Theorem B. Given a light-like polygon ∆ ⊂ Ein1,1, there exists a unique maximal
surface with boundary at infinity ∆.
This extends previous results about existence and uniqueness of maximal surfaces
with given boundary at infinity (see for instance [BS10], [BBS11], and [Tam19a] for
a generalisation to constant mean curvature surfaces), and we believe it may have
an independent interest. These surfaces have a special feature: they are conformally
equivalent to the complex plane. To the extend of our knowledge, these are the first
such examples, if we exclude the trivial case of the horospherical surface described in
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[BS10] and [Sep16]. By associating to every such surface, the holomorphic quadratic
differential that determines its second fundamental form, we obtain the following:
Theorem C. There is a homeomorphism between the moduli space of polynomial
quadratic differentials on the complex plane and the moduli space of light-like polygons
in the Einstein Universe.
This can be thought of as analogous to the homeomorphism between the moduli
space of polynomial cubic differentials on the complex plane and convex polygons
in the real projective plane, found in [DW15]. As in the aforementioned paper,
this result has an interpretation in terms of Higgs bundles with wild ramifications:
compactifying C with CP1, we can see a holomorphic quadratic differential q as a
meromorphic quadratic differential on CP1 with a pole of order at least 2 at infin-
ity. From these data, we can construct a parabolic PSL(2,R) × PSL(2,R)-Higgs
bundle on CP1 with Higgs field (determined by q) carrying an irregular singularity
at infinity. The solution of Hitchin’s equation in this context ([BB04]) produces a
minimal surface in H2 × H2, which is the image of the maximal surface with holo-
morphic quadratic differential q provided by Theorem B via the Gauss map. Our
theorem thus describes the geometry of these surfaces, as being asymptotic to a fi-
nite number of flats in H2 × H2, the number being determined by the degree of the
polynomial. In an upcoming joint work with Mike Wolf ([TW19]), we extend this
picture to Sp(4,R)-Higgs bundles with wild ramifications, in which case the role of
the quadratic differential is played by a quartic differential.
Outline of the paper. In Section 1 we recall some basic facts about polynomial
quadratic differentials on the complex plane. In Section 2 we describe the geometry
of the moduli space of light-like polygons in the Einstein Universe. We then relate
these two moduli spaces via maximal surfaces in anti-de Sitter space in Section 3.
Section 4 is devoted to the proofs of Theorem B and C. Theorem A is proved in
Section 5.
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on a similar subject. I would like to thank him for the many interesting conversations
and his hospitality. The author acknowledges support from U.S. National Science
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1. Polynomial quadratic differentials
A polynomial quadratic differential is a holomorphic differential on the complex
plane of the form p(z)dz2, where p(z) is a polynomial function.
1.1. The moduli space. We denote with Qd the space of polynomial quadratic
differentials of degree d. The group Aut(C) of biholomorphisms of C acts on this
space by push-forward. Let MQd be the quotient of Qd by this action. The geometry
of the resulting moduli space is analogous to that described for polynomial cubic
differentials in [DW15].
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Proposition 1.1. The moduli space MQd is a complex orbifold of real dimension
2(d− 1) if d ≥ 1.
Proof. Every polynomial quadratic differential can be written as
q = (adz
d + ad−1zd−1 + · · ·+ a0)dz2 ,
for some ai ∈ C and ad ∈ C∗. An element T (z) = bz + c ∈ Aut(C) acts on q via
T∗q = (adbd+2(z + c/b)d + ad−1bd+1(z + c/b)d−1 + · · ·+ b2a0)dz2 ,
hence by choosing b = a
−1/(d+2)
d we can make it monic (i.e. with leading coefficient
equal to 1) and a suitable choice of the translation component c can make it centered
(i.e. with ad−1 = 0). Notice that these choices are unique up to multiplying b by a
(d+ 2)-root of unity. Thus we can describe the moduli space as the quotient
MQd = TQd/Zd+2
where TQd is the space of monic polynomial of degree d whose roots sum to 0 and
Zd+2 denotes the cyclic group of order d + 2 generated by T (z) = ζd+2z, for a
primitive (d+ 2)-root of unity ζd+2. Since TQd is naturally identified with C
d−1 by
TQd → Cd−1
(zd + ad−2zd−2 + · · ·+ a0) 7→ (ad−2, · · · , a0) ,
it follows that MQd is a complex orbifold of real dimension 2(d − 1). 
Remark 1.2. If d = 0, the space MQ0 consists of only one point, represented by the
quadratic differential q = dz2.
We put on MQd the topology induced by the identification
MQd
∼= R2(d−1)/Zd+2
found in Proposition 1.1. The following remark will be useful in the rest of the paper:
Proposition 1.3. Let [qn] ∈MQd be a sequence of polynomial quadratic differentials.
The following facts are equivalent:
i) [qn] converges to [q] in MQd;
ii) there exists a sequence An of biholomorphisms of C such that (An)∗qn con-
verges uniformly on compact sets to q.
Proof. For the first part of the proof we suppose that qn are monic and centered rep-
resentatives of [qn]. If [qn] converges to [q] in MQd, then, denoting with T (z) = ζd+2z
the generator of the Zd+2-action, the coefficients of T
jn∗ qn converge to the coefficients
of q for some jn ∈ {1, . . . , d+2}. This clearly implies that T jn∗ qn converges to q uni-
formly on compact sets.
Viceversa, suppose that (An)∗qn converges to q uniformly on compact sets. Then,
since (An)∗qn is a sequence of holomorphic polynomials, it actually converges an-
alytically. In particular, evaluating the sequence and its derivatives at zero, we
deduce that the coefficients of (An)∗qn must converge to the coefficients of q. Let
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Bn, B ∈ Aut(C) be biholomorphisms of C such that (BnAn)∗qn and B∗q are monic
and centered. In the proof of Proposition 1.1, it is shown that the linear and the
translation parts of Bn and B can be written explicitly in terms of the coefficients
of the polynomials, with the only ambiguity given by the choice of a (d + 2)-root
of unity. Hence, after fixing such a root of unity, we can conclude that if we write
Bn(z) = bnz + cn and B = bz + c, then bn → b and cn → c. Therefore, since the ac-
tion of biholomorphisms of C on the coefficients of polynomial quadratic differentials
is continuous, the coefficients of the monic and centered representatives (AnBn)∗qn
and B∗q converge. 
1.2. Half-planes and rays. A natural coordinate for a quadratic differential q is a
local coordinate w on a open subset of C in which q = dw2. Such a coordinate always
exists locally away from the zeros of q, because near such a point we can choose a
holomorphic root of q and define
w(z) =
∫ z
z0
√
q .
Any two natural coordinates for q differ by a multiplication by −1 and an additive
constant. The metric |q| defines a flat structure on C with singularities at the zeros
of q: a zero of order k corresponds to a cone point of angle π(k + 2).
We can see q as a meromorphic quadratic differential on the Riemann sphere
CP1 = C∪ {∞}: at the point at infinity q carries a pole singularity of order at least
2. A natural set of coordinates for q in a neighbourhood of infinity is described in
[Str84, Section 10.4]. We recall it briefly here.
A q-half-plane is a pair (U,w) where U ⊂ C is open and w is a natural coordinate
for q that maps U diffeomorphically to the right half-plane {ℜ(w) > 0}. Given any
monic polynomial quadratic differential q of degree d ≥ 1, it is possible to find a
system of (d+2) coordinate charts {(Ui, wi)}i=1,...,d+2 with the following properties:
i) the complement of
⋃
Ui is pre-compact;
ii) each (Ui, wi) is a q-half-plane;
iii) wi(Ui ∩ Ui+1) and wi+1(Ui ∩ Ui+1) are half-lines contained in iR;
iv) Ui ∩ Uj = ∅ if i 6= j ± 1 .
We will also make use of the following terminology. A path in C whose image in a
natural coordinate for q is a Euclidean ray with angle θ will be called q-ray with angle
θ. This means that in a natural coordinate, a q-ray is of the form γ(t) = b + eiθt.
We will call b the height of the ray. Similarly a q-quasi-ray with angle θ is a path
that can be parameterised in a natural coordinate as γ(t) = eiθt+ o(t) as t→ +∞.
2. Light-like polygons in the Einstein Universe
The 2-dimensional Einstein Universe is topologically a torus endowed with a con-
formally flat Lorentzian structure. We concretely realise it as the conformal boundary
at infinity of the 3-dimensional anti-de Sitter space.
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2.1. The Einstein Universe. Consider the vector space R4 endowed with the bi-
linear form of signature (2, 2)
〈x, y〉 = x0y0 + x1y1 − x2y2 − x3y3 .
We denote
ÂdS3 = {x ∈ R4 | 〈x, x〉 = −1} .
It can be easily verified that ÂdS3 is diffeomorphic to a solid torus and the restriction
of the bilinear form to the tangent space at each point endows ÂdS3 with a Lorentzian
metric of constant sectional curvature −1. Anti-de Sitter space is then defined as
AdS3 = P({x ∈ R4 | 〈x, x〉 < 0}) ⊂ RP3 .
The natural map π : ÂdS3 → AdS3 is a two-sheeted covering and we endow AdS3
with the induced Lorentzian structure. The isometry group of AdS3 that preserves
the orientation and time-orientation is SO0(2, 2), the connected component of the
identity of the group of linear transformations that preserve the bilinear form of sig-
nature (2, 2).
The boundary at infinity of anti-de Sitter space is naturally identified with
∂∞AdS3 = P({x ∈ R4 | 〈x, x〉 = 0}) .
It coincides with the image of the Segre embedding s : RP1 × RP1 → RP3, and
thus, it is foliated by two families of projective lines, which we distinguish by calling
s(RP1 × {∗}) the right-foliation and s({∗} × RP1) the left-foliation. The action of
an isometry extends continuously to the boundary, and preserves the two foliations.
Moreover, it acts on each line by a projective transformation, thus giving an identi-
fication between SO0(2, 2) and PSL(2,R)× PSL(2,R).
The Lorentzian metric on AdS3 induces on ∂∞AdS3 a conformally flat Lorentzian
structure. To see this, notice that the map
F : D × S1 → ÂdS3
(z, w) 7→
(
2
1− ‖z‖2 z,
1 + ‖z‖2
1− ‖z‖2w
)
is a diffeomorphism, hence D×S1 is a model for anti-de Sitter space if endowed with
the pull-back metric
F ∗gAdS3 =
4
(1− ‖z‖2)2 |dz|
2 −
(
1 + ‖z‖2
1− ‖z‖2
)2
dθ′2 .
Therefore, by composing with the projection π : ÂdS3 → AdS3, we deduce that π◦F
continuously extends to a homeomorphism
∂∞F : S1 × S1 → ∂∞AdS3
(z, w) → (z, w)
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and in these coordinates the conformally flat Lorentzian structure is induced by the
conformal class
c = [dθ2 − dθ′2] .
The Einstein Universe Ein1,1 is the boundary at infinity of anti-de Sitter space
endowed with this conformal Lorentzian structure. Notice that the light-cone at
each point p ∈ Ein1,1 is generated by the two lines in the left- and right-foliation
described above.
2.2. The moduli space of light-like polygons in Ein1,1. A light-like polygon in
Ein1,1 is an embedded, non-homotopically trivial 1-simplex ∆ ⊂ Ein1,1 homeomor-
phic to a circle, such that every edge is a light-like segment. We will always assume
that the polygon is oriented and its orientation is compatible with the orientation of
the boundary at infinity of a totally geodesic space-like plane in AdS3. We denote
with MLP2k the moduli space of light-like polygons in Ein
1,1 with 2k-vertices, up
to the conformal action of PSL(2,R)× PSL(2,R).
In order to describe the geometry of this moduli space, we recall that a curve
γ in Ein1,1 can be seen as a graph of a function fγ : RP
1 → RP1 in the following
way. Fix a totally geodesic space-like plane P0 in AdS3. (P0 will be fixed for the rest
of the paper.) Its boundary at infinity describes a circle in Ein1,1. Any ξ ∈ Ein1,1
lies in a unique line belonging to the right foliation and a unique line belonging to
the left foliation of Ein1,1. Those two lines intersect the boundary at infinity of P0
in exactly one point, that we denote with πr(ξ) and πl(ξ), respectively. We can thus
associate to γ a map fγ : RP
1 → RP1 defined by the property that
fγ(πl(ξ)) = πr(ξ) for every ξ ∈ γ.
This procedure gives a well-defined map, as soon as γ is an acausal curve, i.e. locally
any two points of γ cannot be connected by a non-space-like curve ([BS10]). However,
in case of light-like polygons, we can make this construction work and associate to
every light-like polygon ∆ a unique upper-semicontinuous, orientation-preserving,
piece-wise constant map f∆ : RP
1 → RP1 that determines uniquely the polygon.
Namely, if er is an open edge of the polygon that lies on a line of the right-foliation,
then πl(er) is an open interval in the boundary at infinity of P0 and πr(er) consists
of only one point. Moreover, the union of πl(er) over all such open edges covers the
whole boundary at infinity of P0 but a finite number of points, which correspond to
the left-projections of the vertices. If we identify RP1 with ∂∞P0 (and we fix such
an identification from now on), there exists a unique upper-semicontinuous map
f∆ : RP
1 → RP1 such that
f∆(πl(er)) = πr(er)
for every open edge er as above. It can be easily checked that f∆ preserves the
orientation. Clearly, this function determines the polygon uniquely. Notice that the
conformal action of PSL(2,R)×PSL(2,R) on Ein1,1 translates into a pre- and post-
composition by projective transformations.
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A marked ideal polygon in H2 is an ideal polygon with a preferred choice of a
vertex. We denote with TPk the moduli space of marked ideal polygons in the hy-
perbolic plane with k vertices.
Proposition 2.1. The moduli space MLP2k is an orbifold of dimension 2k − 6, if
k ≥ 3.
Proof. We define a homeomorphism from (TPk × TPk)/Zk to MLP2k, where Zk
is the cyclic group of order k corresponding to the diagonal change of markings.
Using the correspondence between light-like polygons up to conformalities and upper-
semicontinuous, orientation-preserving, piece-wise constant maps f : RP1 → RP1 up
to pre- and post-composition with projective transformations, we only need to show
that such functions are uniquely determined by two marked ideal polygons up to
the diagonal action of the cyclic group. Now, given two marked ideal polygons
(P, p0) and (Q, q0), the orientation on RP
1 induces a natural labelling of the vertices
p = p0, p1, . . . , pk−1 of P and q = q0, q1, . . . qk−1 of Q. We can thus construct a
unique upper-semicontinuous, orientation-preserving, piece-wise constant function
f : RP1 → RP1 with points of discontinuity {p0, . . . , pk−1} such that f(pj) = qj for
j = 0, . . . , k − 1. Since a diagonal change of marking produces the same function,
the moduli space of such maps is exactly (TPk × TPk)/Zk.
Moreover, since projective transformations act transitively on triples of points, we
have that
TPk
∼= Rk−3 .
Namely, there exists a unique representative of (P, p0) in its PSL(2,R)-orbit such
that p0 = [0, 1], p1 = [1, 1] and p2 = [1, 0] and a system of coordinates is then given
for instance by the cross ratios xj = cr(p0, p1, p2, pj). 
Remark 2.2. If k = 2, the moduli space MLP4 consists of only one element, repre-
sented by the boundary at infinity of the horospherical surface in AdS3 (see Section
3).
We put on MLP2k the topology induced by the identification
MLP2k
∼= (TPk × TPk)/Zk
found in Proposition 2.1. In particular, a sequence of light-like polygons ∆n con-
verges to ∆ if and only if, denoting with f∆n and f∆ the corresponding defining
functions, the points of discontinuity and the images of f∆n converge to the points
of discontinuity and the images of f∆ preserving the markings, up to the action of
PSL(2,R). This is equivalent to say that the graphs of f∆n converge to the graph
of f∆ in the Hausdorff topology.
Comparing with the result of Proposition 1.1, one easily sees that the two moduli
spaces MQd and MLP2(d+2) are abstractly homeomorphic. In the next section, we
will construct geometrically an explicit homeomorphism between them.
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3. From polynomial quadratic differentials to light-like polygons
In this section we see how to associate a light-like polygon in the Einstein Universe
to a polynomial quadratic differential q on the complex plane. The construction is
based on the existence of a complete maximal surface with second fundamental form
determined by q. Its boundary at infinity will be the desired light-like polygon.
3.1. Complete maximal space-like surfaces in AdS3. We first recall some ba-
sic facts about complete space-like embeddings of surfaces in anti-de Sitter space.
The material covered here is classical and can be found for instance in [BBS11] and
[BS10]. See also [Tam19a] for generalisations to constant mean curvature surfaces
and [CTT17] for higher signature.
Let U ⊂ C be a simply-connected domain. We say that f : U → AdS3 is a
space-like embedding if f is an embedding and the induced metric I = f∗gAdS is
Riemannian. The Fundamental Theorem of surfaces embedded in anti-de Sitter
space ensures that such a space-like embedding is uniquely determined, up to post-
composition by a global isometry of AdS3, by its induced metric I and its shape
operator B : TU → TU , which satisfy{
d∇B = 0 (Codazzi equation)
KI = −1− det(B) (Gauss equation)
where ∇ is the Levi-Civita connection and KI is the curvature of the induced metric
on S = f(U). We will always assume in this paper that the induced metric I is
complete.
We say that S is maximal if B is traceless. In this case, the Codazzi equation
implies that the second fundamental form II = I(B·, ·) is the real part of a quadratic
differential q, which is holomorphic for the complex structure compatible with the
induced metric I on S.
We denote with Ŝ a lift of S to ÂdS3. We have the following:
Proposition 3.1. If we identify ÂdS3 with D × S1, then Ŝ is the graph of a 2-
Lipschitz map from D to S1.
Proof. Let π1 : Ŝ ⊂ D × S1 → D denote the projection onto the first factor, and
let gH2 be the hyperbolic metric on the unit disc D. Then, π
∗
1gH2 ≥ I. Since
I is complete, π∗1gH2 is also a complete Riemannian metric on Ŝ. If follows that
π : Ŝ → D is a proper immersion, hence a covering. Since D is simply connected
and Ŝ is connected, it is a diffeomorphism.
Since the projection onto the first factor is a diffeomorphism, Ŝ is the graph of
a map f : D → S1. Because Ŝ = graph(f) is supposed to be space-like, for every
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z ∈ D and v ∈ TzD we must have
4
(1− ‖z‖2)2 ‖v‖
2 −
(
1 + ‖z‖2
1− ‖z‖2
)2
‖dfz(v)‖2 > 0 ,
which implies
‖dfz(v)‖ < 2
1 + ‖z‖2 ≤ 2 ,
hence f is 2-Lipschitz. 
Remark 3.2. This shows that S has at most two lifts to ÂdS3, each of them diffeo-
morphic to a disc.
Corollary 3.3. The closure of a complete space-like surface S intersects the Einstein
Universe in a topological circle.
Proof. By Proposition 3.1, a lift Ŝ of S is the graph of a 2-Lipschitz map f : D → S1.
This extends to a unique continuous function ∂f : S1 → S1, whose graph is thus
the boundary at infinity of Ŝ. Its image under the projection π : R4 \ {0} → RP3 is
the boundary at infinity of S, which is therefore a topological curve in the Einstein
Universe. 
We will see in the next section that the boundary at infinity of a complete maximal
surface whose second fundamental form is the real part of a polynomial quadratic
differential on the complex plane is a light-like polygon.
Definition 3.4. Given a curve Γ ⊂ Ein1,1, the convex hull C(Γ) of Γ is the smallest
convex subset of AdS3 with boundary at infinity Γ.
Proposition 3.5. Let S be a complete maximal surface in AdS3 with boundary at
infinity Γ. Then S in contained in the convex hull of Γ.
Proof. By definition S is a saddle surface, that is a surface which has opposite prin-
cipal curvatures at each point. A characterization of saddle surfaces ([BZ88, Section
6.5.1]) says that for any relatively compact subset C ⊂ S, C is contained in the
convex hull of ∂C. This property applied to an exhaustion by compact subsets of S
gives the desired result. 
Definition 3.6. Given a curve Γ ⊂ Ein1,1, the domain of dependence D(Γ) of Γ
consists of the set of points p ∈ AdS3 such that the dual plane p∗ does not intersect
Γ, where the dual plane is obtained by projecting to AdS3 the orthogonal to a lift
pˆ ∈ ÂdS3.
Corollary 3.7. The lift of S to ÂdS3 has exactly two connected components, each
one of them homeomorphic to a disc.
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Proof. Let π : ÂdS3 → AdS3 be the canonical projection. The map π−1(S) → S is
a two-sheeted covering. Given a point x ∈ π−1(S), the function
∂∞π−1(S)→ {−1, 1}
ξ 7→ 〈x, ξ〉|〈x, ξ〉|
is a well-defined continuous map, because S is contained in the convex hull of its
boundary at infinity, which is included in the domain of dependence. Since 〈x,−ξ〉 =
−〈x, ξ〉, the function takes both values, thus π−1(S) has two connected components.
By Proposition 3.1, each connected component is homeomorphic to a disc. 
3.2. Polynomial maximal surfaces. We say that a complete maximal surface in
anti-de Sitter space is a polynomial maximal surface if its second fundamental form
is the real part of a polynomial quadratic differential. This section is devoted to the
proof of the following:
Proposition 3.8. Let q be a polynomial quadratic differential on the complex plane.
Then there exists a polynomial maximal surface S embedded in AdS3 with second
fundamental form 2ℜ(q). Moreover, S is unique up to global isometries of AdS3.
The proof relies on the fact that it is always possible to find a maximal embedding
f : C→ AdS3 with induced metric I = 2e2u|dz|2 and shape operator B = I−1ℜ(2q),
for a suitable smooth function u : C → R. Let us illustrate the procedure to con-
struct such a maximal embedding.
Since it is convenient to work in complex coordinates, we consider R4 ⊂ C4 and
we extend the R-bilinear form of signature (2, 2) to the hermitian product on C4
given by
〈z, w〉 = z1w¯1 + z2w¯2 − z3w¯3 − z4w¯4 .
Given a maximal conformal embedding f : C → AdS3, with a slightly abuse of
notation, we will still denote with f : C → ÂdS3 ⊂ C2,2 one of its lifts. Let N be
the unit normal vector field such that {fz, fz¯, N, f} is an oriented frame in C2,2. We
define
q = 〈Nz, fz¯〉 ,
where fz¯ denotes the derivative of f with respect to the vector field
∂
∂z¯ . The em-
bedding being maximal implies that q is a holomorphic quadratic differential on the
complex plane. We then define the function u : C→ R by the relation
〈fz, fz〉 = 〈fz¯, fz¯〉 = e2u .
Notice that, in this way, I = 2e2u|dz|2 is the induced metric on the surface S = f(C).
The vectors
σ1 =
fz
eu
, σ2 =
fz¯
eu
, N, and f
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thus give a unitary frame of (C4, 〈·, ·〉) at every point z ∈ C. Taking the derivatives
of the fundamental relations
〈N,N〉 = 〈f, f〉 = −1 〈σj , N〉 = 〈σj, f〉 = 0 〈Nz, fz¯〉 = q 〈σj , σj〉 = 1 ,
one deduces that
Nz¯ = e
−uq¯σ1 ∂¯σ1 = −uz¯σ1 + euf and ∂¯σ2 = uz¯σ2 + q¯e−uN .
Therefore, the pull-back of the Levi-Civita connection ∇ of (C4, 〈·, ·〉) via f can be
written in the frame {σ1, σ2, N, f} as
f∗∇ = V dz¯ + Udz =

−uz¯ 0 e−uq¯ 0
0 uz¯ 0 e
u
0 e−uq¯ 0 0
eu 0 0 0
 dz¯ +

uz 0 0 e
u
0 −uz qe−u 0
qe−u 0 0 0
0 eu 0 0
 dz .
and the flatness of f∗∇ is equivalent to u being a solution of the vortex equation
(1) uzz¯ − 1
2
e2u +
1
2
e−2u|q|2 = 0 ,
where |q| denotes here the modulus of the polynomial q(z) so that q = q(z)dz2.
Viceversa, given a holomorphic quadratic differential q and a solution u to Equation
(1), the so(2, 2)-valued 1-form
ω = Udz + V dz¯
can be integrated to a map F : C → SL(4,C), whose last column gives us a max-
imal embedding into AdS3 with induced metric I = 2e
2u|dz|2 and shape operator
B = I−1ℜ(2q).
The proof of Proposition 3.8 follows then from the Fundamental Theorem of sur-
faces embedded in AdS3 and well-known results about vortex equations:
Proposition 3.9 ([DW15], [Li19]). Given a polynomial quadratic differential q on
the complex plane, there exists a unique solution u : C→ R to Equation (1). More-
over, u satisfies the following estimates:
i) there exist constants C,M > 0 depending continuously on the coefficients of
q such that max{−M, 12 log(|q|)} ≤ u ≤ 12 log(|q|+C);
ii) for |z| → +∞ we have u − 12 log(|q|) = O(e−2
√
2r/
√
r), where r is the |q|-
distance from the zeros of q.
It follows immediately that the induced metric on S is complete, since
I = 2e2u|dz|2 ≥ 2|q|
and the complex plane endowed with the flat metric with cone singularities |q| is
complete.
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3.3. The horospherical surface. The solution to Equation (1) can be written ex-
plicitly in the special case when q is a constant polynomial quadratic differential, and
the associated maximal surface in AdS3 appears in the literature as the horospherical
surface ([BS10], [Sep16], [Tam19a]). Let us describe in detail the related frame field
F0 : C→ SL(4,C) in this case.
We choose a global coordinate z so that q = dz2. The corresponding solution
to Equation (1) is then clearly u = 0. The so(2, 2)-valued 1-form becomes
ω0 = V0dz¯ + U0dz =

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0
 dz¯ +

0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0
 dz .
The frame field of the horospherical surface is thus
F0(z) = A0 exp(U0z + V0z¯) ,
for some constant matrix A0 ∈ SL(4,C). For our convenience, we choose
A0 =
1√
2

1 1 0 0
−i i 0 0
0 0 1 1
0 0 −1 1

A simple computation shows that the matrix U0z+V0z¯ is diagonalisable by a constant
unitary matrix R so that
R−1(U0z + V0z¯)R = diag(2ℜ(z), 2ℑ(z),−2ℜ(z),−2ℑ(z)) .
Therefore, we can write
F0(z) = A0Rdiag(e
2ℜ(z), e2ℑ(z), e−2ℜ(z), e−2ℑ(z))R−1 .
The resulting maximal embedding is given by the last column of F0(z), that is
f0(z) =
1√
2
(sinh(2ℜ(z)), sinh(2ℑ(z)), cosh(2ℜ(z)), cosh(2ℑ(z))) .
In particular we can compute explicitly the boundary at infinity of f0: it a light-
like polygon with 4-vertices, as Table (1) shows. Moreover, notice that the frame
field F0(z) being diagonalizable by a constant matrix R (independent of z) implies
that the horospherical surface f0(C) is the orbit in AdS3 of a Cartan subgroup of
SO0(2, 2).
3.4. The boundary at infinity of a polynomial maximal surface. Let (U,w)
be a standard half-plane for a polynomial quadratic differential q of degree k. Let
F : U → SL(4,C) be the frame field for the corresponding polynomial maximal
surface f : C→ AdS3. We define the osculating map G : U → SO0(2, 2) by
G(w) = F (w)F−10 (w)
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Type of path γ Direction θ Projective limit vγ of f0(γ)
Quasi-ray θ ∈ (−π4 , π4 ) vγ = [1, 0, 1, 0]
Ray (of height iy) θ = π4 vγ = [1, s, 1, s] for some s(y) ∈ R
(vγ → [0, 1, 0, 1] as y →∞)
Quasi-ray θ ∈ (π4 , 3π4 ) vγ = [0, 1, 0, 1]
Ray (of height iy) θ = 3π4 vγ = [−s, 1, s, 1] for some s(y) ∈ R
(vγ → [−1, 0, 1, 0] as y →∞)
Quasi-ray θ ∈ (3π4 , 5π4 ) vγ = [−1, 0, 1, 0]
Ray (of height iy) θ = 5π4 vγ = [−1,−s, 1, s] for some s(y) ∈ R
(vγ → [0,−1, 0, 1] as y →∞)
Quasi-ray θ ∈ (5π4 , 7π4 ) vγ = [0,−1, 0, 1]
Ray (of height iy) θ = 7π4 vγ = [s,−1, s, 1] for some s(y) ∈ R
(vγ → [1, 0, 1, 0] as y →∞)
Table 1. Limits of the standard horospherical surface along rays
where F0 : U → SL(4,C) denotes the frame field of the horospherical surface. Notice
that the map actually takes value in SO0(2, 2) because both frames F (w) and F0(w)
lie in the same right coset of SO0(2, 2) within SL(4,C).
Evidently G is constant if and only if f is itself a horospherical surface, and
more generally, left multiplication by G(w0) transforms the standard horospherical
surface described in Section 3.3 to one which has the same tangent plane and unit
normal at the point f(w0). Therefore, in some sense G(w) represents the osculating
horospherical surface of f at w0. A computation using the structure equations for a
maximal surface shows that
G−1dG = F0ΘF−10 ,
where
Θ(w) =

−uw¯ 0 e−u − 1 0
0 uw¯ 0 e
u − 1
0 e−u − 1 0 0
eu − 1 0 0 0
 dw¯ +

uw 0 0 e
u − 1
0 −uw e−u − 1 0
e−u − 1 0 0 0
0 eu − 1 0 0
 dw
and 2e2u|dw|2 is the induced metric on S = f(C).
Notice that the estimates in Proposition 3.9 show that Θ(w) is rapidly decaying
to 0 as the distance from w to the zeros of q increases. Ignoring the conjugation
by the matrix F0(w), this suggests that G(w) should approach a constant as w
goes to infinity, which would mean that the maximal surface S is asymptotic to a
horospherical surface. However, the frame field F0(w) is itself exponentially growing
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as w goes to infinity, with a precise rate depending on the direction. Thus the actual
asymptotic behaviour of G depends on the comparison between the growth of the
error Θ(w) and the frame field F0(w). In most directions, the exponential decay of
Θ(w) is faster than the growth of F0(w), giving a well-defined limiting horospherical
surface. In exactly 2(k+2) unstable directions there is an exact balance, which allow
the horospherical surface to shift. We will thus prove the following:
Proposition 3.10. Let q be a monic polynomial quadratic differential on the complex
plane of degree k ≥ 1. The polynomial maximal surface S in anti-de Sitter space with
second fundamental form 2ℜ(q) is asymptotic to 2(k + 2) horospherical surfaces.
Moreover, its boundary at infinity is a light-like polygon in Ein1,1 with 2(k + 2)
vertices.
The first step of the proof consists in finding the stable directions:
Definition 3.11. We say that a ray γ(t) = eiθt + y is stable if the direction θ /∈
{−π/4, π/4}. A q-quasi-ray is stable if the associated ray is stable.
Notice that the possible directions of stable rays in a standard half-plane form
three open intervals
J− = (−π/2,−π/4) J0 = (−π/4, π/4) and J+ = (π/4, π/2).
The stability of (quasi-)rays in these directions refers to the convergence of the os-
culating map:
Lemma 3.12. If γ is a stable ray or quasi-ray, then limt→+∞G(γ(t)) exists. Fur-
thermore, among all such rays only three limits are achieved: there exist L0, L± ∈
SO0(2, 2) such that
lim
t→+∞
G(γ(t)) =

L+ if θ ∈ J+
L0 if θ ∈ J0
L− if θ ∈ J−
Proof. First we consider rays, and at the end we show that quasi-rays have the same
behaviour. Let γ be a ray. For brevity we denote G(t) = G(γ(t)). We know that
G(t)−1G′(t) = F0(γ(t))Θγ(t)(γ˙(t))F
−1
0 (γ(t)) .
Since F0(w) = A0Rdiag(e
2ℜ(w), e2ℑ(w), e−2ℜ(w), e−2ℑ(w))R−1, for constant matrices
R and A0, the asymptotic behaviour of F0(γ(t))Θγ(t)(γ˙(t))F
−1
0 (γ(t)) depends only
on the action by conjugation by the diagonal matrix
D(t) = diag(e2ℜ(γ(t)) , e2ℑ(γ(t)) , e−2ℜ(γ(t)), e−2ℑ(γ(t))) .
A direct computation shows that R−1ΘR is equal to
e−iθ
4

2(eu + e−u − 2) −2uw¯ + (1− i)(eu − e−u) 0 −2uw¯ + (1 + i)(eu − e−u)
−2uw¯ − (1− i)(eu − e−u) 2i(eu + e−u − 2) −2uw¯ + (1 + i)(eu − e−u) 0
0 −2uw¯ − (1 + i)(eu − e−u) −2(eu + e−u − 2) −2uw¯ − (1− i)(eu − e−u)
−2uw¯ − (1 + i)(eu − e−u) 0 −2uw¯ + (1− i)(eu − e−u) −2i(eu + e−u − 2)
 dt+
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eiθ
4

2(eu + e−u − 2) 2uw − (1 + i)(eu − e−u) 0 2uw − (1− i)(eu − e−u)
2uw + (1 + i)(e
u − e−u) 2i(eu + e−u − 2) 2uw − (1− i)(eu − e−u) 0
0 2uw + (1− i)(eu − e−u) −2(eu + e−u − 2) 2uw + (1 + i)(eu − e−u)
2uw + (1− i)(eu − e−u) 0 2uw − (1 + i)(eu − e−u) −2i(eu + e−u − 2)
 dt
and conjugating by D(t) multiplies the (i, j)-entry by
λij = exp
(
2t
(
cos
(
θ +
(i− 1)π
2
)
+ cos
(
θ +
(j − 1)π
2
)))
= O
(
ec(θ)t
)
,
where c(θ) achieves its maximum 2
√
2 at θ = ±π/4 (here we have considered only
the pairs (i, j) so that λij multiplies a non-zero entry). Combining the bounds for
R−1ΘR and λij , we find that for every stable ray,
G(t)−1G′(t) = O
(
e−βt√
t
)
where β = 2
√
2− c(θ) > 0. It is then standard to show that the limit limt→+∞G(t)
exists ([DW15, Lemma B.1]).
Now suppose that γ1 and γ2 are stable rays with respective angles θ1 and θ2
that belong to the same interval. For any t ≥ 0, let ηt(s) = (1 − s)γ1(t) + sγ2(t)
be the constant-speed parameterisation of the segment from γ1(t) to γ2(t). Let
gt(s) = G(ηt(0))
−1G(ηt(s)), which satisfies
g−1t (s)g
′
t(s) = F0(ηt(s))Θηt(s)(η˙t(s))F
−1
0 (ηt(s))
gt(0) = Id
gt(1) = G1(t)
−1G2(t)
,
where Gi(t) = G(γi(t)) for i = 1, 2. Since |η˙t(s)| = O(t), the analysis above shows
that
g−1t (s)g
′
t(s) = O
(√
te−βt
)
,
where β = 2
√
2 − sup{c(θ) | θ1 ≤ θ ≤ θ2}. In particular, by making t large we can
arrange g−1t (s)g
′
t(s) to be uniformly small for all s ∈ [0, 1]. ODE methods ([DW15,
Lemma B.1]) ensure that
gt(1) = G
−1
1 (t)G2(t)→ Id as t→ +∞
This shows that G has the same limit along γ1 and γ2.
Finally, suppose that γ1 is a stable quasi-ray, and γ2 is the ray that it approximates.
If we consider as above ηt(s) = (1−s)γ1(t)+sγ2(t), we have an even stronger bound
on the derivative |η˙t(s)| = o(
√
t), hence we can conclude as before that G(γ1(t)) has
the same limit as G(γ2(t)). 
Next we analyse the behaviour near unstable rays in order to understand the
relationship between L± and L0.
Lemma 3.13. Let L± and L0 be as in the previous lemma. Then there exist unipo-
tent matrices U± such that
L−1− L0 = A0RU−R
−1A−10 and L
−1
0 L+ = A0RU+R
−1A−10
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Proof. We give the detailed proof for L−1− L0, for the other case we only underline
the differences at the end. Consider the rays γ−(t) = e−iπ/3t and γ0(t) = t. By
the previous lemma G−(t) = G(γ−(t)) and G0(t) = G(γ0(t)) have limit L− and L0,
respectively. For any t > 0, we join γ−(t) and γ0(t) by an arc
ηt(s) = e
ist , where s ∈ [−π/3, 0] .
Let gt(s) = G(ηt(−π/3))−1G(ηt(s)). Then gt : [−π/3, 0] → SO0(2, 2) satisfies the
differential equation
(2)

g−1t (s)g
′
t(s) = F0(ηt(s))Θηt(s)(η˙t(s))F
−1
0 (ηt(s))
gt(−π/3) = Id
gt(0) = G−(t)−1G0(t)
.
Unlike the previous case, the coefficient
Mt(s) = D(ηt(s))R
−1Θηt(s)(η˙t(s))RD(ηt(s))
−1
is not exponentially small in t throughout the interval. At s = −π/4, conjugation by
D(ηt(−π/4)) multiplies the (1, 2)-entry and the (4, 3)-entry by a factor exp(2
√
2t),
exactly matching the decay rate of R−1ΘR and giving
Mt(−π/4) = O
( |η˙t(−π/4)|√
t
)
= O(
√
t)
because |η˙t(0)| = t. However, this growth is seen only in the (1, 3)-entry and in
the (4, 3)-entry because all the others are scaled by a smaller exponential factor.
Moreover, for θ ∈ [−π/3, 0] we have
λ12 = λ43 = exp(2t(cos θ − sin θ)) ≤ exp
(
2
√
2t−
(
θ +
π
4
)2
t
)
,
thus we can separate the unbounded entry in Mt(s) and write
Mt(s) = M
0
t (s) + µt(s)(E12 + E43)
where M0t (s) = O(e
−βt) for some β > 0, E12 and E43 are the elementary matrices,
and
µt(s) = O
(
|η˙t(s)| exp(−2
√
2t)λ12
)
= O
(√
te−(θ+π/4)
2t
)
.
This upper-bound is a Gaussian function centered at θ = −π/4, normalised such that
its integral is independent of t. Therefore, the function µt(s) is uniformly absolutely
integrable over s ∈ [−π/3, 0] as t→ +∞. Now, under this condition the solution to
the initial value problem (2) satisfies ([DW15, Lemma B.2])∥∥∥∥∥gt(π/4)−A0R exp
(
(E12 + E43)
∫ π
4
−π
4
µt(s)
)
R−1A−10
∥∥∥∥∥→ 0 as t→ +∞ .
Since gt(0) = G(γ−(t))−1G(γ0(t))→ L−1− L0, this gives the desired unipotent form.
The proof for L−10 L+ follows the same line with the only difference given by the fact
that at θ = π/4, the leading term in the matrix Mt(s) lies in the (1, 4)-entry. 
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We can now describe the boundary at infinity of the maximal surface S. If γ
is a stable ray in U and we denote Lγ = limt→+∞G(γ(t)), then, since F (γ(t)) =
G(γ(t))F0(γ(t)), f(γ(t)) tends to the point pγ in the boundary at infinity of S that
can be expressed as pγ = Lγvγ (see Table 1). Therefore, we obtain the following
limit points along stable directions in the standard half-plane U :
Type of path γ Direction θ Projective limit pγ of f(γ)
Quasi-ray θ ∈ (−π2 ,−π4 ) pγ = L−[0,−1, 0, 1]
Quasi-ray θ ∈ (−π4 , π4 ) pγ = L0[1, 0, 1, 0]
Quasi-ray θ ∈ (π4 , π2 ) pγ = L+[0, 1, 0, 1]
Table 2. Limits of a polynomial maximal surface along rays
A direct computation, using the formulas provided by Lemma 3.13, shows that
L0[0, 1, 0, 1] = L+[0, 1, 0, 1] and L0[0,−1, 0, 1] = L−[0,−1, 0, 1] .
Moreover, along each unstable direction θ = ±π/4, the surface S = f(C) is asymp-
totic to the two horospherical surfaces L±f0(C) and L0f0(S). By the same argument
as above,
L0[1, s, 1, s] = L+[1, s, 1, s] and L0[s,−1, s, 1] = L−[s,−1, s1]
for every s ∈ R, hence the two horospherical surfaces which are asymptotic to S in
each unstable direction share one light-like segment. We deduce that the boundary
at infinity of S in each standard half-plane consists of two light-like segments forming
the "vee" given by
L0([0, 1, 0, 1] ∪ [1, s, 1, s] ∪ [1, 0, 1, 0] ∪ [s,−1, s, 1] ∪ [0,−1, 0, 1]) .
Given two consecutive standard half-planes Ui and Ui+1 we obtain two "vees" that
share an extreme vertex: in fact, by considering an other standard q-upper-half plane
W that intersects Ui and Ui+1 in a sector of angle π/2, the same argument as above
shows that the direction π/2 is stable, so the ending point of the "vee" in Ui is the
same as the starting point of the "vee" in Ui+1. Allowing i to vary, we assemble a
map
Γ : ∆2(k+2) → ∂∞S ∼= S1
where ∆2(k+2) is an abstract 1-simplicial complex with 2(k + 2)-vertices homeomor-
phic to a circle. By construction Γ is linear on each edge and its restriction to any
pair of adjacent edges is an embedding, since they are mapped to segments belonging
to different foliations of Ein1,1. Therefore, Γ is a local homeomorphism of compact,
connected Hausdorff spaces, hence it is a covering. The boundary at infinity of S is
thus a light-like polygon and we can consider the covering as simplicial. We are only
left to prove that Γ is injective.
We first recall that in each standard q-half plane Ui we can find a quasi-ray γi
converging to the vertex in the centre of the "vee" (see Table 2). In addition, by the
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previous remark, two such quasi-rays γi and γi+1 in consecutive standard half-planes
cannot have the same limit point.
Suppose now by contradiction that Γ is not injective. Then the map Γ is not in-
jective on vertices, and we can find two distinct quasi-rays γi and γj that limit to the
same vertex v in the boundary at infinity of S. Necessarily i 6= j ± 1 (mod(k + 2)).
Let us complete the curve γi ∪ γj to a simple curve β that disconnects C into two
connected components and does not meet the other standard q-half planes Ul for
l 6= i, j. Now, the quasi-rays γj−1 and γj+1 belong to two different components of
C \β and do not limit to the vertex v, because they are both neighbours of γj . Thus
each component of f(C \ β) accumulates on at least one boundary point of S that
is different from v. This is a contradiction, because f(β) is a properly embedded
path in S that limits on a single boundary point v in both directions, so one of its
complementary discs has v as the only limit point on ∂∞S.
The proof of Proposition 3.10 is now complete.
3.5. The geometry of a polynomial maximal surfaces. We conclude this sec-
tion with some remarks about the geometry of the maximal surfaces that we have
constructed.
Proposition 3.14. Let S be a polynomial maximal surface in AdS3 with second
fundamental form 2ℜ(q). Then S with its induced metric is quasi-isometric to C
endowed with the flat metric with cone singularities |q|.
Proof. The induced metric on S can be written as I = 2e2u|dz|2, where u : C → R
is the solution to Equation (1). By Proposition 3.9, we know that
1
2
log(|q|) ≤ u ≤ 1
2
log(|q|+ C)
for some positive constant C > 0. Therefore,
2|q| ≤ 2e2u|dz|2 ≤ 2(|q|+ C)
and the claim follows. 
Proposition 3.15. Let S be a polynomial maximal surface in AdS3 with second
fundamental form 2ℜ(q). Then the positive principal curvature of S is in [0, 1) and
tends to 1 for |z| → +∞.
Proof. By definition of q, the second fundamental form of S is II = 2ℜ(q). Let us
denote with λ the positive principal curvature of S. Then
−λ2 = det(B) = det(I−1II) = det(e−2uℜ(q)) = −e−4u|q|2 .
By Proposition 3.9, we know |q| < e2u, hence λ < 1.
On the other hand, when |z| → +∞, the function u diverges and the inequalities
1 ≤ e−2u(|q|+ C) = λ+ e−2uC ≤ 1 + e−2u
give the desired result. 
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4. Proof of the main result
The discussion in the previous section enables us to define a map
α : MQk → MLP2(k+2)
by sending the equivalence class of a polynomial quadratic differential [q] on the
complex plane to the boundary at infinity of a maximal embedding σ : C → AdS3
with second fundamental form 2ℜ(q). This does not depend on the choice of the
representative q, because if q′ is equivalent to q, then there exists an automorphism
T of C such that T∗q = q′. Therefore, the embedding σ′ = σ ◦ T : C → AdS3 has
second fundamental form 2ℜ(q′) and the boundary at infinity does not change. The
main aim of this section is proving that α is a homeomorphism.
Let us first point out that α can be lifted to
α˜ : TQk → TPk+2 × TPk+2
sending a monic and centered polynomial quadratic differential of degree k (see
Proposition 1.1) to the two marked (k + 2)-uples of points in RP1 corresponding to
the points of discontinuity and the images of the function f : RP1 → RP1 associated
to the light-like polygon (see Proposition 2.1).
In order to see this, we need to understand how to encode the action of the finite
group Zk+2. Given a monic polynomial quadratic differential q in C of degree k,
there are k + 2 canonical directions corresponding to the set
D =
{
z ∈ C | arg(z) = 2πj
k + 2
}
.
Those can be understood as follows, if q = zkdz2, these are exactly the directions
in which the quadratic differential takes positive real values; in the general case,
these directions are characterised by the fact that they are contained eventually in a
unique standard q-half-plane, where they correspond to quasi-rays with angle 0. If
we fix one direction θ0 = arg(z0) with z0 ∈ D, we can see the action of the cyclic
group Zk+2 as a rotation in this set.
Let σ : C → AdS3 be a maximal embedding associated to q. Let ∆ denote the
light-like polygon in the boundary at infinity of S = σ(C), and let f∆ : RP
1 → RP1
be the corresponding upper-semicontinuous, locally constant, orientation-preserving
function. Let us denote with P and Q the set of points of discontinuity and the
images of f∆. The direction θ0 gives a marking on P and Q, that is a preferred point
in each of them, in the following way. The path σ(eiθ0t) converges to a point in ∆
as t → +∞. By the discussion in the previous section, the limit point is a vertex
v ∈ ∆. Its left projection gives a point πl(v) ∈ P . The markings in the sets P and
Q are given by selecting p0 = πl(v) ∈ P and q0 = f∆(p) ∈ Q. We define
α˜ : TQk → TPk+2 × TPk+2
q 7→ ((P, p0), (Q, q0)) .
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If we change σ to σ′ by post-composing with an isometry A of AdS3, the boundary
at infinity is ∆′ = A(∆), hence the corresponding pairs (P ′, p′0) and (Q
′, q′0) are
equivalent to (P, p0) and (Q, q0).
If we change σ by pre-composing with the generator of the Zk+2-action T (z) =
ζ−1k+2z, then σ
′ = σ ◦ T is a maximal embedding with second fundamental form
2ℜ(T∗q). Its boundary at infinity remains ∆, but the limit point of the ray σ′(eiθ0t)
changes to v′, which coincides with the limit point of the ray σ(ei(θ0+2π/(d+2))t). By
the description of the limit points along rays given in Section 3.4, the markings p0 ∈ P
and q0 ∈ Q change to their successors p1 and q1. Therefore, α˜ is Zk-equivariant.
Finally, α˜ is well-defined, because if T j∗ (q) = q for some j = 1, . . . , k + 2, then σ
and σ′ = σ ◦T j are maximal embeddings of C with the same embedding data, hence
they differ by post-composition with an isometry. Then α˜(q) = α˜(T j∗ (q)).
Proposition 4.1. The map α˜ is continuous.
Proof. Let qn be a sequence of monic and centered polynomial quadratic differentials
converging to q. Let ∆n be a light-like polygon representing α([qn]) and ∆ be a
light-like polygon representing α([q]). Let f∆n and f∆ be the corresponding defining
functions, with points of discontinuity Pn and P and images Qn and Q. Recall that
the direction θ0 induces markings pn ∈ P , p0 ∈ P , qn ∈ Qn and q0 ∈ Q.
We need to prove that the marked sets (Pn, pn) and (Qn, qn) converge to (P, p0) and
(Q, q0), respectively. We first claim that the maximal surfaces Sn with embedding
data In = 2e
2un |dz|2 and IIn = ℜ(2qn) converge to the maximal surface S with
embedding data I = 2e2u|dz|2 and II = ℜ(2q), up to isometries. In fact, since qn is
convergent, Proposition 3.9 and standard Schauder estimates give a uniform bound
on the C1,1-norm of the functions un on compact sets, hence un weakly converges to
a weak solution of
2uzz¯ = e
2u − e−2u|q|2 .
By elliptic regularity, the limit is a strong solution, and by uniqueness it must coincide
with u. Therefore, un converges to u smoothly on compact sets. This implies that
the embedding data of Sn converges to the embedding data of S, thus Sn converges
to S up to changing Sn by global isometries of AdS3.
We deduce that ∆n → ∆, and that Pn → P and Qn → Q. Since σn converges to
σ smoothly on compact sets, the limit points of the rays σn(e
iθ0t) converge to the
limit point of the ray σ(eiθ0t), hence pn → p0 and qn → q0. 
In order to prove the injectivity of the map α˜, the following lemma is crucial:
Lemma 4.2. Let ∆ ⊂ Ein1,1 be a light-like polygon. If there exists a maximal
surface S ⊂ AdS3 bounding ∆, then it is unique.
Proof. We can use the same argument appeared in [CTT17] at infinity.
Suppose, by contradiction, that there exists another maximal surface S′ with
boundary at infinity ∆. We choose Ŝ and Ŝ′ their lifts to ÂdS3 in such a way that
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they share the same boundary at infinity. As a consequence, the function
B : Ŝ × Ŝ′ → R
(u, v) 7→ 〈u, v〉
is always non-positive (see [CTT17, Lemma 3.24]). Notice that B is related to the
time-like distance in ÂdS3. In fact:
• |B(u, v)| > 1 if and only if u and v are connected by a space-like geodesic;
• |B(u, v)| = 1 if and only if u and v are connected by a light-like geodesic;
• |B(u, v)| < 1 if and only if u and v are connected by a time-like geodesic.
Moreover, in the last case the time-like distance between u and v is
d(u, v) = arccos(−B(u, v)) .
If S and S′ are different, then there exists a pair of points (u0, v0) ∈ Ŝ× Ŝ′ such that
B(u0, v0) > −1 (see [CTT17, Lemma 3.25]). It was proved in [CTT17, Theorem
3.13] that a point of maximum of B gives a contradiction.
In our context, however, we cannot assume in general that B takes its maximum,
but we can apply a similar argument at infinity. Given a point u ∈ Ŝ, we first notice
that there exists a point vu ∈ Ŝ′ that realises
B = sup{B(u, v) | v ∈ Ŝ′} :
in fact, since u lies in the domain of dependence of the boundary at infinity of Ŝ′, the
light-cone centered at u intersects Ŝ′ in a compact set, and the supremum of B(u, ·)
is achieved in this set. Now, let us fix x0 ∈ AdS3 and ν ∈ Tx0AdS3. If un ∈ Ŝ is a
sequence of points such that
lim
n→+∞B(un, vun) = sup(B)
and νn is the sequence of future-oriented unit normal vectors to Ŝ at un, there exist
isometries gn ∈ Isom(ÂdS3) such that g(un) = x0 and dungn(νn) = ν. General
properties about the behaviour of constant mean curvature surfaces in AdS3 (see
[BS10, Lemma 5.1] or [Tam19a, Lemma 4.1]) imply that the sequence of maximal
surfaces Ŝn = gn(Ŝ) converges in a neighbourhood of x0 to a maximal surface Ŝ∞.
In addition, the maximal surfaces Ŝ′n = gn(Ŝ
′
n) also converge to a limit Ŝ
′
∞ in a
neighbourhood of its intersection with the future oriented normal time-like geodesic
to Ŝ∞ at x0, because the sequence un converges to the supremum of the time-like
distance between Ŝ and Ŝ′, and we can choose un so that the norm of the differential
at un of the restriction to Ŝ of the distance to Ŝ′ goes to zero as n→ +∞ ([Yau75]).
But now the function B defined on Ŝ∞ × Ŝ′∞ achieves a maximum bigger than −1
and this gives a contradiction. 
Proposition 4.3. The map α˜ is injective.
Proof. Let q, q′ ∈ TQk be different monic and centered quadratic differentials. If
there exists j ∈ {1, . . . , k} such that q′ = T j∗ q, where T (z) = ζk+2z is a generator of
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the Zk+2-action, then the equivariance of the map already implies that α˜(q) 6= α˜(q′).
Otherwise, suppose by contradiction that α˜(q) = α˜(q′). Then, we can choose maxi-
mal surfaces S and S′ with second fundamental form 2ℜ(q) and 2ℜ(q′) with the same
boundary at infinity ∆. By Lemma 4.2, S and S′ must coincide, and, in particular
have the same embedding data. Therefore, there exists a biholomorphism T ′ of C
such that T ′∗q
′ = q, but this is impossible because q and q′ do not lie in the same
Zk+2-orbit and they are both monic and centered. 
4.1. Properness. The proof of the properness of the map α follows the line of the
proof of Theorem 3.5 in [Tam19a]. We first recall some preliminary results.
We identify ÂdS3 with H
2 × S1 and we denote with A˜dS3 its Universal cover.
In this setting, the formula for the mean curvature H of a space-like surface S that
is the graph of a function h : H2 → R is well-known ([Bar88]):
(3) H =
1
2vS
(divS(χgradSh) + divST ) ,
where, denoting with t the R-coordinate, χ2 = −‖ ∂∂t‖2, T is the unitary time-like
vector field that gives the time-like orientation and vS = −〈ν, T 〉, where ν is the
future-directed unit normal vector field to S.
Given a point p ∈ A˜dS3, we denote with I+(p) the future of p and with I+ǫ (p)
the points in the future of p at distance at least ǫ. The key a-priori estimate is the
following:
Lemma 4.4. [BS10, Lemma 4.13] Let p ∈ A˜dS3 and ǫ > 0. Let K be a compact
domain contained in a region where the covering map A˜dS3 → AdS3 is injective.
There exists a constant C = C(p, ǫ,K) such that for every maximal surface M that
verifies
• ∂M ∩ I+(p) = ∅;
• M ∩ I+(p) ⊂ K,
we have that
sup
M∩I+ǫ (p)
vM ≤ C .
Remark 4.5. The same conclusion holds if we consider the past I−(p) of a point p ∈
A˜dS3. In fact, being maximal does not depend on the choice of the time orientation,
and vS is invariant under the change of time-orientation.
Proposition 4.6. The map α is proper.
Proof. We first prove that if ∆n is a sequence of light-like polygons converging to
∆ in the Hausdorff topology and Sn are maximal surfaces with boundary at infinity
∆n, then Sn converges C
2 on compact sets to a maximal surface S with boundary
at infinity ∆.
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Let C˜(∆) be a lift of the convex hull of ∆ to the Universal cover. For any point
p˜ ∈ D˜(∆) ∩ I+(∂−C˜(∆)), we choose ǫ(p˜) > 0 so that the family
{I+ǫ(p˜)(p˜) ∩ C˜(∆)} ∪ {I−ǫ(p˜)(p˜) ∩ C˜(∆)}
is an open covering of C˜(∆). Since ∆n converges to ∆ in the Hausdorff topology, the
convex hull of ∆n converges to the convex hull of ∆, thus we can find n0 such that
the above family of open sets provide an open covering of
K =
⋃
n≥n0
C˜(∆n) .
Given a number R > 0, we denote with BR the ball of radius R in H
2 centered at
the origin in the Poincaré model. The intersection (BR×R)∩K is compact, so there
is a finite number of points p˜1, . . . , p˜m such that
(BR × R) ∩K ⊂
m⋃
j=1
I+ǫ(p˜j)(p˜j) ∪
m⋃
j=1
I−ǫ(p˜j)(p˜j) .
We notice that, since p˜j ∈ D˜(∆), the intersections I±(p˜j) ∩ D˜(∆) are compact.
Moreover, since the plane dual to p˜j is disjoint from ∆ for every j = 1, . . . ,m, if
we choose n0 big enough, the same is true for ∆n for every n ≥ n0, because ∆n
converges to ∆ in the Hausdorff topology. In this way, we can ensure that the sets
K+j = I
+(p˜j) ∩ K and K−j = I−(p˜j) ∩ K are compact and contained in a region
where the covering map π : A˜dS3 → AdS3 is injective. By Lemma 4.4, there are
constants C±j such that
sup
M∩I±
ǫ(p˜j)
(p˜j)
vM ≤ C±j
for every maximal surface M satisfying:
i) ∂M ∩ I±(p˜j) = ∅;
ii) M ∩ I±(p˜j) is contained in K±j .
We can apply this to our sequence of maximal surfaces S˜n for n ≥ n0, and we obtain
that
sup
S˜n∩(BR×R)
v
S˜n
≤ max{C±1 , . . . , C±m}
for every n ≥ n0. We deduce that for every R > 0, there exists a constant C(R)
such that vS˜n is bounded by C(R) for n sufficiently large. If S˜n are graphs of the
functions hn : H
2 → R, comparing the previous estimate with Equation (3), we
see that the restriction of hn on BR is the solution of a uniformly elliptic quasi-
linear PDE with bounded coefficients. Since hn and the gradient of hn are uniformly
bounded (Proposition 3.1), by elliptic regularity, the norms of hn in C
2,α(BR−1) are
uniformly bounded. We can thus extract a subsequence hnk that converges C
2 to
some function h on compact sets. Since h is the C2 limit of solutions of Equation (3),
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it is still a solution and its graph S˜ is a maximal surface. When projecting back to
AdS3, the boundary at infinity of S coincides with ∆ because it is the Hausdorff limit
of the curves ∆n, which converge to ∆ by construction. Notice that the embedding
data of Sn converge on compact sets to the embedding data of S.
We can now conclude that the map α in proper. Let ∆n = α([qn]) be convergent to
a light-like polygon∆ inMLP2(k+2). Then, up to acting with elements of PSL(2,R)×
PSL(2,R), we can assume that ∆n converges to ∆ in the Hausdorff topology. By the
previous discussion, the sequence qn must converge uniformly on compact sets to a
holomorphic quadratic differential q up to biholomorphisms of C, because their real
part determines the second fundamental form of the maximal surfaces bounding ∆n.
Since all qn are polynomial of fixed degree k, q is necessarily a polynomial of degree
at most k. But, the degree of the polynomial determines the number of edges of the
light-like polygon at infinity, hence the degree is exactly k and the proof is complete
using Proposition 1.3. 
Proof of Theorem C. By Proposition 4.1 and Proposition 4.3, the map α˜ is continu-
ous and injective. By the Domain Invariance Theorem, α˜ is open. Since it is equivari-
ant, its projection α is open, as well. Since a proper map between locally compact
topological spaces is closed, the image of α is a connected component of MLP2(k+2).
Since the latter is connected, α is surjective, hence a homeomorphism. 
Proof of Theorem B. Since the map α is surjective, every light-like polygon is the
boundary at infinity of a space-like maximal surface. Uniqueness follows from Propo-
sition 4.2. 
5. Application
Let Ωl,Ωr ⊂ H2 be open domains of the hyperbolic plane. An orientation pre-
serving diffeomorphism m : Ωl → Ωr is minimal Lagrangian if its graph is a minimal
surface in H2 ×H2 that is Lagrangian for the symplectic form ωH2 ⊕−ωH2.
Minimal Lagrangian maps have been extensively studied when Ωr = Ωl = H
2.
For instance, if we require m to be equivariant under the action of two Fuchsian
representations ρr, ρl : π1(Σ) → PSL(2,R) of the fundamental group of a closed,
oriented and connected surface of genus at least two, a result by Schoen ([Sch93])
states that such an m always exists and is unique. Later, Bonsante and Schlenker
([BS10]) used anti-de Sitter geometry to construct minimal Lagrangian maps from
H2 to H2 and extended Schoen result in the following sense: given a quasi-symmetric
homeomorphism of the circle, there exists a unique minimal Lagrangian extension
to the hyperbolic plane. Properties of these maps have been then studied by Seppi
([Sep16]).
Here we use the techniques introduced by Bonsante and Schlenker in order to
construct a particular class of minimal Lagrangian maps between ideal polygons in
H2. Let us first recall how their construction works. Let S be a maximal surface in
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anti-de Sitter space. We denote with q the holomorphic quadratic differential such
that II = 2ℜ(q). The Gauss map
G : S → H2 ×H2
is harmonic, and the two projections are also harmonic
Πr,Πl : S → H2
with opposite Hopf differentials ±2iq (e.g. [Tam19a, Prop. 6.3]). If we assume that
S has principal curvatures in (−1, 1), and that these maps are diffeomorphisms from
S to open domains Ωr,l of the hyperbolic plane, then the composition
Πr ◦ Π−1l : Ωl → Ωr
is minimal Lagrangian. We remind that if the principal curvatures are in (−1, 1), the
left and right Gauss maps are always orientation preserving local diffeomorphisms,
but global injectivity may fail. The conformal class of the induced metric on the
maximal surface is called the centre of the minimal Lagrangian map. By the afore-
mentioned result of Bonsante and Schlenker, every (equivariant) minimal Lagrangian
map from H2 to H2 can be obtained by this procedure and the centre is a hyperbolic
surface.
As a consequence of our study about polynomial maximal surfaces in anti-de Sit-
ter space, we can construct a particular class of minimal Lagrangian maps between
ideal polygons:
Definition 5.1. Let P,Q be ideal polygons in H2 with the same number of vertices.
We say that a minimal Lagrangian map m : P → Q factors through the complex plane
if there exist two complete harmonic diffeomorphisms f : C → P and f ′ : C → Q
with opposite Hopf differentials such that m = f ′ ◦ f−1.
Remark 5.2. We remark that the condition on the number of vertices is necessary
for the existence of a minimal Lagrangian map, as it preserves the volume.
Remark 5.3. We recall that a harmonic diffeomorphism f : C → H2 is said to
be complete if the metric ‖∂f‖2|dz|2 is complete. This is a technical assumption
in order to use the results of [HTTW95]. We do not know if there exist harmonic
diffeomorphisms from the complex plane to an ideal polygon whose Hopf differential
is not a polynomial.
Let us now show that the construction of Bonsante and Schlenker applied to a
polynomial maximal surface S in AdS3 induces a minimal Lagrangian map between
ideal polygons. We first remark that by Proposition 3.15 the principal curvatures
of S are in (−1, 1). Moreover, the left- and right- Gauss maps are harmonic with
polynomial Hopf differentials. Under this condition, the metrics ‖∂Πr‖2|dz|2 and
‖∂Πl‖2|dz|2 are complete and the harmonic maps are diffeomorphisms onto their
image ([Li19, Theorem 5.1]). Now, complete harmonic maps with polynomial Hopf
differentials of degree k send diffeomorphically the complex plane to an ideal polygon
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with k + 2 vertices ([HTTW95]). These polygons are related to the boundary at
infinity of S in a precise way:
Proposition 5.4. Let ∆ be the boundary at infinity of a polynomial maximal surface
S in AdS3. Let f∆ : RP
1 → RP1 be the corresponding function. If P and Q are the
sets of points of discontinuity and in the image of f∆, then S induces a minimal
Lagrangian map between the ideal polygons with vertices P and Q.
Remark 5.5. Recall that in the definition of f∆ we have fixed a totally geodesic
space-like plane P0 in AdS3. Also the definitions of the projections Πr,l depend on
the choice of a totally geodesic space-like plane. The above result holds if these choices
are compatible, i.e. we use the same space-like plane P0.
Proof. We do the proof for the left Gauss map Πl : S → H2, the other case being
analogous. We recall that the set P is obtained by projecting the edges of ∆ that
lie in the left-foliation to the boundary at infinity of P0 via πl. Since we already
know that the image of Πl is an ideal polygon with a precise number of vertices, it
is sufficient to prove that if pn ∈ S converges to p∞ ∈ el, where el is an edge of ∆
belonging to the left foliation, then Πl(pn) converges to πl(el). Now, a polynomial
maximal surface is asymptotic to horospherical surfaces at infinity, hence it is enough
to prove this for horospherical surfaces. Moreover, it is sufficient to prove it for the
standard horospherical surface S0 described in Section 3.3, because all others are
obtained from S0 by acting with an isometry (A,B) ∈ PSL(2,R) × PSL(2,R) and
the projections πl and Πl both change by post-composition with A.
The proof now boils down to a standard computation in anti-de Sitter geometry.
For this purpose we use the identification between AdS3 and PSL(2,R) given by
(x0, x1, x2, x3) 7→
(
x3 − x1 x0 − x2
x0 + x2 x3 + x1
)
.
Morover, we choose as P0 the space-like plane
P0 = {A ∈ PSL(2,R) | trace(A) = 0} .
In this model the horospherical surface S0 is parameterised by
f0(x, y) =
1√
2
(
e−2y −e−2x
e2x e2y
)
.
The left Gauss map can be computed as follows ([BBZ11]): let p ∈ S0 and TpS0 be
the totally geodesic plane tangent to S at p. Let G(p) be the point dual to TpS0.
Then the isometry (Id, G(p)) sends TpS to P0 and the left Gauss map is given by
Πl(p) = p ·G(p)−1
where we are thinking of p as an element of PSL(2,R) itself. In our setting
G(x, y) =
1
2
(−e−2y −e−2x
e2x −e2y
)
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and the left Gauss map is
Πl(x, y) = f0(x, y) ·G(x, y)−1 =
(
0 e−2x−2y
−e2x+2y 0
)
.
The edges of the light-like polygon at infinity belonging to the left-foliations are (see
Table 1)
e1 =
(
0 0
1 s
)
and e2 =
(
s −1
0 0
)
,
where those matrices are to be intended up to scalar multiples. The left-projection
is then performed by taking their intersection with the boundary at infinity of P0 of
the projective lines they generate, i.e.
πl(e1) =
(
0 0
1 0
)
and πl(e2) =
(
0 1
0 0
)
.
Now, the edge e1 is obtained as projective limit along the rays γ1(t) = e
iπ/4t+ iz for
z ∈ R, and the above computations show that
lim
t→+∞
Πl(f0(γ1(t)) =
(
0 0
1 0
)
= πl(e1) .
The computation for the edge e2 is analogous. 
Proposition 5.6. Let m : P → Q be a minimal Lagrangian map between ideal
polygons with k ≥ 3 vertices that factors through the complex plane. Then m is
induced by a polynomial maximal surface in anti-de Sitter space.
Proof. By assumption the map m can be written as m = f ′ ◦ f−1, where f : C→ P
and f ′ : C→ Q are complete harmonic maps with opposite Hopf differentials ±2iq.
By [HTTW95, Theorem 1.1], the Hopf differential must be a polynomial of degree
k − 2. Therefore, associated to q is a polynomial maximal surface S, conformally
equivalent to C, in anti-de Sitter space. The left and right projections of the Gauss
map of S are harmonic with Hopf differentials ±2iq, hence they must coincide with
f and f ′ (up to post-composition with elements of PSL(2,R)). Therefore, up to
changing S by a global isometry of AdS3, the left and right Gauss map coincide with
f and f ′, and m is induced by S. 
Proof of Theorem A. Given two ideal polygons P and Q with k ≥ 3 vertices, there
are at most k distinct light-like polygons in the Einstein Universe ∆ whose defining
functions f∆ have points of discontinuity P and image Q: in fact those are the
elements in the fibre of the map
MLP2k
∼= (TPk × TPk)/Zk → TPk/Zk × TPk/Zk
associating to a pair of labelled ideal polygons their equivalence classes in the moduli
space of ideal polygons. By Theorem B, each light-like polygon bounds a polynomail
maximal surface that induces a minimal Lagrangian map between P and Q (Propo-
sition 5.4). By Proposition 5.6, every such minimal Lagrangian map comes from a
polynomial maximal surface in anti-de Sitter space, and the theorem follows. 
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