INTRODUCTION 60
Two-photon laser scanning microscopy (Denk et al., 1990; 1995 involves the periodic excitation of molecules by hundred-femtosecond laser 63 pulses, followed by the emission of fluorescent light before the arrival of the next 64 pulse. Despite the relatively large number of photons in each excitation pulse, 65 roughly one hundred million at the focus of the objective for non-saturating 66 intensities, the average number of fluorescence photons that are detected is 67 typically of order one or less (Neher and Hopt, 2001 ; Tsai and Kleinfeld, 2009) . 
136

Electronics
137
Signal acquisition begins with a PMT (H7422-40; Hamamatsu) that converts photons 138 into brief current pulses with a conversion gain of ~3x10 
145
For imaging by photon counting, the output of the PMT was directed through a 146 high-speed AC coupled amplifier (ZPUL-30P; Mini-Circuits), and the signal is converted
147
to a TTL pulse with a discriminator; either a commercial device (PRL-350TTL; Pulse
148
Research Lab) or one of local design ( Figure S1 in Supplementary Information on
149
Firmware and Hardware). 
205
To increase the depth of imaging, a craniotomy was performed to generate a dura-intact 
RESULTS 221
At low signal intensities, the average fluorescence that follows each laser pulse 222 will contain, on average, significantly less than one photon. The signal must be 223 integrated across multiple pulses and the background electronic noise from the 224 PMT, as well as from associated analog electronics, will reduce the ability to 225 distinguish image features from the background. As an example, we used in vivo 226 The scaling of excess noise with analog integration versus photon 236 counting was directly tested by obtaining equivalent images of a sample, 237 fluorescein labeled cellulose, that had a broad spatial distribution of emission 238 intensities (Fig. 2D,E) . The mean count per pixel is rβ, where r is the number of 239 laser pulses in the period of the pixel clock, i.e., r ≡ f pulses /f pixel ~ 100, and β is the 240 measured number of emissions per laser pulse (Table 1 ). The variance for the 241 photon counting data, denoted σ 2 , scales identically with the mean count per 242 pixel, i.e., σ 2 = βr. In contrast, the analog signal showed excess variance 243 compared to the Poisson limit (Fig. 2F) . The data were well described by the 244 phenomenological fit of ( ) 1 σ η β + 2 = r , with η = 0.57 for our conditions. 245
We analyzed the effect of near-simultaneous arrival of multiple photons, or 247 photon pileup (Coates, 1968) The value of α for each pixel forms the image and the ratio α σ forms the MLE 270 of the SNR for that pixel. 271
An improved MLE for α is formed by including r 1 , the number of laser 272 pulses that lead to exactly one measured count. This calculation incorporates theyields an expression for α that must be evaluated numerically (Supplementary 275
Information of Count Estimate).
We use the Newton-Raphson method to find 276 the value of α that maximizes the log-likelihood function l(α), where 277 The variance is found by numerically computing the second-derivative of l(α) with 283 respect to α, evaluated at α = α , (Eq. 3), so that 284
Note that the above expressions (Eqs. 1 to 6) can further include corrections for 286 emissions that fail to occur with the time between laser pulses (Supplementary 287 Information on Count Estimate). These emissions are not lost, but can be 288 counted as originating from a subsequent laser pulse. 289
We applied the above relations to images taken under relatively high laser 290 intensities, for which the average count per pixel was well above one for bright 291 regions of the image. We compare the image found with uncorrected counts 292 (Fig. 3A1) , the image and SNR using the estimate of ö α at each pixel with just 293 the number of pulses with no detected emission (Fig. 3B1 using Eq. 1 and 294 Fig. 3B2 using Eq. 2) , the image and SNR using the estimate of ö α at each pixel 295 with both the number of pulses with zero and exactly one detected emission 296 (Fig. 3C1 using Eqs. 3-5 and Fig. 3C2 using Eq. 6) and, lastly, the image 297 obtained with analog detection (Fig. 3D1, D2 ). These data illustrate three keyscompared to the corrected images (cf. panel A1 with panels B1 and C1 in 300 . 3) . Lastly, the SNR when both r 1 and r 0 are used to 305 estimate α for each pixel approaches that of analog recording at these high light 306 levels, for which there is substantial censoring. 307
Crossover from photon counting to analog integration 308
At lower imaging intensities, photon counting offers an improved SNR compared 309 to analog integration (Figs. 2F and 3D) . At high intensities, however, the 310 uncounted photons in the censored region result in additional variance that 311 degrades the SNR of photon counting. There is a "crossover" point, above which 312 analog integration yields a higher SNR for bright pixels and is preferable. In the 313 example of Figure 3 , obtained with relatively high incident intensity, the 314 crossover point is α = 0.8 when only the number count for no emissions is used, 315 but α = 1.5 when both the number of events with zero count and one count are 316 used (Fig. 3E) . There is a 0.45 chance of emitting 2 or more photons per laser 317 pulse at the intensity that corresponds to α = 1.5, clearly demonstrating the 318 utility of our approach to correct for censored counts. 319
In vivo detection of neuronal cell death using FLIM 320
The distribution of time between an excitation pulse and the returned 321 Two photon imaging based solely on intensity, or counts, yields 340 individually labeled cells and vessels that are indistinguishable based on 341 brightness (Fig. 4A) . Imaging based of lifetime clearly distinguishes between the 342 two structures (Fig. 4B) (Fig. 4D) , and that labeled cells appear to be primarily neurons, 349 based on immunohistochemistry with the pan-neuronal marker MAP-2 (Fig. 4E) . 
354
Photon counting (Fig. 1) provides a simple way of increasing the signal to noise 355 ratio of images obtained with two-photon microscopy for low and medium 356 imaging intensities (Fig. 2) . At higher intensities, the increased SNR is offset by 357 the arrival of multiple photons per laser pulse. The undercounting inherent in thisfor undercounting in a manner that essentially doubles the count at which one 360 needs to switch to analog integration (Eqs. 3 to 6). In fact, the correction for 361 censored counts is sufficiently good to obviate the need for analog detection, 362 even at high emission rates (Fig. 3) . 363
Theoretical analysis of the shot-to-shot variation in output pulses from the 364 PMT predicts that the analog signal should have a multiplicative factor of 365
) g -1 ( ) excess noise power over the Poisson limit (Shockley and
366
Pierce, 1938), where g is the gain per stage in the PMT at a particular supply 367 voltage and d is the number of stages. For g = 3.5 and d = 9, parameters for the 368 operating point of our PMT in these studies, the theoretical value of η = 0.4 falls 369 short of the observed value of η = 0.6. The reason for this excess is unclear, yet 370 the implication is that photon counting is effective at higher intensities than 371 suggested by theory. 372
Our system allows for uninterrupted counting at speeds up to 350 MHz 373 with the use of relatively inexpensive commercially available parts. In addition, by 374 creating the electronics around a reprogrammable CPLD core and by locking the 375 counters to the onset of the excitation pulse, we are able to extend the photon 376 counting device to acquire fluorescence lifetime images with 1.5 ns bin widths 377 (Fig. 4) . Locking of the counters to the laser pulse is also essential when 378 alternate pulses are used to acquire different modalities, such as switching 379 between focal depth or polarization (Carriles et al., 2009; Field et al., 2010a) . 
