Steganography is the process of hiding data into public digital medium for secret communication. The image in which the secret data is hidden is termed as stego image. The detection of hidden embedded data in the image is the foundation for blind image steganalysis. The appropriate selection of cover file type and composition contribute to the successful embedding. A large number of steganalysis techniques are available for the detection of steganography in the image. The performance of the steganalysis technique depends on the ability to extract the discriminative features for the identification of statistical changes in the image due to the embedded data. The issue encountered in the blind image steganography is the non-availability of knowledge about the applied steganography techniques in the images. This paper surveys various steganalysis methods, different filtering based preprocessing methods, feature extraction methods, and machine learning based classification methods, for the proper identification of steganography in the image.
quency of use on the internet. The steganalysis is the procedure of detecting the presence of hidden message embedded using steganography. The image steganalysis method utilizes the features that are affected by steganography and then a machine learning classification. To use this method, the steganalyst must extract the features from a training data set to train the classifier. Then, the classifier is validated by using a testing dataset. If the results are accurate, then the classifier is considered as an effective classifier.
The classification capability is decreased as the testing dataset differs from the training dataset. The data set acquired after feature extraction depends on the steganography algorithm used for hiding the data into cover source, feature extraction algorithm and the cover source properties. If similar cover source is employed, the feature extraction process delivers the data set with similar representation. Therefore, the results produced from the classifier would be satisfactory. Likewise, if different cover source is used, the obtained data set from feature extraction process is also different and the classification results are degraded.
Nowadays, the complexity of steganography algorithms is increased. So, the image steganalysis must be designed with high dimensional feature space [2] .
Some of the ancient steganographic methods are invisible ink, spread spectrum communication, covert channel and microdot [3] . The fundamental requirement of steganographic system is that the hidden information causes only minor modifications in the cover object. The steganography methods are classified into two types.
• Spatial domain steganography,
• Transform domain steganography.
The spatial domain method is frequently used due to its high capacity of hidden information and easy implementation [4] . Here, the secret messages are embedded directly by altering the pixel intensity values of an image. This method is further divided into Least Significant Bit (LSB) insertion technique, Pixel Value Difference (PVD) method, mapping pixel to hidden data, Random Pixel Embedding (RPE) method, Edge Based data Embedding (EBE) method, Labeling or connectivity method, Histogram shifting method, Pixel intensity based method, Enhanced Least Significant Bit (ELSB) algorithm, and Texture based method. In LSB based methods, least significant bits of the pixels are replaced by the message bit for embedding. In block based method, the cover is divided into equal sized blocks before embedding the data. In Edge based method, the sharper edge regions are used for hiding the message. In these methods, ELSB algorithm offers more security. In grey level method, the host images are divided into blocks and the corresponding secret message bits are embedded into each block by using layers. The layers are prepared by the binary representation of pixel values. The spatial domain methods reduce the chance of degradation of original image and deposit larger information in an image. The disadvantages are that these methods are less robust, and hidden data may be lost in image manipulation and hidden data can be easily destroyed by simple attacks.
The transform domain method embeds the secret message information in the format of transform coefficients of the cover image [5] . Numerous transformations and algorithms are applied on the image for hiding the message information. Transform domain has advantages over spatial domain as the information hidden in the image is will not be affected by compression, cropping, and image processing. These methods are classified into following categories: Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT) and Discrete Wavelet Transform (DWT), Lossless or reversible method, and Embedding methods.
Every steganography method employs a special mechanism to embed the secret data in the images. Therefore, it positions a distinct pattern on the stego images.
In general in a steganalysis scheme the stages are image preprocessing, feature extraction and classification. The preprocessing eliminates the noise present in the images. Feature extraction is an important concept in the image classification. The most relevant features are extracted from an image and used for the classification.
This paper is arranged as follows. Section 2 describes the steganalysis techniques. Section 3 discusses the filtering techniques for image preprocessing, Section 4 presents feature extraction techniques and Section 5 presents classification techniques. Section 6 discusses the results and conclusions based on the survey.
Steganalysis Techniques
The steganalysis techniques are categorized into two types, signature steganalysis and statistical steganalysis. This classification is based on the method used to detect the presence of hidden message in the image embedded by the steganography. The secret information hidden in the image or any other digital media, which is invisible to human, causes the modification of media properties that produces the degradation, unusual characteristics and patterns. These patterns and characteristics may act as a signature that is broadcasted with the embedded message. The signature steganalysis is further divided into specific signature steganalysis and universal signature steganalysis. The information hiding process changes the statistical properties of the cover, which a steganalyst attempts to detect. The process of attempting to detect such statistical traces is called statistical steganalysis. Statistical steganalysis is considered as a powerful tool as compared with signature steganalysis due to its sensitivity. Some of the methods based on statistical steganalysis are LSB embedding steganalysis, LSB matching steganalysis, spread spectrum steganalysis, JPEG compression steganalysis, addictive noise steganalysis, and transform domain steganalysis [6] . The following section of the paper discusses the recent steganalysis methods are presently used.
The block based steganalysis method [7] provides an accurate steganalytic performance without increasing the amount of features. It has two phases, training process and testing process. In training, an image is decomposed into smaller blocks and each block is considered as the basic unit for steganalysis.
The stego image is obtained by embedding the secret image into the cover image. This process is implemented on every cover image to acquire the cover- classes on the basis of the structure of filters: first order, second order, third order, edge kernels and square kernels. The Collaborative Representation (CR) [9] utilizes all the training samples from both cover and stego for the representation of testing samples to solve the least square problem. The regularization term is changed from 1 l norm to 2 l norm for regularizing the coding vector and producing lower complexity.
The Least Significant Bit (LSB) matching steganalysis operates from the difference of neighboring pixels before data embedding and after data embedding 
Image Preprocessing Techniques
The preprocessing is applied to images to remove the redundant and irrelevant content present in the image [12] . The noise incorporated into the image is also eliminated.
Discrete Wavelet Transform (DWT)
The Discrete Wavelet Transform (DWT) based preprocessing technique improves the security of steganography [13] , which embeds the secret message in the frequency domain of the cover image. It hides the messages in substantial areas of the cover image to make it more robust to the attacks.
Vector Rank M-Type L Filter (VRML)
The Vector Rank M-type L (VRML) filter removes the impulsive noise and speckle noise from the color images and video sequences [14] . This filter consists of two estimators such as Median-M type (MM) and Ansari-Bradley Siegel-Tukey M-type (AM) for providing robustness in the filtering technique. The impulsive noise detectors are also included to improve the properties of noise suppression in the low and high densities of impulsive noise. It has edge preservation property and power in noise detection during the presence of impulsive noise.
Successive Mean Quantization Transform (SMQT)
The Successive Mean Quantization Transform (SMQT) extracts the structure of data in robust manner [15] . Here, the capacity of the embedding is identified from the non-zero Discrete Cosine Transform (DCT) coefficients. In Boosted Steganography Scheme (BSS), a cover image is preprocessed in two stages, once in preprocessing stage and then in embedding stage. In preprocessing stage, the image processing techniques such as contrast enhancement, SMQT and other manipulation methods are applied on the cover images.
Scale Invariant Feature Transform (SIFT)
The image saliency detection based preprocessing technique utilizes the quaternion transform. The region segmentation and Scale Invariant Feature Transform (SIFT) are considered as the preprocessing technique to extract the accurate features by removing the irrelevant features [16] .The textural features like contrast, coarseness, directionality, regularity and roughness are traced.
Anisotropic Diffusion (AD)
The Anisotropic Diffusion (AD) based pre-processing performs the image smoothing and image enhancement [17] . The matrix representing the image is flipped left to right in the vertical axis.
Chirp Z-Transform (CZT)
The combination of Chirp Z-Transform (CZT) and Goertzel algorithm are used as the preprocessing technique to normalize the image [18] . The input image is divided into specific number of same sized blocks and CZT is applied to every individual blocks. The CZT calculates the Z transform at M points in Z-plane and it transforms the image into Z-domain. Then, the Goertzel algorithm is applied to the transformed image as a reconstruction algorithm that is produced an image with the inversion of an original image. The normalized images is acquired after completion of reconstruction process.
Other Filters
The 2 Dimensional (2D) Wiener filter is an adaptive noise removal filter that performs low pass filtering of a gray scale image.
A Gaussian filter is a low pass filter with minimum time bandwidth product.
The Gamma Intensity Correlation (GIC) enhances the local dynamic range of the image in the dark or shadowed region during compression.
Feature Extraction Techniques
The feature extraction is the process of extracting the essential information or characteristics from the original image [19] . Some of the feature extraction techniques are discussed in this section.
Relative Auto Decorrelation (RAD)
Relative Auto-Decorrelation (RAD) feature extraction method extracts the intrinsic features that improve the detection of stegos from the cover [20] . Every cloud has same luminance pixels in an edge free region of the image.
Discrete Cosine Transform (DCT)
The differential 
Gabor Wavelet Transform
The Shannon entropy of 2-Dimensional (2D) Gabor wavelet feature extraction model has joint localization properties in spatial domain [22] . 
Spectrum Based Feature Extraction
The spectrum based feature extraction utilize the combination of DCT and Discrete Fourier Transform (DFT) [23] . 
Perturbed Quantization (PQ)
The Perturbed Quantization (PQ) steganography analyzes the special positions of the feature extraction [25] . The changes of the global, local and dual histo- 
Non-Sampled Contourlet Transform (NSCT)
The Logarithmic Non-Sampled Contourlet Transform(NSCT) extracts the invariant features like strong edges, weak edges and noise in the image [26] . 
Machine Learning Based Classification Techniques
The steganalyst trains the classifier with increasing more complex cover model and large data set to achieve more accurate and robust detectors.
Ensemble Classifier
The Ensemble classifier allows the fast construction of steganography detector with improved detection accuracy [27] . To build a detector, the model for the cover source is selected for the detection of steganography. Such covers are represented in a lower dimensional feature space before training the classifier.
The ensemble classifier includes many base learners that is trained on a set of cover and stego images. The concluding decision is made by aggregating the decisions of every individual base learners.
Ensemble Based Extreme Learning Machine (EN-ELM) Classifier
The Ensemble based Extreme Learning Machine (EN-ELM) algorithm is required, where the ensemble learning and cross validation are implanted into the training phase [28] . The ensemble is constructed with several predictors on the training set by various set of random parameters. The learning is started by partioning the entire training set into number of subsets. Each learner is trained with the reduced subset. The parameters of every predictor is updated according to particular conditions. The decision is made by the testing samples by majority voting scheme. After completion of training, all predictors present in the ensemble are stored on the basis of its norm in an increasing order. The first half of the ensemble is utilized for making the decisions through majority voting scheme.
The class receives the highest vote is treated as the predicted label and the total vote received by the each class is computed.
Extreme Learning Machine (ELM) Classifier
The Extreme Learning Machine (ELM) [29] produces the best performance in multi-label classification of large dataset. It is applied for the Single hidden Layer with a large type of feature mappings that can be applied to the regression and multi class classification [30] . It utilizes the single output node and the class label that is closer to the output value is considered as the predicted class label of the input data. The solution of binary classification case is became a specific case of multiclass solution. If the ELM utilizes multi output nodes, the index of the output node with highest output value is chosen as the label for the input data.
The ELM involves the reduced human intervention than Support Vector Machine (SVM). If the feature mapping is known to the user, only one parameter is required to specify the user.
Differential Evolution (DE) Based ELM Classifier
The Differential Evolution (DE) based ELM includes the cross validation accuracy as the performance indicator to determine the optimal ELM parameters [31] . The integration of spatial context information in the learning process produces an enhanced classification results. The hyper spectral images are categorized by high dimensional spectral features. Initially, the feature reduction is applied to reduce the dimensionality of the data. Then, the morphological operations are included for this feature. The mode selection issue associated with the ELM is addressed with the simple grid selection procedures. The required kernel matrix is calculated from the training samples.
Cognitive Ensemble ELM Classifier
The cognitive ensemble ELM classifier is based on the hinge loss function [32] . 
Support Vector Machine (SVM) Classifier
The Support Vector Machine (SVM) classifier is a standard classifier of the machine learning algorithm for binary classification [33] . The optimal linear deci- 
Bayesian Ensemble Classifier
In Bayesian ensemble classifier, the Bayesian estimation method is incorporated with the ensemble classifier for the improvement of classification performance [35] . 
Results & Discussion
From this survey, it is evident that the existing VRML, SMQT, SIFT and AD preprocessing techniques has less probability to detect hidden data, increased computational complexity with reduced speed. The folding based median filter provides the better reduction of noise. Also, the LNSCT, DCT, Shannon entropy methods has slow processing speed and the complex regions are not extracted.
The texture patterns are extracted by the symmetrical pattern based extraction method. Moreover, the ELM and SVM classifiers have increased number of feature vectors. The machine learning classifier efficiently classifies the labels in the steganography. The results of this survey is depicts in the Table 1 . The overall process flow of the steganography is shown in the Figure 1 . The median testing error for various stegmethod is shown in the Table 2 and its corresponding graphical representation is depicts in Figure 2 . Likewise, the median testing error for various feature extraction method is represented in Table 3 and its graphical representation describes in Figure 3 .
Conclusion and Future Work
In this paper, various techniques for preprocessing, feature extraction and classification of image steganography are surveyed. The existing preprocessing techniques have less probability to detect the hidden data and reduced speed of op- Carvajal-Gamez, et al [13] 2013 The pixels are classified using threshold based on the standard deviation of the local complexity of the cover image. Three types of color spaces are used to provide the difference between cover images and stego images Figure 1 . Overall process flow of steganography. Table 2 . Median testing error for various steg method.
Steg method of steganography methods will be implemented in future.
