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Crystallization and flow induced by inhomogeneous activity
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Based upon recent experiments in which passive particles are made into active swimmers by
illuminating them with laser light, we explore the effect of applying a light pattern on the sample,
thereby creating activity inducing zones, or active patches. We simulate a system of interacting
Brownian diffusers that become active swimmers when moving inside an active patch and analyze
the structure and dynamics of the ensuing stationary state. We find that, in some respect, the
impacts of an activity inhomogeneity qualitatively recemble those of a temperature gradient for
regular patterns. For asymmetric patches, on the other hand, this analogy breaks down and we
encounter stationary states specific for a partially active motion.
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I. INTRODUCTION
The motion of bacteria, the action of molecular motors
along proteins, and the collective motion of flocks are all
part of the rapidly growing study of the nonequilibrium
statistics of active matter [1–4]. Recently, a number of
soft matter systems have been constructed to probe the
collective behaviors of such systems [5]. This work is in-
spired by the family of experiments in which specially
tailored micrometer sized particles can be made into ac-
tive swimmers by illuminating them with laser light [6, 7].
In the experiments of Buttinoni et al. [7], micrometer-
sized silica beads were half-coated with a thin layer of
graphite and suspended in a water-lutidine mixture that
was kept close to the critical demixing concentration. By
pouring this colloidal suspension in a cavity, the parti-
cles were confined to a quasi two-dimensional geometry
and the sample was then illuminated by laser light. The
wavelength of the laser was chosen so that only the car-
bon coated hemisphere of the silica beads was heated.
At sufficiently high light intensity, the carbon half of the
beads heated the surrounding solvent to such an extent
that local demixing occurred. This created an asymmet-
ric concentration gradient around the bead that induced
directed motion perpendicular to the equator separat-
ing the hemispheres. Furthermore, it was shown that the
light intensity was directly proportional to the swimming
speed of the particles. The aim of this work is to study
the effect of partially illuminating the sample, thereby
creating active and inactive zones. **Proper introduc-
tion**
We shall consider the three different types of passive
zones embedded in an active fluid, as depicted in the top
row of Figure 1 and analyze the ensuing nonequilibrium
stationary state.
II. MODEL AND METHODS
Molecular dynamics simulations, discussed in Refer-
ence [7], showed that although the colloidal particles are
hard spheres, the Weeks–Chandler–Anderson (WCA) po-
FIG. 1: The three different types of geometries considered in
this work. The red regions correspond to areas that are illu-
minated by the activity-inducing laser light, and the particles
in the blue region perform conventional Brownian diffusion.
The bottom row depicts typical configurations of particles for
large activity. The particles are colored according to whether
or not they are active.
tential [8] more accurately reproduces the radial distribu-
tion function obtained from experiment because the quasi
two-dimensional arrangement of the particles allows for a
small out-of-plane overlap. The potential energy between
two particles interacting via the WCA potential is
UWCA(r) =
{

[
(r0/r)
12 − 2(r0/r)6
]
+  if r < r0
0 else,
(1)
where r is the interparticle distance. The total po-
tential energy of particle i in the system is U toti =∑
i 6=j U
WCA(|ri − rj |) where ri and rj are the posi-
tion vectors of the ith and jth particles in the system.
The interaction strength between particles was set to
 = 100kBT , where kB is the Boltzmann constant and
T is the temperature. The length scale of the inter-
action potential, r0, is related to the Lennard-Jones
parametrization by r0 = 21/6σLJ and represents the par-
ticle diameter. Experiments show that the particles obey
overdamped Langevin dynamics without hydrodynamic
interactions [7] and therefore the equation of motion for
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2each particles is,
γr˙i = F
WCA
i + f˜i + γv(ri)eˆi, (2)
θ˙i = Γ˜i. (3)
Here, r˙i is the velocity of particle i and γ is the friction
constant related to the diffusion constant D0 of a single
particle in the fluid by the Einstein relation γ = kBT/D0.
The interparticle force, FWCAi , is the negative gradient
of the potential U toti . The particles experience a ran-
dom stochastic force f˜i due to the solvent which was
simulated by a Gaussian distribution that is delta cor-
related in time, and has a variance of 2D0γ2. The last
term, γv(ri)eˆi, is responsible for the active motion of
the particle. This force acts along the orientation eˆi of
the particle with position dependent magnitude v(ri).
In this work, the magnitude of the active force, v(ri),
is either a constant v or 0, depending on whether the
particle is in the illuminated (red) or passive (blue) re-
gion in Figure 1. The orientation vector of each particle,
eˆi = {cos θ, sin θ}, performs an independent random walk
in θ, such that 〈θ(t)θ(0)〉 = 2Drδ(t) and the rotational
diffusion constant of the particles obeys the no slip rela-
tion, Dr = 3D0/r20.
In all of our simulations, we set kBT , γ, and r0 to unity.
As a result the diffusion constant, D0, is also unity. We
considered a system of 3600 particles with a global (i.e.
across both zones) number density of ρg = 0.2886, sim-
ilar to experiment [7]. The simulation cell had width
Lx = 120r0 and height Ly = Lx
√
3/2. The system was
subject to periodic boundary conditions and the simu-
lations were initialized by arranging the particles in a
hexagonal lattice that melts quickly due to the fact that
the packing fraction of the system is far from crystalliza-
tion. The systems were equilibrated for 5×106 timesteps
and data were then gathered from trajectories of length
1.25×107. The phase behavior of a two-dimensional sys-
tem with WCA interactions can approximated accurately
by taking advantage of the fact that, for sufficiently high
interaction strengths, the WCA potential can be mapped
onto a hard sphere system with diameter σ2HS = 2B2/pi
where B2 is the second Virial coefficient of the WCA
potential [9]. For  = 100kBT , σ2HS = 0.9861r0 and
therefore, the hard sphere packing fraction correspond-
ing to rhog is ηg = ρgpiσ2HS/4 = 0.2205. Typically, the
activity of a particle is quantified by its Péclet num-
ber, Pe = r0v/D0 and in experiments values of about
Pe = 200 were achieved. The highest activities used in
this study correspond to Pe = 150 and are within exper-
imentally accessible range [7]. The passive patches that
were considered consist of a halfplane of width Lx/2, a
circle with radius 24 r0, and six semicircular stripes of
width 6 r0 and outer radius 24 r0.
III. RESULTS AND DISCUSSION
A. Comparison between active and diffusive
patches
In order to study the effect of the activity beyond a
simple increase in the mean square displacement (MSD),
we also simulated a system of Brownian particles with
position dependent diffusion constant. Conceptually, this
corresponds to a setup in which Brownian particles are
subjected to a temperature difference. To compare the
system with an activity difference to the system with a
temperature difference, consider the MSD of a solitary
active particle as reported in Refs. [7, 15],
〈∆r2〉 = 4D0t+ 2v
2
D2r
(
e−Drt +Drt− 1
)
. (4)
For short times, this MSD can be approximated by
〈∆r2〉 = 4D0t + (vt)2, which is independent of the
rotational diffusion constant. On the other hand, in
the long time limit the MSD converges to 〈∆r2〉 =
4
[
D0 + v
2/(2Dr)
]
t − v2/D2r . One can therefore asso-
ciate, for different levels of activity v, a long time diffu-
sion constant DA = D0 + v2/2Dr, which is the slope of
the mean squared displacement for large t. In the follow-
ing, the activity of the particles will be given in terms of
DA.
Before we proceed, consider the even simpler reference
model of an ideal gas of either active particles or Brown-
ian diffusers whose mobility is position dependent using
the half plane geometry in the first column of Figure
1. Since the particles in the red region are more mo-
bile than those in the blue region, there is a net flow of
particles from the more mobile region to the passive re-
gion. The system arrives at a stationary state when the
density difference has compensated the imposed mobility
difference. The stationary state of this system obeys the
Smoluchowski equation [13],
∆ [D(r)P (r, θ)] +Dr
∂2P (r, θ)
∂θ2
− eˆ∇ [v(r)P (r, θ)] = 0,
(5)
where ∆ and ∇ are the Laplace and gradient operators,
respectively. If one imposes a difference in diffusivity
with no activity, v(r) = 0, then the equation decouples
in position and orientation angle and one obtains the
condition P (r)D(r) = c where c is an integration con-
stant. For a step-like diffusion field D(r), one therefore
obtains a step-like density profile, and the ratio, ρ0/ρH
of the densities grows linearly with the ratio, DH/D0,
of the diffusion constants. For the active patch system,
D(r) = D0, and v(r) is a step function that is v in the
left half of the simulation cell and 0 in the right half.
The Smoluchowski equation for an ideal gas of active
particles was solved approximately by Bialké et al. [14]
and predicts that the ratio of the densities in the passive
and active zones, ρ0/ρA, scales with the square root of
the ratio of the long time diffusion constants DA/D0.
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FIG. 2: Ratio of the densities of an ideal gas of particles for
a half-plane geometry as a function of an imposed mobility
difference that is either due to a larger diffusivity, DH/D0,
(diamonds) or activity, DA/D0 (pentagons).
In Figure 2, we plotted the ratio of the densities,
ρ0/ρH/A, in the blue and red regions as a function of
the ratio of the respective diffusion constants, DH/A/D0.
The purple diamonds represent the data obtained from
simulations of a diffusivity difference, the orange pen-
tagons were obtained from a system with an activity dif-
ference, and the lines are the theoretical predictions of
the Smoluchowski equation that agree well with the sim-
ulation data.
Having established the behavior of the ideal gas, we
now consider the same patch for particles with interpar-
ticle interactions. Henceforth, in order to account for the
excluded volume due to the interparticle interactions, the
density differences will be measured in terms of packing
fractions η = ρpiσ2HS/4. In Figure 3, we have plotted the
packing fraction in each zone as a function of the mobil-
ity difference for the half plane geometry. In the inset,
the ratio of the packing fractions is drawn on a double
logarithmic plot and the black lines correspond to the
ideal gas solution. Evidently, the interparticle interac-
tions reduce the efficacy with which a mobility difference
induces a density difference. In the supplemental video
V1, the dynamics of a system with a diffusivity differ-
ence is compared to the dynamics of a system with an
activity difference. The values of DH and DA were cho-
sen such that the density difference for the two systems
is the same. Both in the video and in the bottom left
panel of Figure 1, one can see that the active particles
form characteristic dynamical clusters for high levels of
activity [21, 22].
B. Crystallization in the passive patch and
dynamical clustering at its boundary
In the case of the half plane, ηg was such that in the
limit of very large diffusion differences the density in the
blue zone approaches 2ηg, which is below the crystalliza-
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FIG. 3: Packing fraction η for each half-plane as a function of
a temperature difference DH/D0 (top) and activity difference
DA/D0 (bottom). For constant particle number, ηredAred +
ηblueAblue = ηgAg, where Ared, Ablue, and Ag are the areas of
the red, blue and entire system, respectively. Insets: Ratio of
the densities is plotted on a double logarithmic scale and the
black lines represent the ideal gas solutions.
tion packing fraction of hard disks. Next we consider a
passive circle in an active bath (middle column of Figure
1), that was small enough, so that for large differences
in activity, the packing fraction in the passive zone was
large enough to induce crystallization. As the density
in the passive zone increases due to rising activity differ-
ences, the mobility of the particles in the passive zone de-
creases until a freezing transition takes place, after which
the particles oscillate about their lattice sites.In Figure 4,
we plotted the effective diffusion constants of the parti-
cles in the active (red squares) and passive (blue circles)
regions as a function of the local packing fraction. The
long time diffusion constants were obtained by dividing
our trajectories into short segments in which no particles
cross from one zone to another and then computing the
mean square displacements of the particles in each zone
separately. By rescaling the long time diffusion constants
of the particles by the diffusion constant in absence of
collisions, DL/Dη=0, we obtained the effective diffusion
constant plotted on the y-axis in Figure 4. For a dilute
system, this ratio is unity by construction. Two indepen-
dent criteria were used to determine whether crystalliza-
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FIG. 4: Effective diffusion constant of the particles in the
active and inactive zones as a function of the packing frac-
tion. The vertical gray lines are the freezing and melting
packing fractions for hard disks and the horizontal gray line
is the value of the effective diffusion constant at the freezing
transition. The data points in gray are the effective diffusion
constants of the active particles after crystallization has taken
place in the passive zone.
tion took place and are indicated by the horizontal and
vertical lines in the plot. The vertical gray lines represent
the packing fraction at which the freezing (left vertical
line, η = 0.674) and the melting transition takes place
(right vertical line η = 0.71) in a hard disk system [27]
and the density region between these two points corre-
sponds to a fluid–solid coexistence regime. The second
criterion used to identify the freezing transition is due
to Löwen [34], who found that the effective diffusion con-
stant of hard disks has a value of DL/Dη=0 = 0.072 (hor-
izontal gray line) along the melting line. The data shown
in Figure 4 are consistent with a freezing transition that
is corroborated by visual inspection of trajectories of the
system (see Supplemental Video 2). For the particles in
the active zone, the measurement of the effective diffu-
sion constant is strongly affected by the presence of the
passive zone. For small activity differences, the effective
diffusion constant in the red zone increases because the
density in that zone decreases. However, for large activ-
ity differences, after crystallization has taken place, the
active particles travel so quickly that a collision with the
boundary of the passive zone is very likely. After such a
collision has taken place, the active particles continue to
swim in the same direction and persists at the boundary
of the crystalline domain. The active particles therefore
aggregate at the boundary of the crystalline zone when
the swimming speed is large. This has the effect of re-
ducing the mean square displacement of the particles and
therefore one observes a reduction in the effective diffu-
sion constant (gray squares in Figure 4) of the particles
in the active zone. In the supplemental video V2 and in
the snapshot of the configuration in Figure 1, one can ob-
serve the aggregation of active particles at the boundary
of the crystalline domain that leads to this reduction in
the effective diffusion constant. To illustrate the aggrega-
tion of the active particles at the boundary of the passive
zone we plotted the density of the particles as a function
of the distance from the center of the circle both for the
diffusivity (top) and activity (bottom) induced crystal-
lization in Figure 5. For small mobility differences the
density in each region is essentially homogenous. For in-
termediate mobility differences, there is a depletion zone
of passive particles (blue data points) that has a width
of one particle diameter σHS that is due to the interac-
tions between particles close to the boundary (we did not
observe similar depletion zones in simulations of an ideal
gas). For mobility differences crystallization takes place
in both cases and the regularly spaced peaks in the den-
sity profile of the passive zone reflects the periodic are
one particle diameter in width and are a signature of the
crystalline domain. The biggest difference between the
diffusive and the active case is seen in the density pro-
file outside of the passive circle, after crystallization has
taken place. The shoulder in the density profile in the
bottom of Figure 5 for DA = 1876D0 is two particle di-
ameters wide and is a clear indication of the aggregation
of active particles at the boundary. The active particles
that aggregate at the boundary of the crystalline domain
shear and rotate it stochastically, reminiscent of the dy-
namical clusters formed by bacteria [35]. Finally, since
the circular domain is incommensurate with a hexago-
nal crystal, one regularly observes the appearance of de-
fect and dislocations that travel through the domain and
they appear more frequently in the density range of the
fluid-solid coexistence. This type of activity difference
induced crystallization can easily be achieved experimen-
tally, providing an easy opportunity to study defect and
dislocation migration in arbitrarily shaped, hexagonally
ordered, domains. Similar simulations and results have
been recently published by Magiera et al. [31].
C. Asymmetric passive patches
The final active patch that we will consider consists
of six semicircular passive stripes embedded in an active
fluid, as shown in the third column of Figure 1. The
significant difference between this type of patch and the
previous two is that each semicircle has a convex and a
concave side, reminiscent of the passive zones considered
by Cates et al. [32]. It was our expectation that the due
to this asymmetry, there would be a net flow of particles
and indeed the measurement of the mean velocity of the
center of mass in the x direction (i.e. from left to right in
Figure 1), vcm, show that in the presence of asymmetric
active patches, the system establishes a net flow. In Fig-
ure 6, we plotted vcm for a gas of active particles both in
the absence and in the presence of interparticle interac-
tions. The plot shows that in both cases, there is a flow
and the error bars represent the variance of the observed
velocity for 6 independent simulation runs. In the inset
of Figure 6, we plotted the progression of the center of
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FIG. 5: Local particle density, ρ(r), as a function of the dis-
tance from the center of the circular passive zone, r, for low,
intermediate, and high mobility differences. The x axis has
been rescaled by the radius of the passive zone rc = 24 r0
and the data points in blue correspond to the density inside
the passive circle and the red data points represent the den-
sity outside of the passive zone. The effective hard sphere
diameter σHS has been drawn as a guide to the eye.
mass in the x and the y direction as a function of time
for a large activity difference and with interparticle inter-
actions. One can see in the inset, that the flow in the x
is significantly larger than the typical fluctuation in the
y direction and the irregularity in the displacement time
graph indicates that the flow is stochastic. The com-
parison between the ideal active gas and the active hard
spheres show that there are two mechanisms at play. In
the ideal gas case, the particles enter and exit the pas-
sive zone independently from each other and therefore
the flow is the result of the interaction of the active par-
ticles and the geometry of the passive zone. When the
interparticle interactions are switched on, the mean ve-
locities are initially the same because the density in the
passive zone is comparatively small, so exclusion effects
are negligible. As the activity increases, so too does the
crowding within the passive zone until, eventually, par-
ticles trying to enter the passive zone are kept at the
boundary. Therefore, in addition to the geometrically
induced flow of the ideal gas case, we observe active par-
ticles that are sliding along the convex half of the bound-
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 500 1000 1500 2000
v c
m
/γ
r 0
DA/D0
0
10
20
0 10 20 30
d
/r
0
γt
 = 100kBT
 = 0dx
dy
FIG. 6: Mean velocity of the center of mass of the system as a
function of the activity difference. Inset: mean displacement
of the center of mass of the hard sphere system in the x- and
y-direction for DA = 1876D0, as a function of time.
ary with greater ease than along the concave half, as can
be seen in the supplemental video V3, where a compar-
ison is made between active particles with and without
interparticle interactions using the same levels of activ-
ity. In the limit of very large activities, the particles in
the passive zone crystallize and the ensuing domain acts
like a solid boundary, similar to the passive tracers in an
active bath that were studied by Caccutto et al. [36]. In
this final case, the analogy between the system with an
activity difference and a temperature difference breaks
down completely, since simulations of the latter did not
exhibit any flow.
IV. CONCLUSIONS AND OUTLOOK
Although a quantitative theory predicting the response
of an activity difference is still pending, we have found
that particles naturally tend to aggregate in regions of
low activity. We examined the behavior of a system of
strongly repulsive spheres with an activity difference, and
found that they act qualitatively similar to a system with
a nonuniform temperature profile, provided that the mo-
bility differences are symmetric. Furthermore, it is possi-
ble to induce crystallization if the global density and ac-
tivity difference are appropriately chosen and the shape
of the crystalline domains is entirely determined by the
geometry of the activity field. Mismatches in the curva-
ture of the passive zones, tend to induce a flow in the
system, unlike the purely diffusive case.
It is worth noting that this work considers one of the
most primitive realizations of active matter. Although
one might extend the model to include more complex
potentials or include hydrodynamics, the most dramatic
change is likely to occur if the shape of the active par-
ticles is altered. Active rods, for example, tend to form
nematic and smectic phases, but it is unclear how a smec-
tically ordered domain is affected by a bath of active rods
6swimming around it, especially if the shape of the domain
is circular or elliptical. It is likely that a system of rods
with an activity difference is a new class of liquid crystal.
Finally, it is also expected that inserting particles of ar-
bitrary composition and shape in this system will result
in them being pushed into regions of low activity.
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