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Abstract
The trace norm is widely used in multi-task learn-
ing as it can discover low-rank structures among
tasks in terms of model parameters. Nowadays,
with the emerging of big datasets and the popu-
larity of deep learning techniques, tensor trace
norms have been used for deep multi-task mod-
els. However, existing tensor trace norms cannot
discover all the low-rank structures and they re-
quire users to manually determine the importance
of their components. To solve those two issues
together, in this paper, we propose a Generalized
Tensor Trace Norm (GTTN). The GTTN is de-
fined as a convex combination of matrix trace
norms of all possible tensor flattenings and hence
it can discover all the possible low-rank structures.
In the induced objective function, we will learn
combination coefficients in the GTTN to automat-
ically determine the importance. Experiments on
real-world datasets demonstrate the effectiveness
of the proposed GTTN.
1. Introduction
Given multiple related learning tasks, multi-task learning
(Caruana, 1997; Zhang & Yang, 2017) aims to exploit useful
information contained in them to help improve the perfor-
mance of all the tasks. Multi-task learning has been applied
to many application areas, including computer vision, natu-
ral language processing, speech recognition and so on. Over
past decades, many multi-task learning models have been de-
vised to learn such useful information shared by all the tasks.
As reviewed in (Zhang & Yang, 2017), multi-task learning
models can be categorized into six classes, including the fea-
ture transformation approach (Argyriou et al., 2006; Misra
et al., 2016), feature selection approach (Obozinski et al.,
2006; Liu et al., 2009; Lozano & Swirszcz, 2012), low-rank
approach (Pong et al., 2010; Han & Zhang, 2016; Yang &
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Hospedales, 2017a), task clustering approach (Xue et al.,
2007; Jacob et al., 2008; Kumar & III, 2012; Han & Zhang,
2015a), task relation learning approach (Bonilla et al., 2007;
Zhang & Yeung, 2010; Long et al., 2017; Zhang et al., 2018),
and decomposition approach (Jalali et al., 2010; Chen et al.,
2010; Zweig & Weinshall, 2013; Han & Zhang, 2015b).
Among those approaches, the low-rank approach is effective
to identify low-rank model parameters. When model param-
eters of a task can be organized in a vector corresponding to
for example binary classification tasks or regression tasks
on vectorized data, the matrix trace norm or its variants
is used as a regularizer on the parameter matrix, each of
whose columns stores parameters for a task, to identify the
low-rank structure among tasks. Nowadays with the collec-
tion of complex data and the popularity of deep learning
techniques, each data point can be represented as a tensor
(e.g., images) and each learning task becomes complex, e.g.,
multi-class classification tasks. In this case, the parameters
of all the tasks are stored in a tensor, making the matrix
trace norm not applicable, and instead tensor trace norms
(Romera-Paredes et al., 2013; Wimalawarne et al., 2014;
Yang & Hospedales, 2017a) are used to learn low-rank pa-
rameters in the parameter tensor for multi-task learning.
Different from the matrix trace norm which has a unique
definition, the tensor trace norm has many variants as the
tensor rank has multiple definitions. Here we focus on
overlapped tensor trace norms which equals the sum of the
matrix trace norm of several tensor flattenings of the tensor.
An overlapped tensor trace norm relies on the way to do
the tensor flattening. For example, the Tucker trace norm
(Tucker, 1966) conducts the tensor flattening along each
axis in the tensor and the Tensor-Train (TT) trace norm
(Oseledets, 2011) does it along successive axes starting
from the first one. There are two limitation in the existing
tensor trace norms. Firstly, for a p-way tensor, we can see
that there are 2p − 2 possible tensor flattenings but existing
overlapped tensor trace norms only utilize a subset of them,
making them fail to capture all the low-rank structures in
the parameter tensor. Another limitation of existing tensor
trace norms is that all the tensor flattenings used in a tensor
trace norm are assumed to be equally important, which is
suboptimal to the performance.
In this paper, to overcome the two aforementioned limita-
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tions of existing overlapped tensor trace norms, we propose
a Generalized Tensor Trace Norm (GTTN). The GTTN ex-
ploits all possible tensor flattenings and it is defined as the
convex sum of matrix trace norms of all possible tensor flat-
tenings. In this way, the GTTN can capture all the low-rank
structures in the parameter tensor and hance overcome the
first limitation. Moreover, to alleviate the second limitation,
we treat combination coefficients in the GTTN as variables
and propose an objective function to learn them from data.
Another advantage of learning combination coefficients is
that it can show the importance of some axes, which can im-
prove the interpretability of the learning model and give us
insights for the problem under investigation. To obtain a full
understanding of the GTTN, we study properties of the pro-
posed GTTN. For example, the number of tensor flattenings
with distinct matrix trace norms is proved to be 2p−1 − 1
and so when p ≤ 5 we encountered in most problems, such
number is not so large that the computational complexity is
comparable to existing tensor trace norms. We also analyze
the dual norm of the GTTN and give a generalization bound.
Extensive experiments on real-world datasets demonstrate
the effectiveness of the proposed GTTN.
2. Existing Tensor Trace Norms
In multi-task learning, trace norms are widely used as the
regularization to learn a low-rank structure among model
parameters of all the tasks as minimizing the trace norm will
enforce some singular values to approach zero. When both a
data point and model parameters of a task are represented in
vectorized forms in regression tasks or binary classification
tasks, the matrix trace norm can be used and it is defined
as ‖W‖∗ =
∑
i σi(W) with each column of the parameter
matrix W storing the parameter vector of the corresponding
task and σi(W) denoting the ith largest singular value of W.
Regularizing W with ‖W‖∗ will make W tend to be low-
rank, which leads to the linear dependency among parameter
vectors of different tasks and reflects the relatedness among
tasks in terms of model parameters.
Nowadays, the data such as images can be represented in a
matrix or tensor form in the raw representation (e.g., pixel-
based representation) and transformed representation after
for example convolutional operations. Moreover, each task
becomes more complex, for example, a multi-class classifi-
cation task. In those cases, parameters of all the tasks can be
organized as a p-way tensor (p ≥ 3), e.g.,W ∈ Rd1×...×dp .
That is, for multi-class classification tasks, when p equals
3, d1 denotes the number of hidden units in the last hidden
layer, d2 can represent the number of classes, and d3 can be
the number of tasks. In such cases, the matrix trace norm
is no longer applicable and instead tensor trace norms are
investigated.
According to (Tomioka & Suzuki, 2013), tensor trace norms
can be classified into two categories, including overlapped
tensor trace norms and latent tensor trace norms. An over-
lapped tensor trace norm transforms a tensor into matrices
in different ways and compute the sum of the matrix trace
norm of different transformed matrices. A latent tensor trace
norm decomposes the tensor into multiple latent tensors and
then compute the sum of the matrix trace norm of matrices
which are transformed from the latent tensors. Deep multi-
task learning mainly uses the overlapped tensor trace norm,
which is the focus of our study.
As reviewed in (Yang & Hospedales, 2017a), three tensor
trace norms belonging to the overlapped tensor trace norm
are used in deep multi-task learning, including the Tucker
trace norm, TT trace norm, and Last Axis Flattening (LAF)
trace norm. In the following, we will review those three
tensor trace norms.
2.1. Tucker Trace Norm
Based on the Tucker decomposition (Tucker, 1966), the
Tucker trace norm for a tensor W ∈ Rd1×...×dp can be
defined as
|||W|||∗ =
p∑
i=1
αi‖W(i)‖∗, (1)
where [p] denotes a set of positive integers no larger than
p, permute(W, s) permutes the tensor W along axis in-
dices in s that is a permutation of [p], reshape(W,a) re-
shapes the tensor W with the new size stored in a vec-
tor a, W(i) := reshape(permute(W, [i, 1, . . . , i − 1, i +
1, . . . , p]), [di,
∏
j 6=i dj ]) is the mode-i tensor flattening to
transformW to a matrix along the ith axis, and αi denotes
the weight for the model-i flattening. To control the scale
of {αi}, here {αi} are required to satisfy that αi ≥ 0 and∑p
i=1 αi = 1. Based on Eq. (1), we can see that the Tucker
trace norm is a convex combination of matrix trace norms
of tensor flattening along each axis, where αi controls the
importance of the mode-i tensor flattening. Without a priori
information, different tensor flattenings are usually assumed
to have equal importance by setting αi to be 1p .
Besides being used in deep multi-task learning, the Tucker
trace norm has been adopted in multilinear multi-task learn-
ing (Romera-Paredes et al., 2013; Wimalawarne et al., 2014)
which assumes the existence of multi-modal structures con-
tained in multi-task learning problems.
2.2. TT Trace Norm
Based on the tensor-train decomposition (Oseledets, 2011),
the TT trace norm for a tensor W ∈ Rd1×...×dp can be
defined as
|||W|||∗ =
p−1∑
i=1
αi‖W[i]‖∗, (2)
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whereW[i] = reshape(W, [
∏i
j=1 dj ,
∏p
j=i+1 dj ]) and αi
denotes a nonnegative weight. Different from the mode-i
tensor flatteningW(i),W[i] unfolds the tensor to a matrix
along the first i axes. Similar to the Tucker trace norm,
{αi} are assumed to satisfy that αi ≥ 0 and
∑p−1
i=1 αi = 1.
Usually αi is set by users to be 1p−1 if there is no additional
information for the importance of each term in Eq. (2).
2.3. LAF Trace Norm
The LAF trace norm for a tensorW ∈ Rd1×...×dp can be
defined as
|||W|||∗ = ‖W(p)‖∗. (3)
The last axis inW is the task axis and hence the LAF trace
norm is equivalent to place the matrix trace norm onW(p)
each of whose rows stores model parameters of each task.
Compared with the Tucker trace norm in Eq. (1), the LAF
trace norm can be viewed as a special case of the Tucker
trace norm where αp equals 1 and other αi’s (i 6= p) are
equal to 0.
Given a tensor trace norm, the objective function of a deep
multi-task model can be formulated as1
min
Θ
m∑
i=1
1
ni
ni∑
j=1
l(fi(x
i
j ; Θ), y
i
j) + λ|||W|||∗, (4)
where m denotes the number of tasks, ni denotes the num-
ber of training data points in the ith task, xij denotes the
jth data point in the ith task, yij denotes the label of x
i
j ,
fi(·; Θ) denotes a learning function for the ith task given a
deep multi-task neural network parameterized by Θ, l(·, ·)
denotes a loss function such as the cross-entropy loss for
classification tasks and the square loss for regression tasks,
W denotes a part of Θ that is regularized by a tensor trace
norm, and λ is a regularization parameter. In problem (4),
the tensor trace norm can be the Tucker trace norm, or the
TT trace norm, or the LAF trace norm.
3. Generalized Tensor Trace Norm
In this section, we first analyze existing tensor trace norms
and then present the proposed generalized tensor trace norm
as well as the optimization and generalization bound.
3.1. Analysis on Existing Tensor Trace Norms
As introduced in the previous section, we can see that over-
lapped tensor trace norms rely on different ways of tensor
flattening. For example, the Tucker trace norm reshapes
the tensor along each axis and the LAF trace norm focuses
1Here for simplicity, we assume the tensor trace norm regular-
ization is placed on only oneW . This formulation can easily be
extended to multipleW’s with the tensor trace norm regularization.
on the last axis, while the TT trace norm reshapes the ten-
sor by combining the first several axes. Given the physical
meaning of each axis, the LAF trace norm only considers
the inter-task low-rank structure among tasks, but differ-
ently both the Tucker and TT trace norms consider not only
the inter-task low-rank structure among tasks but also the
intra-task low-rank structure among, for example, features.
In this sense, the Tucker and TT trace norms seems to be
superior to the LAF trace norm.
For overlapped tensor trace norms like the Tucker and TT
trace norms, there are two important issues.
1) How to choose the ways of tensor flattening?
2) How to determine the importance of of different ways of
tensor flattening?
For the first issue, the Tucker trace norm chooses to reshape
along each axis while the TT trace norm combines the first
several axes together to do the tensor flattening. Different
ways of tensor flattening encode the belief on the existence
of the low-rank structure inW . So the Tucker trace norm
assumes that the low-rank structure exists in each axis while
the TT trace norm considers the combinations of the first
several axes have low-rank structure. However, those mod-
els may fail when such assumptions do not hold.
For the second issue, current models usually assume the
equal importance of different ways of tensor flattening,
which is reflected in the equal value of {αi}. Intuitively,
different ways of tensor flattening should have different de-
grees in terms of the low-rank structure and hence {αi}
should be different from each other. In this sense, {αi} with
an equal value incur the suboptimal performance.
3.2. GTTN
To solve the above two issues together, we propose the
generalized tensor trace norm.
For the first issue, since for most problems we do not know
which ways of tensor flattening are helpful to learn the
low-rank structure, we can try all possible ways of tensor
flattening. To mathematically define this, we defineW{s}
as
W{s} = reshape
(
permute(W, [s,¬s]),
[∏
i∈s
di,
∏
j∈¬s
dj
])
,
where s is a nonempty subset of [p] (i.e., s ⊂ [p]) and
¬s denotes the complement of s with respect to [p] (i.e.,
¬s = [p] − s). SoW{s} is a tensor flattening to a matrix
with a dimension corresponding to axis indices in s and the
other to axis indices in ¬s. When s = {i} contains only one
element,W{s} becomesW(i), the mode-i tensor flattening
used in the Tucker trace norm. When s = [i],W{s} becomes
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W[i] that is used in the TT trace norm. Moreover, this new
tensor flattening can be viewed as a generalization ofW(i)
andW[i] as s can contain more than one element, which is
more general thanW(i), and it does not require that elements
in s should be successive integers from 1, which is more
general thanW[i].
As we aim to consider all possible ways of tensor flattening,
similar to the Tucker and TT trace norms, we define the
GTTN as
|||W|||∗ =
∑
s⊂[p],s 6=∅
αs‖W{s}‖∗, (5)
where s is also used as a subscript to index the corre-
sponding weight for ‖W{s}‖∗, α denotes the set of αs’s,
Cα = {α|αs ≥ 0 and
∑
s⊂[p] αs = 1} defines a constraint
set for α. Then based on the GTTN, we can solve the first
issue to some extent as it can discover all the low-rank struc-
tures by considering all possible ways of tensor flattening
with appropriate settings of α.
In Figure 1, we show the difference among the Tucker trace
norm, TT trace norm, LAF trace norm and GTTN for a
four-way tensor at the top. In the bottom of Figure 1, we
can see that there are seven possible tensor flattenings. The
Tucker trace norm usesW{1},W{2},W{3}, andW{4}. The
TT trace norm relies onW{1},W{1,2}, andW{1,2,3}. The
LAF trace norm only containsW{4}. The calculation of the
GTTN is based on all the seven tensor flattenings. From
this example, we can see that the union of tensor flattenings
used in the Tucker, TT, and LAF trace norms cannot cover
all the possible ones and the GTTN utilizes some additional
tensor flattening (e.g.,W{1,3} andW{1,4}). In this sense, the
GTTN can discover more low-rank structures than existing
tensor trace norms.
For the number of distinct summands in the right-hand side
of Eq. (5), we have the following theorem.2
Theorem 1 The right-hand side of Eq. (5) has 2p−1 − 1
distinct summands.
As shown in the proof of Theorem 1, W{s} and W{¬s}
are transpose matrices to each other with equal matrix trace
norm and we can eliminate one of them to reduce the compu-
tational cost. For notational simplicity, we do not explicitly
do the elimination in the formulation but in computation,
we did do that. In problems we encounter, p is at most 5
and so the GTTN has at most 15 distinct summands. So the
number of distinct summands are not so large, making the
optimization efficient.
Similar to the Tucker and TT trace norms, GTTN defined in
Eq. (5) still faces the second issue. Here to solve the second
2All the proofs are put in the appendix.
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Figure 1. Comparison among the Tucker trace norm, TT trace
norm, LAF trace norm, and GTTN. At the top, there is a four-way
tensor where each cube is a slice along the last axis. The 7 matrices
denotes all the possible tensor flattenings. If a tenor flattening is
used by the Tucker trace norm, it will have an orange rectangle.
If a tenor flattening is used by the TT trace norm, it will have a
red rectangle. If a tenor flattening is used by the LAF trace norm,
it will have a blue rectangle. If a tenor flattening is used by the
GTTN, it will have a purple rectangle.
issue, we view α as variables to be optimized and based on
Eq. (5), the objective function of a deep multi-task model
based on GTTN is formulated as
min
Θ,α∈Cα
m∑
i=1
1
ni
ni∑
j=1
l(fi(x
i
j ; Θ), y
i
j) + λ|||W|||∗. (6)
Compared with problem (4), we can see two differences.
Firstly, the regularization terms in two problems are differ-
ent. Secondly, problem (6) treat α as variables to be opti-
mized but the corresponding entities are constants which
are set by users.
In the following theorem, we can simplify problem (6) by
eliminating α.
Theorem 2 Problem (6) is equivalent to
min
Θ
m∑
i=1
1
ni
ni∑
j=1
l(fi(x
i
j ; Θ), y
i
j) + λ min
s⊂[p]
s6=∅
‖W{s}‖∗, (7)
According to problem (7), learning α will tend to choosing
a tensor flattening with the minimal matrix trace norm.
3.3. Optimization
Even though problem (7) is equivalent to problem (6), in
numerical optimization, we choose problem (6) as the objec-
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tive function to be optimized. One reason is that problem (7),
which involves the minimum of matrix trace norms, is more
complicated than problem (6) to be optimized. Another
reason is that the learned α in problem (6) can visualize the
importance of each tensor flattening, which can improve the
interpretability of the learning model.
Since problem (6) is designed for deep neural networks, the
Stochastic Gradient Descent (SGD) technique is the first
choice for optimization. However, problem (6) is a con-
strained optimization problem, making SGD techniques not
directly applicable. The constraints in problem (6) constrain
α to form a (p− 1)-dimensional simplex. To convert prob-
lem (6) to an unconstrained problem that can be optimized
by SGD, we reparameterize each αs as
αs =
exp{βs}∑
t⊂[p],t6=∅ exp{βt}
.
With such reparameterization, problem (6) can be reformu-
lated as
min
Θ,β
m∑
i=1
1
ni
ni∑
j=1
l(fi(x
i
j ; Θ), y
i
j)+
λ
∑
s⊂[p]
s6=∅
exp{βs}‖W{s}‖∗∑
t⊂[p],t 6=∅ exp{βt}
.
(8)
For each parameter θ ∈ Θ −W , its gradient can be com-
puted based on the first term in the objective function of
problem (8). For each βs, its gradient can be computed as
∂h
∂βs
= −
λ exp{βs}
∑
t⊂[p]
t 6=∅
exp{βt}‖W{t}‖∗(∑
t⊂[p],t6=∅ exp{βt}
)2
+
λ exp{βs}‖W{s}‖∗∑
t⊂[p],t6=∅ exp{βt}
.
For W , the computation of its gradient comes from both
terms in the objective function of problem (8). The first
term is the conventional training loss and the second term
involves the matrix trace norm which is non-differentiable.
According to (Watson, 1992), we can compute the subgra-
dient instead, that is, ∂‖X‖∗∂X = UV
T where X = UΣVT
denotes the singular value decomposition of a matrix X.
3.4. Generalization Bound
For the GTTN defined in Eq. (5), we can derive its dual
norm in the following theorem.
Theorem 3 The dual norm of the GTTN defined in Eq. (5)
is defined as
|||W|||∗? = min∑
s6=∅
s⊂[p]
αsY(s)=W
max
s6=∅
s⊂[p]
‖Y(s){s}‖∞,
where Y(s) is a variable indexed by s and ‖ · ‖∞ denotes
the spectral norm of a matrix that is equal to the maximum
singular value.
Without loss of generality, here we assume Θ =W which
can simplify the analysis. We rewrite problem (6) into an
equivalent formulation as
min
W
m∑
i=1
1
ni
ni∑
j=1
l(fi(x
i
j ;W), yij) s.t. |||W|||∗ ≤ γ, (9)
where α is assumed to be fixed to show its impact to
the bound. Here each data point is a tensor and bi-
nary classification tasks are considered,3 implying that
W ∈ Rd1×...×dp−1×m and xij ∈ Rd1×...×dp−1 . The learn-
ing function for each task is a linear function defined as
fi(x;W) = 〈Wi,x〉, where 〈·, ·〉 denotes the inner product
between two tensors with equal size andWi denotes the ith
slice along the last axis which is the task axis. For simplic-
ity, different tasks are assumed to have the same number
of data points, i.e., ni equals n0 for i = 1, . . . ,m. It is
very easy to extend our analysis to general settings. The
generalization loss for all the tasks is defined as L(W) =
1
m
∑m
i=1 E(x,y)∼Di [l(fi(x;W), y)], where Di denotes the
underlying data distribution for the ith task and E[·] denotes
the expectation. The empirical loss for all the tasks is de-
fined as Lˆ(W) = 1m
∑m
i=1
1
ni
∑ni
j=1 l(fi(x
i
j ;W), yij). We
assume the loss function l(·, ·) has values in [0, 1] and it
is Lipschitz with respect to the first input argument with a
Lipschitz constant ρ. Each training data xij is assumed to
satisfy 〈xij ,xij〉 ≤ 1. To characterize correlations between
features, we assume that Cs = E[(xij){s}(xij)T{s}]  κd I
for any s 6= ∅ and s ⊂ [p − 1], where A  B means that
B−A is a positive semidefinite matrix, d = ∏i∈[p−1] di,
and I denotes an identity matrix with an appropriate size.
For problem (9), we can derive a generalization bound in
the following theorem.
Theorem 4 For the solution Wˆ of problem (9) and δ > 0,
with probability at least 1− δ, we have
L(Wˆ) ≤Lˆ(Wˆ) + 2ργC
mn0
min
s6=∅
s⊂[p]
(
κm
√
ln ds
αsn0d
+
ln ds
αsn0
)
+
√
2
m
ln
1
δ
.
According to Theorem 4, we can see that each αs can be
used to weigh the second term which is related to the model
complexity.
4. Experiments
In this section, we conduct empirical studies for the pro-
posed GTTN.
3The analysis is easy to extend to regression tasks and multi-
class classification tasks.
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4.1. Experimental Settings
4.1.1. DATASETS
ImageCLEF dataset. This dataset contains 12 common
categories shared by 4 tasks: Caltech-256, ImageNet
ILSVRC 2012, Pascal VOC 2012, and Bing. Totally, there
are about 2,400 images in all the tasks.
Office-Caltech dataset. This dataset consists of 4 tasks and
2,533 images in total. One task consists of data from 10
common categories shared in the Caltech-256 dataset, and
the other three tasks consist of data from the Office dataset
whose images are collected from 3 distinct domains/tasks,
e.g., Amazon, Webcam and DSLR.
Office-31 dataset. This dataset contains 31 categories from
Amazon, webcam, and DSLR. Totally, there are 4,110 im-
ages in all the tasks.
Office-Home dataset. This dataset contains images from 4
domains/tasks, which are artistic images, clip art, product
images, and real-world images. Each task contains images
from 65 object categories collected in the office and home
settings. There are about 15,500 images in all the tasks.
4.1.2. BASELINES
We compare the GTTN method with various competitors, in-
cluding the deep multi-task learning (DMTL) method where
different tasks share the first several layers as the common
feature representation, the Tucker trace norm method (de-
noted by Tucker), the TT trace norm method (denoted by
TT), LAF trace norm method (denoted by LAF), LAF Ten-
sor Factorisation method (denoted by LAF-TF) (Yang &
Hospedales, 2017b).
4.1.3. IMPLEMENTATION DETAILS
We employ the Vgg19 network (Simonyan & Zisserman,
2015) to extract features for image data by using the output
of the pool5 layer and fc7 layer, respectively, for all the mod-
els in comparison. After that, if the pool5 layer is used, the
feature representation extracted is a 3-way 7× 7× 512 ten-
sor and all the multi-task learning models adopt a five-layer
architecture where the three hidden layers are used to trans-
form along each mode of the input with the ReLU activation
function and they have 6, 6, 256 hidden units, respectively.
Otherwise, if the fc7 layer is used, all the multi-task learning
models adopt a two-layer fully-connected architecture with
the ReLU activation function and 1024 hidden units, where
the first layer is shared by all the tasks. The architecture
used is illustrated in Figure 2.
To see the effect of training size on the performance, we
vary the training proportion from 50% to 70% at an interval
of 10%. The performance measure is the classification accu-
racy. Each experimental setting will repeat 5 times and we
report the average performance as well as the standard devi-
ation. For all the baseline methods, we follow their original
model selection procedures. The regularization parameter λ
that controls the trade-off between the training cross-entropy
loss and the regularization term is set by 0.25 and 0.65, re-
spectively, for all the 6 methods to test the sensitivity of the
performance with respect to to λ. In addition, we use Adam
with the learning rate varying as η = 0.021+p , where p is the
number of the iteration and we adopt mini-batch SGD with
batch size = 16.
4.2. Experimental Results
Vgg19
network Features
Hidden
layers
Output 
layer
Input 
images
Figure 2. The architecture used by all the multi-task learning mod-
els in comparison for experiments.
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Figure 3. Performance on the ImageCLEF dataset with λ = 0.25.
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Figure 4. Performance on the ImageCLEF dataset with λ = 0.65.
The experimental results are reported in Figures 3-10 based
on different feature extractors (i.e., pool5 or fc7) and differ-
ent regularization parameters (i.e., 0.25 or 0.65).
Since the output of the fc7 layer is in a vectorized representa-
tion, the model parameterW is a 3-way tensor. In this case,
we can see that the Tucker trace norm possesses three tensor
flattenings, the TT trace norm utilizes two tensor flattenings,
and the GTTN also has three tensor flattenings. So in this
case, both the GTTN and Tucker trace norm utilize all the
possible tensor flattenings with the only difference that the
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Figure 5. Performance on the Office-Caltech10 dataset with λ =
0.25.
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Figure 6. Performance on the Office-Caltech10 dataset with λ =
0.65.
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Figure 7. Office-31 (λ = 0.25)
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Figure 8. Performance on the Office-31 dataset with λ = 0.65.
GTTN learns the combination coefficients α but the Tucker
trace norm manually sets them to be identical. According to
the results, we can see the GTTN outperforms the Tucker
trace norm in most cases, which verifies that learning α is
better than fixing it.
When using the pool5 layer as the feature extractor, the
feature representation is in a 3-way tensor, making the pa-
rameter W a 5-way tensor. In this case, we can see that
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Figure 9. Performance on the Office-Home dataset with λ = 0.25.
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Figure 10. Performance on the Office-Home dataset with λ =
0.65.
the GTTN method performs significantly better than other
baseline methods. This is mainly because the GTTN uti-
lizes more tensor flattenings than other baseline models and
hence it may discover more low-rank structures.
4.3. Analysis on Learned α
Tables 1 and 2 show the learned α of GTTN based on the
pool5 layer when λ takes the value of 0.25 and 0.65, respec-
tively. In this case, the parameterW is a 5-way tensor and
hence the GTTN contains 15 different flattenings, including
W{1},W{2},W{3},W{4},W{5},W{1,2},W{1,3},W{1,4},
W{2,3},W{2,4},W{3,4},W{1,2,3},W{1,2,4},W{1,3,4}, and
W{2,3,4}, which correspond to each component of α in Ta-
bles 1 and 2. According to the results, we can see that
different tensor flattenings have varying weights.
Similarly, Tables 3 and 4 show the learnedα of GTTN based
on the fc7 layer when λ= 0.25 and λ= 0.65, respectively. In
this case, the parameterW is a 3-way tensor, which contains
3 different flattenings by GTTN method, i.e.,W{1},W{2}
W{1,2}. We can notice that the weight of W{1,2} is among
the maximum in most settings, which may imply that the
combination of the first two axes is very important.
5. Conclusion
In this paper, we devise a generalized tensor trace norm
to capture all the low-rank structures in a parameter tensor
used in deep multi-task learning and identify the importance
of each structure. We analyze properties of the proposed
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Table 1. Learned α of the GTTN with different training proportions θ (pool5, λ = 0.25)
Dataset α (θ = 0.5 ) α (θ = 0.6 ) α (θ = 0.7 )
ImageCLEF
0.0736, 0.0799 , 0.0789, 0.0548, 0.0674, 0.0724, 0.0688, 0.0620, 0.0757, 0.0668, 0.0699, 0.0610,
0.0724, 0.0780, 0.0592, 0.0741, 0.0691, 0.0799, 0.0630, 0.0823, 0.0683, 0.0819, 0.0608, 0.0718,
0.0529, 0.0526, 0.0470, 0.0613, 0.0603, 0.0541, 0.0531, 0.0661, 0.0629, 0.0502, 0.0542, 0.0792,
0.0699, 0.0745, 0.0709 0.0727, 0.0657, 0.0632 0.0610, 0.0678, 0.0686
Office-Caltech10
0.0627, 0.0739, 0.0709, 0.0604, 0.0722, 0.0676, 0.0783, 0.0482, 0.0697, 0.0762, 0.0883, 0.0497,
0.0707, 0.0667, 0.0564, 0.0705, 0.0690, 0.0725, 0.0597, 0.0705, 0.0901, 0.0837, 0.0536, 0.0685,
0.0610, 0.0564, 0.0476, 0.0876 , 0.0583, 0.0503, 0.0584, 0.0761, 0.0491, 0.0446, 0.0482, 0.0552,
0.0723, 0.0767, 0.0663 0.0662, 0.0842, 0.0686 0.0616, 0.0768, 0.0850
Office-31
0.0796, 0.0841, 0.0782, 0.0587, 0.0786, 0.0676, 0.0678, 0.0480, 0.0778, 0.0771, 0.0805, 0.0551,
0.0771, 0.0617, 0.0577, 0.0725, 0.0702, 0.0843, 0.0544, 0.0815, 0.0746, 0.0761, 0.0554, 0.0794,
0.0640, 0.0557, 0.0602, 0.0571, 0.0578, 0.0529, 0.0651, 0.0566, 0.0571, 0.0510, 0.0597, 0.0489,
0.0505, 0.0657, 0.0771 0.0510, 0.0814, 0.0827 0.0628, 0.0705, 0.0737
Office-Home
0.0867, 0.0752, 0.0815, 0.0542, 0.0818, 0.0781, 0.0901, 0.0479, 0.0907, 0.0708, 0.0784, 0.0525,
0.0727, 0.0831, 0.0470, 0.0798, 0.0872, 0.0781, 0.0522, 0.0867, 0.0710, 0.0795, 0.0545, 0.0848,
0.0550, 0.0538, 0.0810, 0.0467, 0.0446, 0.0451, 0.0818, 0.0439, 0.0517, 0.0508, 0.0744, 0.0564,
0.0604, 0.0480, 0.0749 0.0438, 0.0548, 0.0838 0.0617, 0.0427, 0.0802
Table 2. Learned α of the GTTN with different training proportions θ (pool5, λ = 0.65)
Dataset α (θ =0.5 ) α (θ =0.6 ) α (θ =0.7 )
ImageCLEF
0.0672, 0.0666, 0.0695, 0.0523, 0.0688, 0.0739, 0.0808, 0.0602, 0.0821, 0.0795, 0.0705, 0.0549,
0.0712, 0.0690, 0.0670, 0.0791, 0.0687, 0.0680, 0.0563, 0.0726, 0.0741, 0.0787, 0.0528, 0.0682,
0.0563, 0.0675, 0.0521, 0.0664, 0.0515, 0.0507, 0.0590, 0.0754, 0.0595, 0.0494, 0.0463, 0.0579,
0.0809, 0.0713, 0.0637 0.0678, 0.0763, 0.0698 0.0704, 0.0743, 0.0814
Office-Caltech10
0.0662, 0.0746, 0.0760, 0.0545, 0.0681, 0.0648, 0.0863, 0.0500, 0.0665, 0.0730, 0.0682, 0.0613,
0.0596, 0.0737, 0.0566, 0.0792, 0.0711, 0.0731, 0.0495, 0.0667, 0.0749, 0.0866, 0.0453, 0.0857,
0.0600, 0.0618, 0.0564, 0.0646, 0.0518, 0.0528, 0.0604, 0.0722, 0.0566, 0.0492, 0.0505, 0.0750,
0.0740, 0.0715, 0.0713 0.0721, 0.0768, 0.0841 0.0612, 0.0686, 0.0773
Office-31
0.0874, 0.0772, 0.0910, 0.0562, 0.0833, 0.0806, 0.0811, 0.0571, 0.0680, 0.0736, 0.0788, 0.0574,
0.0684, 0.0806, 0.0509, 0.0726, 0.0767, 0.0694, 0.0602, 0.0617, 0.0720, 0.0700, 0.0547, 0.0732,
0.0518, 0.0514, 0.0621, 0.0539, 0.0651, 0.0575, 0.0686, 0.0553, 0.0535, 0.0548, 0.0622, 0.0663,
0.0557, 0.0642, 0.0767 0.0541, 0.0700, 0.0593 0.0588, 0.0763, 0.0804
Office-Home
0.0687, 0.0672, 0.0780, 0.0619, 0.0673, 0.0810, 0.0668, 0.0497, 0.0907, 0.0834, 0.0835, 0.0492,
0.0731, 0.0786, 0.0480, 0.0798, 0.0820, 0.0791, 0.0492, 0.0892 , 0.0773, 0.0819, 0.0466, 0.0852,
0.0523, 0.0572, 0.0749, 0.0633, 0.0589, 0.0517, 0.0819, 0.056, 0.0515, 0.0432, 0.0751, 0.0522,
0.0591, 0.0651, 0.0730 0.0524, 0.0484, 0.0865 0.0523, 0.0523, 0.0755
Table 3. Learned α of the GTTN with different training proportions θ (fc7, λ = 0.25)
Dataset α (θ =0.5 ) α (θ =0.6 ) α (θ =0.7 )
ImageCLEF 0.3861, 0.2246, 0.3893 0.3825, 0.2336, 0.3839 0.3718, 0.2154, 0.4128
Office-Caltech10 0.3911, 0.2246, 0.3843 0.3953, 0.2152, 0.3895 0.3984, 0.2302,0.3714
Office-31 0.3186, 0.2507, 0.4307 0.3041, 0.2787, 0.4170 0.2662, 0.2864, 0.4474
Office-Home 0.3162, 0.2750, 0.4088 0.2901, 0.2724, 0.4374 0.3057, 0.2630, 0.4313
Table 4. Learned α of the GTTN with different training proportions θ (fc7,λ = 0.65)
Dataset α (θ =0.5 ) α (θ =0.6 ) α (θ =0.7 )
ImageCLEF 0.2992, 0.2834, 0.4173 0.3216, 0.2753, 0.4029 0.3229, 0.2908, 0.3861
Office-Caltech10 0.4052, 0.2244, 0.3704 0.3759, 0.2462, 0.3779 0.3871, 0.2106, 0.4023
Office-31 0.3609, 0.2184, 0.4207 0.3926, 0.2415, 0.3658 0.3279, 0.2399, 0.4322
Office-Home 0.2789, 0.2944, 0.4267 0.3113, 0.2618, 0.4269 0.2746, 0.2672, 0.4582
GTTN, including its dual norm and generalization bound.
Empirical studies show that it outperforms state-of-the-art
counterparts and the learned combination coefficients can
give us more understanding of the problem studied. As
a future work, we are interested in extending the idea of
GTTN to study tensor Schatten norms.
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Appendix
Proof for Theorem 1
Proof. For a valid ‖W{s}‖∗, it is required that s and ¬s
should not be empty, implying that s 6= ∅ and s 6= [p]. So
the total number of valid summands in the right-hand side
of Eq. (5) is 2p − 2. Based on the definition ofW{s}, we
can see thatW{s} is equal to the transposeW{¬s}, making
‖W{s}‖∗ = ‖W{¬s}‖∗. So for ‖W{s}‖∗, there will always
be an equivalent ‖W{¬s}‖∗, leading to 2p−1 − 1 distinct
summands in the right-hand side of Eq. (5). 
Proof for Theorem 2
Proof. Based on Eq. (5), we rewrite problem (6) as
min
Θ,α∈Cα
m∑
i=1
1
ni
ni∑
j=1
l(fi(x
i
j ; Θ), y
i
j) + λ
∑
s⊂[p]
s 6=∅
αs‖W{s}‖∗,
which is equivalent to
min
Θ
m∑
i=1
1
ni
ni∑
j=1
l(fi(x
i
j ; Θ), y
i
j)+λ min
α∈Cα
∑
s⊂[p]
s6=∅
αs‖W{s}‖∗.
So we just need to prove that
min
α∈Cα
∑
s⊂[p]
s6=∅
αs‖W{s}‖∗ = min
s⊂[p]
s6=∅
‖W{s}‖∗.
The optimization problem in the left-hand side of the
above equation is a linear programming problem with
respect to α. It is easy to show that
∑
s⊂[p] αs‖W{s}‖∗ ≥
min s⊂[p]
s6=∅
‖W{s}‖∗ for α ∈ Cα, where the equality holds
when the corresponding coefficient for min s⊂[p]
s6=∅
‖W{s}‖∗
equals 1 and other coefficients equals 0. Then we reach the
conclusion. 
Proof for Theorem 3
Proof. We define a linear operator Φ(W) =
[vec(α{[1]}W{[1]}); . . . ;α{[2:p]}vec(W{[2:p]})], where
vec(·) denotes the columnwise concatenation of a matrix
and [i : j] denotes a set of successively integers for i to j.
We define the q norm as
‖y‖q =
∑
i
‖Y(pi(i)){pi(i)}‖∗,
where Y(pi(i)){pi(i)} denotes the inverse vectorization of a sub-
vector z(i−1)∗N+1:kN of z into a
∏
j∈pi(i) pj ×
∏
j∈¬pi(i) pj
matrix where N =
∏p
j=1 dj and pi(i) transforms an index
i into a subset of [p]. Based on the definition of the dual
norm, we have
|||W|||∗? = sup〈W,X〉 s.t. |||X |||∗ ≤ 1,
where 〈·, ·〉 denotes the inner product between two tensors
with equal size. Since this maximization problem satisfies
the Slater condition, the strong duality holds. Thus, due to
Fenchel duality theorem, we have
sup
X
(〈W,X〉−δ(|||X |||∗ ≤ 1)) = infy (δ(−Φ
T (y)+X )+‖y‖q?),
where δ(C) is an indicator function of condition C and it
outputs 0 when C is true and otherwise∞. Since the dual
norm of the trace norm is the spectral norm, we reach the
conclusion. 
Proof for Theorem 4
Before presenting the proof for Theorem 4, we first prove
the following theorem.
Theorem 5 σij , a Rademacher variable, is an uniform
{±1}-valued random variable, and M is a d1 × . . . ×
dp−1 × dp tensor with Mi =
∑n0
j=1
1
n0
σijx
i
j , where dp
equals m. Then we have
E[|||M|||∗? ] ≤ mins6=∅
s⊂[p]
C
αs
(
κm
n0d
√
ln ds +
ln ds
n0
)
.
where ds =
∏
i∈s di+
∏
j∈¬s dj , C is an absolute constant,
Proof. We define dp = m. According to Theorem 3, we
have
|||M|||∗? = min∑
s6=∅
s⊂[p]
αsY(s)=M
max
s6=∅
s⊂[p]
‖Y(s){s}‖∞
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Since for each s we can make αsYs equal toM, we have
|||M|||∗? ≤
1
αs
‖M{s}‖∞ ∀s 6= ∅, s ⊂ [p],
which implies that
|||M|||∗? ≤ mins
1
αs
‖M{s}‖∞.
So we can get
E[|||M|||∗? ] ≤E
[
min
s
1
αs
‖M{s}‖∞
]
≤min
s
E
[
1
αs
‖M{s}‖∞
]
.
Based on Theorem 6.1 in (Tropp, 2012), we can upper-
bound each expectation as
E
[‖M{s}‖∞] ≤ C(σs√ln ds + ψs ln ds),
where Zi,j is a d1 × . . .× dp−1 × dp zero tensor with only
the ith slice along the last axis equal to 1n0σ
i
jx
i
j , ψs needs
to satisfy ψs ≥ ‖Zi,j{s}‖∞, and
σ
2
s
=max
(∥∥ m∑
i=1
n0∑
j=1
E
[Zi,j{s}(Zi,j{s})T ]∥∥∞, ∥∥ m∑
i=1
n0∑
j=1
E
[
(Zi,j{s})
TZi,j{s}
]∥∥
∞
)
.
As the Frobenius norm of a matrix is larger than its spectral
norm, ‖Zi,j{s}‖∞ ≤ 1n0 and we simply set ψs = 1n0 . For σs,
we have
E
[ n0∑
j=1
Zi,j{s}(Zi,j{s})T
]
=
1
n0
Cs−{p}  κ
n0d
I,
implying that∥∥∥∥∥∥
m∑
i=1
n0∑
j=1
E
[Zi,j{s}(Zi,j{s})T ]
∥∥∥∥∥∥
∞
≤ κm
n0d
.
Similarly, we have
E
[ n0∑
j=1
(Zi,j{s})TZi,j{s}
]
= diag
(
tr(Cs−{p})
n0
)
 κ
n0d
I,
where tr(·) denotes the trace of a matrix and diag(·) con-
verts a vector or scalar to a diagonal matrix. This inequality
implies ∥∥∥∥∥∥
m∑
i=1
n0∑
j=1
E
[Zi,j{s}(Zi,j{s})T ]
∥∥∥∥∥∥
∞
≤ κm
n0d
.
By combining the above inequalities, we reach the conclu-
sion. 
Then we can prove Theorem 4 as follows.
Proof. By following (Bartlett & Mendelson, 2002), we have
L(Wˆ) ≤ Lˆ(Wˆ) + sup
|||W|||∗≤γ
{
L(W)− Lˆ(W)
}
= Lˆ(Wˆ) + sup
|||W|||∗≤γ
{
E[Lˆ(W)]− Lˆ(W)
}
.
When each pair of the training data (xij , y
i
j) changes,
the random variable sup|||W|||∗≤γ
{
E[Lˆ(W)]− Lˆ(W)
}
can
change by no more than 2mn0 due to the boundedness of the
loss function l(·, ·). Then by McDiarmid’s inequality, we
can get
P
(
sup
W∈C
{
E[Lˆ(W)]− Lˆ(W)
}
− E
[
sup
W∈C
{
E[Lˆ(W)]− Lˆ(W)
}]
≥ t
)
≤ exp
{
− t
2mn0
2
}
,
where P (·) denotes the probability and C = {W||||W|||∗ ≤
γ}. This inequality implies that with probability at least
1− δ,
sup
W∈C
{
E[Lˆ(W)]− Lˆ(W)
}
≤E
[
sup
W∈C
{
E[Lˆ(W)]− Lˆ(W)
}]
+
√
2
mn0
ln
1
δ
.
Based on the the property of the Rademacher complexity,
we have
E
[
sup
W∈C
{
E[Lˆ(W)]− Lˆ(W)
}]
≤2ρE
 sup
W∈C
 1mn0
m∑
i=1
n0∑
j=1
σijfi(x
i
j)

 .
Then based on the definition ofM and the Ho¨lder’s inequal-
ity, we have
sup
W∈C
 1mn0
m∑
i=1
n0∑
j=1
σijfi(x
i
j)
 ≤ γm |||M|||∗? .
By combining the above inequalities, with probability at
least 1− δ, we have
L(Wˆ) ≤ Lˆ(Wˆ) + 2ργ
m
E[|||M|||∗? ] +
√
2
mn0
ln
1
δ
.
Then by incorporating Theorem 5 into this inequality, we
reach the conclusion. 
