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We study QCD under the influence of background magnetic fields and isospin chemical potentials
using lattice simulations. This setup exhibits a sign problem which is circumvented using a Taylor-
expansion in the magnetic field. The ground state of the system in the pion condensation phase
is found to exhibit a pronounced diamagnetic response. We elaborate on how this diamagnetism
may contribute to the pressure balance in the inner core of strongly magnetized neutron stars. In
addition we show that the onset of pion condensation shifts to larger chemical potentials due to
the enhancement of the charged pion mass for growing magnetic fields. Finally, we summarize the
magnetic nature of QCD matter on the temperature-isospin chemical potential phase diagram.
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1. INTRODUCTION
The elementary degrees of freedom of the high-energy
phase of Quantum Chromodynamics (QCD) are decon-
fined quarks and gluons. One physical environment
where this deconfined phase may exist is the inner core
of dense neutron stars – compact stellar objects created
during the gravitational collapse of massive stars. A cer-
tain class of neutron stars (magnetars) exhibits intense
magnetic fields of strengths up to 1014−15 G at the star
surface. These extreme magnetic fields are presumably
generated by a convective dynamo mechanism during the
first few seconds after the collapse [1], and are believed to
be responsible for the strong electromagnetic activity of
the star in the form of gamma-ray and X-ray bursts [2].
Magnetic fields can induce a strong deformation of the
star, leading to the radiation of gravitational waves [3].
During mergers of binary neutron star systems, magnetic
fields can even be amplified drastically [4] and have a
significant impact on the emitted gravitational signal [5].
Thus, an understanding of the behavior of neutron star
matter in magnetic fields is desired in many respects.
While the magnetic fields at the surface of the star are
typically determined using measurements of rotation pe-
riods and time derivatives thereof [6], the strength of the
field in the deep interior of the star is highly uncertain.
On general grounds the field 𝐵 is expected to become
enhanced towards the star center, see, e.g., Ref. [7]. The
maximal possible strength is estimated to be 𝐵 ≈ 1018 G
based on the equality of the gravitational and magnetic
energies [6]. These extreme values for 𝐵 are in the regime
where a competition between the electromagnetic and the
strong forces takes place and the magnetic properties of
QCD matter as a medium become important.
An additional characteristic aspect of neutron stars
is the isospin asymmetry that develops in their interior
through protons converting into neutrons and neutrinos
via electron capture. The core is thus described by a high
baryonic density accompanied by a considerable isospin
density. In the grand canonical approach to statistical
physics, these densities are controlled by the correspond-
ing chemical potentials. On the level of the (up and
down) quark content, they are written as
𝜇𝐵 = 3(𝜇𝑢 + 𝜇𝑑)/2, 𝜇𝐼 = (𝜇𝑢 − 𝜇𝑑)/2. (1)
To understand the structure of the dense and strongly
magnetized inner core, an investigation of the combined
effect of 𝜇𝑓 (𝑓 = 𝑢, 𝑑 labels the quark flavors) and 𝐵
on the ground state of QCD matter is necessary. In
the strongly interacting regime this is only possible using
non-perturbative approaches like lattice simulations.
To leading order in 𝐵, the magnetic response of the
system is characterized by the magnetic susceptibility,
⟨𝜒⟩ = − 1
𝑉
𝜕2ℱ
𝜕(𝑒𝐵)2
⃒⃒⃒⃒
𝐵=0
, (2)
defined in terms of the free energy ℱ = −𝑇 log𝒵 of
the system (𝑉 denotes the three-dimensional volume, 𝑇
the temperature and 𝒵 the partition function). Here
we considered the magnetic field in units of the elemen-
tary charge 𝑒 > 0. Note that the first derivative of ℱ
at 𝐵 = 0 vanishes due to parity symmetry. The sign
of 𝜒 distinguishes between paramagnetism (𝜒 > 0) and
diamagnetism (𝜒 < 0).
In this letter we calculate the magnetic susceptibility
at nonzero isospin chemical potentials and discuss the
structure of the 𝜇𝐼 − 𝐵 − 𝑇 phase diagram using nu-
merical lattice QCD simulations. Our results indicate a
strong diamagnetic response at high 𝜇𝐼 , where charged
pions condense. This response is related to the supercon-
ducting nature of the pion condensate. We also present
an argument suggesting that 𝜒 is less affected by the
baryonic chemical potential and, thus, 𝜇𝐼 is the most
relevant control parameter for the magnetic response of
QCD at nonzero densities. In addition, we discuss the im-
pact of the diamagnetic nature of the isospin-asymmetric
state on magnetars. Assuming typical magnetic field con-
figurations, this diamagnetism results in a considerable
anisotropic force that can compete with the gravitational
pressure in the core. This may have implications on, e.g.,
the convective processes in the interior of the star.
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22. LATTICE SETUP AND OBSERVABLES
We consider QCD with two quark flavors, described
by a two-component quark field 𝜓 = (𝜓𝑢, 𝜓𝑑) and the
fermion matrix
𝑀 =
(︂
/𝐷(𝜇𝐼 , 𝑞𝑢) +𝑚 𝜆𝛾5
−𝜆𝛾5 /𝐷(−𝜇𝐼 , 𝑞𝑑) +𝑚
)︂
(3)
where 𝑞𝑓 is the electric charge of the quark of flavor 𝑓 ,
and we assumed a degenerate mass 𝑚. Here, /𝐷 = 𝛾𝜈𝐷𝜈
is the Dirac operator with the SU(3) × U(1) covariant
derivative 𝐷𝜈 = 𝜕𝜈 + 𝑖𝐴𝜈 + 𝑖𝑞𝑓𝐴em𝜈 . The Abelian vector
potential is chosen such that it generates a magnetic field
in the 𝑧 direction, 𝐴em4 = 0, ∇×Aem = B ‖ z^.
The term proportional to 𝜆 is inserted in Eq. (3)
as a small explicit breaking to allow the observation
of pion condensation, corresponding to the expectation
value ⟨𝜋⟩ ≡ ⟨︀𝜓𝑢𝛾5𝜓𝑑 − 𝜓𝑑𝛾5𝜓𝑢⟩︀. This expectation value
signals the spontaneous breakdown of isospin symmetry
(more precisely: an U(1) subgroup of the full isospin
group that is left intact at 𝑚 ̸= 0 and 𝜇𝐼 ̸= 0). In a finite
volume this spontaneous breaking cannot occur without
a small explicit breaking. The coefficient 𝜆 will be extrap-
olated to zero at the end of the analysis. Incidentally, for
𝜇𝐼 & 𝑚 the smallest eigenvalue of the Hermitian oper-
ator 𝑀†𝑀 (which is used in the simulation algorithm)
equals 𝜆2, such that the system becomes ill-conditioned
as 𝜆 → 0. Nevertheless, for the values necessary to per-
form this extrapolation (see Sec. 3) this numerical prob-
lem still turned out to be feasible.
This theory is simulated on a symmetric 𝑁4 lattice
with 𝑁 = 8 such that the spatial volume equals 𝑉 =
𝐿3 = (8𝑎)3 with 𝑎 being the lattice spacing. To allow
for a cross-check of the algorithm and of the simulation
code, we use the same lattice discretization as Ref. [8]:
the plaquette gauge action 𝑆𝑝(𝛽) and rooted staggered
quarks. The partition function is obtained via the func-
tional integral over the gluonic links 𝑈𝜈 = exp(𝑖𝑎𝐴𝜈) as
𝒵 =
∫︁ ∏︁
𝜈
𝒟𝑈𝜈 𝑒−𝑆𝑝(𝛽) det𝑀1/4. (4)
The inverse gauge coupling is 𝛽 ≡ 6/𝑔2 = 5.2 and the
quark mass in lattice units equals 𝑚𝑎 = 0.025. The lat-
tice spacing is determined using the Wilson flow [9] via
the 𝑤0 scale proposed in Ref. [10] to be 𝑎 = 0.299(2) fm.
The linear size of the system is 𝐿 ≈ 2.4 fm. Thus,
𝐿−1 ≈ 80 MeV is well below the finite temperature de-
confinement transition and the system may be approx-
imated as being at zero temperature. Through fitting
the pseudoscalar propagator we get for the pion mass in
lattice units 𝑚𝜋𝑎 = 0.402(5), giving 𝑚𝜋 ≈ 260 MeV.
Using the 𝛾5-hermiticity of the Dirac operator (for
staggered quarks the role of 𝛾5 is played by 𝜂5 =
(−1)𝑛𝑥+𝑛𝑦+𝑛𝑧+𝑛𝑡),
𝛾5 /𝐷(𝜇𝐼 , 𝑞)𝛾5 = /𝐷(−𝜇𝐼 , 𝑞)†, (5)
one can prove that the fermionic action 𝑆𝑓 ∝ − log det𝑀
is real and positive if the electric charges of the two flavors
coincide. However, having 𝑞𝑑 = −2𝑞𝑢 = −𝑒/3 is essen-
tial to capture the fact that the particles excited by the
isospin chemical potential are the charged pions. There-
fore, in the presence of the magnetic field, 𝑆𝑓 becomes
complex and cannot be simulated using conventional lat-
tice Monte-Carlo methods.
We tackle this complex action problem by simulating
at 𝜇𝐼 ̸= 0 and 𝐵 = 0 – where 𝑆𝑓 is real and positive –
and performing a (leading-order) Taylor-expansion in the
magnetic field. This expansion involves the derivatives of
the free energy with respect to 𝑒𝐵 – starting with 𝜒 of
Eq. (2). One technical complication is that on a finite
lattice with periodic boundary conditions, the magnetic
flux Φ = 𝑒𝐵 ·𝐿2 is quantized [11], making the derivative
with respect to 𝑒𝐵 ill-defined. An advantageous strategy
is to consider a modified magnetic field, for example one
that is positive in one half and negative in the other half
of the lattice [12], B = 𝐵 sign(𝐿/2−𝑥) · z^. To implement
this magnetic field configuration, the Abelian links 𝑢𝑓𝜈 =
exp(𝑖𝑎𝑞𝑓𝐴
em
𝜈 ) for the flavor 𝑓 are chosen as [12]
𝑢𝑓𝑦(𝑛𝑥) = 𝑒
𝑖𝑎2𝑞𝑓𝐵·(𝑛𝑥−𝑁/4), 𝑛𝑥 ≤ 𝑁/2,
𝑢𝑓𝑦(𝑛𝑥) = 𝑒
𝑖𝑎2𝑞𝑓𝐵·(3𝑁/4−𝑛𝑥), 𝑛𝑥 > 𝑁/2,
𝑢𝑓𝜈 = 1, (𝜈 ̸= 𝑦),
(6)
where 𝑛𝑥 = 𝑥/𝑎 denotes the 𝑥-coordinate of the sites.
The links (and, thus, also the magnetic field) satisfy pe-
riodic boundary conditions. This setup was tested to give
reliable results at 𝜇𝐼 = 0, where a direct simulation at
𝐵 ̸= 0 is also possible [13]. Nevertheless, we mention
that finite volume effects may become enhanced due to
the presence of the boundaries where the magnetic field
changes sign, and for precision results our measurements
should be repeated on larger volumes.
Since the total magnetic flux is zero, the derivative
with respect to 𝑒𝐵 – being a continuous variable – can
now be taken. Differentiating Eq. (4) twice, the suscep-
tibility Eq. (2) reads
⟨𝜒⟩ = ⟨𝒞2⟩
𝑁4
, 𝒞2 = 𝒞21+𝒞′1, 𝒞1 =
1
4
Tr(𝑀−1𝑀 ′), (7)
where ⟨.⟩ denotes the expectation value with respect to 𝒵
and the prime the derivative with respect to 𝑒𝐵. Besides
the magnetic susceptibility, we also consider other ob-
servables like the chiral condensate, the pion condensate
and the isospin density⟨︀
𝜓𝜓
⟩︀
= − 1
𝑉
𝜕ℱ
𝜕𝑚
, ⟨𝜋⟩ = − 1
𝑉
𝜕ℱ
𝜕𝜆
, ⟨𝑛𝐼⟩ = − 1
𝑉
𝜕ℱ
𝜕𝜇𝐼
.
(8)
The second derivative of the expectation value of either
of these observables 𝒪 = 𝜓𝜓, 𝜋 or 𝑛𝐼 can be found as
𝜕2 ⟨𝒪⟩
𝜕(𝑒𝐵)2
⃒⃒⃒⃒
𝐵=0
= ⟨𝒪′′ + 2𝒪′𝒞1 +𝒪𝒞2⟩ − ⟨𝒪⟩ ⟨𝒞2⟩ . (9)
3In addition we will also discuss the Polyakov loop as a
measure for deconfinement,
𝑃 =
1
𝑉
∑︁
𝑥
Tr exp
[︂∫︁
d𝑡𝐴4(𝑥, 𝑡)
]︂
. (10)
We remark that the magnetic susceptibility contains an
additive divergence at zero temperature and zero density,
such that its renormalization reads
⟨𝜒⟩𝑟 = ⟨𝜒⟩ − ⟨𝜒⟩𝜇𝐼=𝑇=0 . (11)
This renormalization is related to the electric charge
and wavefunction renormalization in QED [14]. The
𝐵-dependent divergence cancels from the observables of
Eqs. (8) and (10). For more details on this renormaliza-
tion see, e.g., Ref. [13]. In the following, the expectation
value ⟨.⟩ is suppressed for the sake of brevity.
3. RESULTS
We begin by considering the observables of Eq. (8) at
vanishing magnetic field. Fig. 1 shows the results at var-
ious values of the explicit symmetry breaking parameter
𝜆 and a linear extrapolation to 𝜆 = 0 for each 𝜇𝐼 . The
difference to a quadratic extrapolation is used to define
the systematic uncertainty, and is included in the errors
shown in the plot. We observe that the 𝜆 = 0 limit of 𝜋
vanishes in the low-𝜇𝐼 region, whereas it increases dras-
tically for high chemical potentials, signalling the con-
FIG. 1: Quark condensate (upper panel), pion condensate
(middle panel) and isospin density (lower panel) as functions
of the isospin chemical potential for various 𝜆 values (red,
blue and green points), a linear fit 𝜆→ 0 (yellow points), and
a combined fit using 𝜒PT [15] (solid lines). The onset of pion
condensation at 𝑚𝜋/2 is indicated by the gray vertical line.
densation of pions. The onset of this condensation is
predicted by chiral perturbation theory (𝜒PT) to occur
at 𝜇𝐼 = 𝑚𝜋/2 [16], in good agreement with the lattice
data. All other observables are also insensitive to 𝜇𝐼 (in
the 𝜆 → 0 limit) up to this onset value. This is in gen-
eral referred to as the Silver Blaze phenomenon. The
chiral condensate drops sharply above 𝜇𝐼 = 𝑚𝜋/2, while
the isospin density starts to grow at the condensation
threshold. We note that our results are within statisti-
cal errors consistent with those of Ref. [8], up to the fact
that in Ref. [8] a different normalization convention was
used. Our normalization is chosen such that the results
at 𝜇𝐼 = 0 correspond to two degenerate flavors. We note
moreover that lattice discretization effects start to domi-
nate for 𝑎𝜇𝐼 & 1 (not visible in the plot): here all lattice
sites become occupied and the isospin density saturates
at 𝑎3𝑛sat𝐼 = 3/2.
To perform the 𝜆-extrapolation in a more effective
manner, we consider 𝜒PT to describe the behavior of
the observables for small 𝜆 and for small 𝜇𝐼 [15]. This
dependence involves two parameters: the pion mass and
the chiral condensate at 𝜇𝐼 = 𝜆 = 0, denoted by 𝐺,
𝜓𝜓 = 𝐺 cos𝛼, 𝜋 = 𝐺 sin𝛼, 𝑛𝐼 =
4𝑚𝐺𝜇𝐼
𝑚2𝜋
sin2 𝛼,
(12)
where 𝛼 is the vacuum angle, determined at the ex-
tremum of ℱ by
sin(𝛼− 𝜑) = 4𝜇
2
𝐼
𝑚2𝜋
sin𝛼 cos𝛼, 𝜑 = arctan𝜆/𝑚. (13)
We carry out a simultaneous fit of all three observables,
using data points for all values of 𝜆, up to 𝑎𝜇𝐼 = 0.2.
Considering the pion mass as a free parameter of the fit,
we obtain 𝑎𝑚𝜋 = 0.4053(1), consistent with our previous
determination using the pseudoscalar propagator. The
latter is indicated by the gray line in the figure. For the
condensate the fit gives 𝐺 = 0.4657(2). In fact, 𝜒PT pre-
dicts pion condensation and chiral symmetry restoration
to proceed simultaneously such that 𝜋2 + 𝜓𝜓2 remains
constant. The lattice data do not support this predic-
tion for 𝜇𝐼 & 𝑚𝜋/2, as 𝜋 turns out to be underestimated
by 𝜒PT (this was also realized in Ref. [8]). However, be-
low 𝑚𝜋/2 – where the 𝜆-dependence is most pronounced
and, thus, the extrapolation cumbersome – the 𝜒PT pre-
diction is in excellent agreement with the lattice data.
This comparison also reveals that the linear 𝜆 → 0 ex-
trapolations of the lattice data using the available three 𝜆
values – with the exception of the points just at the con-
densation threshold – are reliable. Note that a true phase
transition only appears in the thermodynamic limit, and
in a finite volume the observables slightly deviate from
the behavior dictated by 𝜒PT around the onset chem-
ical potential. As a side remark, we also mention that
the structure of the chiral Lagrangian is the same for
two-color QCD and for QCD with adjoint quarks. Thus,
Eqs. (12) and (13) are also valid in these settings [17].
4We proceed by performing a similar, linear 𝜆 → 0 ex-
trapolation for the renormalized magnetic susceptibility
Eq. (11). Subtracting the 𝜇𝐼 = 0 contribution at each
𝜆 turned out to be advantageous here as it makes the
𝜆 → 0 extrapolation flatter. The results again show a
Silver Blaze-type behavior up to 𝑚𝜋/2 and a rapid drop
towards negative values beyond the onset of pion con-
densation (see upper panel of Fig. 2). This implies that
the QCD medium at low temperatures is diamagnetic for
𝜇𝐼 > 𝑚𝜋/2. The diamagnetic response may be under-
stood qualitatively from the fact that just above 𝑚𝜋/2,
the system can be approximated as a dilute gas of pions.
Pions are spinless and couple to the magnetic field only
via their angular momentum. This coupling gives rise to
a Landau-type diamagnetism, i.e. 𝜒𝑟 < 0.
In fact, the condensate of non-interacting point-like pi-
ons is expected to be superconducting and, as a result, a
perfect diamagnet, which expels the magnetic field com-
pletely. This is demonstrated by explicit calculation in
App. A. In full QCD, pions are not point-like free par-
ticles but interacting composite objects. This interac-
tion poses an upper limit both on the density and on
the conductivity. As a result, the magnetic susceptibil-
ity remains below its free-case value. In addition, unlike
the chemical potential for free pions, the isospin chemical
FIG. 2: Renormalized magnetic susceptibility as function of
𝜇𝐼 (upper panel) and of 𝑛𝐼 (lower panel) for various values of
𝜆 (red, blue and green points), and the 𝜆→ 0 extrapolations
(yellow points), connected by the dotted line to guide the eye.
The gray vertical line in the upper panel marks the onset of
pion condensation. On the lower panel, the Polyakov loop for
𝑎𝜆 = 0.0075 is also included.
potential in QCD is not bounded by the pion mass. For
𝜇𝐼 > 𝑚𝜋/2, the density and the susceptibility are again
influenced predominantly by QCD interactions. In par-
ticular, the rise of the Polyakov loop, Eq. (10) – as shown
in the lower panel of Fig. 2 – reveals that deconfinement
and the enhancement of 𝑛𝐼 occur roughly simultaneously.
This also implies that the pionic description breaks down.
On the same figure, the susceptibility is also plotted as
function of the isospin density, showing a linear section
at low 𝑛𝐼 and a saturation to about 𝜒𝑟 = −0.1 as the
density increases.
For even higher chemical potentials, QCD asymptotic
freedom allows to neglect the strong interactions com-
pletely. Then, the magnetic susceptibility can be calcu-
lated for free quarks, giving [18]
𝜒𝑟
𝜇𝐼→∞−−−−→ 1
4𝜋2
∑︁
𝑓
(𝑞𝑓/𝑒)
2 · log(𝜇2𝐼/Λ2) > 0, (14)
where the prefactor is related to the QED 𝛽-function and
Λ is a dimensionful scale (in the on-shell renormalization
scheme of the free theory, Λ = 𝑚) [13]. Thus, the sus-
ceptibility must eventually turn positive as 𝜇𝐼 increases.
To explore the region where 𝜒𝑟 crosses zero, further sim-
ulations on finer lattices are necessary.
4. INTERPRETATION
Let us discuss the strong diamagnetic response above
𝜇𝐼 = 𝑚𝜋/2 from a different point of view and consider
how the charged pion mass responds to the magnetic
field. Taking the pion as a point-like (relativistic) parti-
cle, the leading-order dependence reads
𝑚𝜋(𝐵) =
√︀
𝑚2𝜋(0) + 𝑒𝐵, (15)
as a consequence of the lowest-Landau-level structure for
a scalar particle. Note that Eq. (15) is subject to cor-
rections due to the 𝐵-dependence of the pion self-energy.
These corrections are, however, small compared to the
leading behavior [19]. Indeed, recent lattice QCD re-
sults [20] have confirmed Eq. (15) up to 𝑒𝐵 ≈ 0.4 GeV2.
At 𝑇 = 0, the renormalized free energy can be calculated
as the integral of the isospin density,
− ℱ(𝐵,𝜇𝐼)
𝑉
=
∫︁ 𝜇𝐼
0
d𝜇′𝐼 𝑛𝐼(𝐵,𝜇
′
𝐼). (16)
For 𝐵 = 0, taking into account the dependence 𝑛𝐼(𝜇𝐼)
from Fig. 1 (for 𝜆→ 0), this implies that −ℱ is zero up
to 𝑚𝜋/2 and becomes positive above the threshold. Let
us now switch on a weak magnetic field and consider the
free energy up to 𝒪(𝐵2). To this order, ℱ(𝐵,𝜇𝐼) still
vanishes for chemical potentials up to the corresponding
pion mass. However, due to Eq. (15), the Silver Blaze
region expands as 𝐵 grows. This can only be maintained
if the surface −ℱ has a large negative curvature in the 𝐵-
5FIG. 3: Illustration of the negative of the free energy as
a function of 𝐵 and 𝜇𝐼 for small magnetic fields. The Silver
Blaze region ℱ = 0 expands as 𝐵 grows, implying a large neg-
ative magnetic susceptibility in the pion condensation phase.
direction, i.e., through a large negative susceptibility (for
an illustration see Fig. 3). Thus, the pion condensation
phase must exhibit strong diamagnetism – in line with
our results presented in Sec. 3.
Note that the key component in the above argumen-
tation was the scalar nature of the pion, which allowed
for a phase with Bose-Einstein condensation and, at the
same time, implied an increase in the mass as 𝐵 grows,
Eq. (15). For the baryonic chemical potential 𝜇𝐵 , the ex-
cited particles are protons and neutrons. In this case the
baryon density grows much slower 𝑛𝐵 ∝ (𝜇2𝐵 −𝑚2𝐵)3/2,
and condensation can only occur via Cooper-pairing if
the ground state is in the superfluid phase. Moreover,
in the spin-half channel, the mass (to leading order) is
independent of the magnetic field (both for neutrons and
for protons), implying that the Silver Blaze region is also
insensitive to 𝐵. Thus, 𝜒𝑟 is expected to be suppressed
FIG. 4: Second derivative of the pion condensate (upper
panel; the symbols are the same as in Fig. 2) and the 𝜆 → 0
limit of the pion condensate at nonzero magnetic fields using
the leading Taylor-expansion (lower panel). The gray vertical
lines indicate the pion mass for each magnetic field (increasing
from left to right).
for 𝜇𝐵 just above 𝑚𝐵 . Note that in nature nucleons have
anomalous magnetic moments that induce a dependence
of the mass on 𝐵, and through that a nonzero value for
𝜒𝑟, but due to the absence of direct condensation and
due to the larger mass, these effects are not expected
to produce a pronounced behavior like the one seen in
Fig. 2.
To back up the picture described above, we also de-
termined the lowest-order expansion coefficients of the
observables in Eq. (8). In Fig. 4 we show the second
derivative of the pion condensate with respect to 𝑒𝐵 and
the reconstructed observable 𝜋(𝐵) for a few values of
the magnetic field. As 𝜆 → 0, the derivative is found
to exhibit a pronounced dip around 𝜇𝐼 = 𝑚𝜋/2 and, as
a consequence, the rise in 𝜋 is shifted to higher isospin
chemical potentials as 𝐵 is increased. The lattice data
for the scalar condensate and for the isospin density show
similar trends. Therefore, the results are in qualitative
agreement with the discussion above, namely that the
magnetic field shifts the onset of pion condensation to
higher isospin chemical potentials. On the quantitative
level, the results in the lower panel of Fig. 4 suggest that
this shift is less pronounced than the expectation based
on Eq. (15). (Note that the Taylor-expansion in 𝐵 breaks
down at the phase transition, where ℱ is non-analytic.
Still, the reconstruction of 𝜋(𝐵) is expected to converge
outside of the close vicinity of the onset isospin chemical
potential.)
5. IMPLICATION FOR MAGNETARS
Next, we consider a possible implication of the diamag-
netic pion condensed phase on the physics of strongly
magnetized neutron stars. Charged pion condensation
in neutron star cores has been the subject of discussion
for a long time [21], as it is expected to have signifi-
cant implications for, e.g., the equation of state [22] as
well as neutron star cooling rates [23]. Assuming charge
neutrality, together with equilibrium for neutron 𝛽-decay
and for the process 𝑛→ 𝑝+𝜋−, the threshold density for
pion condensation was found to be at a few times nuclear
matter density (see, e.g., Ref. [22, 23]). The possibility of
charged pion condensation and its consequences for neu-
tron star physics have also been discussed more recently
in, e.g., Refs. [24–26].
The most probable constituents of the pion condensed
core are neutrons, protons, negatively charged pions,
electrons and muons [27]. As we argued in Sec. 4, pi-
ons are strongly diamagnetic, whereas the contribution
of protons and neutrons to 𝜒𝑟 is expected to be much
smaller in magnitude. We remark that for the electron
– in contrast to the other particles – the typical neutron
star core magnetic fields exceed the rest mass squared (in
fact, by several orders of magnitude). Thus, for the effect
considered below, the electron contribution to the suscep-
tibility is to be calculated in the strong field regime and
not at 𝐵 = 0. Another comment about the electron con-
6tribution is in order here. The free energy in the presence
of magnetic fields contains a thermal/dense contribution
at nonzero 𝑇 and/or 𝜇, as well as a vacuum term that
stems from virtual particles at 𝑇 = 𝜇 = 0 and that dom-
inates in the strong field regime 𝑒𝐵 ≫ 𝑇 2, 𝜇2,𝑚2 [18].
However, as we will see, the vacuum term has no effect
on the mechanism discussed below. The thermal/dense
contribution to 𝜒𝑟 has been calculated several times in
the literature [18, 28–30] and was always found to be
below a few percents for the magnetic field strengths con-
sidered here 𝐵 ≈ 1018 G. Similarly small estimates for
the muon, proton and neutron contributions were also
given in Ref. [30]. Altogether we can thus estimate the
total magnetic susceptibility in the magnetar core by the
pionic contribution and take 𝜒𝑟 ≈ −0.1 as a typical value
that we obtained.
The proposed mechanism involves a gradient force that
emerges in inhomogeneous magnetic fields. Namely, the
minimization of the free energy induces the force density,
𝑓𝑑 = − 1
𝑉
∇ℱ = 𝜒𝑟|𝑒𝐵| ∇|𝑒𝐵|. (17)
Note that this force is only sensitive to the magnetic
properties of the medium, and neither the energy 𝐵2/2
of the magnetic field, nor the above mentioned vacuum
contribution in ℱ contributes to 𝑓𝑑 (assuming that 𝐵 is
constant in time, i.e. there is no feedback from matter
to the magnetic field configuration). Note moreover that
since the free energy is a Lorentz-scalar, 𝑓𝑑 only depends
on the magnitude of 𝐵. We adopt the poloidal mag-
netic field profile B(𝑟, 𝜃) of Ref. [7] for a rotating mag-
netar with radius 𝑅 = 10 km and central field strength
1.5·1018 G. The rotation axis is given by 𝜃 = 0. Inserting
𝜒𝑟 ≈ −0.1 for the susceptibility we obtain 𝑓𝑑(𝑟), see the
curves in Fig. 5 for three fixed values of the polar angle
𝜃.
The so obtained force density is to be compared to
the gradient of the isotropic pressure profile 𝑝(𝑟) in the
star. For a first approximation, we take the simplified
case of a star with constant density (see Eq. (3.157) of
FIG. 5: The force generated by QCD diamagnetism (along
various directions specified by the polar angle 𝜃) and 10% of
the pressure gradient as functions of the radial coordinate.
Ref. [27]), and consider typical values for the central
pressure 𝑝𝑐 ≈ 1034 Pa. The resulting gradient is also
included in Fig. 5, indicating that in this case the dia-
magnetic effect amounts to up to 10% of the gravita-
tional pressure gradient in the inner core 𝑟 . 3 km. The
curves for 𝑓𝑑(𝑟, 𝜃) also reveal that the diamagnetic force
is anisotropic and tends to push material from the center
towards the equator. Thus, we expect that the diamag-
netism of isospin-asymmetric QCD matter plays a rele-
vant role for the description of convective processes in
the inner core. We mention that a similar mechanism in
the case of heavy-ion collisions was discussed in Ref. [31].
6. CONCLUSIONS
We have discussed the QCD phase diagram in the
𝜇𝐼 − 𝐵 plane for the first time using lattice simula-
tions. This setup has a complex action problem, which
was circumvented through a Taylor-expansion in 𝐵 at
nonzero isospin chemical potentials. We measured ther-
modynamic observables for a wide range of 𝜇𝐼 values, in
the Silver Blaze region, through the onset of pion con-
densation at 𝜇𝐼 = 𝑚𝜋/2, up to lattice saturation. The
results indicate that the condensation threshold is shifted
to higher values of 𝜇𝐼 as 𝐵 grows, in qualitative agree-
ment with the dependence 𝑚𝜋(𝐵) of the pion mass on
the magnetic field. We demonstrated how this tendency
explains the observed strong diamagnetic behavior of the
system in the pion condensation phase. The diamagnetic
nature of the pion condensate is also predicted by free-
case arguments, see the analytic calculation of the pionic
susceptibility in App. A.
In addition, we also presented an argument suggest-
ing that the magnetic response of the QCD ground state
is most sensitive to isospin chemical potentials, and the
baryon chemical potential is not expected to play a dom-
inant role in this respect. Our results were obtained on
coarse lattices with a larger-than-physical pion mass, and
thus should be considered exploratory. However, since
the findings are understood in terms of general arguments
like the existence of a pion condensation phase and the
diamagnetic nature of pions, the results are not expected
to change qualitatively if the physical point and the con-
tinuum limit are approached.
We conclude by sketching the magnetic nature of QCD
matter on the 𝑇 − 𝜇𝐼 phase diagram. At 𝜇𝐼 = 0, lattice
simulations have shown that the susceptibility is positive
for 𝑇 & 120 MeV [12, 13, 31–33], whereas it becomes
slightly negative for lower temperatures [13]. The lat-
ter diamagnetic region is predicted by 𝜒PT and by the
Hadron Resonance Gas model [13, 33], and also stems
from the presence of charged pions. However, while at
𝑇 = 0 and 𝜇𝐼 > 𝑚𝜋/2, pions are created in abun-
dance, at 𝑇 > 0 they are induced merely by thermal
fluctuations. Accordingly, the diamagnetic response at
0 < 𝑇 . 120 MeV is much weaker (𝜒𝑟 ≈ −0.002 [13])
than the one in the pion condensation phase (𝜒𝑟 ≈ −0.1).
7FIG. 6: Conjecture of the magnetic structure of the phase
diagram in the 𝑇 −𝜇𝐼 plane. Regions with positive (negative)
susceptibilities are represented by red (blue) and darker col-
ors mark larger magnitudes. At 𝜇𝐼 = 0 the transition from
diamagnetism to paramagnetism occurs slightly below the chi-
ral crossover temperature 𝑇𝑐 ≈ 150 MeV [13]. The solid line
at high 𝜇𝐼 represents a true phase transition separating the
vacuum and the pion condensation phase. There may be ad-
ditional phase transition lines in the interior of the diagram,
indicated by the question mark.
Note also that around the deconfinement temperature
(𝑇𝑐 ≈ 150 MeV) at 𝜇𝐼 = 0, the susceptibility was found
to be significantly smaller (𝜒𝑟 ≈ 0.01 [13]) than the
magnitude of our results in the pion condensed phase.
Well above the deconfinement transition temperature at
𝜇𝐼 = 0, the dominant degrees of freedom are quarks,
giving rise to strong paramagnetism, with 𝜒𝑟 ∝ log(𝑇 ),
similarly as in Eq. (14), just with 𝜇𝐼 replaced by 𝑇 [13].
Thus, asymptotic freedom in QCD ensures that QCD
matter is paramagnetic for very high values of 𝑇 and/or
𝜇𝐼 .
Based on this picture, our conjecture of the magnetic
phase diagram – summarizing the dia- and paramagnetic
regions of QCD matter – is shown in Fig. 6. The phase
transition at 𝜇𝐼 = 𝑚𝜋/2 is expected to bend to the
right [16] and either persist towards higher temperatures
or end at the deconfinement phase transition line
if the latter exists. Which scenario is the case and
whether there are additional phase transition lines in
the diagram is presently unclear. The isospin density
has been shown to change the nature of the chiral
transition in 8-flavor QCD [34]. The structure of the
𝑇 − 𝜇𝐼 phase diagram has been studied in various
model frameworks as well [35–38]. A possible critical
endpoint at nonzero isospin densities and magnetic fields
was also discussed in Refs. [39, 40] in model setups.
To determine the detailed structure of the interior
of the phase diagram on the lattice for the interesting
case of 2 or 2+1 flavors, further simulations are necessary.
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Appendix A: Susceptibility of free pions
In this appendix we calculate the magnetic susceptibil-
ity of free non-relativistic pions. Since we aim to describe
the condensation phase at low temperatures, where only
one species – say, the 𝜋− – contributes, we consider a pion
with charge 𝑞 = −𝑒 and exclude its positively charged
antiparticle for simplicity. The energy levels read
𝐸𝑛 = 𝑚𝜋 +
|𝑞𝐵|
2𝑚𝜋
(2𝑛+ 1) +
𝑝2𝑧
2𝑚𝜋
, (A1)
where 𝑝𝑧 is the momentum parallel to 𝐵, and we included
the rest mass 𝑚𝜋 of the pion in the energy. The matter
contribution to the free energy of the pion gas at tem-
perature 𝑇 and chemical potential 𝜇𝜋 in a finite volume
𝑉 is written as
ℱ𝑚 = |𝑞𝐵| · 𝑉
4𝜋2
∫︁
d𝑝𝑧
∑︁
𝑛
𝑇 log
[︁
1− 𝑒−(𝐸𝑛−𝜇𝜋)/𝑇
]︁
.
(A2)
This expression does not contain the vacuum contribu-
tion, which stems from virtual pions at 𝜇𝜋 = 𝑇 = 0 in the
presence of the magnetic field (see, e.g., Refs. [18, 41]).
However, the vacuum part does not contribute to the
renormalized susceptibility at 𝐵 = 0, nor does it have
an effect on the mechanism discussed in Sec. 5. It is
therefore neglected in the following.
The renormalized susceptibility is obtained as the sec-
ond derivative of ℱ𝑚 with respect to 𝑒𝐵. Since the sum
and the integral in ℱ𝑚 are ultraviolet finite, these can be
interchanged with the derivative,
𝜒𝑟 =
1
4𝜋2
∫︁
d𝑝𝑧
∑︁
𝑛
(2𝑛+ 1)/𝑚𝜋
1− exp (︀ 𝑝2𝑧2𝑚𝜋𝑇 − 𝜇𝜋−𝑚𝜋𝑇 )︀ . (A3)
The sum over 𝑛 is calculated using 𝜁-function regulariza-
tion, while the integral gives a polylogarithm function,
𝜒𝑟 =
−1
12𝜋2
√
2𝜋𝑇√
𝑚𝜋
· Li1/2
[︀
𝑒(𝜇𝜋−𝑚𝜋)/𝑇
]︀
. (A4)
Note that for our bosonic system, the chemical potential
cannot exceed 𝑚𝜋. In the Silver Blaze region 𝜇𝜋 < 𝑚𝜋,
the zero-temperature limit of the polylogarithm function
vanishes, resulting in 𝜒𝑟 = 0. However, for 𝜇𝜋 → 𝑚𝜋
the susceptibility diverges for any infinitesimally small
temperature,
lim
𝑇→0
𝜒𝑟(𝜇𝜋 < 𝑚𝜋) = 0, lim
𝜇𝜋→𝑚𝜋
𝜒𝑟(𝑇 > 0) = −∞.
(A5)
We remark that if the condensation phase is approached
by gradually lowering the temperature at fixed density 𝑛,
8pions start to condense at the critical temperature [42]
𝑇𝑐 =
2𝜋
𝑚𝜋
(︂
𝑛
𝜁(3/2)
)︂2/3
, (A6)
which is always non-vanishing.
A remark about 𝜒𝑟 approaching−∞ is in order. Notice
that 𝐵 equals the magnetic field acting in the medium,
which is to be distinguished from the external magnetic
field 𝐻 that would be present in the absence of pions.
The two fields are connected by the magnetization,
𝐵 = 𝐻 +ℳ𝑒, ℳ = − 1
𝑉
𝜕ℱ𝑚
𝜕(𝑒𝐵)
. (A7)
For weak fields, ℳ = 𝜒𝑟 · (𝑒𝐵), which allows to express
the magnetic permeability 𝑝𝑚 of the medium as
𝑝𝑚 ≡ 𝐵
𝐻
=
1
1− 𝑒2𝜒𝑟 . (A8)
Clearly, for 𝜒𝑟 ≪ 1 the difference between 𝐵 and 𝐻 is
negligible and 𝑝𝑚 is very close to unity. However, for
𝜒𝑟 → −∞, the permeability vanishes, signalling that the
magnetic field is expelled from the system completely.
This perfect diamagnetism is characteristic for supercon-
ductors. Indeed, at 𝜇𝜋 = 𝑚𝜋 the system becomes super-
conducting due to the condensation of charged pions.
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