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No review of the power of synthetic biology is complete without a sage affirmation that the fight for environmental protection will be immeasurably served by synthetic microorganisms. Yet, to state the obvious, environmental protection occurs in the environment and synthetic biology occurs in the test tube. Culture and culturability are the original sin of synthetic biology. The field of microbial ecology has blossomed under the insight that the Petri dish is but a pale and partial shadow of real microbial environments. Yet synthetic biologists, who seek to do better than evolution, use that tiny fraction (lets say 0.0001%) of evolutions handiwork that will grow in the lab.
The implicit assumption is that in many cases it will be easier, or indeed absolutely necessary, to meet an environmental need, by creating novel a life form in the lab rather than using some pre-existing organism 'off the peg'. This is an assumption that is far more likely to be met if you only consider the organisms that grow in the lab and ignore competing philosophies such as microbial resource management.
However, this 'diversity blindness' is not the biggest issue. Indeed it would require churlish counter-hubris to assume that someone somewhere could not engineer an organism with a useful function not found in nature. The question is how to deploy it. There is little evidence that we can get an organism from the laboratory into the field in any kind of systematic way. Those mindful of the fears of rampant microbes have spoken of forms of genetic containment, sequencing tweaks that would ensure the demise of a released but unwanted organism. They hardly need bother. Genetically manipulated (and I suspect cultured organism in general) seem to simply die away when faced with the rigours of the environment. Containment is problematic. Mark van Loosdrecht has pointed out that a sterile and sterilizable reactor (i.e. a very big test tube) will cost 200 times more than an equivalent open reactor. Moreover, the feedstock for such a reactor, presumably the waste itself, would need to be sterilized before use. Immobilization and protection behind membranes will be no less expensive.
The simple truth is that it that virtually no one has successfully introduced a cultured or genetically engineered organism into an environment. Moreover, we have absolutely no idea why this is problematic. Those with the courage to admit this might be a problem speak of the need for more robust organisms. However, there is no evidence that the manipulated organisms some how have flimsy phospholipids or inherently inadequate cell walls. Indeed the focus on the individual organism betrays the mindset of the test tube where a single organism can be considered in isolation. In the real world (and we have known this since RA Fisher coined his fundamental theorem) fitness is a function of both the properties of the organism and the properties of all the other organisms it might encounter. This means that the design of an organism to accomplish a function in an open environment must consider not only the function, but also executing that function in the context of the possibly thousands of other species it might encounter. This is, to put it mildly, a tricky problem and there is, at present, no theoretical framework for doing this. If it is resolvable, and it may be, resolution will come when synthetic biology gets out of the test tube and embraces ecology and evolution. This may require advances in all three domains.
Which brings me to my final point. If these problems are well known and the solutions are not. Why do so many people continue to assert that they will solve a problem which they no idea how, or perhaps willingness, to address? In private, this question will be greeted with a cynical shrug and the implication that this form of debasement is the price you pay for funding. But this is dangerous, for what might start as naïve optimism and then fade into grant-getting gamesmanship can transmogrify into a moral and intellectual fraud. Defrauding us of not simply money, but that far more precious resource: time. We really do need to radically change environmental biotechnology and we do not have forever to do it. So if you want to do this using synthetic organisms: get out of the test tube or get out of the way.
Recombination-based DNA assembly in metabolic engineering: a goodbye to old workhorses?
Jean-Marc Daran and Jack T. Pronk, Department of Biotechnology, Delft University of Technology and Kluyver Centre for Genomics of Industrial Fermentation, Julianalaan 67, 2628 BC Delft, The Netherlands.
For the better part of four decades, genetic engineering has relied on a universal toolbox containing three indispensable implements: restriction enzymes, ligases and, last but not least, Escherichia coli. Even those of us who now languish behind laptops and in meetings rather than work at the bench instantaneously recognize the smells of Luria broth and plasmid preps.
Since the hallmark paper of Cohen and colleagues (1973) , many elegant variations on the theme of restriction and ligation have been introduced to make E. coli-based cloning tremendously versatile. However, especially in the field of metabolic engineering, two major limitations of this trusted approach gradually became apparent. First, as the complexity of the desired DNA constructs increased, design of multi-gene constructs based on restriction and ligation turned into a molecular biologist's equivalent of Rubik's cube and the construction itself into a multi-step, painstaking and time-consuming exercise. Even 3 years ago, most of us would not have contemplated the assembly of, for example, a 20-fragment expression vector, neither as part of a PhD or postdoc project, nor in an industrial research setting. Second, the multi-step nature of DNA assembly via restriction and ligation and its requirement for unique restriction sites complicated the implementation of combinatorial approaches in the assembly of complex constructs, for example to optimize expression of a heterologous pathway by testing various combinations of enzymes from different donor organisms or by testing different combinations of promoter fragments in a multienzyme, heterologously expressed pathway.
During the past 4 years, fast developments in synthetic biology led to the (re)discovery and optimization of a powerful alternative approach for assembling DNA fragments that is entirely independent of restriction and ligation. This approach is based on homologous recombination of short, shared terminal sequences of the linear DNA fragments that need to be assembled and can be subdivided into in vitro and the in vivo methods.
In vitro methods for DNA assembly by recombination depend on cell-free systems, in which recombinase enzyme(s) take care of the assembly (see e.g. Gibson et al., 2010a) . The major advantage of this method over restriction and ligation is that it enables one-step assembly of multi-fragment constructs, completely independent of the availability of unique restriction sites. The required short stretches of sequence overlap can easily be introduced, either by PCR amplification of target sequences with 'overhanging' primers or by the increasingly costefficient process of DNA synthesis. After in vitro assembly of a construct, it is transformed to a suitable microbial host, in many cases still E. coli.
The in vivo methods are based on the same principles of generation and recombination of homologous termini as the in vitro methods. However, they go one important step further by eliminating the need for separate assembly and transformation steps. The in vivo methods rely on the high efficiency of the cellular homologous recombination machinery of some microorganisms by simply transforming the required cocktail of linear DNA fragments into the host cell. When a suitable origin of replication and selection marker are included among the fragments, the transformed microorganism then faithfully recombines the fragments into an autonomously replicating episome, without any prior enzymatic treatment. In vivo recombination-based DNA-assembly platforms have been developed in Bacillus subtilis (Itaya et al., 2008) and in specific E. coli rec mutants (Datsenko and Wanner, 2000; Li and Elledge, 2005) . However, these bacterial systems have a limited capacity to efficiently assemble multiple fragments and are outperformed by the incredible recombination performance of the star player of in vivo assembly, the yeast Saccharomyces cerevisiae.
In vivo assembly of DNA fragments in yeast was already proposed and demonstrated 30 years ago (OrrWeaver et al., 1981; Kunes et al., 1987; Ma et al., 1987) . However, it failed to really take off as a mainstay DNA construction method, perhaps mainly due to the absence of efficient techniques to generate the required homologous sequences. For a long time, its application was largely limited to the cloning of large DNA fragments that were difficult to manipulate by restriction and ligation (Larionov et al., 1996) . In vivo assembly in S. cerevisiae, also known as transformation-associated recombination (TAR), only really caught the spotlight and took off when it was elegantly applied in the complete chemical synthesis, assembly, and cloning of a synthetic Mycoplasma genome by Gibson and colleagues (2010b) . This milestone achievement was accompanied by a thorough evaluation of the high-fidelity assembly properties of S. cerevisiae, which convinced many metabolic engineers, especially those already in the yeast field, to use this new molecular biology platform for the construction of large and complex metabolic pathways (Merryman and Gibson, 2012) .
As yeast biologists, we have been amazed by the power and simplicity of recombination-based assembly in our 'pet' organism when we introduced the technique into our lab. In addition to accelerating construction of unique, multi-gene constructs, the technology facilitates combinatorial approaches in metabolic engineering and, due to its one-step simplicity, is highly compatible with automated, high-throughput strain construction. Gazing in the crystal ball, we would never dare to predict the complete demise of good old E. coli as a molecular biology workhorse. However, we hope and predict that, in the coming years, this simple technique for DNA assembly will find its way into many labs and especially into those that do not have a tradition in yeast molecular genetics. Worldwide aquaculture has increased at an average of 9.5% per year over the past 30 years, compared with 2.6% for terrestrial meat production, freshwater production representing the highest increase. Salmon production in Norway by aquaculture, for example, has, in less than three decades, increased from virtually zero to over one million tons in 2011. In 2011 the world fisheries production of freshwater fish amounted to 11.5 megatons captured versus 44.3 megatons cultured; of marine fish 78.9 megatons captured versus 19.3 megatons cultured; and of crustaceans 6.1 megatons captured versus 5.3 megatons cultured (FAO, 2012) . This leaves a vast potential for future development in aquaculture.
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As with intensive animal breeding, aquaculture is strongly hampered by infectious diseases which cause massive economic losses and ecological damage. In shrimp production, a mere 10% of the juvenile shrimps leaving the hatchery reach the age of breeding maturity whereas 90% succumb mainly to infections. This leads to mostly uncontrolled use of huge amounts of antibiotics which represent a high risk to human and animal health and cause enormous environmental damage. In fish culture, antibiotics are primarily administered as medicated food whereby 70-80% of the active substances end up in the environment via food surplus and residual substances excreted from fish. Although there are no clear data on the worldwide use of antibiotics in aquaculture, estimations vary from 300 g to 1.5 kg per ton of fish or shellfish produced. This causes a significant pollution of surface waters leading to ecotoxic effects, impact on natural microbial communities and a large-scale emergence of antibiotic resistant and multi-resistant human and animal bacterial pathogens, in particular of the groups of Vibrio, Aeromonas and various Enterobacteriaceae. Antibiotic resistant pathogens are expected to be the main cause of unsuccessful disease therapy in human medicine in the near future, and this will probably throw back the current successful high public health status in most countries for decades. Hence a major goal that must be reached in agriculture and in aquaculture, in particular, is a drastic cutback or preferentially a ban of the use of antibiotics.
The development of adequate vaccines and vaccine application procedures for aquaculture will represent a major challenge in the next two decades in order to achieve the goal of a sustainable fish production. The feasibility of controlling furunculosis, the major infectious disease in farmed salmon, caused by the bacterium Aeromonas salmonicida subsp. salmonicida, by means of vaccines, has been demonstrated in Norvegian salmon production. In 1988, with an annual production of 50 000 tons of salmon, 50 000 kg of antibiotics were used per annum. In 2008 with a production of 850 000 tons of salmon -a 17-fold increase -the use of antibiotics was reduced by a factor of 50 to around 1000 kg per year after the successive introduction of four generations of vaccines between 1989 and 1999 (Stevens, 2011 . This example shows the efficacy of vaccines in attempts to reduce or ban altogether the use of antibiotics in aquaculture.
While vaccines against furunculosis of salmon present a most successful example of preventive medicine of farmed fish, vaccines and vaccine application methods for most other fish or against most other diseases are still lacking or have low efficacy. The complex nature of the aquatic microbial world, the relatively poor knowledge of the fish immune system and of molecular mechanisms of pathogen-host interaction of many fish diseases require considerable efforts in basic research in order to yield new concepts for fish vaccines. Whereas basic research mostly relies on financing by the public sector, investments by the private sector for the development of new vaccines, novel vaccine formulae, more efficient and less nocent adjuvants as well as for novel rational vaccination procedures such as oral vaccination or immersion vaccination are essential to attain the aim of improved fish health and consequently a more sustainable aquaculture. In order to attract such important investments in the relatively small economic sector of animal health, regulatory procedures that govern registration and licensing of animal vaccines must be simplified and revised to make them affordable for a market with low profit margins. Currently, maximal production costs for vaccines for farm animals and large fish (where individual vaccination is applied) is around €0.10 per dose, whereas that for small fish is estimated to be 100 times lower. In comparison, costs for the registration of a new animal vaccine in Europe currently amount to around one to two million Euro, not including the costs for the preparation of the registration documentation. High costs of administration and regulatory measures often discourage the private sector from investing in the development of novel and more efficient animal vaccines, leaving old, often rather inefficient vaccines on the market or offering no solutions to combating emerging animal epidemics, even though, in many cases, public sector research has provided the necessary basic molecular knowledge.
In order to attain the goals needed for sustainable fish production in the future, significant inputs into exciting projects on fish immunology and pathogen-host interaction of fish disease are expected from microbiologists, valuable investments are expected from the private sector and unbureaucratic and efficient procedures are expected from the regulatory authorities. Microbial ecologists are currently being inundated with increasing amounts of omics data, including millions of phylogenetic sequence reads (i.e. pyrotag or I-tag sequences), billions of base pairs of total nucleic acid sequences (i.e. metagenomes and metatranscriptomes), as well as thousands of peptides and metabolites from several types of environmental samples. Although this is a fantastic resource, the current challenge has been to glean relevant information from the data. Soil omics has proven to be particularly challenging due to the high microbial diversity inherent to most soils, combined with the difficulty in extraction of all macromolecules from the soil matrix. That being said, I predict that within the next decade the bioinformatics and computing resources will have caught up to handle mega-and multi-omics datasets from soil. For metagenomics and metatranscriptomics datasets, the three major current limitations are the assembly, annotation and data mining steps. No soil metagenome has been sequenced with sufficient depth to enable assembly of more than a handful of draft genomes. One example is the recent successful assembly of a draft genome of a novel methanogen from permafrost soil (Mackelprang et al., 2011) , but the microbial diversity in permafrost is lower than that in most other types of soil. Another example was the recent assembly of several draft genomes of novel species, including from phyla with no cultivated representatives, from uranium-contaminated sediments (Wrighton et al., 2012) . Although a typical soil still has a higher diversity than permafrost or contaminated sediment, with sufficient sequencing depth now approaching terabases of sequence per sample, even soil should be possible to better assemble. It should also be possible to use binning approaches such as emergent self-organizing map analysis (ESOM) (Dick et al., 2009 ) that take into account read signatures, together with read coverage to bin reads into draft genome bins, as demonstrated for other sample types (Dick et al., 2009; Wrighton et al., 2012) . In addition, I predict that we will have better functional gene databases that have been validated for screening the assembled data and raw reads. Also, it will be advantageous to have more omics data collected across time series and across environmental gradients, such as targeted in the Earth Microbiome Project (http:// www.earthmicrobome.org).

Gleaning and assembling omics parts lists from soil
Once we have access to well annotated soil metagenomes, the expression can be further validated by determining which genes are expressed and represented in metatranscriptomes, or translated into proteins and represented in metaproteomes. Having access to multi-omics data from the same samples should greatly increase our ability to gain a better understanding of the key roles that microbes play in different soil habitats and how those functional roles may be perturbed, for example by climate change. Already we are seeing examples of where different omics datasets have been combined and correlated for other types of environments, including marine (Mason et al., 2012) and the human gut (Erickson et al., 2012) .
Finally, once we have this information more easily accessible and at our fingertips it will be possible to get answers to questions that have been eluding soil microbial ecologists to date including the following: (i) What microbial species and biochemical pathways are most important for cycling of soil nutrients, including carbon and nitrogen under given conditions? (ii) What microbial species and functions are perturbed by climate change, pollutants or other anthropogenic factors? (iii) What are the optimum combinations of bacteria, fungi, archaea, protists and viruses for a healthy soil that supports the growth of plants? and (iv) How are soil microbial community members and functional processes predictive of the potential for greenhouse gas emissions, bioremediation of pollutants and optimal crop growth? Eventually, this information should be relatively easy to obtain as sequencing costs continue to decline, computing facilities continue to increase, and databases continue to be updated. Recent advances in metagenomics, metatranscriptomics and metabolomics techniques have enabled researchers to ask previously intractable questions about the biological world. Looking toward the future, it is clear that 'multiomics' analyses that combine these three approaches, perhaps also including metaproteomics and single-cell or microculture genomics, will lead to important insights throughout microbial ecology. Rapid improvement in highthroughput sequencing technologies facilitates the analysis of larger and more complex microbial assemblages, and there is now great potential for advancements that impact our everyday lives. In this respect, production of fuels from renewable sources will be increasingly important to our security, economy and environment. Microbes will play a central role in the robust synthesis of fuel from plants and algae. In particular, algae are an attractive candidate for massscale fuel production because they can grow rapidly on non-arable land. Already there are several companies capitalizing on this promising approach (e.g. Solix Biofuels, Sapphire Energy, Algenol Biofuels), and a more complete understanding of algal genomes, transcriptomes, and metabolomes will lead to higher yields and lower cost. However, monocultures are inherently susceptible to invasion, and this principle also applies to monocultures of algae. Building better models of individual species, and of the interactions of more stable multi-species assemblages, through an understanding of their interactions across expression levels is thus crucial.
Manipulation of biofuel strains on the genomic level, including mutants, knockouts and transgenics, is an important component of optimization of fuel production, but it is at present difficult to design a selection for improved biofuel producers, and screening techniques are still laborious. For individual strain improvement, transcriptional data, especially collected over time to assess response to perturbation and to multiple growth conditions, complemented by metabolomics analyses, would provide crucial data for improved systems biology models that seek to predict which alterations are most likely to increase overall efficiency of sunlight conversion, or enhance production of target molecules, e.g. advanced liquid biofuels such as butanol. For example, light to biomass conversion can be improved by making structural changes to reduce the antenna size in order to minimize overshading in liquid culture (Ort and Melis, 2011), but can also be improved by altering the regulation of light harvesting proteins (Beckmann et al., 2009) . A better understanding of the regulatory and metabolic networks of target biofuel-producing algae could potentially provide numerous additional targets of the second type, especially when coupled with increasingly advanced metabolic reconstruction techniques that can incorporate multi-omic data (Yizhak et al., 2010) .
However, an understanding of individual species is unlikely to be sufficient: designing communities that are robust to invasion has the potential to assist with problems scaling biofuels systems from laboratory to production scale. Diseases of algae are common, with pathogens including viruses, bacteria, fungi and other eukaryotes (Gachon et al., 2010) . Individual strains of algae have strategies for inhibiting bacterial growth, such as by secreting compounds that interfere with bacterial quorum sensing (Rajamani et al., 2008) , and the possibilities for manipulation of this type of inter-kingdom signalling are just beginning to be explored. Some phytoplankton also inhibit the growth of competing species under certain conditions (Prince et al., 2008) , or of themselves, (Vardi et al., 2007) , and these effects could also be manipulated (e.g. by moving normally autoinhibitory pathways into a different species to create allelopathic interactions). However, our ability to understand these effects in order to design robust synthetic communities are still very much emerging: even in bacteria, predicting mutualistic and antagonistic interactions is still challenging (Freilich et al., 2011) , and algal genomes are substantially more complex, especially with the partitioning of metabolism among multiple organelles. The combination of improved modelling techniques that incorporate multiple species and compartments, together with a better multi-omics understanding of individual strains and their responses to pathogens alone or in combination, will thus help us design robust communities for efficient conversion of sunlight into biofuels.
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Beckmann, J., Lehr, F., Finazzi, G., Hankamer, Microorganisms are the dominating species on our planet. Their wide metabolic capacity makes them essential for the cycling of nutrients in the nature and vital for the function of plant growth and animal gut ecosystems. Moreover, microorganisms are used in a multitude of traditional and modern biotechnological applications. In a future sustainable society, with a need for a decreased consumption of fossil carbon sources, the use of microorganism needs to be intensified for making a variety of different organic building blocks, e.g. for pharmaceuticals, as well as for the production of different energy sources. The question then arises, how do we find these new microbial resources? Most of the knowledge we have today about microorganisms, their physiological capacities and possibilities to use for biotechnological applications has arisen from traditional microbiological methodologies, i.e. the isolation and cultivation of pure strains and species. For many years these methods represented the main tools for generating knowledge about microbial life. Today we have access to powerful tools providing detailed information about the genomic structure and gene expression of isolated microorganisms, giving valuable insights about microbial metabolism and pointing towards new biotechnological possibilities. These new technologies also allow for metagenomic analyses of various complex environments and with comparative sequence analyses we can answer questions related to evolution and metabolic functions, as well as reveal information about previously unknown microbial life. Furthermore, by screening different environments we find patterns and can see connections between environmental conditions and microbial composition and genetic expressions. This is all great and fantastic and we learn a lot! However, what it also obvious from the results is that a majority of the microbial life that is detected relates to unknown microorganisms.
The biogas process is one example of a highly complex microbial environment. This is an amazing microbial process with a great functional capacity. It includes both generalist and specialists, together forming a microbial community that by intricate interactions converts large organic macromolecules into a variety of smaller organic components and finally into methane. The great functional diversity of this process suggests it as a possible source for new organisms to be used for biotechnological applications. I will use this process as a way to exemplify why I think molecular microbial ecologist to a greater extent have to consider also using a traditional route for their research in order to find new and important microbial resources. The biogas process has been used for more than a hundred years for small-scale production of energy for rural households. Today the process is also used in industrial countries for large-scale production of biogas from a variety of different urban and rural waste streams, as well as from dedicated energy crops. In my mind, the breakthrough for the industrial use of this process was a greater understanding of the microbiology behind the process, possible to obtain only after the invention of techniques for cultivation of strict anaerobes (Hungate, 1950) . We now have a reasonable understanding of the overall microbial flow in this system and what is required for management to reach sufficient biogas production. Even so, the functionality can still be improved and many questions remain to be answered in order to reach higher stability and efficiency with economic and environmental outcome. Many investigations in this research field, in common with many other fields of microbial ecology, are devoted to different levels of community analysis. We are all fascinated by the new techniques and their possibilities. However, in my opinion there is a great risk that we will get lost in the giant maze of sequences. How can we understand and resolve issues about functional capacity and management and find new organisms for biotechnological applications when a major part of the targeted microbial life is represented by unknown microorganisms (Zakrzewski et al., 2012)! Furthermore, critical functions can also be performed by key players present at low abundances and thus not even targeted with the present general community analysis approaches. I might be a bit conservative, but we have also to go back to the methodologies used in the beginning of the microbiology era and put much more resources and efforts into isolation and characterization of new organism.
Without this knowledge we will not come further in linking the population structures to their functional capacities. Nor will we find new organisms with functions of interest, or ways to optimally manage a complex microbial ecosystem such as the biogas process. Furthermore, the scientific community needs to appreciate and value the hard work of microbial isolations and characterization. Today a paper describing the overall composition of a community, using the latest sequencing technology, results in a publication in a high-impact journal, while a paper describing a new organism, with a real potential to have a high impact on science, commonly only appears in low-impact journals. It is thus not surprising that the young microbiologist of today hardly knows how to cultivate an organism! I remain convinced that the way to go for the future work in the field is by using a combination of the techniques. With new isolations we can improve our tools and understanding of the complex community (Westerholm et al., 2011) and with metagenomic analysis we might also find new keys for successful isolations of yet unkown microorgaisms (Pope et al., 2011) . With new isolates we can then study physiology, metabolism, genetics, as wells as microbial interactions and obtain a greater understanding of the microorganisms and their role in the various ecosystems and their potential in a range of applications.
Pope, P.B., Smith, W., Denman, S.E., Tringe, S.G., Barry, K., Hugenholtz, P., et al. While it is often observed that microbial communities display a surprisingly defined spatial structure, with different community members being located at specific locations relative to one another, this feature is not explicitly targeted when engineering microbial communities for biotechnological applications. Here, I argue that such directed effort at spatially structuring microbial communities at the micro-scale may be within reach, and can provide unique opportunities to assemble microbial communities with specific process objectives, using natural, engineered, or de novo synthesized microbes. Microbes in natural environments typically occur as surface associated communities, often termed biofilms: dense assemblages of cells with different physiologies, which are enmeshed in an exopolymeric substance that provides cohesion, connected to a biotic or abiotic substratum. Because solute transport is typically retarded in a biofilm environment in comparison to a true liquid environment, solute gradients are often encountered. This is especially the case for reactive solutes: substances that are produced or consumed by the microbes. The outcome of these gradients is that microbes with different solute preferences are located at different locations in such biofilm. As a result, in all but the simplest laboratory systems, spatially structured biofilms are the norm. This type of spatial stratification can even take place in simple biofilms, housing only one functional type, where electron donor, electron acceptor, or pH gradients (often a side product of microbial activity), will result in stratification of subpopulations with different affinities or tolerances for said solutes. Stratification is more remarkable and easier discernable when conditions allow for microbial foodwebs, where metabolic end-products of individual guilds generate substrates for other guilds. Here, over distances of less than a few millimetres, an array of different physiological groups, located in defined positions with respect to each other, are necessary to yield a community's metabolism. Typical examples are the spatially structured anaerobic foodwebs where fermentative, acidogenic, and acetogenic metabolisms are connected to respiratory guilds that use CO 2 or SO4 2-as terminal electron acceptor. In these examples, it is essential to point out that the community's overall metabolism is contingent on the spatial structuring and that destabilization of the structure results in performance failure. Another example, of longterm interest to me, are structured biofilms or bioaggregates for autotrophic ammonium conversion: here with control of electron acceptor and electron donor delivery (O2 vs NH4 + -N) spatially structured communities can be built where within less than a mm, obligate oxygen requiring and oxygen inhibited microbes can coexist to generate an interesting community metabolism (Vlaeminck et al., 2010) .
Natural examples of such spatially structured or stratified communities are rife, and span scales (mm to km), domains of life, functional types, and environments. In nature, stratification is caused by niche opportunity: microbes position themselves, where things are best for them. But can we co-opt this process to design and build microbial communities we wish? The case of autotrophic N removal in redox-stratified biofims and bioaggregates provides one example: a combination of controls (fluxes of oxygen vs ammonium; potentially supplemented with counter diffusion to set relative position of groups with different redox preferences, and interventions to eliminate unwanted microbes) yields an engineered stratified community, recruited from open communities, consisting of wanted metabolic guilds (Nacher et al., 2010) . This concept of sorting a target community from a diverse mixed community, can be repeated for other systems (e.g. anaerobic foodwebs) where spatial proximity, external control and imposition of gradients can be used to steer competition within a microbial community, weeding out community members, and causing a more structured microbial community.
I contend that spatial arrangements should also be explored to develop microbial communities de novo. In the effort to construct synthetic microbes for great biotechnological purposes (generation of novel chemistry, energy, or biology) it is often recognized that one microbe is not sufficient to host the complete metabolism, but that partitioning of the synthetic metabolism and metabolic load over multiple microbes is preferable to optimize throughput. Creative solutions are being devised to stabilize such synthetic microbial communities (in suspension); they often rely on engineering intercellular communication and dependencies based on synthetic circuits involving quorum sensing signals (Brenner et al., 2008) . Because these signals are diffusible molecules, spatial stratification might be a further option to stabilize these interactions: ensuring the correct proximal physical relationship of the targeted proximal metabolism. This stratification might also be built by taking advantage of typical gradients in biofilms using hosts with distinct intrinsic or engineered preferences for the gradient solute, or by physically constraining their spatial arrangements. Choosing microbes with differential preferences for electron acceptors or engineering pathways whose expression are responsive to different redox conditions, are obvious options. Direct physical constraints can be provided by artificial immobilization (e.g. on a substratum) or separating (e.g. using non-reactive permeable membranes) of community members. Micropatterning substrata with different surface properties could provide vicinal positions of different microbes, chosen to have the correct combination of metabolism and surface chemistry.
Whether the targeted community is based on engineered or naturally existing metabolic or signalling relationships between microbes, 3-D modelling frameworks have recently become available (e.g. Lardon et al., 2011) to test the feasibility of community stratification at the relevant scale, its dependence on environmental or operational conditions, and its effect of the biotechnological system performance. Such modelling efforts can streamline and guide the experimental investigations.
In closing, while microbial community composition is a major indicator of a community's metabolic potential, the spatial structure of that community, imposed or inherently present, dictates it extant activity. There are opportunities to steer the spatial structure of open and synthetic microbial communities to select or stabilize a target community metabolism from its constituent members. Taking advantage of this microspatial engineering can offer new biotechnological opportunities. Bacteriophages constitute the most abundant biological entities on our planet (Chibani-Chennoufi et al., 2004) and are thought to play a major role in maintaining genetic diversity in microbial communities and consequently affect ecosystem functionality (Weinbauer and Rassoulzadegan, 2004; Rodriguez-Valera et al., 2009) . Through selective predation by virulent phages and the activity of temperate phages, the composition and activity of microbial communities is continuously challenged. In this contribution, we discuss the options and weigh the chances for using bacteriophages in order to improve biotechnological processes driven by microbial cultures and to trace and control undesirable microbial activity in industrial and medical settings.
In the arena of microbial biotechnology, and specifically at those places where microbial diversity has been abandoned by using simple and defined cultures -for the sake of improved process control -bacteriophages are usually regarded as a threat. For example, producers of starter cultures for dairy applications and their customers (the dairy companies) developed over the years various strategies to suppress the problem of uncontrolled bacteriophage outbreaks in their production environment (Moineau, 1999) . On the other hand, the application of bacteriophages as therapeutic tools to combat infectious diseases has been a promise for decades but phagebased methodologies still await widespread acceptance. Renewed interest in phage therapy has come with the recognition that knowledge of the population and evolutionary dynamics of bacterial-phage interactions are crucial for the development effective phage therapy (Levin and Bull, 2004; Hunter, 2012) . Understanding the complex nature of prey-predator relationships in the microbial world of infectious diseases is thought to deliver strategies to overcome failure of phage therapy due to the emergence of resistant pathogens. Recently, we can also observe an increased interest in the use of cocktails of bacteriophages for the control of foodborne pathogens. This includes the simple use of bacteriophage encoded endolysins as antimicrobial agents (Oliveira et al., 2012) as well as the use of intact lytic phages. Two products, based on cocktails of anti-listerial phages for controlling Listeria monocytogenes on ready-to-eat food (Bren, 2007) and meat and cheese products (Carlton et al., 2005) , have been approved by the FDA and were subsequently introduced in the market. Finally, in the field of environmental biotechnology, for instance in waste water treatment systems using activated sludge, the role of bacteriophages in controlling bacterial abundance, activity, and community composition has been underestimated for a long time (Shapiro and Kushmaro, 2011) . For example, a metagenome analysis of activated sludge revealed antimicrobial resistance genes in the bacterial and viral metagenome indicating either the transfer of these genes between bacterial hosts sharing a common phage or lysogenic phages conferring antibiotic resistance to infected cells (van Oppen et al., 2009; Parsley et al., 2010) .
A description of the above-mentioned developments follows current trends in the arena of phage research. However, gazing into our crystal ball, we see two important developments, one related to a better understanding of the role of phages in pathogen ecology and virulence, and the other related to the use of phages in biotechnological and medical settings.
Bacteriophages in lysogenic state, or prophages, have recently been shown to modify pathogen phenotypes thereby affecting environmental performance, conceivably steering selection and evolution. For example, Schuch and Fischetti (2009) showed that lysogeny in Bacillus anthracis can affect sporulation capacity, exopolysaccharide synthesis, biofilm formation, and colonization of a range of environments including soil and host organisms. Several phenotypic changes were found to require the expression of phage-encoded bacterial sigma factors. L. monocytogenes niche adaptation, biofilm formation and persistence has recently been suggested to be associated with comK-prophage-containing genotypes, that show enhanced transduction and recombination (Verghese et al., 2011) . In line with these observations, co-evolution with lytic phages was found to select for the mucoid phenotype of Pseudomonas fluorescens (Scanlan and Buckling, 2012) . This phenotype is due to overproduction of alginate and is regarded a considerable virulence factor contributing to intractability of infections most notably in cystic fibrosis (CF) (Høiby et al., 2010) . Identification of underlying mechanisms will further add to our understanding of pathogen behaviour, and could also help to identify transmission routes and implement more efficient intervention strategies. Furthermore, phage-mediated genetic exchange can affect pathogen virulence, and is assumed to occur primarily within species. However, Chen and Novick (2009) provided evidence that toxin-carrying staphylococcal pathogenicity islands, containing superantigen genes and other mobile elements transferred to L. monocytogenes at the same high frequencies as they transfer within Staphylococcus aureus. Notably, the phages involved did not form plaques on any of the seven serotypes of L. monocytogenes tested, thus the true overall host range of a phage may be much wider than anticipated. This suggests that phages participate in a far more expansive network of genetic information exchange among bacteria of different species than originally thought, with obvious implications for the evolution of (human) pathogens.
We foresee application of the obtained insights to attenuate the behaviour of (foodborne) pathogenic microbes in a variety of environmental niches such as biofilms in industrial and medical settings, including the mammalian GI-tract.
Concerning biotechnological applications, bacteriophages potentially can act as functional members in complex microbial starter cultures -for instance for use in industrial and food fermentations -which possess an unprecedented high degree of functional robustness (Smid and Lacroix, 2013) . If we consider the ecological role of bacteriophages in complex microbial communities, i.e. preservation of diversity in prokaryotic populations (Rodriguez-Valera et al., 2009) , we see potential for using selected bacteriophage cocktails in designed multi-train starter cultures. By adding phages to a balanced mix of phage-resistant and phage-sensitive variants, each carrying the genes to deliver the required product functionality, we reconstitute a dynamic microbial ecosystem with active prey-predator interactions between phages and host microbes, ensuring the conservation of all required gene-functions at community level. Such reconstituted, phage containing complex cultures are expected to retain their functionality while coping with environmental fluctuations. This radical new approach to design complex cultures of microbes, requires deepening of basic and quantitative knowledge of the role of bacteriophages in complex microbial populations. Such knowledge is now, more than ever before, accessible by combining high-throughput metagenome sequencing with mathematical modelling of microbial population dynamics and prey-predator relationships. This development lines up with the current interest in the fundamental architectural features of the behaviour of complex systems such as ecological networks (Scheffer et al., 2012) . We envision a bright future for research on bacteriophages shaping microbial communities for good and bad, and the implementation of derived insights in biotechnology applications in industrial and medical settings.
Will test tubes ever undergo division?
Miguel Vicente, Centro Nacional de Biotecnología, Consejo Superior de Investigaciones Científicas (CNB-CSIC), C/ Darwin n°3, E-28049 Madrid, Spain. Conventional wisdom has produced a description of bacterial division in which a Z-ring, guided by two site selection mechanisms, assembles at midcell and recruits a bunch of other proteins to form a divisome. The divisome, possessing a septal peptidoglycan synthesizing complex and connected to other periplasmic and outer membrane proteins, is thought to produce a septum that ultimately splits the cell in two almost equal halves.
Recent research in the field has largely focused on describing the molecular mechanisms responsible for the functions of the divisome and the interactions between its elements. Publications and discussions at recent meetings on bacterial division stress the need to further investigate the process to obtain a more exact knowledge on these mechanisms. Although it should not be expected that septation will occur in a test tube, after all cell division works on cells, the recent and future attempts to reconstruct the divisome from its parts will likely help to clarify some of these questions (Martos et al., 2012) . On the other hand, they may also evidence that some parts may still be missing from the currently accepted picture of the division process.
Bacterial division: past and future
Cell division in present day bacteria is likely to be a composite process originated at different times in the bacterial phylogeny. A primitive partition system to pinch the membrane may coexist with a more modern mechanism to divide bacterial cells possessing a rigid peptidoglycan layer. Evidence of the ancestral mechanism to divide membranes can be observed in mutant cells devoid of peptidoglycan and osmotically stabilized. These so-called L forms apparently divide as a consequence of imbalances in their surface to volume ratio when the amount of membrane is excessive (Mercier et al., 2012) . In contrast, in intact bacteria the membrane may be constantly pushed by turgor pressure. This may prevent constriction to happen at random unless a peptidoglycancontaining septum is formed at a specific place. A first topic to be investigated in the future is how septation proceeds as an equilibrium in which the synthesis of peptidoglycan stabilizes the opposing forces of turgor and constriction exerted on the membrane.
Z-ring, division ring and divisome
The term Z-ring, proposed by Joe Lutkenhaus (Bi and Lutkenhaus, 1991) , designates a structure present at midcell of dividing cells and visualized by microscopy techniques using FtsZ fusions to fluorescent proteins or antibodies against it. It is postulated to be a ring of variable diameter formed by the accumulation of FtsZcontaining complexes. The Z-ring may provide a scaffold on which the remaining division elements assemble due to their ability to interact directly or indirectly with FtsZ. In addition FtsZ is prevented from forming rings at the cell poles by complex site selection mechanisms, among them the MinCDE proteins (de Boer et al., 1989) and nucleoid occlusion (Cho et al., 2011) .
The division ring is a multiprotein complex whose existence has been proposed based on the observation that several proteins (e.g. FtsZ, FtsA, ZipA, FtsN) are independently visualized as individual rings at midcell of dividing cells (reviewed in . Nanne Nanninga proposed the name divisome to define the complete macromolecular machinery able to effect division in the living cell (Nanninga, 1998) . Besides the proteins that form the division ring, additional components as periplasmic and outer membrane proteins and the cell envelope may also be integral parts of the divisome.
The structure of the ring
A wealth of fluorescence microscopy images have been obtained from cells overproducing putatively active fusions of division proteins to fluorescent reporter proteins. Although some fusions may not behave exactly as the wild-type protein (Swulius and Jensen, 2012) , their images have been interpreted as indicating that the shapes adopted by divisome and site selection proteins are mostly rings or helixes. This has provided a convenient conceptual framework in which proteins that are assumed to act at midcell (e.g. FtsZ) would naturally form rings and those acting along the length of the cell (e.g. MreB) would wind into helixes.
The molecular structure of the Z ring complex has nevertheless not been firmly identified, and no particular assembly of FtsZ polymers has been unequivocally associated with the material evidenced in the microscopic images of the division ring. High-resolution imaging has recently put forward a ring image that is not uniform (Strauss et al., 2012) , what would fit with the expected plasticity of a structure that adapts to a variable size, and possibly a variable geometry, during the septation process. Future work will likely exploit the increasing power of high-resolution techniques as well as in vitro reconstruction to produce a detailed picture of the Z ring that may better approximate to its molecular architecture in the cell.
A subset of the division ring formed by FtsZ, FtsA and ZipA has been called proto-ring because it is assumed to be the initial step of divisome assembly . Recently some of the properties of the proto-ring components other than FtsZ have been investigated, they are compatible with their assumed role as anchors of the FtsZ protein to the cytoplasmic membrane (Skoog and Daley, 2012) . The availability of streptococcal FtsA, a more manageable form of the protein than its E. coli counterpart, offers new opportunities for studying its role on division in the test tube and may also help in defining the proto-ring in Gram-positive cocci (Krupka et al., 2012) .
Oscillation of a ring inhibitor
Equally fitting into the conventional description of septum site selection is the pole-to-pole oscillatory behaviour of the interacting MinC and MinD (putative inhibitors of the FtsZ ring) directed by a MinE ring. This oscillation is described to create an inhibitory gradient attaining maximum MinCD concentration at both poles (Meinhardt and de Boer, 2001 ) and may be generated by the displacement of these proteins along the membrane as a wave. In this way FtsZ is, under normal circumstances, blocked from directing the assembly of divisomes at the poles. Results obtained by single molecule imaging of the inhibitor, the MinCD, proteins associated to bilayers indicate that their attachment is transient and, instead of moving directionally, they show a successive exchange between the solution and the membrane (Loose et al., 2011) . As there is no observable gradient in the solution, why and how this exchange can be directed to propagate as a wave in the living cell remains unknown. As the structure of the MinCD complex is available (J. Löwe, pers. comm.) it will certainly contribute to provide an explanation for the molecular mechanism underlying poleto-pole oscillation.
Synthesis of the ring
Some of the presently unknown functions of the divisome may be clarified once we can study them under controlled conditions in divisomes reconstructed in the test tube. This synthetic approach will help, as it happened in the case of DNA replication, to identify elements that may be missing in the picture as well as to better define protein mechanisms and interactions. As an added bonus, it may yield as well new assays based on molecular tools to find novel antimicrobials to combat infection.
Initially, the definition of a minimal divisome may be a taxing task, because the minimal set of genes needed for viable cell division may not coincide with the minimal set of proteins able to reproduce septation in the test tube. However, the advantage offered by the use of in vitro systems is that they can be devised to mimic near to natural crowded environments that can be regulated at will. Different combinations of divisome subsets can then be reconstructed and their function can be tested.
Attempts to reconstruct the divisome in simplified systems are now limited to a few instances in which vesicles, either artificially produced or reconstructed from natural membranes, have been used (Osawa et al., 2008; Jiménez et al., 2011) . Developments along these lines will likely come from the use of more sophisticated and controllable containers in which subsets of the site selection complexes, the constriction mechanisms and combinations of both can be assembled and their function tested. The more complex of these containers may be cells in which the chromosome has been removed, while nanodiscs (Hernández-Rocamora et al., 2012) , in which proteins that attach to the membrane can be handled in solution, may be the simplest ones. Their use will help to obtain a full molecular description of how bacteria, the most simple cells, manage to precisely control the timing and the topology of division.
unprecedented proportions. The first steps in this direction were already taken in the 1930s, when methane, the most reduced C1 compound and the major constituent of natural gas, was used and converted to liquid transportation fuels by the Fischer-Tropsch process. However, tied correlation between petroleum and natural gas prices has made this (gas-to-liquid) process, until very recently, economically unattractive and, historically, only came into play when sanctions and embargos forced countries to convert one fossil fuel into derivatives of another. But if you do not want an economy that is reliant upon fossil fuels and its volatility in natural gas prices, an economy must be built on oxidized C1 compounds, such as CO 2 and CO. CO2, the most oxidized form of carbon, obviously requires energy for its transformation into desirable multicarbon compounds. However, these desirable compounds do not always have to be fuel molecules . . . Generating alternative fuels is a challenge in itself due to the immense appetite we have generated over the century for cheap transportation fuels. Plants and phototrophic microbes use light energy to reduce carbon dioxide but do so with low efficiency inherent to the photosynthetic systems. Reduction of CO2 can also be accomplished using chemical energy (e.g. in form of hydrogen) or electrical energy (Conrado et al., 2013 ). Yet energetically more favourable is the conversion of CO, as it does not require additional energy for its conversion into multi-carbon compounds. High-temperature liquefaction of not only natural gas but also of biomass, and even waste streams and trash, leads to formation of primarily CO and H2 (synthesis or syngas). CO can also be generated electrochemically from CO2 using catalysts that have high turnover numbers at work at low overpotentials, providing a possible alternative to liquefaction in the future (Rosen et al., 2011; Costentin et al., 2012) . Chemoautotrophic microorganisms are capable of utilizing CO2 and H2 and some acetogens can even produce simple carbon compounds such as ethanol and acetate from CO alone. Although there have been attempts to use acetogens industrially for the conversion of syngas, until recently, most efforts did not pass the pilot plant stage, in part due to unfavourable mass transfer of CO in traditional bioreactors and the low value of acetate -the major product of acetogenesis. However, this is changing rapidly with the advent of novel bioreactor designs and, even more importantly, with the ability to genetically engineer these microorganisms, as it has been done successfully for the acetogen Clostridium ljungdahlii (Köpke et al., 2010) . Suddenly higher value products become feasible to produce. Developing design strategies for engineering of microorganisms in the context of the whole cell is the hallmark of genome-scale modelling (Lee et al., 2012) and detailed reconstructions for key organisms are currently underway, destined to aid rapid strain design for a C1 economy.
Ultimately, after gaining sufficient knowledge, for example, about acetogens, we might be able to transfer critical energy conservation pathways (e.g. the Rnf complex) and the necessary carbon fixation machinery of the Wood-Ljungdahl pathway into other chassis organisms like E. coli. Until then, the genetically tractable autotroph will become the industrial workhorse of choice for building a new biosustainable future . . . one carbon molecule at a time.
