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DISYUNTAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.7. FUNCIONES MEDIBLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.8. CONJUNTOS NO MEDIBLES LEBESGUE . . . . . . . . . . . . . . . . . 90
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7.1. INTRODUCCIÓN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
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GRAL DE LEBESGUE Y LA DEFINICIÓN AXIOMÁTICA . . . . . . . . 101
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INTRODUCCIÓN
El propósito de este trabajo es describir las ideas más destacadas de la integración y
la medida de 1823 a 1904 con el fin de identificar la manera como estos dos conceptos estu-
vieron relacionados en este peŕıodo. Se puede considerar 1823 como la fecha de nacimiento
moderno de integral y 1904 el año donde la integral queda caracterizada en términos de la
medida. La primera fecha corresponde al año en el que Cauchy publica el Resumen de sus
Lecciones sobre cálculo dadas en la Escuela Politécnica de Francia, en el cual introduce
de manera novedosa el concepto de integral. La segunda fecha corresponde al año en el
que Lebesgue publica sus Lecciones sobre la integración y la investigación de funciones
primitivas en las que aparece expuesto su famoso teorema mediante el cual caracteriza la
integral de Riemann en virtud de la medida del conjunto de discontinuidades.
Pero, ¿Cuáles son las ideas sobre la integración y la medida que en este trabajo se
consideran más destacadas en el peŕıodo de 1823 a 1904?. Pues bien, por el lado de la
integración se considera únicamente los planteamientos de Cauchy, Riemann y Lebsgue.
Las ideas de estos matemáticos con respecto a la integral las hemos organizado teniendo
en cuenta tres aspectos: concepto de integral, criterio de integrabilidad y ejemplos de
funciones no integrables según su definición. Por el lado de la medida, en este trabajo se
toma en cuenta a Jordan, Borel y de nuevo a Lebesgue. Sus ideas se han organizado al
rededor de tres aspectos: concepto de medida, criterio de medibilidad y un ejemplo de
un conjunto no medible según tal definición de medida. A partir del estudio de las ideas
de estos matemáticos se logra reconocer la forma como las ideas de integración y medida
estuvieron relacionadas en dicho peŕıodo. Desde luego a lo largo del trabajo se nombran
otros matemáticos y se describe brevemente sus ideas, pero no son ellos los protagonistas
principales, si no que la razón de incluirlos es porque sus ideas permiten complementar o
entender mejor el pensamiento de aquellos matemáticos en los que tenemos interés.
Nuestro trabajo se estructura en tres partes: la primera conformada por tres caṕıtu-
los, está dedicada a la integración. La segunda parte, dedicada a la medida, está formada
también por tres caṕıtulos. La tercera parte, formada por dos caṕıtulos, vincula lo estu-
diado en las dos primeras partes. Aśı, este trabajo consta de ocho caṕıtulos.
En el primer caṕıtulo se aborda la integral de Cauchy. Alĺı se describe su concepto de
continuidad sobre el que Cauchy establece el concepto de integral. Se estudia la proposición
III de su curso de Análisis a partir de la cual argumenta su criterio de integrabilidad.
Además, se estudia la demostración del teorema fundamental del cálculo realizada por
v
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Cauchy, basado en el teorema del valor intermedio para funciones continuas, que él mismo
hab́ıa establecido. Describimos esta demostración de acuerdo a la presentación que hace
William Dunnham en el caṕıtulo 6 de su libro Galeŕıa del cálculo, piezas maestras de
Newton a Lebesgue. Dicho teorema es usado para demostrar que ciertas funciones no son
Cauchy integrables. En el caṕıtulo 2 se estudia la integral de Riemann. Se introduce la
definición original que dio Riemann de la integral y sus dos criterios de integrabilidad,
describiendo la argumentación que hace Riemann de uno de estos según lo muestra el
texto de Dunham en el caṕıtulo 7. Luego se muestran cuatro ejemplos que permiten ver la
fortaleza y la debilidad de la integral de Riemann. El primero de estos ejemplos es la clásica
función discontinua en infinitos puntos exhibida por Riemann como función integrable. La
otra función es la de Dirichilet discontinua en infinitos puntos no integrable. Las otras
dos funciones ponen en evidencia que el ĺımite de una sucesión de funciones integrables
con convergencia puntual no es Riemann integrable. La argumentación del primer ejemplo
es obtenida con ideas sugeridas en caṕıtulo 4 del texto de Grattan-Guinress titulado Del
cálculo a la teoŕıa de conjuntos. 1630-1910 y también con el apoyo del caṕıtulo V II del
texto de Dunham.
En el tercer caṕıtulo se aborda el descubrimiento de los conjuntos de medida cero y la
caracterización que hizo Lebesgue de la integral de Riemann en virtud de la medida nula
del conjunto de puntos de discontinuidad. A la vez, se aborda la definición axiomática
de la integral que hizo Lebesgue y la manera como este obtiene de ella lo que se seŕıa
conocido como la definición constructiva de la integral de Lebesgue. En este caṕıtulo no
se desarrolla el concepto de integral de Lebesgue puesto que para ello es necesario hacer
un recorrido por la teoŕıa de la medida, el cual se lleva a acabo en la segunda parte del
trabajo. En cambio, se opta por dejar planteada la definición de integral de Lebesgue.
Para el desarrollo del tercer caṕıtulo de este trabajo, nos hemos basado en el texto de Ivan
Pesin Teoŕıas clásicas y modernas de la integración, caṕıtulo 2; aśı como en el caṕıtulo 14
el libro de Dunham y el caṕıtulo V II del texto de Lebesgue Lecciones sobre la integración
e investigación de funciones primitivas. El cuarto caṕıtulo esta dedicado a la medida de
Jordan. Alĺı se introduce el concepto de contenido exterior de Harnack argumentando su
fortaleza y también su debilidad. Luego se describe cómo en un intento de generalizar la
integral de Riemann en el plano, Jordan introduce los conceptos de contenido interior,
contenido exterior y su conocido criterio de medibilidad. En este caṕıtulo se describen
las ideas originales de Jordan expuestas en las paginas 28 a 30 de su Curso de análisis
en la edición de 1909, en las que prueba la existencia del contenido exterior e interior y
algunas de sus propiedades, especialmente la que tiene que ver con la aditividad finita del
contenido, que no cumple el contenido exterior de Harnack. Otros textos que fueron de
gran utlidad para el desarrollo de este caṕıtulo fue el de Ivan Pesin mencionado antes y el
libro de Real analysis de Royden, este último fue útil para argumentar algunas ideas de
Harnack.
El caṕıtulo cinco está dedicado a la medida de Borel. Alĺı se describe la definición
axiomática de medida. Luego se enuncia y reconstruye la demostración de tres teoremas
que inspiraron la definición constructiva de medida sugerida por Borel. Del primero se
hace una demostración atribuida a Cantor proveniente del texto de Juan Antonio Gatica
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titulado Integral de Lebesgue en la recta paginas 10 y 11. Del segundo y tercero se muestra
sus argumentaciones, una de ellas ya clásicas atribuida al mismo Borel y la otra, retomada
en forma original del caṕıtulo III de sus Lecciones sobre teoŕıa de funciones de 1898.
Como un ejercicio, en este caṕıtulo demostramos que la definición constructiva de medida
sugerida por Borel es compatible con su definición axiomática. Puesto que Borel no estaba
interesado en el estudio de la medida nunca exhibió un ejemplo de un conjunto no Borel
medible, ni mucho menos un criterio de medibilidad. Sin embargo, en este caṕıtulo se
describe brevemente el argumento con el que Borel garantiza la existencia de conjuntos
no Borel medibles. Infortunadamente no se pudo profundizar en tal argumentación por
no contar con el documento original de Borel. De otro lado, el criterio de medibilidad se
infiere de la definición de medida sugerida por Borel.
En el caṕıtulo 6 se describe el razonamiento desarrollado por Lebesgue en una parte
del caṕıtulo V II de sus Lecciones en relación con los conceptos de medida y función medi-
ble. Nosotros hacemos una lectura cuidadosa y detallada de su razonamientos al respecto.
Aśı, describimos el razonamiento de Lebesgue para probar que las definiciones axiomáti-
cas tanto de la integral como de la medida son equivalentes. Del mismo modo, también
exponemos en forma detallada su demostración sobre el carácter enumerablemente aditivo
de su medida, con la que Lebesgue pretende terminar de garantizar la compatibilidad de
su definición constructiva de medida con la definición axiomática. También describimos el
razonamiento que hizo Lebesgue para establecer la medibilidad de la intersección y reunión
arbitrarias de familias enumerables de conjuntos medibles. Estos dos últimos resultados
son utilizados por Lebesgue para probar propiedades básicas de la funciones medibles y
teoremas tan importantes como el que garantiza la medibilidad de la función ĺımite de una
sucesión de funciones medibles convergente puntualmente. También se ilustra la manera
como Lebesgue procede para probar que una función continua es medible, muy distinta
del argumento moderno comúnmente conocido. Aśı mismo se describe el modo como Le-
besgue extiende este resultado para el caso de una función continua, salvo en un conjunto
de medida nula. Para el desarrollo de algunas de sus argumentaciones Lebesgue utiliza dos
criterios de medibilidad cuya demostración omite, uno para el caso de conjuntos y otro
para el caso de funciones. En este trabajo damos una argumentación personal para ambas.
Lebesgue no dio un ejemplo de un conjunto no medible según su definición; los ejemplos
vinieron mas tarde. Aqúı hemos llenado los detalles de un ejemplo clásico que se menciona
en forma general en el texto Medida de Lebesgue de Yu Takeuchi, pagina 59.
En el caṕıtulo 7 se introduce la definición anaĺıtica de integral de Lebesgue que
hab́ıa quedado sugerida en el caṕıtulo 3. Se exhiben algunos ejemplos no solo para fami-
liarizarse con dicho concepto, si no también para ver de manera anticipada su fortaleza.
Luego describimos de manera detallada los argumentos de Lebesgue para demostrar que
su definición constructiva de integral cumple los seis axioma de sus definición descriptiva.
Esto se lleva a cabo basándonos en el capitulo V II de sus Lecciones sobre integración e
investigación de funciones primitivas. Después se presenta el criterio de integrabilidad que
surge de manera natural del origen mismo del concepto de integral de Lebesgue. Luego se
exhiben tres ejemplos de funciones no integrables Lebesgue y se finaliza con las teoremas
de Jordan y Lebesgue, mediante los cuales, bajo ciertas condiciones, la integral de una
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función se puede expresar como la medida del conjunto del plano determinado por su
gráfica, el eje x y las rectas verticales que pasan por los extremos del intervalo en el cual
se define.
En el caṕıtulo 8 se hace una reflexión sobre las ideas expuestas en cada uno de los
caṕıtulos precedentes y se describen la impresiones personales que ha dejado el desarrollo
del presente trabajo. En este caṕıtulo damos respuesta a la pregunta que dio origen a este
proyecto: ¿ De qué manera estuvieron relacionadas la integración y la medida, desde el
nacimiento del concepto moderno de la integral hasta su caracterización con respecto a la
medida?. En este mismo caṕıtulo, se incluyen algunos temas de invstigaciones de futuro
desarrollo.
Pero pensemos en algunas de las razones que justifican la realización de un trabajo
de este estilo, en el que ciertos contenidos relativamente habituales, se revisan de nuevo
pero desde una perspectiva histórica.
En primer lugar me parece que la celeridad y la densidad de los contenidos propios
de cualquier curso de matemática avanzada son dos factores que impiden comprender a
profundidad el verdadero significado que han tenido en el desarrollo de cierta teoŕıa. Es
posible que uno explique los teoremas y los use correctamente en el desarrollo de pruebas,
pero quizás ignore el papel que han jugado en el desarrollo de la matemática. Mirar un
teorema o una definición en su contexto histórico puede ayudar no sólo a darle mayor
valor, sino también a tener una mejor comprensión de los mismos. Es importante tener
presente,que el hilo conductor que siguió el desarrollo de las ideas en una teoŕıa no siempre
coincide con el orden didáctico que se establece en un texto. Por ello, el conocimiento del
orden histórico en el que las ideas evolucionaron, permite una comprensión más amplia y
profunda de los conceptos.
En segundo lugar, me parece que el acercamiento a la ideas originales de los autores
que han promovido el desarrollo de una disciplina resulta no sólo interesante sino también
formativo. Interesante porque se puede observar lo que ha cambiado y, al mismo tiempo,
lo que se preserva en las demostraciones actuales con respecto de las pruebas originales
de teoremas clásicamente conocidos. Y aunque no es un objetivo de este trabajo, pudimos
evidenciar este fenómeno en el estudio de algunos teoremas como el de la medibilidad de
la funciones continuas, por ejemplo. Por otra parte, es un ejercicio matemático verificar
detalladamente las afirmaciones escuetas que hace un autor en el proceso de una demos-
tración; sin embargo, no deja de ser esto un acto riesgoso en la medida en que podemos
atribuir ideas que no corrresponden al autor. Pero siendo muy claros a este respecto, y
manifestando que es uno quien habla, puede ejercerse el derecho de verificar a la luz de la
razón las afirmaciones que el autor omite en una demostración.
En tercer lugar este trabajo posibilita el reconocimiento de los problemas funda-
mentales de carácter histórico que condujeron a la formalización del concepto de medida.
Cuando en un curso, como es habitual, se introduce la medida desde un punto de vista
muy general, dif́ıcilmente se puede sospechar que su origen subyace en la naturaleza del
conjunto de discontinuidades de cuyo tamaño depende que una función sea o no integrable.
Más aún, en este trabajo se expone de una manera sistemática los problemas que hacen
INTRODUCCIÓN ix
evidentes las fortalezas y debilidades de cada integral y cada medida o permitiendo ver la
manera como se superan unas a las otras respectivamente. Con este trabajo se espera que
quien lo lea quede con una idea clara acerca del tipo de problemas y del camino recorrido
por los matemáticos durante décadas para llegar a la definición que dio Lebesgue de la
integral con respecto a la medida. Aunque este no es un trabajo estrictamente cronológico,
nos brinda un panorama general de las ideas más destacadas en la discusión de integración
y medida de 1823 a 1904.
Una última razón esta relacionada con el hecho de que, luego de una revisión sobre
las tesis realizadas en la Universidad Nacional, no se encontró ninguna que haya tocado
este tema. Las tesis más cercanas hacen una generalización de la integral de Rimann y
de Lebesgue para conjuntos no estándar. Otra, es la que hace un estudio comparativo
del método de Carateodory y la extensión de medidas con el método de Daniell. En
consecuencia, no ha habido un trabajo en la Universidad, desde el punto de vista histórico,
que aborde la integral y la medida.
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Parte I







En el siglo XV III el concepto de función fue entendido como una relación entre
una o más variables; hallar su integral consist́ıa en encontrar otra función cuya derivada
fuese la primera. Es decir, la integral de una función era su antiderivada.
Con el estudio de la ecuación del calor por parte de Fourier en el siglo XIX, se
plantea la necesidad de redefinir el concepto de función como una correspondencia. Frente
a este nuevo enfoque de función, se hace inevitable el surgimiento de una manera distinta
de entender la integral. El primer matemático en dar una definición de integral asociada
al nuevo concepto de función, fue justamente Agustin Louis Cauchy.
El objetivo de este caṕıtulo es: en primer lugar describir la definición de integral
dada por Cauchy. En segundo lugar, conocer su razonamiento mediante el cual garantiza
que toda función continua es integrable y finalmente, mostrar algunas funciones que no
son integrables según Cauchy.
Será entonces indispensable introducir el concepto de continuidad, y algunas pro-
posiciones y teoremas previos. La idea de continuidad en Cauchy no sólo facilitará la
comprensión de su concepto de integral sino también la de aquellos teoremas en los que
es utilizada. El teorema del valor medio en la versión de Cauchy será vital para entender
su razonamiento en el que concluye que toda función continua es integrable. El primero
y segundo teorema fundamental del cálculo abordado por Cauchy permitirá establecer la
razón por la cual ciertas funciones no son integrables Cauchy.
Se ha decidido presentar estos teoremas con la demostración hecha por Cauchy
por varias razones: En primer lugar es una bella oportunidad para entender con mayor
profundidad la forma de pensar de uno de los matemáticos más brillantes y proĺıficos
que ha dado la humanidad. En segundo lugar, entenderlo es tener una comprensión más
honda y madura de las demostraciones de los teoremas clásicos del cálculo diferencial en
3
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una variable. En tercer lugar, pedagógicamente es enriquecedor tener un referente de las
ideas originales que sustentan los teoremas clásicos, para que en otro momento, puedan
compararse con respecto a las demostraciones actuales de los mismos.
Las ideas que se presentan a continuación provienen de la descripción realizada en
el libro Curso de análisis de la Escuela Politécnica de 1821 y el reciente texto de historia
de la matemática titulado: La Galeria del Cálculo, Piezas Maestras de Newton a Lebesgue
de William Dunham 2008. De estas demostraciones hemos detallado algunos aspectos que
consideramos importantes.
1.2. CONCEPTOS Y TEOREMAS PREVIOS DE CAUCHY
Cauchy intenta desarrollar los conceptos y proposiciones fundamentales del cálculo
de forma rigurosa desde el punto de vista lógico, abandonando aśı la argumentación de
carácter algebraico que prevaleció durante el siglo XV III. Aqúı representaremos el con-
cepto de continuidad, la proposición III del curso de Análisis, el teorema del valor medio
para integrales y el teorema fundamental del cálculo en sus dos versiones.
1.2.1. Continuidad
En el siglo XV III la discontinuidad de una función era entendida como aquella
que está definida por fórmulas diferentes en distintas partes de su dominio. Este concepto
teńıa serios inconvenientes porque, como lo hab́ıan señalado ya algunos matemáticos, una
función como la siguiente es discontinua según la anterior definición; sin embargo su gráfica
puede recorrerse sin levantar el lápiz y por lo tanto es más natural, pensar que es continua.
f(x) =
{
x si x > 0
−x si x < 0
Cauchy introduce una definición de continuidad independiente de la ecuación o ecuaciones
que la definen. Su idea es la siguiente:
Una función f(x) que toma valores finitos para todo x ∈ [a, b] es continua en todo x
del intervalo si |f(x+ α)− f(x)| converge a cero cuando α tiende a cero.
Hay que aclarar que cuando se dice que f(x) tiene valores finitos, lo que quiere
significar Cauchy es que f no toma valores infinitos; es decir, es una función acotada.
1.2.2. Proposición III del Curso de Análisis de Cauchy
Esta proposición juega un papel importante en la demostración realizada por Cauchy
del teorema en el cual asegura que toda función continua es integrable. Dicha proposición
sólo es enunciada sin demostración en dicho texto. Aqúı se dará una argumentación de
la misma. Si se tiene n cantidades b1, b2, ..., bn del mismo signo; y otras n cantidades
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α1, α2, ..., αn del mismo signo, y cantidades a1, a2, ..., an (no necesariamente del mismo
signo) entonces
α1a1 + α2a2 + ...+ αnan
α1b1 + α2b2 + ...+ αnbn






. Aqúı, es preciso aclarar que
para Cauchy un valor intermedio de una lista de valores es aquel que se encuentra entre










. Cauchy enuncia esta proposición preliminar en el comienzo de su
curso de Análisis, pero no la demuestra. Aqúı haremos una argumentación del mismo.
Demostración:




pequeña y la más grande por ser lista finita de fracciones. Llamaremos C la
menor y D la mayor. Aśı que C ≤ ai
bi
≤ D para todo i = 1, 2, ..., n. Del hecho de
ser bi > 0 para todo i = 1, 2, ..., n tenemos que: biC ≤ ai ≤ biD, ∀i = 1, 2, ..., n.
Como αi > 0 entonces
αibiC ≤ αiai ≤ αibiD, ∀i = 1, 2, ..., n

























Caso 2: bi < 0 y αi > 0 para todo i = 1, 2, ..., n. Por el mismo argumento utilizado en
el caso anterior tenemos que C ≤ ai
bi
≤ D donde C y D son la menor y mayor
de la lista de fracciones consideradas. Como bi < 0 ∀i = 1, 2, ..., n entonces
biC ≥ ai ≥ biD. Multiplicando por αi a ambos lados de la desigualdad anterior
tenemos que
αibiC ≥ αiai ≥ αibiD ∀i = 1, 2, ..., n
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Como
∑n






En los otros cuatro casos, con un argumento similar, se llega a la misma desigualdad. Por
tanto, concluimos que el valor numérico de la siguiente expresión
α1a1 + α2a2 + ...+ αnan
α1b1 + α2b2 + ...+ αnbn
es un valor intermedio en la lista de fracciones dadas. Es decir,
α1a1 + α2a2 + ...+ αnan












1.2.3. Teorema del Valor Intermedio para Funciones Continuas
Cauchy prueba este teorema en una versión que desde una perspectiva actual puede
considerarse como un caso particular. Sin embargo, de este caso particular puede derivarse
la versión general de dicho teorema que aparece en muchos de los textos actuales.
Teorema del Valor Intermedio
El caso que se presenta a continuación es adjudicado a Bolzano que seguramente lo
argumentó desde un enfoque intuitivo. Fue Cauchy quien estableció el puente entre el modo
de razonar intuitivo propio de los matemáticos del siglo XV III y el nuevo estilo de rigor
que caracterizó el quehacer matemático del siglo XIX. Sus razonamientos, observados
desde el punto de vista moderno, no estuvieron exentos de imprecisiones. Sin embargo, esto
no demerita la generalidad de sus ideas, las cuales están presentes en las demostraciones
actuales, demarcando un horizonte nuevo para las matemáticas. He aqúı el enunciado y la
argumentación de Cauchy:
Teorema: caso especial: Si f es continua sobre [a, b], f(a) < 0 y f(b) > 0 entonces
existe un c ∈ [a, b] tal que f(c) = 0
Demostración:
En primer lugar, consideremos los siguientes puntos en el intervalo [a, b] construidos





dondem es un número fijo que usamos para dividir la
distancia b− a en m partes iguales y k = 0, 1, 2, ...,m. Recorriendo de izquierda a derecha
el intervalo [a, b], en algún momento encontraremos dos puntos consecutivos xk y xk+1




estos puntos z1 = xk y Z1 = xk+1 . Ahora tomemos el intervalo [z1, Z1] y lo dividimos
en m partes para obtener puntos x′k en el intervalo [z1, Z1] del mismo modo que se hizo
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con k = 0, 1, ...,m. Recorriendo el intervalo





f(x′k) < 0 y f(x
′
k+1) > 0. Llamemos estos puntos z2 = x
′
k y Z2 = x
′
k+1; la distancia del uno
al otro es b−a
m2
. Continuando de esta manera tenemos una sucesión creciente de términos
z1 < z2 < z3 < ... y una sucesión decreciente ... < Z3 < Z2 < Z1 tales que Zn − zn = b−amn
se hace cada vez más pequeña a medida que aumenta n y f(zn) ≤ 0 y f(Zn) ≥ 0 ∀n. Sin
justificación, Cauchy afirma que estas dos sucesiones convergen a un mismo punto c en
[a, b]. Hoy se podŕıa garantizar esto del siguiente modo:
Como (zn) y (Zn) son sucesiones monótonas acotadas entonces ambas convergen res-
pectivamente a los limites l y L. Es decir, |zn−l| → 0 y |Zn−L| → 0 para n suficientemente
grande. Además, |Zn − zn| → 0 cuando n tiende a infinito. Por lo tanto,
|L− l| = |L− Zn + Zn − l| ≤ |L− Zn|+ |Zn − l|
= |Zn − L|+ |Zn + zn − zn − l|
≤ |Zn − L|+ |Zn − zn|+ |zn − l|
Si n→ ∞ entonces |L− l| → 0. Aśı que l y L son el mismo.
Este valor será precisamente el punto c de convergencia que señala sin prueba
Cauchy. Después establece que si zn → c y Zn → c, por lo continuidad de f se tiene
que f(zn) → f(c) y f(Zn) → f(c). (Hoy esta demostración es parte de un primer curso de
cálculo). Como f(Zn) ≥ 0 ∀n, entonces f(c) ≥ 0 y como f(zn) ≤ 0, ∀n, entonces f(c) ≤ 0.
Por lo tanto, inevitablemente concluimos que f(c) = 0 para un c ∈ [a, b].
Parece ser que Cauchy no probó el caso general, pero si lo usó partiendo del concepto
de la continuidad de la función. Si f es una función definida en el intervalo [a, b] y A y B
son respectivamente el menor y mayor valor asumido por f(x), entonces cuando x va desde
a hasta b, la función f recorre todos los valores entre A hasta B. Ese concepto, manejado
por Cauchy, es en realidad el teorema del valor intermedio en su versión general, el cual
se enuncia a continuación de un modo formal al estilo actual.
Teorema Caso General: Sea f una función continua en [a, b] y M , entre f(a) y f(b),
entonces existe c ∈ [a, b] tal que f(c) =M .
Demostración:
Supongamos que f(a) < M < f(b). Llamemos g(x) = f(x)−M . La función g es continua
en [a, b] por ser diferencia de la función continua f y la función constante M . Además,
g(a) = f(a)−M < 0 y g(b) = f(b)−M > 0. Por el teorema del valor medio en su versión
particular, existe c ∈ [a, b] tal que g(c) = 0. Es decir, f(c)−M = 0 y por lo tanto f(c) =M
para un c ∈ [a, b]. Si f(b) < M < f(a) se hace un razonamiento análogo.
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1.2.4. Teorema del Valor Intermedio para Integrales
A continuación se muestra el enunciado del valor intermedio para integrales. Su
demostración no proviene de un texto original de Cauchy ya que no fue posible ubicarlo;
sin embargo, se puede argumentar sin dificultad de manera similar a como lo hace Cauchy
en otras ocasiones. Este teorema es de vital importancia en la demostración en una de la
versiones del teorema fundamental del cálculo. Su enunciado y demostración aparecen a
continuación.
Teorema: Si f es continua en [a, b] y A y B son el menor y mayor valor recorrido
por f en [a, b] entonces existe θ ∈ [0, 1] tal que
∫ b
a
f(x)dx = (b− a)f(a+ θ(b− a))
Demostración:
Sea x0 = a < x1 < · · ·xn = b cualquier partición de [a, b]. Se tiene por hipótesis que
A < f(x0) < B,A < f(x1) < B, · · · , A < f(xn) < B. Por lo tanto
A(x1 − x0) < f(x0)(x1 − x0) < B(x1 − x0) (x1 − x0 > 0)




A(xn − xn−1) < f(xn−1)(xn − xn−1) < B(xn − xn−1) (xn − xn−1 > 0)
Sumando término a término:
A(x1 − x0) +A(x2 − x1) + · · ·+A(xn − xn−1) <
S
︷ ︸︸ ︷
f(x0)(x1 − x0) + f(x1)(x2 − x1) + · · ·
+f(xn)(xn − xn−1)
< B(x1 − x0) +B(x2 − x1) + · · ·
+B(xn − xn−1)
A(xn − x0) < S < B(xn − x0) ,ó, A(b− a) < S < B(b− a)
Cuando la partición tenga un número muy grande de puntos y por tanto los términos










Como f recorre de A a B en [a, b], por el teorema del valor intermedio para funciones
continuas, existe θ ∈ [0, 1] tal que









f(x)dx = (b− a)f(a+ θ(b− a))
Con base en el teorema del valor intermedio para integrales, Cauchy demuestra la primera
versión del teorema por el cual se unifica la diferenciación y la integración; claro, para
el caso de funciones continuas. Es interesante saber la forma como razona Cauchy para
conseguirlo.
1.2.5. Cauchy: el Teorema fundamental del Cálculo
Cauchy establece uno de los teoremas más importantes en el desarrollo de la historia
del cálculo. En la primera versión de este teorema logra conectar la concepción de la
integral que se teńıa en el siglo XV III con su nuevo concepto de integral. En la segunda,
brinda una fácil manera de calcular su integral en un intervalo.
Primer Teorema Fundamental del Cálculo




































f(t)dt = (x+ α− x)f(x+ θ(x+ α− x)) = αf(x+ θα)
Es decir, Φ(x + α) − Φ(x) = αf(x + θα) para algún θ ∈ [0, 1]. Cuando α tome
valores muy, pero muy pequeños, se tiene que α · f(x + θα) = 0 · f(x) = 0. Por tanto,
Φ(x+ α)−Φ(x) se acerca a 0 cuando α se acerca a cero. Esto significa que Φ es continua
en x.

















Con este teorema, Cauchy ratificaba en un nuevo lenguaje y con una argumentación
distinta y más sólida, la naturaleza inversa de la diferenciación y la integración. Espećıfi-
camente hab́ıa mostrado la forma de derivar una integral.
Ahora estaba listo para integrar la derivada. Para esto hab́ıa probado con ante-
rioridad que si la derivada de una función se anula en su dominio entonces la función es
constante. A continuación se enuncia el teorema y se describe la argumentación de Cauchy.
Segundo Teorema Fundamental del Cálculo
Si f es continua en [a, b] y F ′(x) = f(x) para todo x ∈ [a, b] entonces
∫ x
a





f(t)dt para todo x ∈ [a, b]. Del primer teorema fundamental del
cálculo sabemos que Φ′(x) = f(x). Llamando w(x) = Φ(x) − F (x) para todo x en [a, b]
tenemos que w′(x) = Φ′(x) − F ′(x) = f(x) − f(x) = 0. Es decir, w′(x) = 0 para todo




F (a) = 0− F (a). Aśı w(x) = −F (a) para todo x ∈ [a, b]
En consecuencia
Φ(x) = F (x) + w(x) para todox ∈ [a, b]
Φ(x) = F (x)− F (a) para todox ∈ [a, b]
∫ x
a
f(t)dt = F (x)− F (a) para todox ∈ [a, b]
Si x = b entonces ∫ b
a
f(t)dt = F (b)− F (a)
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Con este último teorema, Cauchy mostraba un camino rápido para calcular su integral
definida en un intervalo. Sólo se requeŕıa hallar la primitiva y evaluarla en los extremos
del intervalo. En este sentido se puede afirmar que una función f(x) es integrable en




F (b)− F (a) donde f(x) es continua.
1.3. DEFINICIÓN DE INTEGRAL Y CRITERIO DE IN-
TEGRABILIDAD SEGUN CAUCHY
Con las ideas expuestas anteriormente será más fácil comprender la definición de
Integral de Cauchy y el razonamiento llevado a cabo por este para probar que toda función
continua es integrable.
1.3.1. Definición y Criterio de Integrabilidad
Definición de Integral: Dada una función continua en [a, b], sea P una partición del
intervalo [a, b] con a = x0 < x1 < x2 < · · · < xn = b y la suma correspondiente s =
∑n
i=1 f(xi−1)(xi − xi−1). Tomando particiones donde cada vez la longitud de todos los
subintervalos [xi−1, xi] son lo suficientemente pequeños, entonces el valor de las sumas
correspondientes terminarán acercándose a un valor constante.
Con esta definición Cauchy independiza la integral de una función de la geometŕıa
de la curva asociada y a la vez le quita peso a la ecuación que la define, pues la función
f no necesariamente está definida como una ecuación. Sin embargo, su definición queda
dependiendo del número de partes en que se divide el intervalo y de los valores funcionales
de los elementos de la partición. Cauchy piensa que en la medida en que las longitudes
xi−xi−1 sean muy pequeñas y los valores de f(xi) no difieran mucho unos de otros entonces
su efecto sobre la suma S será imperceptible.
Con este marco de fondo estamos en condiciones de presentar el criterio de integra-
bilidad de Cauchy y su argumento original.
Criterio de Integrabilidad: Toda función continua en [a, b] es integrable en [a, b]
Demostración: Sean x0, ..., xn valores crecientes, entre a y b con x0 = a y xn = b.
Demostraremos que la suma S = f(x0)(x1−x0)+f(x1)(x2−x1)+ ...+f(xn−1)(xn−xn−1)
vaŕıa inperceptiblemente cada vez que tomemos un modo de división de [a, b] donde el
número de puntos n aumenta y por lo tanto las distancias x1 − x0, x2 − x1, ..., xn − xn−1
se hacen muy pequeñas. Si en el enunciado de la proposición III tomamos αi = xi−xi−1,
ai = f(xi) y bi = 1, entonces se tiene que
s =
f(x0)(x1 − x0) + f(x1)(x2 − x1) + ...+ f(xn−1)(xn − xn−1)
(x1 − x0) · 1 + (x2 − x1) · 1 + · · ·+ (xn − xn−1) · 1
(1,1),
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es un valor intermedio entre las fracciones f(x0)1 ,
f(x1)
1 , · · ·,
f(xn)
1 . Es decir,









S = (b− a)M(f(x0), f(x1), ..., f(xn)) (1,2)
De otro lado, cada x ∈ [a, b] se puede expresar como x = a+ θ(b− a) para algún θ ∈ [0, 1].
Por tanto, f(x) = f(a + θ(b − a)) con θ ∈ [0, 1]. Puesto que M(f(x0), f(x1), ..., f(xn))
es un valor entre el menor y mayor valor de la lista f(x0), f(x1), ..., f(xn), digamos
que estos son f(xk) y f(xj) y f es también continua en [xk, xj ] (suponiendo k < j)
entonces por el teorema del valor intermedio generalizado existe c ∈ [xk, xj ] tal que
f(c) = M(f(x0), f(x1), ..., f(xn)). Como c ∈ [xk, xj ] ⊂ [a, b] entonces existe θ∗ ∈ [0, 1]
tal que c = a+ θ∗(b− a) y por tanto
M(f(x0), f(x1), · · · , f(xn)) = f(a+ θ∗(b− a)) (1,3)
Reemplazando en (1,2) tenemos que
S = (b− a)f(a+ θ∗(b− a)) (1,4)
En realidad, se ha decidido ser más precisos para llegar a (1,3), pues Cauchy sólo afirma que
por el hecho de serM(f(x0), f(x1), ..., f(xn)) un valor intermedio de f(x0), f(x1), ..., f(xn)
y por ser f continua en [a, b], cuando θ recorra [0, 1], f(a + θ(b − a)) pasará por todos
los valores comprendidos entre el menor y mayor de la lista dada, razón por la cual debe
existir
θ∗ tal que f(a+ θ∗(b− a)) =M(f(x0), f(x1), ..., f(xn))
Este proceso llevado a cabo sobre [a, b] lo realiza sobre cada uno de los intervalos [x0, x1], [x1, x2], ...,
[xn−1, xn] dividiéndolos cada uno en partes tal como lo hizo en [a, b] y razonando de
manera análoga obtiene que la suma de productos pueden reemplazarse en [x0, x1] por
(x1−x0)f(x0+θ0(x1−x0)); en [x1, x2] por (x2−x1)f(x1+θ1(x2−x1)) y aśı sucesivamen-
te de tal modo que en [xn−1, xn], la suma obtenida es (xn−xn−1)f(xn−1+θn−1(xn−xn−1))
con θ0, θ1, ..., θn−1 en [0, 1].
Aśı, la nueva suma que resulta de una partición más fina será:
S′ = (x1−x0)f(x0+θ0(x1−x0))+(x2−x1)f(x1+θ1(x2−x1))+...+(xn−xn−1)f(xn−1+θn−1(xn−xn−1))
Por la continuidad de f al ser los incrementos xi − xi−1, i = 1, 2, ..., n muy pequeños,
se obtienen los incrementos ±ǫ0,±ǫ1, ...,±ǫn también pequeños en los valores funcionales.
Por tanto:
f(x0 + θ0(x1 − x0)) = f(x0)± ǫ0




f(xn−1 + θn(xn − xn−1)) = f(xn−1)± ǫn−1
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Reemplazando en S′ tenemos que
S′ = (x1 − x0)(f(x0)± ǫ0) + (x2 − x1)(f(x1)± ǫ1) + ...+ (xn − xn−1)(f(xn−1)± ǫn−1)
S′ = (x1 − x0)f(x0) + (x2 − x1)f(x1) + ...+ (xn − xn−1)f(xn−1)
±(x1 − x0)ǫ0 +±(x2 − x1)ǫ1 + ...+±(xn − xn−1)ǫn−1
S′ = S ± (x1 − x0)ǫ0 +±(x2 − x1)ǫ1 + ...+±(xn − xn−1)ǫn−1
Pero esto significa que si tomamos un número n muy grande de puntos en [a, b] de modo
que las distancias x1−x0, x2−x1, ..., xn−xn−1 sean muy pequeñas, entonces la alteración
de la suma es inperceptible.
Ahora Cauchy prueba que la suma no depende del modo de división elegida para el
intervalo [a, b]. Si se toma dos particiones distintas del intervalo [a, b] de tal modo que las
distancias entre sus puntos consecutivos sea muy pequeñas, entonces se elige una tercera
partición que sea como mı́nimo, la reunión de las dos. Al ser más fina que cada una de las
dos primeras, la suma obtenida tendrá una influencia insensible sobre la suma cuando se
pasa de la primera o segunda a la tercera y por lo tanto, cuando se pasa de la primera a
la segunda. Aśı, cuando el número de puntos es muy grande y por lo tanto las longitudes
de los subintervalos muy pequeñas, la influencia sobre la suma es insensible por lo que
el valor de S terminará por ser constante o en otras palabras por alcanzar un ĺımite que
depende sólo de la forma de la función f(x) y de los extremos del intervalo [a, b].
Este razonamiento, realizado por Cauchy, lo podemos llevar al plano anaĺıtico. Sean
P1 y P2 dos particiones de [a, b] y P3 ⊃ P1 ∪P2 entonces por ser P3 más fina que P2 y que
P1 tenemos que








siempre y cuando P1, P2, P3 se hayan elegido con un número suficientemente grande de
puntos para que esas desigualdades se cumplan.
Por la desigualdad triangular
|S(f, P1)− S(f, P2)| < ǫ
Lo cual muestra que si elegimos dos particiones, lo suficientemente finas, la variación de
una suma a la otra es despreciable, lo que muestra la independencia de las sumas al modo
de partir el intervalo [a, b].
1.3.2. Hacia una Integral de Funciones Discontinuas
Cauchy insist́ıa en que su integral exist́ıa siempre y cuando la función fuese continua
y acotada sobre un intervalo acotado [a, b]1. Si alguna de estas condiciones no se cumple,
la integral podŕıa no existir.
1Cauchy insist́ıa en que f es continua y acotada, como si el sólo hecho de ser continua en [a, b] no
implicara de inmediato la acotación en dicho intervalo. Esta sugiere que Cauchy no teńıa el concepto de
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Por esto Cauchy extiende su integral para cada uno de los siguientes casos.








siempre que este ĺımite exista.














Esta definición puede extenderse para el caso en el que hay un número finito2 de
puntos de discontinuidad.










Todos los casos anteriores pueden ser combinados
1.4. EJEMPLOS IMPORTANTES
A continuación se muestra algunos ejemplos de integral de Cauchy para funciones
discontinuas. Se mostrará especialmente dos ejemplos para los cuales la integral de Cauchy
no existe.
Ejemplo 1.4.1 Discontinuidad acotada donde la integral existe
f(x) =
{
x2 si x < 1
x+ 1 si x ≥ 1
continuidad sobre un intervalo [a, b] que hoy en d́ıa tenemos, por lo cual para Cauchy puede haber una
función continua no acotada en un intervalo. Por ejemplo: f(x) = 1
x
en [0, 1]. Hoy en d́ıa se sabe que esto
no es aśı. Esto se debe quizás a que para Cauchy los intervalos (a, b) y [a, b] en realidad no se diferencian.
2Para un número infinito de puntos no es posible ya que el conjunto podŕıa ser no numerable o si lo es
podŕıa ser una serie infinita de extraño comportamiento.
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Figura 1.1





















































Ejemplo 1.4.2 Discontinuidad acotada en un número infinito (enumerable) de puntos donde la
integral de Cauchy existe
f(x) =
{
x si x = 1
n
, n = 1, 2, · · ·
0 en otro caso
Analicemos f en [0, 1]
































































































[0 + 0 + 0 + · · ·+ 0 + · · · ] = ĺım
ǫ→0
[0] = 0
Ejemplo 1.4.3 Discontinuidad acotada en un número infinito de puntos no numerable donde la





c si x ∈ Q
c 6= d
d si x ∈ I
Solución: Según Cauchy, para que una función sea integrable es esencial que su
integral no dependa del modo de dividir el intervalo en el que se define. Lo que
significa que a medida que se tomen particiones más finas, la diferencia entre las
sumas correspondientes es cada vez más despreciable.
Para el caso de esta función, esto no se cumple, y por tanto no es integrable según
Cauchy. Veamos: Sea P1 = {xi ∈ [0, 1] ∩Q : x0 = a < x1 < x2 < · · · < xn = b}
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Entonces su suma correspondiente es:
S1 = f(x0)(x1 − x0) + f(x1)(x2 − x1) + f(x2)(x3 − x2) + ...+ f(xn−1)(xn − xn−1)
S1 = c(x1 − x0) + c(x2 − x1) + c(x3 − x2) + ...+ c(xn − xn−1)
S1 = c [(x1 − x0) + (x2 − x1) + (x3 − x2) + ...+ (xn − xn−1)]
S1 = c [xn − x1]
S1 = c(1− 0) = c
No importa que tan pequeña se haga las distancias x1 − x0, x2 − x1, ...,xn − xn−1,
la suma sera S1 = c.
Sea P2 = {yi ∈ [0, 1] ∩ I : y0 = a < y1 < y2 < . . . < yn = b}
Entonces su suma correspondiente es:
S2 = f(y0)(y1 − y0) + f(y1)(y2 − y1) + f(y2)(y3 − y2) + ...+ f(ym−1)(ym − ym−1)
= d(y1 − y0) + d(y2 − y1) + d(y3 − y2) + ...+ d(ym − ym−1)
= d [(y1 − y0) + (y2 − y1) + (y3 − y2) + ...+ (ym − ym−1)]
= d [ym − y1]
= d(1− 0) = d
Por tanto, por más pequeña sean las distancias y1 − y0, y2 − y1, ...,ym − ym−1, la
suma S2 = d.
Ahora bien, S1 − S2 = c − d. Como c 6= d entonces S1 − S2 6= 0. Esto significa que
la diferencia de S1 y S2 no se puede hacer menor que |c − d| por más pequeña que
sean las distancias x1−x0, x2−x1, ...,xn−xn−1. Aśı que f no es integrable en [a, b]
según Cauchy.


























































































[Ln(ǫ)] = 0− (−∞)




Riemann aborda el problema acerca del significado de la integral de una función
arbitraria, hacia el año de 1854, cuando para ingresar de profesor a la universidad de
Gotinga debe presentar un escrito sobre un tema espećıfico.
En realidad, el problema que el planteó fue el siguiente: ¿En qué condiciones se puede
definir la integral de funciones arbitrarias más generales? Lo que significa que Riemann
no sólo pensaba en dar una nueva definición de integral, sino en establecer las condiciones
bajo las cuales una función era integrable.
Su interés se orientaba hacia las funciones discontinuas en un número infinito de
puntos, en los cuales Cauchy no hab́ıa pensado en el momento de definir su integral.
Luego de definir su integral y establecer el criterio de integrabilidad, Riemann estudia una
función altamente discontinua y prueba que esta es integrable. Tan importante fue este
ejemplo, que después ya nadie dudaba del poder de la integral de Riemann.
A continuación se describe la definición de integral de Riemann, se reconstruye la
demostración de su criterio de integrabilidad y posteriormente se utiliza, tal como lo hizo
Riemann, para hacer una prueba completa de integrabilidad de su ejemplo de función
altamente discontinua. Para tales fines nos basaremos en las páginas 101 y 112 del texto
de William Dunham mencionado en el caṕıtulo anterior; y en las páginas 195 a 234 del
trabajo de Grattan-Guirness titulado Del cálculo a la teoŕıa de conjuntos.
2.2. DEFINICIÓN DE INTEGRAL SEGÚN RIEMANN
Sea la sucesión de valores x0 = a < x1 < x2 < · · · < xn−1 < b = xn dentro del
intervalo [a, b]. Llamemos δ1 = x1 − a, δ2 = x2 − x1, δ3 = x3 − x2, · · · , δn = xn − xn−1.
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Ahora tomemos los números ǫ1, ǫ2, · · · , ǫn entre 0 y 1. Para cada k = 0, 1, 2, · · · el número
xk−1 + ǫkδk cae en el intervalo [xk−1, xk]. Ahora definimos S como
S = δ1f(a+ ǫ1δ1) + δ2f(x1 + ǫ2δ2) + δ3f(x2 + ǫ3δ3) + · · ·+ δnf(xn−1 + ǫnδn)
Gráficamente tenemos que:
bc
x0 = a x1 xk−1 xk xn−1 b = xn
f(xk−1 + ǫkδk)
x0 + ǫ1δ1 xk−1 + ǫkδk xn−1 + ǫnδn
Figura 2.1
S es la suma de las áreas de los rectángulos construidos sobre los subintervalos, de manera
que el área del rectángulo construido sobre el k-ésimo subintervalo tiene área δk ·f(xk−1+
ǫkδk).
Si la suma S tiende a un valor fijo cuando δk tiende a cero, entonces llamamos a




Esta nueva definición no asume nada acerca de continuidad de f y por esto resulta
más general que la definición dada por Cauchy. Aun cuando Riemann no lo dice, el asume
que f es acotada, tal como lo revela el siguiente razonamiento.
Sea d > 0 y consideremos todas las particiones para las cuales máx{δk|k = 0, 1, 2, ..., n} ≤
d. Para cada subintervalo [xk−1, xk] de las particiones consideradas definimos Dk como la
diferencia entre el mayor y el menor valor que f toma en [xk−1, xk]. Ahora, tomemos
R = δ1D1 + δ2D2 + · · ·+ δnDn. De todos los posibles valores de R elegimos el mayor y lo
denotamos por ∆(d).
En otras palabras lo que se ha hecho es considerar todas las particiones tales que el
subintervalo de mayor longitud es menor o igual que d; por cada una de estas particiones
tenemos un valor de R definido en el párrafo anterior. De estos posibles valores de R
elegimos el mayor y lo llamamos ∆(d).
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A continuación se ilustra gráficamente una partición donde el subintervalo de mayor







a x1 x2 x3 x4 x5 x6 b
δ1 δ2 δ3 δ4 δ5 δ6 δ7
Figura 2.2
Observemos que cada Dk existe siempre y cuando exista el mayor y menor valor de f
en cada subintervalo [xk−1, xk] pero esto sólo es posible asumiendo que f es acotada en
cada sunintervalo y por tanto, acotada en todo [a, b]. Además, si D es la diferencia entre el
mayor y menor valor de f en [a, b] entonces es claro que Dk ≤ D para todo k = 0, 1, 2, ..., n.
Al número D lo llamaremos la oscilación de f en [a, b].
Entonces Riemann da el siguiente criterio de integrabilidad.
2.3. CRITERIO PRELIMINAR
Teorema: Sea f acotada en [a, b].
∫ b
a
f(x)dx existe si y sólo si ĺım
d→0
∆(d) = 0
Puesto que no conocemos la demostración de esta afirmación, se argumentará según un
razonamiento propio.
Demostración:
Probaremos primero que si
∫ b
a
f(x)dx existe entonces ĺım
d→0
∆(d) = 0.
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Sea P = {xk : xk−1 < xk con k = 0, 1, · · · , n, x0 = a, xn = b} una partición de
[a, b] tal máx {δ1, δ2, δ3, · · · , δ4} ≤ d donde δk = xk − xk−1. Sabemos que Dk = Mk −mk
donde Mk = sup{f(x) : x ∈ [xk−1, xk]} y mk = ı́nf{f(x) : x ∈ [xk−1, xk]}. El valor de
R(P ) asociado a esta partición es R(P ) =
n∑
k=1
δkDk. Sabemos que ∆(d) = sup{R(P ) :








Por definición de Mk, dado
ǫ
2(b−a) existe un f(xk−1 + ǫkδk) con 0 < ǫk < 1 tal que
Mk − ǫ2(b−a) < f(xk−1 + ǫkδk) ≤Mk.
De donde tenemos que 0 ≤ Mk − f(xk−1 + ǫkδk) < ǫ2(b−a) y por tanto 0 ≤ δkMk −
δkf(xk−1 + ǫkδk) < dk
ǫ



















δkf(xk−1 − ǫkδk) ≤
ǫ




































































f(x)dx. De un modo similar se prueba que si
δk → 0 entonces
n∑
k=1

















3Se dice que d es la norma de una partición si la mayor longitud de los subintervalos es menor o igual
a d.
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Aśı, hemos probado que R→ 0 siempre que δk → 0. Debemos ver que ∆(d) → 0 si d→ 0.
Por la definición de ∆(d) tenemos que existe R tal que ∆(d) − ǫ < R < ∆(d). Es decir,

















Ahora probaremos que si ĺım
d→0
∆(d) = 0 entonces
∫ b
a
f(x)dx existe. Sea P = {xk :
xk−1 < xk con k = 0, 1, 2, ..., n;x0 = a;xn = b} una partición de [a, b] con δk = xk−xk−1 y
máx{δ1, ..., δn} ≤ d. Si Mk = sup{f(x) : x ∈ [xk−1, xk]} y mk = ı́nf{f(x) : x ∈ [xk−1, xk]}
entonces mk ≤ f(xk−1 + ǫkδk) ≤Mk con 0 < ǫk < 1































Si d→ 0 entonces δk → 0. Aśı que ĺım
d→0










Por la desigualdad (2,3) y el teorema del emparedado
n∑
k=1
δkf(xk−1 + ǫkδk) → A si δk → 0




Luego de este criterio preliminar, Riemann da un criterio de integrabilidad más
fuerte, con el cual probará la integrabilidad de su monumental ejemplo posterior.
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2.4. CRITERIO DE INTEGRABILIDAD DE RIEMANN
Riemann desea saber en que casos un función admite integración y en qué casos no
admite. Para tal fin introduce un nuevo concepto.
Dado un σ > 0 y cualquier partición P = {x0 = a < x1 < ... < xn = b} con
máx{xk−xk−1}nk=1 < d, los subintervalos [xk−1, xk] de la partición para los cuales Dk > σ
se llama intervalos de tipo A. Los demás subintervalos de la partición se llaman intervalos
de tipo B.
La suma de las longitudes de los intervalos de tipo A la denotaremos S(σ) y se
denomina longitud combinada. Es decir, S(σ) =
∑
Tipo A
δk. Después de haber definido la
longitud combinada de intervalos de tipo A, establece el siguiente criterio de integrabilidad,
cuya demostración ilustramos según lo descrito por Dunham en las paginas 105 y 115 de




f(x)dx existe si y sólo si, para cualquier σ > 0, la longitud combinada
de subintervalos de tipo A pueden hacerse tan pequeña como se quiera haciendo d→ 0.
Riemann prueba primero que si
∫ b
a





Sea P = {xk : xk−1 < xk, x0 = a, xn = b} una partición de [a, b] con norma d.






δkDk ≤ R, porque
la suma del lado izquierdo de la desigualdad sólo considera subintervalos tipo A de la













δkσ = σ ·
∑
Tipo A
δk = σ ·S(σ), entonces llegamos a la desigualdad σ ·S(σ) ≤ R.
Además, sabemos que ∆(d) = sup{R : R correspondiente a una partición de norma d};
con lo cual establecemos que R ≤ ∆(d). En consecuencia, Riemann llega a que σ · S(σ) ≤
∆(d). Es decir
0 ≤ S(σ) ≤ ∆(d)
σ
Como f es integrable en [a, b], por el criterio preliminar de integrabilidad, se obtiene que
ĺım
d→0








Lo cual implica que ĺım
d→0
S(σ) = 0.
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Probaremos ahora el rećıproco:
Dado σ > 0, si ĺım
d→0















δkDk. Puesto que D es la
















δkσ = σ ·
∑
Tipo B
δk 6 σ ·
n∑
k=1
δk = σ · (b− a)
Por lo tanto, R ≤ D · S(σ) + σ · (b− a). Por definición de ∆(d), se tiene que






[D · S(σ) + σ · (b− a)] ;
0 ≤ ĺım
d→0







S(σ) = 0, aśı que
0 ≤ ĺım
d→0
∆(d) ≤ σ(b− a)
Como σ es arbitrario, lo podemos tomar tan pequeño como se desee, digamos σ =
ǫ
b− a
para ǫ > 0. Por tanto, 0 ≤ ĺım
d→0








El criterio de integrabilidad que acaba de probarse establece que una función es
integrable en el sentido de Riemann siempre y cuando la suma de las longitudes de los
subintervalos para los cuales la oscilación sea mayor que un σ > 0 es despreciable.
Puesto que no hay restricciones respecto a la continuidad de f , el criterio puede ser
aplicado a funciones con infinitos puntos de discontinuidad. En este sentido este criterio
impone un gran avance sobre la integral de Cauchy.
Por otro lado, puesto que el criterio parte del principio de que las oscilaciones existen,
se asume que Riemann establece un criterio mediante el cual determina cuándo una función
acotada es o no integrable.
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2.5. DOS EJEMPLOS CLÁSICOS Y DOS EJEMPLOS IM-
PORTANTES
A continuación se muestra dos ejemplos de funciones acotadas. Para una de estas
funciones la integral de Riemann existe, para la otra no. Ambas funciones tienen un gran
valor histórico. Luego se exhibe dos ejemplos que nos permiten visualizar una gran debi-
lidad de la integral de Riemann. Esta es, podemos tener una sucesión de funciones que
converge puntualmente a una función limite tal que la integral de Riemann de cada miem-
bro de la sucesión existe pero no aśı la de la función limite. Lo cuál significa que no siempre
el ĺımite de las integrales de una sucesión de funciones que converge puntualmente, es igual
a la integral de la función ĺımite.




x− d con d el entero más cercano a x
0 x = ±12 ,±32 ,±52 , ...





. La función f es una función discontinua en un número infinito de
puntos pero integrable Riemann.
Solución:
Probemos que f es discontinua en un número infinito de puntos. En primer
lugar Φ es discontinua en x = m2 con m impar. Veamos:
Sea α un valor positivo tal que α→ 0, evaluamos: Φ(m2 +α)−Φ(m2 ) = Φ(m2 +
α) = m2 +α− d donde d es el entero más cercano a m2 +α. Como m2 − d = ±12 ,
entonces Φ(m2 + α) − Φ(m2 ) 9 0 cunado α → 0. Aśı Φ no es continua en
m
2 para todo m entero impar. Puesto que Φn(x) = Φ(nx), tenemos que Φn
es discontinua nx = m2 con m impar. Es decir, Φn no es continua en todo
x = m2n para cada m impar. Llamemos x
m
n a tales puntos. Si
m
2n es una fracción





es también un punto de discontinuidad para las funciones Φj(x) con j = rn.
Aśı que las funciones para las cuales xnm es un punto de discontinuidad son
las funciones Φj con j = rn donde r es cualquier impar y n es un natural.
Tenemos entonces infinitas funciones de este tipo. Pero como m vaŕıa en los
impares, entonces cada una de tales funciones es discontinua en una infinidad
de puntos.
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Probaremos ahora que f es discontinua en cada punto xmn =
m
2n . Veamos



















n + α)− Φk(xmn )
k2
k 6= j = rn para todo r impar, entonces Φk(xmn + α) − Φk(xmn ) → 0 cuando
α→ 0. Por tanto:




































Esto significa que en xmn =
m





Pero en cualquier intervalo acotado existen infinitos puntos de la forma xmn ,
4
por lo cual se puede afirmar que, en particular para el intervalo [0, 1], f tiene




Probaremos que f es integrable en [0, 1], utilizando el criterio de Riemann.
Sea σ > 0. Determinaremos el número de puntos xmn en [0, 1] donde la oscila-









y por tanto m ≤ n.
Entonces existe una cantidad finita de tales puntos, digamos xm1n1 , x
m2
n2
, ..., xmTnT .
Supongamos que los hemos ordenado de menor a mayor. Sea P cualquier par-
tición de norma d para la cual P1 ⊂ P con P1 = {xm1n1 − ǫ, xm1n1 + ǫ, xm2n2 −
4Probaremos que en el intervalo [a, b] hay infinitos puntos de la forma xmn . En efecto, supongamos que
hay un número finito de estos números en el intervalo [a, b]. Puesto que en [a, b] hay infinitos números
racionales, si descartamos los números xmn que hay en el intervalo cerrado [a, b] se obtiene que los restantes
números racionales que hay en el intervalo [a, b] son infinitos e irreducibles de la forma x = i
r
con i y r
impares o x = p
n
con p par y n un entero cualquiera. En el primer caso, a < i
r











En el segundo caso, como p es par, se puede escribir como p = 2ki para algún k natural y un i impar.
Por lo tanto: a < 2
ki
n










Esto quiere decir que en cualquiera de los casos anteriores, por cada racional de los que no fue descartado
hay uno que es de la forma de aquellos que fueron descartados. Pero los que no fueron descartados están
en cantidad infinita, y los que se descartaron están en cantidad finita; lo cual nos lleva a una contradicción.
En consecuencia, existe una infinidad de puntos de la forma xnm en [a, b]
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ǫ, xm2n2 + ǫ, · · · , xmTnT − ǫ, xmTnT + ǫ} donde xmini − ǫ y xmini + ǫ son puntos consecu-
tivos de la partición y ǫ > 0 es arbitrario. Para la partición P los subintervalos
[xmini − ǫ, xmini + ǫ] con i = 1, · · · , T son aquellos para los cuales la diferencia Dmn










Queda entonces garantizada la integrabilidad de f en [0, 1].
Hemos probado aśı que una función altamente discontinua en [0, 1] es integrable
en [0, 1].
Ahora se mostrará un ejemplo de una función altamente discontinua no inte-
grable Riemann. Tal función, es ni más ni menos, que la función de Dirichlet.





c si x ∈ Q .
e si x ∈ I c 6= e(c > e)
Solución: Se probará que f no es integrable en [a, b]. Sea P = {x0 = a < x1 <
... < xn = b} una partición de [a, b] con norma d. Sabemos que δk = xk − xk−1
y que R =
n∑
k=1
δkDk donde Dk = MK − mk siendo Mk = sup{f(x) : x ∈








δk(c− e) = (c− e) ·
n∑
k=1
δk = (c− e)(b− a).
Como
∆(d) = sup{R(P ) : P partición de [a, b] con norma d}
= (c− e)(b− a),
aśı que ĺım
d→0
∆(d) = (c− e)(b− a) 6= 0 y en consecuencia, f no es integrable en
[a, b]. Sin embargo, Riemann utiliza su criterio más fuerte y lo hace para c = 1,
e = 0 en el intervalo [0, 1].
Solución:
Sea σ = 12 y P = {x0 = 0 < x1 < ... < xn = 1} una partición cualquiera
de norma d, puesto que en cada intervalo [xk−1, xk] hay infinitos racionales e
irracionales entonces Dk =Mk −mk = 1 > σ.
CAPÍTULO 2. RIEMANN 29











1 = 1 6= 0, con lo cual,
∫ 1
0 f(x)dx no existe.
Ejemplo 2.5.3 El conjunto S = [a, b] ∩ Q es enumerable, por tanto podemos escribirlo como





c si x ∈ {q1, · · · , qn}
(e > c)
e si x ∈ [a, b]− {q1, · · · , qn}
Solución:
Supongamos que los números q1, q2, · · · , qn han sido ordenados de menor a
mayor. Sea P = {x0 = a < x1 < · · · < xr = b} cualquier de [a, b] de norma d
que contiene a P1 = {q1− ǫ, q1+ ǫ, q2− ǫ, q2+ ǫ, · · · , qn− ǫ, qn+ ǫ} donde qi− ǫ
y qi + ǫ son puntos consecutivos de la partición y ǫ > 0 es arbitrario.
Llamemos Dk = Mk − mk donde Mk = sup{f(x) : x ∈ [xk−1, xk]} y mk =
ı́nf{f(x) : x ∈ [xk−1, xk]}. Llamaremos R(P ) =
r∑
k=1
δkDk y ∆(d) = sup{R(P ) :
P una partición de [a, b]}.
Los subintervalos [xk−1, xk] se pueden clasificar en dos tipos, los que contienen
algún punto de {q1, · · · , qn} y aquellos que no contienen ninguno. Los primeros
son de la forma (qi − ǫ, qi + ǫ) con i = 1, · · · , n y cumplen Di = (e − c). Los
segundos, son los intervalos restantes de la partición y cumplen que Dk = 0.

























= 2(e− c)nǫ 6 (e− c)nd
Esto quiere decir que (e − c)nd es una cota superior para cualquier partición













En virtud del criterio preliminar de integrabilidad de Riemann se cumple que
fn(x) es integrable Riemann en [a, b].
Ejemplo 2.5.4 Consideremos la sucesión de funciones del ejemplo anterior {fn(x)}∞n=1 y pro-





c si x ∈ [a, b] ∩Q
(e > c)
e si x ∈ [a, b] ∩ I
Solución:
Sea x ∈ [a, b] y ǫ > 0. Si x ∈ Q entonces x = qN para algún N ∈ N. De aqúı se
tiene que qN ∈ {q1, q2, · · · , qn} para todo n > N . Por lo tanto fn(qN ) = c
para todo n > N . De otro lado, f(x) = f(qN ) = c. Aśı tenemos que para
x ∈ [a, b] ∩Q y dado ǫ > 0 existe N ∈ N tal que x = qN y para todo n > N se
cumple que |fn(x)− f(x)| = |fn(qN )− f(qN )| = |c− c| = 0 < ǫ. Es decir, para
cada x ∈ [a, b] ∩Q se cumple ĺım
n→∞
fn(x) = f(x).
Si x ∈ I entonces, para cada n ∈ N, x /∈ {q1, · · · , qn}. Como x ∈ [a, b] −
{q1, · · · , qn} entonces fn(x) = e para todo n ∈ N. De igual modo f(x) = e.
Por lo tanto, si elegimos cualquier N ∈ N se obtiene que para todo n > N se
cumple que |fn(x)− f(x)| = |e− e| = 0 < ǫ. Es decir se cumple que para cada
x ∈ [a, b] ∩ I se cumple: ĺım
n→∞
fn(x) = f(x).
A partir de los tres ejemplos anteriores es posible encontrar otra debilidad de
la integral de Riemann, tal como lo ilustra el siguiente razonamiento:
Del ejemplo (2.5.3) concluimos que
∫ b
a
fn(x)dx existe para cuando n ∈ N. Del
ejemplo (2.5.2) llegamos a que
∫ b
a







f(x)dx. Según lo comprobado en el ejemplo 2.5.4 se tiene que ĺım
n→∞
fn(x) =











Esto muestra otra debilidad de la integral de Riemann y es que en una sucesión





El propósito de este caṕıtulo, a diferencia de los anteriores, no es: definir la integral
de Lebesgue, enunciar su criterio de integrabilidad y finalizar con el ejemplo de alguna
función no integrable. La razón de esta decisión se debe a que la integral de Lebesgue se
basa en los conceptos de medida de un conjunto y de función medible, los cuales serán
abordados posteriormente en este trabajo una vez que se haya descrito de manera general
y precisa las ideas más importantes relacionadas con el desarrollo histórico de la medida
dentro del periodo en el cual se enmarca el presente trabajo.
Más bien en este caṕıtulo se presentarán dos momentos que pueden ser considerados
definitivos para que Lebesgue inicie el estudio sobre el problema de la medida de un
conjunto.
El primer momento tiene que ver con el descubrimiento de los conjuntos de medida
cero, que resulta del trabajo de varios matemáticos inspirados por la condición de integra-
bilidad de Riemann. El segundo momento, está relacionado con la definición axiomática de
integral dada por Lebesgue y la búsqueda de una definición constructiva que concordara
con los axiomas inicialmente dados.
La aparición de los conjuntos de medida cero, sin lugar a duda dio origen al estudio
general de la medida de un conjunto. Del mismo modo, la definición axiomática de la
integral dada por Lebesgue condujo a tal estudio según se puede constatar en el caṕıtulo
V II de su libro, titulado Lecciones sobre integración y la investigación de funciones pri-
mitivas editado en 1904. No se sabe si en su tesis doctoral publicada en 1902, en la cual
hace una exposición detallada de la integral llega a este mismo punto. Para este trabajo
no sólo se cuenta con las Lecciones de 1904 sino también con la segunda edición de este
texto del año de 1950, el cual contiene nuevos caṕıtulos con respecto a la primera edición.
Para el desarrollo de este caṕıtulo se cuenta con el trabajo de Ivan Pesin Teoŕıas clásicas y
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modernas de la integración del cual consultaremos las paginas 15− 17 y 48 a 53. También
nos basamos en el caṕıtulo 14 del trabajo de Dunham. En definitiva, la indagación por los
conjuntos de medida no nula es una consecuencia natural de ambos momentos; es decir,
del descubrimiento de los conjuntos de medida cero como de la definición axiomática de
la integral.
3.2. EL DESCUBRIMIENTO DE LOS CONJUNTOS DE
MEDIDA CERO
La condición de integral de Riemann establece que una función es integrable si la
suma de las longitudes de los subintervalos donde la oscilación es mayor que un σ dado
se puede hacer tan pequeña como se quiera tomando longitudes suficientemente pequeñas
de tales intervalos.
Esta condición llevó a los matemáticos a plantearse la pregunta sobre que tan extenso
debeŕıa ser el conjunto de los puntos de discontinuidad para que la función sea integrable
Riemann. Después de varios intentos fue Lebesgue quien dio la respuesta definitiva al
establecer su criterio según el cual una función es Riemann integrable si y sólo si el conjunto
de discontinuidades es de medida cero.
3.2.1. Teorema de Du Bois-Raymond
A continuación se presenta como ejemplo, uno de los resultados previos a la respuesta
de Lebesgue sobre la caracterización de la integrabilidad de una función según Riemann.
Este ejemplo permite ver como desde antes de Lebesgue los matemáticos ya percib́ıan
que la integrabilidad de una función estaba ı́ntimamente conectada con el hecho de que el
tamaño del conjunto de puntos en los cuales es discontinua fuese despreciable. El teorema
que aparece a continuación se debe a Du Bois-Raymond alrededor de 1870.
Teorema Una función acotada es integrable Riemann si y sólo si para cada σ > 0
el conjunto Eσ es de extensión cero.
Será conveniente discutir los términos que conforman este teorema.
Un conjunto es de extensión cero si puede recubrirse por un número finito de in-
tervalos de longitud total arbitrariamente pequeña. De manera equivalente se dice que un
subconjunto de un intervalo [a, b] es de extensión cero si para cualquier partición de [a, b]
la suma de las longitudes de los subintervalos que intersecan al conjunto tiende a cero
cuando la norma de la partición tiende a cero. Formalmente tenemos.
Definición 3.1: Un conjunto A tiene extensión cero si para todo ǫ > 0 existe un número
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Definición 3.2: Sea A ⊂ [a, b] y P = {x0 = a < x1 < x2 < ... < xn = b} una partición




(xi − xi−1) → 0 cuando d→ 0.
El conjunto Eσ está formado por los puntos x del intervalo [a, b] para los cuales la
oscilación D(f, x) es mayor que σ. Es decir Eσ = {x ∈ [a, b] : D(f, x) > σ}.
La oscilación de f en a,D(f, a), se define como: D(f, a) = ĺım
ǫ→0+
Df (a, ǫ) donde
Df (a, ǫ) = M(ǫ) −m(ǫ) y M(ǫ) = sup{f(x) : x ∈ (a − ǫ, a + ǫ)} y m(ǫ) = ı́nf{f(x) : x ∈
(a− ǫ, a+ ǫ)}).
Como ejercicio y dada la importancia que tiene el teorema de Du Bois-Raymond
como preliminar al teorema de Lebesgue, se hará una demostración de este a partir de la
segunda definición dada anteriormente.
Demostración:
Sea σ y Eσ = {x ∈ [a, b] : D(f, x) > σ} un conjunto de extensión cero. Probaremos que f
es Riemann integrable.
Sea P = {x0 = a < x1 < x2 < · · · < xn = b} una partición de [a, b] con norma d < ǫ
para ǫ > 0 arbitrario. De esta partición tomemos todos los subintervalos [xi−1, xi] para
los cuales Di > σ; las longitudes de estos intervalos forman la longitud combinada S(σ).
Probaremos que cada uno de estos intervalos interseca a Eσ, razonando por reducción al
absurdo. Supongamos que existe uno de estos intervalos tales queDi > σ y [xi−1, xi]∩Eσ =
∅. Entonces para todo x ∈ [xi−1, xi] se cumple que x /∈ Eσ y por lo tanto D(f, x) 6 σ. De
otro lado tenemos que [xi−1, xi] ⊂ (x − ǫ, x + ǫ) para cada x ∈ [xi−1, xi]. En efecto, sea
t ∈ [xi−1, xi] entonces |x− t| < xi−xi−1 < d < ǫ, por lo cual t ∈ (x− ǫ, x+ ǫ). De esto y de
la definición de M(ǫ) y m(ǫ) se puede afirmar que M(ǫ) > f(x) ∀x ∈ [xi−1, xi], de lo cual
deducimos queM(ǫ) >Mi y m(ǫ) 6 mi. Aśı que Di =Mi−mi 6M(ǫ)−m(ǫ) = Df (x, ǫ).
Puesto que σ < Di entonces σ < Df (x, ǫ). Haciendo ǫ → 0 resulta que σ < D(f, x). Pero
esto contradice que D(f, x) 6 σ.
Por lo tanto, hemos probado que todos los subintervalos que forman la longitud
combinada S(σ) intersecan a Eσ. Como Eσ es de extensión cero, entonces la suma de las
longitudes de todos los subintervalos de P que la intersecan se puede hacer arbitrariamente
pequeña cuando d→ 0. De este modo, si P ∗ = {xi ∈ P : [xi−1, xi] ∩ Eσ 6= ∅} entonces










xi − xi−1 = 0
De lo cual concluimos que ĺım
d→0
S(σ) = 0 y en consecuencia f es Riemann integrable.
Ahora, probaremos que si f es Riemann integrable en [a, b] entonces Eσ = {x ∈
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[a, b] : D(f, x) > σ} es de extensión cero. Como f es integrable entonces ĺım
d→0
S(σ) = 0. Sea
P = {x0 = a < x1 < x2 < · · · < xn = b} una partición de [a, b] con norma d < ǫ para ǫ > 0
arbitrario y consideremos P ∗ = {xi ∈ P : [xi−1, xi] ∩ Eσ 6= ∅} todos los subintervalos de
P que intersequen a Eσ. Sea [xi−1, xi] uno de tales intervalos, aśı que existe x ∈ [xi−1, xi]
tales que D(f, x) > σ.
Si x = xi entonces [xi−1, xi] ⊂ (xi − ǫ, xi + ǫ). En efecto, si t ∈ [xi−1, xi] entonces
|t − xi| < xi − xi−1 < d < ǫ. Es decir, t ∈ (xi − ǫ, xi + ǫ). Si x ∈ (xi−1, xi) entonces
existe δ = mı́n{x−xi2 ,
x−xi−1
2 } tal que (x − δ, x + δ) ⊂ [xi−1, xi]. De las definiciones5 de
M(δ), m(δ), Mi, mi resulta que Mi > M(δ) y m(δ) > mi. Aśı que Di = Mi − mi >
M(δ)−m(δ) = Df (x, δ). Pero Df (x, δ) > D(f, x)6 y como D(f, x) > σ entonces Di > σ.
Lo cual prueba que [xi−1, xi] es de tipo A.
Hemos probado aśı dos cosas: que los subintervalos de P que intersecan a Eσ sólo
en sus extremos tiene longitud arbitrariamente pequeña, y como son en cantidad finita su
suma también lo es. Y aquellos subintervalos que intersecan a Eσ en puntos interiores son
de tipo A y por lo tanto la suma de sus longitudes será menor o igual S(σ). Y como f es
Riemann integrable, entonces S(σ) se puede hacer arbitrariamente pequeña cuando d→ 0.
Por consiguiente podemos concluir que la suma de los subintervalos de P que intersecan
a Eσ es arbitrariamente pequeña cuando d → 0. Es decir, hemos probado que Eσ es de
extensión cero.
Con esto queda probado que una función acotada es integrable si y sólo si el conjunto
de puntos en donde la oscilación es mayor que σ es de extensión cero. Claramente, como
se dijo antes, el teorema tiene una forma anticipada al famoso teorema de Lebesgue.
La definición 1 es esencialmente lo que en los oŕıgenes de la teoŕıa de la medida fue
conocido como contenido exterior nulo. El concepto de contenido exterior como se verá en
la segunda parte de este trabajo, llevó a situaciones contradictorias e inconvenientes para
un natural desarrollo lógico de una teoŕıa que versara sobre el tamaño de conjunto. Por
ejemplo, no se cumpĺıa que la suma de los contenidos exteriores de dos conjuntos disjuntos
fuese igual al contenido exterior de la unión.
Quien extendió el concepto de contenido nulo al de medida cero fue Lebesgue. Esta
nueva definición motivó el concepto general de medida de un conjunto, el cual superó las
dificultades propias del contenido y desembocó en una teoŕıa general de la medida. Este
será un asunto que se tratará más a fondo en la segunda parte de este trabajo.
Por ahora se introducirá el concepto de un conjunto de medida cero el cual es de
vital importancia para caracterizar la integrabilidad de una función.
5M(δ) = sup{f(x) : x ∈ (x − δ, x + δ)}, m(δ) = ı́nf{f(x) : x ∈ (x − δ, x + δ)}, Mi = sup{f(x) : x ∈
[xi−1, xi]}, mi = ı́nf{f(x) : x ∈ [xi−1, xi]}
6Df (x, ǫ) es una función de ǫ > 0 que tiene la propiedad de ser creciente.
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3.2.2. Criterio de Integrabilidad Riemann Según Lebesgue
Lebesgue define un conjunto de medida cero como aquel que puede ser recubierto
por una familia enumerable de intervalos de longitud arbitrariamente pequeña. Con base
en esta definición, demuestra que la unión enumerable de conjuntos de medida cero es
también de medida cero. Pero sobre todo logra caracterizar la integralbilidad de una
función según Riemann en virtud de la medida nula de su conjunto de discontinuidades.
Veamos el proceso de demostración que hace Lebesgue de tan importante resultado: en
primer lugar, Lebesgue tiene claro las siguientes definiciones.
Definición de un conjunto de medida cero: Un conjunto A es de medida cero si




Definición de continuidad: Una función es continua en a exactamente cuando
D(f, a) = 0.
Definición 3.3: El conjunto Df es el conjunto de puntos del dominio de f tal que
D(f, x) > 0.
Df = {x ∈ Domf : D(f, x) > 0}
Definición 3.4: Dado σ > 0, se define G1(σ) como:
G1(σ) = {x ∈ [a, b] : D(f, x) > σ}
En segundo lugar, demuestra los dos lemas siguientes, de los cuales solo se dispone de la
demostración del segundo. El primero se demostrara con argumentos propios.
Primer Lema: G1(σ) es cerrado y acotado.
Demostración:
Como G1(σ) ⊂ [a, b] entonces G1(σ) es acotado.
Probaremos que G1(σ) es cerrado.
Sea x ∈ [a, b] un punto de acumulación de G1(σ). Entonces existe una sucesión {xn}
de elementos de G1(σ) tal que xn → x si n → ∞. Aśı, D(f, xn) > σ para todo n ∈ N. Si
x /∈ G1(σ) entonces D(f, x) ≤ σ. Dado ǫ > 0, ĺım
ǫ→0+
Df (x, ǫ) = D(f, x) ≤ σ. Esto significa
que podemos encontrar un intervalo (x− ǫ∗, x+ ǫ∗) suficientemente pequeño en el cual la
máxima variabilidad Df (x, ǫ
∗) es tal que Df (x, ǫ∗) ≤ σ. Es decir, D(f, t) ≤ Df (x, ǫ∗) ≤ σ
para todo t ∈ (x− ǫ∗, x+ ǫ∗). Como x es un punto de acumulación de {xn} entonces existe
xN ∈ (x−ǫ∗, x+ǫ∗) tal que D(f, xN ) ≤ σ. Puesto que xN ∈ G1(σ) entonces D(f, xN ) > σ.
Aśı hemos llegado a una contradicción y por tanto, para evitarla debemos concluir que
x ∈ G1(σ). Esto prueba que G1(σ) contiene sus puntos de acumulación y en consecuencia
también es cerrado.








36 3.2. EL DESCUBRIMIENTO DE LOS CONJUNTOS DE MEDIDA CERO
i. Sea x ∈ Df . Entonces D(f, x) > 0. Por tanto existe N ∈ N tal que D(f, x) > 1N > 0.























para algún k. Por tanto, D(f, x) >
1
k

















Teorema Lebesgue: Una función acotada f es integrable Riemann si y sólo si el
conjunto de puntos de discontinuidades es de medida cero.
La demostración de este teorema se hará probando los dos siguientes afirmaciones:
Afirmación 3.1: Si f es una función Riemann integrable en [a, b] entonces
m(Df ) = 0.
Demostración:
Como f es Riemann integrable entonces dado σ > 0 cumple que ĺım
d→0
S(σ) = 0.







= 0. Es decir, dado ǫ > 0 existe δ > 0 tal que toda


















[xi−1, xi] para alguna i con i = 1, · · · , n. Se sabe además que Di > D(f, x) > 1k y por











está cubierto por un cierto número finito de





. Por consiguiente podemos concluir que para cada





esta recubierto por un número finito de intervalos de longitud total













tiene medida cero para cada k ∈ N. Como la unión enumerable de conjuntos







= 0. Por el lema 2,
concluimos que m(Df ) = 0.
Ahora se prueba la afirmación 2(rećıproca de la anterior)
Afirmación 3.2: Si m(Df ) = 0 entonces f es Riemann integrable en [a, b].
7Si A es de contenido cero, entonces A es de medida cero. En verdad, como A es de contenido cero, existe
una familia finita {Ik}
n





















0 = ǫ. Esto significa que A puede ser recubierto por una familia enumerable de intervalos de longitud
total arbitrariamente pequeña. Es decir A tiene medida cero
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Demostración:
Sea ǫ > 0 y σ > 0. Existe N ∈ N tal que 1
N
< σ. Entonces, Eσ = {x ∈ [a, b] : D(f, x) >

















= Df . Como







= 0, pues si A ⊂ B entonces 0 ≤ m(A) ≤ m(B).






⊂ ⋃∞k=1 Ik y
∞∑
k=1





es cerrado y acotado, existe un
















= 0. Pero este subcubrimiento finito también cubre a Eσ.
Entonces Lebesgue, utiliza aqúı la definición de Bois Raymond para afirmar que el conjunto
de Eσ es de extensión cero y en consecuencia por el teorema del mismo autor concluye
que f es Riemann integrable en [a, b].
Es decir, hemos probado que ĺım
d→0
S(σ) = 0. Aśı f es Riemann integrable en [a, b].
Queda probado que una función es integrable Riemann si y sólo si el conjunto de
discontinuidades tiene medida cero.
3.3. DEFINICIÓN AXIOMÁTICA DE LA INTEGRAL SEGÚN
LEBESGUE
Lebesgue pensaba que son las propiedades de la integral las que determinan su poder
como instrumento de análisis matemático. Esto lo lleva a intentar definir la integral a partir
de sus propiedades, tomando varios de ellas como axiomas. Aśı, establece una definición
axiomática de la integral del siguiente modo:
Definición 3.5: Sea f una función acotada en (a, b). La integral de f en el intervalo
(a, b) es el número denotado por
∫ b
a
f(x)dx que satisface las siguientes axiomas.
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6. Si fn tiende a f en forma creciente conforme n crece, entonces la integral de fn
tienda a la integral de f .
A partir de los primeros cinco axiomas, Lebesgue deduce las siguientes propiedades.8.

















dx = b− a
Con esto como telón de fondo, se demuestra que para una función integrable Riemann,
la integral que satisface los primeros cinco axiomas es justamente la integral de Riemann.
Veamos:
Sea P = {x0 = a < x1 < x2 < ... < xn = b} una partición de [a, b]. Sea mi =
ı́nf{f(x) : x ∈ [xi−1, xi]} y Mi = sup{f(x) : x ∈ [xi−1, xi]}. Aśı tenemos que mi ≤ f(x) ≤
8Estas propiedades aparecen demostradas en el libro titulado “Medida e Integración” pag. 50-51, que
se referencia en la bibliograf́ıa
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mi(xi − xi−1) ≤
∫ xi
xi−1






























Como f es integrable Riemann, entonces las dos sumas tienden al mismo limite cuando
||∆|| → 0. Este limite es justamente
∫ b
a
f(x)dx, la integral de Riemann. Pero, ¿Cuál integral
puede deducirse utilizando los seis axiomas?. Intentando dar respuesta a esta interrogante
Lebesgue llega al siguiente análisis: Sea f una función acotada f en [a, b], digamos que
l < f(x) < L. Sea l = l0 < l1 < l2 < · · · < ln = L una partición de [l, L]. Definamos
Ei = {x|li−1 < f(x) < li} (i = 1, · · · , n). Entonces;
li−1 < f(x) < li ∀x ∈ Ei ∀i = 1, · · · , n
n∑
i=1
li−1χEi(x) < f(x) <
n∑
i=1





















































. Si máx(li − li−1) → 0 entonces a li →
f(x) y li−1 → f(x), con lo cual Φn y ψn convergen uniformemente a f . Si ocurre esto,
entonces la integral de Φn y ψn convergen a la integral común de f . Argumentemos estas
dos afirmaciones:
Afirmación 3.3: Si máx(lk − lk−1) → 0 entonces Φn(x) y ψn(x) convergen unifor-
memente a f(x) en [a, b].
Demostración:
Por hipótesis, dado ǫ > 0 existe N ∈ N talque para todo n ≥ N se cumple que máx(lk −
lk−1) < ǫ ∀k = 1, · · · , n. Como lk−1 < f(x) < lk, ∀k = 1, · · · , n (n ≥ N).
|lk−1 − f(x)| = f(x)− lk−1 < lk − lk−1 < ǫ
y
|lk − f(x)| = lk − f(x) < lk − lk−1 < ǫ





























= |ψn(x)− f(x)| < ǫ ∀n ≥ N ∀x ∈ [a, b]
De lo cual se deduce la convergencia uniforme de Φn y ψn a f .






Como fn → f uniformemente a f , dado ǫ > 0, existe N ∈ N tal que |fn(x) − f(x)| < ǫ
∀n ≥ N y ∀x ∈ [a, b].







































{ǫ}(b− a) → 0
Por tanto, la integral de f está definida en términos de la integral de Φn y ψn (Como un
limite común). Pero estas integrales solo estarán bien definidas siempre que la integral de
una función caracteŕıstica sea plenamente establecida.
Aśı, el problema de la integral de una función acotada que satisface los axiomas
anteriores exige definir la integral de una función caracteŕıstica.










1dx = b− a = m(E).
Por lo tanto es natural pensar que la integral de una función caracteŕıstica es la
medida del conjunto que la define.
Aśı, Lebesgue logra reducir el problema de la integral a un problema de medida.
Al respecto dice Lebesgue que: ahora se trata de asignar a todo conjunto acotado E un
número no negativo m(E), llamado medida de E, que cumple las siguientes propiedades:
i) La medida de conjuntos congruentes es igual.
ii) La medida de una unión contable de conjuntos disjuntos es la suma de las medidas
de dichos conjuntos.
iii) La medida de un intervalo es igual a su longitud.
Con esta observación se puede decir que la integral de Lebesgue podŕıa quedar perfecta-
mente definida en la medida en que sea definida con precisión lo que significa la medida
de un conjunto. Teniendo en cuenta esto, es posible definir la integral según Lebesgue de
la siguiente manera:
3.4. ACERCAMIENTO A LA DEFINICIÓN DE INTE-
GRAL DE LEBESGUE
Sea f una función acotada en [a, b] y l = ı́nf{f(x) : x ∈ [a, b]} y L = sup{f(x) :
x ∈ [a, b]}. Consideremos l = l0 < l1 < l2 < · · · < ln = L una partición del intervalo [l, L]
tal que máx{lk − lk−1}nk=1 < ǫ. Definimos Ek = {x : lk ≤ f(x) < lk+1}. La integral de
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siempre y cuando este ĺımite exista.
Es importante decir que en el sumando lk ·m(Ek) el primer factor representa lo que
para Riemann seŕıa la altura de un rectángulo ym(Ek) la longitud de su base. Sin embargo,
Ek no necesariamente es un intervalo, por lo que, para que esta definición funcione se
requiere extender el concepto de longitud para conjuntos más generales. Está será la tarea
que se propondrá Lebesgue en la cual, como se verá en la segunda parte de este trabajo,
intervinieron de manera previa personajes de la talla de Jordan y Borel.
La integral de Lebesgue será efectiva para aquellas funciones f para las cuales existe
la medida del conjunto {x : α < f(x) < β} cualesquiera sean α y β. Estas funciones serán
llamadas por Lebesgue funciones medibles.
Parte II







En la primera parte de este trabajo se vio que la idea esencial de la definición de un
conjunto de extensión cero es la de recubrir un conjunto con un número finito de intervalos
de longitud total arbitrariamente pequeña.
Este concepto adquirió gran importancia por formar parte fundamental de un teo-
rema mediante el cual se caracterizaba la integral de Riemann de una función, como lo fue
el teorema de Du Bois Raymond. Pero su verdadera relevancia radica en haber llamado la
atención de diferentes matemáticos quienes se interesaron entonces por precisar el signifi-
cado del tamaño de un conjunto. Surge aśı lo que seŕıa conocido como el contenido exterior
de un conjunto. Entre los varios matemáticos que formularon este concepto, se encuentra
Harnack, quien fue tal vez uno de los más reconocidos protagonistas en las discusiones del
momento acerca de la integración.
Según Harnack, el contenido exterior de un conjunto acotado consiste en lo siguiente:
se cubre el conjunto con un número finito de intervalos y se toma la suma de las longitudes
como una aproximación del tamaño del conjunto. Si se consideran todos los posibles recu-
brimientos, el limite de tales sumas cuando la longitud del intervalo más amplio va a cero
se denomina contenido exterior. Si esas sumas se pueden hacer arbitrariamente pequeñas
se dice que el conjunto es de contenido exterior cero.
Sin embargo, el concepto de contenido exterior teńıa un problema que lo convert́ıa
en una herramienta bastante limitada para el análisis. La dificultad radica en que si el
contenido exterior pretend́ıa ser una generalización de la longitud, el área y volumen,
deb́ıa ser por lo menos finitamente aditivo. Pero ni si quiera esto lo cumpĺıa.
Quien intentó resolver la situación fue Camile Jordan (1838-1922) al introducir los
conceptos de contenido interior y conjunto medible. Con base en estos conceptos pudo
construir una teoŕıa de la medida basada en el contenido, que tuvo el gran mérito de ser
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compatible con la teoŕıa de la integración de Riemann.
En una de las lecciones de su libro “Curso de Análisis”publicado en 1909 en Paris,
Jordan decide precisar la noción de contenido que ya veńıa trabajando desde antes , su
intención era hacer del contenido un concepto para el cual las magnitudes correspondientes
a los espacios de dimensión uno, dos y tres fueran tan sólo una denominación particular
del mismo.
Jordan entonces considera el caso bidimensional como el más adecuado y representa-
tivo para ilustrar con claridad sus ideas y conceptos. Sin embargo, parece haber una razón
más profunda para hacerlo: su insatisfacción sobre la manera como se hab́ıa desarrollado
la teoŕıa de la integración para funciones de dos o más variables.
El nuevo enfoque no sólo obtendŕıa el gran logro de vincular la integración a una
teoŕıa más amplia como la teoŕıa de la medida y la medibilidad, sino que mostraŕıa la
aplicabilidad de la teoŕıa de conjuntos al análisis. A pesar de su alcance, el contenido de
Jordan teńıa un talón de Aquiles: el no ser una medida enumerablemente aditiva.
En este caṕıtulo se describe el concepto de contenido exterior tal como lo hizo
Harnack y se muestra un ejemplo que ilustra su dificultad para ser finitamente aditivo.
Luego se introduce el concepto de contenido y medibilidad de Jordan tal como lo hace en
las paginas 28-29, de su texto de 1909 titulado: Curso de Análisis de la Escuela Politécnica.
Se establece el criterio de medibilidad de Jordan para un conjunto dado y se finaliza con
un ejemplo que pone en evidencia su limitación.
También nos apoyaremos en el texto Teoŕıas clásicas y modernas de la integración
de Ivan Pesin publicado en 1970, quien hace una presentación del trabajo de Jordan en
las paginas 37 a 41.
4.2. CONTENIDO EXTERIOR
A continuación se muestra de una manera formal el concepto de contenido exterior
de un conjunto, dado por Harnack. Además se da a conocer una de sus propiedades y se
termina con un ejemplo que ilustra la no aditividad finita del contenido exterior.

















donde d = ||P ||, para P = {Ik}nk=1.
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Esta definición escrita en la forma ǫ−δ establece que: Dado ǫ > 0 existe un δ > 0 tal
para toda familia finita de intervalos P = {l(Ik)}nk=1 tal que E ⊂
n⋃
k=1
















Esta versión formal del contenido exterior de Harnack es vital para probar dos propiedades
que haćıan atractivo este concepto entre los matemáticos de la época. La primera de ellas
es que el contenido exterior de un intervalo es su longitud; la segunda, que el contenido
exterior de un subconjunto es menor o igual que el contenido exterior del conjunto.
Dado que no es sencillo localizar obras tan lejanas en el tiempo como la de Harnack,
sobre todo cuando sus ideas fueron superadas por otros matemáticos, cuyas obras termi-
naron imponiéndose; intentaremos mostrar, como un mero ejercicio, la segunda propiedad
a partir de su definición original.
Propiedad 4.1: Si A ⊂ B entonces Ce(A) ≤ Ce(B).
Demostración: Supongamos que Ce(A) > Ce(B).
Dado ǫ1 =
Ce(A)−Ce(B)
4 > 0 existe δ1 > 0 tal que para toda familia finita de intervalos
P1 = {Ik}nk=1 con B ⊂
n⋃
k=1















4 > 0 existe δ2 > 0 tal que para toda familia finita de intervalos
P2 = {Jk}nk=1 con A ⊂
n⋃
k=1


































Puesto que A ⊂ B ⊂
n⋃
k=1
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< ǫ1 + ǫ2
Por la desigualdad triangular tenemos que
|Ce(A)− Ce(B)| < ǫ1 + ǫ2
Como Ce(A) − Ce(B) > 0 y ǫ1 = ǫ2 = Ce(A)−Ce(B)4 , tenemos que Ce(A) − Ce(B) <
Ce(A)−Ce(B)
2 . Lo cual es evidentemente contradictorio. Por lo tanto se concluye que, en
efecto, Ce(A) ≤ Ce(B) si A ⊂ B.
La propiedad 4.1 se utilizará para probar el siguiente teorema en el cual se pone de
manifiesto una de sus debilidades, la de no ser finitamente aditivo.
Teorema: El contenido exterior de los números racionales en [0, 1] es 1.
Demostración:
Empezaremos probando que para cualquier familia finita de intervalos {Ik}nk=1 que cubra
a E = [0, 1] ∩Q, se cumple que ∑nk=1 l(Ik) ≥ 1
Caso 1 Los extremos de cada intervalo Ik son números racionales.
Como 0 ∈ E, existe (a1, b1) ∈ {Ik}nk=1 tales que a1 < 0 < b1. Si b1 ≤ 1 entonces
b1 ∈ [0, 1] ∩ Q y b1 /∈ (a1, b1) entonces existe (a2, b2) ∈ {Ik}nk=1 tal que a2 <
b1 < b2. Si b2 ≤ 1 entonces b2 ∈ [0, 1] ∩ Q y b2 /∈ (a2, b2), por lo tanto existe
(a3, b3) ∈ {Ik}nk=1 tal que a1 < b2 < b3. Continuando de esta forma obtenemos
una familia de intervalos (ai, bi) con ai < bi−1 < bi. Puesto que la familia es finita





















> bm − a1
Como a1 < 0 < 1 < bm entonces bm − a1 > 1− 0 = 1.
Caso 2 Si existe al menos un intervalo con extremos no racionales.
Sea {Ik}nk=1 un recubrimiento de E. Supongamos que existen en esta familia
algunos intervalos con al menos un extremo no racional en [0, 1]. Llamemos a tal
subfamilia de intervalos {Ji = (ai, bi)}mi=1. Esto quiere decir que en [0, 1] hay a
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lo más 2m puntos no racionales que son extremos irracionales de intervalos en
{Ik}nk=1. De estos puntos algunos no son cubiertos por ningún otro intervalo Ik.
Llamemos estos puntos c1, · · · , cN con N 6 2m. Debemos probar que la familia
de intervalos {Ik} también es un recubrimiento de E′ = [0, 1] ∩ I− {c1, · · · , cN}.
Veamos: Sea c ∈ E′, entonces c es un número irracional en [0, 1] distintos de
c1, · · · , cN . Existen dos posibilidades para c: que c sea extremo de algún Ji o
que no lo sea para todo i = 1, · · · ,m. En el primer caso, como, c es distinto de
c1, · · · , cN entonces c ∈ Ik para algún Ik.
En el segundo caso, como c no es extremo de ningún Ji entonces tampoco lo es
en general para ningún Ik ya que los intervalos Ik que no son de la subfamilia Ji,




entonces c es un punto de acumulación de
n⋃
k=1
Ik. Podemos asegurar que c es





9 Sea Ik = (ak, bk) el intervalo para el cual punto c es
un punto de acumulación. Como los únicos puntos de acumulación de Ik son los
extremos o puntos interiores y c no es un extremo de Ik entonces ak < c < bk,
con lo cual concluimos que c ∈ Ik para algún k.




Aśı podemos afirmar que los únicos números irracionales que no son recubiertos
por {Ik} son c1, ..., cN .
Tenemos aśı que {I1, ...., In, (c1−ǫ, c1+ǫ), ..., (cN−ǫ, cN+ǫ)} para ǫ > 0 arbitrario















l(Ik) + 2Nǫ ≥ 1
Como ǫ es arbitrario y N es fijo entonces
n∑
k=1
l(Ik) ≥ 1. Esta desigualdad nos lleva
a afirmar que
Ce(E) > 1 (4,3),
9Si c no es punto de acumulación de ningún Ik entonces para cada k existe un intervalo abierto βk tal
que c ∈ βk y βk ∩ Ik = ∅ si tomamos β =
n⋂
k=1






β ∩ Ik =
n⋃
k=1
∅ = ∅ siendo
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pues al tomar la suma de las longitudes de todos los posibles recubrimientos y
hacer tender la mayor de las longitudes a cero el limite sera ≥ 1.
De otro lado tenemos que E ⊂ [0, 1] y por tanto
Ce(E) ≤ Ce([0, 1]) = l([0, 1]) = 1 (4,4)
De (4,3) y (4,4) se tiene que Ce(E) = 1.
Este resultado puso en evidencia la no aditividad finita del contenido exterior de un con-
junto dado, como se verá a continuación
Es claro que un razonamiento similar al anterior nos conduce que B = [0, 1] ∩ I
tiene contenido exterior 1. Como [0, 1] = A ∪ B, A y B son disjuntos se espera que
Ce([0, 1]) = Ce(A) + Ce(B). Pero esto significa que 1 = 1 + 1. Lo cual no es posible.
La debilidad de este resultado llevó a los matemáticos a pensar en otra alternativa
para definir el contenido exterior y en particular el contenido exterior cero de un conjunto.
Como un intento por superar las limitaciones del contenido exterior surge el concepto
de contenido interior, contenido y medibilidad, introducidos por Camile Jordan. Estos
conceptos permitiŕıan, como se verá más adelante, una generalización de la integral de
Riemann.
La motivación de Jordan comienza con su insatisfacción sobre la manera como se
hab́ıa desarrollado la teoŕıa de la integración de dos o más variables. Podemos señalar
entonces que sus ideas surgen en el marco de su intento por extender la integral de Riemann
a un espacio de n dimensiones.
Jordan considera que cuando se define la suma de Cauchy-Riemann para una parti-
ción P de un conjunto acotado E del plano como
∑
f(xi, yi) ·a(Rij) con a(Rij) el área del
cuadrado ij, no se sabe si se está refiriendo a cuadrados contenidos en E o a cuadrados
que intersecan a E. Por otra parte, las piezas fronterizas no se usan porque su área no
está definida, por lo que se asume que la suma de las áreas de los cuadrados fronteras
se pueden hacer tan pequeña como se quiera. Sin embargo esto último no es tan cierto,
pues la curva de Peano establece una contradicción. Esta curva pasa por cada uno de los
puntos de un cuadrado y lo llena; aśı, no importa la partición en cuadrados que se haga
del cuadrado, todos intersecan la curva (o frontera de la región), y la suma de sus áreas
es igual al área del cuadrado.
A continuación en la figura 4.1 se ilustra la curva de Peano construida en 1890, la
cual pasa por cada punto del cuadrado unidad [0, 1] × [0, 1], es decir es una curva que al
desplazarnos por ella recorremos todos los puntos del cuadrado.






Para evitar estos inconvenientes, Jordan considera el conjunto E, como un conjunto de
puntos. Esto le permite hacer particiones generales que no corresponden necesariamente
a los cuadrados que se forman como producto cartesiano de intervalos definidos sobre los
ejes.
En términos modernos, los conceptos de Jordan sobre contenido interior y contenido
exterior se expresan de la siguiente forma:
Sea E un subconjunto del plano. Se denota el contenido interior y exterior por
Ci(E) y Ce(E) respectivamente; definiéndolos del siguiente modo Ci(E) = sup{
∑
a(Ri :
Ri ⊂ E donde P = {Ri} es una partición de E} y Ce(E) = ı́nf{
∑
a(Ri) : Ri ∩ E 6=
∅ donde P = {Ri} es una partición de E}
El conjunto E es medible según Jordan si Ci(E) = Ce(E) .
Esta forma moderna de dichos conceptos expresan de manera clara que ellos son
una generalización de la integral inferior y superior de Riemann. Pero además,reflejan que
uno de los logros de Jordan fue haber vinculado el lenguaje de la teoŕıa de conjuntos al
análisis.
En su “curso de análisis”de la edición de 1909 Jordan define el contenido interior y
exterior sin escribirlos de la manera tan formal como se hizo anteriormente, y demuestra
que estos contenidos realmente existen como números. Luego prueba algunas de sus pro-
piedades. Lo curioso de su argumentación es que a diferencia de como suele hacerse hoy,
utiliza la noción de diferencia entre conjuntos.
A continuación se ilustran los conceptos y argumentos dados por Jordan en su Curso
de Análisis de 1909 para garantizar la existencia de Ci(E) y Ce(E), aśı como algunas de
sus propiedades.
4.3. CONTENIDO Y SUS PROPIEDADES
Jordan comienza poniendo en contexto sus definiciones. Sea E un conjunto acotado del
plano. Luego descompone el plano en rectas paralelas a los ejes coordenadas de modo que
los cuadrados tengan de lado r.
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Dominio Interior: Es la colección de cuadrados contenidos completamente en E
denotada por S. La suma de las áreas de dichos cuadrados se escribe como S.
Dominio Exterior: Es la colección de los cuadrados que son interiores a E o que
están en la frontera, la cual se denota S+S′. La suma de las áreas de dichos cuadrados
















Diferencia entre dos conjuntos: Sean A y B dos conjuntos de un espacio en el cual se
puede hallar la distancia entre sus puntos . Se define A− B como el ı́nfimo del conjunto
de números d(x, y), con x ∈ A y x ∈ B, donde d(x, y) es la distancia.
Con base en estas definiciones Jordan procede a demostrar el siguiente teorema.
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Teorema:
Si se hace variar la descomposición del plano en cuadrados de suerte que r tiende a cero,
las áreas S y S + S′ tiende a dos ĺımites fijos.
Antes de presentar la demostración de Jordan es conveniente decir que los ĺımites a
los que se refiere el teorema son el contenido interior y el contenido exterior. Espećıfica-
mente, cuando r tiende a cero se tiene que S tiende a Ci(E) y S + S
′ tiende a Ce(E).
Demostración:
i) Sea ρ > 0 un número fijo. Para cada r < ρ existe S, la suma de las áreas de cuadrados
de lado r contenidos en E. Como E es un conjunto acotado entonces puede ser encerra-
do en un cuadrado de ladoM−m+2ρ dondeM = sup {{u : (u, v) ∈ E} ∪ {v : (u, v) ∈ E}}
y m = ı́nf {{u : (u, v) ∈ E} ∪ {v : (u, v) ∈ E}}.
Esto quiere decir que el conjunto de números S cada uno de los cuales es la suma de
las áreas de cuadrados de lado r, para cada r < ρ, está acotado superiormente por el









S < (M −m+ 2ρ)2, ∀S que sea suma de cuadrados de lado r menor que ρ.
Esto significa que existe el A = sup{S : S es la suma de las áreas } de dicho conjunto.
Llamemóslo A. Por definición de supremo, se tiene que para todo ǫ > 0 existe S1 tal







δ = ı́nf{d(x, y) : x ∈ frE∧y ∈ S1} = frE−S1,
donde frE es la frontera del conjunto E.
Consideremos una descomposición del
plano tal que r < δ2 . Esto garantiza que
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la distancia máxima de dos puntos en un mismo cuadrado sea menor que δ.
Es decir, aseguramos que D = máx{d(x, y) : x, y ∈ R}, la longitud de la diagonal de
cuadrado R, sea tal que D < 2r < δ.
Y por lo tanto cualquiera familia S formada por, todos los cuadrados de lado r < δ2 ,
tendrá cuadrados completos contenidos en E que no estén en S1. Aśı, para todo S
que sea suma de cuadrados de lados r < δ se tendrá S1 < S. Pero A − ǫ < S1 ≤ A.
Por lo tanto, los valores de S se acercaran a A cuando r tiende a cero.
ii) Ahora se probará que S + S′ tiene limite. Puesto que cada S + S′ es no negativo,
entonces el conjunto de dichos valores tiene ı́nfimo, el cual se denotará por a. Por
definición de ı́nfimo, dado ǫ > 0, existe S1 +S
′
1 tal que a < S1 +S
′
1 < a+ ǫ. Elijamos
δ como δ = S1 + S
′
1 − frE = ı́nf{d(x, y) : x ∈ S1 + S′1, y ∈ frE}. Consideremos
cualquier descomposición del plano en cuadrados de lado r < δ2 . Con esto se garantiza,
en virtud de un argumento dado en I, la existencia de cuadrados completos de lado
r que no estén contenidos en E cuya unión está contenidos en S1 + S
′
1. Aśı, para
todos valores de S+S′ que son suma de áreas de cuadrados de radio r < δ2 se cumple
que S + S′ < S1 + S′1. Pero a < S + S
′ < S1 + S′1 < a + ǫ. Por lo tanto, cuando r
tiende a cero, los valores correspondientes de S+S′ se acercan al valor a. Con lo cual
concluimos que S + S′ tiene ĺımites cuando r tiende a cero.
Con este teorema Jordan garantizaba la existencia de Ci(E) y Ce(E) para un con-
junto acotado E del plano. Luego afirmaba que si Ci(E) y Ce(E) coincid́ıan, entonces el
conjunto es medible y su valor común se denomina el contenido de E, C(E).
Luego Jordan demuestra en el mismo texto las siguientes propiedades sobre el con-
tenido.
Propiedad 4.2: Si E′ ⊂ E entonces Ce(E′) < Ci(E).
Demostración: En esencia, Jordan procede del siguiente modo. Toma δ = frE −
frE
′. Luego toma todas las descomposiciones del plano en cuadrados de lado r < δ2 .
Aśı, garantiza, con el argumento de
siempre, que los cuadrados no exteriores a
E′ estén contenidos en E. Si para cada r
llamamos S la suma de las áreas de los cua-
drados con dichos lados se puede afirmar que
Ce(E
′) < S. Pero S es a su vez una suma
interior de E y por lo tanto, S < Ci(E). Por





Propiedad 4.3: Si E =
n⋃
k=1
Ek con Ei ∩ Ej = ∅ con i 6= j entonces:










Se considera una descomposición del plano en cuadrados de lado r. Todo cuadrado interior
en cada Ek es también interior a E. Sea Sk la suma de las áreas de los cuadrados interiores
a Ek y S la suma de las áreas de los cuadrados interiores a E. Puesto que pueden existir









De otra parte, llamaremos S+S′ la suma de las áreas de los cuadrados no exteriores
a E y Sk + S
′
k la suma de las áreas de los cuadrados no exteriores a Ek. Puesto que cada
cuadrado no exterior a E es también no exterior a uno o más conjuntos Ek, entonces se





k. Cuando r tiende a cero se tiene que S+S
′ tiende a Ce(E)
y Sk + S
′
















Si cada Ek es medible, entonces
Ci(Ek) = Ce(Ek). De esto se deduce fácil-




Con esto Jordan llegaba a la gran conclusión mediante la cual superaba el contenido
exterior. Dicha conclusión establećıa que si un conjunto es la unión disyunta de conjuntos
medibles entonces su contenido es la suma de los contenidos de los conjuntos que lo forman.
Aśı, sólo se requeŕıa que los conjuntos fueran medibles para que la condición de aditividad
finita se cumpliera.
Con esto Jordan demostraba que la sola idea del contenido exterior no permit́ıa
llegar a la tan anhelada aditividad finita. Se requeŕıa introducir el concepto de contenido
interior y de medibilidad para que tal cosa resultara.
Además, de este modo se explicaba en parte la razón por la cual la aditividad finita
no se cumple para los conjuntos A y B donde A = [0, 1] ∩Q y B = [0, 1] ∩ I. En esencia,
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el inconveniente se deb́ıa a que A y B no son medibles, pues Ci(A) = Ci(B) = 0 mientras
que Ce(A) = Ce(B) = 1.
Pero Jordan va más lejos y demuestra de manera sencilla pero contundente un
criterio para determinar la medibilidad de un conjunto. Parece ser que este criterio ya lo
hab́ıa enunciado en un trabajo anterior, pues no aparece en el texto que se ha tomado como
referencia, sino que es descrito en el libro “Teoŕıa de la Integración Clásica y Moderna”de
Pesin. El criterio de Jordan es el siguiente.
4.3.1. CRITERIO DE MEDIBILIDAD DE JORDAN
Un conjunto E es Jordan medible si y sólo si C(frE) = 0
Demostración
Por definición se tiene que Ce(E) = ĺım(S + S
′) y Ci(E) = ĺımS
i) Si E es medible entonces Ci(E) = Ce(E) y por tanto ĺım(S + S
′) = ĺımS. Pero
ĺım(S + S′) = ĺımS + ĺımS′, aśı que ĺımS + ĺımS′ = ĺımS. Por lo tanto, ĺımS′ = 0.
Es decir, la suma de las áreas de los cuadrados que cortan la frontera tiende a cero a
medida que su lado se acerca a cero. Aśı, Ce(frE) = 0 y como 0 ≤ Ci(frE) ≤ Ce(frE)
resulta que Ci(frE) = Ce(frE) = C(frE) = 0.
ii) Ahora, supongamos que C(frE) = 0. Entonces Ci(frE) = Ce(frE) = 0. Pero,
Ce(frE) = ĺımS
′; por tanto ĺımS′ = 0. Puesto que Ci(E) = ĺımS y Ce(E) =
ĺım(S + S′) = ĺımS + ĺımS′ = ĺımS, se obtiene que Ci(E) = Ce(E). Con lo cual
queda probado que E es medible.
4.4. INCONVENIENTES DEL CONTENIDO DE JOR-
DAN
A pesar de sus evidente avance respecto al contenido exterior, la medida de Jordan
basada en el contenido no respond́ıa a las expectativas de los matemáticos. Dado
que la medida de un punto es cero, era deseable que la medida de todo conjunto
enumerable fuese cero. Sin embargo, el conjunto enumerable de los racionales en [0, 1]




Emile Borel nace en 1871 en Aveyron Francia. Interesado por la docencia y la in-
vestigación decide continuar sus estudios en Matemáticas en la Escuela Normal Superior.
Su vocación por esta disciplina vino desde su temprana relación con la familia del Gran
matemático Darboux.
La investigación matemática de Borel se centra en dos áreas principales: teoŕıa de
funciones y calculo de probabilidades. Fue justamente en el estudio de funciones anaĺıticas
de donde obtiene dos de sus más importantes resultados:
El primero es el teorema de Heine Borel, según el cual todo conjunto cerrado y acota-
do recubierto por una familia enumerable de intervalos abiertos admite un subcubrimiento
finito. El segundo resultado establece que todo conjunto enumerable puede ser recubierto
por una cantidad enumerable de intervalos de longitud total tan pequeña como se quiera.
Estas dos proposiciones no eran el propósito central de su labor investigativa, sino
que eran pasos esenciales en la demostración de algunos de sus teoremas principales re-
lativos a funciones anaĺıticas. A estas dos importantes ideas se uńıa otra, obtenida por
Cantor en el desarrollo de su teoŕıa de conjuntos. Este resultado establećıa que todo con-
junto abierto de la recta real se puede expresar como la reunión de una familia enumerable
de intervalos disyuntos dos a dos.
Estos tres resultados son el punto de partida para que Borel vea la importancia
de definir la medida de un conjunto abierto y acotado de la recta real como la suma de
las longitudes de los intervalos abiertos cuya reunión lo forman(Pesin, 46). Lo cual es
equivalente al ĺımite inferior del conjunto formado por las suma de las longitudes de los
intervalos de cada familia enumerable de estos que cubre el conjunto. Aśı, Borel daba un
salto con relación al contenido de Jordan quien utilizaba cubrimientos finitos. Sin embargo,
no profundiza en esta idea y queda planteada como una mera sugerencia.
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En 1898, da una definición descriptiva de la medida cuyo propósito era establecer
las propiedades más elementales que esta deb́ıa satisfacer. Borel consideraba que una de-
finición de medida sólo pod́ıa ser útil si verificaba ciertas propiedades fundamentales y
estrictamente indispensables para el razonamiento que se llevaŕıa a cabo. Dichas propie-
dades según Borel son:
i) Una medida es siempre no negativa.
ii) La medida de la unión enumerable (o finita) disyunta de conjuntos es igual a la suma
de la medida de dichos conjuntos.
iii) La medida de la diferencia de dos conjuntos (uno contenido en el otro) es igual a la
diferencia de sus medidas.
iv) Todo conjunto de medida no nula no puede ser enumerable (ni finito)
Borel planteó la cuestión de construir una clase de conjuntos para los cuales fuese
posible construir una medida que concordara con los postulados anteriores y que partiera
de su definición de medida para conjuntos abiertos acotados en la rectas, pero que además
fuese susceptibles de ser extendido a la clase de conjuntos que se obtienen por medio de
las operaciones de diferencia y unión contable de conjuntos abiertos. Sin embargo, él no
respondió a estas inquietudes porque sus preocupaciones académicas se diriǵıan hacia el
estudio de las series en la teoŕıa anaĺıtica de funciones.
Por otra parte, Borel no relaciona su teoŕıa de la medida con la teoŕıa de la inte-
gración y no considera que sus ideas sean una generalización del concepto de contenido.
El no pensaba que su teoŕıa fuese apropiada para tal generalización, puesto que sus ideas
proveńıan de un contexto en el que se requeŕıa solucionar problemas propios de las series
y no de situaciones relacionadas con la teoŕıa de la integral.
Aśı, el hecho de que Borel no hubiera desarrollado ni aclarado su noción de medida
y no la hubiese considerado como un medio para la construcción de la integral fueron cau-
santes en principio de la no aceptación de sus ideas entre los matemáticos de su época. Sin
embargo, el sólo hecho de haber llegado a los dos resultados mencionados anteriormente
desde los cuales considera a los conjuntos de medida nula como aquellos que pueden ser
recubiertos por una familia enumerable de intervalos cuya suma de longitudes es arbi-
trariamente pequeña, es ya por śı solo un gran aporte. Sólo hasta cuando su trabajo es
retomado por Lebesgue, sus ideas cobran importancia, a tal punto que puede considerarse
a Borel como el fundador de la teoŕıa de la medida.
Este caṕıtulo está dividido en tres partes. En la primera se aborda la demostración de
que todo conjunto abierto de la recta es una reunión enumerable de intervalos disyuntos,
aśı como la demostración dada por Borel de que todo intervalo cerrado y acotado es
compacto y finalmente que la medida de un conjunto enumerable es cero. En la segunda
parte, se define la medida de Borel tal como se mencionó antes para un conjunto abierto
y luego para un conjunto cerrado. Se prueba que dicha medida satisface los postulados de
su definición axiomática de medida para conjuntos abiertos y se describe la idea de Borel
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por medio de la cual se pod́ıan obtener conjuntos medibles. En la tercera y última parte
se muestra la existencia de conjuntos que no son Borel medibles.
5.2. TEOREMAS QUE INSPIRARON LA MEDIDA DE
BOREL
Cantor demostró que todo conjunto abierto en la recta se puede expresar como una
reunión enumerable disyunta de intervalos abiertos. Este hecho jugaŕıa un papel impor-
tante en los intentos por generalizar el concepto de longitud. La longitud de un intervalo
abierto era la diferencia de sus extremos. ¿Qué seŕıa entonces la longitud de un conjunto
abierto general?. Borel, inspirado en este resultado , diŕıa que es la suma de las longitudes
de los intervalos que lo constituyen. A continuación se describe la demostración de este
resultado
5.2.1. Teorema de la Representación de un Abierto






Demostración: En primer lugar definamos en A la relación ∽ del siguiente modo:
x ∽ y si y sólo si existe un abierto U tal que {x, y} ⊆ U ⊆ A. Es fácil probar que esta
relación es de equivalencia y por lo tanto determina una partición sobre A. Sea x la clase
de equivalencia asociada a x en A. Probemos que x es un intervalo. Si a, b ∈ x (a < b)
existe un abierto U tal que {x, y} ⊆ U ⊆ A. Hay tres cosos: i) a < b < x, ii) a < x < b,
iii) x < a < b. Probaremos el caso ii), los demás se prueban similarmente. Como a, x ∈ x
existe un abierto U1 tal que {a, x} ⊆ U1 ⊆ A. Como b, x ∈ x existe un abierto U2 tal que
{b, x} ⊆ U2 ⊆ A. Dado que U1, U2 son intervalos entonces (a, x) ⊆ U1 y (x, b) ⊆ U2. Aśı,
tenemos que (a, b) = (a, x) ∪ (x, b) ⊆ U1 ∪ U2 ⊆ A. Puesto que U1 y U2 son dos intervalos
abiertos que se intersecan (x ∈ U1 ∩ U2) entonces U1 ∪ U2 es un intervalo abierto. Por
consiguiente podemos concluir que todo punto entre a y b está relacionados con a y b y
por tanto pertenece a la misma clase de equivalencia en la que está a y b, es decir a x. En
otras palabras, (a, b) ⊆ x. Esto prueba que x es un intervalo.
Probemos que x es abierto.
Sea y ∈ x entonces existe un intervalo abierto U tal que {y, x} ⊆ U ⊆ A. Puesto
que para todo z ∈ U , {z, y} ⊆ U ⊆ A entonces z ∽ y y por tanto z ∈ x. Aśı, existe un
intervalo abierto U tal que y ∈ U ⊆ x. Por tanto, x es abierto.
Como cada clase de equivalencia es un intervalo abierto, y cada intervalo abierto
contiene números racionales y estos son enumerables, entonces en cada intervalo se puede
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elegir, como representante de éste, el “primero”de los racionales que contiene, cuando
dichos racionales son enumerados. El conjunto formado por la reunión de racionales en
los intervalos es enumerable y el conjunto de los representantes es un subconjunto de este,
y por tanto es enumerable. Como hay tantos intervalos como representantes, se concluye
que la familia de intervalos es enumerable.
Aśı, se ha probado la existencia de una familia {In}∞n=1 de intervalos abiertos y




Ahora se probará el teorema de Heine Borel en los términos que Borel lo hizo en el
caṕıtulo III de sus lecciones sobre funciones anaĺıticas de 1898. En términos generales lo
que afirma este teorema es que todo recubrimiento enumerable por intervalos abiertos de
un intervalo cerrado y acotado admite un subcubrimiento finito.
Jordan hab́ıa definido el contenido exterior como el ĺımite inferior del conjunto for-
mado por las sumas de las longitudes de los intervalos que hacen parte de una familia
finita de intervalos abiertos que recubren el conjunto, para todas las familias finitas de
intervalos que cumplen con esta propiedad. ¿Por qué quedarse con recubrimientos fini-
tos por intervalos del conjunto? ¿Por qué no considerar recubrimienrtos enumerables por
intervalos?. Aśı, si en la definición de contenido exterior de Jordan se cambia finito por
enumerable, se podŕıa obtener cambios teóricos que valdŕıa la pena explorar. Al menos,
parece ser más general recubrir enumerablemente que de manera finita, pues en el caso
de un conjunto cerrado y acotado todo cubrimiento enumerable del conjunto implica un
cubrimiento finito. Es posible que esto fuera lo que a primera vista le pareció a Borel luego
de rescatar y demostrar tan bello y útil teorema.
A continuación se presenta este teorema tal como lo enunció Borel, con los mismos
términos de su argumentación.
5.2.2. Teorema de Heine-Borel
Si sobre un segmento limitado de recta hay una infinidad enumerable de intervalos,
tal que todo punto de la recta sea interior a al menos uno de esos intervalos, existirá un
número limitado de intervalos elegidos entre los intervalos dados y con la misma propiedad
(todo punto del segmento de recta está en el interior o, al menos, en uno de ellos.)
Demostración:
Debemos probar que existe un número N , tal que todo punto del segmento de recta
sea interior a un intervalo cuyo rango10 no sobrepase aN . En efecto, neguemos la existencia
del número N . Esto quiere decir que cualquiera que sea el número n, existirá sobre el
segmento de recta un punto tal que todos los intervalos que lo contengan tiene un rango
superior a n. Está claro que si dividimos el segmento de recta en dos segmentos iguales, al
menos uno de esos segmentos poseen la misma propiedad; porque, si ninguno la cumpliera
10Por rango Borel entiende lo siguiente: en una familia numerable de intervalos, el rango del intervalo
(ak, bk) es el número k.
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existiŕıa dos número N ′ y N ′′ tal que eligiendo el mayor de estos digamos N , se tendŕıa
que todo punto de la recta está en el interior de al menos un intervalo de rango inferior a
N . Lo cual es contrario a nuestra suposición.
Si continuamos dividiendo el segmento elegido en dos partes iguales y conservamos
el segmento para el cual no existe el número N , y continuamos de este modo, obtendremos
segmentos más y más pequeños, encerrados uno dentro de otro con la propiedad siguiente:
Para todo número natural n, cualquiera de los segmentos que hemos conservado contienen
al menos un punto que no está contenido dentro de algún intervalo de rango inferior a n.
Estos segmentos está encajados uno dentro de otro y donde la longitud de cualquiera
es la mitad de la longitud del que le precede. Por tanto, en virtud del teorema de intervalos
encajados, existe un punto ĺımite α para los extremos de estos segmentos.
Este punto α, es por hipótesis, un punto interior de un intervalo de rango k. Los
extremos ak, bk de estos intervalos no coinciden con α (por ser α precisamente un punto
interior de este intervalo). Śı tomamos cualquier intervalo am − bm de la familia en consi-
deración pero con rango mayor a k, tendremos que todos sus puntos están contenidos en
el intervalo de extremos ak − bk. Lo cual contradice que exista un punto en el intervalo de
extremos am, bm que no pertenece a ningún intervalo de rango inferior a m.
Esta es una demostración magistral que no recurre a los tecnicismos de las demos-
traciones actuales de este teorema, pero contienen las ideas esenciales.
Ahora se muestra el razonamiento de Borel para otro teorema, considerado como
auxiliar por el mismo Borel para lograr resultados matemáticos verdaderamente significa-
tivos. Este teorema establece que todo conjunto enumerable puede ser recubierto por una
familia enumerable de longitud total arbitrariamente pequeña.
En otras palabras, la medida exterior de un conjunto enumerable es cero, si se
considera la medida de un conjunto como el Limite Inferior de las sumas de las longitudes
de los intervalos abiertos que conforman un recubrimiento enumerable del conjunto, para
todos los recubrimientos enumerables posibles por intervalos abiertos.
Con este resultado Borel estaba ofreciendo una nueva manera de definir un conjun-
to de medida cero, como aquel que puede ser recubierto por una infinidad enumerable
de intervalos de longitud arbitrariamente pequeña. Aportando aśı luz sobre uno de los
conceptos importantes de la época.
De otra parte, otra de las consecuencias más trascendentales de este resultado fue
el haber logrado superar una de los obstáculos más fuertes que la teoŕıa del contenido de
Jordan no hab́ıa logrado vencer. Para Jordan el contenido A = [0, 1]∩Q no es medible ya
que Ci(A) = 0 y Ce(A) = 1. Esto se deb́ıa a que la definición del contenido en términos de
cubrimientos finitos no era apto para probar que el contenido de un conjunto enumerable
fuera cero. Con la noción de medida que sugeŕıa este nuevo teorema, se resolv́ıa la situación
y se conclúıa que la medida de A, es cero, por ser un conjunto enumerable; y no uno como
lo establećıa el contenido. Veamos el teorema y su demostración.
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5.2.3. Teorema de la Medida de un Conjunto Enumerable
Si A es un conjunto enumerable entonces puede ser recubierto por una familia enu-
merable de longitud total arbitrariamente pequeña.
Demostración: Los elementos de A se puede escribir como α1, α2, ..., αn, ... por ser













In. Para cada In la longitud viene dada por l(In) =
ǫ
2n . Aśı que la longitud total








donde ǫ es positivo y arbitrario.
5.3. MEDIDA DE BOREL
MEDIDA DE BOREL Hab́ıamos señalado que Borel estableció lo que él consi-
deraba las propiedades esenciales de una medida. Su idea fue presentar la medida a partir
de axiomas o postulados al estilo del matemático Jules Drach, quien introdujo esta forma
de proceder en Francia. En todo caso, Borel buscaba que su medida fuese una extensión
natural del concepto de longitud de un intervalo acotado (abierto o cerrado), por lo que
la longitud de éste deb́ıa ser un claro ejemplo de su definición.
A continuación se presenta nuevamente la definición de caracter descriptivo formu-
lada por Borel.
Definición 5.1: Una medida de conjuntos satisface
i) Es no negativa.
ii) La medida de una familia finita o enumerable de conjuntos disyuntos dos a dos es
la suma de sus medidas.
iii) La medida de la diferencia de dos conjuntos es la diferencia de las medidas de los
conjuntos dados siempre y cuando uno esté contenido el otro.
iv) Un conjunto de medida no nula es no enumerable.
La longitud de un intervalo acotado satisface evidentemente los cuatro axiomas an-
teriores. Sin embargo, ¿Existe otra medida más general para conjuntos que satisfagan las
propiedades anteriores?. Borel no responde de manera abierta a este interrogante, pero
de sus ideas se desprende la posibilidad de definir la medida de una forma constructi-
va. Esta posible definición seŕıa el resultado de los tres grandes teoremas mencionados
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anteriormente: El primero, todo conjunto abierto es reunión disyunta de intervalos abier-
tos. El segundo, el teorema de Borel. El tercero, todo conjunto enumerable admite un
recubrimiento por intervalos de longitud total arbitrariamente pequeña.
En los tres teoremas se concibe un recubrimiento enumerablede de un conjunto
por intervalos. Esto posiblemente influyó en Borel para que considerará la medida de
un conjunto en términos de recubrimientos enumerables por intervalos. El interés por
los conjuntos acotados quizás proceda de su propio teorema sobre la compacidad de un
intervalo cerrado y acotado o de la tendencia general de considerar estos conjuntos en los
estudios iniciales de la teoŕıa de la medida. A continuación presentamos la definición de
medida sugerida por los planteamientos de Borel que aparece en el trabajo de (Pesin. 46)
Definición 5.2: Sea A un conjunto abierto de la recta real. La medida de Borel de








In e {In}∞n=1 es una familia de intervalos disyuntos dos a dos.
En el caso de un conjunto cerrado y acotado, este puede ser encerrado en un intervalo
I. De modo que, en virtud de la propiedad iii) se tiene la siguiente definición:
Definición 5.3: Sea A un conjunto cerrado de la recta real e I un intervalo tal que
A ⊂ I. La medida de Borel de A está dado por:
l(A) = l(I)− l(I/A)
Pero, ¿satisface la medida constructiva de Borel los axiomas de su definición descrip-
tiva?. Puesto que Borel no dio explicitamente una definición constructiva de su medida,
mucho menos hizo una verificación de las propiedades de su definición axiomática por la
misma. A continuación se verifican los postulados de Borel para abiertos acotados.
La propiedad i) se deduce de la definición de medida que hemos dado. La propie-
dad iv) se deduce por contrarećıproca del tercer teorema probado en la sección anterior.
Probaremos la propiedad según la cual la medida de Borel satisface ii) y iii).
Veamos:
Demostración de ii)
Sea {An}∞n=1 una familia de conjuntos abiertos acotados de la recta real disyuntos dos a
dos. Para cada n ∈ N, l(An) =
∞∑
k=1
l(Ink ) donde An =
∞⋃
k=1
Ink con {Ink }nk=1 familia disyunta
de intervalos. Como Ini ∩ Inj = ∅ con i 6= j y además Ink ⊂ An y Imk ⊂ Am y Am ∩An = ∅
param 6= n entonces Imk ∩Ink = ∅ conm 6= n. Por tanto {Ink }
n=1,...∞
k=1,...∞ es una familia disyunta
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Demostración de iii)
Sean G1, G2 abiertos acotados con G1 ⊂ G2. Tenemos que G2 = G1 ∪ (G2 −G1).
Caso 1 G2 −G1 es abierto .
Como G2 − G1 ⊂ G2 entonces G2 − G1 es también acotado. Además G1 y G2 son
disyuntos. En consecuencia G2 −G1 y G1 son disyuntos, y por ii) tenemos que
l(G2) = l(G1) + l(G2 −G1)
Aśı, se puede concluir que l(G2 −G1) = l(G2)− l(G1).
Caso 2 G2 −G1 es cerrado.
Como G2 es acotado existe un intervalo abierto I tal que G2 ⊂ I. Puesto que
G2 −G1 ⊂ G2 entonce G2 −G1 ⊂ I. Por la definición 2,
l(G2 −G1) = l(I)− l(I/(G2 −G1))
Dado que G1 ⊂ I/(G2 −G1) y además son abiertos, entonces por el caso 1 tenemos
que
l(I/(G2 −G1)−G1) = l(I/(G2 −G1))− l(G1) (5,1)
Pero I/(G2 −G1)−G1 = I −G2, por lo que (5.1) se convierte en
l(I −G2) = l(I/(G2 −G1))− l(G1) (5,2)
Además G2 ⊂ I y son abiertos, entonces
l(I −G2) = l(I)− l(G2) (5,3)
Sustituyendo (5.3) en (5.2) tenemos
l(I)− l(G2) = l(I/(G2 −G1))− l(G1) (5,4)
Pero G2 −G1 ⊂ I y son abiertos por lo que
l(I/(G2 −G1)) = l(I)− l(G2 −G1) (5,5)
Sustituyendo (5.5) en (5.4) resulta
l(I)− l(G2) = l(I)− l(G2 −G1)− l(G1)
Simplificando, obtenemos
l(G2 −G1) = l(G2 − l(G1))
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Con esto afirmamos que la medida de Borel, impĺıcitamente sugerida en sus plan-
teamientos, satisface los axiomas propuestos para los conjuntos abiertos acotados. En el
caso de los conjuntos cerrados y acotados la medida de Borel cumple el postulado ii) pero
no el iii), porque de entrada la reunión de cerrados acotados puede resultar no acotada11,
situación para la cual la definición de medida Borel no aplica. De hecho si un conjunto
llegase a ser no medible Borel tendŕıa que ser necesariamente cerrado. Más adelante se
comentará la idea bajo la cual se garantiza la existencia de conjuntos no Borel medibles.
Por lo pronto, podemos decir que Borel śı piensa en una cierta clase de conjuntos para los
cuales se les pueda calcular su tamaño a partir de su definición
5.4. CARACTERIZACIÓN DE LOS CONJUNTOS DE BO-
REL
El universo de los conjuntos de Borel en la recta queda plenamente determinado
por los intervalos abiertos. Incluso los intervalos cerrados se pueden obtener como reunión
de intervalos que lo contienen. Borel considera que se pueden obtener conjuntos de la
recta más complejos que son Borel medibles mediante ciertas operaciones conjuntistas.
De hecho las propiedades ii y iii de su definición axiomática lo conduce a pensar que
por aplicación reiterada pero enumerable de las operaciones de unión y diferencia podŕıa
obtener los conjuntos que pueden ser medidos. Sólo plantea la inquietud y evade una
argumentación rigurosa con un pie de página: “He omitido toda demostración ya que la
redacción me pareció tener que ser larga y fastidiosa”. Seŕıa Lebesgue quien más adelante
abordaŕıa dicha tarea dando una construcción rigurosa de la clase de conjuntos obtenida
por aplicación sucesiva de reunión y diferencia de abiertos en su trabajo de 1910 titulado:
“Sobre una condición general de integrabilidad”. (Compt. Rendus.)
Aqúı no abordaremos esta demostración porque no fue un trabajo proveniente de
Borel, en quien estamos interesados. Pero además, porque la ubicación temporal del mismo
se sale del periodo en el cual estamos interesados. (1823 a 1904), y la demostración de
Lebesgue fue realizada en 1910.
5.5. EXISTENCIA DE UN CONJUNTO NO BOREL ME-
DIBLE
Inicialmente, para mostrar que existen conjuntos no medibles Borel, no se exhiben
un ejemplo concreto sino que se trabaja sobre la base de la teoŕıa de cardinales. La cons-
trucción de tales conjuntos provino inicialmente del trabajo de Vitali, quizás el más simple
y más conocido formulado en 1905. (Consultar Bartle, 161)




An = [a,∞) es cerrado no acotado. Por lo tanto, se puede definir la medida de Borel para
cada An tal como la hemos establecido, no aśı para A.
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En cambio, Borel interesado en el estudio de los conjuntos perfectos en [0, 1] logra
darse cuenta de que el número de subconjuntos en [0, 1] es mayor que el cardinal de
los números reales y retoma el hecho demostrado por Lebesgue según el cual el número
de conjuntos Borel medibles es el mismo que el cardinal de los reales. Por tanto, hay
subconjuntos en [0, 1] que no son Borel-medibles. Un bosquejo de la demostración de este





Recordemos que Lebesgue hab́ıa dado una definición axiomática de la integral to-
mando como fundamento sus propiedades. Intenta con esto tal vez expresar que el poder
anaĺıtico de la integral se sustentaba en la sencillez y utilidad de sus propiedades. De este
modo manifestaba su idea de concebir en un sentido más amplio la integral. Se trataba
entonces de poner a los matemáticos en el trabajo de llegar a una definición constructiva
de la integral; cuya importancia estaŕıa dada en la medida en que ésta satisficiera dichos
axiomas.
Haciendo uso de dichos postulados, y en un intento de facilitar un proceso construc-
tivo de la integral, llega a reconocer la necesidad de dar una definición para la integral
de una función caracteŕıstica. Pronto se da cuenta de que dicha integral parece indicar
justamente la medida del conjunto en el que esta función no se anula. Logra aśı conectar
el concepto de integral con el de medida de un conjunto. Surge aśı la tarea de definir y
estudiar a fondo lo que significa la medida.
En principio, Lebesgue da una definición axiomática de la medida. Esto lo hace
influenciado por Emile Borel quien fue el primer matemático que dio una definición de
medida en este sentido. Lebesgue sigue el mismo ejemplo pero, a diferencia de Borel, una
vez sienta su definición axiomática, se encarga de demostrar que ésta concuerda con la
definición axiomática de la integral. De este modo su definición de medida queda entendida
como una extensión natural de la integral.
Sin embargo, Lebesgue es consciente de que para fines prácticos es importante contar
con una definición constructiva de la medida que permita hallar con exactitud la medida
de un conjunto espećıfico. Para dar una definición de tal estilo se inspira en el trabajo
desarrollado por Jordan y Borel. De Jordan retoma sus conceptos de contenido exterior,
contenido interior y medibilidad. Los resultados obtenidos por Borel en algunos de sus
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trabajos le hacen ver que podŕıan existir ciertas ventajas en considerar recubrimientos
enumerables de conjuntos como alternativa para medirlos, en lugar de los recubrimientos
finitos que constitúıan la parte central del concepto del contenido.
Combinando ambas ideas, las de Jordan y Borel, Lebesgue establece una definición
constructiva de la medida. Pero, una vez que tiene a la mano dicha definición, demuestra
que esta satisface los postulados de la definición axiomática de medida que inicialmente
hab́ıa dado. Ese seŕıa su siguiente paso. Para lograrlo, introduce un criterio de medibilidad
que menciona y no demuestra, pero que usa de manera permanente en las demostraciones
en las que busca establecer la coherencia entre la definición axiomática y constructiva de
la medida. Debido a la utilidad de tal criterio de medibilidad nosotros no sólo lo enuncia-
remos, sino que argumentaremos su veracidad con base en las definiciones de Lebesgue y
lo ya conocido por éste.
En este caṕıtulo describiremos en detalle el proceso anterior. Es decir: primero pre-
sentaremos la definición axiomática de la medida y su concordancia con la definición
axiomática de la integral, ambas dadas por Lebesgue. Luego describimos la definición
constructiva de medida de un conjunto y justificaremos el criterio de medibilidad. Dicho
criterio es importante por el servicio que presta en las argumentaciones para su demos-
tración. Luego se describirán las ideas de Lebesgue para poner en armońıa su definición
constructiva de medida con su definición axiomática; sobre todo, se detallará su demostra-
ción sobre la aditividad. Mas aún, también la demostración concerniente a la medibilidad
de la reunión de una familia enumerable no disyunta de conjuntos medibles; y a la prueba
relativa a la medibilidad de su intersección.
Se presentará también el trabajo de Lebesgue sobre funciones medibles el cual estuvo
basado en los resultados relativos a conjuntos medibles. Alĺı se vislumbrará la importancia
en las demostraciones de la medibilidad de la reunión e intersección enumerable de con-
juntos medibles. Se iniciará con las ideas que inspiran la definición de función medible y
se presentarán tres afirmaciones básicas. Luego se describirá el razonamiento de Lebesgue
para garantizar que una función continua y una función integrable Riemann son medibles.
Se detallará la argumentación de Lebesgue sobre dos resultados importantes en el anterior
razonamiento. Estos teoremas son los relativos a la función ĺımite de una sucesión conver-
gente de funciones medibles por una parte; y por otra, el de la medibilidad de una función
continua en casi toda parte.
Finalmente, aunque Lebesgue no lo hizo, se mostrará uno de los tantos ejemplos
clásicos sobre la existencia de conjuntos no medibles Lebesgue.
Para el desarrollo del presente caṕıtulo, nos basaremos en la lectura del caṕıtulo V II
del libro de Lebesgue titulado: Lecciones sobre integración y la investigación de funciones
primitivas editado en Paŕıs en 1950. Este caṕıtulo no sufrió ninguna modificación notable
en relación con la primera edición de 1904. Estaremos centrados en las páginas 110 a 120 de
dicho trabajo. Puesto que en ese caṕıtulo y en ninguna parte de dicho trabajo aparece un
ejemplo de un conjunto no medible Lebesgue; retomaremos del texto de Takeuchi titulado:
Integral de Lebesgue, 1970, un ejemplo clásico, atribuido a Vitali. Dicho ejemplo aparece
alĺı descrito de forma muy general; nosotros aqúı argumentaremos los detalles de la prueba.
CAPÍTULO 6. MEDIDA DE LEBESGUE 69
6.2. HACIA UNA DEFINICIÓN AXIOMÁTICA DE LA
MEDIDA
Como se vio en el caṕıtulo 5 fue Borel quien estableció una definición axiomática de
la medida y de paso dejó planteado el interrogante de construir una clase de conjuntos para
los cuales fuese posible definir una medida que satisficiera dichos axiomas. Su respuesta
se limitó a sugerir impĺıcitamente una medida relacionada exclusivamente con conjuntos
abiertos acotados.
Fue Lebesgue quien tomó el asunto y en 1901 publicó un art́ıculo en la revista Comtes
Rendus titulado Sobre la generalización de la integral definida, en el cual establece con
claridad que su propósito es asociar a cada conjunto acotado E de la recta un número no
negativo, llamado la medida de E y denotado mE, el cual debe satisfacer los siguientes
postulados:
1′ Dos conjuntos congruentes tienen la misma medida.
2′ La medida de un conjunto que sea reunión enumerable o finita de conjuntos medibles
y disyuntos dos a dos, es igual a la suma de las medidas de dichos conjuntos.
3′ La medida del intervalo (0, 1) es igual a 1.
Al hacer estos planteamientos, Lebesgue ha tenido el cuidado de que los postulados que
definen axiomáticamente la medida concuerden con los axiomas que definen su integral.
Aśı, la medida debeŕıa ser una extensión natural de la integral.
En sus Lecciones sobre la integración publicadas en 1904 Lebesgue logra ilustrar la
concordancia entre las definiciones axiomáticas que hace tanto de la integración como de
la medida. En principio, Lebesgue parece pensar que la integral aplicada a una función
caracteŕıstica define una medida. Al hacerlo, establece el v́ınculo entre la integración y la
medida; y con este concepto como base, ilustra de manera muy general la correspondencia
entre las definiciones descriptivas de integral y de medida que él mismo propone. Aqúı,
detallaremos sus ideas. Veamos:
En primer lugar, recordemos que la función caracteŕıstica con respecto a un conjunto
cualquiera E se define como:
Ψ(x) =
{
1 si x ∈ E
0 si x /∈ E
Si suponemos que E ⊂ [a, b] entonces podemos definir la medida de E como la integral de




No es extraña esta definición de medida ya que en el caṕıtulo 3, en el que nos acercamos
a la integral de Lebesgue, dimos las razones por las cuales la integral de una función
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caracteŕıstica puede verse como la medida del conjunto en el que esta se define. Alĺı se






dx = b− a
Por lo que el resultado que arroja en este caso la integral es la longitud de [a, b]; es decir,
la medida de E.
En primer lugar, se observa que la definición de medida concebida por Lebesgue es
no negativa, ya que en virtud del axioma 4 de integral, se tiene que
∫ b
a
Ψ(x)dx > 0 al ser
Ψ(x) > 0 para todo x ∈ [a, b].
En segundo lugar, el axioma 1 de integral nos dice que la integral de una función no







Ψ(x− h)dx = m(E − h)
Puesto que un conjunto por traslación no cambia de forma y tamaño, entonces el axioma
1 de integral coincide con el axioma 1′ de la medida.








El axioma 2′ de medida está en correspondencia con el axioma 2 de integral. Para probarlo
se requiere el uso de los axioma 3 y 6 de la integral. Veamos:
Sea {Ei}∞i=1 una familia enumerable de conjuntos disyuntos dos a dos. Se puede




Ψi(x)dx donde Ψi(x) =
{
1 si x ∈ Ei
0 si x /∈ Ei
Ahora se define Ψ(x) =
∞∑
i=1








Ψi(x) entonces se tiene que ĺım
n→∞
ϕn(x) = Ψ(x).














Puesto que ϕn(x) 6 ϕn+1(x) para todo x ∈ [a, b] y ĺım
n→∞
ϕn(x) = Ψ(x) entonces, en virtud

































































De esta forma Lebesgue demostraba la compatibilidad entre sus definiciones axiomáti-
cas de la integral y de la medida. Sin embargo, no quedaba aún claro como calcular la
medida del conjunto E.
Era por tanto imprescindible dar una definición de medida de carácter constructivo
que posibilitara una manera de calcular la medida de un conjunto, pero que además fuese
compatible con la definición axiomática de la medida dada con anterioridad. Este es el
problema en el que se adentra Lebesgue.
6.3. HACIA UNA DEFINICIÓN CONSTRUCTIVA DE LA
MEDIDA
A continuación describimos la reflexión que lleva a Lebesgue a proponer su definición
de medida de un conjunto.
En primer lugar la medida de un intervalo debe ser igual a su longitud independiente
de que contenga o no sus extremos. Esto en virtud de que la medida de un conjunto
enumerable es cero como lo hab́ıa señalado Borel, pero además porque la relación entre
las definiciones descriptivas de medida e integral aśı lo establećıan.
En el caso de un conjunto abierto E, ya Borel hab́ıa considerado su longitud como
la suma de las longitudes de los intervalos disyuntos dos a dos cuya unión lo forman.
Pero, ¿Cómo definir la medida de un conjunto E del cual no se sabe nada acerca de su
estructura?.
Lebesgue piensa entonces que el conjunto E puede ser recubierto por un número
finito o infinito enumerable de intervalos disyuntos dos a dos. La medida de este recubri-
miento es la suma de las longitudes de los intervalos que lo forman y será mayor que la
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medida del conjunto E. Aqúı ya parece que Lebesgue contempla el hecho de que en caso
de llegar a definir una medida, esta debe ser monótona decreciente. Luego observa que
la medida de E podŕıa considerarse como el limite inferior del conjunto formado por las
medidas de los recubrimientos por intervalos abiertos del conjunto E. A ésta medida, la
denomina Lebesgue, medida exterior.
En este razonamiento se observa una clara influencia de Borel y Jordan. Fue al
primero al que se le ocurrió considerar recubrimientos enumerables por intervalos de un
conjunto; mientras que el segundo, hab́ıa tomado el concepto de limite inferior como parte
de su definición de medida.
Utilizando la notación de Lebesgue, técnicamente se tiene la siguiente definición:
6.3.1. Definición de Medida Exterior
Si α es un recubrimiento enumerable del conjunto E por intervalos disyuntos dos
a dos, entonces su medida se denota por m(α). La medida exterior de E se denota por
me(E) y se define como:
me(E) = ı́nf {m(α) : E ⊆ α donde α es un recubrimiento de E}
Pero su análisis no termina alĺı. Luego procede a definir la medida interior de un
conjunto. Su manera de hacerlo difiere totalmente de la forma como lo hab́ıa hecho Jordan.
Su idea inspiraŕıa años después a Caratheodory para definir lo que es un conjunto medible,
Lebesgue procede aśı:
Considera el conjunto E contenido en el segmento AB de la recta. Llama CAB(E)
a la diferencia de E con respecto a AB. Es decir, CAB = AB − E. Luego observa que es
ideal que la medida definida cumpla que:
m(E) +m[CAB(E)] = AB
de lo cual se deduce que
m(E) = AB −m[CAB(E)] > AB −me[CAB(E)]
Llama al último término de la desigualdad la medida interior de E. Técnicamente se tiene
la siguiente definición:
6.3.2. Definición de Medida Interior
Si E ⊂ AB entonces la medida interior de E, denotada por mi(E), como
mi(E) = AB −me[CAB(E)]
Para comparar las dos medidas Lebesgue utiliza el teorema de Borel. En primer lugar si
α es un recubrimiento de E por intervalos abiertos diyuntos dos a dos, y β también lo es
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de CAB(E); entonces α y β forman juntos un recubrimiento enumerable de AB. Por el
teorema de Borel AB puede ser recubierto por un subcubrimiento finito de α∪β, digamos
γ. Aśı m(AB) 6 m(γ) y desde luego m(γ) 6 m(α) +m(β). Por lo tanto:
m(α) +m(β) > m(AB)
Y también





Aśı, Lebesgue concluye textualmente en la página 114 de sus Lecciones que: “la medida
interior jamás superará a la medida exterior”. Esto lo lleva a definir como medibles a
aquellos conjuntos donde la medida exterior e interior coinciden, y su medida es el valor
común de la medida interior y exterior.
Técnicamente se tiene la siguiente definición:
6.3.3. Definición de Conjuntos Medibles
El conjunto E se dice medible si mi(E) = me(E), y el valor común es llamado la
medida de Lebesgue de E, denotado m(E).
En esta última definición Lebesgue deja ver la influencia de Jordan quien define el
contenido de un conjunto como el valor común del contenido exterior e interior. Por otra
parte, al igual que Jordan, Lebesgue restringe su medida a una clase especial de conjuntos,
los conjuntos medibles. Dejando aśı muy claro que no todos los conjuntos de la recta serán
susceptibles de ser medidos.
6.4. CRITERIO DE MEDIBILIDAD
Lebesgue haćıa un uso frecuente en sus demostraciones de un criterio de medibilidad
que no demuestra, pero que se deduce de su definición de medibilidad. Seguramente omite
la demostración en aras de la fluidez de su exposición y quizás también por considerar
que la argumentación no presenta ningún problema. Sin embargo, por ser un criterio que
Lebesgue usa a menudo en sus razonamientos y que, además es poco usado en la actualidad
debido a su ausencia en algunos textos modernos de uso frecuente sobre la teoŕıa de la
medida, se procederá no sólo a enunciarlo sino que también presentamos una demostración
del mismo.
No se pretende poner de ningún modo en duda la veracidad del criterio de medi-
bilidad de Lebesgue, ni mucho menos atribuir nuestros argumentos al razonamiento de
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Lebesgue; esto seŕıa un imperdonable atrevimiento frente a una de las figuras mas emi-
nentes del pensamiento matemático a finales del siglo XIX y principios del siglo XX. Solo
deseamos, como seres pensantes que somos, hacer un ejercicio racional. Eso śı basados en
lo posible, en elementos teóricos propios de la época conocidos por el mismo Lebesgue.
El criterio de medibilidad que se enuncia aqúı como teorema, es sugerido impĺıci-
tamente en un razonamiento de Lebesgue en relación con la constatación del segundo
postulado que hace parte de la definición de medida. Dicho razonamiento aparece en la
página 107 de sus Lecciones de 1904 y en la página 115 del mismo texto pero en la edición
de 1950. La idea es abordada con mayor profundidad por el matemático e historiador Ivan
Pesin en la página 56 de su texto, Teoŕıas clásicas y modernas de la integración, quien lo
formula como un criterio.
Teorema: Criterio de medibilidad de Lebesgue
Sea E ⊂ [a, b] = AB. Se dice que E es medible si y sólo si para todo ǫ > 0 existen
dos familias enumerables de intervalos abiertos α y β tal que E ⊆ α y CAB(E) ⊆ β12 y
m(α ∩ β) < ǫ.
Demostración:
Probaremos primero que si E es medible entonces para todo ǫ > 0 existen dos fami-
lias enumerables de intervalos abiertos α y β que recubren a E y CAB(E) respectivamente,
tal que, la medida de su intersección es menor que ǫ. Es decir, E ⊂ α y CAB(E) ⊂ β, con
m(α ∩ β) < ǫ.
En primer lugar, por la definición de medida exterior se tiene que dado ǫ/2 > 0
existen familias enumerables α y β de intervalos abiertos disyuntos dos a dos tal que
E ⊂ α y CAB(E) ⊂ β con
me(E) < m(α) < me(E) + ǫ/2 (6,1)
y
me[CAB(E)] < m(β) < me[CAB(E)] + ǫ/2 (6,2)




< m(AB)−m(β) < m(AB)−me[CAB(E)] (6,3)





< m(AB)−m(β) < mi(E) (6,4)
De la desigualdad (6,1) y (6,4) podemos concluir que
me(E)−mi(E) < m(α) +m(β)−m(AB)
12Para entender los razonamientos de Lebesgue es importante distinguir cuando α se refiere a la familia
de intervalos o a la reunión de los mismos. Es el contexto el que permitirá hacer dicha distinción.
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Al sumar las desigualdades (6,1) y (6,2) se tiene que:
m(α) +m(β) < me(E) +me(CAB(E)) + ǫ (6,5)
Aśı que
me(E)−mi(E) < m(α) +m(β)−m(AB) < me(E) +me(CAB(E))−AB + ǫ (6,6)
Lo cual es equivalente a:
me(E)−mi(E) < m(α) +m(β)−m(AB) < me(E)−mi(E) + ǫ (6,7)
Puesto que E es medible, entonces me(E) = mi(E), por lo que
0 < m(α) +m(β)−m(AB) < ǫ (6,8)
Sea α∩β la parte común de α y β. Utilizaremos el hecho de que m(α∪β) = m(α)+m(β)−
m(α∩ β). Este no aparece en las Lecciones de Lebesgue de las dos ediciones mencionadas
anteriormente. Sin embargo, no parece tener el perfil de ser un hecho desconocido para
Lebesgue, dada la sencillez de la afirmación y de su familiaridad con alguna proposición de
la teoŕıa de conjuntos desarrollada por Cantor en aquella época. Incluso la demostración
puede obtenerse de la definición de medida de Borel para conjuntos abiertos dada en el
caṕıtulo anterior .Una prueba del mismo aparece incluso en textos modernos, como en el
libro de Juan Antonio Gatica titulado Introducción a la integral de Lebesgue en la recta
(página 22) editado en 1977 por la OEA en Washington en donde la argumentación parte
de la definición generalizada de longitud para conjuntos abiertos. De cualquier forma,
continuando con nuestro razonamiento tenemos que:
m(α ∩ β) = m(α) +m(β)−m(α ∪ β)
< m(AB) + ǫ−m(α ∪ β) por (6,8)
Como α ∪ β recubre a AB entonces m(AB) 6 m(α ∪ β), por lo cual,
m(α ∩ β) < m(AB) + ǫ−m(AB) = ǫ
que es justamente lo que deseábamos probar.
Ahora bien, probemos la proposición rećıproca. Es decir, supongamos que dado ǫ > 0
existan dos familias enumerables α y β de intervalos abiertos disyuntos dos a dos tal que
E ⊆ α y CAB(E) ⊆ β con m(α ∩ β) < ǫ. Demostremos que el conjunto E es medible.
Veamos:
Sabemos que E ⊂ AB y que podemos asumir AB = [a, b], pues ya Borel hab́ıa
garantizado que añadir o quitar un punto a un conjunto no cambia su medida por ser
la medida de un punto cero. Aśı que partiendo de nuestra hipótesis, definimos: α′ =
α∩AB y β′ = β ∩AB. Entonces, α′ y β′ son recubrimientos enumerables de E y CAB(E)
respectivamente mediante intervalos abiertos disyuntos dos a dos, con α′∪β′ = AB, y por
consiguiente me(E) < m(α
′) y me[CAB(E)] < m(β′). Sumando las desigualdades tenemos
me(E) +me[CAB(E)] 6 m(α
′) +m(β′) (6,10)
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Puesto que m(α′) +m(β′) = m(α′ ∪ β′) +m(α′ ∩ β′), al reemplazar en (6,10) se obtiene
me(E) +me[CAB(E)] 6 m(α
′ ∪ β′) +m(α′ ∩ β′)
Dado que m(α′∩β′) 6 m(α∩β) < ǫ y m(α′∪β′) = m(a, b) = m(AB) entonces concluimos
que:
me(E) +me[CAB(E)] 6 m(AB) + ǫ
Como ǫ > 0 es arbitrario,
me(E) 6 m(AB)−me[CAB(E)]
Por definición de medida interior
me(E) 6 mi(E)
Puesto que ya se hab́ıa probado en un resultado anterior que mi(E) 6 me(E), entonces
podemos afirmar que mi(E) = me(E). Por consiguiente, E es medible como se queŕıa
probar.
Este criterio, como lo hemos dicho ante, será usado por Lebesgue, sobre todo en
aquellas demostraciones que tienen por objeto ilustrar comó su definición constructiva de
medida satisface los postulados de su definición axiomática, como se verá más adelante.
6.5. COHERENCIA ENTRE LA DEFINICIÓN CONSTRUC-
TIVA Y AXIOMÁTICA DE MEDIDA LEBESGUE
Luego de establecer su definición constructiva de medida, Lebesgue debe asegurar
que ésta satisface los tres postulados de su definición axiomática. Sin embargo, se limita
solamente a presentar la prueba en la que verifica el segundo postulado. Al respecto,
manifiesta que el primer y último de los tres postulados son fáciles de probar.
En la demostración que presenta Lebesgue para constatar el segundo postulado, usa
frecuentemente su criterio de medibilidad y hace algunas afirmaciones que no justifica,
seguramente a la espera de que el lector las verifique. En este trabajo se describe la de-
mostración que hizo Lebesgue para constatar que su definición constructiva de medida
cumple con el segundo postulado de su definición axiomática. El objetivo es que el lector
quede con una idea clara de los pasos fundamentales de su argumentación. Dicha demos-
tración aparece descrita por Lebesgue en las páginas 107 y 108 en sus Lecciones de 1904,
aunque en la edición de 1950 aparece de forma más detalla en las páginas 114 a 116.
TEOREMA
La medida de la unión contable de conjuntos medibles disyuntos dos a dos es igual
a la suma de las medidas de los conjuntos.
Demostración:
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Sea {Ei}∞i=1 una familia de conjuntos medibles tal que Ei ∩ Ej = ∅ para i 6= j.
Lebesgue llama E =
∞⋃
i=1
Ei y va a demostrar que m(E) =
∞∑
i=1
m(Ei). Para esto, prueba
primero que me(E) 6
∞∑
i=1





Como cada Ei es medible, del criterio de medibilidad Lebesgue afirma que para
ǫi > 0 existen familias enumerables αi y βi de intervalos abiertos disyuntos dos a dos tales




ǫi = ǫ. (En efecto, podemos tomar ǫi =
ǫ
2i
con ǫ > 0).







i = αi ∩ β′i−1 con i > 2. α′1 = α1 = α1 ∩ β′0 y β′1 = β1
De esta manera observamos que, β1 ⊃ β′2 ⊃ β′3 ⊃ · · · ⊃ β′i−1 ⊃ β′i · · ·. Como
Ei∩Ek = ∅ para todo k 6= i, entonces Ei ⊆ CAB(Ek) para todo k 6= i. Pero CAB(Ek) ⊆ βk,






De lo anterior, se tiene que














De otro lado, como α′i ⊂ β′i−1 y β′i ⊆ β′i−1 entoncesm(α′i∪β′i) < m(β′i−1). Y como, α′i ⊆ αi y
β′i ⊆ βi entonces α′i∩β′i ⊆ αi∩βi. Por el criterio de medibilidadm(α′i∩β′i) 6 m(αi∩βi) < ǫi.
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m(α′i) 6 m(AB) + ǫ
∞∑
i=1
m(α′i) 6 m(AB) por ser ǫ > 0 arbitrario.
Esto significa que, por el criterio de acotación, la serie
∞∑
i=1
m(α′i) converge a un número s.
De otra parte, por la definición de medida exterior, se tiene que dado ǫi existe un
recubrimiento α∗i de Ei tal que m(Ei) 6 m(α
∗
i ) 6 m(Ei) + ǫi. No hay inconveniente si
tomamos α∗i = αi puesto que en caso de ser distintos, se toma la intersección de ambos y
tiene un recubrimiento de Ei que cumple también el criterio de medibilidad. Aśı que sin
mayor problema Lebesgue establece que:
m(Ei) 6 m(α
′
i) 6 m(αi) 6 m(Ei) + ǫi

























En virtud de (6,11)
me(E) 6 s (6,12)
Ahora procede a probar que s 6 mi(E). En primer lugar, afirma que CAB(E) ⊆ β′k para
cualquier k = 1, 2, ..., pero no lo demuestra. La justificación es simple:
CAB(E) = AB − E = AB −
∞⋃
i=1






















k con k cualquiera
Enseguida Lebesgue analiza la intersección de cada β′k con la
∞⋃
i=1
α′i. Al respecto afirma
que dicha intersección es la unión de los α′k+1, α
′
k+2, · · ·, junto con la unión de partes
respectivas de α1 ∩ β1, α2 ∩ β2, · · · , αk ∩ βk. De donde
m(β′k) 6 [m(AB)− s] + ǫ1 + ǫ2 + · · ·+ ǫk +m(α′i+1) +m(α′i+2) + · · ·
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Lebesgue no dice nada sobre el asunto, pero si hacemos algunas cuentas como las que







β′k ∩ α′i =
∞⋃
i=1
βk ∩ (β′i−1 ∩ αi) =
∞⋃
i=1










(β′k ∩ β′i−1) ∩ αi
]



































































Y como se puede asumir que β′k ⊆ AB entonces β′k −
∞⋃
i=1

































Puesto que AB se puede considerar como un intervalo abierto y cada α′i es abierto
13













13α′i = αi ∩ β
′





βk es intersección finita de abiertos.
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ǫi para todo k ∈ N








Pero esto sustenta, la siguiente afirmación que Lebesgue propone:
me[CAB(E)] 6 m(AB)− s+ ǫ
Es decir, me[CAB(E)] 6 m(AB)− s porque ǫ es arbitrario.
Aśı
s 6 m(AB)−me[CAB(E)]
s 6 mi(E) (6,13)
Debido a que mi(E) 6 me(E), de (6.12) y (6.13) resulta
s 6 mi(E) 6 me(E) 6 s




Con lo cual queda demostrado lo que se deseaba.
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6.6. MEDIBILIDAD DE LA INTERSECCIÓN Y UNIÓN
ENUMERABLE NO DISYUNTAS
Lebesgue no se conforma con probar la propiedad de aditividad para una familia
enumerable disyunta dos a dos de conjuntos medibles; sino que prueba, en general, que la
reunión de una familia enumerable de conjuntos medibles no disyuntos es medible. A su
vez, deriva de alĺı la medibilidad de la intersección enumerable de conjuntos medibles.
Si suponemos que se ha probado que la reunión enumerable de conjuntos medibles
es medible, entonces la medibilidad de la intersección resulta de inmediato. La idea del
razonamiento de Lebesgue es la siguiente:
Sea {En}∞n=1 una familia enumerable de conjuntos medibles. Del criterio de medibili-
dad se deduce fácilmente que si un conjunto es medible entonces su complemento también












n=1En) es medible; y por consiguiente, su complemento,
∞⋂
n=1
En, es medible también.
El enunciado y demostración de la medibilidad de una reunión enumerable no dis-
yunta dos a dos aparece en la página 108 y 109 en sus Lecciones del año de 1904; y 116 y
117 del mismo texto pero en la edición de 1950. La demostración tiene bastante similitud
con la que suele aparecer en los textos modernos de teoŕıa de la medida. A continuación
enunciaremos el teorema y describimos el razonamiento de Lebesgue.
TEOREMA DE LA MEDIBILIDAD DE LA UNIÓN ENUMERABLE
NO DISYUNTA DE CONJUTOS MEDIBLES











1 = E1. Y afirma sin demostración que
{E′n}∞n=1 es una familia disyunta dos a dos cuya unión es igual
∞⋃
n=1
En. Nosotros no haremos
esta verificación puesto que esto es un ejercicio comúnmente realizado en los cursos de
teoŕıa de la medida. En cambio, mostraremos el argumento dado por Lebesgue para probar
que cada E′k es medible. Veamos:
E′1 es medible porque E
′
1 = E1 y por hipótesis E1 es medible. Probaremos que E
′
2
es medible. Como E1 es medible, dado ǫ1 > 0 existen dos recubrimientos enumerables por
intervalos abiertos disyuntos α1 y β1 tal que E1 ⊆ α1 y c(E1) ⊆ β1 donde m(α1∩β1) < ǫ1.
De igual manera, como E2 es medible, entonces dado ǫ2 > 0 existen dos recubrimientos
enumerables por intervalos disyuntos α2 y β2 tal que E2 ⊆ α2 y c(E2) ⊆ β2 donde
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m(α2 ∩ β2) < ǫ2.
Se este modo tenemos que:
E′2 = E2−E1 = E2∩c(E1) ⊆ α2∩β1. Llamando α′2 = α2∩β1, se tiene que E′2 ⊆ α′2.
Y c(E′2) = c(E2−E1) = c(E2∪E1)∪E1 = [c(E2)∩ c(E1)]∪E1 ⊆ (β2∩β1)∪α1. Llamando
β′2 = β1∩β2, se tiene que c(E′2) ⊆ β′2∪α1. Además, α′2∩ (β′2∪α1) = (α′2∩β′2)∪ (α′2∩α1) ⊆
(α2∩β2)∪(β1∩α1) de donde se desprende quem[α′2∩(β′2∪α1)] 6 m(α2∩β2)+m(β1∩α1) <
ǫ2 + ǫ1.
Esto prueba que E′2 y su complemento puede ser recubierto por dos familias enu-
merables de intervalos cuya intersección se puede hacer tan pequeña como se quiera. Es
decir, E′2 es medible. Y como la unión disyunta de conjuntos medibles es medible enton-
ces E′1 ∪ E′2 es un conjunto medible. Puesto que E1 ∪ E2 = E′1 ∪ E′2, entonces E1 ∪ E2
es medible. Dado que E′3 = E3 − (E1 ∪ E2), diferencia de dos conjuntos medibles, por
una razonamiento similar al anterior se demuestra que E′3 es medible. Continuando de









k=1 es una familia enumerable y disyunta dos a dos de conjuntos medibles, entonces
su unión es medible y en consecuencia
∞⋃
n=1
En es medible, para una familia enumerable de
conjuntos medibles no necesariamente disyuntos.
Los dos teoremas que se acaban de probar, y en especial el último, fue de gran
utilidad para Lebesgue en las demostraciones relativas a las propiedades de las funciones
medibles.
6.7. FUNCIONES MEDIBLES
Después de definir con precisión el significado de medida de un conjunto, Lebesgue
pasa a delimitar el concepto de función medible. La definición que diera al respecto deb́ıa
ser consistente con la definición constructiva de integral, sugerida por aplicación de los
axiomas de su definición descriptiva de integral.
De este modo considera dos números cualesquiera α y β tal que [α, β] contienen al
intervalo de variación de f en [a, b]







Lebesgue utiliza el principio según el cual dado ǫ > 0 existe un número finito de puntos
lp, lp+1, ..., lp+q donde lp es el valor más pequeño comprendido entre α y β y lp+q es el valor
más grande y máx{li − li−1}p+qi=p < ǫ. En este contexto, Lebesgue define el conjunto E(ǫ)
del siguiente modo: E(ǫ) =
p+q⋃
i=p
Ei donde Ei = {x : li < f(x) < li+1}. Luego considera ǫ
como una sucesión decreciente (ǫk)
∞
k=1 de números positivos que tienden a cero.
Partiendo del supuesto de que los Ei son medibles, cualquiera sea ǫ > 0, va a deducir
que el conjunto E = {x : α < f(x) < β} es medible. Para esto, enuncia sin demostrarlo,
que
E = E(ǫ1) ∪ E(ǫ2) ∪ · · · ∪ E(ǫk) ∪ · · ·
Veamos una justificación de este hecho:
Sea x ∈ E. Entonces α < f(x) < β. Como ǫk → 0, dado ǫ > 0 existe N ∈ N tal
que ǫk < ǫ para todo k > N . Cada ǫk determina una partición sobre (α, β). Por tanto
(α, β) = (α, lpk)∪ (lpk , lpk+1)∪· · ·∪ (lpk+q, β). Podemos tomar un ǫk > 0 lo suficientemente
pequeño para que (lpk , lpk+qk) contengan al intervalo de variación de f . Aśı f(x) ∈ (li, li+1)
para algún i ∈ {pk, pk+1, · · · , pk + qk}. Por tanto es posible elegir entre los k > N uno tal
que x ∈ E(ǫk). Es decir, x ∈
∞⋃
k=1
E(ǫk). Aśı concluimos que E = {x : α < f(x) < β} ⊂
∞⋃
k=1
E(ǫk). De otra parte, sea x ∈
∞⋃
k=1
E(ǫk). Entonces x ∈ E(ǫk) para algún k ∈ N. Por
consiguiente, existe una partición lpk , lpk+1, · · · , lpk+qk de [α, β] tal que li < f(x) < li+1
para algún i, con i = pk, pk+1, · · · , pk+qk−1. Como [li, li+1] ⊂ [α, β] entonces α < f(x) < β
y en consecuencia, x ∈ E. Por lo tanto,
∞⋃
k=1
E(ǫk) ⊂ E = {x : α < f(x) < β}.
En conclusión, se puede afirmar que
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Pero cada E(ǫk) =
pk+qk⋃
i=pk
Ei donde, de acuerdo con el supuesto de Lebesgue, cada Ei es
medible. Lo que implica que cada E(ǫk) sea medible por ser reunión finita de conjuntos
medibles y a la vez, E es un conjunto medible por ser reunión enumerable de medibles.
Con estas ideas como preámbulo, Lebesgue define en la página 110 de sus Lecciones
de 1904, lo que es una función medible. Esta misma definición aparece en la página 119
de la edición de 1950. De hecho, las ideas que a continuación desarrollaremos pueden ser
ubicadas en estas páginas.
Definición 6.1: Una función es medible si, cualquiera sea α y β, el conjunto E =
{x : α < f(x) < β} es medible.
Después de dar esta definición, Lebesgue da tres afirmaciones que enunciaremos a
continuación, y cuya argumentaciones desarrollaremos ciñéndonos a sus ideas y sugeren-
cias.
Afirmación 6.1: Si f es una función medible entonces para cada α el conjunto
E = {x : f(x) = α} es medible.
Demostración:
Sea α cualquier número. Entonces se tiene que E =
∞⋂
n=1
En donde En = {x : α− 1n <
f(x) < α+ 1
n
}. Como f es medible, por definición, En es medible para cada n. Por lo tanto,
E es medible por ser la intersección de una sucesión enumerable de conjuntos medibles.
Afirmación 6.2: f es una función medible si y sólo si E = {x : f(x) > α} es
medible para cualquier número real α.
Demostración:
Probaremos que si f es medible entonces E = {x : α < f(x)} es medible. Sea α
cualquier número. Si f es medible, entonces En : {x : α < f(x) < α + n} es un conjunto
medible para cada n ∈ N. Además, E = {x : α < f(x)} =
∞⋃
n=1
En. Por ser E una reunión
enumerable de conjuntos medibles, se concluye que E es un conjunto medible.
Ahora probaremos la rećıproca: Siguiendo la indicación de Lebesgue resulta que el
conjunto E = {x : β 6 f(x)} es la intersección de los conjuntos En = {x : β − 1n < f(x)}.
Es decir, E =
∞⋂
n=1
En. Como cada En es medible, entonces E es medible por ser intersección
enumerable de conjuntos medibles. Puesto que E es medible, entonces su complemento es
medible. Por lo tanto Ec = {x : f(x) < β} es medible. Como A = {x : α < f(x) < β} =
B∩Ec donde B = {x : α < f(x)}, y B es medible por hipótesis, entonces A es medible por
ser intersección de dos conjuntos medibles. Como α y β son números reales cualesquiera
(α < β) se tiene que f es una función medible.
Y por definición, se puede concluimos que f es medible.
En seguida Lebesgue prueba que la suma de funciones medibles es medible. A con-
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tinuación desarrollamos su razonamiento.
Afirmación 6.3: La suma de dos funciones medibles es medible.
Demostración:
Sean f1 y f2 dos funciones medibles. Dado ǫ > 0 existe una partición del intervalo
de variación de dichas funciones, acotado o no, mediante una familia finita o infinita
enumerable respectivamente de números I = {li} tal que máx{li − li−1} < ǫ. Llamemos
Eij = {x : li < f1(x)} ∩ {x : lj < f2(x)} donde li y lj son elegidos de modo que li + lj > α
para un α dado. Se observa que Eij es medible por ser intersección de dos conjuntos
medibles. Luego Lebesgue define E(ǫ) =
⋃
i,j∈I
Eij . Para cada ǫ > 0, el conjunto E(ǫ)
es medible, por ser reunión contable de conjuntos medibles. Ahora considera la sucesión
decreciente de números positivos (ǫk) que converge a cero y afirma que E = {x : α <





Lebesgue no da ninguna razón respecto a esta igualdad. Pero podemos hacer un análisis
y encontrar una justificación. En efecto:
Sea x ∈ E. Entonces α < f1(x) + f2(x). Como (ǫk) → 0, se tiene que dado ǫ > 0
existe N ∈ N tal que para todo k > N se cumple que ǫk < ǫ. Elijamos entre los k > N , un
ǫk1 > 0 lo suficiente pequeño para el cual exista una familia contable de números I = (li)
con máx{li − li−1} < ǫk1 , que parta la variación de f1 y f2 de modo que li < f1(x) y
lj < f2(x) para algún i, j con li + lj > α. De este modo tenemos que x ∈ Eij para algún





Eij = E(ǫk1). Aśı que x ∈
∞⋃
k=1




E(ǫk). De otra parte, si x ∈
∞⋃
k=1
E(ǫk) entonces existe k




Eij , por lo que x ∈ Eij para algún i, j ∈ I. De la definición de Eij se tiene
que li < f1(x) y lj < f2(x) con li + lj > α. Por lo tanto, α < li + lj < f1(x) + f2(x). De









Puesto que para cada α, el conjunto E = {x : α < f1(x) + f2(x)} es reunión enumerable
de conjuntos medibles, entonces Lebesgue llega a que el conjunto E es medible. Por la
afirmación 6.2 se concluye que f1 + f2 es una función medible.
Después de presentar estas afirmaciones Lebesgue señala que una demostración con
argumentos similares se puede hacer para probar que, otras operaciones entre funciones
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medibles, conduce a funciones medibles; por ejemplo, el producto y la ráız n-ésima (siempre
y cuando exista).
Las tres afirmaciones anteriores se pueden considerar como teoremas elementales
cuyas demostraciones nos ilustran las ĺıneas generales del razonamiento de Lebesgue. Sin
embargo, en este trabajo se ha querido recrear sus ideas, respetando ante todo el marco
conceptual manejado por Lebesgue. Y aunque se ha evitado utilizar argumentos modernos
que puedan ser anacrónicamente inconvenientes, usando en lo posible solamente definicio-
nes y teoremas establecidos y conocidos previamente por Lebesgue, no se puede evitar el
riesgo probable de alejarnos en algunos detalles de su idea principal. Pero este es el precio
que se paga por no contar con los borradores originales de sus afirmaciones y tener el vivo
interés de entender a cabalidad los argumentos plasmados en sus art́ıculos. Aunque desde
el punto de vista histórico este proceder sea una dificultad, como ejercicio matemático
no deja de ser verdaderamente interesante. Quizás sea esto en realidad una virtud de la
historia de la matemática, la de ayudarnos a reconstruir los caminos recorridos por los
grandes maestros, o a inspirarnos para construir otros a la luz de la profundidad y be-
lleza de sus ideas. ¿No fue acaso Fermat, quien reconstruyendo las ideas de Diofanto y
resolviendo los problemas no solucionados que este hab́ıa dejado en su obra clásica de la
Aritmética (escrita catorce siglos atrás), el que abre una puerta maravillosa en el mundo
de la matemática, descubriendo un problema muy sencillo del cual él ni Diofanto pudieron
dar cuenta?
Pero siguiendo con el estudio de las funciones medibles, Lebesgue demuestra un
resultado verdaderamente importante: El limite de una sucesión convergente de
funciones medibles es medible . La importancia de este resultado radica en que; como
ya lo hab́ıa establecido Weierstrass, para toda función continua existe una sucesión de
polinomios que convergen uniformemente a este. Puesto que todo polinomio es medible,
entonces la función continua dada es medible. Aśı Lebesgue deja en claro que la clase de
funciones continuas está contenida en las clase de funciones medibles.
La prueba clásica de la medibilidad de una función continua actualmente conocida
se basa en el hecho topológico de que toda función continua devuelve abiertos en abiertos;
de este modo, como (a,∞) es abierto y f continua, entonces f−1(a,∞) = {x : a < f(x)}
es abierto, y por lo tanto medible. Cabe resaltar que para 1900 la topoloǵıa aún no se
hab́ıa consolidado, por lo que era poco probable que esta sencilla prueba fuese conocida
por Lebesgue.
Una vez Lebesgue ha probado que toda función continua es medible, va más lejos
y demuestra un segundo gran teorema que afirma: si una función es continua en su
dominio, salvo en un subconjunto de medida nula, entonces la función es me-
dible. Con este segundo gran resultado, Lebesgue adquiere una herramienta fundamental.
En efecto, como se vio en el caṕıtulo tres de este trabajo, Lebesgue establece que: una
función es integrable Riemann si y sólo si el conjunto de discontinuidades es nula. Aśı que,
si una función es Riemann integrable se obtiene que es discontinua en un conjunto de
medida nula y, de acuerdo al segundo gran resultado, es medible. Es decir, Lebesgue logra
demostrar que la clase de funciones integrables Riemann está contenida en la clase de
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funciones medibles.
De ese modo, Lebesgue logra introducir una clase de funciones más amplia y gene-
ral que las conocidas hasta entonces. Un terreno fértil en el que los frutos matemáticos
apareceŕıan en toda su diversidad, belleza y utilidad.
A continuación describimos el razonamiento llevado acabo por Lebesgue para probar
los dos grandes teoremas mencionados anteriormente. Ambos teoremas fueron enunciados
en las páginas 111 y 112 de sus Lecciones de 1904 y en la página 120 de la edición de
1950 del mismo texto. El primer teorema es enunciado por Lebesgue en la siguiente forma:
“el limite de una sucesión de funciones medibles es medible”. El segundo lo enuncia de la
siguiente manera: “si, salvo un conjunto de valores de x de medida nula, la función f(x)
es continua, ella es medible”.
Para la demostración del primer gran teorema, Lebesgue utiliza el siguiente criterio
de medibilidad de una función que solo lo hace expĺıcito en la edición de 1950 de sus
Lecciones en la página 119. Dicho criterio lo presentamos aqúı como un Lema:
Lema: criterio de medibilidad de una función
La función f es medible si y sólo si para cada α, existe un conjunto medible E tal
que E1 ⊂ E ⊂ E2 donde E1 = {x : α < f(x)} y E2 = {x : α 6 f(x)}
Respecto a la prueba de este Lema Lebesgue no dice nada y continua con su exposi-
ción. Nosotros podemos intentar alguna argumentación relativa a este importante resultado
de Lebesgue:
Demostración:
Supongamos que f es medible. Entonces para cada α el conjunto En = {x : α+ 1n <
f(x)} es medible para cada n ∈ N. Puesto que la reunión enumerable de conjuntos medibles
es medible, entonces el conjunto E =
∞⋃
n=1
En es medible. Probaremos ahora que E1 ⊂ E
y E ⊂ E2. Veamos: sea x ∈ E1, entonces α < f(x). Como 0 < f(x) − α entonces existe
n tal que 1
n
< f(x) − α. Es decir, α + 1
n
< f(x). Aśı que x ∈ En para algún n ∈ N. Por
lo tanto x ∈
∞⋃
n=1
En = E. Aśı, concluimos que E1 ⊂ E. De otra parte, de la definición de
En se tiene que En ⊂ E2 para cada n. Aśı que E =
∞⋃
n=1
En ⊂ E2. Por consiguiente hemos
probado que si f es medible existe un conjunto medible E tal que E1 ⊂ E ⊂ E2. Ahora
demostraremos la proposición rećıproca.
Supongamos que para cada α existe un conjunto medible E tal que E1 ⊂ E ⊂ E2.
Probemos que f es medible.
Por hipótesis tenemos que dado αn = α+
1
n
existe un conjunto medible En tal que










{x : αn 6 f(x)} = B





{x : α+ 1
n





{x : α+ 1
n
6 f(x)} = {x : α < f(x)}
Por lo tanto: A = B = {x : α < f(x)} =
∞⋃
n=1
En. De donde el conjunto {x : α < f(x)} es
medible por ser reunión enumerable de medibles. Aśı la función f es medible.
Ahora continuemos con el razonamiento de Lebesgue. Una vez que Lebesgue ha
establecido tal criterio de medibilidad, lo utiliza más adelante, como lo hemos dicho, para
probar el teorema sobre la medibilidad del ĺımite de una sucesión convergente de funciones
medibles. A continuación lo enunciamos y describimos el razonamiento de Lebesgue sobre
este teorema.
Ahora śı, el primer gran teorema sobre funciones medibles.
TEOREMA: DE LA MEDIBILIDAD DE UNA FUNCIÓN LÍMITE
La función ĺımite de una sucesión convergente de funciones medibles es una función
medible. (convergencia puntual)
Demostración:
Sea {fn}∞n=1 una sucesión de funciones medibles que converge a f . Para probar que
f es medible se debe encontrar un conjunto medible E tal que E1 ⊂ E ⊂ E2 donde, como




{x : α < fn(x)} y toma E =
∞⋃
n=1
En. Cada En es medible por ser intersección
enumerable de conjuntos medibles y desde luego, E también es medible por ser reunión
enumerable de conjuntos medibles. Ahora, lo único que Lebesgue deja de probar es que
E1 ⊂ E ⊂ E2.
Verifiquemos este hecho:
Sea x ∈ E1, entonces α < f(x). Para ǫ = f(x) − α > 0 existe N ∈ N tal que para
todo n > N , se cumple |fn(x)− f(x)| < ǫ. Es decir, f(x)− ǫ < fn(x) < f(x)+ ǫ para todo
n > N . Esto es: α < fn(x) para todo n > N donde N es algún número natural. Es decir,




{x : α < fn(x)} para algún N ∈ N
En consecuencia, según la definición de los En.
x ∈ EN para algún N ∈ N









En = E. Aśı que x ∈ E. Por tanto se ha probado que E1 ⊂ E. De otra
parte, sea x ∈ E =
∞⋃
n=1
En. De aqúı tenemos que x ∈ EN1 para algún N1 ∈ N. Es decir,
x ∈ {x : α < fn(x)} para todo n > N1 o simplemente, α < fn(x) para todo n > N1.
Puesto que fn(x) → f(x) cuando n→ ∞, tenemos que dado ǫ > 0, existe N2 ∈ N tal que
|fn(x)− f(x)| < ǫ para todo n > N2
Elijamos N = máx{N1, N2}. Para todo n > N se cumple que α < fn(x) y fn(x) <
f(x) + ǫ. Aśı que α < f(x) + ǫ cualquiera sea ǫ > 0. Es decir, α < f(x) y en consecuencia
x ∈ E2. Con esto queda probado que E ⊂ E2.
De este modo Lebesgue garantiza la existencia de un conjunto medible E con E1 ⊂
E ⊂ E2. En virtud del lema probado, se concluye que f es medible. De este modo queda
demostrado de manera completa el primer teorema.
Lebesgue finaliza su análisis sobre funciones medibles, enunciando su segundo gran
teorema y comentando a grandes rasgos la idea de la demostración. Nosotros describiremos
más en detalle dicha argumentación.
TEOREMA: SOBRE LA MEDIBILIDAD DE UNA FUNCIÓN CONTI-
NUA
Si una función es continua salvo en un conjunto de medida cero entonces es medible.
Demostración:
Lebesgue va a probar que dado el número real α, el conjunto E = {x : f(x) > α}
es medible. Sea D(E) el conjunto de los puntos de acumulación de E que está en E y
D′(E) los puntos de acumulación de E que no lo están. Sea x ∈ D′(E), entonces existe
una sucesión {xn} de elementos de E tal que ĺımxn = x. De la definición de E, f(xn) > α
∀n ∈ N. Como x /∈ E entonces f(x) < α. Por consiguiente ĺım f(xn) > α por tanto
ĺım f(xn) > f(x). Aśı que D
′(E) esta formado por puntos donde f es discontinua. Es
decir, D′(E) es un subconjunto del conjunto T de discontinuidades de f . Por hipótesis
m(T ) = 0; y por lo tanto m(D′(E)) = 0. Si se toma F = E ∪D′(E), entonces F contiene
todos sus puntos de acumulación y por lo tanto es cerrado. Al ser cerrado es medible y
como D′(E) también lo es, entonces Lebesgue concluye que el conjunto E = F −D′(E) es
medible. Con lo cual queda asegurada la medibilidad de la función f .
Con este teorema, se asegura que toda función Riemann integrable es medible, ya
que esta función es discontinua en un conjunto de medida cero. Más aún, la función de
Dirichilet, que no es integrable Riemann, es también medible.
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6.8. CONJUNTOS NO MEDIBLES LEBESGUE
Lebesgue sospechó la existencia de conjuntos no medibles según su medida, pero
nunca dio ejemplos alguno al respecto. Los ejemplos de conjuntos no medibles llegaron
posteriormente provenientes de los trabajos del matemático italiano Vitali. He aqúı un
ejemplo de tales tipos de conjuntos.
Ejemplo 6.8.1 Sea α un número real. Definamos Aα = {x : x − α ∈ Q}. Dos
conjuntos de este tipo son iguales o disyuntos. Veamos: Sea Aα y Aβ dos cualesquiera de
tales conjuntos. Entonces tenemos sólo dos posibilidades: α− β es racional, o no lo es.
caso 1: α− β es racional.
Sea x ∈ Aα, entonces x − α es racional; por lo tanto, (x − α) + (α − β) = x − β es
racional. Esto significa que x ∈ Aβ y en consecuencia Aα ⊆ Aβ . (10)
Sea x ∈ Aβ , entonces x − β es racional; por lo tanto, x − β − (α − β) = x − α es
racional. Esto indica que x ∈ Aα y en consecuencia Aβ ⊆ Aα. (6.11)
De la contenencia de (6.10) y (6.11) tenemos que Aα = Aβ .
caso 2: α− β no es racional.
Si Aα ∩ Aβ 6= ∅ entonces existe x ∈ Aα ∩ Aβ . En consecuencia, x − α y α − β son
números racionales. Por lo tanto, x − β − (x − α) = α − β es racional; pero esto
contradice lo supuesto inicialmente. Aśı, concluimos que Aα ∩Aβ = Φ.
En cada Aα existe al menos un número en [0, 1] como, lo muestra el siguiente argumento:
como JαK 6 α 6 JαK + 1, entonces elegimos x = α − JαK. Evidentemente x ∈ [0, 1] y
x ∈ Aα(x− α = α− JαK − α = −JαK ∈ Q).
Puesto que estamos ante una colección de conjuntos distintos y disyuntos Aα, po-
demos elegir de cada uno de estos uno y sólo un representante, que pertenezca a [0, 1].
Llamemos B al conjunto formado por tales representantes; aśı, B es un subconjunto de
[0, 1]. Probaremos que B no es medible.
Supongamos que B si es medible Lebesgue.
Definamos Bn = {x : x − 1n ∈ B} para cada n = 1, 2, 3, · · ·. Es fácil ver que




Si x ∈ Bn entonces x − 1n ∈ B. Llamando y = x − 1n se tiene que x = y + 1n como
y ∈ B. Es decir, x ∈ B + 1
n
y por tanto Bn ⊆ B + 1n .
Si x ∈ B + 1
n
entonces x = y + 1
n
para algún y ∈ B. Entonces y = x− 1
n
∈ B. Pero
esto significa que x ∈ Bn y por consiguiente B + 1n ⊆ Bn.
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Es decir, m(Bn) = m(B+
1
n
). Y como la medida de Lebesgue es invariante por translación,
puesto que satisface el axioma 1 de la medida, entonces m(B + 1
n
) = m(B). Por lo tanto,
m(Bn) = m(B) para todo n = 1, 2, 3, · · ·. De otro lado, la familia de los Bn es disyunta
dos a dos. Veamos:
Si suponemos que Bn ∩ Bm 6= Φ para n 6= m, entonces existe x ∈ Bn ∩ Bm. Como
























del mismo conjunto Aα y ambos están en B. Pero B tiene un único representante de cada
conjunto Aα, por tanto, x − 1n = x − 1m . De donde se deduce que n = m, lo cual es
evidentemente un imposible.
Además Bn ⊆ [0, 2]. En efecto, si x ∈ Bn entonces x − 1n ∈ B. Como B ⊆ [0, 1] se
obtiene que 0 6 x− 1
n
6 1, de donde 0 6 1
n
6 x 6 x+ 1
n
6 2. Aśı, x ∈ [0, 2]. Por lo tanto,
Bn ⊆ [0, 2] para n = 1, 2, 3, · · ·.
Puesto que {Bn}∞n=1 es una familia enumerable de conjuntos disyuntos dos a dos
contenidos en [0, 2] entonces
∞⋃
n=1
Bn ⊆ [0, 2].















Pero la anterior desigualdad implica que m(B) = 0. Por otra parte, sea R = {p ∈ Q : p ∈
[0, 2]}. Este conjunto se puede escribir como {p1, p2, · · · }. Definamos Bpn = {x : x− pn ∈
B}. Claramente, por argumentos similares a algunos de los dados anteriormente, se tiene




Sea x ∈ [1, 2], entonces 1 6 x 6 2; por tanto 0 6 x− 1 6 1.
Llamemos α = x − 1. Tenemos pues que x − α = 1 ∈ Q. Esto indica que x ∈ Aα.
Sea β el elemento de B que representa a Aα. De la definición de B tenemos que β ∈ [0, 1]
y β ∈ Aα. Como sabemos que los Aα son disyuntos o iguales entonces Aα = Aβ . Por
consiguiente x ∈ Aβ y en consecuencia x − β ∈ Q. Denotaremos por p = x − β. De este
modo tenemos que x = β + p donde β ∈ B y p ∈ Q. Puesto que 0 6 β 6 1 y 1 6 x 6 2
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entonces 0 6 1− β 6 x− β 6 2− β 6 2. Es decir 0 6 p 6 2. De lo anterior tenemos que









De la monotońıa de la medida, se deduce que





Y de la aditividad que m([1, 2]) 6
∞∑
n=1
m(Bpn). Como m(Bpn) = m(B + pn) = m(B) (por





Pero m(B) = 0, aśı que m[1, 2] = 0; lo cual es absurdo. Dicha contradicción surge de
suponer que B es medible. Por lo que, B es un subconjunto de [0, 1] no Lebesgue medible.
Parte III
UNIFICACIÓN DE LA





LA INTEGRAL DE LEBESGUE Y LA
MEDIDA
7.1. INTRODUCCIÓN
El caṕıtulo 3 culminó con el razonamiento de Lebesgue mediante el cual se sugiere
que, la integral de una función, puede ser definida en términos de las medidas de los
conjuntos de su dominio, que quedan determinados por una partición en el rango, de
norma arbitrariamente pequeña. En dicho caṕıtulo no se desarrolló la idea dado que hasta
ese momento no se contaba con una compresión clara de la medida de un conjunto. Fue
necesario esperar hasta el caṕıtulo 6, en el cual se abordaron las ideas de Lebesgue al
respecto. Ahora que se cuenta con la idea inspiradora por parte de Lebesgue y su concepto
preciso de medida, nos disponemos a introducir de manera formal la integral de Lebesgue.
En este último caṕıtulo se sintetiza las dos partes que constituyen este trabajo: la primera,
relacionada con una visión general del desarrollo histórico de la integral; la segunda, ligada
a una mirada panorámica del desarrollo histórico de la medida.
Las fuentes que hemos utilizado para este último caṕıtulo son: Lecciones sobre in-
tegración y la investigación de funciones primitivas de Henry Lebesgue en la edición de
1904 páginas 112 a 119; y 1950 páginas 124 a la 140. La otra fuente es el texto de Teoŕıas
clásicas y modernas de Ivan Pesin en la edición de 1970 páginas 60 a 67. Y finalmente,
Piezas maestras de Newton a Lebesgue de William Dunham en la edición 2008 páginas
212 a 219.
El estudio de las dos primeras fuentes nos muestra que una vez Lebesgue introdujo
su concepto de integral desde una perspectiva constructiva, se dio a la tarea de demostrar
que esta satisfaćıa cada una de las condiciones de la definición axiomática. Sin embargo,
solo hace una demostración completa para las condiciones 3 y 6; para el resto, hace un
bosquejo general de la prueba. En este caṕıtulo se muestra en detalle la demostración de
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Lebesgue de las condiciones 3 y 6. Las demás se han obtenido siguiendo sus lineamientos
generales de prueba.
En este caṕıtulo se presenta el criterio de integrabilidad de Lebesgue y se exhiben
varios ejemplos de funciones no medibles Lebesgue. El criterio de integrabilidad, estable-
cido por el mismo Lebesgue tal como aparece en la tercera fuente citada anteriormente,
surge de manera sencilla y natural de la definición misma de integral y del concepto de
función medible. En cuanto a los ejemplos, uno de ellos fue propuesto por el propio Le-
besgue con un comentario muy general sobre su falencia. No aparece una demostración de
la no integrabilidad de dicha función a partir de la definición misma. Lo cual no significa
que Lebesgue no tuviera alguna prueba de su afirmación. Por este motivo, y con el fin
de entender el trasfondo de la situación, se da una argumentación al respecto. Del mismo
modo se procede con los otros dos ejemplos clásicamente conocidos.
Finalmente en este caṕıtulo se muestra como Jordan y Lebesgue establecen una
estrecha relación entre su definición anaĺıtica de integral de una función y la medida del
conjunto del plano determinado por esta. Es con estos teoremas con los cuales se unifica
de forma definitiva la integral con la medida.
En resumen, en este caṕıtulo se presenta la integral de Lebesgue y su concordancia
con la definición axiomática que Lebesgue hab́ıa dado inicialmente. Luego se presenta
el criterio de integrabilidad de Lebesgue y algunos ejemplos de funciones no integrables
Lebesgue. Finalmente, se presentan los teoremas de Jordan y Lebesgue mediante los cuales
se establece la equivalencia entre sus respectivas definiciones anaĺıticas de integral y su
definición geométrica de medida.
7.2. DEFINICIÓN CONSTRUCTIVA DE LA INTEGRAL
DE LEBESGUE
El análisis realizado en el caṕıtulo 3 nos condujo a los elementos básicos que com-
ponen la definición de integral de Lebesgue. Uno de estos, muy esencial, era saber en que
consiste la integral de una función caracteŕıstica. Pronto se intuyó que, inevitablemente,
dicha integral debeŕıa ser la medida del conjunto sobre el cual ésta no es nula. Para en-
tender lo que significa la medida de un conjunto hicimos un recorrido histórico en el que
nos fijamos en las ideas más importantes de tres destacados matemáticos: Jordan, Borel y
Lebesgue. Una vez concluida la traveśıa y aclarado el concepto de medida de un conjunto,
estamos en condiciones de presentar formalmente la definición de integral de Lebesgue y
mostrar algunos ejemplos que ilustran su funcionamiento y potencialidad. Dicha definición
la hemos tomado del texto de William Dunham titulado Galeŕıa del Cálculo, Piezas Maes-
tras de Newton a Lebesgue. Esta definición es esencialmente igual a la definición anaĺıtica
que dio Lebesgue en sus Lecciones sobre integración. En dicho trabajo Dunham analiza
los art́ıculos originales de los grandes matemáticos que han contribuido al desarrollo del
análisis, y los presenta de una forma verdaderamente comprensiva y atractiva para el pu-
blico en general. Sus ideas son fieles en esencia a lo planteado por los autores y brinda un
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panorama general y claro de sus planteamientos. Es por esto por lo que hemos decidido
citar la definición de integral de Lebesgue que aparece alĺı.
Sin embargo es importante aclarar que en el trabajo original de Lebesgue su integral
es el ĺımite común entre dos sumas de este estilo; una superior y una inferior, cuando la
máxima longitud de los subintervalos determinados por la partición en el rango tiende a
cero. Recomendamos entonces a quienes deseen tener un conocimiento de dicha definición
en el trabajo original de Lebesgue, remitirse a la página 112 de sus Lecciones editada en
1904. La definición que aparece en el trabajo de Dunham recoge lo esencial del concepto
de Lebesgue y es con frecuencia citada en la misma forma en distintos trabajos de historia
de la matemática. Además, esta presentación facilitará la argumentación que haremos de
algunos ejemplos y enunciados.
Definición 7.1: Sea f una función medible acotada en [a, b]. Sea [l, L] tal que l <
f(x) < L. Para todo ǫ > 0 existe una partición l = l0 < l1 < · · · < ln = L del intervalo [l, L]
tal que máx{lk − lk−1}nk=1 < ǫ. Definimos para k = 0, · · · , n, Ek = {x : lk 6 f(x) 6 lk+1}


















En la definición anterior, se puede tomar l = ı́nf{f(x) : x ∈ [a, b]} y L = sup{f(x) : x ∈
[a, b]}. Para familiarizarnos con dicha definición sera conveniente dar ejemplos:
Ejemplo 7.2.1: La función
f(x) =
{
c si x ∈ Q
e si x /∈ Q c 6= e (e > c)
es una función integrable Lebesgue.
Solución:
Sea [a, b] un intervalo cualquiera. Probaremos que f es integrable en [a, b]. Sea [l, L]
un intervalo tal que [c, e] ⊆ (l, L). Para todo ǫ > 0 existe una partición l = l0 < l1 <
· · · < ln = L tal que máx{lk − lk−1} < ǫ. Definamos Ek = {x ∈ [a, b] : lk 6 f(x) < lk+1}.
Digamos que Ek1 = {x ∈ [a, b] : lk1 6 f(x) = c < lk1+1} y Ek2 = {x ∈ [a, b] : lk2 6 f(x) =
e < lk2+1} para algún k1 y k2 en {0, 1, 2, · · · , n}. Por la manera como está definida f se
tiene que Ek1 = [a, b] ∩Q y Ek2 = I ∩ [a, b]. Para todo k 6= k1, k2 resulta que Ek = ∅. Por
















= lk1 ·m(Ek1) + lk2 ·m(Ek2) + 0
= lk1 ·m(Ek1) + lk2 ·m(Ek2)
Puesto que Ek1 es enumerable,m(Ek1) = 0. De este modo σ =
n∑
k=1
lk ·m(Ek) = lk2 ·m(Ek2).
Como m(Ek2) = m([a, b] ∩ I) = b− a y lk2 6 e < lk2+1 entonces e− lk2 < lk2+1 − lk2 < ǫ.













lk2 · (b− a)
= (b− a) ĺım
ǫ→0
lk2
= (b− a) · e
Esto demuestra que f es integrable Lebesgue en cualquier intervalo [a, b]. Esta función fue
presentada en el caṕıtulo 2 como un ejemplo de una función no integrable Riemann. No
obstante, aqúı aparece como una función integrable Lebesgue.
Ejemplo 7.2.2: Retomemos las funciones del ejemplo 2.5.3. Para cada n ∈ N,
fn(x) =
{
c si x ∈ {q1, q2, · · · , qn}
e si x ∈ [a, b]− {q1, q2, · · · , qn} (e > c)
donde {qn : n ∈ N} = [a, b] ∩ Q. Probaremos que fn(x) es integrable Lebesgue haciendo
uso de la definición.
Solución:
Sea [l, L] un intervalo tal que [c, e] ⊂ (l, L). Para todo ǫ > 0 existe una partición
l = l0 < l1 < · · · < lp = L del intervalo [l, L] tal que li 6 c 6 li+1 y lj 6 e < lj+1.
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Definamos Ek = {x ∈ [a, b] : lk 6 fn(x) < lk+1}. De este modo
Ei = {x ∈ [a, b] : li 6 fn(x) = c < li+1} = {q1, q2, · · · , qn}
Ej = {x ∈ [a, b] : lj 6 fn(x) = e < lj+1} = [a, b]− {q1, q2, · · · , qn}
Si k 6= i, j entonces Ek = {x ∈ [a, b] : lk 6 fn(x) < lk+1} = ∅. De modo que m(Ek) = 0










li ·m(Ei) + lj ·m(Ej)





lj ·m(Ej) = ĺım
ǫ→0
lj ·m([a, b]− {q1, q2, · · · , qn})
= ĺım
ǫ→0






lj · (b− a)
= (b− a) ĺım
ǫ→0
lj




fn(x)dx = (b− a)e.







(b− a)e = (b− a)e,






















f(x). Es decir, que estamos ante una sucesión
de funciones que converge puntualmente tal que el ĺımite de las integrales es igual a la
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integral del ĺımite, cuando se trata de la integral de Lebesgue. Ya hab́ıamos visto que para
la misma sucesión de funciones esto no es verdad cuando se aplica la integral de Riemann.
Tenemos aqúı una razón más para creer en el poder de la integral de Lebesgue frente a la
integral de Riemann. Como se verá más adelante, Lebesgue generaliza este resultado para
una sucesión acotada de funciones que converja puntualmente. Dicho resultado lo obtuvo
Lebesgue al intentar probar que su definición constructiva de integral satisfaćıa el axioma
6 de su definición axiomática.












< x 6 1,
0 si x = 0.
Demostración:
Probaremos que fn(x) es integrable Lebesgue en [0, 1]. Sea [l, L] un intervalo tal que
[0, n] ⊆ (l, L). Para todo ǫ > 0 existe una partición l0 = l < l1 < l2 < · · · < lp = L de
[l, L] tal que máx{lk − lk−1}pk=1 < ǫ. Definamos Ek = {x ∈ [0, 1] : lk 6 fn(x) < lk+1}
para k = 0, · · · , p − 1 y Ep = {x ∈ [0, 1] : fn(x) = lp = L}. Entonces existen i y j en
{0, · · · , p − 1} tales que li 6 n < li+1 y lj 6 0 6 lj+1. Por la manera como está definido
fn(x) tenemos















































li · ( 1n − 0) + lj(1− 1n) +m{0}
}
.
Como li 6 n < li+1 y lj 6 0 6 lj+1 entonces 0 6 n − li < li+1 − li < ǫ y 0 6 −lj <
lj+1 − lj < ǫ. Si ǫ→ 0 entonces li → n y lj → 0. Por lo cual
∫ 1
0









= 1 + 0 = 1.
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Esto prueba que para cada n ∈ N, fn(x) es integrable Lebesgue. Se puede probar que
{fn(x)}∞n=1 converge puntualmente a f(x) = 0 en [0, 1]. Veamos: si x = 1 entonces fn(1) =
0 para todo n ∈ N y si x = 0 entonces fn(0) = 0 para todo n ∈ N. Luego en estos casos
el resultado es inmediato. Sea x ∈ (0, 1) y ǫ > 0. Como 0 < x, existe N ∈ N tal que
0 < 1
N





< x < 1. De la definición de fn
se deduce que fn(x) = 0 para todo n > N . Es decir, para x ∈ (0, 1) y ǫ > 0 dado existe
N ∈ N (con 1
N
< x) tal que para todo n > N se cumple que |fn(x) − 0| = |0 − 0| =
0 < ǫ. Esto prueba que {fn(x)} converge puntualmente a f(x) = 0 en [0, 1]. Es decir,
ĺım
n→∞
fn(x) = f(x) = 0. No resulta dif́ıcil probar que la integral de Lebesgue de la función
nula es cero; por consiguiente se puede afirmar que
∫ 1

















En este caso no se cumple para la integral de Lebesgue que el ĺımite de las integrales
sea igual al la integral del ĺımite; a pesar de que existan tanto la una como la otra, Aqúı,
el problema radica en que nuestra sucesión de funciones no es acotada uniformemente en
[0, 1], por lo tanto no converge uniformemente. En efecto, dado M > 0 existe n ∈ N tal











< x 6 1
0 si x = 0
De esta forma elegimos x ∈ (0, 1
n
] ⊆ [0, 1]; se cumple que M 6 fn(x).
Como se dijo antes, será el teorema de la convergencia dominada el que estable-
cerá las condiciones bajo las cuales el ĺımite de las integrales de los términos de una
sucesión de funciones es igual a la integral del ĺımite puntual.
7.3. COHERENCIA ENTRE LA DEFINICIÓN CONSTRUC-
TIVA DE INTEGRAL DE LEBESGUE Y LA DEFI-
NICIÓN AXIOMÁTICA
Una vez que Lebesgue introduce su definición anaĺıtica de la integral se da a la tarea
de probar que dicha definición satisface las seis condiciones que constituyen la definición
axiomática que hab́ıa dado originalmente. Lebesgue sólo mira en detalle las condiciones
3 y 6 porque considera que el resto de condiciones son fácilmente demostrables. En sus
Lecciones de 1904 escribe en la página 113: Resta ver que esta integral satisface todas
las condiciones del problema de la integración; será suficiente evidentemente examinar
las condiciones 3 y 6. Sin embargo, los argumentos que alĺı aparecen para sustentar la
condición 3 sobre todo, están dadas en una forma escuesta. En la reedición de 1950 en las
páginas 122 a 125, Lebesgue hace una demostración completa de la condición 3 y replica
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la demostración de la condición 6; pero además, realiza un bosquejo muy general de los
argumentos que configuran las pruebas de las demás condiciones.
En este apartado se reproduce la demostración de Lebesgue de las condiciones 3 y 6,
verificando en detalle algunas de sus afirmaciones. El resto de condiciones son demostradas
con base en las sugerencias que Lebesgue hace al respecto.
CONSTATACIÓN DEL AXIOMA 1(O DE TRASLACIÓN)
















⊆ (l, L). Dado ǫ > 0 existe una partición
l0 = l < l1 < l2 < · · · < ln = L tal que máx{lk+1 − lk}n−1k=0 < ǫ. Definimos Ek = {x ∈


















⊆ (l, L). En efecto, A = {g(x) : x ∈ [a +
h, b+ h]} = {f(x) : x ∈ [a, b]} = B.
Veamos: si y ∈ A entonces y = g(x) para algún x ∈ [a+ h, b+ h]
y = f(x− h) con a+ h 6 x 6 b+ h
Llamando x− h = x∗ resulta y = f(x∗) para algún x∗ ∈ [a, b]
y ∈ B
Por tanto A ⊆ B. (1)
Veamos: si y ∈ B entonces y = f(x) para algún x ∈ [a, b]
y = f(x) con a 6 x 6 b
y = f(x) para algún a+ h < x+ h < b+ h
Llamando x∗ = x+ h se tiene que x = x∗ − h para algún x∗ ∈ [a+ h, b+ h]. Por lo tanto,
y = f(x∗ − h) para algún x∗ ∈ [a + h, b + h]. Es decir, y = g(x∗) con x∗ ∈ [a + h, b + h].
Con lo cual y ∈ A. Aśı B ⊆ A. (2)
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y podemos considerar la misma partición l0 = l < l1 < · · · < ln = L con máx{lk+1 −
lk}n−1k=0 < ǫ. Sea E′k = {x ∈ [a + h, b + h] : lk 6 g(x) < lk+1} para k = 0, · · · , n − 1 y








Ahora probaremos que E′k = Ek + h y E
′
n = En + h
x ∈ E′k ⇔ x ∈ [a+ h, b+ h] con lk 6 g(x) < lk+1
⇔ a 6 x− h 6 b con lk 6 f(x− h) < lk+1
⇔ x− h ∈ Ek
⇔ x− h = y con y ∈ Ek
⇔ x = y + h con y ∈ Ek
⇔ x ∈ Ek + h.
Ahora bien, x ∈ En ⇔ x ∈ [a+ h, b+ h] con g(x) = ln
⇔ a 6 x− h 6 b con f(x− h) = ln
⇔ x− h ∈ En
⇔ x− h = y con y ∈ En
⇔ x = y + h con y ∈ En
⇔ x ∈ En + h.
Como estos conjuntos son iguales entonces m(E′k) = m(Ek + h) y m(E
′
n) = m(En + h).
Puesto que la medida es invariante por traslación, entoncesm(Ek+h) = m(Ek) ym(En) =
m(En+h). De donde m(E
′
k) = m(Ek) y m(E
′
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Para la prueba será suficiente suponer a < c < b.
Demostración









Dado ǫ > 0 existe una partición l0 = l < l1 < · · · < ln = L tal que máx{lk+1 − lk}n−1k=0 < ǫ.
Definimos Ek = {x ∈ [a, b] : lk 6 f(x) < lk+1} para k = 0, · · · , k − 1 y En = {x ∈ [a, b] :








Veamos que Ek y En pueden ser escritos de la forma Ek = E
′
k ∪ E′′k y En = E′n ∪ E′′n
donde E′k = {x ∈ [a, c] : lk 6 f(x) < lk+1}; E′′k = {x ∈ [c, b] : lk 6 f(x) < lk+1}
E′n = {x ∈ [a, c] : f(x) = ln = L} y E′n = {x ∈ [c, b] : f(x) = ln = L}. Evidentemente
E′k ∩ E′′k = {c}, en cualquier caso m(E′k ∩ E′′k ) = 0.
Como m(E′k∪E′′k ) = m(E′k)+m(E′′k )−m(E′k∩E′′k ), entonces m(E′k∪E′′k ) = m(E′k)+









































CONSTATACIÓN DEL AXIOMA 4





Sea l = ı́nf{f(x) : x ∈ [a, b]} y L = sup{f(x) : x ∈ [a, b]}. Dado ǫ > 0 existe una
partición lo = l < l1 < · · · < ln = L de [l, L] tal que máx{lk+1 − lk}n−1k=0 < ǫ. Definamos









CAPÍTULO 7. LA INTEGRAL DE LEBESGUE Y LA MEDIDA 105
Como f(x) > 0 para todo x ∈ [a, b] entonces lk > 0 para k = 0, · · · , n. Además, por
definición m(Ek) > 0 para k = 0, · · · , n. Por lo tanto
n∑
k=0







lk ·m(Ek) > 0.
CONSTATACIÓN DEL AXIOMA 5





Sea [l, L] un intervalo que contiene a 1. Dado ǫ > 0 existe una partición l0 = l <
l1 < · · · < ln = L del intervalo [l, L] tal que máx{lk+1 − lk} < ǫ con k = 0, · · · , n − 1.









Puesto que f(x) = 1 para todo x ∈ [0, 1], entonces existe un j ∈ {0, · · · , n} tal que
lj 6 f(x) = 1 < lj+1. Aśı, tenemos que 1 ∈ Ej y 1 /∈ Ek para todo k 6= j. De esto tenemos
que Ej = [0, 1] y Ek = ∅ para todo k 6= j; con lo cual m(Ej) = 1 − 0 = 1 y m(Ek) = 0







































lj · 1 = ĺım
ǫ→0
lj .
Pero lj 6 1 < lj+1 y por tanto 0 6 1− lj < lj+1 − lj < ǫ. Cuando ǫ→ 0 lj → 1. Y de esto,
concluimos que
∫ 1
0 f(x)dx = 1.
Ahora bien, resta constatar el axioma 3 y el axioma 6. Lebesgue dedica a estos
una mayor atención y despliega de una manera más completa su argumentación, dejando
ver las ideas centrales de su demostración pero omitiendo detalles. En este trabajo se
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describirá, con la mayor precisión posible, el razonamiento realizado por Lebesgue para
constatar estas dos condiciones, el cual aparecen en la página 122 a 125 de sus lecciones
editado en 1950.
CONSTATACIÓN DEL AXIOMA 3
∫ b
a








En primer lugar Lebesgue va a probar que si dos funciones definidas en [a, b] difieren
en ǫ > 0, entonces las integrales difieren a lo más en ǫ(b − a). Para esto, probará que si











Como f y g son acotadas en [a, b], podemos tomar [l, L] de modo que f(x), g(x) ∈
[l, L] para todo x ∈ [a, b]. Sea l0 = l < l1 < · · · < ln = L tal que máx{lk+1 − lk} < ǫ.
Definamos Fk = {x ∈ [a, b] : lk 6 f(x) < lk+1} para k = 0, · · · , n − 1 y Fn = {x ∈ [a, b] :
f(x) = ln = L}. De igual forma, llamemos Gk = {x ∈ [a, b] : lk 6 g(x) < lk+1} y Gn =
{x ∈ [a, b] : g(x) = ln = L}. Ahora llamemos σ(f) =
n∑
k=0







































+ ln · m(Fn) =
ln−1 ·m(F0∪F1∪· · ·∪Fn−1)− l1 ·m(F0)− l2 ·m(F0∪F1)− l3 ·m(F0∪F1∪F2)−· · ·−
ln−2 ·m(F0∪F1∪F2∪· · ·∪Fn−3)− ln−1 ·m(F0∪F1∪F2∪· · ·∪Fn−2)+ l0 ·m(F0)+ l1 ·
m(F0∪F1)+ l2 ·m(F0∪F1∪F2)+ · · ·+ ln−2 ·m(F0∪F1∪F2∪· · ·∪Fn−2)+ ln ·m(Fn) =
l0 ·m(F0)+l1 ·[m(F0∪F1)−m(F0)]+l2 ·[m(F0∪F1∪F2)−m(F0∪F1)]+l3 ·[m(F0∪F1∪
F2∪F3)−m(F0∪F1∪F2)]+ · · ·+ ln−2 · [m(F0∪F1∪· · ·∪Fn−2)−m(F0∪F1∪F2 · · ·∪
Fn−3)] + ln−1 · [m(F0 ∪F1 ∪ · · · ∪Fn−1)−m(F0 ∪F1 ∪F2 · · · ∪Fn−2)] + ln ·m(Fn) =




lk ·m(Fk) = σ(f) Con el mismo argumento se verifica la otra igualdad
dada por Lebesgue:























Gi donde k = 0, 1, · · · , n− 1.
En efecto, si x ∈
k⋃
i=0
Gi entonces x ∈ Gi para algún i ∈ {0, · · · , k}. De la definición
de Gi se tiene que li 6 g(x) < li+1. Como f(x) 6 g(x) entonces f(x) ∈ [lj , lj+1] para














Esta igualdad se cumple porque, simplemente, {Fk}n−1k=0 y {Gk}n−1k=0 determinan cada






Gk = [a, b]. Por otro lado,
es claro que Fn = Gn = ∅ puesto que no existe x ∈ [a, b] tal que f(x) = ln = L y
g(x) = ln = L ya que f(t) 6 sup f < L y g(t) 6 sup g < L para todo t ∈ [a, b]. Aśı,
m(Fn) = m(Gn) = m(∅) = 0. En definitiva; se tiene las igualdades que Lebesgue
asegura:





































































g(x)dx. Puesto que g 6 f + η,







la integral de la derecha Lebesgue se sirve del intervalo [l+η, L+η] y de la partición
l + η = l0 + η < l1 + η < · · · < L+ η = ln + η. Es claro que:
σ(f + η) =
n∑
k=0
(lk + η) ·m(Fk + η)
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Como m(Fk + η) = m(Fk) entonces
σ(f + η) =
n∑
k=0
















lk ·m(Fk) + η(b− a)
= σ(f) + η(b− a).





σ(f + η) = ĺım
ǫ→0














f(x)dx + η(b − a). De este modo, si se toma η = ǫ > 0 arbitrario
























De otra parte, Lebesgue hizo un análisis previo que retomamos aqúı: Si lk 6 f(x) <
lk+1 para todo x ∈ Ek, con k = 0, · · · , n− 1 entonces:
n−1∑
k=0




ϕn(x) 6 f(x) 6 ψn(x).
De donde
|f(x)− ϕn(x)| = f(x)− ϕn(x) < ψn(x)− ϕn(x) =
n−1∑
k=0
(lk+1 − lk)χEk .
Para todo x ∈ Ek, con k = 0, · · · , n− 1, se obtiene:
|f(x)− ϕn(x)| = lk+1 − lk < ǫ (7,1)
CAPÍTULO 7. LA INTEGRAL DE LEBESGUE Y LA MEDIDA 109















< ǫ(b− a). (7,2)
De manera similar para la función g, si tomamos la partición de [l, L], l′0 = l < l
′
1 <











tal que ϕ′m(x) 6 g(x) 6 ψ
′
m(x) y por tanto:
|g(x)−ϕ′m(x)| = g(x)−ϕ′m(x) 6 ψ′m−ϕ′m(x) =
m∑
k=0
















< ǫ(b− a). (7,4)








































A partir de las dos últimas desigualdades se obtiene la desigualdad deseada, siempre












Veamos: Los valores de ϕn son l0, l1, · · · , ln en los conjuntos E0, E1, · · · , En respec-




1, · · · , l′m en los conjuntos E′0, E′1, · · · , E′m. Sea
Eij = Ei ∩ E′j i = 1, · · · , n, j = 1, · · · ,m. No resulta dif́ıcil probar que {Eij}n,mi=1,j=1
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6 2ǫ(b− a) + 2ǫ(b− a) = 4ǫ(b− a).
CONSTATACIÓN DEL AXIOMA 6
La condición 6 de la definición descriptiva es en realidad el teorema comúnmente
conocido como el teorema de convergencia acotada. Este teorema ha sido considerado
14Es sencillo que Ei =
m⋃
j=1
Eij y que Eij ∩ Ein 6= ∅ para i 6= n. Sea x ∈ Ei ⊆ [a, b]. Como {Ej}
m
j=1 es




Eij . Esto es, Ei ⊆
m⋃
j=1
Eij . Puesto que E
′




Aśı es posible concluir que Ei =
m⋃
j=1
Eij . De otra parte, probemos que los Eij son disyuntos. Será suficiente
con probar que Eij ∩ Eih = ∅ para i 6= h. Si se supone lo contrario, es decir, que existe x ∈ Eij ∩ Eih
entonces x ∈ Eij y x ∈ Eih por consiguiente x ∈ Ei ∩ Ej y x ∈ Ei ∩ En. De donde x ∈ Ej y x ∈ Eh. Es
decir, Ej ∩ En 6= ∅ para j 6= h. Esto no puede ser porque la familia {Ei} es una partición de [a, b].
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como la ganancia de la integral de Lebesgue respecto a la integral de Riemann. El axioma
6 que no era satisfecho por la integral de Riemann, tal como lo ilustran los ejemplos del
principio de este caṕıtulo, es ahora satisfecho plenamente por la definición de integral de
Lebesgue bajo la condición de que la sucesión de funciones sea uniformemente acotada.
En primer lugar presentamos una copia de la demostración original de Lebesgue. Luego
hacemos algunas observaciones sobre dicha prueba a fin de poderla escribir de nuevo, pero
detallando cada uno de sus pasos.
En la demostración anterior no aparece plenamente justificado por qué m(En) → 0
cuando n → ∞. El historiador y matemático Ivan Pesin en su libro Teoŕıas clásicas y
modernas de la integración en la página 61 plantea que Lebesgue formuló un teorema en
el año de 1903 en un art́ıculo titulado Sobre una propiedad de las funciones publicado en















|Φn − f | > ǫ
}
= 0
Aqúı lo escribiremos del siguiente modo:
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Teorema Si {fn(x)} es una sucesión de funciones medibles tal que ĺım
n→∞
fn(x) = f(x)




x ∈ [a, b] : sup
n>N
|fn(x)− f(x)| > ǫ
}
< ǫ
La prueba de este teorema aparece en la introducción del libro titulado Lecciones so-
bre series trigonométricas publicado en 1905 en Paŕıs. No ahondaremos en la demostración
de este teorema, porque nos alejaŕıamos de nuestro propósito central.
Teorema de la convergencia acotada
Sea x ∈ [a, b] y {fn(x)}∞n=1 una sucesión de funciones medibles tal que ĺımn→∞ fn(x) =









La primera afirmación de Lebesgue es que f(x) es integrable. Esto se debe a que el
ĺımite de una sucesión de funciones medibles es medible15. Al ser f(x) medible entonces, del
origen mismo de la definición de integral de Lebesgue, se desprende que f(x) es integrable.


























f(x)dx. Este resultado del que Lebesgue







lk ·m(Ek) donde Ek = {x ∈ A ∪B : lk 6 f(x) < lk+1}.
Como A ∩B = ∅ entonces Ek = E′k ∪E′′k donde E′k = {x ∈ A : lk 6 fk(x) < lk+1} y
15La cual fue justificada en el caṕıtulo anterior
CAPÍTULO 7. LA INTEGRAL DE LEBESGUE Y LA MEDIDA 113










































De la definición de En se tiene que |fn(x) − f(x)| < ǫ, ∀x ∈ En. Ahora bien, como
para cada n ∈ N |fn(x)| 6 M ∀x ∈ [a, b] y ĺım
n→∞
fn(x) = f(x) ∀x ∈ [a, b] entonces
|f(x)| 6 M ∀x ∈ [a, b]. En efecto, si existe x0 ∈ [a, b] tal que |f(x0)| > M entonces, como
ĺım
n→∞
fn(x0) = f(x0), dado ǫ0 = |f(x0)| −M existe N0 ∈ N tal que ∀n > N0 se cumple que
|fn(x0)− f(x0)| < |f(x0)| −M
|f(x0)| − |fn(x0)| < |f(x0)| −M
|fn(x0)| > M ∀n > N0.
Lo cual contradice que |fn(x)| 6 M ∀x ∈ [a, b] y ∀n ∈ N. Aśı concluimos que también
|f(x)| 6 M ∀x ∈ [a, b]. Por lo tanto, |fn(x) − f(x)| 6 |fn(x)| + |f(x)| 6 2M ∀x ∈ [a, b].
En particular, |fn(x) − f(x)| 6 2M ∀x ∈ Ecn ⊆ [a, b]. Dado que para la demostración es
irrelevante que aparezca 2M o M , Lebesgue escribe |fn(x)− f(x)| < M .































= ǫm[En] + 2Mm[c(En)].
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En el paso anterior, Lebesgue aplica la propiedad
∫
A







cuya demostración es esencialmente la misma que se dio en la constatación de axioma 5,
sólo que cambiando [a, b] por un conjunto de medida finita A de modo que b − a queda
sustituido por m(A).
De otro lado, Ecn está contenido en E donde E = {x ∈ [a, b] : sup
n
|fn(x)−f(x)| > ǫ}.
Esto es cierto porque |fn(x)− f(x)| 6 sup
n
|fn(x)− f(x)|. Por lo tanto, x ∈ E. Aśı En ⊂ E
para cada n, en virtud de lo cual m(En) 6 m(E). Aśı resulta que
∫ b
a
|fn(x)− f(x)|dx 6 ǫ ·m(En) + 2Mm(E) para todo n ∈ N (7,5)
Puesto que de las hipótesis iniciales se satisfacen las condiciones del teorema, entonces dado
ǫ > 0 existeN1 ∈ N tal que para todoN > N1 se cumplem
(
{x ∈ [a, b] : sup
n>N




Como E ⊆ {x ∈ [a, b] : sup
n>N
|fn(x) − f(x)| > ǫ} < ǫ entonces m(E) 6 m{x ∈ [a, b] :
sup
n>N
{|fn(x)− f(x)| > ǫ}} < ǫ.




|fn(x)− f(x)|dx 6 ǫ ·m(En) + 2M ·m(E)
< ǫ ·m(En) + 2M · ǫ
Como ǫ > 0 es arbitrario y m(En) finito, entonces
∫ b
a
|fn(x)dx− f(x)|dx→ 0 cuando N → ∞































→ 0 cuando n→ ∞.
Es decir, se ha probado que, si ĺım
n→∞
fn(x) = f(x) y |fn(x)| 6 M en cada x ∈ [a, b]
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Luego de definir la integral de Lebesgue y mostrar algunos ejemplos que ilustran
sus fortalezas respecto a la integral de Riemann; se ha mostrado la coherencia entre la
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definición de integral de Lebesgue y su definición axiomática, siguiendo fielmente, hasta
donde fue posible, las ideas de Lebesgue; y siguiendo sus sugerencias en otros casos.
Ahora corresponde, en concordancia con lo hecho en caṕıtulos anteriores, exponer
el criterio de integrabilidad de Lebesgue. En este caso, el criterio surge de la definición
misma que ha hecho Lebesgue de su integral. Veamos
Teorema: (Criterio de Integrabilidad de Lebesgue)
Si f es una función medible acotada en [a, b] entonces su integral de Lebesgue existe.
Demostración:
La argumentación de esta afirmación resulta del análisis hecho por Lebesgue al
desprender su definición constructiva de la definición axiomática y haber establecido la
afirmación 3.3 y 3.4 del caṕıtulo 3, mediante las cuales garantiza la existencia de dos
funciones Φn y ψn tales que Φn 6 f 6 ψn donde estas convergen uniformemente a f y por
consiguiente, sus integrales, que también existen, convergen a la integral de f .
7.5. ALGUNOS EJEMPLOS DE FUNCIONES NO INTE-
GRABLES LEBESGUE
A continuación se presentan tres ejemplos de funciones no integrables Lebsgue. El
primero y el tercero son ejemplos clásicamente conocidos. El segundo, fue propuesto sin
demostración por el propio Lebesgue en sus Lecciones de 1904. Aqúı se hará una prueba
a partir de la definición misma de Lebesgue16.
Ejemplo 7.5.1: La función f(x) = sinx no es integrable Lebesgue en [0,∞).
Solución:
Como la función f(x) = sinx es continua y acotada en [0, π] entonces es integrable
Riemann. Pero toda función integrable Riemann es medible y por lo tanto integrable







sinxdx = − cosx|π0 = 2
Se sabe que una función f es integrable Lebesgue si y sólo si |f | lo es. Aśı que
bastará probar que |f(x)| = | sinx| no es integrable Lebesgue en [0,∞), para garan-
tizar que f(x) = sinx tampoco es integrable es este intervalo. Por la propiedad de




donde cada Ei es medible acotado y ademas cada par de estos son disyuntos dos a dos, entonces Lebesgue









f(x) + · · · . Es sobre
esta idea en la que se apoya el desarrollo del ejemplo 7.5.1.
116 7.5. ALGUNOS EJEMPLOS DE FUNCIONES NO INTEGRABLES LEBESGUE























De otra parte, resulta:
∫ ∞
0













De donde concluimos que f(x) = sinx no es integrable Lebesgue en [0,∞).




no es integrable Lebesgue utili-
zando su definción original de integral.
Solución:
El rango de g es (0,∞). Consideremos la partición {lk}∞k=1 de este intervalo tal que
lk = 2
√
2kπ. Para cada lk existe un xk definido por xk =
1√
2kπ
en [0, 1] de modo que




























2kπ · 1 = 2
√
2kπ = lk.
Pero {xk}∞k=0 donde x0 = 1, es una sucesión decreciente (xk−1 > xk) de números

































de donde lk − lk−1 −→ 0 cuando k −→ ∞. Aśı, dado ǫ > 0 existe N ∈ N tal que
si k > N se cumple que |lk − lk−1| = lk − lk−1 < ǫ. Consideremos para ǫ > 0 la









si k < N
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Aśı garantizamos que {l′k}∞k=1 es una partición tal que l′k − l′k−1 < ǫ para todo
k = 1, · · ·. Con lo cual tenemos que la integral de Lebesgue de g es
∫ 1












































































































































0 g(x)dx no existe.
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no es integrable Lebesgue, en (0, 1].



















si x 6= 0,
0 si x = 0.








si x 6= 0,
0 si 0.
La cual es continua y acotada en [0, 1] y por lo tanto integrable Riemann en [0, 1] y
en consecuencia, también integrable Lebesgue en dicho intervalo.
En cambio, el segundo término de la primera expresión que se define la función para









si x 6= 0,
0 si x = 0.
La cual es no acotada y discontinua en [0, 1]. Como se demostró anteriormente, la
integral de Lebesgue de dicha función diverge y por tanto no existe.
Lebesgue pudo haber presentado como ejemplo de función no integrable a r(x) en
lugar de f(x), lo cual hubiese sido más elemental. Sin embargo no lo hizo aśı quizás
para hacer notar la existencia de funciones no integrables Lebesgue que a pesar de
































Ejemplo 7.5.3: La función f(x) =
sinx
x
no es integrable Lebesgue en (0,∞).
Solución:
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En esta demostración hemos utilizado dos hechos: El primero, la integral de Lebesgue
de | sinx| en un intervalo finito coincide con la integral de Riemann de esta integral.
Segundo, una función f es integrable Lebesgue si y sólo si |f | lo es.
7.6. RELACIÓN ENTRE INTEGRAL Y MEDIDA
Tanto Emile Jordan como Lebesgue hicieron investigaciones mediante los cuales
lograron establecer una fuerte relación entre la integrabilidad de una función definida en
un intervalo y la medida del conjunto del plano delimitado por su gráfica y el intervalo.
De hecho Jordan fue el primero en hacerlo y después Lebesgue hizo lo mismo en un
intento de generalización. En este apartado se mostraran dichos resultados detallando la
argumentación dada por cada uno. Comenzaremos por Jordan y seguiremos con Lebesgue.
7.6.1. Relación de Integrabilidad y Medida en Jordan
Jordan considera una función acotada f en un intervalo [a, b]. Podemos tener una
idea completa de sus argumentos principales remitiéndonos a la página 38 y 39 del trabajo
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de Ivan Pesin citado anteriormente, en el cual este describe de manera clara las ideas del
razonamiento de Jordan al respecto, considerando el caso en el que f(x) > 0 para todo
x ∈ [a, b]. Además, como lo afirma el mismo Jordan, cualquier función f definida en [a, b]
se puede escribir como f = f1 − f2 donde
f1(x) =
{
f(x) si f(x) > 0,
0 si f(x) 6 0.
y f2(x) =
{
−f(x) si f(x) < 0,
0 si f(x) > 0.
Es decir, f se reduce a la suma de dos funciones positivas: f1 y −f2.
Jordan define primero E(f) como el conjunto de puntos del plano cuyas coordenadas
(x, y) tales que x ∈ [a, b] y y ∈ [0, f(x)). El teorema debido a Jordan es el siguiente:
Teorema:
Una función f no negativa y acotada en [a, b] es Riemann integrable si y sólo si el





Jordan prueba que si f es Riemann integrable en [a, b] entonces E(f) es Jordan
medible. Sea P = {x0 = a < x1 < x2 < · · · < xn = b} una partición de [a, b] tal que
||P || < δ con δ > 0, donde ||P || = máx{δk = xk − xk−1 : k = 1, · · · , n}.
Sea
Mk = sup{f(x) : x ∈ [xk−1, xk]},
y
mk = ı́nf{f(x) : x ∈ [xk−1, xk]},
con T ∗ =
n⋃
k=1





k = [xk−1, xk]× [0,mk].
Ahora se considera la frontera de E(f) denotada por frE(f) = {(x, y) : x ∈ [a, b], y, y =
f(x)}. Luego se prueba que frE(f) ⊆ T ∗ − T∗. Veamos:
Si (x, y) ∈ frE(f) entonces x ∈ [a, b], y, y = f(x). Puesto que P es una partición de
[a, b], entonces x ∈ [xk−1, xk] para algún k. Por definición de Mk se tiene que 0 6 f(x) 6
Mk. De donde (x, y) ∈ Rk para algún k. Es decir, (x, y) ∈ T ∗. Pero también, por definición,
mk 6 f(x) por lo que f(x) /∈ [0,mk). Es decir (x, y) /∈ [xk−1, xk] × [0,mk) = R′k. Pero
además, (x, y) /∈ R′j para todo j 6= k puesto que x ∈ [rj−1, rj ] para cada j 6= k. Por lo tanto
(x, y) ∈ T∗. Aśı, (x, y) ∈ T ∗−T∗ ⊂ T ∗ − T∗, con lo cual frE(f) ⊂ T ∗ − T∗ = T ∗−T∗ y por
lo tanto C(frE(f)) < C(T ∗−T∗) = C(T ∗)−C(T∗) . Pero C(T ∗) = a(T ∗) y C(T∗) = a(T∗),
de donde
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Puesto que f es integrable entonces
n∑
k=1
(Mk −mk)δk → 0. Por lo tanto, C(frE(f)) = 0.
Por el criterio de medibilidad que Jordan mismo hab́ıa establecido se tiene que, el
conjunto E(f) es medible.
Es conveniente mencionar que la frontera de E(f) mencionada por Jordan no con-
templa a los conjuntos E1 = {a} × [0, f(a)]; E2 = {b} × [0, f(b)] y E3 = [a, b] × {0}
puesto que al ser segmentos, su contenido superficial es nulo. En cambio un análisis sobre
{(x, y) : a 6 x 6 b, y = f(x)} requeŕıa especial atención.
Ahora, Jordan prueba la proposición rećıproca:
Supone que E(f) es medible y demuestra que f es integrable.
Sea E(f) un conjunto medible. Esto significa que su frontera frE(f) tiene contenido
cero. Por tanto considera una partición P = {x0 = a < x1 < · · · < xn = b} de [a, b]







Mkδk donde δk = xk−xk−1 y Mk = sup{f(x) : x ∈ [xk−1, xk]} y mk = ı́nf{f(x) :




puede ser considerada como la suma de las áreas de cuadrados Rk = [xk−1, xk]× [mk,Mk].
La frontera fr(E), está contenida en la unión Tn de estos cuadrados. Veamos:
Si (x, y) ∈ fr(E) entonces x ∈ [a, b], y, y = f(x). Pero x ∈ [xk−1, xk] para algún
k, y, mk 6 y 6Mk. Es decir, (x, y) ∈ Rk para algún k. Por lo tanto, fr(E) ⊆ Tn donde Tn
está formado por cuadrados de una cierta cuadricula cuyo lado horizontal es inferior a ||P ||.
Pero por definición de contenido exterior se tiene que rn = a(Tn) → Ce(fr(E)) cuando
||P || → 0. Como Ce(fr(E)) = Ci(fr(E)) = C(fr(E)) = 0 entonces rn = a(Tn) → 0
cuando ||P || → 0. Es decir, concluimos que Sn − sn → 0 cuando ||P || → 0.
Por lo cual f es integrable. Además de la integrabilidad de f , resulta que cuando
||P || → 0 se cumple a(T∗) →
∫ b
a
f(x)dx y a(T ∗) →
∫ b
a
f(x)dx. Y como C(T∗) = a(T∗) y
C(T ∗) = a(T ∗) entonces C(T∗) →
∫ b
a




Pero también se tiene que
C(T∗) → Ci(E(f)) y C(T ∗) → Ce(E(f)).
Y por la unicidad del ĺımite se concluye
∫ b
a
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En el caso general (para f cualquiera) y basado en que f = f1 − f2, Jordan llega a
∫ b
a
f(x)dx = C(E1(f))− c[E2(f)]
donde
E1(f) = {(x, y) : x ∈ [a, b], 0 < y < f(x)}
E2(f) = {(x, y) : x ∈ [a, b], f(x) < y < 0}
7.6.2. Relación de Integrabilidad y Medida en Lebesgue
Lebesgue al igual que Jordan establece una relación entre la integral y la medida. Su
razonamiento al respecto aparece en sus lecciones de 1904 en las página 118 y 119. Algunos
pasos no aparecen abiertamente justificados, por lo que para comprenderlos nos basamos
en algunas ideas de Ivan Pessin, quien hace un estudio minucioso de tal demostración. No
disponemos de fuentes originales que garanticen que tales argumentos fueron utilizados por
Lebesgue, pero las ideas expuestas por Pessin no parecen estar alejadas del conocimiento
que Lebesgue teńıa en ese momento, como que abiertos y cerrados son medibles. Sólo un
criterio de medibilidad, muy conocido actualmente, podŕıa estar en duda, puesto que no
aparece dentro de lo estudiado en el texto original de Lesbegue. Dicho criterio se expresa
de la siguiente manera:
Un conjunto es medible si puede ser encerrado por un conjunto cerrado y uno abierto
tal que la diferencia de sus medidas se puede hacer tan pequeña como se quiera.
Sin embargo, es probable que este criterio fuese conocido por Lebesgue ya que hab́ıa
establecido uno muy parecido basado en algunas ideas originales de Borel. Este criterio
aseguraba que si un conjunto puede ser encerrado por dos conjuntos medibles de medida α,
entonces el conjunto dado es medible y tiene medida α. Recordemos de igual manera que
Lebesgue extiende al plano sus conceptos y resultados básicos sobre medida de conjuntos
en la recta. Lo cual es necesario para lograr la conexión entre integral y medida.
Ahora śı, comencemos con tres afirmaciones que serán utilizadas por Lebesgue en
su razonamiento para lograr relacionar la integral y la medida.
Afirmación 7.1:
Si E es un conjunto medible lineal acotado, entonces E = {(x, y) : x ∈ E , y, c 6 y 6
d} es un conjunto medible planar y ms(E) = (d− c) ·mE .
Demostración:
Caso 1: Si E = [a, b] entonces E = E × [c, d] = [a, b] × [c, d] y por tanto msE =
(b− a)(c− d) = mE(d− c).
Caso 2: Si E es abierto entonces E = ⋃
i∈J
Ii donde J es contable y los Ii son disyuntos
dos a dos.
Entonces:
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× [c, d] = ⋃
i∈J
(Ii × [c, d])
















l(Ii) = (d− c)ml(E)
Caso 3: Si E es cerrado, como E ⊂ (a, b) por ser acotado, entonces E ′ = (a, b)−E es
abierto. Por otra parte si E = E × [c, d] entonces E′ = E ′ × [c, d]. Aśı que por el resultado
anterior tenemos:
ms(E
′) = ml(E ′) · (d− c) = mp[(a, b)− E ] · (d− c)
= [(b− a)−ml(E)](d− c)
= (b− a)(d− c)− (d− c)ml(E)
Pero como E = E × [c, d] ⊂ (a, b)× [c, d] entonces
ms(E) = (b− a)(d− c)−ms(E′)
= (b− a)(d− c)− [(b− a)(d− c)− (d− c)ml(E)]
= (b− a)(d− c)− (b− a)(d− c) + (d− c)ml(E)
= (d− c) ·ml(E)
Caso 4: Si E es un conjunto cualquiera, dado ǫ > 0 existe un conjunto cerrado
F ⊆ E y un conjunto abierto G ⊇ E tal que ml(G)−ml(F ) < ǫ. (7.6)
De este modo tenemos que si T = G × [c, d] y V = F × [c, d] entonces ms(T ) =
ml(G) · (d− c) y ms(v) = ml(F ) · (d− c). Aśı que
ms(T )−ms(V ) = ml(G) · (d− c)−ml(F )(d− c)
= (d− c)[ml(G)−ml(F )] < (d− c)ǫ (7,7)
Como E = E × [c, d] es tal que V ⊆ E ⊆ T entonces ms(V ) 6 ms(E) 6 ms(T ). Pero de
la desigualdad (7,7) probada anteriormente podemos concluir prácticamente que ms(T ) =
ms(V ). Aśı que:
ms(E) = ms(T ) = ms(V ) = ml(G) · (d− c) = ml(F ) · (c− d)
Pero además, F ⊂ E ⊂ G y por lo tanto,ml(F ) 6 ml(E) 6 ml(G). Por la desigualdad
(1) se puede afirmar que ml(F ) = ml(G) y en consecuencia, ml(E) = ml(G) = ml(F ).
Por lo tanto resulta que:
ms(E) = ml(E) · (d− c)
124 7.6. RELACIÓN ENTRE INTEGRAL Y MEDIDA
Afirmación 7.2: Si un conjunto abierto G ⊆ R2 es tal que sus secciones horizontales
y = k recorren [c, d] y tienen medida lineal mayor que h entonces
h(d− c) < ms(G)
Demostración:
ComoG es abierto entoncesG =
⋃
i∈I
Ri donde I es un conjunto contable y Ri = Ii×Ji
con Ii y Ji intervalos abiertos. Sea Bk = {(x, k) : (x, k) ∈ G} cualquier sección transversal
de G. Por hipótesis, h < ml(Bk). Por otra parte, dado (x, k) ∈ G existe un cuadrado
abierto Ri = Ii × Ji tal que (x, k) ∈ Ri. Además, podemos escribir Bk = Ak × {k}
donde Ak = {x : (x, k) ∈ G}. Puesto que Bk es un conjunto que se obtiene trasladando
verticalmente k unidades el conjunto Ak × {0}, se tiene que ml(Bk) = ml(Ak). Pero




Ak × {k} ⊆
⋃
i∈I
Ri para cada k ∈ [c, d]
Es decir, Ak × [c, d] ⊂
⋃
i∈I
Ri. Y por propiedades de ms:







Por la afirmación 1:
ml(Ak)(d− c) 6 ms(G),
ml(Bk)(d− c) 6 ms(G).
Pero por hipótesis, h < ml(Bk) y en consecuencia
h(d− c) 6 ms(G).
Afirmación 7.3: Sea f una función no negativa y α cualquier número real. Defi-
namos mi(α) = mi{x : f(x) > α} y me(α) = me{x : f(x) > α}. Entonces las funciones
mi(α) y me(α) son continuas por izquierda de α y además monótonas no crecientes.
Demostración:
Probemos primero que me(α) y mi(α) son decrecientes. En efecto, si α1 6 α2 se
tiene que {x : f(x) > α2} ⊆ {x : f(x) > α1}. Por lo tanto, me{x : f(x) > α2} 6 me{x :
f(x) > α1}. Aśı que: me(α2) 6 me(α1). Lo que prueba que me(α) es una función no
creciente. Ahora bien
mi(α1) = mi{x : f(x) > α1} = (b− a)−me{x : f(x) < α1},
mi(α2) = mi{x : f(x) > α2} = (b− a)−me{x : f(x) < α2}.
Como {x : f(x) < α1} ⊆ {x : f(x) < α2} entonces me{x : f(x) < α1} 6 me{x : f(x) <
α2}
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De donde concluimos que
mi{x : f(x) > α2} 6 mi{x : f(x) > α1}
mi(α2) 6 mi(α1).
Lo cual prueba que mi(α) también es una función no creciente.
Ahora probaremos la continuidad. Sea {αn} una sucesión de números reales tal que
ĺımαn = α. Debemos probar que ĺımmi(αn) = mi(α) y ĺımme(αn) = me(α). Para dicho





Si x ∈ E entonces f(x) > α, pero α > αn para todo n, porque {αn} es una sucesión
creciente que converge a α. Aśı, f(x) > αn para todo n ∈ N. Por lo tanto, x ∈ En para
todo n. Es decir, E ⊆
∞⋂
n=1
En. Ahora bien, si x ∈
∞⋂
n=1
En entonces x ∈ En para todo
n ∈ N. Por lo tanto, f(x) > αn para todo n. Es decir, f(x) es una cota superior de {αn}.
Si α > f(x) entonces por la convergencia de {αn} a α, dado E · = α − f(x) > 0 existe
N ∈ N tal que |αn − α| < E · para todo n > N . Osea que α− αn < α− f(x) ∀n > N . Aśı,
f(x) < αn ∀n > N . Pero esto contradice que f(x) sea una cota superior. Por lo tanto, se















Del mismo modo, mi(α) = ĺım
n→∞
mi(αn). Aśı, concluimos que me(α) y mi(α) son
funciones continuas.
Ahora, ya estamos en condiciones de adentrarnos en el estudio del teorema de Lebes-
gue mediante el cual relaciona la integral con la medida. El teorema consiste en probar la
equivalencia entre la definición anaĺıtica y definición geométrica de la integral. La primera
ya fue introducida al inicio del caṕıtulo y la segunda, la presentamos a continuación:
Definición geométrica de la integral.
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donde E+(f) = {(x, y) : x ∈ [a, b], y, y = f+(x)} y E−(f) = {(x, y) : x ∈ [a, b], y, y =
f−(x)}.
Aqúı f+ y f−, al igual que en el caso de Jordan, significan lo siguiente:
f+(x) =
{
f(x) si f(x) > 0
0 si f(x) < 0
y f−(x) =
{
−f(x) si f(x) 6 0
0 si f(x) > 0
El teorema de Lebesgue que nos interesa establece lo siguiente:
Teorema (DE LEBESGUE SOBRE INTEGRABILIDAD Y DE MEDI-
DA)
La definición anaĺıtica y geométrica de la integral de una función acotada son equi-
valentes:
Demostración:
i) Lebesgue desea probar que si E+ y E− son medibles entonces f es integrable Le-
besgue. Para esto basta probar que f es medible. No es necesario probar que f es
acotada porque de entrada Lebesgue lo asume aśı. Puesto que la medibilidad de f se
desprende de la medibilidad de f+ y f− y ambas son positivas, entonces Lebesgue
hace la demostración para f(x) > 0. Supone pues que E(f) es medible. Para demos-
trar que f es medible debe probar que para cada α ∈ R el conjunto {x : f(x) > α}
es medible. Para tal fin razona por reducción al absurdo. Supone que existe un α′ tal
que A = {x : f(x) > α′} no es medible. Por lo tanto, de la no medida de A se tiene
que existe ǫ > 0 tal que me(α




> 0 existe h > 0 tal que si k ∈ [0, h], entonces mi(α′ − k) −mi(α′) < ǫ/2. Y
como mi es no creciente entonces me(α
′ − k) > me(α′).
De esto resulta que:
mi(α
















′ − k)−me(α′ − k) <
ǫ
2
− ǫ = − ǫ
2
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Aśı,
mi(α
′ − k) + ǫ
2
< me(α
′ − k) con k ∈ [0, h] (7,8)
Ahora Lebesgue considera E parte de E(f) comprendida entre Eh = [a, b]×[α′−h, α′].
Eh es medible por ser producto de conjuntos medibles y E también es medible por
ser intersección de conjuntos medibles. Por tanto E puede ser encerrado por una
familia contable A de cuadrados abiertos. Y el complemento de E, con respecto a un
cuadrado I, que contiene al conjunto de ordenadas, puede cubrirse por una familia B
contable de cuadrados abiertos de tal modo que C = A∩B es un sistema de cuadrados
comunes cuya reunión puede hacerse arbitrariamente pequeña. Dichos cuadrados se
pueden suponer con lados paralelos a los ejes. Aqúı Lebesgue afirma pero no prueba
que mse(E)−msi(E) < m(C), donde mse(E) y msi(E) representan respectivamente
la medida superficial exterior e interior del conjunto E.
En efecto
msi(E) = m(I)−mse(E′) donde E′ = I − E.
Pero mse(E) = msi(E), aśı que
mse(E) +mse(E
′) = m(I) 6 m(I) +m(C)
mse(E)−mse(E′)−m(I) 6 m(C)
mse(E)− (m(I)−mse(E′)) 6 m(C)
mse(E)−msi(E) 6 m(C).
Luego Lebesgue considera las rectas y = k con k ∈ [α′ − h, α′]. Los cuadrados de la
familia A cortan a la recta d en intervalos de tipo a que encierran {x : f > k} y los
cuadrados de la familia B cortan la recta k en cuadrados de tipo b que encierran al
complemento de {x : f > k}. Los cuadrados de la familia C forman los intervalos
de tipo c comunes a a y b, de manera que m(c) se puede hacer tan pequeña como
se quiera y por consiguiente {x : f > k} es medible de donde resulta como en el
razonamiento anterior que:
m(c) > me{x : f > k} −mi{x : f > k}.
Luego Lebesgue, afirma sin argumentación que




Una razón para esta desigualdad es la siguiente: α′−h 6 k 6 h entonces 0 6 α′−k 6
h. Por la desigualdad (7,9) resulta que:
me(α
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Y por tantom(c) >
ǫ
2
cuando k ∈ [α′−h, α′]. Puesto que para cada sección transversal
k se cumple que los intervalos c son tales que m(c) >
ǫ
2
entonces por afirmación 7.2
resulta que m(c) >
ǫ
2
h. Como ǫ y h han sido fijados, entonces Lebesgue concluye
que no es verdad que m(c) se puede hacer arbitrariamente pequeño. Por tal razón,
lo que se hab́ıa supuesto inicialmente no es verdad y en consecuencia {x : f(x) > α}
es medible para todo α. Con lo cual f es medible y por tanto integrable. Aśı se ha
probado que si E(f) = [a, b]×{y : 0 6 y 6 f(x)} es medible entonces f es integrable.
ii) Ahora Lebesgue supone que f es medible y va a probar que E(f) es medible. Para
ello parte el intervalo de variación de f en números {li}ni=1. Considera la parte E de
E(f) comprendida entre li−1 y li. Como f es medible el conjunto Ei = {x : f(x) > li}
es medible. Aśı que Ei se puede encerrar en intervalos de tipo a y el complemento de
Ei con respecto a I = [a, b] puede encerrarse en intervalos de tipo b, siendo c la parte
común de dichos intervalos, cuya reunión puede hacerse arbitrariamente pequeña.
Luego considera el conjunto A = {(x, y) : x ∈ a, y, y ∈ (li−1, li)} y S = {(x, y) : x ∈
c, y, y ∈ (li−1, li)} donde a y c son ahora la reunión de las familias de los intervalos
de tipo a y c respectivamente.
El conjunto A − S está contenido en E y por tanto msi(E) > ms(A) − ms(S). Al
mismo tiempo y sin justificar Lebesgue afirma que
m(A)−ms(S) = (li − li−1)[m(a)−m(c)]
De donde m′se(E) > (li − li−1)[m(a) −m(c)]. Es aqúı donde hemos considerado que
Lebesgue esta utilizando el hecho establecido en la afirmación 7.1 según el cual se
tendŕıa que m(A) = m(a)(li − li−1) y m(S) = m(c)(li − li−1). Ahora bien, Lebesgue
enseguida afirma quemse(E) > (li−li−1)ml{x : f(x) > li}. Lo cual podemos justificar
aśı:
Puesto quemse(E) > (li−li−1)[m(a)−m(c)] ym(c) es arbitrariamente pequeño puede
ser despreciado en la desigualdad de modo que mse(E) > (li − li−1)m(a). Pero a es
la reunión de intervalos que recubre a Ei = {x : f(x) > li} por tanto m(a) > mlEi.
Aśı que:
msi(E) > (li − li−1)ml{x : f(x) > li}.
Y como {x : f(x) > li} ⊇ {x : li 6 f(x) 6 li+1} entonces ml{x : f(x) > li} > ml{x :
li 6 f(x) 6 li+1}. Por consiguiente
msi(E) > (li − li−1)mEi = (li − li−1)ml{x : li 6 f(x) 6 li+1}.




liml{x : li 6 f(x) 6 li+11}.
No resulta clara la razón de este último paso, y su justificación rigurosa no fue posible
establecer. Pero comprendemos que en el fondo Lebesgue está sumando término a
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término secciones de áreas trasversales cuyas sumas totales preservan la desigualdad.





liml{x : li−1 6 f(x) 6 li}.
Por lo tanto, se tiene:
n∑
i=1
liml{x : li−1 6 f(x) 6 li} 6 msi(E(f)) 6 mse(E(f)) 6
n∑
i=1
liml{x : li−1 6 f(x) 6 li}.
Como máx{li− li−1}ni=1 y f es integrable Lebesgue entonces cunado ǫ→ 0 resulta que
los dos extremos de la cadena de desigualdades converge a
∫ b
a









La experiencia de haber elaborado un trabajo como el que hemos desarrollado aqúı o
de cualquier otro tipo de proyecto académico, es algo que inevitablemente deja una huella
intelectual y afectiva. Al inicio tenemos claro el destino de nuestro viaje y delineamos
el plan de ruta, pero en el trayecto nos encontramos en lugares que nos sorprenden de
manera grata y cambian nuestra forma de concebir las cosas; borrando de plano nuestros
prejuicios. A veces en este fantástico viaje, nos vemos de repente, inmersos en situaciones
que nos llenan de temor y tienden a desviarnos del objetivo trazado. En ambos casos
siempre ganamos, por que no sólo contestamos las preguntas cuyas respuestas nos acercan
a la meta, sino que las que en un momento dado nos alejaban impertinentemente, son en
realidad puertas que se abren para salir a emprender en el futuro nuevas aventuras del
intelecto.
La satisfacción que se obtiene al entender algo nuevo o la incertidumbre y el miedo
por no lograr descifrar en su momento un cierto misterio, son sensaciones que quedan gra-
badas y nos animan a caminar por nuevos senderos del pensamiento, abriéndonos puertas
para lograr conquistarlos.
En esta parte final del trabajo deseo expresar las ideas nuevas que me ha dejado
esta traveśıa intelectual de año y medio, aśı como también describir las puertas que se
han abierto para emprender nuevos derroteros intelectuales. Quizás, inevitablemente, y
aunque no sea un objetivo en si mismo, el relato de ambas cosas esté acompañado de
los sentimientos despertados por el impacto afectivo que naturalmente suele suceder en
el quehacer académico. Cada caṕıtulo de este trabajo encierra en śı mismo un tesoro de
nuevas ideas para mı́, y constituye el descubrimiento de entradas a nuevos misterios. En
este sentido, las conclusiones que a continuación expongo están referidas a cada uno de
los siete primeros caṕıtulos de este trabajo. Las consideraciones hechas respecto a cada
caṕıtulo, me permitiran dar una respuesta a la pregunta que da origen a este trabajo:
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¿De qué manera estuvieron relacionadas la integración y la medida desde el nacimiento
moderno de integral hasta su caracterización respecto a la medida?.
1. La primera gran sorpresa de este trabajo fue conocer el concepto de integral de
Cauchy y diferenciarla del concepto de integral de Riemann. El protagonismo de la
integral de Riemann en los cursos de cálculo integral ha empañado la importancia
que tuvo la integral de Cauchy. Los estudiantes suelen hacer cálculos de integrales de
funciones espećıficas por medio de las llamadas “sumas de Riemann” cuando, para
ser preciso, lo que están haciendo es usar la integral de Cauchy. Que un estudiante
no lo sepa es perdonable, pero para un profesor de matemáticas esto sólo refleja
una débil cultura matemática. Para la formación de un profesor de matemáticas, e
incluso de un matemático, dicho saber o saberes de este estilo proporcionados por
la historia de la matemática, puede ayudarle a ganar madurez matemática.
Pero quizás lo más importante de reconocer tal diferenciación, es ser consciente de
como un cambio tan sutil en la definición de integral produce cambios drásticos
en la potencialidad de los resultados posteriores. Aśı, mientras que la definición de
Cauchy sólo le permite generar un criterio de integrabilidad supeditado a funciones
continuas, la definición de integral de Riemann logra un criterio de integrabilidad
más amplio, que se aplica a funciones acotadas e incluso discontinuas en infinitos
puntos siempre y cuando lo que él llama longitud combinada de la función pueda
hacerse arbitrariamente pequeña.
Aún más es interesante adentrarse en la forma de razonamiento de Cauchy. En al-
gunas ocasiones era muy intuitivo; y en otro momento, era rigurosamente basado
en hechos aritméticos. La intuitividad de su argumentación era una consecuencia
de la inexistencia del axioma de completez, lo cual lo condućıa por ejemplo a uti-
lizar con frecuencia sin demostración lo que ahora llamamos el teorema del valor
intermedio para funciones continuas. Pero también era riguroso, fundamentado en la
aritmética, como lo ilustra el uso de la proposición III(de su curso de Análisis) en
la argumentación que lleva a cabo para establecer su criterio de integrabilidad. Pero
llama también la atención de como su concepción de ĺımite y continuidad, carente
de una notación espećıfica, lo lleva a utilizarlo de una manera clara y sencilla en
sus demostraciones. Hoy en d́ıa nuestros estudiantes calculan ĺımites y verifican la
continuidad de una función, sin comprender exactamente lo que son ambos concep-
tos. Tal vez como maestros debeŕıamos dirigir nuestra mirada a Cauchy y hacer una
lectura de algunos de sus textos. Incluso, estudiar aquellos escritos en los que se equi-
voca, resulta formativo porque nos previene de incurrir en errores que cometemos
en nuestros razonamientos.
2. Con relación a Riemann y su aporte al concepto de integral, podemos afirmar que no
es de ningún modo inútil mirar de nuevo el alcance de su integral. Mientras que la
integral de Cauchy sólo sirve para funciones continuas o a lo más con finitos puntos
de discontinuidad, la integral de Riemann prescinde de la condición de continuidad y
exige solamente que la función sea acotada y que la curva que describe la función en
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el intervalo quede recubierta por rectángulos arbitrariamente pequeños determinados
por la partición del intervalo. Este criterio que hemos denominado en este trabajo
como criterio preliminar, es algo no desconocido para nosotros, ya que desde los cur-
sos básicos del cálculo lo hemos aprendido. Sin embargo, saberlo desde la propia voz
de la historia de la matemática constituye un elemento complementario de nuestra
formación. El sólo hecho de acercarnos a la definición de integral que originalmente
hizo Riemann, libre de los accesorios modernos que constituyen su presentación en
los textos actuales de cálculo, nos permite llegar al corazón mismo del concepto, y
por lo tanto, comprenderlo de una manera mas honda y clara.
De otro lado, es poco conocido el otro criterio de integrabilidad de Riemann, el
que aqúı fue presentado como criterio de integrabilidad más fuerte que el criterio
preliminar. Dicho criterio liga la integrabilidad de una función a la condición no
sólo de que sea acotada sino al tamaño arbitrariamente pequeño de lo que Riemann
denominó longitud combinada. No sé si realmente sea poco conocido este criterio,
quizás haga parte de algún curso avanzado de análisis ó se encuentre en algún texto
más especializado, pero lo que si sé es que, en el trayecto de mi formación matemática,
incluyendo la que he obtenido de mi paso por la Maestŕıa en la Universidad Nacional,
no hab́ıa tenido aún la oportunidad de toparme con este criterio, por lo menos no
en esta presentación. Y estoy casi seguro de que muchos profesores de colegio como
lo he sido yo, e incluso no pocos docentes universitarios lo desconocen, producto tal
vez de su deseo leǵıtimo de profundizar en otras lineas de trabajo en matemáticas.
Lo que quiero expresar en śı, es que para mı́, el encuentro con este criterio no sólo
fue novedoso sino sorprendente.
También podŕıa afirmarse que el criterio fuerte de integrabilidad de Riemann jugó un
papel importante en el desarrollo de las matemáticas posteriores. El hecho de intro-
ducir el concepto de longitud combinada de tamaño arbitrariamente pequeño fue el
punto de inspiración para que se pensara en el significado del tamaño de un conjunto
y se llegara aśı a conceptos tales como medida exterior y conjuntos de medida cero.
Pero quizás lo más importante es que dicho criterio hizo que los matemáticos sospe-
charan que la integrabilidad-Riemann de una función depend́ıa de que el conjunto
de sus puntos de discontinuidades tuviera tamaño nulo. Quien logró una caracteriza-
ción en tal sentido seŕıa Lebesgue. Pero también, no cabe duda de que el concepto de
longitud combinada que incluye el de oscilación está en el origen mismo del estudio
de las funciones de variación acotada17 y del concepto de funciones absolutamente
continuas18.
Cuando se pregunta por una función no integrable Riemann suele citarse con rapidez
la función de Dirichilet que es 1 para todo racional en [0, 1] y 0 para todo irracional
en [0, 1]. Este es un ejemplo de una función discontinua en infinitos puntos que no
es integrable Riemann. Pero poco se conoce el ejemplo clásico de Riemann de una
función discontinua en infinitos puntos que es integrable. Por ello, es una ganancia
en śı mismo, conocer la existencia de dicha función.
17Definición en introducción a La integral de Lebesgue en la recta de Juan Antonio Gatica pag. 85.
18Definición en introducción a La integral de Lebesgue en la recta de Juan Antonio Gatica pag. 90.
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Llegar al conocimiento de dicha función a través del estudio de la historia de la
matemática y no como un tema más de un curso espećıfico, tiene la gran ventaja
de hacernos ver su protagonismo histórico y su trascendencia en el desarrollo de
las matemáticas. Esta función con infinitos puntos de discontinuidad es introducida
por Riemann para mostrar la generalidad de su definición y la fortaleza de uno de
sus criterios de integrabilidad. Con la aparición de esta función y su definición de
integral “las matemáticas entraron en el mundo de las funciones discontinuas y en él
encontraron muchos hechos inusitados y asombrosos”tal como lo afirmo Carlos San-
chez y Concepcion Valdes en su libro De los Bernoulli a los Bourbaki pag. 177. Tal
fue el impacto que tuvo, la presencia de dicha función que, Darboux, un matemático
reconocido de su época escribe una memoria de más de 60 paginas titulada: Memoria
sobre la teoŕıa de funciones discontinuas. Surgieron entonces más funciones definidas
como series infinitas con propiedades especiales dignas de ser analizadas.
Dada la importancia de la integral de Riemann y el gran alcance que tuvo, conocer
su debilidad es a su vez algo aún más valioso. Por eso el ejemplo que se puso al final
del caṕıtulo 2 que trata sobre la integral de Riemann cobra verdadero sentido. Este
ejemplo ilustra como el limite de las integrales de los miembros de una sucesión de
funciones que converge puntualmente, no es igual a la integral de la función ĺımite.
Sólo siendo muy consciente de este hecho, se puede valorar a profundidad la impor-
tancia de la integral de Lebesgue. Este ejemplo es tan sólo uno de los varios ejemplos,
quizas no el de mayor valor histórico, de los que aparecieron en tal sentido, pero ele-
gimos este para ponerlo en sintońıa con la función de Dirichilet que mencionamos
como función integrable tanto en el caṕıtulo de Riemann como en el de Cauchy.
Es también un benéfico ejercicio leer las demostraciones hechas por Riemann tanto
de su criterio de integrabilidad que involucra el concepto de longitud combinada,
como de la integral de su función clásica definida en términos de una serie.
La lectura de ambos, nos conduce a una forma especial de razonamiento cuya cla-
ridad ilumina nuestro matemático modo de pensar . Pero también, el ejercicio de
argumentar algunos pasos de dicha demostraciones que son establecidos escueta-
mente, nos ayudan no sólo a entender el razonamiento del autor sino que permite
fortalecer nuestra formación matemática. Del mismo modo, la explicación de los
ejemplos propuestos de manera personal es también un ejemplo matemáticamente
formativo.
3. Con respecto al caṕıtulo de integral de Lebesgue podemos hacer varias reflexiones
sobre algunos hechos que personalmente me parecen sorpresivos.
En primer lugar quiero expresar mi perplejidad al encontrarme con la definición
axiomática de integral hecha por Lebesgue. Lo que se hace corrientemente en los
cursos de cálculo y análisis es definir la integral y deducir las propiedades a partir
de ésta. Encontrarme con una definición nueva de la integral como la que propuso
Lebesgue desde el punto de vista axiomático me pareció al principio no sólo artificiosa
sino atrevida. Artificiosa, porque de modo casi mágico establećıa propiedades de un
número del cual no sab́ıamos de donde y cómo aparećıa. Atrevida, porque era pedir
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que un concepto lo cumpliera todo sin explorar nada de él. No entend́ıa realmente
el sentido de tal definición.
A medida que fui avanzando en el estudio del tema comprend́ı que Lebesgue hab́ıa
planteado de una manera ingeniosa y diferente el problema de la integración. Plan-
tear la integral de esta manera obligaba a los matemáticos de la época a buscar
definiciones constructivas de la integral que satisficieran los seis axiomas que hab́ıa
listado en su definición axiomática. Era una forma muy inteligente de enfocar el pro-
blema a fin de resolverlo de manera diversa, era realmente abrir la puerta a múltiples
respuestas y elegir entre ellas la mejor. Gracias a esto a finales de siglo XIX y prin-
cipios del siglo XX surgieron diferentes maneras de definir la integral, cada uno con
sus fortalezas y debilidades, tales como la de Lebesgue mismo, la de Young y la de
Stieltjes entre otras.
Resulta igualmente interesante, saber la manera como se deduce de los primeros
cinco axiomas la integral de Riemann; pero mucho más, la manera como Lebesgue
razona para deducir su definición constructiva de integral a partir de los mismo
cinco axiomas. La poderosa conclusión a la que llega como producto de su análisis
lo escribe en la página 102 de sus lecciones de 1904 y página 109 de las lecciones de
1950.
“Para saber calcular la integral de una función cualquiera, es suficiente saber calcular
las integrales de las funciones Ψ que solo asumen los valores 0 y 1”.
Es decir, para calcular la integral de cualquier función se requiere saber calcular la
integral de la función caracteŕıstica. Este hecho es central y definitivo en el desarrollo
de la integral y la medida porque, como se muestra en este mismo el caṕıtulo (III),
con un sencillo razonamiento se intuye que la integral de la función caracteŕıstica es
igual a la medida del conjunto sobre el cuál su valor es uno. Pero, ¿Qué se entiende
por medida de una conjunto?. Será esta una pregunta a la que Lebesgue dará la mejor
respuesta, apoyado desde luego en el trabajo de sus predecesores y contemporáneos
entre los que se destacan: Riemann, Du Bois-Raymond, Jordan y Borel. Aqúı, lo más
importante es darse cuenta de que la conclusión a la que llegó Lebesgue marca un
punto en el cual el problema de la integración se transforma en un problema de la
medida de un conjunto. Fue justamente este uno de los puntos de partida para que
Lebesgue desarrollara su teoŕıa de la medida que describe de forma magistral en el
caṕıtulo V II de sus lecciones de 1904 y 1950, inspirado desde luego en algunas ideas
de Jordan y Borel.
Pero queda el tema del axioma 6. Lebesgue deja planteada la inquietud sobre la
necesidad de hallar una definición de integral que satisfaga este axioma. Será esta
una de las propiedades más buscadas por quienes intentaron definir la integral de un
modo constructivo. La integral de Riemann la cumpĺıa de la forma restringida, para
el caso especial de la convergencia uniforme. Quien diera una definción constructiva
que la cumpliera para el caso de convergencia puntual como lo estipulaba el axioma,
marcaŕıa una gran diferencia y haŕıa un gran avance. Fue Lebesgue mismo quien en
la página 114 de sus lecciones de 1904, plasmó este hecho, conocido hoy en d́ıa como
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teorema de Lebesgue de la convergencia acotada.
Si atar el concepto de integral al concepto de medida de un conjunto, como lo hizo
Lebesgue, contribuyó al inicio de la teoŕıa de la medida, no es menos cierto que
las definiciones y argumentos con los cuales los matemáticos intentaban caracterizar
la integrabilidad de una función en términos de la naturaleza del conjunto de sus
puntos de discontinuidad, constitúıan un ingrediente catalizador del desarrollo de la
teoŕıa de la medida. En efecto, la definición de Du Bois-Raymond de conjuntos de
extensión cero y las ideas expuestas por Lebesgue para probar que una función es
Riemann integrable si y sólo si la medida del conjunto se discontinuidades es nula,
contiene los elementos fundamentales para definir la medida de un conjunto. Aśı,
los conjuntos de extensión cero es lo que en la teoŕıa de la medida de Jordan se
llamó conjuntos de contenido nulo. Del mismo modo el famoso teorema de Borel,
según el cual todo conjunto cerrado y acotado cubierto por una familia enumerable
admite un subcubrimiento finito, fue usado como argumento por Lebesgue y jugó un
papel decisivo para que este definiera un conjunto de medida nula como aquel que
puede ser recubierto por una familia enumerable de intervalos abiertos de longitud
arbitrariamente pequeña. Como puede apreciarse, la definición de Lebesgue impli-
caba la definición de Du Bois-Raymond. Sin embargo, es conveniente decir que un
factor que impulsó la definición de un conjunto de medida nula, fue el hecho de que
Borel hubiese probado que todo conjunto enumerable es de medida cero.
Podemos afirmar en definitiva, que es intentando caracterizar la integrabilidad de
una función, como surge el concepto del conjunto de medida nula. Primero Du Bois-
Raymond, quien utiliza recubrimientos finitos por intervalos de longitud arbitraria-
mente pequeña; luego con Lebesgue, quien lo amplia a recubrimientos enumerables y
muestra, v́ıa teorema de Borel, cómo su definición implica la de Du Bois-Raymond.
Es con el estudio de los conjuntos de medida cero con el que se abre la puerta a la
investigación de la medida de conjuntos no nulos. He aqúı el otro punto con el cual
el problema de la integración se convierte en un problema de la medida. Son estas
las ideas en las que descansa los oŕıgenes de los conceptos más elementales con los
que comienza la teoŕıa de la medida, como es el de medida de un conjunto. Nadie
que se haya limitado al estudio de estos conceptos desde los cursos de matemáticas
exclusivamente, puede visualizar lo dif́ıcil que fueron las batallas del pensamiento
para llegar a ellos.
4. La definición de Du Bois-Raymond de un conjunto de extensión cero como aquel
que puede ser recubierto por un número finito de intervalos abiertos de longitud
arbitrariamente pequeña, fue de gran inspiración para que otros matemáticos se
dieran a la tarea de intentar una definición para conjuntos de medida no nula. Uno
de ellos fue Harnack, quien en 1885 da la siguiente definición de contenido exterior
para un conjunto acotado E: considérese todos los posibles recubrimientos de E
por familias finitas de intervalos abiertos. Hállese la suma de las longitudes de los
intervalos de cada familia. El ı́nfimo del conjunto de todas las posibles sumas se
denomina el contenido exterior de E. Esta definición contiene elementos esenciales
del concepto de contenido que más tarde daŕıa Jordan y del concepto de medida
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dado por Lebesgue posteriormente. Vemos entonces como el concepto de conjuntos
de extensión cero utilizado para caracterizar la integrabilidad de una función da
órigen al concepto de contenido exterior de un conjunto mediante el cual se busca
hallar su medida. Es decir, estamos frente a una situación de gran importancia
histórica porque es alĺı en donde la integración se articula con la medida o mejor
donde el problema de la integración se transforma en un problema de medida.
El contenido exterior fue un concepto muy atractivo para los matemáticos de la
época. Por un lado, el contenido exterior de un conjunto es menor que el contenido
exterior de otro conjunto que lo contenga. Por otro, y quizás el aspecto más im-
portante, es que el contenido exterior de un intervalo es su longitud. Esta última
propiedad fue la que llevó a los matemáticos a persistir en él. Sin embargo, teńıa
una debilidad notable: no era aditivamente finita. Es decir, el contenido exterior de
la unión finita de conjuntos disyuntos no es igual a la suma del contenido exterior
de dichos conjuntos. Era por tanto indispensable cambiarla.
Quien dio la clave definitiva de este cambio fue Jordan al introducir los conceptos
de contenido interior, contenido y medibilidad. Jordan define el contenido interior
de un conjunto E como el supremo de las sumas de la longitudes se los intervalos de
familias finitas cuyos miembros están contenidos en E. Pero va aún mas lejos y define
los conjuntos medibles como aquellos en los cuales el contenido exterior e interior
coinciden. Con estos nuevos conceptos Jordan da un salto importante. En primer
lugar establece que no todos los conjuntos son medibles, restringiéndolos a una clase
especial. Modifica aśı la concepción de los matemáticos según la cual todo conjunto
es susceptible de ser medido. En segundo lugar, abre un camino que determinaŕıa
la forma de trabajo de los matemáticos posteriores quienes empezaŕıan a indagar
sobre los conjuntos medibles y medibilidad. Tercero, sus definiciones eran una clara
generalización de la integral de Riemann. Sin embargo, el gran avance de Jordan es
haber superado el problema de la aditividad finita, propiedad de la cual carećıa el
contenido exterior de Harnack. Aśı, las ideas de Jordan significaron un gran avance
no sólo en términos de los nuevos alcances de su teoŕıa del contenido sino que su
teoŕıa ofrećıa un ejemplar modo de trabajar y de abordar el problema de la medida
que caracterizaŕıa la labor de los matemáticos posteriores. No obstante, también
teńıa debilidades. El contenido de Jordan no era enumerablemente19 aditivo. Se
esperaba que el contenido de una familia enumerable disyunta fuese igual a la suma
de los contenidos de los conjuntos que las forman. De cumplirse esta propiedad, el
contenido de los racionales en [0, 1] es cero. Pero no era aśı, dicho conjunto no era
medible Jordan, pues el contenido exterior es uno y el contenido interior es cero.
A pesar de esto, resulta particularmente interesante dos cosas del trabajo de Jordan.
Por una parte el desarrollo de su teoŕıa a partir de la extensión de la integral de Rie-
mann al plano, permitió a los matemáticos salir de su estado de concentración de los
conjuntos de la recta al estudio de la medida de los conjuntos de varias dimensiones.
Por otra, el desarrollo de sus razonamientos a partir del concepto de diferencia entre
19Por conjunto enumerable entendemos un conjunto que puede ponerse en correspondencia biuńıvoca
con el conjunto de los números naturales.
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dos conjuntos, resultan no sólo claros sino también bastante interesantes dado que
liga un concepto topológico con la medida.
5. Un lugar también destacado lo ocupa Emile Borel. Este matemático estaba interesa-
do en el estudio de las funciones anaĺıticas y en el desarrollo de sus demostraciones
concibió ideas de gran fertilidad en el campo de la medida. El no fue muy consciente
del alcance de sus ideas para el avance de dicha teoŕıa, tal vez porque el tema como
tal no era de su interés, por lo cual nunca las desarrolló. Fueron otros matemáticos
quienes las supieron aprovechar.
Podemos considerar como tres los aportes más importantes de Borel a la teoŕıa de
la medida. El primero de ellos es el conocido teorema de Heine borel mediante el
cual se asegura que todo conjunto cerrado y acotado de la recta, al ser cubierto
por una familia enumerable de intervalos abiertos admite un subcubrimiento finito.
Este teorema hizo posible que los matemáticos dejaran de pensar en cubrimientos
finitos por intervalos como única opción para hallar el tamaño de un conjunto. Con
la aparición del teorema de Heine Borel se dieron cuenta de que para una clase
amplia de ciertos conjuntos, todo cubrimiento enumerable implicaba un cubrimiento
finito, por lo que podŕıa resultar quizás más provechoso considerar cubrimientos
enumerables y no finitos. Podŕıamos afirmar que el teorema de Heine Borel fue uno
de los elementos que inspiraron la transición del concepto de contenido al de medida.
Aśı, por ejemplo matemáticos posteriores como Lebesgue introducen el concepto de
conjunto de medida cero como aquellos que pueden ser recubiertos por una familia
enumerable de intervalos de longitud arbitrariamente pequeña.
El segundo resultado importante de Borel fue haber probado que la reunión de
una familia enumerable de conjuntos de medida cero, tiene medida cero. Con este
nuevo concepto no solo se ratificaba la importancia de tales cubrimientos sino que
se resolv́ıa el inconveniente del contenido de Jordan mediante el cual el intervalo
[0, 1] tiene longitud 2 cuando se le considera como la unión disyunta de A = [0, 1]∩ I
y B = [0, 1] ∩ Q donde cada uno de estos conjuntos tiene contenido uno. Con el
nuevo resultado obtenido Borel queda claro que el tamaño de B es cero puesto que
es reunión enumerable de sus singleton, y cada singleton tiene medida cero. Por lo
tanto, el intervalo [0, 1] quedaba representado como la unión de dos conjuntos, uno
de medida 1 y el otro de medida cero y por consiguiente, la longitud bajo esta medida
es 1.
El tercer gran aporte es haber esbozado de manera axiomática la definición de medi-
da. Su idea fue considerar las propiedades esenciales que debe tener una medida. En
primer lugar debe ser no negativa; en segundo lugar debe ser contablemente aditiva;
también debe satisfacer que la medida de la diferencia de dos conjuntos sea la dife-
rencia de sus medidas siempre y cuando uno esté contenido en el otro; y finalmente,
si un conjunto tiene medida no nula entonces es no numerable.
Con dicha definición axiomática de la medida, Borel garantizaba unos estándares de
calidad de cualquier definición constructiva de la medida que se diera, lo cual se veŕıa
más adelante reflejado en la efectividad para facilitar el surgimiento de resultados
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sólidos en la teoŕıa. Borel no dio de manera expĺıcita una definición constructiva de
medida pero de sus razonamientos se infiere la posibilidad de definir la medida de un
conjunto abierto como la suma de las longitudes de los intervalos que lo constituyen.
Quizás, el resultado de la época que más pudo haber influenciado en ello, fue el que
obtuviera Cantor al demostrar que todo abierto se puede representar como reunión
enumerable de intervalos abiertos disyuntos; pero también, no puede descartarse que
sus propios resultados como el denominado teorema de Heine Borel; y el teorema de
la de medida nula de cualquier conjunto enumerable lo hayan empujado a concebir
tal posibilidad de dicha medida. En nuestro trabajo, fue un ejercicio interesante,
definir expresamente esta medida y verificar que satisface los axiomas propuestos
por el mismo Borel. Sin embargo, una limitación de dicha medida es que cumple
los axiomas de Borel solamente para la clase de conjuntos abiertos acotados. En
este trabajo se extendió la definición para conjuntos cerrados acotados, pero como la
reunión de ellos puede ser cerrada no acotada dicha definición ampliada no aplicaŕıa,
por lo cual no cumple el axioma relativo a la aditividad enumerable. A esta dificultad
se suma la existencia de conjuntos no Borel medibles, garantizada por el mismo Borel,
quien estudiando los conjuntos perfectos, se dio cuenta de que hay más subconjuntos
en [0, 1] que números reales y como hay tantos números reales como conjuntos de
Borel, debe existir conjuntos no Borel medibles. Nunca exhibió un ejemplo concreto,
pero hab́ıa garantizando la existencia de tales conjuntos. Fue en 1905 cuando Vitali
da un ejemplo especifico.
6. Fue Lebesgue quien retomando las ideas más sobresalientes de Borel y Jordan define
una nueva medida que representa la tan anhelada propiedad de aditividad enumera-
ble. En primer lugar, Lebesgue no da una definición constructiva de la medida sino
que inspirado en la definición descriptiva que hizo Borel de la medida, propone una
definición axiomática. Según ésta, una medida es un número no negativo asociado
a un conjunto de tal forma que se cumplen tres postulados: primero, dos conjuntos
congruentes tiene la misma medida. Segundo, la medida, de una reunión enumerable
o finita de conjuntos disyuntos es igual a la suma de las medidas de los conjun-
tos. Tercero, la medida del intervalo (0, 1) es 1. Por conjuntos congruentes Lebesgue
entiende dos conjuntos uno de los cuales es el resultado de trasladar el otro.
Lebesgue, como se hab́ıa dicho antes, sospechaba que la integral de una función
caracteŕıstica que no se anula en E, es realmente la medida de E. Tomando este
hecho como una definición, Lebesgue va más allá de Borel y demuestra basado en las
propiedades de la integral que la medida aśı definida satisface todos los postulados
de su definición axiomática. Esto es un acontecimiento definitivamente importante,
porque no sólo establece una estrecha conexión entre la integral y la medida sino
que permite ver como su definición axiomática de la medida es una generalización
de definición axiomática de la integral.
Esto debió animar aún más a Lebesgue para introducir una definición constructiva
de la medida que concordará con los postulados de su definición axiomatica. Para
hacerlo, Lebesgue se basaŕıa en ideas de Borel y Jordan. Del primero retomaŕıa la
idea de recubrimiento enumerable y del segundo, las ideas de contenido exterior,
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interior y medibilidad. La definición constructiva de Lebesgue fue la siguiente:
Pensemos en un conjunto E encerrado por el intervalo I = [a, b] y consideramos
todos los recubrimientos enumerables por intervalos de conjuntos E. La medida de
cada recubrimiento es la suma de las longitudes de los intervalos que lo constituyen.
De todas las posible sumas que existen, Lebesgue toma el ĺımite inferior y a este
número lo llama la medida exterior de E. Luego define la medida interior de E como
la diferencia entre la longitud del intervalo I y la medida exterior de I −E. Después
prueba que la medida interior de E es menor o igual a su medida exterior. Cuando la
medida interior coincide con la medida exterior, Lebesgue dirá que el conjunto E es
medible. Esta nueva definición que, como vemos, contiene los elementos sustanciales
del pensamiento de Borel y Jordan, cobraŕıan verdadera importancia cuando Lebes-
gue logra demostrar que ella satisface los postulados de su definición axiomática de la
medida. En efecto no sólo se hab́ıa logrado encontrar una medida enumerablemente
aditiva sino que también se hab́ıa conseguido concretar la definición de la integral de
una función caracteŕıstica, lo cual era un paso fundamental en la búsqueda de una
definición mas general de la integral, basada en la medida. Para demostrar que la de-
finición constructiva de medida es compatible con la definición axiomática,Lebesgue
hace uso de un criterio de medibilidad cuya demostración no aparece descrita en sus
Lecciones. Sin embargo, dicho criterio es utilizado con frecuencia en argumentaciones
posteriores. Este criterio afirma que le conjunto E es medible si y sólo si para cada
ǫ > 0 existen dos familias enumerables de intervalos abiertos tal que una de ellas
recubre a E y la otra recubre a I − E, de modo que la medida de la intersección
es menor que el ǫ dado. Debido a la importancia de dicho criterio y de no haber
encontrado la demostración en los textos de Lebesgue que se tuvo la oportunidad
de estudiar, decidimos hacer la demostración por cuenta propia sujeto a lo conocido
por Lebesgue en ese momento. Esto resultó ser un ejercicio matemático interesante.
Lebesgue no se conformó con haber probado que la reunión enumerable de conjuntos
disyuntos dos a dos es medible, si no que también logró demostrar que la intersección
y la reunión de cualquier familia enumerable de conjuntos no disyuntos dos a dos es
medible. Estos resultados seŕıan de gran utilidad en las demostraciones relativas a
funciones medibles.
El concepto de función medible que dio Lebesgue estuvo inspirada en la definición
constructiva de la integral que le fue sugerida por el análisis que el mismo hab́ıa
desarrollado sobre los postulados que describ́ıan axiomáticamente la integral. Para
Lebesgue una función f es medible si cualesquiera sean los números α y β el conjunto
de los x para los cuales f(x) está entre α y β es medible. Esta definición resulta
natural si tenemos en cuenta que un manejo adecuado de los postulados lleva a
Lebesgue a basar la integral sobre una partición en el rango de variación de la
función y no sobre intervalo de su dominio como lo hab́ıa hecho Riemann. En efecto,
una partición de tal estilo lo conduce a considerar conjuntos de la forma {x : li−1 <
f(x) < li} cuya medida le es necesario hallar.
Una vez que ha dado está definición, Lebesgue prueba que otros conjuntos como
{x : f(x) = α} y {x : f(x) > α} son medibles utilizando como argumentos principal
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el hecho de poderlos expresar según el caso como intersección o reunión enumerable
de conjuntos medibles. Es en estos teoremas y en muchos otros en donde se observa
el poder de los resultados sobre reunión e intersección enumerable de conjuntos
medibles probados con anterioridad. Todo ellos basados en la propiedad tan añorada
de tener una medida enumerable aditiva.
Pero quizás, los resultados más importante de Lebesgue en relación con las funciones
medibles sean los dos siguientes: primero, el ĺımite de una sucesión convergente de
funciones medibles es medible. Segundo, si una función es continua en su dominio,
salvo en un subconjunto de medida nula, entonces la función es medible.
El primero de estos teoremas es importante porque permite probar que toda fun-
ción continua es medible. Veamos como es esto posible. Weierstrass hab́ıa probado
que toda función continua es aproximable mediante una sucesión de polinomios que
converge uniformemente a ella. Como todo polinomio es medible, como lo prueba
Lebesgue, entonces la función continua es medible. Con esto Lebesgue aseguraba que
la clase de funciones continuas está contenida en la clase de funciones medibles.
El segundo teorema tiene gran relevancia porque implica que las funciones Riemann
integrables son medibles. La razón es sencilla, Lebesgue hab́ıa garantizado, como se
vio en el caṕıtulo 3, que una función es Riemann integrable si y sólo si es continua
salvo en un conjunto de medida nula. Por lo tanto, si una función es integrable
entonces es continua, excepto en un conjunto de medida nula, y en consecuencia,
por un teorema de Lebesgue, es medible.
La demostración de estos dos teoremas importantes de Lebesgue son explicados
con todo detalle en este trabajo ya que Lebesgue sólo esboza en lineas generales
su argumento. Por ejemplo, una de las tareas que hicimos fue probar el criterio
de medibilidad de una función que Lebesgue sólo enuncia y utiliza para probar el
primero de estos dos destacados teoremas, Dicho criterio establece que una función es
medible si y sólo si para cada α, existe un conjunto medible E tal que E1 ⊂ E ⊂ E2
donde E1 = {x : α < f(x)} y E2 = {x : α 6 f(x)}. Desde luego, en la prueba
tratamos de sujetarnos a lo que consideramos, a partir de la lectura de sus textos,
conocido por Lebesgue.
Por otro lado, respecto a la existencia de conjuntos no medibles, Lebesgue no exhi-
bió ningún ejemplo pero mantuvo la sospecha de la existencia de ellos. Los ejemplos
vinieron tiempos después y algunos de ellos son ya clasicamente conocidos. En es-
te trabajo se introdujo uno de ellos que aparece enunciado el texto de 1970 de Yu
Takeuchi titulado integral de Lebesgue página 59. Siguiendo las ideas generales que
alĺı aparecen, en este trabajo se hizo una exposición completamente detallada de su
demostración.
7. Una vez que el concepto de medida y de función medible quedan plenamente es-
tablecidos, la integral de Lebesgue queda precisada. Esta definición se restringe en
principio a las funciones acotadas y medibles definidas en un intervalo [a, b]. Lebes-
gue parte del principio según el cual dado ǫ > 0 existe una partición l = l0 < l1 <
· · · < ln = L del intervalo de variación [l.L] de la función acotada y medible f tal que
142 8.1. CONCLUSIONES
máx{lk − lk−1}nk=1 < ǫ. Para Lebesgue, la integral de f en [a, b], siempre y cuando
















Esta definición es muy delicada e importante. Por éste motivo, en este trabajo se
propusieron varios ejemplos que permitieron familiarizarnos con la esencia misma
del concepto. Se presentaron varias funciones a cada una de las cuales se le calculó la
integral de Lebesgue en un intervalo dado. Esta fue una tarea bastante formativa y
esclarecedora respecto a la comprensión de un concepto que, evidentemente, abrió un
amplio panorama para el desarrollo de las matemáticas del siglo XX. Suele suceder
que cuando uno tiene la oportunidad de ver un curso de la teoŕıa de la medida en
el que la integral se introduce a partir de espacios generales de medida, al comienzo
tiene uno grandes dificultades para aterrizar el concepto a espacios más simples y
concretos como es el caso de la recta. No logra uno incluso visualizar fácilmente en
que se diferencia la integral de Riemann de la integral de Lebesgue, y termina en
muchos casos utilizando el teorema que le permite calcular la integral de Lebesgue a
partir de Riemann. Hacer un uso exclusivo de la definición de la integral de Lebesgue
para calcularla fue un ejercicio, como se dijo antes, formativo y clárificante.
Por otro lado, los ejemplos que se tomaron en cuenta para calcular la integral de
Lebesgue fueron seleccionados de tal forma que hicieron sobresalir las ventajas de
la integral de Lebesgue respecto a la de Riemann . Por ejemplo, se vio como la
integral de Lebesgue de la función de Dirichilet existe, mientras, que la integral
de Riemann de esta misma función no. Aśı mismo, se mostró un ejemplo de una
sucesión de funciones que converge puntualmente a otra tal que cada una de ellas es
integrable Riemann pero la función ĺımite no lo es. Mientras que cuando se considera
la integral de Lebesgue en lugar de la integral de Riemann para esta misma sucesión,
se observa que la sucesión de integrales converge a la integral de la función ĺımite.
Sin embargo, se hizo algo más, se dio un ejemplo de una sucesión de funciones que
converge puntualmente a una función ĺımite tal que tanto la función ĺımite como
cada uno de los miembros de la sucesión son integrables Lebesgue, no obstante la
sucesión de integrales no converge a la integral de la función ĺımite; la razón de ello
es que la sucesión en consideración no es uniformemente acotada. Con este último
ejemplo se buscó dejar el mensaje de que si bien es cierto que la integral de Lebesgue
es más potente que la de Riemann podŕıa no dejar de tener alguna flaqueza. Ala
vez se pretend́ıa dejar la inquietud sobre cuales debeŕıan ser las condiciones bajo
las cuales una sucesión de funciones que converge puntualmente a otra, permite que
la sucesión de integrales (Lebesgue) converja a la integral (Lebesgue) de la función
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limite. Haber realizado esta labor permitió darle un mejor reconocimiento tanto a
la integral de Lebesgue como de Riemann, comprendiendo el papel que juega cada
una, con sus fortalezas y debilidades dentro del panorama matemático,panorama que
para mi no era del todo claro, por lo cual no reconoćıa muy bien la importancia de
la una y de la otra.
Pero, regresando al trabajo de Lebesgue, una vez que este ha definido su integral se
da a la tarea de probar que dicha definición satisface cada uno de los axiomas de
la definición descriptiva de integral que hab́ıa dado con anterioridad. Lebesgue sólo
hace una prueba completa de los axiomas 3 y 6. Los demás los considera de fácil
demostración y se limita solamente a describir, de manera breve las ideas principales
de la argumentación. En este trabajo se estudia a fondo las demostraciones respecto
a la constatación de los axiomas 3 y 6, haciendo las cuentas requeridas para verificar
las afirmaciones que hace Lebesgue de modo escueto. Pero también, los demás axio-
mas se constataron siguiendo las lineas generales de la argumentación sugeridas por
Lebesgue. El axioma 3 es largo y requiere cerciorarse de algunas construcciones que
sólo pod́ıan emanar de la generalidad de una mente como la de Lebesgue. El axioma
6 es es más breve pero uno de sus pasos requiere el uso de un teorema que, según el
historiador y matemático Ivan Pesin, fue formulado por Lebesgue en un art́ıculo de
1903. En este trabajo se detalló esta demostración con el auxilio de dicho teorema.
Se decidió colocar a su vez la demostración original de Lebesgue como un homena-
je a su autor y a uno de los resultados que ha sido considerado como la ganancia
de la integral de Lebesgue respecto a la integral de Riemann. La cosntatación del
axioma 6 es en realidad el conocido teorema de la convergencia acotada, según el
cual para una sucesión de funciones medibles que converge puntualmente a otra, y
es uniformemente acotada, el ĺımite de las integrales es igual a la integral del ĺımite.
Una de las bondades de la integral de Lebesgue es que de su definición misma surge
de manera casi natural su criterio de integrabilidad. En el juego con los postulados
que describen axiomaticamente la integral y a partir de los cuales llega a la definición
constructiva, Lebesgue en el proceso construye dos funciones Φn y ψn tal que Φn <
f < ψn que convergen uniformemente a f y por lo tanto sus integrales convergen a
la integral de f . Ese valor común es la integral de Lebesgue. Para que las integrales
de Φn y Ψn existan se requiere que f sea medible y acotada. Por ello, el criterio
de integrabilidad de Lebesgue establece que si una función es medible y acotada
su integral existe. Puesto que la clase de funciones medibles contiene a la clase de
funciones integrables Riemann, entonces Lebesgue diseñó una integral que permite
integrar más funciones que la de Riemann. He aqúı una muestra del alcance de la
integral de Lebesgue respecto a la de Riemann.
No obstante, existe funciones que no son integrables Lebesgue. Debo confesar que al
inicio de este trabajo mi nivel de conocimiento de la integral de Lebesgue era escaso
y aunque hab́ıa visto integración en espacios de medida general y hab́ıa resuelto con
éxito algunos ejercicios, aún no era plenamente consciente del concepto y no lograba
ubicar bien su sentido en la recta y diferenciarlo de la integral de Riemann. De
ninguna manera atribuiŕıa está situación de mi proceso de aprendizaje al profesor
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con quien tuve no sólo la oportunidad sino también la fortuna de ver el curso. No
pondŕıa en duda su excelente formación y su vocación por contribuir a la formación
matemática de otros. Es más bien que estos cursos tiene alto nivel de contenido
denso y delicado para llevar a cabo en muy corto tiempo y existen conceptos en
matemáticas que requieren tiempo para madurar. Dadas estas circunstancias de mi
proceso de aprendizaje, me era aún más dif́ıcil concebir un ejemplo de una función
no integrable Lebesgue.
Afortunadamente pude encontrar tres ejemplos: el primero es la función sinx en
[0,∞). Este ejemplo me hizo más consciente de como la naturaleza del conjunto en
el que se define una función juega un papel influyente en su integrabilidad. El segundo




en (0, 1) obtenida a partir de cierto ejemplo
propuesto por el mismo Lebesgue. El tercer ejemplo, clasicamente conocido, pero
desconocido para mi, es la función f(x) = sinx
x
en (0,∞). De ninguno de ellos teńıa la
demostración, aśı que proced́ı a probar los dos primeros por aplicación de la definición
misma de integral de Lebesgue, además porque en este trabajo no se buscaba sino
hacer un recorrido histórico hasta la aparición del concepto de integral de Lebesgue,
evitando tocar en lo posible sus relaciones con la derivada. El tercer ejemplo, se
demostró con base en la conocida propiedad de que una función es integrable si y
sólo si su valor absoluto lo es. Este último fue desarrollado a partir de las indicaciones
de un profesor experto.
Este trabajo concluye exponiendo los teoremas mediante los cuales Jordan y Lebes-
gue caracterizan su integral en términos de sus respectivas medidas, del conjunto del
plano delimitado por la gráfica de la función, el eje x y las rectas que pasan por los
extremos del intervalo en el que se define la función. Estos teoremas se demuestran
extendiendo al plano los conceptos que tanto Jordan como Lebesgue hab́ıan dado
para la medida en la recta. Es muy posible que dichos teoremas hayan abierto la
puerta para el trabajo que posteriormente hicieron Fubini como Tonelli.
8. De acuerdo con las consideraciones precedentes estamos ahora en condiciones de
responder a la pregunta con la cuál se origina este trabajo: ¿De qué manera estuvieron
relacionadas la integración y la medida, desde el nacimiento del concepto moderno
de integral hasta su caracterización con respecto a la medida ?.
En el desarrollo de la teoŕıa de la integración y la medida de 1823 a 1904 podemos
distinguir cinco momentos en los cuales la integración y la medida aparecen ligados
mediante un problema común.
El primer momento esta relacionado con la aparición de la función de Riemann; la
cuál, a pesar de ser discontinua en infinitos puntos es integrable. Para probar la in-
tegrabilidad de dicha función Riemann introduce el concepto de longitud combinada
asociada a una partición y prueba que esta es arbitrariamente pequeña cuando la
norma de la partición tiende a cero. Por longitud combinada se entiende las suma
de las longitudes de los subintervalos de la partición para los cuales su variación
máxima es mayor que σ > 0 dado. A partir de este concepto los matemáticos co-
mienzan a pensar en los conjuntos de tamaño nulo, introducciendo aśı definiciones
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que tienen por si mismas una apariencia mas cercana a la teoŕıa de la medida que
a la de teoŕıa de la integración. Una de estas es la de conjunto de extensión cero
introducida por Du Bois Raymond según el cuál un conjunto es de extensión cero si
admite un recubrimiento finito por intervalos de longitud arbitrariamente pequeña.
Dichos conjuntos fueron mas tarde conocidos como conjuntos de contenido exterior
nulo. Puesto que del contenido exterior nulo se pasa al de medida exterior nula in-
troducido por Lebesgue, se puede afirmar que el concepto de longitud combinada
ligada a la teoŕıa de la integración esta en el origen mismo del concepto de medida
exterior nula como término propio de la teoŕıa de la medida.
El segundo momento por el cuál la integración y la medida aparecen ı́ntimamente co-
nectadas tiene que ver con la caracterización que hace Lebesgue de la integrabilidad
de una función en términos de la medida del conjunto de puntos de discontinuidad.
La relación que alĺı aparece no solo es evidente en el enunciado mismo del teorema
que Lebesgue establece sino en la demostración misma que lleva a cabo para sus-
tentarlo. El enunciado afirma: “Una función es integrable si y sólo si el conjunto de
puntos de discontinuidad tiene medida cero”. Aśı la condición de integrabilidad es
una consecuencia de la medibilidad y viceversa. En cuanto a la demostración, Le-
besgue relaciona el criterio de integrabilidad de Riemann basado en el concepto de
longitud combinada con el de medida exterior nula. Aśı, en un mismo razonamiento
aparecen relacionados conceptos propios de la integración y la medida. No sobra
recordar que la medida exterior cero que introduce Lebesgue resulta de sustituir
recubrimientos finitos por eneumerables en el concepto de contenido exterior.
El tercer momento tiene que ver con la definición axiomática de la integral que hizo
Lebesgue por medio de seis axiomas. Lebesgue prueba que el uso de los primeros cinco
conduce a la integral de Riemann, pero al intentar usar los seis axiomas se llega a una
nueva definición de integral que exige definir la integral de una función caracteŕıstica
como la medida del conjunto en el cuál esta no se anula. Aśı, encontramos de nuevo
un vinculo entre la integración y la medida. De hecho, Lebesgue prueba que al definir
la medida de un conjunto como la integral de su función caracteŕıstica esta satisface
todos los postulados que, según él, debeŕıa tener una medida: en primer lugar la
medida debe ser invariante por traslación; en segundo logar, la medida de la reunión
enumerable de una familia de conjuntos disyuntos dos a dos, es igual a la suma de las
medidas de los conjuntos; en tercer lugar, la medida del intervalo unidad es 1. De este
modo, queda a su vez establecido que al lograr definir la integral en términos de la
medida, resultaŕıa en forma inminente la equivalencia entre la definición axiomatica
tanto de la integral como de la medida.
El cuarto momento esta relacionado con el trabajo de Jordan que al intentar gene-
ralizar la integral de Riemann en la recta a una integral de dimensiones superiores,
limitándose al caso del plano como el mas ilustrativo, define nuevos conceptos de in-
calculable valor para el desarrollo de la teoŕıa de la medida. Tales conceptos son el de
contenido interior, contenido propiamente dicho y medibilidad. Serán estás ideas las
que inspiraŕıan a Lebesgue a definir como lo hizó la medida interior y los conjuntos
medibles.
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El último momento que podŕıamos mencionar como el momento final en el que la
integral y la medida quedan plenamente relacionados tiene que ver con los teoremas
de Jordan y Lebesgue, según los cuales bajo ciertas condiciones la integral de una
función no negativa definida en un intervalo es igual a la medida del conjunto del
plano delimitado por su gráfica, las rectas verticales que pasan por los extremos
del intervalo y el mismo eje x. Aśı la integral definida es en realidad la medida
de un conjunto por tanto, la existencia de una implica la existencia de la otra.
Estos teoremas harán patente la relación entre la integral y la medida que veńıan
perfilándose a lo largo de algunos hechos previos.
8.2. TEMAS PENDIENTES
Después de llevar a cabo un trabajo siempre quedarán tareas por hacer. En el la-
berinto del conocimiento cada vez que se abre una puerta y se ingresa a los secretos que
ella esconde, aparecen nuevas puertas por abrir. Aqúı no ha sido la excepción. Listamos a
continuación las que han surgido de este trabajo.
1. ¿Como logra Borel demostrar que el número de subconjuntos en [0, 1] es mayor que
el cardinal de los reales? y ¿Comó demuestra Lebesgue que el número de conjuntos
Borel medibles es el mismo cardinal de los números reales?. Estudiar estas dos de-
mostraciones en los documentos originales seŕıa extraordinario. En el desarrollo de
este trabajo no fue posible localizarlo. Existen las demostraciones, pero se salen del
periodo histórico en el que este trabajo se centra.
2. A lo largo de las lecturas realizadas para este trabajo, nos enteramos del importante
matemático frances Rene-Baire (1874-1932) quien consideraba que cualquier proble-
ma relativo a la teoŕıa de funciones conlleva a cierto problema relativo a la teoŕıa de
conjuntos y dependiendo de como estos últimos puedan ser direccionados se puede
tener o no obtener una solución al problema dado. Lamentablemente los problemas
de salud que tuvo truncaron su producción matemática. Estudiarlo debe ser no sólo
una labor agradable sino también altamente formativa.
3. Indagar sobre el aporte de otros matemáticos a la teoŕıa de la integración y medida
como Darboux, Volterra, Weierstrass ente otros es una labor pendiente. Se sabe por
ejemplo que Darboux escribió un aŕıculo de más de 60 paginas sobre la teoŕıa de
funciones discontinuas a las que nadie les hab́ıa prestado atención salvo Riemann.
Parece, según algunos autores, que en ella expone teoremas relacionados con la in-
tegración de series y proporciones básicas de la teoŕıa de funciones. En el caso de
Volterra, se sabe que propuso un ejemplo de una función diferenciable en todas par-
tes con derivada acotada tal que dicha derivada no es integrable y por tanto para ella
no se cumple el teorema fundamental del cálculo. Con respecto a Waierstrass, sus
resultados son un poco más conocidos por ser el creador de la convergencia uniforme
y de teoremas muy importantes que se sustentan en dicho concepto. Sin embargo
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poco se conoce sobre su ejemplo de función continua no diferenciable en ninguna
parte. Estudiar a Waiersstras desde lo histórico y lo matemático es una forma de
saldar una deuda con uno de los matemáticos más influyentes de las matemáticas
del penúltimo siglo. Del mismo modo, se sabe que Hankel contribuyó no sólo a re-
elaborar la integral de Riemann en términos de la medida de un conjunto sino que
se interesó por hacer una clasificación taxonómica de las funciones patológicas que
por aquella época surgieron. Estos matemáticos, aunque no son los verdaderos pro-
tagonistas de este trabajo, hicieron contribuciones cuyo estudio constituye algunas
de las inquietudes que nos ha dejado las lecturas que permitieron desarrollar este
trabajo.
4. Otro interrogante que queda es: ¿Cuál es la demostración de Peano sobre la curva
que pasa por todos los puntos de un cuadrado?. ¿Existe otras demostraciones de este
mismo hecho?.
5. Considero que un ejercicio matemático y entretenido es probar la equivalencia entre
las definiciones de conjuntos de extensión cero que aparecen en el caṕıtulo 3 de este
texto.
6. Para el desarrollo del presente trabajo, uno de los textos que se utilizo fue Lecciones
sobre la integración de funciones primitivas tanto en la edición 1904 como de 1950.
La última edición consta de cuatro caṕıtulos adicionales a la primera. En cualquier
caso, con miras al desarrollo del presente trabajo sólo nos remitimos los caṕıtulos
I, II, III y V II que aparecen en ambos textos. Estos dos libros son verdaderamente
documentos históricos que deben ser estudiados con cuidado y profundidad. Es un
tema pendiente terminar de leerlos, pues en el resto de caṕıtulos se recogen temas
importantes tales como : Funciones de variación acotada, funciones primitivas, inte-
gral indefinida, integral de Stieltjes entre otros. Una inquietud similarmente válida
a la anterior puede ser planteada con respecto a las obras originales de los autores
como Cauchy, Borel y Jordan, por lo menos en lo que tiene que ver con el desarrollo
de la integración y la medida. Sin embargo, como la vida es corta y no hay tiempo
para hacerlo todo, inclinamos levemente la balanza hacia la lecturas de Lecciones de
Lebesgue, porque en ella se recoge lo esencial de lo hecho con anterioridad a Lebesgue
en el tema de integración y medida. Incluso aparecen temas más contemporáneos de
Lebesgue, como la integración de Stieljes.
7. Una pregunta obligatoria es: ¿Cuál ha sido el desarrollo de la integración y la me-
dida después de 1904?. Puesto que el conocimiento matemático ha crecido en forma
vertiginosa, formulamos la pregunta anterior en una doble pregunta a fin de hacerla
más abordable ¿Cuál fue el desarrollo de la integración y la medida de 1904 a 1950?
¿Y cuál ha sido su desarrollo en la segunda mitad del siglo XX?.
8. El desarrollo del presente trabajo deja establecido claramente la necesidad de do-
minar el inglés, el francés y el alemán como idiomas esenciales para el estudio de
la historia de la matemática. Por ejemplo, los art́ıculos originales de Riemann están
en alemán y sus traducciones son escasas. Los textos de Lebesgue están escritos en
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francés y no existen traducciones al español. Del mismo modo ocurre con los escritos
de Jordan y Borel, ambos están sólo en francés. Algunos textos buenos de historia
como el de Dunham están en ingles. Afortunadamente el lenguaje universal de la
matemática ayuda, pero no deja de ser una dificultad a vencer el tema del idioma.
9. Una última cuestión pendiente, es elaborar un trabajo de investigación en el cuál se
haga un contraste entre las demostraciones originales y las demostraciones actuales
de teoremas clásicamente conocidos.
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