This article develops inverse estimates for finite dimensional spaces arising in kernel approximation and meshless methods. These control Sobolev norms of linear combinations of a localized basis by the L 2 norm. Additionally, a computationally feasible construction of the local Lagrange basis is presented and analyzed. This generalizes the construction of [7] for restricted surface splines on even dimensional spheres. This construction is valid for certain conditionally positive definite kernels on complete Riemannian manifolds; the kernels to which it applies include Matérn and surface spline radial basis functions on R d and Sobolev-Matérn kernels for compact Riemannian manifolds.
Introduction
This article investigates inverse inequalities for certain finite dimensional spaces of functions generated by positive definite and conditionally positive definite kernels; specifically by Lagrange and local Lagrange functions. Similar estimates have played an important role in numerical solution of PDEs by finite element and related methods (see [3, 9, 8] ) notably in proving inf-sup (Babuška-Brezzi) conditions which play a central role for mixed element and saddle point problems [2, 11, 12, 16] . They are also essential for characterizing approximation spaces as interpolation spaces [4] .
The inverse estimates we consider treat finite dimensional spaces of functions, bounding strong (Sobolev) norms by weak (Lebesgue) norms:
In one sense, they can be viewed as providing an operator norm bound (from L 2 → L 2 ) of differential operators restricted to this finite dimensional space. In another, they give precise equivalences between different norms in terms of a simple measure of the complexity of the finite dimensional space.
This topic has been considered in the boundary-free setting by a number of authors, we list [18] , [19] , [17] , [22] , [10] (although there are certainly others). The inverse inequalities we consider here are similar, but depend only on the norm of a basic function over a bounded region 1 . Without a doubt this type of estimate is significantly more challenging, and has remained elusive. Indeed, such inverse inequalities seem to have been absent for meshless methods in general, (not only radial basis function approximation, cf. the discussion in [16, Section 7] ).
In this article we consider certain conditionally positive definite kernels defined on a class of Riemannian manifolds which includes Euclidean spaces R d and compact Riemannian manifolds. We denote such a manifold by M. In the Euclidean setting this allows us to consider two prominent families of radial basis functions (RBFs): the Whittle-Matérn and surface spline kernels. For compact manifolds this includes the Sobolev-Matérn kernels developed in [14] and some of the polyharmonic kernels studied recently in [15] and earlier in [6] .
Rather than dealing with conventional finite dimensional spaces of the form S(X) = span ξ∈X κ(·, ξ) using the standard kernel basis, we consider localized versions of the kernel and the spaces generated by these localized elements (which may differ slightly). Namely, we look at spaces of the form V Ξ = span ξ∈Ξ χ ξ where χ ξ is a Lagrange function for a suitably dense, discrete set of points X ⊂ M and Ξ is a subset of X. This setup is based on those considered in [14] and [15] . We also consider locally (and efficiently) constructed variants b ξ as considered in [7] . In this case, we consider inverse estimates for V Ξ = span ξ∈Ξ b ξ .
In particular, for bounded subsets Ω ⊂ M (with minor restrictions on the boundary ∂Ω) and Ξ ⊂ Ω we get estimates of the form (1.1) for s ∈ V Ξ or V Ξ . (See Theorem 6.2 and set W = Ω.)
An important feature, perhaps unusual for RBF and kernel approximation, is that the centers X used to construct the basis and the centers Ξ defining the function spaces V Ξ do not always coincide (although they never differ very much). In other words, there may be subtle differences between S(X) and V Ξ ⊂ S(X). This is a key aspect to obtaining inverse estimates when Ω M.
Overview and Outline
We begin by giving basic explanation and background on the manifolds and kernels used in this article. This is done in Section 2.
In Section 3, we introduce the Lagrange basis (the functions generating the space V Ξ ). We further restrict the class of kernels considered in this paper, by focusing on kernels which generate Lagrange functions with stationary exponential decay (this is introduced in Definition 3.1). We finish the section by providing estimates that control the Sobolev norm (i.e. W σ 2 (M)) of a function in V Ξ by the ℓ 2 norm on the Lagrange coefficients. That is, for s = ξ∈Ξ a ξ χ ξ we show
Such a result has not appeared previously.
Section 4 introduces the other stable basis considered in this paper: the local Lagrange basis, which generates the space V Ξ . We give sufficient conditions to prove existence and stability of such a basis, given Lagrange functions with stationary exponential decay. This is demonstrated in Theorem 4.10. At the end of Section 4, we give estimates that control the Sobolev norm (i.e. W σ 2 (M)) of a function in V Ξ by the ℓ 2 norm on the local Lagrange coefficients. This culminates in Theorem 4.12), which states that for s = ξ∈Ξ a ξ b ξ and for any compact
Next we compare the sequence norm with the L 2 norm of an expansion s = ξ∈Ξ a ξ χ ξ ∈ V Ξ or s = ξ∈Ξ a ξ χ ξ ∈ V Ξ over the domain Ω. For these results, it is necessary to assume Ξ ⊂ Ω. We obtain
When Ω = M (i.e., in the boundary-free setting) such a result has been shown in [13] . This is done in Section 3.
Together, these give our main inverse estimates. For s ∈ V Ξ we have
In particular, W may be chosen to be Ω.
The setting
Our results depend on a number of (mostly benign) assumptions on the manifold, kernel, and domain Ω. We now list them, referring the reader to their location in the text.
1. We assume M is a complete, connected Riemannian manifold with bounded geometry and having balls of uniformly controlled growth vol B(x, r) ∼ r d for all x and all r < diam(M). This is discussed in Section 2.1 as Assumption 2.1 2. We assume the kernel k is conditionally positive definite with respect to a finite dimensional space Π and that its native space contains the Sobolev space W m 2 (M). Additionally, we assume that the kernel and elements of Π have fixed polynomial growth (this is only relevant for non-compact manifolds). This is discussed in Section 2.2.4 under Definition 2.3.
3. We assume that for a sufficiently dense set of centers X in M, the Lagrange functions (χ ξ ) ξ∈X satisfy stationary exponential decay of their energy norms (similar to results presented in [14] and [15] ). This is presented in Section 3.1 in Definition 3.1.
4. When dealing with local Lagrange functions, we make an assumption about the Gram matrices associated with auxiliary spaces Π. This is essentially a condition on the Π-unisolvency of sufficiently dense point sets. This is mentioned in Section 4.1.2 as Assumption 4.4, although further discussion is left to Appendix B. We note that this is only of importance for conditionally positive definite kernels (i.e., for Π = {0}) and not at all necessary for positive definite kernels.
5. Our final assumption is presented in Section 5.1. Assumption 5.2 requires a weak condition on the boundary of the compact set Ω over which we measure the L 2 norm.
Background: Manifolds and kernels
We begin by describing the basic elements used in this article.
Manifolds
Throughout this article M is a complete Riemannian manifold. As such, it is a metric space endowed with geodesic distance (x, y) → dist(x, y). We denote the ball centered at x ∈ M having radius r by B(x, r). The manifold is also endowed with a measure, and we indicate the measure of subsets Ω ⊂ M by vol(Ω). We make the following two assumptions about the underlying manifold throughout the article.
The integral and the L p spaces for 1 ≤ p ≤ ∞, are defined with respect to this measure. For Ω with finite volume, the embeddings
hold. In addition, L 2 is a Hilbert space equipped with the inner product · ,
Pointsets Given a set D ⊂ M and a discrete set X ⊂ D, we define its fill distance (or mesh norm ) h and the separation radius q to be:
The mesh ratio ρ := h(X, D)/q(X) measures the uniformity of the distribution of X in D. If ρ is bounded, then we say that the point set X is quasi-uniformly distributed (in D), or simply that X is quasi-uniform.
Sobolev spaces We can define Sobolev spaces in a number of equivalent ways. In this article, we focus on W τ p (Ω), where τ ∈ N and 1 ≤ p < ∞. For p = ∞, we make use of the short hand notation (usual for approximation theory) W τ ∞ = C τ (i.e., substituting the L ∞ Sobolev space by the Hölder space).
Our definition is the one developed in [1] , by using the covariant derivative operator. This permits us to correctly define Sobolev norms and semi-norms on domains. Namely, is finite whenever Ω is compact (this is a useful notion when M is not compact).
Assumption 2.1. We assume that M is a complete, connected d-dimensional Riemannian manifold with bounded geometry. There exist constants 0 < α M < β M < ∞ so that any ball B(x, r) satisfies
Here bounded geometry means that M has a positive injectivity radius and that derivatives of the Riemannian metric are bounded (see [14, Section 2] for details). This fact already implies the Sobolev embedding theorem, as well as a smooth family of local diffeomorphisms (uniform metric isomorphisms), [14, (2.6) ], which induce a family of metric isomorphisms [14, Lemma 3.2] between Sobolev spaces on M and on R d . In particular, the bounded geometry assumption implies that (2.2) holds for sufficiently small r.
The fact that (2.2) holds for large r is a useful assumption, which allows us to include R d as well as compact, connected Riemannian manifolds. It is not essential, and our results hold under more general assumptions (e.g., one may assume a doubling condition vol(B(x, 2r)) ≤ Cvol(B(x, r)) and achieve many of our results -we leave this to interested readers).
A useful consequence of this assumption is that for a quasi-uniform set X and a point ξ ∈ X, if
with C depending on the constants α M and β M .
Kernels
The kernels we consider in this article are positive definite or conditionally positive definite.
Positive definite kernels
A positive definite kernel k : M 2 → R satisfies the property that for every finite set X ⊂ M, the collocation matrix
is strictly positive definite. For finite X ⊂ M we define S(X) := span ξ∈X k(·, ξ). In case M = R d we may consider countably infinite X without accumulation points, in which case S(X) consists of the closure of span ξ∈X k(·, ξ) in the topology of uniform convergence on compact subsets.
The guaranteed invertibility of K X is of use in solving interpolation problems -given y ∈ R X , one finds a ∈ R X so that K X a = y. It follows that ξ∈X a ξ k(·, ξ) is the unique interpolant to (ξ, y ξ ) ξ∈X in S(X). It is also the case that ξ∈X a ξ k(·, ξ) is the interpolant to (ξ, y ξ ) ξ∈X with the smallest N(k) norm.
Conditionally positive definite kernels
A kernel k : M 2 → R is conditionally positive definite (CPD) with respect to a finite dimensional subspace Π if for every finite set X ⊂ M, the quadratic form R X → R : a → a, K X a is positive for all nonzero a ∈ R X satisfying ξ∈X a ξ p(ξ) = 0 for all p ∈ Π. (In other words, it is positive definite on a subspace of R X of finite codimension (namely, the annihilator of Π | X ).
We now briefly mention some background on CPD kernels -much of this material can be found in [23, Chapter 8] .
A continuous CPD kernel k is associated with a semi-Hilbert space N(k) (a vector space having a semi-definite inner product with nullspace Π, so that N(k)/Π is a Hilbert space) of continuous functions on M. This is a vector space that contains Π as well as linear combinations ξ∈X a ξ k(·, ξ) satisfying the 'side conditions' ξ∈X a ξ q(ξ) = 0 for all q ∈ Π (i.e., ( ξ∈X a ξ δ ξ ) ⊥ Π).
The CPD kernel k is the reproducing kernel of N(k) in the following sense: for X ⊂ M and two functions f 1 , f 2 ∈ N(k) where f 2 has the form
As with the positive definite kernels, if M = R d we consider countably infinite X, and S(X) consists of infinite series of k(·, ξ) (with coefficients annihilating Π) converging in the topology of uniform convergence on compact subsets.
One may also solve interpolation problems using S(X) provided that data sites X are unisolvent: i.e., so that if p ∈ Π satisfies p(ξ) = 0 for all ξ ∈ X then p = 0. Let {φ 1 , . . . , φ N } be a basis for Π and construct the matrix #X × N matrix Φ = (φ j (ξ)) ξ∈X, j=1,...,N . For data y ∈ R X one finds a ∈ R X and c ∈ R N so that
It follows that s X := ξ∈X a ξ k(·, ξ) + N j=1 c j φ j is the unique interpolant to (ξ, y ξ ) ξ∈X in S(X). It is also the case that s X is the interpolant to (ξ, y ξ ) ξ∈X with the smallest N(k) semi-norm.
Remark 2.2. Every positive definite kernel is CPD with respect to any finite dimensional subspace of C(M), including the trivial space Π = {0}. To ease notation and simplify exposition, from now on we treat PD kernels as CPD with respect to Π = {0}.
This leads to our first assumption on the kernel k.
Kernels considered in this article
We now list the four families of CPD kernels treated in this article.
Euclidean case: Matérn kernels and surface splines For M = R d we consider two types of kernels: the Matérn (or Whittle-Matérn) kernels and the surface spline kernels. The Matérn kernel of order m > d/2 is defined as
Here C is a constant depending on m and d, and K ν is a Bessel function of the second kind. The Matérn kernel of order m is positive definite and is the reproducing kernel for the Hilbert space
For m > d/2, the surface spline kernel is
The surface spline of order m is conditionally positive definite with respect to Π m−1 , the space of polynomials of degree m − 1. It is the reproducing kernel for the semi-Hilbert space
Both kernels generate rapidly decaying Lagrange functions -this is discussed in the next subsection.
Compact manifold case: Sobolev-Matérn kernels For a compact, d-dimensional Riemannian manifold without boundary we consider the class of Sobolev-Matérn kernels introduced in [14] . These are denoted κ m , the context will clearly distinguish them from the Matérn kernels on R d (in any case, they are a generalization the kernels on R d ); as in the Euclidean case, they are reproducing kernels for Sobolev spaces W m 2 (M) (for a definition, see [14] ).
Restricted surface splines on even dimensional spheres We consider the restricted surface
. This is a conditionally positive definite kernel with respect to a space of spherical harmonics Π J .
The sphere is an example of a rank one symmetric space, and the restricted surface splines are kernels of polyharmonic and related type considered in [15] . It acts as the fundamental solution of an elliptic operator
, a fact which is important for analytic properties of the kernel, but which we do not use here).
The 'order' of the operator
Frequently our results depend only on the order m of the kernel, determined by its native space. 
and if k m and the elements of Π grow at most at a fixed polynomial rate. That is, there is a constant M so that for all p ∈ Π there is C p > 0 so that for every x ∈ M and r > 0, we have
and there is C > 0 so that for every
(Showing that the embedding is continuous from the semi-normed space N(k m ) to the Fréchet space W m 2,loc (M) is more complicated and not as important here.)
We note that Definition 2.3 holds for each of the kernels mentioned in Section 2.2.3.
; since this kernel is positive definite, there is no auxiliary space Π. For k m = φ m , the surface spline of order m, we have
If M is compact, the polynomial growth assumptions (2.5) and (2.6) are automatically satisfied (and therefore not relevant). 
Lagrange functions and first Bernstein inequalities
In this section we give conditions on the kernels in force throughout this article. These take two forms. The first conditions are expressed by conditions on the native space of the kernel (these can be reformulated in terms of smoothness and growth properties of the kernel). The second conditions place restrictions on the Lagrange functions. These are in line with results of [14] and [15] ; we explain them below.
After this we give a first class of Bernstein estimates, valid for linear combinations of Lagrange functions.
Lagrange functions
For a kernel (PD or CPD) and a finite X ⊂ M, there exists a family of (uniquely defined) functions (χ ξ ) ξ∈X satisfying χ ξ ∈ S(X) and χ ξ (ζ) = δ(ξ, ζ) for all ζ ∈ X (in case of surface splines on M = R d we have an infinite series converging uniformly on compact sets, i.e. χ ξ = η∈X A η,ξ φ m (·, η) + p with p ∈ Π m−1 ). We may take the N(k) inner product of two Lagrange functions χ ξ , χ ζ ∈ S(X), noting that they have the form χ ξ = η∈X A η,ξ k(·, η) + p and χ ζ = η∈X A η,ζ k(·, η) + p, to obtain
Lagrange function coefficients If k m : M × M → R satisfies Definition 2.3 then we can make the following 'bump estimate' which uses for a suitable bump function ψ ξ,q : M → [0, 1] that is compactly supported in B(ξ, q) and satisfies ψ ξ,q (ξ) = 1. We have
This follows because χ ξ is the best interpolant to ζ → δ(ξ, ζ).
As a consequence, for these kernels, Lagrange coefficients are uniformly bounded:
Better decay In the following definition we consider systems of functions of the form
where M ⊂ 2 M is an indexing set for which each X ∈ M has ρ(X) < ∞. In other words each family of functions (χ ξ ) ξ∈X in the system is indexed by X ∈ M and the individual functions in the family corresponding to X are indexed by ξ ∈ X. Naturally, this set up is relevant for systems of Lagrange functions associated with conditionally positive definite kernels, although it holds for other systems as well.
Definition 3.1 (Stationary exponential decay of order m). Let m be a nonnegative integer. We say that a system of families of functions {(χ ξ ) ξ∈X | X ⊂ M} indexed by quasi-uniform subsets X ⊂ M satisfies stationary exponential decay of order m with parameters C, ν and h 0 if for each X with h(X, M) ≤ h 0 , the family of functions (χ ξ ) ξ∈X is contained in W m 2 (M) and for every ξ ∈ X, the function χ ξ satisfies, for every 0 < R < diam(M), the estimate
A consequence of this definition when applied to systems of Lagrange functions (i.e., when each family (χ ξ ) ξ∈X is a Lagrange function with respect to X) is that when m > d/2 we have the pointwise bound 
where ν = µ/2. We note that for the kernels listed in Section 2.2.3, and more generally for the framework given in [14] and [15] , to get estimates (3.3), (3.4) and (3.5), the point set X must be dense in M. This is clearly problematic when we consider behavior over Ω M and X ⊂ Ω (which is a focus of this article). To handle this, we propose a quasi-uniform extension of the point set that is dense in M; this is developed in Section 5.1.
Bernstein type estimates for (full) Lagrange functions
We develop partial Bernstein inequalities treating functions of the form s = ξ∈X a ξ χ ξ . Our goal is to control Sobolev norms s W σ 2 by the ℓ 2 (X) norm on the coefficients: a ℓ 2 (X) .
We note that if Definition 3.1 holds for (χ ξ ) ξ∈X , then (finite) linear combinations of Lagrange functions ξ∈X a ξ χ ξ (with #supp(a) = {ξ ∈ X | a ξ = 0} < ∞) are in W m 2 (M) as well. This can be extended by continuity to include infinite combinations with coefficients a = (a ζ ) ζ∈X ∈ ℓ 2 (X).
We have the following theorem. Theorem 3.2. Suppose M is a Riemannian manifold satisfying Assumption 2.1 and k m is a CPD kernel of order m generating a system of Lagrange functions satisfying Definition 3.1. Then there is C < ∞ so that for a sufficiently dense set X we have, for 0 ≤ σ ≤ m,
Proof. We use (3.3) to observe that χ ξ ∈ W m 2 (M), whence we obtain
From this we have
We focus on the offdiagonal part II. Since each term appears twice, we can make the estimate
The first inequality uses the estimate |a ξ ||a η | ≤ We have demonstrated:
On the other hand, using (3.4) we have
The integral can be estimated over two disjoint regions (the part of M closer to ξ and the part closer to ζ) to obtain
The second inequality repeats the estimate used to bound
Define the operator V :
We interpolate between (3.7) and (3.8), using the fact that
Local Lagrange functions
We now consider locally constructed basis functions. We employ a small set of centers from X to construct local Lagrange functions b ξ ∈ S(X). For each ξ ∈ X, we define the local footprint
where K is a positive parameter, which must be sufficiently large, with a minimum size depending on constants appearing in the stationary exponential decay (Definition 3.1) and the conditions we place on the manifold (Assumption 2.1), but which can be tuned to allow b ξ to be better localized (i.e., to have faster decay away from ξ).
For a given degree of fidelity J to the Lagrange basis (ensuring that χ ξ − b ξ ∞ = O(h J ) holds), we show there is a suitable K which depends linearly on J (it is J/ν plus some fixed constants involving m, d and depending on the auxiliary space Π if needed).
The main goal of this section is to provide Sobolev estimates on the difference between locally constructed functions b ξ and the analogous (full Lagrange) functions χ ξ . As in [7] the analysis of this new basis is considered in two steps. First, an intermediate basis function χ ξ is constructed and studied: the truncated Lagrange function. These functions employ the same footprint as b ξ (i.e., they are members of S(Υ(ξ))) but their construction is global rather than local. This topic is considered in Section 4.1. Then, a comparison is made between the truncated Lagrange function and the local Lagrange function. The error between local and truncated Lagrange functions is controlled by the size of the coefficients in the representation of b ξ − χ using the standard (kernel) basis for S(Υ(ξ)). This is considered in Section 4.2.
Truncated Lagrange functions
For a (full) Lagrange function χ ξ = ζ∈X A ξ,ζ k(·, ζ) + p ∈ S(X) on the point set X, the truncated Lagrange function χ = ζ∈Υ(ξ) A ξ,ζ k(·, ζ) + p is a function in S(Υ(ξ)) obtained by truncating the coefficients outside of Υ(ξ) and slightly modifying the remaining coefficients A ξ = (A ξ,ζ ). (For positive definite kernels, no modification is necessary, and the construction is quite simple.)
The cost of truncating can be measured using the norm of the omitted coefficients (the tail).
Lemma 4.1. Let M be a d-dimensional complete Riemannian manifold satisfying Assumption 2.1. Let k m be a CPD kernel of order m which generates a system of Lagrange functions satisfying Definition 3.1. Suppose X ⊂ M has fill distance 0 < h ≤ h 0 and separation radius q > 0.
Let K > (4m − 2d)/ν and for each ξ ∈ X, let Υ(ξ) = {ζ ∈ X | dist(ξ, ζ) ≤ Kh| log h|}. Then
Proof. The inequality (3.5) guarantees that
A simple way to improve this estimate involves splitting ν = ν/2 + ν/2 and writing
The lemma follows.
Positive definite kernels: Matérn and Sobolev-Matérn kernels
Let · Z be a norm on S(X) for which a universal constant Γ exists so that sup z∈M k m (·, z) Z ≤ Γ. Since k m (·, z) Z is finite and bounded independent of z, we have
In particular, we have the following: 
Proof. This follows from (4.1) by applying the Sobolev embedding theorem, namely
A slightly stronger 2 result holds on R d for Matérn kernels. 
Proof. This follows from (4.1) by applying Lemma A.1.
Conditionally positive definite kernels
When k m is conditionally positive definite, the argument of the previous section is a little more complicated. Given a Lagrange function χ ξ = ζ∈X A ζ,ξ k m (·, ζ) + p, simply truncating coefficients does not yield a function in S(Υ(ξ)). That is, (A ζ,ξ ) ζ∈Υ(ξ) does not necessarily satisfy the side condition ζ∈Υ(ξ) A ζ,ξ p(ζ) = 0 for all p ∈ Π.
Another complication, which was not relevant in the previous section is that, in general, the truncated Lagrange function does not decay globally, unlike the full Lagrange function, which has decay given by (3.1). For this reason, we measure the error between full and truncated Lagrange functions with local variants of the norms like · W m 2 (W) , where W is an arbitrary compact subset of M.
The result for restricted surface splines on even dimensional spheres has been developed in [7, Proposition 6.1] . We now present a similar estimate for CPD kernels where the truncated Lagrange function is corrected by modifying the coefficients slightly. This is done by using the orthogonal projector having range ⊥ (Π Υ(ξ) ).
In order to control the size of the modification, we need to employ an assumption on the auxiliary space Π which guarantees that a sufficiently dense set of centers in a ball will be unisolvent (among other things).
Let [φ 1 , . . . , φ N ] be a basis for Π, and define Φ X as the (Vandermonde-type) matrix with N columns and #X rows whose columns are φ restricted to X. In other words,
Assumption 4.4. There is τ ≥ 0 (depending on Π) and h 0 > 0 so that for any radius r > 0 so that for every point x ∈ M and X ⊂ B(x, r) with fill distance h ≤ h 0 r the inverse of the Gram matrix G X = Φ T X Φ X ∈ M N ×N (R) has norm bounded by
A bound similar to this for M = S d−1 and Π a space of spherical harmonics has been demonstrated in [7, Lemma 6.4] . In the appendix we show that Assumption 4.4 holds for polynomials on R d and compact Riemannian manifolds where Π is spanned by a finite number of eigenfunctions of ∆.
Modifying coefficients Let N = dim Π and denote Π Υ(ξ) = { p(ζ) ζ∈Υ(ξ) | p ∈ Π}. We use the matrix Φ Υ(ξ) defined in (4.2) to construct the orthogonal projector
which has range Π Υ(ξ) and kernel ⊥ (Π Υ(ξ) ).
For a fixed ξ, denote the truncated coefficients (A ζ,ξ ) ζ∈Υ(ξ) ∈ R Υ(ξ) by A ξ . In order to satisfy the side conditions, we generate the modified coefficients
In other words, as the orthogonal projection of A ξ onto ⊥ (Π Υ(ξ) ). Define the 'truncated' Lagrange function as 
It follows that for any compact W ⊂ M there is
Proof. We estimate the ℓ 2 norm of the difference of the coefficients as
Applying the volume assumption (2.2) for balls and the polynomial growth assumption (2.5) on Π, the ℓ 2 (N ) norm of Φ T A is controlled by
Estimate (4.3) follows by combining Assumption 4.4 (using r = Kh| log h|) with (4.4).
The Sobolev estimate holds by considering
We note that Assumption (2.3) -specifically the bound (2.6) -coupled with the fact that W ⊂ B(ζ, R) with
The first term can be bounded by employing (4.3) and (2.6)
In the second inequality we have used dist(ζ, ξ) ≤ 1. For the third inequality we use estimate
The remaining series can be handled by using the estimate
Thus, the second term is bounded by
We have the following improved estimates for surface splines and restricted surface splines. 
Proof. This follows because φ m (·, z) W σ p (W) ≤ C(dist(z, W)) 2m−d , and Π m−1 satisfies Assumption 4.4 (i.e., the Gram matrix assumption) with τ = m − 1 (this follows from Corollary B.2 in the appendix).
Local Lagrange Functions
In this section we consider a locally constructed function b ξ . At this point, a standard argument bounds the error between b ξ and χ ξ (this argument is essentially the same one used on the sphere in [7] ). This works by measuring the size of b ξ − χ ξ ∈ S(Υ(ξ)).
The positive definite case: Matérn and Sobolev-Matérn kernels
For the positive definite case, the argument is fairly elementary. For ζ ∈ Υ(ξ), let
, where a = (a ζ ) and y = (y ζ ) are related by K Υ(ξ) a = y. The matrix (K Υ(ξ) ) −1 has entries (A ζ,η ) ζ,η∈Υ(ξ) .
For a kernel of order m, the entries of the matrix A = (A ζ,η ) ζ,η∈Υ(ξ) can be estimated by (3.2):
(Here we have used the estimate #Υ(ξ)
For a generic norm · Z for which max z∈M k m (·, z) Z ≤ Γ we have b ξ − χ ξ Z ≤ Γ ζ |a ζ |. We now have counterparts to Lemmata 4.2 and 4.3. 
Lemma 4.8. For a compact Riemannian manifold without boundary M and k m = κ m the SobolevMatérn kernel, we have, for
Setting | log h| 2d ≤ Ch −1 (either by finding a sufficiently small h * so that this holds for h < h * , or by increasing the constant, or both), and by employing a simple interpolation inequality, we have
The conditionally positive definite case
For CPD kernels, we are guided by the estimates [7, Proposition 5.2]. As in the previous section, we measure the error between full and local Lagrange functions with local variants of the norms like · W m 2 (W) , where W is an arbitrary compact subset of M (to treat the fact that local Lagrange functions do not necessarily have global decay for noncompact M).
In this case we have
where K Υ(ξ) is the collocation matrix and Φ is the matrix introduced in (4.2). The norms of a and c can be controlled by y ℓ 2 (Υ(ξ)) . This is demonstrated in [7, Proposition 5 .2], which shows that a ℓ 2 (Υ(ξ)) ≤ ϑ −1 y ℓ 2 (Υ(ξ)) where ϑ is the minimal positive eigenvalue of P ⊥ K Υ(ξ) P ⊥ . Recall that P ⊥ = Id − P and P = Φ(Φ T Φ) −1 Φ T is the projector introduced in Section 4.1.2.
We make the following observation, which follows directly from [7, Proposition 5.2] .
Lemma 4.9. Let k be a conditionally positive definite kernel with respect to Π, and let Λ := (A η,ζ ) η,ζ∈Υ(ξ) 2→2 . Then
and
Proof. Consider the basis of Lagrange functions b η,Υ(ξ) ∈ S(Υ(ξ)) where η ∈ Υ(ξ) and each
it follows that K Υ(ξ) A + ΦB = Id. From this we have P ⊥ = P ⊥ K Υ(ξ) A and ker A ⊂ ker P ⊥ . On the other hand, each column of A satisfies the side condition η∈Υ(ξ) A ζ,η p(η) = 0 for all p ∈ Π, so ranA ⊂ ranP ⊥ . From this it follows that ker A = ker P ⊥ and ranA = ranP ⊥ .
Because P ⊥ A = A we have P ⊥ = P ⊥ K Υ(ξ) A = P ⊥ K Υ(ξ) P ⊥ A, and the nonzero spectrum of A is the reciprocal of the nonzero spectrum of P ⊥ K Υ(ξ) P ⊥ . In other words, ϑ −1 = max λ∈σ(A) |λ|.
Applying Gershgorin's theorem to A, whose entries are A ζ,η = b ζ,Υ(ξ) , b η,Υ(ξ) and therefore satisfy |A ζ,η | ≤ Cq d−2m (here we invoke Definition 2.3), we have
Under Assumption 4.4, we have that
We are now in a position to prove our main theorem. If K > 4(2m + τ + 1 − d)/ν then for sufficiently small h, and for compact W ⊂ M
(Here C depends on diam(W) and dist(ξ, W).)
Proof. We use the triangle inequality
, noting that the second term has been estimated in Lemma 4.5, and that the first can be controlled as
From (4.9) we have
where we have employed the result of Lemma 4.5 and the embedding W m 2 ⊂ L ∞ to estimate y ℓ∞(Υ(ξ)) ≤ b ξ − χ ξ L∞(B(ξ,Kh| log h|)) .
Similarly, from (4.10), we have
At this point we can estimate the Sobolev error between b ξ and χ ξ for surface splines on R d and restricted surface splines on even dimensional spheres. 
Bernstein type estimate for local Lagrange functions
In this section we discuss the local Lagrange (b ξ ) functions generated by κ m and the centers X. We develop partial Bernstein inequalities, where for functions of the form s = ξ∈X a ξ b ξ the norms s W σ 2 are controlled by an ℓ 2 norm on the coefficients: a ℓ 2 (X) .
We'll now obtain estimates similar to (3.6) for the expansion ξ∈X a ξ b ξ . In contrast to the full Lagrange basis, which is globally decaying, we have a family of functions (b ξ ) ξ∈X whose members are uniformly small (on compact sets), but do not necessarily decay (at least not in a stationary way).
We will restrict our estimates to finite linear combinations by assuming #(supp(a)) < ∞. Indeed, we assume #(supp a) ≤ Θq −d , which is the case if we consider a to be supported in a fixed compact set.
As we have done before, because of the possible global growth of b ξ (when M is noncompact), we consider a local version of the Sobolev norm by using a generic compact set W.
Theorem 4.12. Under the assumptions of Theorem 4.10, suppose X is sufficiently dense in M and there is a universal constant so that
Then for any compact W there is C (depending on W, the constants appearing in Assumptions 2.1 and 4.4, Definitions 2.3 and 3.1 and Θ) so that
Proof. We start with the basic splitting
Applying the Sobolev norm gives s 2
We now restrict our focus to B. For |α| ≤ m, Hölder's inequality gives
. Here we have used, for a rank α-covariant tensor field F (i.e., a smooth section of the vector bundle of rank α covariant tensors), the norm on the fiber at x given by the Riemannian metric. I.e., F x is the norm of the tensor F (x).
We may use Theorem 4.10 to get the bound B W σ 2 (W) ≤ Cρ 4m+7d/2 h Kν+d−4m−2τ −1 a ℓ 2 (X) and the theorem follows.
(Lower) stability results
In this section we consider finite dimensional spaces of the form V Ξ = span ξ∈Ξ χ ξ and V Ξ = span ξ∈Ξ b ξ , using the Lagrange and local Lagrange functions considered in Sections 3.2 and 4.3. We note that the localized functions χ ξ and b ξ are constructed by using a dense set of centers X ⊂ M, but the spaces V Ξ are constructed using a restricted set of centers Ξ = X ∩ Ω, corresponding to the centers located inside Ω ⊂ M (the underlying region over which we take the L 2 norm).
The domain Ω
We now consider a compact region Ω ⊂ M. This presents two challenges.
The first concerns the density of point sets Ξ. Unless Ω = M, the given set Ξ does not itself satisfy the density condition h(Ξ, M) < h 0 . For this, we need a larger set X ⊂ M with points lying outside of Ω (in fact, when working with local Lagrange functions b ξ , it suffices to consider X ⊂ {x ∈ M | dist(x, Ω) < Kh| log h|}). This assumption is in place to guarantee decay of the basis functions -in other words, it is only a tool for guaranteeing the decay of χ ξ or b ξ , and is not otherwise important for the stability estimate. It would be quite reasonable to be 'given' initially only the set Ξ ⊂ Ω and to use this to construct X . In Lemma 5.1 below we demonstrate how to extend a given set of centers Ξ ⊂ Ω in a controlled way to obtain a dense subset of M.
The second challenge concerns the domain Ω. Previously we have not needed to make extra assumptions about such a region, but for estimates relating a ℓ 2 and the L 2 norm of expansions ξ a ξ b ξ or ξ a ξ χ ξ the boundary becomes slightly more important. Fortunately, the extra assumption we make on Ω is quite mild -it is given below in Assumption 5.2.
Given Ω and Ξ ⊂ Ω, we wish to find an extension Ξ ⊃ Ξ so that the separation radius is not decreased and the fill distance is controlled.
Lemma 5.1. Suppose Ξ ⊂ Ω has fill distance h(Ξ, Ω) = h and separation radius q(Ξ) = q. Then there is a finite set Ξ so that Ξ ∩ Ω = Ξ, q( Ξ) = min(q, h/2) and h( Ξ, R d ) = h.
Proof. We extend Ξ by taking Z = M \ ξ∈Ξ B(ξ, h). Cover Z by a maximal ǫ-net with ǫ = h as follows.
Consider the set of discrete subsets D = {D ⊂ Z | h(D, Z) = h, q(D) = h/2}. This is a partially ordered set under ⊂ and therefore has a maximal element D * by Zorn's lemma. This maximal element must satisfy q(D * ) = h/2 (since it's in D) and must cover Z (if x ∈ Z \ z∈D * B(z, h) then D * is not maximal).
It follows that Ξ = Ξ ∪ D * has fill distance h( Ξ, M) = h and q( Ξ) = min(q, h/2).
For the remainder of the article, we assume Ω ⊂ M satisfies the Boundary Regularity condition and Ξ ⊂ Ω is finite. We construct the extended point set X = Ξ according to the method of Lemma 5.1; this gives rise to the family (χ ξ ) ξ∈ Ξ . With this setup, we define
A property of Ω, in force throughout the article, is the following.
Assumption 5.2 (Boundary Regularity). There exist constants 0 < α Ω , r Ω for which the following holds: for all x ∈ Ω and all r ≤ r Ω ,
α Ω r d ≤ vol(B(x, r) ∩ Ω).
Note that this holds when Ω satisfies an interior cone condition.
Stability of full and local Lagrange functions on domains
In this section we show that the synthesis operators a → ξ∈Ξ a ξ χ ξ and a → ξ∈Ξ a ξ b ξ are bounded below from ℓ p (Ξ) to L p (Ω).
In addition to the pointwise and coefficient decay (namely (3.4) and (3.5)) stemming from Definition 3.1, we can employ the following uniform equicontinuity property of the Lagrange functions. There is 0 < ǫ ≤ 1 so that |χ ξ (x) − χ ξ (y)| ≤ C dist(x, y) q 
B Norming sets and the Gram matrix property
The Gram matrix property (Assumption 4.4) was shown to hold for restricted surface splines on spheres in [7, Lemma 6.4 ]. Here we show that it can follow under some fairly general conditions on the space Π and its basis.
We say that Π have the norming set property: there exist positive constants C (norming constant), R (threshold radius) and h 0 (a scaling factor) so that for all x ∈ M and all 0 < r < R if X ⊂ B(x, r) and h(X, B(x, r)) < h 0 r then for all p ∈ Π p L∞(B(x,r)) ≤ C p| X ℓ∞ .
(B.1)
We also use the following scaling property: There exist positive constants C, L and R * so that if r < R * then for all p ∈ Π and x ∈ M Lemma B.1. Suppose Π has the norming set property and the scaling property. Then for r ≤ min(R, R * ) and a finite set X ⊂ B(x, r) with fill distance h(X, B(x, r)) ≤ h 0 r, the inverse of the Gram matrix G X = Φ T X Φ X has norm bounded by
Proof. The norm of the Gram matrix can be controlled by
G X a, a ) where V a = N j=1 a j φ j is the synthesis operator and R X is the restriction operator; in other words, R X V a = N j=1 a j φ j | X . For h sufficiently small, the norming set property ensures p L∞(B(x,r)) ≤ C R X p ℓ∞(X) ≤ C R X p ℓ 2 (X)
On the other hand, the scaling property (B.2) and stability property (B.3) of (φ j ) to get a ℓ 2 (N ) ≤ c 
