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Re´sume´
L’e´mergence et le de´veloppement des syste`mes e´lectriques de ces vingt dernie`res
anne´es nous ont conduits a` l’e´laboration d’architectures de plus en plus complexes.
Nous les retrouvons notamment au niveau d’applications embarque´es ainsi qu’au
cur de re´seaux de distribution isole´s. L’inte´gration de nombreux e´quipements de
diffe´rentes natures soule`ve la proble´matique de la stabilite´. C’est dans ce contexte
que s’inse`rent ces travaux de the`se, qui aboutissent sur la mise en uvre de me´-
thodes d’analyse de la stabilite´ et de la qualite´ des re´seaux distribue´s de puissance.
Les e´tudes mene´es au cours de ces travaux reposent sur des expressions analy-
tiques repre´sentant le comportement fre´quentiel de re´seaux continus. Ces mode`les
sont ensuite associe´s au crite`re de Routh-Hurwitz, afin de permettre les e´tudes de
stabilite´ selon les e´volutions de leurs parame`tres. L’analyse des re´sultats obtenus
au niveau d’architectures pre´sentant plusieurs e´quipements permet d’aner nos
connaissances sur le fonctionnement de ces syste`mes. Les phe´nome`nes de couplage,
la disposition d’un re´seau en fonction du nombre et de la puissance des charges, du
point de vue de la stabilite´, sont notamment de´veloppe´s. Les recherches de dimen-
sionnements optimaux de plusieurs e´le´ments inde´termine´s, combinant les notions
de stabilite´ et de qualite´ et re´alise´es a` l’aide d’algorithmes d’optimisation, sont
e´galement pre´sente´es. Enfin, les parties fondamentales de ces travaux, que consti-
tuent la mode´lisation ainsi que l’e´tude de la stabilite´, sont valide´s par une approche
expe´rimentale.
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Abstract
The emergence and the development of electrical systems during these last
twenty years have led us to the elaboration of more and more complex architec-
tures. They can be particularly found on embedded applications as well as in the
heart of isolated distribution networks. The integration of several equipments with
various natures raises the problem of stability. Thesis work presented here fits in
with this context, leading to the implementation of stability and quality analysis
methods, applied to distributed power networks.
Studies led during this work are based on analytical expressions representing
the continuous networks frequency behaviour. These models are then associated to
the Routh-Hurwitz criterion in order to allow stability studies, according to their
parameter values evolution. Analysis of results obtained on networks architectures
using several equipments allows the refinement of our knowledge on these systems
operation. Coupling phenomena, network layout according the loads number and
power from a stability point of view, are particularly developed. Optimal sizing
research for several undetermined elements, merging stability and quality criteria
and carried out using optimization algorithms, is also presented. Finally, funda-
mental parts of this work which correspond to models building as well as stability
studies are validated by an experimental approach.
Keywords
 Stability  Quality
 HVDC Networks  Distributed Power Systems
 Analytical model  Interactions
 Parameters sizing  Optimization
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Introduction ge´ne´rale
L’objectif de ces travaux de the`se est de re´pondre a` une proble´matique sur la
stabilite´ et de qualite´ au niveau des re´seaux distribue´s de puissance en courant
continu. Nous cherchons a` de´finir un ensemble d’outils et de me´thodes nous per-
mettant d’e´tudier le comportement de ce type de syste`mes. Ce manuscrit s’articule
suivant cinq chapitres, qui reprennent les principales e´tapes de notre raisonnement.
Nous assistons ces dernie`res anne´es a` un important de´veloppement des syste`mes
e´lectriques, qui ont ne´cessite´ la mise en place d’architectures de plus en plus com-
plexes. Nous les retrouvons notamment au niveau d’applications embarque´es ainsi
qu’au cur de re´seaux de distribution isole´s. L’inte´gration de nombreux e´quipe-
ments de diffe´rentes natures favorise les risques d’instabilite´.
Le chapitre 1 nous permet d’introduire le contexte de cette e´tude. Nous com-
mencons par pre´senter le type d’architectures conside´re´, les re´seaux HVDC (High
Voltage Direct Current) de type \avion", que nous illustrons a` travers des exemples
d’applications utilisant cette technologie. Les proble´matiques de stabilite´ et de qua-
lite´ sont ensuite mises en avant, suivies par diffe´rentes me´thodes propose´es dans la
litte´rature pour traiter ce sujet.
Dans un premier temps, nous nous sommes interroge´s sur la manie`re d’e´tudier
les re´seaux distribue´s de puissance. E´tant donne´ que l’ensemble des outils d’analyse
font appel a` des notions mathe´matiques, nous devons ne´cessairement exprimer nos
syste`mes dans cet environnement, d’ou` l’inte´reˆt des mode`les. Parmi les diffe´rentes
me´thodes mises a` notre disposition pour construire ces mode`les, nous avons choisi
d’utiliser une approche symbolique, base´e sur la connaissance des lois physiques qui
re´gissent les syste`mes. Les mode`les ainsi obtenus repre´sentent plus fide`lement le
comportement de ces derniers. Par ailleurs, leurs parame`tres ont un sens physique,
ce qui s’ave`re eˆtre une dimension indispensable pour nos e´tudes.
Le chapitre 2 repose donc sur une partie fondamentale, que repre´sente la de´ter-
mination des mode`les de syste`mes que nous souhaitons e´tudier. Nous commencons
par de´velopper le mode`le d’une charge constitue´e d’un convertisseur statique. Nous
introduisons de`s lors la notion d’admittance e´quivalente, qui nous permet de repre´-
senter le comportement fre´quentiel d’une charge, a` travers une expression analy-
tique. Nous montrons ensuite que la combinaison de plusieurs outils et me´thodes de
mode´lisation permet de construire automatiquement les mode`les de re´seaux HVDC.
Nous terminons ce chapitre avec quelques comple´ments, qui ame´liorent la qualite´
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de nos mode`les, ainsi que leur de´termination.
Nous avons ensuite recherche´ les outils les plus approprie´s a` l’e´tude de la sta-
bilite´, a` partir des mode`les e´tablis pre´ce´demment. Nous souhaitons assurer une
stabilite´ fonctionnelle de l’ensemble, exprime´e soit par rapport aux diffe´rents e´le´-
ments du mode`le, soit par rapport a` ce qu’ils repre´sentent. Nous avons opte´ pour un
crite`re ne´cessaire et susant de stabilite´, le crite`re de Routh-Hurwitz, qui associe´
aux mode`les analytiques, permet d’apporter diffe´rents re´sultats particulie`rement
inte´ressants pour un concepteur de re´seau.
Le chapitre 3 rentre donc ve´ritablement dans le vif du sujet. Nous y de´veloppons
quelques uns des principaux re´sultats d’e´tude de la stabilite´, obtenus a` partir de
programmes de´veloppe´s sousMaple. Nous justifions dans un premier temps le choix
du crite`re utilise´ pour de´terminer l’e´tat d’un syste`me, en nous basant sur le for-
malisme analytique de nos mode`les. Nous poursuivons ensuite par la pre´sentation
du dimensionnement de solutions stabilisatrices, ainsi que l’e´tude des couplages
entre plusieurs e´quipements connecte´s sur un bus continu. Nous comparons enfin
plusieurs architectures de re´seau du point de vue de la stabilite´, selon le nombre
d’e´quipements, leur puissance et les longueurs de caˆbles.
Conscients que le dimensionnement d’un syste`me n’a pas pour unique objectif
d’assurer sa stabilite´, nous avons introduit des crite`res de qualite´, qui nous per-
mettent de finaliser le choix des valeurs de parame`tres. Nous nous sommes place´s
dans le contexte des filtres, qui assurent une association harmonieuse entre les
sources et les charges. En y adjoignant une cellule de stabilisation, ils constituent
des organes capables de re´aliser plusieurs fonctions, parame´tre´es a` l’aide d’algo-
rithmes d’optimisation.
Le chapitre 4 s’oriente vers des me´thodes de dimensionnement de filtres, qui com-
ple`tent le regard que nous portions sur la stabilite´ avec des crite`res de qualite´. Nous
prenons en compte les contenus fre´quentiels, ainsi que les dynamiques des syste`mes
e´tudie´s, qui nous rapprochent des spe´cifications de´finies dans les standards utilise´s
par les concepteurs de re´seaux. Nous introduisons alors les algorithmes d’optimi-
sation, afin d’e´largir le spectre de cette e´tude, et d’ouvrir d’autres voies d’analyse
des syste`mes.
Nous concluons ces travaux par une approche expe´rimentale, qui porte sur les
deux parties fondamentales de notre e´tude : la construction du mode`le et l’e´tude
de stabilite´. Le syste`me que nous avons conside´re´ est constitue´ d’un hacheur de´-
volteur, alimente´ par un re´seau continu. Son mode`le, ainsi que le dimensionnement
d’un filtre d’entre´e, ont e´te´ e´tudie´s en pratique, afin de valider nos re´sultats the´o-
riques.
Le chapitre 5 vient donc appuyer les re´sultats the´oriques a` partir d’une approche
expe´rimentale. Nous commencons par pre´senter l’interface re´alise´e afin de mode´li-
ser les charges autour de leur point de fonctionnement, fixe´ a` des niveaux de tension
e´leve´s. Nous l’utilisons pour caracte´riser expe´rimentalement l’admittance e´quiva-
lente d’un hacheur de´volteur pilote´ en courant. Nous e´tudions enfin des dimension-
nements stable et instable du filtre d’entre´e de ce hacheur, afin de s’assurer que les
Introduction ge´ne´rale 3
re´sultats expe´rimentaux corroborent les domaines repre´sente´s sur les abaques.
Cette the`se peut eˆtre aborde´e avec diffe´rents objectifs. Si le lecteur souhaite
simplement avoir une pre´sentation ge´ne´rale des re´seaux distribue´s de puissance en
courant continu, ainsi que quelques unes des me´thodes d’e´tude de la stabilite´, il peut
limiter sa lecture au premier chapitre. S’il veut de´couvrir les me´thodes qui nous
permettent de mode´liser analytiquement un re´seau HVDC, il peut directement se
reporter au deuxie`me chapitre, ainsi qu’a` la premie`re partie du dernier chapitre. Il
trouvera l’ensemble des re´sultats concernant les e´tudes de stabilite´ en parcourant
le troisie`me chapitre, ainsi que la seconde partie du dernier chapitre. Enfin, s’il
s’inte´resse aux dimensionnements combinant crite`res de stabilite´ et de qualite´, il
peut directement se pencher sur le quatrie`me chapitre.
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1.1 Introduction
Depuis une vingtaine d’anne´es, les re´seaux distribue´s de puissance ont e´te´ lar-
gement de´veloppe´s, aussi bien pour les syste`mes embarque´s que pour acheminer
l’e´lectricite´ jusqu’au consommateur, notamment lorsque celle-ci est ge´ne´re´e a` partir
de sources d’e´nergie renouvelable. Pour illustrer notre propos, nous pouvons par
exemple e´voquer l’e´volution vers l’avion \tout e´lectrique" ou le re´seau mis en place
par \Hydro-Que´bec". En raison de leurs nombreux avantages en terme de pertes et
de controˆle, les re´seaux de type HVDC (High Voltage Direct Current) [Rud00] sont
ge´ne´ralement utilise´s.
Ne´anmoins, ces syste`mes ont leurs propres proble`mes de stabilite´. En effet, l’in-
te´gration de plusieurs sous-ensembles favorise les risques de de´gradation, voire
d’instabilite´ du re´seau. Il est donc ne´cessaire de concevoir des outils permettant
d’e´tudier leur comportement.
Conscients de ces proble`mes, les chercheurs essayent de combiner les crite`res de
stabilite´ utilisables sur des mode`les mathe´matiques avec la prise en compte de ces
nouvelles structures [Liu09]. Certains outils, comme le crite`re de Middlebrook, ont
ainsi e´te´ mis en oeuvre afin de permettre ces analyses. Plusieurs e´volutions de ce
crite`re ont de´ja` e´te´ apporte´es afin de proposer des re´sultats de plus en plus satis-
faisants sur la connaissance de ces environnements.
L’objectif de ce chapitre est de pre´senter le contexte de notre e´tude : les re´seaux que
nous avons choisis de traiter et leurs proble´matiques associe´es, ainsi que quelques
outils qui ont de´ja` e´te´ de´veloppe´s dans la litte´rature pour traiter ce sujet.
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Dans la premie`re partie, nous commencons par une pre´sentation ge´ne´rale des re´-
seaux HVDC en nous appuyant sur des cas concrets, que nous avons tire´s de l’ae´ro-
nautique et de re´seaux de distribution. Nous e´voquons e´galement dans cette partie
quelques uns des facteurs d’instabilite´ associe´s a` ces architectures. La seconde par-
tie expose quant a` elle, les outils actuellement utilise´s par les concepteurs de ces
re´seaux et quelques uns de leurs re´sultats.
1.2 Pre´sentation des re´seaux e´tudie´s et des risques
vis-a`-vis de la stabilite´
Les progre`s technologiques re´alise´s ces dernie`res anne´es au niveau de l’e´ner-
gie e´lectrique l’ont conduite au rang d’e´nergie secondaire la plus utilise´e dans le
monde. Cette e´volution est principalement lie´e aux de´veloppements apporte´s se-
lon trois axes, oriente´s vers la production, l’acheminement et le controˆle de cette
e´nergie. En effet, nous disposons a` l’heure actuelle d’une \abondance" de sources
permettant de produire de l’e´lectricite´, notamment graˆce aux diffe´rentes conver-
sions possibles entre les e´nergies me´canique, chimique, thermique, rayonnante et
l’e´nergie e´lectrique. Une fois produite, l’e´lectricite´ est ve´hicule´e jusqu’aux consom-
mateurs graˆce a` de tre`s nombreuses ramifications, qui constituent nos re´seaux de
distribution. Enfin, les avance´es re´alise´es dans le domaine de l’e´lectronique de puis-
sance nous donnent la possibilite´ d’intervenir sur la forme de cette e´nergie, afin de
l’adapter aux besoins d’applications tre`s varie´es. Autant d’avantages qui justifient
son de´veloppement et la part qu’elle occupe dans notre quotidien. L’e´nergie e´lec-
trique peut eˆtre facilement achemine´e jusqu’a` l’endroit ou` nous en avons besoin,
graˆce a` l’existence de re´seaux e´lectriques tre`s denses. Cette simplicite´ d’acce`s a
contribue´ de manie`re significative a` l’implantation de syste`mes e´lectriques a` des
fins aussi bien industrielles que domestiques.
La prolife´ration des syste`mes e´lectriques au niveau de certaines applications
locales a ne´cessite´ la mise en place de re´seaux dits \isole´s", inde´pendants du re´seau
de distribution usuel (re´seau EDF en France). Ces syste`mes, que nous appelons
re´seaux distribue´s de puissance -\DPS"(Distributed Power System) - sont au cur
de nos e´tudes.
Nous les rencontrons dans diffe´rents types d’applications, et notamment dans
les syste`mes embarque´s, ainsi qu’au niveau de re´seaux ilote´s, utilise´s pour assurer
une distribution locale d’e´lectricite´ en l’absence du re´seau ordinaire. Ils permettent
d’associer plusieurs sources et consommateurs d’e´nergie e´lectrique.
Pour illustrer l’e´volution de la consommation d’e´lectricite´ au niveau des DPS,
nous proposons d’observer l’histogramme de la figure (1.1), tire´ du contexte ae´ro-
nautique.
En l’espace d’une quarantaine d’anne´es seulement, la puissance e´lectrique em-
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Fig. 1.1 – E´volution de la puissance e´lectrique installe´e dans les avions, depuis leur
apparition jusqu’a` aujourd’hui (Source : Airbus)
barque´e dans les ae´ronefs a e´te´ multiplie´e par douze ; et les nouvelles re´alisa-
tions, qu’elles soient propose´es par Airbus ou Boeing, suivent la meˆme tendance.
Cette e´volution correspond principalement au remplacement de syste`mes utilisant
d’autres e´nergies secondaires, comme l’e´nergie pneumatique ou bien hydraulique.
Elle ree`te e´galement d’une certaine manie`re l’e´volution de notre consommation
d’e´lectricite´, que nous retrouvons au niveau de nombreux syste`mes. Dans le do-
maine de l’e´nergie renouvelable par exemple, des allures similaires sont obtenues
lorsque nous repre´sentons la quantite´ d’e´nergie produite a` partir d’e´oliennes ou
de panneaux photovolta•ques. Pour obtenir ces niveaux de puissance de plus en
plus e´leve´s, les re´seaux e´lectriques place´s au centre de ces applications autonomes
ont progressivement mute´s vers de nouvelles architectures. Parmi les diffe´rentes
technologies mises a` notre disposition, nous retrouvons les re´seaux de type HVDC
(High Voltage Direct Current). Compte tenu de l’expansion de ce type de re´seau,
observe´e ces dernie`res anne´es, nous les avons choisis comme support pour mener
nos e´tudes de stabilite´ et de qualite´.
1.2.1 Les re´seaux a` courant continu et haut niveau de ten-
sion : les fameux HVDC
1.2.1.1 Pre´sentation ge´ne´rale de ce type de re´seau
Les re´seaux HVDC utilisent une topologie de type \Bus", dont les dimensions
peuvent de´passer le millier de kilome`tres, lorsqu’il s’agit de re´seau de distribution
d’e´lectricite´ [Ruf07, Iov09]. Ils se caracte´risent par un courant de ligne continu,
associe´ a` un niveau de tension e´leve´. Les puissances qui transitent sur ces re´seaux
sont en ge´ne´ral de l’ordre de la centaine de me´gawatts. Apparus au de´but des
anne´es soixante, de nombreux re´seaux HVDC ont euris depuis un peu partout
dans le monde. Nous pouvons citer comme exemple de re´seaux existants, ceux mis
en place par Hydro-Que´bec, avec notamment a` la fin du sie`cle dernier, la liaison
entre les centrales hydroe´lectriques des barrages de la\Baie-James" - situe´e au nord
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du Que´bec - et le poste Sandy Pond situe´ en Nouvelle-Angleterre. Ce re´seau de
deux gigawatts, qui s’e´tend sur presque 1500 kilome`tres, permet non seulement
d’alimenter le Que´bec, mais e´galement de revendre le surplus de production aux
pays limitrophes. Pour illustrer l’ampleur que peuvent prendre ces re´seaux, nous
e´voquerons e´galement le projet de construction du \Barrage des trois gorges" en
Chine, ou` le transport des quelques 18.2 gigawatts, produits par les 26 groupes
turbo-alternateurs re´partis sur un barrage large de 2335 me`tres, sera assure´ par un
re´seau HVDC.
Ses deux principales caracte´ristiques confe`rent au re´seau HVDC de nombreux
avantages potentiels. En imposant une tension de bus tre`s e´leve´e (HV ), les pertes en
ligne (pertes joules) sont re´duites et les proble`mes de pertes capacitives sont e´vite´s ;
cela nous permet de re´pondre a` de grandes demandes d’e´nergie sur des distances im-
portantes. Cette premie`re caracte´ristique illustre l’inte´reˆt de cette technologie dans
le contexte e´nerge´tique actuel, puisqu’elle permet de re´pondre aux fortes puissances
que requie`rent les applications, sans ne´cessite´ la circulation de courants trop e´leve´s.
L’utilisation d’un bus continu (DC ) facilite grandement l’interconnexion de sources
de natures varie´es, en s’affranchissant notamment des proble`mes de synchronisme.
Ce raisonnement s’applique e´galement au niveau des charges, auxquelles des on-
duleurs individuels peuvent eˆtre associe´s. Ces derniers facilitent la re´cupe´ration
de l’e´nergie de freinage des moteurs sur le bus continu, lorsqu’ils fonctionnent en
ge´ne´rateur. Les redresseurs et onduleurs utilise´s dans ces structures peuvent aider
a` compenser la puissance de´formante, en la ge´ne´rant ou en l’absorbant selon les
besoins. Enfin, la tension du bus est re´gule´e et moins sensible aux uctuations
des sources alternatives, auxquelles nous renvoyons un taux d’harmoniques tre`s
faible. Cette seconde caracte´ristique pre´sente de nombreux avantages du point de
vue technologique et e´conomique lorsque l’on souhaite associer diffe´rents syste`mes
e´lectriques.
Les re´seaux HVDC constituent une solution ide´ale pour associer des e´quipements
de diverses natures - comme par exemple ayant des fre´quences de fonctionnement
varie´es -, qui e´changent de fortes puissances sur des distances e´leve´es.
1.2.1.2 Application dans les re´seaux locaux de distribution d’e´lectricite´
La technologie HVDC pre´sente un grand inte´reˆt pour les re´seaux qui permettent
d’assurer une distribution d’e´lectricite´ en l’absence du re´seau EDF, a` partir de
sources d’e´nergie renouvelables [Gho03, Meu99]. Ce contexte fait ge´ne´ralement ap-
pel a` d’importantes longueurs de caˆbles ou`, aussi bien technologiquement qu’e´cono-
miquement, les re´seaux HVDC offrent de nombreux avantages. L’he´te´roge´ne´ite´ des
e´quipements connecte´s au niveau du bus consolide le choix d’une telle structure.
Nous illustrons ce raisonnement avec l’exemple du re´seau ilote´ pre´sente´ figure (1.2).
Bien souvent, les sources dites renouvelables qui proposent d’importante quan-
tite´ d’e´nergie ne sont pas situe´es a` proximite´ des consommateurs. Nous pouvons
e´voquer les de´serts pour le solaire, les courants marins pour les hydrauliennes, ou
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Fig. 1.2 – Utilisation d’un re´seau HVDC dans le cadre d’un re´seau ilote´ de distri-
bution d’e´lectricite´ ge´ne´re´e a` partir de sources renouvelables
encore les zones montagneuses pour les barrages hydroe´lectriques. D’importantes
longueurs de caˆbles se´parent donc producteurs et consommateurs.
1.2.1.3 Le terme HVDC utilise´ pour de´signer diffe´rents types de re´seau
Historiquement, les re´seaux HVDC correspondent aux re´seaux de transport
d’e´nergie utilisant un bus continu pour acheminer l’e´lectricite´. Par ailleurs, lorsque
les assembleurs ae´ronautiques ont propose´ d’utiliser un re´seau de bord continu,
avec une tension de bus de 540V, par rapport au re´seau 28V qui existait de´ja`, ils
ont qualifie´ ce re´seau d’HVDC.
La notion de stabilite´ diffe`re selon le type de re´seau conside´re´. L’instabilite´
d’un re´seau de transport correspond ge´ne´ralement a` l’impossibilite´ de satisfaire
les demandes en puissance, la puissance disponible e´tant infe´rieure a` la puissance
demande´e. Au niveau des re´seaux HVDC de type \avion", l’instabilite´ est associe´e
aux divergences des grandeurs e´lectriques, provoque´es par certaines dynamiques
qui entrent en oscillation (voir la partie 1.2.2).
Dans ce manuscrit, les re´seaux HVDC e´tudie´s correspondent a` ce que nous ren-
controns dans le contexte ae´ronautique, et nous nous inte´ressons par conse´quent a`
la notion de stabilite´ qui les caracte´rise. D’une manie`re ge´ne´rale, nous les repre´-
sentons suivant le sche´ma de la figure (1.3).
Les ge´ne´rateurs fournissent des tensions continues ou alternatives, qui sont
mises en forme par les convertisseurs ade´quats, afin d’alimenter le bus continu.
Nous conside´rons d’une manie`re ge´ne´rale que les charges sont connecte´es au bus a`
travers un filtre de courant, afin de respecter les gabarits impose´s dans les normes.
L’e´le´ment \Charge", tel qu’il est pre´sente´ sur la figure (1.3), regroupe l’actionneur,
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Fig. 1.3 – Repre´sentation d’un re´seau HVDC tel que nous les conside´rons dans
nos e´tudes
son convertisseur associe´ ainsi que la commande de l’ensemble.
1.2.1.4 Application dans le contexte embarque´ : illustration a` travers
les re´seaux ae´ronautiques
Les syste`mes embarque´s qui ont e´te´ re´alise´s ces dernie`res anne´es consomment
de plus en plus d’e´nergie e´lectrique. L’exemple de l’ae´ronautique, illustre´ avec la
figure (1.1), montre l’ampleur de cette e´volution. Le de´veloppement de nouvelles
commandes de vol, le remplacement des syste`mes pneumatiques dans un premier
temps (exemple du B787), dont les masses et les couˆts de maintenance sont e´leve´s,
par des syste`mes e´lectriques constituent quelque uns des facteurs a` l’origine de cette
e´volution. La migration vers l’avion \tout e´lectrique", aussi qualifie´ de \bleedless",
repre´sente un enjeux majeur pour les constructeurs ae´ronautiques [Wei03, Bau07].
Ces mutations ont ne´cessite´ la mise en place de re´seaux de bord de plus en
plus e´labore´s au niveau des structures, afin de supporter l’augmentation de la
puissance. Ils doivent aujourd’hui nous permettre d’inte´grer plusieurs e´quipements
de diffe´rentes natures, avec des longueurs de caˆble e´leve´es. La prise en compte
de ces contraintes favorisent l’utilisation de re´seaux de type HVDC. Ils disposent
de caracte´ristiques re´pondant bien a` cette proble´matiques d’inte´gration, tout en
permettant de minimiser la masse de la partie e´lectrique de l’avion. Les re´seaux
de bord, tels que nous les concevons a` l’heure actuelle, tendent vers l’architecture
propose´e figure (1.4).
Cette figure pre´sente un re´seau arborescent, ou` le bus continu relie l’ensemble
des sources et des consommateurs embarque´s dans l’avion. Nous remarquons dans
un premier temps que la nature du bus permet une re´duction du volume des caˆbles.
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Fig. 1.4 – Pre´sentation d’un re´seau de bord base´ sur la technologie HVDC
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Celle-ci s’accompagne donc d’une diminution de la masse de l’avion, et par conse´-
quent, de sa consommation de carburant.
De plus, cette configuration facilite la disposition des sources au plus pre`s des
charges. Cela permet de limiter les longueurs de caˆbles se´parant ces deux e´le´ments,
et donc d’ame´liorer la stabilite´ de l’ensemble (notion reprise par la suite dans le
chapitre 3). Par exemple, l’hybridation repre´sente´e sur la figure (1.4) permet de
positionner une source au plus pre`s de l’actionneur qui commande la position du
gouvernail. Enfin, le \maillage" des sources facilite l’e´quilibrage des puissances se-
lon les demandes des consommateurs. Cette gestion e´nerge´tique apporte des effets
stabilisateurs sur le re´seau, que nous pre´sentons dans la dernie`re partie du cha-
pitre 3.
L’exploration d’architectures similaires nous conduit vers les re´seaux \maille´s",
pre´sente´s dans la the`se de Ce´dric Baumann [Bau09]. L’avantage est de pouvoir
entie`rement controˆler les ux de puissance entre les diffe´rents e´quipements et d’in-
te´grer des notions de reconfiguration du re´seau. Un crite`re tre`s important dans ce
type de syste`me, afin par exemple d’eˆtre capable d’assurer la distribution d’e´nergie
e´lectrique en cas de perte d’un ge´ne´rateur. Elle ne´cessite la mise en place de conver-
tisseurs spe´cifiques, comme les DCPFC (Direct Current Power Factor Control) par
exemple, afin d’interconnecter les diffe´rents nuds de puissance.
Parmi les avantages qu’apporte l’hybridation des sources, nous e´voquons le di-
mensionnement du syste`me de secours. Ce dernier est constitue´ d’une e´olienne, la
RAT (Ram Air Turbine), qui permet de fournir l’e´nergie ne´cessaire aux commandes
de vol en cas d’incident. L’hybridation permet entre autre de minimiser la taille
de la RAT, et donc sa masse ; ce qui constitue aujourd’hui l’une des pre´occupa-
tions majeures des concepteurs en ae´ronautique. L’utilisation de syste`mes comme
les piles a` combustibles, les accumulateurs lithium-ion ou les supercondensateurs,
apporte des e´le´ments de re´ponse a` cette proble´matique d’inte´gration [Lan06].
1.2.2 Risques d’instabilite´ sur un re´seau HVDC
Il est dicile d’e´nume´rer l’ensemble des causes qui peuvent amener un re´seau a`
devenir instable. L’objectif de cette partie est donc de pre´senter celles qui corres-
pondent plus particulie`rement au type de syste`mes que nous avons choisi d’e´tudier.
1.2.2.1 La stabilite´ que nous conside´rons dans nos e´tudes
Comme nous l’avons pre´cise´ dans la partie pre´ce´dente, nous nous inte´ressons
a` l’e´tude de la stabilite´ \structurelle". Nous souhaitons e´viter les comportements
divergents, qui peuvent eˆtre engendre´s par un jeu de parame`tres ou un point de
fonctionnement donnant lieu a` une dynamique instable. La figure (1.5) pre´sentent
des courbes, qui illustrent les e´tats \stable" et\instable"des syste`mes, tels que nous
les conside´rons dans notre e´tude.
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(a.) Syste`me qualifie´ de “Stable” (b.) Syste`me qualifie´ d’“Instable”
Fig. 1.5 – E´volutions des tensions aux bornes d’une charge dans les cas stable et
instable
L’instabilite´ pre´sente´e figure (1.5)-(b.) peut eˆtre associe´e aux oscillations d’un
filtre qui alimente une charge absorbant une puissance constante.
1.2.2.2 Le cas des charges controˆle´es pour absorber une puissance constante
Au niveau des re´seaux HVDC, il est fre´quent de rencontrer des charges controˆ-
le´es de telle sorte qu’elles absorbent une puissance constante. Nous pouvons citer
l’exemple d’un onduleur qui commande une machine de sorte que la puissance de
l’ensemble soit constante.
Par ailleurs, si nous recherchons un mode`le line´aire repre´sentant le compor-
tement de ces e´quipements, nous obtenons une expression analogue a` celle d’une
re´sistance ne´gative. Pour illustrer ce phe´nome`ne, nous repre´sentons dans le plan
courant-tension de la figure (1.6), les points de fonctionnement d’une charge a` puis-
sance constante [Mor05].
Fig. 1.6 – Repre´sentation d’une charge a` puissance dans le plan courant/tension
L’approximation au premier ordre de la courbe trace´e sur la figure (1.6) donne
une pente de´croissante, qui traduit le comportement d’une re´sistance ne´gative.
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Ces charges, bien connues lorsque nous nous inte´ressons aux proble`mes de sta-
bilite´, pre´sentent de forts risques d’instabilite´. En effet, si nous faisons l’analogie
avec une re´sistance positive qui permet d’amortir les dynamiques du syste`me e´tu-
die´, ce type de charge favorise au contraire l’amplification de ces dernie`res. Elles
peuvent donc potentiellement rendre instable un syste`me, qui pre´sente un circuit
oscillant.
1.2.2.3 Les instabilite´s lie´es aux couplages de diffe´rentes charges connec-
te´es sur le meˆme bus
Lorsque nous connectons plusieurs e´quipements sur le meˆme bus, il peuvent
physiquement e´changer de l’e´nergie les uns avec les autres. Le comportement du
syste`me global est alors re´gi par les modes propres de chaque e´quipement, auxquels
viennent s’ajouter des modes de couplage. Dans ces conditions, une dynamique pro-
venant du couplage de deux e´quipements individuellement stables peut pre´senter
un comportement divergent (notion plus longuement explicite´e au niveau du cha-
pitre 3).
La conception des re´seaux HVDC leur octroient de nombreux avantages par rap-
port a` la mise en paralle`le de nombreux e´quipements, essentiellement graˆce a` la na-
ture du courant de bus. D’un autre coˆte´, l’augmentation du nombre d’e´quipements
favorise l’apparition de nouvelles dynamiques, sources potentielles d’instabilite´. Les
e´tudes doivent donc eˆtre ne´cessairement conduites au niveau des re´seaux, afin de
proposer un regard sur l’ensemble du syste`me. Par ailleurs, lorsque le nombre de
charges augmente, les puissances mises en jeux ainsi que les longueurs de caˆbles
utilise´es au niveau des re´seaux ont de fortes chances d’augmenter e´galement, en-
traˆnant un risque d’instabilite´ supple´mentaire (voir chapitre 3).
1.2.3 Conclusion
Dans cette premie`re partie, nous soulignons tout d’abord l’ampleur avec la-
quelle se de´veloppent les re´seaux e´lectriques, notamment dans les applications
embarque´es, comme pour la mise en place de re´seaux de distribution ilote´s. La
technologie HVDC pre´sente de`s lors de nombreux avantages, afin de re´pondre aux
exigences qu’imposent ces nouvelles structures. Ses tensions de bus e´leve´es facilitent
la mise a` disposition de forts niveaux de puissances, sur des re´seaux de grande en-
vergure. Le bus continu permet quant a` lui une meilleure inte´gration de charges
pre´sentant des natures varie´es, ainsi qu’une ame´lioration de la gestion de l’e´nergie
au sein de ces re´seaux.
Malgre´ leurs nombreux avantages, les re´seaux HVDC ont leur propres proble`mes
de stabilite´. L’interconnexion de plusieurs e´quipements sur un meˆme bus fait ap-
paraˆtre des dynamiques couple´es, qui ne peuvent eˆtre e´tudie´es individuellement.
Nous remarquons e´galement que l’utilisation de charge absorbant des puissances
constantes n’est pas sans pre´senter de risque par rapport a` la stabilite´ du syste`me.
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1.3 Le crite`re de Middlebrook utilise´ afin d’e´tu-
dier la stabilite´
1.3.1 De´finition du crite`re original de Middlebrook
En consultant les articles qui traitent des e´tudes de stabilite´ au niveau des
syste`mes distribue´s de puissance (DPS), nous retrouvons re´gulie`rement des condi-
tions base´es sur la comparaison d’impe´dances caracte´risant le syste`me. Le cri-
te`re a` l’origine de ces de´finitions a e´te´ propose´ par R. David Middlebrook en
1976 [Mid76a, FL93, Fen02, Liu03, Pie05, Liu05]. L’objectif de ce crite`re est d’e´tu-
dier les interactions entre un filtre et une charge a` puissance constante, incluant
un convertisseur statique controˆle´ en courant.
Nous pre´sentons la de´finition de ce crite`re a` partir du syste`me repre´sente´ fi-
gure (1.7).
Fig. 1.7 – Sche´ma repre´sentant le re´seau utilise´ pour pre´senter le crite`re de Midd-
lebrook
L’utilisation du crite`re de Middlebrook commence par le choix des bornes au-
tour desquelles sera discute´e la stabilite´. Dans notre cas, nous choisissons d’e´tudier
les interactions entre la source et les charges, soit autour du bus DC ; point de
connexion commun a` tous les e´le´ments. Nous dissocions donc deux ensembles : la
source et l’ensemble filtre-charge.
Selon Middlebrook, le syste`me de la figure (1.7) est stable si les deux conditions
suivantes sont ve´rifie´es :
– les deux ensembles, de part et d’autre du bus DC, doivent eˆtre individuelle-
ment stables ;
– le module de l’impe´dance de sortie de la source (|Zout|) doit eˆtre strictement
infe´rieur au module de l’impe´dance e´quivalente des charges ((|Zin1//Zin2|)),
quelque soit la fre´quence conside´re´e.
La seconde condition peut eˆtre illustre´e graphiquement dans le plan complexe
en construisant le diagramme de Nyquist de Tsc, de´fini comme e´tant le rapport
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entre l’impe´dance de sortie de la source sur l’impe´dance e´quivalente d’entre´e des
charges. La de´finition du crite`re de Middlebrook se traduit par un module de Tsc
strictement infe´rieur a` un. Nous la repre´sentons figure (1.21-a., page 25) par la
zone d’excursion possible du diagramme de Nyquist de Tsc, qui correspond dans ce
cas au cercle unitaire.
Il est important de pre´ciser qu’il s’agit d’un crite`re susant mais non ne´cessaire
de stabilite´.
1.3.2 Quelques notions pre´liminaires pour l’e´tude compa-
rative
Nous nous proposons de comparer les re´sultats donne´s par le crite`re de Middle-
brook, avec ceux que nous obtenons en utilisant les outils que nous avons de´velop-
pe´s ; ceci afin d’e´tayer l’interpre´tation des re´sultats. Nous faisons donc re´fe´rence a`
certaines notions de mode´lisation et de stabilite´ qui sont plus amplement de´velop-
pe´es dans la suite de ce manuscrit. Nous les illustrons sommairement ici, afin de
faciliter la compre´hension des re´sultats pre´sente´s.
L’obtention des mode`les est pre´sente´e dans le chapitre 2. Nous retiendrons sim-
plement qu’il s’agit de mode`les analytiques construits automatiquement surMaple.
Les e´tudes de stabilite´ sont re´alise´es en appliquant le crite`re de Routh-Hurwitz,
crite`re ne´cessaire et susant de stabilite´, de´fini dans le chapitre 3. Il permet de
connaˆtre l’e´tat d’un syste`me, stable ou instable, a` partir de l’e´quation caracte´ris-
tique de son mode`le. Au final, les re´sultats sont pre´sente´s sous forme d’abaques,
qui donnent les e´tats d’un syste`me en fonction de deux parame`tres conside´re´s. La
stabilite´ est discute´e selon les domaines repre´sente´s sur ces abaques.
1.3.3 Application du crite`re de Middlebrook au dimension-
nement du filtre d’entre´e d’un hacheur de´volteur
Compte tenu de son apparition re´currente au niveau des articles qui traitent
des proble`mes de stabilite´, nous avons juge´ qu’il serait tre`s inte´ressant d’appliquer
le crite`re de Middlebrook sur les syste`mes que nous e´tudions. Cette de´marche nous
permet de comparer les re´sultats obtenus a` travers deux approches, la seconde
e´tant base´e sur le crite`re de Routh-Hurwitz.
Le syste`me conside´re´ pour cette e´tude est pre´sente´ figure (1.8). Il s’agit d’un
hacheur de´volteur pilote´ en courant, alimente´ par une source continue a` travers son
filtre d’entre´e. Notre objectif est de proposer un dimensionnement de la cellule de
filtrage [Lfiltre, Cfiltre] garantissant la stabilite´ de l’ensemble.
Pour les meˆmes raisons que pre´ce´demment, nous appliquons le crite`re de Midd-
lebrook au niveau du bus DC. Nous distinguons par conse´quent deux sous-syste`mes :
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Fig. 1.8 – Syste`me conside´re´ pour comparer les re´sultats de stabilite´ obtenus a`
travers les crite`res de Middlebrook et Routh-Hurwitz
la source et l’ensemble filtre-charge.
La premie`re condition impose que ces deux sous-syste`mes soit individuellement
stables. Pour repre´senter le ge´ne´rateur qui alimente le bus DC, ainsi qu’un e´ventuel
convertisseur statique introduit entre ces deux e´le´ments, nous utilisons un mode`le
de source impe´dant (voir 2.3.2). Le bus est quant a` lui mate´rialise´ par le condensa-
teur Cbus. Le mode`le de l’ensemble est du second ordre, donc inconditionnellement
stable e´tant donne´ que ses parame`tres sont tous strictement positifs (polynoˆme de
Hurwitz - voir 3.2.1).
Afin de pouvoir e´tudier la stabilite´ de l’ensemble filtre-charge, nous commencons
par construire le mode`le du hacheur de´volteur. Il est repre´sente´ par une admittance
e´quivalente, note´e Ybuck (cette notion est davantage de´taille´e dans le chapitre 2,
dans la partie 2.4.2.1 au sujet des hacheurs). Celle-ci permet de repre´senter la
commande, les boucles de re´gulation et de compensation, ainsi que la charge, qui
est purement re´sistive dans notre exemple. Elle s’exprime sous la forme d’une fonc-
tion rationnelle en `p’ (variable de Laplace), avec un polynoˆme du deuxie`me ordre
au nume´rateur et du troisie`me ordre au de´nominateur. Il repre´sente le comporte-
ment moyenne´ de l’ensemble autour d’un point de fonctionnement.
Ce second sous-syste`me regroupe les parame`tres inde´termine´s du filtre que nous
cherchons a` dimensionner. Nous de´finissons par conse´quent les domaines d’excur-
sion des valeurs de Lfiltre et Cfiltre, et l’ensemble des combinaisons ve´rifiant la
premie`re condition impose´e par le crite`re de Middlebrook sont pre´sente´es sur la
figure (1.9). Le sous-syste`me est dit stable lorsque l’e´quation caracte´ristique de son
mode`le est un polynoˆme de Hurwitz.
La seconde condition, relative a` l’interaction des deux sous-syste`mes, ne´cessite
de de´terminer leurs impe´dances e´quivalentes vues a` travers le bus DC. A` l’aide de
l’outil de mode´lisation que nous avons de´veloppe´ sous Maple (voir 2.3.1), nous ob-
tenons les expressions (1.1) et (1.2). La construction du mode`le n’est possible qu’a`
partir d’impe´dances : nous inversons par conse´quent l’expression de l’admittance
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Fig. 1.9 – Valeurs des parame`tres du filtre ve´rifiant la premie`re condition impose´e
par le crite`re de Middlebrook
e´quivalente Ybuck, que nous appelons Zbuck dans (1.2).
Zoutsource(p) =
Rsource + Lsourcep
1 +RsourceCbusp+ LsourceCbusp2
(1.1)
Zincharge(p) =
(Rcable+Zbuck)+(Lfiltre+RcableZbuckCfiltre) p+(LfiltreCfiltreZbuck) p
2
1+(CfiltreZbuck) p
(1.2)
L’e´tude du diagramme de Nyquist de Tsc, correspondant au rapport de Zoutsource
sur Zincharge , nous permet de de´finir le domaine ve´rifiant la seconde condition im-
pose´e par le crite`re de Middlebrook dans le plan (Cfiltre, Lfiltre). Ce dernier est
repre´sente´ sur la figure (1.10). Nous retenons qu’un point est dit stable si le dia-
gramme de Nyquist de Tsc est compris dans le cercle unitaire, quelque soit la valeur
de la fre´quence.
Cet abaque est construit en comparant le diagramme de Nyquist de Tsc, pour
l’ensemble des combinaisons de Lfiltre et Cfiltre conside´re´es, avec le cercle unitaire.
Les figures (1.11) pre´sentent des exemples de trace´s correspondant aux dimension-
nements de´finis suivant le segment de droite repe´re´ figure (1.10). Nous constatons
que la condition est ve´rifie´e lorsque Lfiltre est infe´rieure a` 35µH pour un conden-
sateur Cfiltre de 100µF .
Au final, les solutions retenues par le crite`re de Middlebrook correspondent a`
l’intersection des deux domaines obtenus pre´ce´demment : elles forment la zone
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Fig. 1.10 – Valeurs des parame`tres du filtre ve´rifiant la seconde condition impose´e
par le crite`re de Middlebrook
(a.) De 35 a` 100µH (b.) De 1 a` 30µH
Fig. 1.11 – Diagrammes de Nyquist du rapport d’impe´dances pour plusieurs valeurs
d’inductances
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stable repre´sente´e figure (1.12). En utilisant le crite`re de Routh-Hurwitz pour di-
mensionner les parame`tres du filtre, nous obtenons la zone ajoute´e figure (1.13).
Fig. 1.12 – Abaque repre´sentant les so-
lutions stables retenues par le crite`re de
Middlebrook
Fig. 1.13 – Abaque comparatif des so-
lutions obtenues en appliquant les deux
crite`res de stabilite´
Nous constatons que la zone stable obtenue en appliquant le crite`re de Middle-
brook est inclue a` l’inte´rieur de celle associe´e au crite`re de Routh-Hurwitz. Ce re´-
sultat ne nous surprend pas e´tant donne´ que les conditions impose´es par le premier
ne sont pas ne´cessaires contrairement au second. Plusieurs re´sultats de simulations
ont confirme´ que les dimensionnements pris dans la zone supple´mentaire obtenue
avec Routh-Hurwitz se traduisent bien par un comportement stable du syste`me. Le
raisonnement qui consiste a` augmenter la valeur du condensateur pour stabiliser
le syste`me, souvent ve´rifie´ dans la pratique, est clairement mis en e´vidence avec
Routh-Hurwitz et non avec Middlebrook.
En conclusion, nous retenons sur cet exemple que le crite`re de Middlebrook
propose des solutions stables, ne repre´sentant pas ne´cessairement l’ensemble des
dimensionnements possibles. Il ne´cessite une e´tude graphique plus complexe que le
crite`re de Routh-Hurwitz, car celle-ci est re´alise´e point par point afin de ve´rifier les
diagrammes pour toutes les fre´quences. Par ailleurs, nous soulignons qu’il est de
plus ne´cessaire de choisir les bornes a` travers lesquelles la stabilite´ est e´tudie´e.
1.3.4 Influence du choix des bornes d’e´tudes sur les re´sul-
tats obtenus
Nous recherchons l’inuence du positionnement des bornes utilise´es pour e´tu-
dier la stabilite´ sur le re´sultat final. Pour ce faire, nous choisissons de superposer les
domaines repre´sentant les solutions stables obtenues a` travers diffe´rentes bornes,
avec celui que nous obtenons en appliquant le crite`re de Routh-Hurwitz. En effet,
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ce dernier se base sur l’e´quation caracte´ristique du mode`le, qui est unique a` chaque
syste`me. De plus, comme c’est un crite`re ne´cessaire de stabilite´, le domaine qu’il
propose peut eˆtre utilise´ comme re´fe´rence.
Pour enrichir notre e´tude comparative entre ces deux crite`res de stabilite´, nous
utilisons une charge diffe´rente, constitue´e d’un onduleur et d’une machine syn-
chrone a` aimants permanents. Le syste`me conside´re´ est pre´sente´ figure (1.14).
Fig. 1.14 – Syste`me utilise´ pour e´tudier l’inuence des bornes d’e´tudes sur le
re´sultat final
L’e´tude est mene´e suivant les deux\de´coupages"du syste`me illustre´s figures (1.15).
Dans un premier temps, nous nous placons autour du bus DC, soit entre la source
et le filtre. Dans la seconde configuration, nous positionnons la se´paration entre
l’ensemble source-filtre et la charge.
(a.) Point d’e´tude n˚ 1 (b.) Point d’e´tude n˚ 2
Fig. 1.15 – Pre´sentation des diffe´rents points de se´paration conside´re´s dans cette
e´tude
Les abaques sont construits en utilisant la meˆme de´marche que pre´ce´demment.
Nous nous limitons aux re´sultats finaux. Avec la premie`re configuration, nous ob-
tenons le domaine stable repre´sente´ sur la figure (1.16). La comparaison avec le
crite`re de Routh-Hurwitz est pre´sente´e figure (1.17).
Nous retrouvons sur la figure (1.17) un re´sultat similaire a` celui obtenu pre´ce´-
demment. Les solutions propose´es par le crite`re deMiddlebrook ne repre´sentent pas
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l’ensemble des dimensionnements possibles, illustre´s a` travers le crite`re de Routh-
Hurwitz.
En conside´rant la seconde configuration, nous obtenons les re´sultats pre´sente´s
sur les figures (1.18) et (1.19).
Une fois de plus, les contraintes qu’impose le crite`re de Middlebrook e´liminent
des solutions stables. Par ailleurs, les figures (1.17) et (1.19) pre´sentent des do-
maines stables qui diffe`rent en fonction des bornes d’e´tudes conside´re´es. Ce choix,
qui est re´alise´ de manie`re arbitraire, inuence donc les dimensionnements propose´s
par le crite`re de Middlebrook ; et comme ce dernier n’impose pas des conditions
ne´cessaires de stabilite´, le concepteur de re´seau pourrait ne pas trouver de solution
a` son proble`me.
En remarque, la fusion des zones de stabilite´ obtenues suivant les deux confi-
gurations nous permet d’approcher le re´sultat donne´ par Routh-Hurwitz. Cette
approche, qui ne semble pas eˆtre ge´ne´ralisable, ne´cessite par ailleurs beaucoup
plus de travail pour parvenir au domaine complet, obtenu apre`s une seule e´tape
avec le crite`re de Routh-Hurwitz.
Enfin, lorsque nous augmentons la complexite´ des re´seaux e´tudie´s, les domaines
stables obtenus en appliquant le crite`re deMiddlebrook sont de plus en plus limite´s,
voir inexistants dans certains cas.
1.3.5 Conclusions relatives a` l’utilisation du crite`re de Midd-
lebrook
La de´finition du crite`re base´ sur la comparaison d’impe´dances, propose´e par
Middlebrook, n’est pas adapte´e aux e´tudes de stabilite´ des re´seaux distribue´s de
puissance. Elle impose en effet des conditions trop restrictives, qui limitent d’autant
plus les solutions que les syste`mes se complexifient. Par ailleurs, le positionnement
des bornes d’e´tude se re´ve`le eˆtre un facteur non ne´gligeable sur la pre´sentation des
re´sultats obtenus.
1.4 D’autres me´thodes permettant d’e´tudier la
stabilite´ de ce type de re´seaux
1.4.1 Les crite`res de comparaison d’impe´dances propose´s
par l’Universite´ Publique de NAvarre
1.4.1.1 E´tude de la stabilite´ a` partir de ces crite`res
Dans le cadre du projet europe´en MOET (More Open Electrical Technolo-
gies) [Moe], nous avons eu l’occasion de travailler en collaboration avec Jesu´s Lo´pez
et Alberto Berasain - chercheurs a` l’UPNA - au niveau du WorkPackage 7.24. Au
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Fig. 1.16 – Abaque de stabilite´ re´sultant
du crite`re de Middlebrook pour la confi-
guration n1
Fig. 1.17 – Comparatif des re´sultats ob-
tenus avec les deux crite`res de stabilite´
(configuration n1)
Note : Le domaine stable de la figure 1.16 correspond a` la superposition des
deux conditions (la condition n˚ 2 se divise en deux zones sur cet exemple)
Fig. 1.18 – Abaque de stabilite´ re´sultant
du crite`re de Middlebrook pour la confi-
guration n2
Fig. 1.19 – Comparatif des re´sultats ob-
tenus avec les deux crite`res de stabilite´
(configuration n2)
Note : Le domaine stable de la figure 1.18 correspond a` la superposition des
deux conditions (la condition n˚ 2 est la seule limitant le domaine stable
sur cet exemple)
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cours de leurs travaux, ils ont propose´ une approche permettant d’e´tudier la stabi-
lite´ des DPS, a` partir du crite`re de Middlebrook. Nous proposons dans cette partie
une synthe`se des re´sultats qu’ils ont obtenus.
Nous n’e´voquerons pas leurs conclusions concernant le caracte`re trop se´lectif
du crite`re de Middlebrook, ainsi que l’inuence des bornes d’e´tude sur l’allure des
diagrammes de Nyquist, puisque meˆme si elles diffe`rent sur la forme, elles reveˆtent
le meˆme sens que celles e´nonce´es pre´ce´demment.
Ils conside`rent un re´seau regroupant un mode`le de source impe´dant, un filtre
et une charge a` puissance constante, comme celui pre´sente´ figure (1.20).
Fig. 1.20 – Syste`me conside´re´ par les chercheurs de l’UPNA pour e´tudier les cri-
te`res base´s sur la comparaison d’impe´dance
Ils utilisent le crite`re deMiddlebrook, suivant diffe´rentes expressions de la condi-
tion impose´e sur Tsc. Nous les repre´sentons graphiquement sur les figures (1.21).
Ces de´finitions sont tire´es de [Mid76a, Wil93, Sud00].
(a.) Spe´cification de
Middlebrook [Mid76a]
(b.) Spe´cification
GMPM [Wil93]
(c.) Spe´cification
ESAC [Sud00]
Fig. 1.21 – Diffe´rentes formulation de la condition d’interaction combine´e au crite`re
de Middlebrook - Les zones interdites sont dessine´es en rouge
Plus les contraintes se relaˆchent (de (a.) vers (c.)), et plus le re´sultat se rap-
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proche de celui obtenu avec un crite`re absolu de stabilite´. L’inconvenient majeur de
ces de´finitions est leur se´lectivite´ trop importante, qui limite le domaine d’excur-
sion des solutions propose´es. Pour parvenir a` une condition ne´cessaire et susante
de stabilite´, les chercheurs de l’UPNA proposent une autre de´finition, qui s’oriente
sur le crite`re du revers de Nyquist. Nous la repre´sentons graphiquement sur la fi-
gure (1.22).
(a.) De´finition d’un cas instable (b.) De´finition d’un cas stable
Fig. 1.22 – Condition ne´cessaire et susante de stabilite´ propose´e par l’UPNA
La de´finition qu’ils proposent est la suivante : le syste`me est stable si, et seule-
ment si, le diagramme de Nyquist n’entoure pas le point critique dans le sens ho-
raire. Cette reformulation leur permet de retrouver l’ensemble des solutions stables.
En conclusion, si nous conside´rons que l’analyse de la stabilite´ d’un re´seau re-
quiert une vision comple`te du syste`me, la formulation propose´e par l’UPNA consti-
tue une des re´ponses possibles.
Si nous revenons aux formulations illustre´es figure (1.21), la de´finition initiale
de Middlebrook (a.) n’est pas adapte´e a` ce type d’e´tude, puisque trop se´lective.
Celle propose´e par Wildrick, (b.), permet de prendre en compte des marges de
gain et de phase. Elle renseigne donc davantage sur le comportement du syste`me,
en ajoutant des notions de performance, a` la contrainte propre de stabilite´. Si
nous l’utilisons dans le contexte ae´ronautique par exemple, cette de´finition nous
permet d’inte´grer les spe´cifications du standard MIL-STD-704F (voir 4.2.1). Les
figures (1.23) pre´sentent deux cas, ou` le trace´ de Nyquist de Tsc respecte ou viole
la condition de GMPM, propose´e par Wildrick.
En fixant judicieusement les marges de gain et de phase, les trace´s nous per-
mettent d’e´liminer les solutions ne ve´rifiant pas les gabarits spe´cifie´s dans le stan-
dard MIL-STD-704F. En effet, les transitoires de la tension aux bornes du bus
correspondant aux deux cas de la figure (1.23) sont donne´s figure (1.24).
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(a.) Cas ou` le diagramme de Nyquist de
Tsc passe dans la zone interdite
(b.) Cas ou` le diagramme de Nyquist de
Tsc reste en dehors de la zone interdite
Fig. 1.23 – Diffe´rentes configurations du diagrammes de Nyquist par rapport a` la
condition de GMPM
(a.) Cas ou` le diagramme de Nyquist de
Tsc passe dans la zone interdite
(b.) Cas ou` le diagramme de Nyquist de
Tsc reste en dehors de la zone interdite
Fig. 1.24 – Re´gimes transitoires de la tension aux bornes du bus obtenus dans les
conditions des deux cas e´tudie´s
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Ces courbes mettent en e´vidence l’inte´reˆt de la condition propose´e par Wildrick
par rapport a` la proble´matique de dimensionnement de filtre. La zone de´limite´e par
les marges de gain et de phase permet de conditionner la dynamique de la tension
de bus, afin qu’elle respecte le gabarit impose´ par le standard MIL-STD-704F.
1.4.1.2 Conclusions sur l’utilisation de ces crite`res
Les re´sultats propose´s par les chercheurs de l’UPNA illustrent l’inte´reˆt des de´fi-
nitions moins contraignantes, au niveau des crite`res de comparaison d’impe´dances.
Ils pre´sentent d’ailleurs une condition ne´cessaire et susante de stabilite´.
De plus, ils soulignent la possibilite´ de re´pondre a` des pre´occupations de´finies dans
les standards ae´ronautiques, a` travers la de´finition de marges de gain et de phase
(GMPM [Wil93]).
1.4.2 E´tude de sensibilite´ des parame`tres base´e sur l’ana-
lyse modale
1.4.2.1 Pre´sentation de la me´thode a` travers un exemple concret
Le comportement d’un syste`me physique est re´git par l’ensemble de ses modes,
qui re´pondent aux signaux d’excitation applique´s sur ses entre´es. Les dynamiques
associe´es a` chaque mode se positionnent selon les valeurs prises par les parame`tres
qui de´finissent le syste`me. L’analyse modale, telle qu’elle a e´te´ propose´e par Frank
Barruel lors de ses travaux de the`se [Bar07], recherche les sensibilite´s des modes
d’un syste`me en fonction de certains de ses parame`tres. Elle nous permet donc
d’identifier quels sont les parame`tres pre´ponde´rants sur l’e´volution de chacun des
modes, ainsi que les grandeurs sur lesquels ils agissent.
La premie`re e´tape de cette me´thode consiste a` de´terminer les parame`tres ana-
lytiques de la matrice d’e´tat du syste`me. Une suite d’ope´rations mathe´matiques
est ensuite applique´e sur ce mode`le, afin d’obtenir des coecients qui ponde`rent
l’inuence de chacun des modes sur l’ensemble des variables d’e´tat. En associant
ces coecients avec ceux de la matrice d’e´tat, nous pouvons rechercher des cou-
plages entre les parame`tres du mode`le et les dynamiques du syste`me. Pour illustrer
le fonctionnement de l’analyse modale, nous conside´rons le syste`me repre´sente´ fi-
gure (1.25).
Fig. 1.25 – Syste`me conside´re´ pour illustrer l’analyse modale
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L’application des lois de Kirchhoff et des lois d’ohm aux bornes des e´le´ments
passifs nous permet de de´terminer l’expression analytique de la matrice d’e´tat du
syste`me, note´e A. Nous distinguons cinq variables d’e´tat (n=5 ), qui repre´sentent
les tensions (vC0 , vC1 , vC2) et les courants (iL0 , iL1).
Nous calculons ensuite les valeurs propres de la matrice A, apre`s avoir de´termine´
les valeurs nume´riques de ses coecients. Nous les disposons sur la diagonale d’une
matrice note´e λ, de dimension (n×n).
Nous recherchons alors les vecteurs propres de la matrice A associe´s aux valeurs
propres λ. Nous les regroupons dans une matrice note´e ϕ de dimension (n×n).
Enfin, la matrice ϕ est inverse´e puis transpose´e pour donner la matrice note´e
ψT , de dimension (n×n).
En faisant le produit termes a` termes des matrices ϕ et ψT , nous obtenons la
matrice des facteurs de participation. Nous de´composons ces coecients complexes
en deux matrices, repre´sentant les modules et les phases de chaque coecient. Nous
pre´sentons ici la matrice des modules.
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Elle donne la sensibilite´ de chaque variable d’e´tat en fonction des modes du
syste`me. Nous la superposons a` la matrice d’e´tat afin d’introduire les parame`tres
du mode`le. Nous soulignons les termes de la matrice de modules, qui correspondent
a` des coecients non nuls au niveau de la matrice A. Nous isolons deux coecients,
qui repre´sentent les sensibilite´s de la tension aux bornes de la charge (vC1) en
fonction des modes 3 et 5 du syste`me.
Les expressions analytiques des coecients de A associe´es a` ceux de la matrice
des modules sont rappele´es en dessous. Nous constatons que le condensateur C1,
pre´sent au niveau de ces deux coecients, ponde`re davantage le mode 3 que le
mode 5. Pour ve´rifier ce re´sultat, nous repre´sentons sur la figure (1.26) l’e´volutions
de ces deux modes par rapport a` une variation de la valeur du condensateur C1,
de 12µF a` 1.2mF.
Nous observons tre`s nettement une plus grande sensibilite´ du mode 3 par rap-
port au mode 5 a` la valeur de C1. Nous sommes donc en mesure de connaˆtre les
parame`tres les plus inuents sur chacun des modes du syste`me.
1.4.2.2 Conclusion sur l’analyse modale
L’analyse modale permet de re´aliser une e´tude de sensibilite´ sur les dynamiques
qui composent le syste`me, en fonction de ses parame`tres. Elle apporte donc des
renseignements tre`s utiles au concepteur de re´seau, lui permettant de de´terminer
des commandes plus optimales afin d’ame´liorer la dynamique de son syste`me. Tou-
tefois dans le contexte des e´tudes de stabilite´, la complexite´ des re´seaux, qui se
traduit notamment par un nombre e´leve´ de parame`tres, rend plus dicile la de´-
termination de ces couplages entre modes et parame`tres. L’article [Bar05] propose
une comparaison des approches base´es sur le crite`re deMiddlebrook et sur l’analyse
modale.
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Fig. 1.26 – E´volutions des valeurs propres λ3 et λ5 pour une variation de C1 allant
de 12µF a` 1.2mF
1.4.3 La µ-analyse applique´e a` l’analyse de la stabilite´ et
au dimensionnement robuste
1.4.3.1 Le principe de la µ-analyse
Dans le cadre du projet europe´en MOET, nous avons eu e´galement l’occasion
de travailler en collaboration avec Matthieu Sautreuil, Delphine Riu et Nicolas Re-
tie`re, qui sont rattache´s au G2ELab (Laboratoire de Ge´nie E´lectrique de Grenoble).
Ils pre´sentent un outil base´ sur la µ-analyse [Sau09, Her09], qui leur permet d’e´tu-
dier la stabilite´ des DPS, en inte´grant les aspects de robustesse dans leur recherche
de dimensionnements. Nous proposons dans cette partie une synthe`se des princi-
paux re´sultats qu’ils ont obtenus.
Pour commencer, nous e´nume´rons les diffe´rentes e´tapes qui permettent d’ap-
pliquer la µ-analyse sur un syste`me. Dans l’ordre, nous devons :
– Dissocier les parties connues du syste`me des incertitudes sur chaque para-
me`tre :
Cette e´tape correspond en fait a` une transformation matricielle LFT (Linear
Fractional Transformation) de´taille´e dans [Hec04]. La figure (1.27) pre´sente le mo-
de`le conside´re´, qui a pour entre´e le vecteur u et pour sortie le vecteur y. Les parties
connues sont repre´sente´es par le bloc M et les incertitudes sont regroupe´es au ni-
veau de la matrice . Pour un parame`tre note´ c, de´fini tel que c = c0 (1 + acδc)
avec −1 < δc < 1 ; δc repre´sente l’incertitudes de c. Elle est e´crite dans la matrice
, qui est diagonale.
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Fig. 1.27 – Transformation matricielle LFT applique´e sur un syste`me avec 3 pa-
rame`tres (a,b,c)
– Tracer la re´ponse fre´quentielle du syste`me en tenant compte des incertitudes
que nous avons de´finies :
Pour un syste`me donne´ (pouvant par exemple eˆtre de´fini sous forme de sche´ma
bloc), la matrice M peut eˆtre de´termine´e en utilisant la fonction sysic, inclue a` la
toolbox \µ tool" de Matlab [Mat]. La re´ponse fre´quentielle de M est de`s lors faci-
lement accessible sur Matlab. Enfin, la fonction startp nous permet de de´terminer
et tracer les diagrammes de Bode prenant en compte les incertitudes du syste`me,
connaissant les bornes (c0, ac).
– Commencer l’e´tude de la robustesse a` partir de la µ-analyse :
Cette e´tape commence avec le calcul de la re´ponse fre´quentielle de M, suivi de
la de´termination de ses valeurs singulie`res (note´es µ∆), qui prennent en compte
les incertitudes de . Pour chaque valeur de fre´quence, l’algorithme de´termine les
bornes µ∆(M(jω)), a` partir de la matrice M. Par ailleurs, il spe´cifie la borne supe´-
rieure (βu) et la borne infe´rieure (βl) qui de´pendent de la fre´quence : (βu) e´tant la
valeur creˆte de la borne supe´rieure associe´e a` µ∆, et (βl) e´tant la valeur creˆte de la
borne infe´rieure associe´e a` µ∆.
En conclusion, pour toutes matrices de perturbation , l’expression (1.3) donne
la marge de stabilite´, qui tient compte des incertitudes de la matrice M.
1
maxµ∆(M(jω))
(1.3)
Nous proposons d’appliquer cette me´thode au dimensionnement de parame`tres
dans le contexte d’un re´seau HVDC.
1.4.3.2 Application de la µ-analyse sur des re´seaux distribue´s
Le WorkPackage 7.24 du projet MOET pre´voyait l’e´tude d’un re´seau HVDC
compose´ de deux drives1, connecte´s sur le bus continu par l’interme´diaire de filtres
d’entre´e, dont les topologies sont donne´es figure (1.28).
1Ensemble constitue´ d’un onduleur et d’une machine synchrone a` aimants permanents.
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Fig. 1.28 – Syste`me e´tudie´ dans le cadre du projet MOET
La µ-analyse a e´te´ utilise´e dans un premier temps afin de de´terminer les va-
leurs limites des parame`tres du filtre, assurant la stabilite´ du syste`me. Les valeurs
initiales des parame`tres propose´es dans MOET sont les suivantes : Lfi1=20µH,
Cfi1=400µF, Rfi2=1
 et Cfi2=4.7mF.
La premie`re e´tude porte sur les valeurs des inductances d’entre´e des filtres,
Lf11 et Lf21 . Leurs valeurs sont ponde´re´es d’incertitudes, puis l’algorithme base´ sur
la µ-analyse est utilise´ afin de trouver les limites de stabilite´. Au final, la conclu-
sion est que les valeurs de ces inductances peuvent eˆtre augmente´es de 85% sans
de´stabiliser le syste`me. Une e´tude similaire sur les quatre condensateurs, Cf1i et
Cf2i , donne un re´sultat qui autorise une diminution de 85% des valeurs de ces pa-
rame`tres. Ces premiers re´sultats concernent uniquement l’e´tude de la stabilite´.
La seconde e´tude inclut la prise en compte de la robustesse au niveau d’un
dimensionnement propose´ dans MOET. Elle introduit de nouvelles notions, obte-
nues en traduisant les gabarits temporels que nous rencontrons dans le standard
ae´ronautique MIL-STD-704F (voir la partie 4.2.2), en spe´cifications fre´quentielles
que devra respecter la re´ponse du syste`me. L’analyse est conduite a` partir des tra-
ce´s repre´sentant les bornes µ∆, en conside´rant des incertitudes relatives sur chaque
parame`tre du filtre. En fixant ces dernie`res a` 40%, l’algorithme donne apre`s trai-
tement les courbes repre´sente´es sur la figure (1.29).
Quelque soit la valeur de la fre´quence, les deux bornes µ∆ sont infe´rieures a` un.
Le dimensionnement propose´ est donc robuste par rapport a` des variations sur les
valeurs des parame`tres du filtre pouvant aller jusqu’a` 40%.
La dernie`re e´tude s’inte´resse au dimensionnement d’un condensateur de bus
place´ entre une source et un e´quipement, de´fini comme ceux pre´sente´s figure (1.28).
34 1. Contexte de l'e´tude et e´tat de l'art
Fig. 1.29 – E´volutions des bornes µ∆ en fonction de la fre´quence, pour une incer-
titude de 40% sur les parame`tres du filtre
Plusieurs valeurs de condensateur et incertitudes sont e´tudie´es, parmi celles de la
figure (1.30).
(a.) Cas d’un condensateur de 1mF
avec 40% d’incertitude
(b.) Cas d’un condensateur de 1.5mF
avec 15% d’incertitude
Fig. 1.30 – E´volutions des bornes µ∆ pour diffe´rentes valeurs et incertitudes du
condensateur de bus
Une augmentation de la valeur du condensateur de bus permet d’avoir un com-
portement plus robuste de la structure. En effet, le cas (a.) pre´sente un dimen-
sionnement qui n’est pas robuste, puisque pour une pulsation de 10000rad/s, le
coecient µ∆ est supe´rieur a` un. En revanche dans le cas (b.), un condensateur de
1.5mF avec des incertitudes de 15% sont tole´re´es, sans entraˆner d’instabilite´ du
syste`me.
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1.4.3.3 Conclusion sur la mu-analyse
Le G2ELab propose d’e´tudier la stabilite´ et la robustesse des re´seaux distribue´s
de puissance a` partir de la valeur du coecient de la µ-analyse. A´ travers l’e´tude
des variations maximales autorise´es sur chaque parame`tre, cet outil leur permet
de de´finir les limites de stabilite´, ainsi que la robustesse d’un dimensionnement
par rapport a` des spe´cifications fre´quentielles. Son application, notamment dans
le domaine industriel, est facilite´ par l’utilisation d’une toolbox spe´cifique a` la
µ-analyse dans Matlab.
1.4.4 Conclusion
Nous venons de pre´senter dans cette partie quelques une des me´thodes rencon-
tre´es au cours de la the`se, afin d’e´tudier le comportement des re´seaux distribue´s
de puissance.
Tout d’abord, les autres de´finitions de´rive´es de Middlebrook et base´es sur des cri-
te`res de comparaison d’impe´dances permettent d’obtenir des re´sultats satisfaisant.
La stabilite´ peut eˆtre discute´e, en tenant compte de marges, spe´cifie´es sur le gain
et sur la phase.
L’analyse modale, qui de´termine les sensibilite´s de chaque mode en fonction des
parame`tres du syste`me, facilite la recherche de commandes optimales.
Enfin, la µ-analyse permet d’apporter un regard sur la stabilite´ et la robustesse
des dimensionnement, a` partir de l’e´tudes des bornes du coecient µ. L’existence
d’une toolbox spe´cifique dans Matlab simplifie grandement son utilisation.
1.5 Re´sume´
Ce chapitre illustre tout d’abord le contexte de notre e´tude, en mettant notam-
ment en e´vidence les risques d’instabilite´. Nous pre´sentons ensuite les principales
me´thodes que nous avons rencontre´s pour re´pondre a` cette proble´matique.
La premie`re partie introduit les re´seaux distribue´s de puissance. Il s’agit de
structures isole´es par rapport au re´seau de distribution usuel, qui permettent
l’e´change de niveaux de puissances tre`s e´leve´s entre plusieurs sources et consom-
mateurs. La pre´sentation s’oriente alors plus particulie`rement vers la technologie
HVDC, dont les caracte´ristiques avantageuses justifient en partie son important
de´veloppement.
Nous pre´sentons ensuite les principaux facteurs d’instabilite´ de ses structures.
Les couplages physiques entre plusieurs e´quipements absorbant des puissances
constantes favorisent les risques de de´gradation, voir d’instabilite´ du re´seau.
La seconde partie e´nume`re quelques unes des me´thodes utilise´es pour e´tudier le
comportement des DPS. Nous pre´sentons le crite`re de Middlebrook, dont la nature,
ne´cessaire mais non susant, limite son inte´reˆt pour re´pondre a` notre proble´ma-
tique. De nouvelles de´finitions, toujours base´es sur la comparaison d’impe´dances,
donnent des re´sultats plus satisfaisants, qui associent les notions de stabilite´ et de
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qualite´. L’analyse modale permet d’optimiser la commande des syste`mes en reliant
leurs dynamiques avec leurs parame`tres, mais elle ne re´pond pas aux objectifs que
nous nous sommes fixe´s. La µ-analyse recherche des dimensionnements stables et
s’assure de leur robustesse, a` travers la de´finition de variations maximales tole´re´es
sur les parame`tres e´tudie´s.
Chapitre 2
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2.1 Introduction
Les e´tudes de syste`mes physiques se basent ge´ne´ralement sur la de´termination
de mode`les mathe´matiques repre´sentant leurs comportements dans un domaine de´-
fini. C’est notamment le cas pour la stabilite´ qui, avec les crite`res que nous avons
conside´re´s, s’e´value a` partir de l’analyse de mode`les line´aires. Lorsque les expres-
sions obtenues ne ve´rifient pas cette condition, nous appliquons des line´arisations
autour de points de fonctionnement, en s’assurant que les variations ne de´passent
pas les domaines de validite´ de nos mode`les.
Selon les crite`res, les mode`les requis peuvent prendre diffe´rentes formes. En effet, le
crite`re de Middlebrook pre´sente´ dans le chapitre pre´ce´dent, s’appuie sur la compa-
raison des impe´dances e´quivalentes du circuit vues a` travers un de ses nuds ; alors
que l’utilisation du crite`re de Routh-Hurwitz repose essentiellement sur l’analyse
de l’e´quation caracte´ristique du syste`me, qui contient toutes les informations sur
la dynamique de celui-ci.
Si nous souhaitons pouvoir e´tudier la stabilite´ en fonction des diffe´rents e´le´ments
qui composent notre syste`me, le mode`le utilise´ pour le repre´senter doit faire appa-
raˆtre l’ensemble de ces parame`tres. Par conse´quent, nous privile´gions les expres-
sions analytiques, qui de plus, offrent la possibilite´ de re´aliser des optimisations.
La pertinence des re´sultats obtenus de´pend principalement de la pre´cision des mo-
de`les. Ne´anmoins, cette fide´lite´ par rapport aux comportements des syste`mes re´els
peut rendre la de´termination de ces mode`les complexe, surtout si la structure a`
e´tudier pre´sente de nombreux parame`tres. Une me´thode automatique permet de
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traiter ces expressions volumineuses tout en limitant les risques d’erreurs dans le
processus de mode´lisation.
L’objectif dans ce chapitre est de pre´senter notre de´marche qui associe l’ensemble
de ces observations. Il est important de pre´ciser que la mode´lisation ne constitue
pas le cur de nos e´tudes, mais qu’elle s’inte`gre comme une e´tape ne´cessaire pour
les mener a` bien. Nous souhaitons en effet concevoir une me´thode automatique qui
permet de construire des mode`les line´aires, forme´s d’expressions analytiques, qui
sont exploitables par l’ensemble des crite`res de stabilite´ choisis. Nous exposons ici
les diffe´rentes e´tapes permettant d’aboutir au mode`le complet d’un re´seau HVDC,
compose´ d’une ou plusieurs charges.
Nous nous inte´ressons dans un premier temps a` la mode´lisation de la charge, qui
constitue le dernier maillon de notre syste`me. Nous pre´sentons ensuite la construc-
tion automatique d’un mode`le de re´seau a` partir du package Syrup du logiciel
Maple. La dernie`re partie quant a` elle, met l’accent sur plusieurs de´veloppements
visant a` ame´liorer l’outil propose´.
2.2 Mode´lisation de la charge a` travers son ad-
mittance e´quivalente
2.2.1 Pre´sentation de la charge e´tudie´e
Nous allons aborder progressivement les diffe´rentes e´tapes nous permettant de
mode´liser un re´seau HVDC comme celui qui est pre´sente´ sur la figure (2.1). Pour
ce faire, nous commencons par e´tudier les e´le´ments qui interviennent en aval du
bus continu, au niveau des consommateurs. La charge conside´re´e dans notre cas
est un onduleur triphase´ associe´ a` une machine synchrone a` aimants permanents
(MSAP) (2.2). Le terme de \drive" sera utilise´ dans la suite de ce manuscrit pour
de´signer cet ensemble.
Fig. 2.1 – Synoptique de l’architecture
d’un re´seau HVDC
Fig. 2.2 – Repre´sentation de l’ensemble
appele´ \drive"
Ce type d’e´quipement est souvent rencontre´ sur les syste`mes industriels ba-
se´s sur des re´seaux HVDC. La MSAP pre´sente de nombreux atouts qui la place
comme meilleur compromis au niveau de ces structures, par rapport aux autres
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machines existantes. Nous pouvons les retrouver a` la fois comme ge´ne´rateurs dans
les e´oliennes par exemple, et comme moteurs dans la plupart des applications em-
barque´es, notamment dans le cadre des re´seaux ae´ronautiques.
Les progre`s technologiques de ces dernie`res anne´es, notamment dans la fabri-
cation des aimants, ont contribue´s a` revaloriser la popularite´ des MSAP. Elles
remplacent de plus en plus dans certaines applications les machines asynchrones
(MAS), et malgre´ le fait que le bus soit continu, elles restent e´galement plus inte´-
ressantes que des machines a` courant continu (MCC).
Les MSAP pre´sentent de nombreux avantages. Ce sont des machines. . .
– tre`s robustes et assez faciles a` re´aliser ;
– qui ont une puissance massique e´leve´e ;
– qui ont des rendements tre`s e´leve´s lie´ principalement au fait que l’excitation
ne soit pas ge´ne´re´e a` partir d’un courant ;
– qui peuvent travailler a` des vitesses e´leve´es ;
– qui ont de fortes caracte´ristiques dynamiques ;
– qui ont une dure´e de vie e´leve´e, graˆce aux aimants qui limitent l’e´chauffement
des roulements.
La photo de la figure (2.3) est une vue e´clate´e de machine synchrone a` aimants
permanents. Son principe de fonctionnement est quant a` lui illustre´ figure (2.4).
Fig. 2.3 – Vue e´clate´e de l’ensemble ro-
tor/stator d’une MSAP Fig. 2.4 – Principe de fonctionnement
d’une MSAP
Nous allons maintenant voir comment mode´liser le comportement de cet en-
semble.
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2.2.2 Mise en e´quation - Introduction de la notion d’ad-
mittance e´quivalente
2.2.2.1 Me´thodologie utilise´e pour mode´liser le drive
Nous souhaitons caracte´riser le comportement du drive du point de vue du
re´seau, et par conse´quent, vis-a`-vis des bornes d’entre´es de l’onduleur. Pour ce
faire, nous allons chercher a` exprimer les variations du courant d’entre´e (δiDC) par
rapport aux variations de la tension d’entre´e (δvDC) : ce qui revient finalement, a`
de´finir une admittance e´quivalente incluant un comportement dynamique [Gir09a].
Cette repre´sentation est lie´e au fait que l’onduleur est alimente´ en tension, et donc
VDC est impose´e.
Le bilan de puissance (2.1) nous permet de lier l’e´volution des grandeurs d’en-
tre´es de l’onduleur avec les grandeurs internes au niveau du drive. Cette expression
a e´te´ e´crite en conside´rant un comportement ide´al de l’ensemble des e´le´ments et
donc, sans tenir compte des pertes. Ainsi, a` travers les variables δiDC et δvDC , nous
pouvons re´cupe´rer les informations sur la dynamique de l’ensemble, en prenant en
compte a` la fois la nature de la charge et sa commande. Le sche´ma de la figure (2.5)
repre´sente la structure e´tudie´e.
Pond|in = Pond|out ⇔ VDC · IDC =
∑
i=a,b,c
ViIi (2.1)
Fig. 2.5 – Sche´ma Bloc de la commande du drive
L’expression (2.1) illustre le lien entre les grandeurs accessibles a` l’exte´rieur du
drive et ses grandeurs internes. Les variables Vi et Ii repre´sentent respectivement
le syste`me de tensions et de courants triphase´s (abc) en sortie de l’onduleur. Pour
prendre en compte le fonctionnement de cette structure, nous allons maintenant
de´tailler les diffe´rents blocs du sche´ma de la figure (2.5).
2.2.2.2 Construction de l’expression de l’admittance a` partir du sche´ma
bloc de l’ensemble
a. Les e´quations de la machine
42 2. Mode´lisation des syste`mes e´tudie´s, de la charge au re´seau complet
Nous construisons le mode`le en nous basant sur les expressions issues de la
physique : il s’agit d’une mode´lisation symbolique, aussi appele´e \boˆte blanche".
L’avantage de ce type de mode´lisation est que les mode`les obtenus sont souvent
tre`s pre´cis et re´alistes, puisque leurs parame`tres ont un sens physique.
L’ensemble des variables utilise´es pour repre´senter les parame`tres ainsi que les
points de fonctionnement sont pre´sente´es dans le tableau (2.1).
Symboles Noms
Rd,q Re´sistances statoriques
Ld,q Inductances statoriques
VDC Tension en entre´e de l’onduleur
IDC Courant en entre´e de l’onduleur
Id,q Courants de la machine selon les axes d et q
Vd,q Tensions de la machine selon les axes d et q
V ′d,q Commandes issues des correcteurs re´gulant le couple
Ed,q Forces e´lectromotrices selon les axes d et q

 Vitesse me´canique de la machine
Np Nombre de paires de poles de la machine
ω Pulsation de synchronisme de la machine
ϕM Flux de l’aimant
Cem Couple e´lectromagne´tique de la machine
Kp Coefficients proportionnels
τi Coefficients inte´grals
Tab. 2.1 – De´finition des variables utilise´es lors de la construction de notre mode`le
Les tensions e´lectriques de la machine e´crites dans le domaine de Park [Pil88]
sont donne´es en (2.2). Dans un premier temps, nous ne retenons que les expressions
de la partie e´lectrique, la vitesse e´tant suppose´e constante compte tenu de l’inertie
du rotor de la machine. Ceci nous e´vite d’avoir a` diffe´rencier la vitesse lors de la
construction de notre mode`le. A` noter que nous utilisons la transformation de Park
a` puissance constante, afin de pouvoir e´crire l’e´quivalence (2.4) entre les tensions
dans le repe`re triphase´ (abc) et le repe`re de Park (dqh), d’ou` (2.5).
Vd(t) = RdId(t) + Ld
dId(t)
dt
− eq(t)
Vq(t) = RqIq(t) + Lq
dIq(t)
dt
+ ed(t)
(2.2)
Avec : {
ed(t) = ωs(LdId(t) +
√
3
2
ϕM)
eq(t) = ωsLqIq(t)
(2.3)
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∑
i=a,b,c
ViIi
(
1
)
↓
=
∑
j=d,q,h
VjIj (2.4)
VDC · IDC = Vd · Id + Vq · Iq + Vh · Ih (2.5)
Les e´quations (2.2) traduites dans le domaine fre´quentiel sont donne´es en (2.6).
Elles repre´sentent le comportement du bloc \MSAP".
Id(p) =
Vd(p) + Eq(p)
Rd + Ld · p
Iq(p) =
Vq(p)− Ed(p)
Rq + Lq · p
(2.6)
b. Les e´quations de la boucle de re´gulation
Avec l’hypothe`se de la vitesse constante, seule la re´gulation de couple est consi-
de´re´e, soit le controˆle des courants statoriques. Nous avons choisi d’utiliser deux
correcteurs proportionnel inte´gral sur les courants exprime´s dans Park : Id et Iq. Le
de´tail du bloc \re´gulation" de la figure (2.5) est donne´ figure (2.6) et les e´quations
qui lui sont associe´es sont donne´es en (2.7).
Fig. 2.6 – Description du bloc de re´gulation

V ′d(p) = Kp ·
1 + τip
τip
· (Idref − Id)
V ′q (p) = Kp ·
1 + τip
τip
· (Iqref − Iq)
(2.7)
c. Les e´quations de l’ensemble onduleur et compensation
1Transformation de Park a` puissance constante
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Nous recherchons maintenant les expressions des tensions aux bornes de la ma-
chine exprime´es dans Park : Vd et Vq. Ces grandeurs sont issues de l’onduleur, qui
recoit les commandes des correcteurs (V ′d et V
′
q ) compense´es par les forces e´lectro-
motrices (fem) de la machines.
Les tensions fournies par l’onduleur de´pendent de la valeur de la tension d’entre´e
qui varie au cours du temps. Elles sont la conse´quence du produit de la tension du
bus par la fonction de modulation qui est souvent de´termine´e pour la tension du
bus au point de fonctionnement nominal. Il se peut qu’il y ait une diffe´rence d’ou`
la ne´cessite´ de la repre´senter par le gain (G). Sa valeur est e´gale a` l’inverse de la
tension d’entre´e nominale (VDC0), de telle sorte que l’onduleur est \transparent"
si la tension du bus est bien connue (e´gale a` celle du point de fonctionnement).
L’architecture de ces deux blocs est donne´e figure (2.7) et les e´quations associe´es
sont donne´es en (2.8).
Fig. 2.7 – Description du bloc de compensation
{
Vd(p) = GVDC(V
′
d(p)−Np
LqIq)
Vq(p) = GVDC(V
′
q (p) +Np
(LdId +
√
3
2
ϕM))
(2.8)
d. L’admittance e´quivalente du drive
Pour de´terminer l’admittance e´quivalente (Ydrive) nous reprenons le bilan de
puissance e´crit dans Park (2.5). Cette expression e´tant non line´aire, les variables
sont diffe´rencie´es autour d’un point de fonctionnement, de sorte que le syste`me
puisse localement eˆtre conside´re´ comme e´tant line´aire. Ainsi, une grandeur appele´e
\X"pre´sente de petites variations note´es\δx", autour d’un point de fonctionnement
note´ \X0". Apre`s avoir simplifie´s le re´sultat a` l’ordre 1 en e´liminant les termes
constants (X0 · Y0) et les termes de tre`s faibles variations (δx · δy), nous obtenons
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l’expression (2.9).
δvDC · IDC0 + VDC0 · δiDC = δvd · Id0 + Vd0 · δid + δvq · Iq0 + Vq0 · δiq (2.9)
Le meˆme traitement est applique´ a` l’ensemble des jeux d’e´quations obtenus
pre´ce´demment. A` noter que pour les courants Id et Iq, l’onduleur et les boucles de
compensation ont e´te´ ajoute´s. Nous obtenons finalement les trois syste`mes d’e´qua-
tions (2.10), (2.11) et (2.12).
δv′d(p) = −Kp ·
1 + τip
τip
· δid
δv′q(p) = −Kp ·
1 + τip
τip
· δiq
(2.10)

δvd(p) =G(δv
′
d(p)−Np
LqIq)VDC0
+G(V ′d0(p)−Np
LqIq)δvDC
δvq(p) =G(δv
′
q(p)−Np
(LdId +
√
3
2
ϕM))VDC0
+G(V ′q0(p)−Np
(LdId +
√
3
2
ϕM))δvDC
(2.11)

δid =
1
Rd + Ld · p(G(δvDCV
′
d0
+ VDC0δv
′
d)
+GδvDCNp
LqIq0)
δiq =
1
Rq + Lq · p(G(δvDCV
′
q0
+ VDC0δv
′
q)
+GδvDCNp
(LdId0 +
√
3
2
ϕM))
(2.12)
Les expressions des tensions Vd0 et Vq0 (2.13) sont de´termine´es a` partir de (2.8).{
Vd0 = GVDC0(V
′
d0
(p)−Np
LqIq0)
Vq0 = GVDC0(V
′
d0
(p) +Np
(LdId0 +
√
3
2
ϕM))
(2.13)
En injectant (2.10), (2.11), (2.12), et (2.13) dans (2.9), nous obtenons l’admit-
tance e´quivalente Ydrive (2.14). Cette expression, assez volumineuse, est simplifie´e
en conside´rant les proprie´te´s spe´cifiques du drive que nous avons choisi d’e´tudier.
E´tant donne´ qu’il s’agit d’une machine a` poˆles lisses, nous simplifions l’expression
en remplacant les re´sistances et inductances statoriques par Rdq = Rd = Rq et
Ldq = Ld = Lq.
Ydrive(p) =
δiDC(p)
δvDC(p)
=
α0 + α1p+ α2p
2
β0 + β1p+ β2p2
(2.14)
Avec :
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α0 =−GKpVDC0IDC0
α1 = τi
[
GRdq
(
Id0V
′
d0
+ Iq0
(
V ′q0 +Np

√
3
2
ϕM
))
+G2VDC0
(
V ′2d0 + V
′2
q0
)
−IDC0 (GKpVDC0 +Rdq) +G2VDC0LdqNp

((
V ′q0Id0 − V ′d0Iq0
)
+ Id0Np

√
3
2
)
+G2VDC0Np

√
3
2
ϕM
(
2V ′q0 +Np

√
3
2
ϕM
)]
α2 = τiLdq
[
G
(
V ′d0Id0 + V
′
q0
Iq0
)
+GNp
Iq0
√
3
2
ϕM − IDC0
]
β0 = GKpV
2
DC0
β1 = τi(GKpVDC0 +Rdq)VDC0
β2 = τiLdqVDC0
Il s’agit d’un rapport de deux polynoˆmes du deuxie`me ordre, faisant apparaˆtre
trois types de parame`tres :
– Les parame`tres physiques de la machine (Rdq, Ldq, Np, ϕM) ;
– Les parame`tres de la boucle de re´gulation (Kp, τi) ;
– Le point de fonctionnement choisi (VDC0 , IDC0 , V
′
d0
, Id0 , V
′
q0
, Iq0 , 
).
Nous rappelons que cette expression analytique repre´sente le comportement
moyenne´ d’un drive autour d’un point de fonctionnement. En jouant sur ses pa-
rame`tres et en adaptant e´ventuellement les e´quations interme´diaires qui nous ont
permis de construire Ydrive, nous pouvons ainsi mode´liser plusieurs types de drives,
pour diffe´rents points de fonctionnement. Par exemple, les expressions des boucles
de re´gulation (2.7) peuvent eˆtre modifie´es pour prendre en compte d’autres formes
de correcteurs, ou conside´rer une machine a` poˆles saillants.
Pour finaliser notre mode´lisation, nous allons de´terminer les valeurs des para-
me`tres de l’admittance.
2.2.2.3 De´termination des parame`tres de l’admittance
a. Les parame`tres physiques de la machine
Ces informations sont directement donne´es par le constructeur de la machine.
Dans notre cas, nous conside´rons un drive utilise´ dans une application de type
ae´ronautique. Ses caracte´ristiques sont regroupe´es dans le tableau (2.2).
b. Les parame`tres de la boucle de re´gulation
Le sche´ma de la commande (2.5) comprend un bloc de compensation qui permet
de ramener en amont de l’onduleur, les fem de la machine selon les axes \d" et \q".
Graˆce a` cet e´le´ment, le syste`me vu par les correcteurs se comporte comme un
premier ordre. La structure boucle´e du syste`me simplifie´ est donne´e figure (2.8).
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Symboles Unite´s Valeurs Noms
Pmeca W 30 · 103 Puissance me´canique
fs Hz 1767 Fre´quence de synchronisme
JMSAP kg·m2 730 · 10−6 Moment d’inertie
fMSAP N·m·s 2.2 · 10−3 Frottements
Rdq 
 0.14 Re´sistance statorique
Ldq H 34 · 10−6 Inductance statorique
ϕM Wb 0.0226 Flux de l’aimant
Np - 3 Nombre de paires de poles
Tab. 2.2 – Valeurs caracte´ristiques de la MSAP e´tudie´e
Fig. 2.8 – Sche´ma bloc simplifie´ de la commande du drive
La fonction de transfert en boucle ferme´e entre les courants Id,q et leurs re´fe´-
rences est donne´e en (2.15). Son de´nominateur e´tant d’ordre 2, nous pouvons iden-
tifier ses parame`tres avec la forme canonique des syste`mes du second ordre (2.16).
Ainsi, la de´termination des parame`tresKp et τi revient a` spe´cifier un amortissement
et une bande passante souhaite´s.
HBF (p) =
Id,q
Id,qref
=
1 + τip
1 + τi
(
Kp +Rdq
Kp
)
p+
τiLdq
Kp
p2
(2.15)
H2e`meordre(p) =
G
1 +
2m
ω0
p+
1
ω20
p2
(2.16)
Par identification, nous obtenons les e´quations (2.17).
Kp = 2mLdqω0 −Rdq
τi =
2m
ω0
− Rdq
Ldqω20
(2.17)
La bande passante des correcteurs de´pend essentiellement du syste`me qu’ils
viennent commander, et plus pre´cise´ment de l’e´volution des grandeurs que nous
souhaitons re´guler. Dans notre cas, les consignes sont continues puisque nous nous
sommes place´s dans le repe`re de Park ; et les rapports cycliques (α1,2,3) des trois
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bras de l’onduleur sont de´termine´s par une commande a` modulation de largeur
d’impulsion (MLI), ou` la porteuse est fixe´e a` fdec=20kHz. Par conse´quent, nous
placons la dynamique de re´gulation une de´cade en dessous cette fre´quence de de´-
coupage. La valeur du coecient d’amortissement est choisie a` partir de l’abaque
des syste`mes du second ordre (Fig. 2.9), afin de minimiser le temps de re´ponse.
Ces deux variables e´tant de´termine´es, nous obtenons les valeurs des correcteurs qui
sont donne´es en (2.18).
Fig. 2.9 – Abaque de la dynamique des
syste`mes du 2e`me ordre
{
m = 0.707
ω0 = 2 · pi · 2000rad · s−1
⇓{
Kp = 0.458

τi = 85.33µs
(2.18)
c. Calcul du point de fonctionnement
Le point de fonctionnement fait intervenir trois couples de grandeurs :
– Le courant et la tension aux bornes de l’onduleur coˆte´ continu (IDC0 et VDC0) ;
– Les re´fe´rences des courants dans Park (Id0 et Iq0) ;
– Les commandes issues de la boucle de re´gulations (V ′d0 et V
′
q0
) ;
– La vitesse nominale de la machine (
).
L’onduleur est connecte´ au bus continu a` travers son filtre d’entre´e. En suppo-
sant qu’il n’y ait aucune chute de tension au niveau du filtre et en ne´gligeant les
caˆbles, la tension VDC0 est e´gale a` la tension du bus, soit 540 Volts pour le re´seau
que nous avons choisi d’e´tudier. Le courant IDC0 peut alors eˆtre calcule´ par rap-
port a` la puissance e´lectrique consomme´e par le drive. Dans notre mode`le, seules
les pertes par effets Joule au niveau de la MSAP ont e´te´ conside´re´es, a` travers les
re´sistances statoriques Rd,q. Ainsi, nous pouvons e´crire la relation (2.19).
Pelec = Pmeca + pjoule = Pmeca +
(
Rd,q ·
(
I2d0 + I
2
q0
))
=
VDC0
IDC0
(2.19)
Une fois les re´fe´rences de courants caracte´rise´es, nous pouvons calculer la valeur
du courant IDC0 .
Nous avons choisi de commander la machine a` couple maximal [dO05], ce qui
nous permet de de´terminer les re´fe´rences impose´es sur les courants Id0 et Iq0 . Afin
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de limiter les pertes joules, le courant Id0 est choisi nul ; puisqu’il ne cre´e pas de
couple compte tenu du calage de notre repe`re de Park. L’expression du couple
e´lectromagne´tique en fonction des courants dans Park, avec conservation de la
puissance, est donne´e en (2.20). La valeur nominale de ce couple peut eˆtre calcule´e
a` partir de la puissance me´canique et de la vitesse de la machine (2.21). Nous en
de´duisons les valeurs de Id0 et Iq0 (2.22).
Cem(t) =
√
3
2
Np
(
(LdqId + ϕM)
(=ψd)
Iq(t)− (LdqIq)
(=ψq)
Id(t)
)
(2.20)
Pmeca = Cem · 
⇒ Cem = Pmeca
2 · pi · fs = 8.11Nm (2.21)
Id0 = 0
Iq0 =
√
2
3
Cem
NpϕM
= 97.62A
(2.22)
Les tensions Vd0 et Vq0 peuvent eˆtre de´termine´es a` partir du diagramme de
Fresnel d’un moteur synchrone non sature´. Son sche´ma e´quivalent est donne´ fi-
gure (2.10), et le trace´ vectoriel correspondant est donne´ figure (2.11).
Fig. 2.10 – Mode`le physique d’une
machine synchrone en convention re´-
cepteur
Fig. 2.11 – Diagramme de Fresnel d’une
machine synchrone, fonctionnant en mo-
teur
La commande que nous avons choisi impose que l’angle ψ entre la fem et le
courant soit nul. Nous en de´duisons les expressions des projections de
−→
V selon les
axes \d" et \q" (2.23).
{
Vd0 = −LdqωsIq0
Vq0 = E +RdqIq0
(2.23)
Les valeurs des tensions V ′d0 et V
′
q0
sont obtenues en retranchant les compensa-
tions aux expressions (2.23). La valeur de la fem est de´termine´e a` partir de la loi
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de Lenz, donne´e en (2.24) pour une machine a` aimant permanent. Nous obtenons
au final (2.25).
E =
dϕ
dt
= j · ω · ϕ⇒ E = Np
√ 32ϕM = 250.91V (2.24)

V ′d0 = −Ldq ωs
(=NpΩ)
Iq0 +Np
LdqIq0 = 0V
V ′q0 = E +RdqIq0 −Np

√
3
2
ϕM = RdqIq0 = 13.67V
(2.25)
d. Expression nume´rique de l’admittance e´quivalente
Les formules de dimensionnement utilise´es pre´ce´demment permettent de simpli-
fier l’expression de l’admittance e´quivalente du drive conside´re´, tout en conservant
la forme analytique (2.26). Nous remarquons qu’en re´gime statique (p = 0) l’ad-
mittance e´quivalente se comporte comme une re´sistance ne´gative (2.27) [Lew89].
Ydrive(p) =
δiDC(p)
δvDC(p)
=
α0 + α1p+ α2p
2
β0 + β1p+ β2p2
(2.26)
Avec :
α0 =−GKpVDC0IDC0
α1 = τi
[
GRdqIqref
(
RdqIqref +Np

√
3
2
ϕM +GVDC0RdqIqref
)
+G2VDC0Np

√
3
2
ϕM
(
2RdqIqref +Np

√
3
2
ϕM
)
−IDC0 (GKpVDC0 +Rdq)
]
α2 = τiLdq
[
GIqref
(
RdqIqref +Np

√
3
2
ϕM
)− IDC0]
β0 = GKpV
2
DC0
β1 = τi(GKpVDC0 +Rdq)VDC0
β2 = τiLdqVDC0
Ydrive(p = 0) = − IDC0
VDC0
(2.27)
L’application nume´rique donne (2.28).
Ydrive(p) =
−6.15e15 + 3.24e12s · p+ 6.94e−3s2 · p2
5.73e16 + 6.38e12s · p+ 3.63e8s2 · p2 (2.28)
Cette expression mode´lise le comportement du drive que nous avons choisi
d’e´tudier autour de son point de fonctionnement nominal. Nous allons maintenant
la ve´rifier en comparant sa dynamique avec celle d’un mode`le de simulation.
2.2. Mode´lisation de la charge a` travers son admittance e´quivalente 51
2.2.3 Validation de l’expression de l’admittance a` partir
d’un mode`le de simulation
2.2.3.1 Re´alisation du mode`le de simulation sur le logiciel Saber
Pour valider l’expression de Ydrive, nous allons comparer son diagramme de
Bode avec celui obtenu a` partir d’un mode`le de simulation re´alise´ avec le logiciel
Saber. Dans un premier temps, notre objectif est de concevoir ce mode`le afin de
pouvoir simuler rapidement le comportement du drive.
Nous souhaitons re´aliser un mode`le (Fig. 2.12) disposant de cinq connexions :
les deux bornes de l’entre´e continue de l’onduleur, les deux consignes des courants
dans les axes\d"et\q"et la connexion de la charge me´canique applique´e sur l’arbre
de la MSAP. La programmation de cet e´le´ment est de´taille´e dans l’annexe [A].
Les boucles de re´gulation et de compensation ont e´te´ re´alise´es avec des e´le´ments
provenant des librairies de Saber. Les mode`les moyens dans Park de la MSAP et de
l’onduleur ont e´te´ code´s en \Mast". Pour ve´rifier le fonctionnement de ce mode`le,
nous comparons les trace´s de quelques unes de ses grandeurs caracte´ristiques, avec
les trace´s issus d’un mode`le (abc) instantane´ de drive commande´ dans Park.
Fig. 2.12 – Repre´sentation du bloc \drive" imple´mente´ sous Saber
Les courbes des figures (2.13, 2.14 et 2.15), issues de simulation, ont e´te´ trace´es
en ajoutant un frein - de type frottements secs - sur l’arbre de la MSAP, dont la
valeur est 2.2e−3Nms · rad−1.
Nous ve´rifions quelque uns des parame`tres de notre mode`le a` partir des gran-
deurs trace´es. Pour commencer, le courant Iq en re´gime permanent tend bien vers
la valeur de Iqref donne´e en (2.22)(97.62A) : ce re´sultat valide le fonctionnement
de la boucle de re´gulation. L’e´quation repre´sentant la dynamique me´canique de
ce syste`me est donne´e (2.36), puis simplifie´e pour le re´gime permanent en (2.30) :
nous ve´rifions bien la valeur obtenues pour la vitesse en re´gime permanent.
JMSAP
d

dt
+ fMSAP
 = Cem − ffrein
 (2.29)
(fMSAP + ffrein) 
 = Cem ⇒ 
 = 8.106Nm
4.4e−3Nms · rad−1 = 1842.27rad · s
−1 (2.30)
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Fig. 2.13 – E´volution des courants dans l’axe \q" pour les deux mode`les
Fig. 2.14 – E´volution des courants d’entre´e de l’onduleur pour les deux mode`les
Fig. 2.15 – Courbes de vitesse obtenues avec les deux mode`les
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De plus, nous pouvons ve´rifier la dynamique de vitesse graˆce a` la valeur de
l’inertie de la machine (la charge conside´re´e n’e´tant qu’un frein). Nous comparons
les constantes de temps trouve´es dans chacun des cas (2.31) et (2.32).
τthe´orique =
JMSAP
(fMSAP + ffrein)
=
730e−6Kg ·m2 · rad−1
4.4e−3Nms · rad−1 = 0.16s (2.31)
τcourbe ≡ t63%Ω(∞) = 0.16s (2.32)
A` partir du couple e´lectromagne´tique et de la vitesse de la machine, nous pou-
vons calculer sa puissance me´canique. Connaissant la valeur du courant dans l’axe
\q" et la re´sistance statorique, nous pouvons calculer les pertes joules, et donc la
puissance e´lectrique (2.33).
Pelec =Cem
 +RdqI
2
q
=8.107Nm · 1842.27rad · s−1 + 0.14
 · (97.623A)2 = 16267.7W (2.33)
Nous en de´duisons la valeur du courant IDC en re´gime permanent (2.34).
IDC =
Pelec
VDC
=
16267.7W
540V
= 30.12A (2.34)
Les valeurs obtenues the´oriquement a` partir des parame`tres de la machine sont
similaires aux re´sultats de simulation. Nous remarquons e´galement que les deux
mode`les ont le meˆme comportement. Un des inte´reˆts du mode`le que nous avons
imple´mente´ est qu’il permet de simuler de longues pe´riodes en un minimum de
temps ; ce qui nous servira par la suite, pour nos e´tudes de la stabilite´.
2.2.3.2 Comparaison des diagrammes de Bode des diffe´rents mode`les
Nous allons utiliser diffe´rentes charges pour valider l’expression de notre admit-
tance e´quivalente. Comme nous utilisons un mode`le moyen ne faisant pas intervenir
d’interrupteurs, l’analyse \AC" de Saber peut eˆtre utilise´e. Nous appliquons une
variation d’un volt (ac mag = 1) autour du point de fonctionnement de la tension
d’entre´e VDC0=540V, simule´e par une source ide´ale, afin d’avoir directement le dia-
gramme de Bode de l’admittance en observant le courant IDC .
Pour les valeurs correspondant au drive utilise´ pre´ce´demment, nous obtenons
les courbes de la figure (2.16).
Nous repre´sentons les syste`mes e´tudie´s par des mode`les moyens, dont les do-
maines de validite´ sont limite´s a` une fraction de la fre´quence de de´coupage de
l’onduleur [Mid76b]. Cette simplification se justifie a` travers notre objectif ; l’e´tude
de la stabilite´ e´tant principalement associe´e aux domaines des basses et moyennes
fre´quences. La bande de fre´quence ou` l’approximation par mode`le moyen est pos-
sible n’e´tant pas rigoureusement fixe´e, nous tracons par commodite´ les diagrammes
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Fig. 2.16 – Diagrammes de Bode de l’admittance et du mode`le de simulation pour
l’e´quipement de´fini pre´ce´demment
de Bode jusqu’a` la fre´quence de de´coupage.
Sur la figure (2.16), nous constatons que les trace´s obtenus a` partir des deux
mode`les se superposent. Ce re´sultat valide d’une part la dynamique de l’admit-
tance, mais e´galement l’approximation de la line´arite´ du drive autour du point de
fonctionnement choisi, puisque le mode`le de Saber est non line´aire.
Nous conside´rons une nouvelle charge, utilise´e e´galement dans le domaine ae´ro-
nautique, dont certains parame`tres sont donne´s dans le tableau (2.3). Le point de
fonctionnement ainsi que les valeurs des correcteurs sont donne´s a` titre indicatif
dans le tableau (2.4). Avec ces nouvelles conditions, nous obtenons les courbes de
la figure (2.17).
Les courbes se superposent e´galement lorsque nous nous placons dans les condi-
tions de ce nouvel e´quipement. Ces deux premiers re´sultats valident l’expression
de l’admittance e´quivalente Ydrive, lorsque les correcteurs sont de type PI. Pour
illustrer la possibilite´ de prendre en compte d’autres types de correcteurs, nous
conside´rons l’expression (2.35), propose´e par un industriel. Ce correcteur, qui a e´te´
dimensionne´ sous Matlab, vient compenser des dynamiques de la troisie`me charge
e´tudie´e, dont les parame`tres sont donne´es dans le tableau (2.5).
Hcorrindustriel(p) =
2.43e8 + 6.72s · p+ 1.25e−8s2 · p2
2.15e7 + 3.49e3s · p+ 1.32e−4s2 · p2 + 1.25e−12s3 · p3 (2.35)
Apre`s avoir calcule´ l’expression de l’admittance e´quivalente prenant en compte
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Symboles Unite´s Valeurs Noms
Pmeca W 72 · 103 Puissance me´canique

nom rad·s−1 261.80 Vitesse nominale
Cemnom Nm 275.02 Couple nominal
fdec Hz 10 · 103 Fre´quence de de´coupage
Rdq 
 10 · 10−3 Re´sistance statorique
Ldq H 400 · 10−6 Inductance statorique
ϕM Wb 0.116 Flux de l’aimant
Np - 3 Nombre de paires de poles
Tab. 2.3 – Quelques uns des parame`tres du second drive utilise´ pour valider l’ex-
pression de l’admittance
Symboles Unite´s Valeurs Noms
Idref A 0 Re´fe´rence courant dans l’axe d
Iqref A 4645.27 Re´fe´rence courant dans l’axe q
V ′dref V 0 Sortie du correcteur dans l’axe d
V ′qref V 7.74 Sortie du correcteur dans l’axe q
Kp - 3.507 Coefficient proportionnel
τi s 222.06 · 10−6 Coefficient inte´gral
Tab. 2.4 – Valeurs du point de fonctionnement et des correcteurs pour le second
drive
Fig. 2.17 – Comparaison des diagrammes de Bode sur ce nouvel exemple
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Symboles Unite´s Valeurs Noms
Pmeca W 62 · 103 Puissance me´canique

nom rad·s−1 785.40 Vitesse nominale
Cemnom Nm 78.94 Couple nominal
fdec Hz 12 · 103 Fre´quence de de´coupage
Rdq 
 0.019 Re´sistance statorique
Ldq H 300 · 10−6 Inductance statorique
ϕM Wb 0.065 Flux de l’aimant
Np - 3 Nombre de paires de poles
Tab. 2.5 – Quelques uns des parame`tres du troisie`me drive utilise´ pour valider
l’expression de l’admittance
cette nouvelle forme de correcteur, nous comparons son diagramme de Bode avec
celui obtenu a` partir du mode`le de simulation adapte´ en conse´quence (2.18).
Fig. 2.18 – Comparaison des diagrammes de Bode avec la structure utilisant le
correcteur industriel
L’ensemble des re´sultats obtenus pour ces trois syste`mes valident l’expression
de l’admittance, qui peut-eˆtre facilement adapte´e a` d’autres formes de correcteur,
sous re´serve qu’ils soient line´aires, ou line´arisables.
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2.2.4 Prise en compte de la dynamique de vitesse dans l’ex-
pression de l’admittance
La commande d’un drive comprend ge´ne´ralement deux boucles de re´gulation
imbrique´es, qui permettent de controˆler a` la fois le couple et la vitesse de la machine.
En comple´tant le sche´ma bloc de la figure (2.5), nous obtenons la repre´sentation
globale du syste`me donne´e figure (2.19).
Fig. 2.19 – Sche´ma bloc repre´sentant le syste`me que nous cherchons a` mode´liser
Lors de la pre´ce´dente mode´lisation du drive, nous avions conside´re´ la dynamique
de la partie me´canique ne´gligeable par rapport a` celle de la partie e´lectrique. Seule-
ment lorsque la machine ne fonctionne plus \a` vide", la valeur de la vitesse varie
en fonction des caracte´ristiques me´caniques de la charge, comme l’illustrent les
courbes repre´sente´es figure (2.20). Ces courbes montrent bien les variations qui
apparaissent sur la vitesse en re´gime permanent (
0), lorsque que nous ajoutons
une charge. La re´gulation de vitesse permet de corriger la valeur du courant selon
l’axe `q’, afin d’assurer le respect de la consigne choisie.
Pour inte´grer cette boucle de re´gulation dans l’admittance e´quivalente, nous
ajoutons l’e´quation me´canique de la machine (2.36), ainsi que l’expression du cor-
recteur de vitesse (2.37), aux de´finitions pre´ce´dentes.
JMSAP · d
(t)
dt
− fMSAP ·
(t) = Cem(t)− Cr(t) (2.36)
Iqref (p) = Kpv ·
1 + τiv
τiv
(
ref − 
(t)) (2.37)
En combinant cet ensemble d’e´quations qui de´finissent le comportement du sys-
te`me repre´sente´ figure (2.19), nous obtenons la nouvelle expressions de l’admittance
e´quivalente du drive donne´e en (2.38).
Ydrivecomplet(p) =
δiDC(p)
δvDC(p)
=
α0 + α1p+ α2p
2 + α3p
3 + α4p
4
β0 + β1p+ β2p2 + β3p3 + β4p4
(2.38)
Avec les coecients suivants au de´nominateur. . .
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(a.) Fonctionnement a` vide (sans frein) (b.) Charge a` frottements visqueux
Fig. 2.20 – Comparaison des transitoires de vitesse obtenus lors d’un de´marrage
de la machine, sans et avec re´gulation de la vitesse, pour diffe´rentes valeurs de frein
applique´ sur l’arbre
β0 =GKpvKpiV
2
DC0
Np
√
3
2
ϕM
β1 =GKpiVDC0
[
(KpvNp
√
3
2
ϕM (τiv + τii)) + τivfMSAP
]
VDC0
β2 =τiv
[
GKpiVDC0 (τii (KpvNp
√
3
2
ϕM + fMSAP) + JMSAP) + τiiRdqfMSAP
]
VDC0
β3 =τivτii (RdqJMSAP + LdqfMSAP +GKpiVDC0JMSAP)VDC0
β4 =τivτiiLdqJMSAPVDC0
Et au nume´rateur. . .
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α0 =−GKpvKpiVDC0IDC0Np
√
3
2
ϕM
α1 =−GKpiVDC0IDC0
[
KpvNp
√
3
2
ϕM (τiv + τii) + τivfMSAP
]
α2 = τiv
[
τii
[
G2VDC0fMSAP
(
R2dqI
2
q0
+ (Np
ref
√
3
2
ϕM)
2)
+GIq0RdqfMSAP (RdqIq0 +Np
ref
√
3
2
ϕM)−GKpvKpiVDC0IDC0Np
√
3
2
ϕM
+G2VDC0Iq0Np
√
3
2
ϕM (Np
√
3
2
ϕM (RdqIq0 +Np
ref
√
3
2
ϕM) + 2RdqfMSAP
ref )
−RdqfMSAPIDC0
]
−GKpiVDC0IDC0 (JMSAP + τiifMSAP)
]
α3 = τivτii
[
G2VDC0JMSAPNp
ref
√
3
2
ϕM (2RdqIq0 +Np
ref
√
3
2
ϕM)
+
[
RdqJMSAP + LdqfMSAP
][
GIq0 (RdqIq0 +Np
ref
√
3
2
ϕM)− IDC0
]
+GVDC0JMSAP
(
GR2dqI
2
q0
−KpiIDC0
) ]
α4 = τivτiiLdqJMSAP
[
GIq0 (RdqIq0 +Np
ref
√
3
2
ϕM)− IDC0
]
Comme pour la pre´ce´dente admittance, l’expression de Ydrivecomplet(p) est simpli-
fie´e en conside´rant une machine a` poˆles lisses, soit : Rdq =Rd=Rq et Ldq =Ld=Lq.
Nous notons l’apparition de deux ordres supple´mentaires au nume´rateur et au de´-
nominateur. Au final, l’admittance e´quivalente fait intervenir quinze parame`tres,
que nous regroupons selon les meˆmes cate´gories que celles identifie´es pre´ce´dem-
ment :
– Les parame`tres physiques de la machine (Rdq, Ldq, Np, ϕM , JMSAP et fMSAP) ;
– Les parame`tres des boucles de re´gulation (Kpi , τii , Kpv et τiv) ;
– Le point de fonctionnement choisi (VDC0 , IDC0 , (Id0=0), Iq0 et 
ref ).
Pour valider cette expression, nous comparons son diagramme de Bode avec ce-
lui que nous obtenons a` partir d’un mode`le de simulation. Nous rappelons que les
valeurs des parame`tres physiques de la machine sont donne´es dans le tableau (2.2),
et celles des parame`tres du re´gulateur de couple sont donne´es en (2.18). Nous pla-
cons la dynamique de la boucle de vitesse une de´cade en dessous celle de la boucle
de couple, d’ou` : Kpv=1.282Nms et τiv=1.112ms. Enfin, nous conside´rons le meˆme
point de fonctionnement que celui de´fini dans la sous-partie c. de la partie (2.2.2.3).
Les re´sultats obtenus sont repre´sente´s figure (2.21).
Sur la figure (2.21), nous constatons que les trace´s obtenus a` partir des deux
mode`les se superposent parfaitement sur la plage de fre´quence conside´re´e. Ce re´-
sultat valide notre expression de Ydrivecomplet(p).
En conclusion, nous disposons maintenant de l’admittance e´quivalente d’un
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Fig. 2.21 – Diagrammes de Bode de l’admittance et du mode`le de simulation
prenant en compte les deux boucles de re´gulation du drive
drive, dont le couple et la vitesse sont re´gule´s. Cette expression, qui regroupe les
parame`tres physiques de la machine, ceux des re´gulateurs et le point de fonction-
nement choisi, permet d’avoir une repre´sentation plus fide`le de ce type charge.
Toutefois, la prise en compte de la constante de temps me´canique du syste`me
alourdi de manie`re significative son mode`le, par rapport a` l’inte´reˆt qu’elle apporte
du point de vue des e´tudes de stabilite´.
2.2.5 Conclusion
En conclusion sur cette premie`re partie, nous disposons de´sormais d’un mode`le
analytique repre´sentant le comportement dynamique d’un drive. Ce mode`le s’ap-
parente a` une admittance qui illustre les variations du courant d’entre´e par rapport
a` la tension d’entre´e de l’onduleur. Nous avons e´galement imple´mente´ un mode`le
de simulation sous Saber, qui nous a permit de valider l’expression de Ydrive. Nous
avons ainsi pu ve´rifier qu’en faisant varier les parame`tres physiques des machines,
leurs points de fonctionnement et les boucles de re´gulations, les diagrammes de
Bode obtenus a` partir des deux approches co•ncidaient parfaitement. Enfin, nous
avons construit un second mode`le de drive prenant en compte la re´gulation de sa
vitesse. L’admittance ainsi de´termine´e devient beaucoup plus complexe, alors que
la dynamique qu’elle repre´sente reste lente par rapport a` la re´gulation du couple,
donc moins susceptible d’intervenir dans nos e´tudes de stabilite´.
Dans la seconde partie de ce chapitre, nous pre´sentons les travaux de mode´li-
sation re´alise´s a` l’e´chelle du re´seau HVDC entier.
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2.3 Construction automatique d’un mode`le de
re´seau HVDC
2.3.1 L’environnement de calcul
2.3.1.1 Pre´sentation de l’outil de mode´lisation
Pour commencer, nous rappelons l’objectif vise´ qui consiste a` construire au-
tomatiquement le mode`le analytique d’un re´seau HVDC. Nous nous sommes donc
oriente´s vers le logiciel Maple, qui a la capacite´ de traiter des expressions formelles.
A` partir de ce choix, nous nous sommes inte´resse´s aux outils propose´s sur Maple
qui permettent de construire des mode`les e´lectriques. C’est ce qui nous a amene´
a` de´couvrir le package Syrup [Rie03], propose´ en acce`s libre sur le site de Maple-
soft [Mapa]. Cet outil peut donner, a` partir d’une description \circuit" du syste`me
a` mode´liser, les e´quations des potentiels aux diffe´rents nuds ou l’ensemble des
e´quations d’e´tats.
Les e´le´ments \simples" connus de Syrup sont les suivants :
– La source ide´ale de tension (V) ;
– La source ide´ale de courant (I) ;
– La source de tension controˆle´e en tension (E) ;
– La source de tension controˆle´e en courant (G) ;
– La source de courant controˆle´e en tension (H) ;
– La source de courant controˆle´e en courant (F) ;
– La re´sistance (R) ;
– L’inductance (L) ;
– Le condensateur (C) ;
– Le circuit ouvert (O).
La syntaxe qui permet de de´crire un syste`me s’adapte en fonction des spe´cifi-
cite´s des e´le´ments qui interviennent au niveau du circuit. Toutefois, nous pouvons
retenir que globalement, elle se base sur la trame suivante :
Symbole[e´tiquette] unionsq Nœud_positif unionsq Nœud_ne´gatif unionsq Valeur unionsq Arguments_supple´mentaires
Les arguments supple´mentaires peuvent eˆtre par exemple l’initialisation d’un
condensateur ou d’une inductance, ou encore la description du fonctionnement
d’une source controˆle´e.
Pour produire rapidement cette description circuit du syste`me, nous utilisons
la ge´ne´ration automatique de \Netlist" d’un logiciel de simulation, comme PSIM
par exemple. Le fichier est ensuite lu, puis adapte´ au formalisme de Syrup a` l’aide
des outils de traitement des chaˆnes de caracte`res propose´s par Maple. De cette
manie`re, en dessinant le circuit e´lectrique du syste`me e´tudie´, nous re´cupe´rons assez
simplement les e´quations re´gissant sont fonctionnement.
62 2. Mode´lisation des syste`mes e´tudie´s, de la charge au re´seau complet
2.3.1.2 Application de cet outil sur un exemple concret
Pour illustrer le fonctionnement de Syrup et les re´sultats qu’il fournit, nous
conside´rons le syste`me pre´sente´ figure (2.22). Sur ce sche´ma, nous avons nume´-
rote´ les diffe´rents nuds afin de pouvoir construire la \NetList" adapte´e pour Sy-
rup (2.39).
Pour inte´grer le mode`le de la charge qui se pre´sente sous la forme d’une admit-
tance e´quivalente, nous devons choisir un objet appartenant au language Syrup.
Nous utilisons le dipole Rch qui permet de lier les grandeurs tension/courant en
remplacant sa valeur par l’inverse de Ydrive.
Fig. 2.22 – Syste`me mode´lise´ avec Syrup
Circuit test := \
Ve 1 0 540
Rcable 1 2 0.1
Lfiltre 2 3 10e−6
Cfiltre 3 0 1e−3
Rch 3 0 1
.end";
(2.39)
Chaque ligne de´finit un composant, en pre´cisant son type, son nom, son em-
placement et e´ventuellement sa valeur. Ces informations sont ensuite traite´es par
Syrup. Nous distinguons trois types d’analyses diffe´rentes : en re´gime dynamique
(ac), en re´gime permanent (dc) et transitoire (tran). Les deux premie`res donnent
les expressions des potentiels a` chaque nud en fonction du re´gime choisi ; l’ana-
lyse transitoire de´termine quant a` elle les e´quations d’e´tats du circuit. Enfin, pour
ignorer les valeurs nume´riques, l’option \symbolic" doit eˆtre ajoute´e dans l’appel
de la fonction Syrup.
Dans notre cas, l’analyse \ac" donne les e´quations (2.40).
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v1 = Ve
v2 =
Ve (Rch + Lfiltres+RchLfiltreCfiltres
2)
(Rch+Rcable)+((Rch+Rcable)Cfiltre+Lfiltre) s+(RchLfiltreCfiltre) s2
v3 =
VeRch
(Rch+Rcable)+((Rch+Rcable)Cfiltre+Lfiltre) s+(RchLfiltreCfiltre) s2
(2.40)
A` partir des expressions (2.40), nous pouvons tre`s facilement extraire une fonc-
tion de transfert, en calculant le rapport entre deux potentiels. De cette manie`re,
nous obtenons Hsyst(p) donne´e en (2.41).
Hsyst(p) =
v3
v1
=
Rch
(Rch +Rcable) + ((Rch +Rcable)Cfiltre + Lfiltre) p+ (RchLfiltreCfiltre) p2
(2.41)
En injectant l’inverse de l’expression de l’admittance e´quivalente a` travers Rch,
nous obtenons ainsi automatiquement, un mode`le analytique complet du re´seau de
la figure (2.22).
2.3.1.3 Fonctionnalite´s de Syrup utilise´es dans le cadre de nos e´tudes
L’exemple pre´ce´dent nous a permis d’illustrer les diffe´rentes e´tapes ne´cessaires a`
l’e´laboration d’un mode`le de re´seau avec le package Syrup. Pour e´tudier la stabilite´
des syste`mes, nous cherchons a` produire deux types de repre´sentations : les fonc-
tions de transfert et les impe´dances e´quivalentes. Les mode`les doivent repre´senter
le comportement dynamique des syste`mes, ce qui nous oriente par conse´quent sur
des analyses \ac". Quelque soit les arguments transmis a` la fonction pour ce type
d’analyse, celle-ci renvoie les expressions des potentiels aux niveaux de chacun des
nuds. C’est ce qui nous a amene´ a` choisir la source d’excitation du circuit en
fonction du type de mode`le souhaite´. Le raisonnement que nous avons suivi est
pre´sente´ figure (2.23).
– Pour obtenir une fonction de transfert, nous utilisons une source ide´ale de
tension. Dans ce cas, notre mode`le correspond au rapport entre le potentiel
du nud repre´sentant la sortie du syste`me et le potentiel de la source ;
– Pour obtenir l’impe´dance e´quivalente du circuit, nous utilisons une source
ide´ale de courant. Dans ce cas, notre mode`le correspond au rapport entre le
potentiel du nud de la source et le courant qu’elle fournit.
Ces deux repre´sentations des syste`mes permettent de mener des e´tudes de sta-
bilite´ avec les diffe´rents crite`res que nous avons conside´re´. En effet, l’expression du
de´nominateur de la fonction de transfert correspond a` l’e´quation caracte´ristique du
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Fig. 2.23 – Synoptique pre´sentant le fonctionnement de Syrup
syste`me. Elle contient toutes les informations sur la dynamique globale de celui-
ci. Nous l’utilisons directement dans le crite`re de Routh-Hurwitz ; mais e´galement
pour calculer les parties re´elles des poˆles du syste`me. Les impe´dances e´quivalentes
constituent quant a` elles la base du crite`re de Middlebrook. En re´sume´, nous dis-
posons maintenant d’un outil tre`s pratique, qui permet de re´cupe´rer des mode`les
sous forme analytique, en parfaite ade´quation avec les crite`res que nous utilisons
pour e´tudier la stabilite´.
2.3.2 Le mode`le des sources
Nous venons de pre´senter le mode`le utilise´ pour la charge et la manie`re de l’inte´-
grer dans notre outil de mode´lisation. En reprenant la figure (2.1), nous distinguons
deux blocs encore inde´termine´s : la source et les filtres. Ces derniers seront plus
largement e´tudie´s dans la suite de ce manuscrit ; et d’une manie`re ge´ne´rale, leur
inte´gration ne posera aucun proble`me particulier, puisque nous conside´rerons des
structures de filtrage passives. Nous nous inte´ressons par conse´quent au mode`le des
sources.
Les re´seaux HVDC que nous avons e´tudie´s disposent tous d’une source d’ali-
mentation alternative triphase´e, qui est successivement redresse´e puis filtre´e avant
d’alimenter le bus continu. Les variantes concernent essentiellement le dispositif uti-
lise´ pour faire la conversion alternatif/continu, et les structures de filtres utilise´es
en sortie de celui-ci. Dans un premier temps, nous conside´rons une des structures
les plus simples pour re´aliser cette fonction : un pont redresseur a` commutation
paralle`le double (\le PD3 a` diodes").
Ce genre de dispositif est ge´ne´ralement alimente´ a` travers un transformateur,
que nous mode´lisons par des inductances sur chacune des phases comme le montre
la figure (2.24).
L’expression de la valeur moyenne de la tension de sortie du redresseur est
donne´e en (2.42).
E =
3Vres
√
6
pi
− Vempiet − Vdiodes (2.42)
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Fig. 2.24 – Structure d’un pont redresseur a` diode utilise´ pour alimenter le bus
continu d’un re´seau HVDC
La tension Vdiodes correspond aux chutes de tensions aux bornes des deux diodes
qui conduisent. Vempiet permet quant a` elle, de prendre en compte le phe´nome`ne
d’empie`tement [Pai96]. Celui-ci est directement lie´ a` la valeur des inductances en
amont du pont, qui provoquent la conduction de deux phases simultane´ment lors
des commutations. L’e´tude de la valeur de E en fonction du courant de charge
donne un re´seau de caracte´ristiques line´aires, nous invitant a` mode´liser le phe´no-
me`ne d’empie`tement par une re´sistance se´rie. Si les inductances λ (2.24) restent
faibles, l’angle d’empie`tement, correspondant a` la moitie´ du temps pendant lequel
deux bras conduisent, est ne´gligeable devant la pe´riode de conduction d’un seul
bras, ce qui nous permet d’e´crire (2.43) [Rou06].
Rempiet =
3λω
pi
(2.43)
Cette re´sistance se´rie caracte´rise les chutes de tension observe´es lors de la
conduction de deux bras du redresseur. Toutefois, il ne s’agit pas d’une mode´li-
sation fide`le de l’empie`tement, e´tant donne´ que ce phe´nome`ne est non-dissipatif.
De plus, pendant la conduction d’un seul bras, l’inductance e´quivalente vaut 2λ
compte tenu que deux phases conduisent ; alors que pendant la dure´e d’empie`te-
ment, cette inductance vaut 1.5λ. Lorsque nous e´tudierons la stabilite´, le pire cas
sera conside´re´ en prenant 2λ.
La mode´lisation des caˆbles, utilise´s pour raccorder le ge´ne´rateur triphase´ au
redresseur, conduit a` l’ajout d’une re´sistance et d’une inductance place´es en se´rie.
La re´sistance permet de mode´liser la chute de tension dans les caˆbles et les effets
de peau et proximite´ [Dow66] ; l’inductance quant a` elle, permet de mode´liser le
champ magne´tique cre´e´ par le courant qui circule dans les caˆbles. Cette dernie`re
permet e´galement de prendre en compte un e´ventuel transformateur place´ entre la
source et le dispositif de redressement.
Il nous reste a` mode´liser le comportement du ge´ne´rateur qui vient de´livrer la
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tension au re´seau. En conside´rant qu’il s’agit d’un alternateur synchrone, nous
pouvons utiliser le mode`le de la figure (2.10) traduit en convention ge´ne´rateur. A`
noter toutefois que si cet alternateur est a` excitation se´pare´e, deux types d’induc-
tances pourront eˆtre conside´re´s : l’inductance synchrone dans le domaine des basses
fre´quences et l’inductance sub-transitoire en hautes fre´quences. Lorsque nous e´tu-
dierons la stabilite´, la` encore, le pire cas sera conside´re´ en additionnant ces deux
valeurs d’inductances.
L’association de ces diffe´rents mode`les donne le sche´ma e´quivalent de la fi-
gure (2.25).
Fig. 2.25 – Mode`le e´quivalent d’une source re´alise´e a` partir d’un ge´ne´rateur tri-
phase´ associe´ a` un PD3
Ce circuit regroupe les e´le´ments suivants :
− La source ide´ale de tension (Ve) correspond a` la valeur moyenne de la
tension de sortie du redresseur. Nous prendrons une valeur de 540V
dans le cadre des re´seaux HVDC ;
− La re´sistance (Rsource) correspond a` la concate´nation de. . .
 Rempiet ← redresseur ;
 Rcables +Rfeeders ← caˆbles et e´ventuels feeders ;
 Rpeau +Rproximite ← caˆbles et e´ventuel transformateur ;
 Rgene ← ge´ne´rateur triphase´ ;
− L’inductance (Lsource) correspond a` concate´nation de. . .
 Lcables + Lfeeders ← caˆbles et e´ventuels feeders ;
 Ltransfo ← e´ventuel transformateur ;
 Lsyn + Lsubtrans ← ge´ne´rateur triphase´ ;
− Le condensateur (Cbus) est en fait e´gale a` CRU (2.24) : il s’agit d’un
condensateur de filtrage en sortie du redresseur, qui permet de re´duire
l’ondulation de tension aux bornes du bus continu.
Le mode`le de la figure (2.25) s’inte`gre facilement dans l’environnement de Syrup.
Il permet de repre´senter la plupart des sources d’alimentation utilise´es dans le
contexte industriel, comme l’ATRU (Autotransformer Rectifier Unit) (2.26) par
exemple. En fonction des contraintes impose´es au concepteur de re´seau, il arrive
que des filtres soient introduits entre la sortie du dispositif de redressement et le
bus continu. Ge´ne´ralement, ces filtres sont passifs et pourront donc eˆtre aise´ment
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ajoute´s dans la description circuit du syste`me fournie a` Syrup.
Fig. 2.26 – Sche´ma d’une source re´alise´e avec un ATRU
2.3.3 Mode´lisation de re´seaux complexes
2.3.3.1 Les limitations des expressions traite´es sous Maple
Nous disposons de mode`les de sources et de charges, pouvant eˆtre combine´s
sur Syrup a` des topologies de filtres passifs, afin d’e´tablir automatiquement des
mode`les analytiques de re´seaux. En fonction de la complexite´ des syste`mes a` mo-
de´liser, le traitement des informations sur Maple utilise plus ou moins d’espace
me´moire. Les expressions formelles limitant les simplifications, si la structure a`
mode´liser pre´sente de nombreux parame`tres, la capacite´ de traitement de Maple
peut devenir insusante. C’est ce qui nous a amene´ a` concevoir une autre me´thode
pour mode´liser les re´seaux comprenant un nombre e´leve´ de parame`tres.
2.3.3.2 Me´thode de mode´lisation pour les re´seaux complexes
Le principe est simple : nous commencons par construire des mode`les inter-
me´diaires de sous-syste`mes, qui sont ensuite assemble´s lors de la mode´lisation de
l’ensemble du re´seau. De cette manie`re, nous re´duisons le volume des syste`mes
traite´s par Syrup, ce qui nous permet a` la fois d’utiliser moins d’espace me´moire,
et de diminuer les temps de calcul. Pour illustrer la me´thode, nous conside´rons le
re´seau de la figure (2.27). Notre objectif est de de´terminer la fonction de transfert
Hres de´finie comme e´tant le rapport entre Vbus et Ve.
La dimension du re´seau choisi permet sa mode´lisation sous Maple sans avoir
besoin de recourir a` des mode`les interme´diaires. De cette manie`re, la comparaison
des mode`les obtenues en appliquant ces deux me´thodes permettra de valider notre
approche.
a. Construction du mode`le de re´fe´rence par mode´lisation directe
L’expression analytique de Hres obtenue en utilisant la me´thode \directe" (pre´-
sente´e pre´ce´demment), meˆme sans inte´grer les admittances e´quivalentes des drives,
est de´ja` trop volumineuse pour eˆtre donne´e dans ce manuscrit. Pour donner un
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Fig. 2.27 – Re´seau HVDC a` mode´liser
ordre d’ide´e, avec les de´signations utilise´e sur la figure (2.27), elle repre´sente 12303
caracte`res. Afin de pouvoir mieux comparer nos re´sultats, nous utilisons des formes
nume´riques. Les valeurs des drives sont les meˆmes que celles utilise´es pre´ce´dem-
ment (Tab. 2.2), et les parame`tres du re´seau sont donne´s dans le tableau (2.6).
Sources Filtres
Ve=540V Lfi1=56µH
Rsource = 0.3
 Cfi1=100µF
Lsource=400µH Rfi2=0.28

Cbus=600µF Cfi2=560µF
Tab. 2.6 – Valeurs du mode`le de source et des filtres du re´seau HVDC
L’application nume´rique nous donne (2.44).
Hresdir(p) =
10∑
j=0
(βjp
j)
12∑
i=0
(αip
i)
(2.44)
Avec :
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β0 = 2.05e
55 α0 = 1.92e
55
β1 = 1.07e
52s α1 = 2.09e
52s
β2 = 3.99e
48s2 α2 = 2.52e
49s2
β3 = 9.43e
44s3 α3 = 9.67e
45s3
β4 = 1.65e
41s4 α4 = 2.67e
42s4
β5 = 2.05e
37s5 α5 = 4.94e
38s5
β6 = 1.78e
33s6 α6 = 6.78e
34s6
β7 = 1.03e
29s7 α7 = 6.72e
30s7
β8 = 3.74e
24s8 α8 = 5.02e
26s8
β9 = 7.56e
19s9 α9 = 2.65e
22s9
β10 = 6.34e
14s10 α10 = 9.20e
17s10
α11 = 1.83e
13s11
α12 = 1.52e
8s12
b. Mode´lisation base´e sur l’e´tude des sous-syste`mes
Nous commencons par mode´liser individuellement les e´quipements connecte´s
au bus continu sous forme d’impe´dance e´quivalente. Ils seront ensuite assemble´s au
mode`le de source de la meˆme manie`re que les drives, en injectant l’expression de
leurs impe´dances dans des re´sistances. Le re´seau de la figure (2.27) pre´sente deux
e´quipements identiques, qui sont mode´lise´s a` partir du sche´ma de la figure (2.28).
Fig. 2.28 – Sous-Ensemble du re´seau HVDC
En utilisant l’analyse\ac"de Syrup, nous exprimons le rapport entre le potentiel
\haut" de la source et le courant Ie, soit l’impe´dance e´quivalente donne´e en (2.45).
Zsous-syste`me(p) =
1
1 + (Rchi (Cfi1 + Cfi2) +Rfi2Cfi2) p+RchiRfi2Cfi1Cfi2p
2
·[
Rchi + (Lfi1 +RchiRfi2Cfi2)p+ (Lfi1(Cfi2(Rchi +Rfi2) . . .
+RchiCfi1))p
2 +RchiRfi2Lfi1Cfi1Cfi2p
3
]
(2.45)
Nous injectons ensuite l’expression de l’inverse de l’admittance e´quivalente re-
pre´sentant le drive, au niveau de la re´sistance Rch. L’impe´dance obtenue donne
70 2. Mode´lisation des syste`mes e´tudie´s, de la charge au re´seau complet
le comportement dynamique global du sous-syste`me de la figure (2.28). Pour as-
sembler ces sous-syste`mes au mode`le de source, nous utilisons le sche´ma de la
figure (2.29).
Fig. 2.29 – Sche´ma du circuit regroupant les sous-syste`mes
Nous appliquons sur ce nouveau syste`me une analyse \ac", afin d’extraire le
rapport entre le potentiel du bus (Vbus) et celui de la source (Ve). Nous obtenons
l’expression (2.46).
Hresss(p) =
Zsous-syste`me1Zsous-syste`me2
δ0 + δ1p+ δ2p2
(2.46)
Avec :
δ0 = Zsous-syste`me1Zsous-syste`me2 +Rsource
(
Zsous-syste`me1 + Zsous-syste`me2
)
δ1 =
(
Lsource
(
Zsous-syste`me1 + Zsous-syste`me2
)
+ Zsous-syste`me1Zsous-syste`me2RsourceCbus
)
δ2 = Zsous-syste`me1Zsous-syste`me2LsourceCbus
Enfin, nous introduisons les expressions des Zsous-syste`mei pour obtenir la fonction
de transfert souhaite´e, qui est donne´e en (2.47) apre`s application nume´rique.
Hresss(p) =
β′0 + β
′
1p
1 + β′2p
2 + β′3p
3 + β′4p
4 + β′5p
5
α′0 + α
′
1p+ α
′
2p
2 + α′3p3 + α
′
4p
4 + α′5p5 + α
′
6p
6 + α′7p7
(2.47)
Avec :
β′0 = 8.74e
34 α′0 = 8.17e
34
β′1 = 2.29e
31s α′1 = 6.78e
31s
β′2 = 5.50e
27s2 α′2 = 8.47e
28s2
β′3 = 5.67e
23s3 α′3 = 1.42e
25s3
β′4 = 2.90e
19s4 α′4 = 1.87e
21s4
β′5 = 4.86e
14s5 α′5 = 1.49e
17s5
α′6 = 7.05e
12s6
α′7 = 1.17e
8s7
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Cette me´thode permet une mode´lisation plus rapide, compte tenu que le temps
ne´cessaire au traitement des descriptions circuits par Syrup augmente de manie`re
significative lorsque la taille des syste`mes devient importante. De plus, sa ma-
nie`re de de´velopper le mode`le, nous a permis sur cet exemple ou` les deux e´quipe-
ments connecte´s au bus continu sont parfaitement identiques, de re´duire l’ordre de
l’expression de la fonction de transfert Hres. L’application nume´rique est re´alise´e
lorsque la construction du mode`le global est termine´e. Les simplifications peuvent
donc eˆtre re´alise´es sur les expressions symboliques, sur lesquelles n’interviennent
pas les proble`mes d’arrondis. En effet pour cet exemple, l’association des deux
e´quipements donne normalement un 5 + 5 = 10e`me ordre, qui peut ici se simplifier
en un 5e`me ordre : d’ou` les 5 ordres de diffe´rences entre les deux expressions de
Hres (2.44, 2.47).
2.3.3.3 Validation de la me´thode de mode´lisation par sous-syste`mes
Pour nous assurer de l’e´quivalence des deux mode`les obtenus pre´ce´demment,
nous comparons leurs diagrammes de Bode. Nous en profitons pour e´galement va-
lider les me´thodes utilise´es pour mode´liser automatiquement les re´seaux a` l’aide
du package Syrup. Pour ce faire, le diagramme de Bode du mode`le de simulation
repre´sentant le re´seau de la figure (2.27) est ajoute´ aux deux autres. Nous obtenons
les trace´s de la figure (2.30).
Fig. 2.30 – Comparaisons des diagrammes de bodes obtenus apre`s mode´lisation
du re´seau HVDC a` 2 charges
Sur l’ensemble du spectre fre´quentiel conside´re´ (en dessous des fre´quences de
de´coupage des deux onduleurs), les trois trace´s se superposent parfaitement, va-
lidant ainsi les me´thodes de mode´lisations utilise´es. Cette nouvelle me´thode de
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mode´lisation structurelle permet de traiter des re´seaux pre´sentant de tre`s nom-
breux parame`tres. Les expressions fournies peuvent ainsi garder leur formalisme
analytique ; et malgre´ leurs volumes importants, l’automatisation de leurs trans-
formations surMaple, assure un de´veloppement rapide avec un minimum d’erreurs.
2.3.4 Conclusion
En conclusion sur cette seconde partie, nous disposons d’un outil sur Maple
capable de ge´ne´rer automatiquement des mode`les analytiques de re´seau, a` partir
de leurs descriptions sous forme de circuits e´lectriques. Ainsi, par divers jeux de
construction, nous pouvons associer des mode`les de sources et de charges, inter-
connecte´s par des filtres passifs. Une me´thode de mode´lisation par sous-syste`mes a
e´galement e´te´ pre´sente´e. Sa conception permet de contourner les volumes limites de
calcul sur Maple, nous offrant ainsi la possibilite´ de mode´liser des re´seaux compre-
nant un nombre e´leve´ de parame`tres. Nous retenons e´galement que cette me´thode
automatise´e acce´le`re fortement le processus de mode´lisation, nous permettant ainsi
d’e´tudier de nombreuses structures avec un minimum d’erreurs.
2.4 Quelques comple´ments a` l’outil de mode´lisa-
tion
2.4.1 Ajustement automatique du point de fonctionnement
2.4.1.1 Les conse´quences de la line´arisation autour d’un point de fonc-
tionnement
La de´termination de l’admittance e´quivalente, pre´sente´e au de´but de ce cha-
pitre, a ne´cessite´ une line´arisation autour d’un point de fonctionnement et nous
nous sommes de plus, limite´ au comportement moyenne´ de l’onduleur. Les e´tudes de
stabilite´ concernent principalement le domaine des basses et moyennes fre´quences,
ce qui nous permet a priori de ne´gliger les fre´quences supe´rieures au de´coupage
de l’onduleur [Mid76b]. En revanche, le drive e´tant non line´aire, les variations de
son point de fonctionnement peuvent modifier son mode`le si elles deviennent trop
importantes. Pour illustrer ces changements, nous conside´rons diffe´rentes valeurs
d’entre´e du drive, commande´ dans chacun des cas pour fournir une puissance me´-
canique de 30kW (2.31).
Parmi les variables de Ydrive qui caracte´risent son point de fonctionnement,
celles qui sont susceptibles de varier sont les grandeurs d’entre´e de l’onduleur.
En effet, les chutes de tensions lie´es aux effets re´sistifs, apporte´s par des caˆbles
ou des re´sistances mode´lisant le phe´nome`ne d’empie`tement, viennent modifier la
valeur de VDC0 , qui devient diffe´rente de la tension du bus. Comme le drive est
controˆle´ pour fournir une puissance constante, la commande appelle alors plus de
courant, modifiant ainsi la valeur de IDC0 . Lorsque la puissance d’un drive devient
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Fig. 2.31 – Diffe´rents points de fonctionnement d’un drive commande´ a` puissance
constante
importante, la valeur du courant absorbe´ l’est aussi. Dans ces conditions, meˆme si
la re´sistance se´rie place´e entre le bus et le drive est faible, la chute de tension a` ses
bornes peut devenir non ne´gligeable. Les conditions du tableau (2.7) donnent les
courbes de gain pre´sente´es figure (2.32).
N˚ VDC0 (en V) IDC0 (en A)
1 540 55.5
2 500 60.0
3 460 65.2
4 420 71.4
5 380 78.9
Tab. 2.7 – Plusieurs points de fonctionnement donnant tous la meˆme valeur de
puissance
Les diffe´rences observe´es en fonction du point de fonctionnement peuvent don-
ner lieu a` des re´sultats errone´s lorsque nous e´tudions la stabilite´. En effet, celle-ci
est assez sensible aux variations du parame`tre IDC0 . Dans la plupart des cas, la
tension est re´gule´e au niveau du bus, limitant les variations du point de repos des
grandeurs d’entre´e de l’onduleur. A` partir de l’exemple suivant, nous allons voir
comment ajuster les parame`tres de l’admittance e´quivalente, en fonction du re´seau
dans lequel elle est connecte´e.
2.4.1.2 E´valuation automatique du point de fonctionnement en fonc-
tion des parame`tres du re´seau
Nous conside´rons le syste`me repre´sente´ sur la figure (2.33). Nous avons choisi de
nous placer dans un cas ou` seule la sortie du redresseur coˆte´ source est re´gule´e. Les
caˆbles sont mode´lise´s par des circuits RL se´rie. Ainsi, Rsource et Lsource repre´sentent
la connexion de la source au bus, et une partie de Rf1,2 et Lf1,2 , la connexion du
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Fig. 2.32 – Trace´ du gain de l’admittance pour diffe´rents points de fonctionnement
bus aux charges.
La simulation de ce syste`me sur le logiciel Saber donne, pour Rsource=0.3

et Rf1 =Rf2 =1.5
, des tensions aux bornes des drives de VDC1 =VDC2 =352V et
des courants absorbe´s de IDC1 = IDC2 =89A. Dans cet exemple, les valeurs de re´-
sistances ont e´te´ choisies susamment e´leve´es pour bien illustrer les variations du
mode`le.
Notre objectif est de proposer une me´thode automatique, nous permettant de
recalculer le point de fonctionnement d’un drive en fonction de la structure dans
laquelle il est introduit. Pour ce faire, nous utilisons l’analyse \dc" de Syrup, qui
permet de de´terminer les expressions liant les grandeurs e´lectriques en re´gime per-
manent. En combinant les diffe´rentes formes de mode`les comme pre´ce´demment
avec une analyse \ac", nous pouvons e´crire les fonctions de transfert reliant les ten-
sions d’entre´e aux bornes des drives en fonction de la tension re´gule´e, ici Ve. Cette
fonction est donne´e pour le drive 1 en (2.48) ; celle du second drive e´tant obtenue
en permutant les indices \1" et \2".
Hdrive1 =
VDC1
Ve
=
Rdrive1 (Rdrive2 +Rf2)
(Rdrive1 +Rf1) (Rdrive2 +Rf2) +Rsource (Rdrive1 +Rf1 +Rdrive2 +Rf2)
(2.48)
Il existe autant d’e´quations comme celle-ci qu’il y a de drives. Notre proble`me
est qu’il est ne´cessaire de de´terminer deux variables (tension et courant) pour
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Fig. 2.33 – Re´seau HVDC a` mode´liser - les drives sont repre´sente´s au niveau de
Syrup par des re´sistances e´quivalentes (Rdrive1,2)
chaque drive. Il nous manque donc une e´quation caracte´risant chacun des drives,
afin d’eˆtre en mesure de re´soudre ce syste`me d’e´quation.
Nous utilisons la relation (2.33), ou` l’ensemble des autres parame`tres ne de´-
pendent ni du re´seau, ni des grandeurs d’entre´e de l’onduleur. En regroupant ces
deux types d’e´quations, nous pouvons de´terminer le point de fonctionnement de
chacun des drives. Dans les conditions de notre exemple, nous obtenons VDC1 =
VDC2 = 354V et IDC1 = IDC2 =88A, a` comparer aux valeurs du mode`le initial de
540V et 55.5A. Les diagrammes de Bode des trois mode`les - de simulation sous
Saber, sans et avec correction de point de fonctionnement de l’admittance e´quiva-
lente - sont donne´s figure (2.34).
Nous observons de le´ge`res variations lorsque le mode`le n’est pas corrige´.
Des e´tudes ulte´rieures ont montre´ que les diffe´rences constate´es au niveau du
gain statique peuvent perturber les calculs de limites de stabilite´. Ne´anmoins, si
des marges sont conside´re´es lors du dimensionnement de parame`tres, ses variations
peuvent eˆtre ne´glige´es. Toutefois, si les e´tudes requie`rent plus de pre´cision, nous
sommes maintenant en mesure d’ajuster automatiquement le point de fonctionne-
ment des syste`mes que nous e´tudions, en fonction des parame`tres de l’environne-
ment dans lesquels ils sont connecte´s.
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Fig. 2.34 – Mise en e´vidence des variations de mode`les lie´es en fonction du point
de fonctionnement des drives
2.4.2 Vers une mode´lisation automatique des charges
2.4.2.1 Pre´sentation et mode´lisation d’un hacheur de´volteur
La me´thode de mode´lisation que nous avons de´veloppe´e comporte encore une
e´tape qui n’a pas e´te´ automatise´e : la construction du mode`le des charges. Comme
il s’agit d’expressions analytiques, elles peuvent eˆtre ajuste´es en fonction des cas ;
mais l’e´laboration d’une bibliothe`que regroupant l’ensemble des syste`mes que nous
souhaitons e´tudier se pre´sente comme une taˆche ardue. C’est la raison pour la-
quelle, nous envisageons de confier la mode´lisation des charges a` Syrup.
A` noter que ces travaux ont e´te´ mene´s en collaboration avec Madiha Charrada
au cours de son Master recherche [Cha09].
Pour simplifier la de´marche, nous choisissons d’e´tudier un hacheur de´volteur
comme celui qui est pre´sente´ figure (2.35). Nous commencons par pre´senter som-
mairement la mode´lisation \manuelle" de cet e´quipement.
Le hacheur est alimente´ par une source ide´ale de tension. Sa sortie est filtre´e
par une inductance et un condensateur, avant d’alimenter une charge re´sistive. La
commande re´gule le courant qui traverse l’inductance Lfiltre, a` travers un correc-
teur proportionnel inte´gral et une modulation a` largeur d’impulsion qui ge´ne`re le
de´coupage de l’interrupteur T . Nous conside´rons une compensation de la tension
de sortie au niveau de la commande du hacheur. Elle permet de dimensionner le
correcteur par rapport a` la dynamique de l’inductance Lfiltre.
Nous obtenons l’expression (2.49), qui repre´sente la fonction de transfert en
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Fig. 2.35 – Structure du hacheur de´volteur e´tudie´
boucle ferme´e (HBF ) entre α et ILref , a` partir du transfert en boucle ouverte
(HBO). Cette expression est identifie´e a` la forme canonique d’un second ordre.
HBO(p) =
1
Lfiltrep
(
Kp +
Ki
p
)
⇒ HBF =
1 + Kp
Ki
p
1 + Kp
Ki
p+
Lfiltre
Ki
p2
(2.49)
La tension de sortie s’exprime comme e´tant le produit du courant re´gule´ par
l’impe´dance e´quivalente du circuit Cfiltre en paralle`le avec Rch (2.50).
VCfiltre(p) =
Rch
1 +RchCfiltrep
· ILfiltre (2.50)
Enfin, le fonctionnement du hacheur est de´crit par son mode`le moyenne´, line´a-
rise´ autour d’un point de fonctionnement (2.51).
{
VCfiltre = α · VDC ⇒ δvCfiltre = α0δvDC + δαVDC0
IDC = α · ILfiltre ⇒ δiDC = α0δiLfiltre + δαILfiltre0
(2.51)
En regroupant les expressions (2.49), (2.50) et (2.51), nous obtenons l’admit-
tance e´quivalente (2.52) du hacheur de´volteur que nous e´tudions.
Ybuck(p) =
δiDC(p)
δvDC(p)
=
ε0 + ε1p+ ε2p
2
δ0 + δ1p+ δ2p2 + δ3p3
(2.52)
Avec :
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ε0 =−α0KiILfiltre
ε1 = α
2
0VDC0 + α0ILfiltre0 (Rch −Kp −KiRchCfiltre)
ε2 = α0RchCfiltre
(
α0VDC0 −KpILfiltre0
)
δ0 = KiVDC0
δ1 = VDC0 (Kp +KiRchCfiltre)
δ2 = VDC0 (Lfiltre +KpRchCfiltre)
δ3 = VDC0RchLfiltreCfiltre
Les expressions des coecients de Ybuck seront valide´es par la suite, lors de la
comparaison de ce mode`le avec celui de´termine´ automatiquement avec le package
Syrup.
2.4.2.2 De´termination de l’admittance e´quivalente d’un hacheur de´vol-
teur avec Syrup
Nous souhaitons maintenant construire le mode`le du hacheur de la figure (2.35)
sous l’environnementMaple. Les diculte´s sont les suivantes : premie`rement, parmi
les composants propose´s avec Syrup, il n’y a pas d’interrupteur ide´al ; et deuxie`-
mement, il n’est pas si simple de diffe´rencier une expression analytique au premier
ordre sous Maple. Toutefois, nous avons la possibilite´ de fournir a` Syrup, le mode`le
moyenne´ d’une cellule de commutation donne´ figure (2.36).
Fig. 2.36 – Mode`le moyen d’une cellule de commutation entre´ sous Syrup
L’utilisation de ce mode`le permet d’inte´grer les cellules de commutation aux cir-
cuits e´lectriques traite´s par Syrup, puisque les sources ide´ales commande´es existent
dans la liste des composants de bases. Concernant la line´arisation, nous simplifions
\manuellement" les expressions en supprimant, pour le produit de deux variables X
et Y , les termes constants (X0·Y0) et les termes d’ordre 2 (δx·δy). Pour la suite, une
perspective inte´ressante serait d’e´tudier une solution base´es sur un de´veloppement
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de Taylor a` l’ordre 1.
Pour ge´ne´rer les expressions analytiques des potentiels e´lectriques de notre ha-
cheur, nous fournissons la description circuit donne´e en (2.53).
Circuit buck := \
Vdc 1 0 Vdc
FIdc 1 2 Lfiltre α0
EVcf 2 0 1 0 α0
Lfiltre 2 3
Cfiltre 3 0
Rch 3 0
.end";
(2.53)
Le point de fonctionnement est calcule´ en utilisant l’analyse\dc"et les e´quations
sont obtenues avec des analyses \ac". Apre`s traitement, nous obtenons l’expression
de Ybuckauto qui est rigoureusement e´gale a` Ybuck donne´e en (2.52). Pour valider ces
deux admittances e´quivalentes, nous comparons leur diagramme de Bode avec celui
issu d’un mode`le de simulation imple´mente´ sous Saber. Nous obtenons les trace´s
de la figure (5.8).
Fig. 2.37 – Validation de l’expression de l’admittance e´quivalente d’un hacheur de
type de´volteur
Les deux trace´s se superposent, validant ainsi notre expression de l’admittance
e´quivalente du hacheur de´volteur. Cette technique de mode´lisation applique´e aux
circuits comprenant des cellules de commutation a e´te´ essaye´e sur d’autres conver-
tisseurs statiques : le hacheur survolteur, le hacheur re´versible et l’onduleur de
tension triphase´. Pour chacun de ces convertisseurs, posse´dant de un a` trois bras,
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les diagrammes de Bode des admittances obtenues surMaple se superposent a` ceux
issus de simulation sous Saber.
2.4.3 Conclusion
En conclusion sur cette dernie`re partie, nous avons mis en e´vidence la possibi-
lite´ d’ajuster automatiquement le point de fonctionnement des charges, en fonction
des environnements dans lesquels elles sont inte´gre´es. De cette e´tude, nous avons
conclu que meˆme fortement e´loigne´es du point de repos initialement conside´re´, les
diffe´rences observe´es sur le mode`le restent faibles. Puis, nous avons pre´sente´ les pre-
miers re´sultats de mode´lisation automatique des charges a` base de convertisseurs
statiques sous Maple. Ce dernier point a montre´ des re´sultats tre`s encourageants
pour la suite de ces travaux.
2.5 Re´sume´
En reprenant les objectifs e´nonce´s dans l’introduction de ce chapitre, nous ob-
servons que la majeure partie d’entres eux a e´te´ concre´tise´e au cours de ces travaux.
En effet, a` l’issue de cette pre´sentation, nous retenons la mise en place d’un outil
permettant de mode´liser des re´seaux HVDC. Les mode`les ainsi obtenus sont base´s
sur des expressions analytiques, en parfaite ade´quation avec les crite`res de stabi-
lite´ que nous avons conside´re´s. L’automatisation du traitement sur Maple facilite
l’e´tude de nombreuses architectures, pouvant repre´senter un nombre e´leve´ de pa-
rame`tres, avec un minimum d’erreurs.
Les e´tudes mene´es pour compenser les simplifications re´alise´es lors de la construc-
tion du mode`le de drive, nous ont permis de relativiser leurs impacts sur sa repre´-
sentativite´.
Nous montrons qu’il est possible de corriger automatiquement le point de fonction-
nement d’une charge en fonction de son environnement. Par ailleurs, nous consta-
tons que meˆme des variations non ne´gligeables de ce dernier, ne se traduisent pas
ne´cessairement par des erreurs qui seraient pe´nalisantes pour les e´tudes de stabilite´,
tant que des marges sont conside´re´es lors du dimensionnement des parame`tres.
Enfin, les premiers essais de mode´lisation automatique des charges comprenant des
convertisseurs statiques donnent des re´sultats tre`s encourageants pour la suite de
ces travaux.
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3.1 Introduction
Selon Lyapunov, la stabilite´ d’un syste`me dynamique positionne´ autour d’un
point d’e´quilibre se de´finit par l’aptitude de toutes ses grandeurs a` rester autour
de ce point au cours du temps [Kun94]. Nous nous inte´resserons dans nos e´tudes a`
la stabilite´ asymptotique, qui consiste a` s’assurer qu’apre`s l’application d’une per-
turbation sur le syste`me, celui-ci retrouve une position stable. Nous conside´rons
par conse´quent que le syste`me sera instable si une de ses grandeurs diverge.
Notre objectif est d’e´tudier la stabilite´ de re´seaux distribue´s de puissance a` plu-
sieurs niveaux de leur conception.
En effet, a` partir d’un syste`me ou` l’ensemble des parame`tres ont de´ja` e´te´ choisis,
nous souhaitons pouvoir conclure quant a` son e´tat : stable ou instable. D’autre
part, nous cherchons e´galement a` proposer des supports permettant de dimension-
ner les parame`tres inde´termine´s du syste`me qui assurent sa stabilite´. Enfin, nous
espe´rons fournir des conditions sur ces parame`tres garantissant la stabilite´. Une
fois traduites en spe´cifications pour un cahier des charges a` partir de lois de di-
mensionnement, ces dernie`res pourraient servir de base a` un assembleur afin que
les e´quipements qu’il spe´cifie et recoit aboutissent a` un ensemble stable.
Compte tenu de la nature des mode`les construits dans le chapitre pre´ce´dent, le cri-
te`re de Routh-Hurwitz apparaˆt comme e´tant l’outil le plus approprie´ pour e´tudier
la stabilite´. En effet, il permet de conserver le formalisme analytique meˆme pour
des syste`mes d’ordres e´leve´s. De plus, contrairement aux crite`res de Middlebrook
et de Lyapunov, il s’agit d’un crite`re ne´cessaire et susant de stabilite´ donc moins
restrictif vis-a`-vis des solutions qu’il propose.
La premie`re partie de ce chapitre s’attache a` pre´senter ce crite`re ainsi que son
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application dans le cadre de nos e´tudes. Nous pre´senterons ensuite la possibilite´
d’e´tudier et de concevoir diffe´rentes solutions stabilisatrices avec les outils de´ve-
loppe´s. Dans la troisie`me partie, nous verrons que l’utilisation de nos mode`les qui
peuvent repre´senter plusieurs e´quipements permet d’observer les interactions au
sein d’un re´seau. La dernie`re partie s’oriente quant a` elle, sur l’e´tude des architec-
tures de syste`mes par rapport a` la stabilite´. Nous cherchons quels sont les choix
les plus judicieux, tout en quantifiant leurs limites.
3.2 E´tude de la stabilite´ a` partir du crite`re de
Routh-Hurwitz
3.2.1 Pre´sentation du crite`re et de son principe de fonc-
tionnement
Dans le chapitre pre´ce´dent, nous avons pre´sente´ la me´thode de´veloppe´e sous
Maple pour construire automatiquement des mode`les de re´seaux distribue´s de
puissance. Ces mode`les, compose´s d’expressions analytiques, nous servent main-
tenant de support pour e´tudier la stabilite´ des syste`mes qu’ils repre´sentent. Afin
de conserver la possibilite´ d’associer les conditions de stabilite´ avec leurs para-
me`tres, nous devons choisir un crite`re qui puisse s’appliquer directement sur des
formes analytiques, quelque soit l’ordre des mode`les. C’est cette contrainte qui nous
a oriente´s vers le crite`re de Routh-Hurwitz, un crite`re absolu de stabilite´ qui associe
les travaux des mathe´maticiens Adolf Hurwitz et Edward John Routh, autour de
1877 [Par62]. Il utilise l’e´quation caracte´ristique du mode`le, qui correspond dans
notre cas au de´nominateur de la fonction de transfert, pour spe´cifier des condi-
tions sur ses coecients garantissant la stabilite´ du syste`me. Nous l’imple´mentons
sous l’environnement Maple a` partir de sa de´finition que nous allons maintenant
de´tailler.
Lorsqu’il est excite´, un syste`me line´aire et invariant dans le temps re´pond a`
cette sollicitation par une combinaison de l’ensemble de ses dynamiques, qui oscil-
lent sous forme d’exponentielles ponde´re´es par ses poˆles. Si l’un de ces poˆles a une
partie re´elle positive, le syste`mes posse`de alors une dynamique de forme exponen-
tielle croissante, qui se traduit par son instabilite´. L’un des principaux avantages du
crite`re de Routh-Hurwitz est qu’il ne ne´cessite pas de calculer les poˆles du mode`le,
afin d’e´tudier les signes de leurs parties re´elles. Cela nous permet donc de traiter les
expressions sans avoir a` re´aliser d’applications nume´riques, qui sont ge´ne´ralement
ne´cessaires lorsque les mode`les sont d’ordres e´leve´s (e´tude des parties re´elles des
poˆles du syste`me).
Un polynoˆme a` coecients re´els est dit de Hurwitz, si ses racines complexes
sont toutes a` partie re´elle ne´gative. Cette proprie´te´ est ve´rifie´e si l’ensemble des
coecients du polynoˆme, qui correspond dans notre cas a` l’e´quation caracte´ris-
tique, sont non nuls et de meˆmes signes. Cette condition est ne´cessaire, et elle nous
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permet d’e´tudier aise´ment la stabilite´ a` partir des mode`les de´termine´s pre´ce´dem-
ment.
Ne´anmoins, elle devient rapidement trop restrictive pour nos e´tudes, puisque
les admittances e´quivalentes pre´sentent tre`s souvent des coecients ne´gatifs. De
plus, comme nous cherchons l’ensemble des solutions conduisant a` des syste`mes
stables, nous utilisons la condition ne´cessaire et susante de stabilite´. Elle impose
que les coecients du polynoˆme dont les racines sont les sommes deux a` deux
des racines de l’e´quation caracte´ristique soient tous positifs. Lorsque l’ordre des
expressions traite´es devient important, il devient alors plus aise´ de construire la
table de Routh, dont le principe est donne´ figure (3.1).
Fig. 3.1 – Construction de la table de Routh a` partir de l’e´quation caracte´ristique
du mode`le
Les deux premie`res lignes reprennent les coecients de l’e´quation caracte´ris-
tique. Le terme d’ordre le plus e´leve´ est e´crit en premier, le suivant se place dessous
et ainsi de suite. Au final pour un de´nominateur D(p) (3.1) d’ordre `n’, la premie`re
ligne contient les termes du polynoˆme P (p) (3.2), et la seconde, les termes du po-
lynoˆme Q(p) (3.3). A` noter qu’en l’absence du terme correspondant a` un ordre
interme´diaire, il convient d’e´crire un ze´ro afin d’e´viter que les coecients ne soient
de´cale´s.
D(p) = anp
n + an−1pn−1 + an−2pn−2 + an−3pn−3 + · · ·+ a1p1 + a0 (3.1)
P (p) = anp
n + an−2pn−2 + an−4pn−4 + an−6pn−6 + . . . (3.2)
Q(p) = an−1pn−1 + an−3pn−3 + an−5pn−5 + an−7pn−7 + . . . (3.3)
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Pour les `n−1’ lignes restantes, chaque coecient d’ordre `i’ est de´termine´ a`
partir des coecients d’ordre `i+1’ et `i+2’ de la premie`re et de la colonne suivante,
selon les e´quations donne´es figure (3.1) pour les coecients βn−2, βn−4 et γn−3. Au
final, la table de Routh comprend `n+1’ lignes et le nombre entier supe´rieur ou
e´gal a` `n+1
2
’ colonnes.
Pour construire la table de Routh sous Maple, nous utilisons une matrice com-
prenant le meˆme nombre de lignes et une colonne supple´mentaire pour les calculs
interme´diaires. Nous commencons par extraire le de´nominateur de la fonction de
transfert, puis nous calculons son ordre. Ses coecients sont ensuite stocke´s dans
un vecteur, puis dispose´s sur les deux premie`res lignes de la matrice. Nous rem-
plissons ensuite la table avant de supprimer la dernie`re colonne.
Nous pre´sentons la construction de la table de Routh donne´e en (3.5), pour
un de´nominateur d’ordre 4 (3.4). Nous utilisons volontairement des coecients
formels pour cet exemple, afin d’illustrer la possibilite´ de construire cette table a`
partir d’une expression analytique.
D4(p) = a4p
4 + a3p
3 + a2p
2 + a1p+ a0 (3.4)
p4 a4 a2 a0
p3 a3 a1 0
p2 b2 b1 b0
p1 c1 c0 0
p0 d0 0 0
(3.5)
Avec :
b2 =
a2a3 − a1a4
a3
b1 =
a0a3 − 0a4
a3
= a0
b0 =
0a3 − 0a4
a3
= 0
c1 =
a1b2 − a3b1
b2
=
a1
a2a3−a1a4
a3
− a3a0
a2a3−a1a4
a3
=
a1a2a3 − a21a4 − a23a0
a2a3 − a1a4
c0 =
0b2 − a3b0
b2
= 0
d0 =
b1c1 − b2c0
c1
=
a0
a1a2a3−a21a4−a23a0
a2a3−a1a4 − a2a3−a1a4a3 0
a1a2a3−a21a4−a23a0
a2a3−a1a4
= a0
La condition ne´cessaire et susante de stabilite´ impose´e par le crite`re de Routh-
Hurwitz est que l’ensemble des coecients de la colonne du pivot (3.1) soient non
nuls et de meˆmes signes. Lorsque cette condition n’est pas ve´rifie´e, le nombre de
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changement de signes correspond aux nombres de poˆles a` partie re´elle positive.
Dans notre exemple, la condition revient a` s’assurer que les coecients a4, a3, b2,
c1 et d0 sont tous strictement positifs, soit (3.6).
a4 > 0
a3 > 0
b2 =
a2a3 − a1a4
a3
> 0
c1 =
a1a2a3 − a21a4 − a23a0
a2a3 − a1a4 > 0
d0 = a0 > 0
(3.6)
Nous proposons d’observer les re´sultats obtenus pour les deux applications nu-
me´riques suivantes. Ces exemples ve´rifient les conditions e´nonce´es pre´ce´demment.
En effet dans le deuxie`me cas, la colonne du pivot pre´sente deux changements de
signes qui repre´sentent les deux poˆles complexes conjugue´s a` partie re´elle positive,
source d’instabilite´ [Mor05].
Dnum1(p) = p
4 + 4p3 + 4p2 + 2p+ 1
p4 1
p3 4 p1,2 = −0, 11± 0, 59j
p2 7
2
p3 = −1
p1 6
7
p4 = −2, 77
p0 1
Dnum2(p) = p
4 + 5p3 + 3p2 − 2p+ 1
p4 1
p3 5 p1,2 = +0, 26± 0, 33j
p2 17
5
p3 = −1, 37
p1 −59
17
p4 = −4, 15
p0 1
L’apparition d’un ze´ro dans la colonne du pivot peut ne´cessiter un calcul sup-
ple´mentaire avant de conclure que le syste`me est instable. S’il provient de l’e´qua-
tion caracte´ristique, et donc qu’il apparaˆt au niveau des deux premie`res lignes,
alors le syste`me est instable selon la condition ne´cessaire de stabilite´. Mais un ze´ro
peut aussi repre´senter deux poˆles complexes conjugue´s imaginaires purs, qui cor-
respondent a` une dynamique oscillante entretenue. Dans ce cas le syste`me n’est
pas instable, ce qui peut eˆtre mis en e´vidence avec le crite`re de Routh-Hurwitz.
Nous pre´sentons le calcul qu’il est ne´cessaire de faire dans cette situation sur un
exemple. Soit le de´nominateur donne´ en (3.7).
D(p) = p4 + p3 + 5p2 + 4p+ 4 (3.7)
Telle qu’elle a e´te´ de´finie pre´ce´demment, la table de Routh pour ce de´nominateur
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est donne´e en (3.8).
p4 1 5 4
p3 1 4 0
p2 1 4 0
p1 0 0 0
p0 ? ? ?
(3.8)
Un ze´ro est apparut sur la 4e`me ligne, ce qui se traduirait a priori par une insta-
bilite´ du syste`me. Si comme dans cet exemple, la somme des termes appartenant
a` la ligne d’ordre `i’ - ou` se situe ce ze´ro - est nulle, il est ne´cessaire de recalculer
le premier coecient a` partir de la de´rive´e du polynoˆme reconstitue´ avec la ligne
pre´ce´dente (`i−1’). Ici, le ze´ro est sur la ligne d’ordre 1 (p1), donc le polynoˆme
reconstitue´ pour ce ze´ro est d’ordre 2. Il est donne´ en (3.9) et sa de´rive´e par rapport
a` p est quant a` elle donne´e en (3.10). Au final, ce ze´ro apparut dans la colonne du
pivot est remplace´ par le coecient d’ordre 1 de cette de´rive´e, soit `2’.
P3e`me ligne(p) = 1 · p2 + 4 · p+ 0 (3.9)
∂P3e`me ligne
∂p
= 2 · p+ 4 →
ordre p1
2 (3.10)
La table ainsi corrige´e est donne´e en (3.11), et le calcul des poˆles du mode`le
corrobore avec l’hypothe`se de la pre´sence d’imaginaires purs. Dans cet exemple, le
syste`me n’est donc pas instable, ce qui se ve´rifie au niveau des signes de la colonne
du pivot.
p4 1 5 4
p3 1 4 0 p1,2 = ±2j
p2 1 4 0 p3,4 = −12 ±
√
3
2
j
p1 2 0 0
p0 4 0 0
(3.11)
La gestion des ze´ros qui apparaissent dans la colonne du pivot a e´te´ imple´-
mente´e sur Maple a` l’aide d’une proce´dure. Le programme complet qui permet de
construire la table de Routh et de ve´rifier si l’e´quation caracte´ristique du mode`le
est bien un polynoˆme de Hurwitz est donne´ en annexe [C]. A` noter qu’il existait
de´ja` sous Maple une fonction appele´e \Hurwitz" dans la librairie \PolynomialTools".
Elle retourne comme re´sultat un boole´en, qui permet de savoir si l’expression don-
ne´e en argument est bien un polynoˆme de Hurwitz. Nous ne l’avons cependant
pas utilise´e au niveau de nos programmes pour deux raisons. La premie`re, moins
importante, est qu’elle ne permet pas de ge´rer les ze´ros qui apparaissent dans la
colonne du pivot. Mais la raison principale concerne le temps de calcul ne´cessaire a`
l’exe´cution de cette fonction. Sur un nombre re´pe´te´ d’appels, la fonction que nous
avons programme´ requiert en moyenne 14 fois moins de temps. Meˆme si elle est
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plus sensible a` l’augmentation de l’ordre du polynoˆme traite´, elle reste plus inte´-
ressante en terme de temps de calcul tant que l’ordre n’est pas supe´rieur a` 30.
L’application du crite`re de Routh-Hurwitz permet donc de spe´cifier des condi-
tions analytiques qui de´finissent l’ensemble des solutions ou` le syste`me est stable.
Ces conditions peuvent eˆtre donne´es sur les parame`tres du mode`le, voire meˆme sur
les parame`tres de spe´cifications du cahier des charges, du moment que les relations
de dimensionnement qui relient ces deux ensembles sont connues. Ainsi, nous re-
tiendrons trois possibilite´s de re´sultats pour nos e´tudes :
– Nous indiquer si un e´quipement ou un re´seau donne´ a` un comportement
stable ou instable.
– A` l’inverse, nous permettre de de´finir les diffe´rents dimensionnements de pa-
rame`tres qui conduisent a` un syste`me stable.
– D’expliciter, dans la limite du cahier des charges, quels parame`tres sont in-
te´ressants pour assurer la stabilite´.
Dans la partie suivante, nous illustrons ces diffe´rentes formes de re´sultats.
3.2.2 Re´sultats obtenus en appliquant le crite`re de Routh-
Hurwitz sur nos mode`les
3.2.2.1 De´terminer l’e´tat d’un syste`me entie`rement de´fini
Dans un premier temps, le crite`re de Routh-Hurwitz nous permet de connaˆtre
l’e´tat d’un syste`me entie`rement de´fini, comme celui de la figure (3.2).
Fig. 3.2 – Syste`me e´tudie´ pour illustrer les diffe´rents re´sultats propose´s par le
crite`re de Routh-Hurwitz
Le concepteur de ce re´seau nous propose d’e´tudier le dimensionnement (3.12),
de´fini pour le drive repre´sente´ par l’admittance e´quivalente donne´e en (3.13).
Ve = 540V
Lfiltre = 1mH
Cfiltre = 600µF
(3.12)
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Ydrive(p) =
−6.15e15 + 3.24e12s · p+ 6.94e−3s2 · p2
5.73e16 + 6.38e12s · p+ 3.63e8s2 · p2 (3.13)
L’application du crite`re de Routh-Hurwitz sur le mode`le de ce re´seau donne le
re´sultat (3.14).
p4 2, 176e16
p3 3, 828e20 p1,2 = +72, 76± 1222j
p2 3, 795e24
p1 −5, 550e26 p3,4 = −8869± 9844j
p0 5, 727e30
(3.14)
Nous observons deux changements de signes, soit deux poˆles a` partie re´elle po-
sitive, qui nous permettent de conclure que le syste`me est instable. Il s’agit d’une
instabilite´ que l’on peut qualifie´e de \structurelle", puisqu’elle est lie´e aux valeurs
des parame`tres du mode`le (voir les courbes pre´sente´es figure 3.4).
Dans nos travaux, nous ne cherchons pas a` ve´rifier si un transitoire peut de´-
stabiliser le syste`me. Nous e´tudions son aptitude a` retrouver un point d’e´quilibre
quelle que soit la perturbation applique´e sur son entre´e. Le de´nominateur de la
fonction de transfert regroupe l’ensemble des e´le´ments qui composent le syste`me.
Il reste le meˆme quelque soit l’entre´e et la sortie conside´re´es. Les re´sultats propo-
se´s par le crite`re de Routh-Hurwitz, qui s’appuient sur ce polynoˆme, portent par
conse´quent sur l’ensemble du re´seau. Cette vision globale ne se retrouve pas avec
l’ensemble des the´ore`mes. En effet, l’utilisation du crite`re de Middlebrook impose
elle, de choisir un nud autour duquel seront discute´ les valeurs des impe´dances
e´quivalentes.
3.2.2.2 Donner les dimensionnements de parame`tres qui conduisent a`
un syste`me stable
Nous prenons maintenant le roˆle du concepteur de ce re´seau, notre objectif
e´tant de de´terminer les valeurs des e´le´ments constitutifs du filtre d’entre´e Lfiltre
et Cfiltre qui conduisent a` un syste`me stable. Pour repre´senter l’ensemble de ces
solutions, nous choisissons de construire l’abaque pre´sente´ figure (3.3).
Cet abaque repre´sente les domaines stable et instable sur les plages de variation
choisies pour chaque parame`tre. Il est dessine´ automatiquement sous Maple selon
une grille qui, sur cet exemple, suit des e´chelles logarithmiques afin d’e´tendre le
domaine d’excursion. Pour chaque point, le crite`re de Routh-Hurwitz est applique´
et en fonction du re´sultat, un `0’ (pour stable) ou un `1’ (pour instable) est e´crit
dans une matrice. Pour obtenir l’abaque, nous repre´sentons cette matrice en vue
de dessus, une fois tous les calculs termine´s.
90 3. E´tude de la stabilite´
Fig. 3.3 – Abaque de stabilite´ du syste`me e´tudie´ en fonction des parame`tres Lfiltre
et Cfiltre
Il constitue un support visuel tre`s pratique pour le concepteur, qui peut gra-
phiquement fixer les valeurs des parame`tres inde´termine´s. Le dimensionnement
(Lfiltre=1mH, Cfiltre=600µF) appartient bien au domaine instable, en accord avec
le re´sultat obtenu pre´ce´demment. Nous choisissons d’e´tudier plus particulie`rement
le point (Lfiltre=10µH, Cfiltre=10µF) qui appartient a` la zone \stable". La table
de Routh associe´e a` ce dimensionnement est donne´e en (3.15).
p4 3, 627e14
p3 6, 380e18 p1,2 = −801, 2± 1, 043j
p2 4, 166e23
p1 5, 442e28 p3,4 = −7995± 9011j
p0 5, 727e32
(3.15)
Nous n’obtenons aucun changement de signe pour ce point appartenant au do-
maine stable, ce qui nous permet de ve´rifier localement la validite´ de l’abaque.
L’e´quation caracte´ristique ainsi de´finie est bien un polynoˆme de Hurwitz comme
le montre les poˆles calcule´s : le syste`me est stable. Ce re´sultat est ve´rifie´ en uti-
lisant le mode`le de simulation propose´ dans le chapitre pre´ce´dent. Le syste`me de
la figure (3.2) est ainsi entie`rement reproduit sur le logiciel Saber. Pour e´tudier
le comportement du syste`me, nous commencons par le placer autour de son point
de fonctionnement en se´lectionnant une solution appartenant au domaine stable.
Comme nous utilisons la fonction de transfert entre la tension aux bornes de la
charge et la tension de la source pour repre´senter le syste`me, nous visualisons
l’e´volution de la tension (VDC) apre`s avoir applique´ un e´chelon sur (Ve). Nous ob-
tenons les courbes trace´es figure (3.4).
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(a.) Dimensionnement du concepteur
(Lfiltre = 1mH,Cfiltre = 600µF )
(b.) Notre dimensionnement
(Lfiltre = 10µH,Cfiltre = 10µF )
Fig. 3.4 – E´volution de la tension aux bornes du drive pour les dimensionnements
propose´s
Les e´volutions des tensions pour les deux dimensionnements e´tudie´s corroborent
les re´sultats obtenus en appliquant le crite`re de Routh-Hurwitz. En re´alisant plu-
sieurs simulations suivant l’ensemble des valeurs repre´sente´es sur l’abaque, nous
avons ainsi pu valider le trace´ des domaines stable et instable.
3.2.2.3 Mise en e´vidence des degre´s de liberte´ sur les parame`tres de
spe´cification du cahier des charges
L’abaque trace´ pre´ce´demment repose sur l’e´tude de la stabilite´ en fonction des
composants du filtre, qui repre´sentent des parame`tres physiques du mode`le. Afin
de pouvoir prendre en compte des crite`res de dimensionnement de´finis dans un
cahier des charges, nous introduisons la re´sistance (Rcables), qui mode´lise les caˆbles
et la re´sistance se´rie du bobinage de Lfiltre. Cette dernie`re nous permet d’e´crire les
relations (3.16). 
ω0 =
1√
LfiltreCfiltre
m =
Rcables
2
√
Lfiltre
Cfiltre
(3.16)
Dans ce cas, les spe´cifications que le filtre doit assurer sont, d’une part, son
gabarit fre´quentiel repre´sente´ a` travers sa bande passante (ω0), et d’autre part,
son coecient d’amortissement (m). La re´sistance Rcables e´tant impose´e, les rela-
tions (3.16) correspondent aux lois de dimensionnement de Lfiltre et Cfiltre. Elles
nous permettent de tracer l’abaque (3.5).
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Fig. 3.5 – Abaque de stabilite´ du syste`me e´tudie´ en fonction des parame`tres m et
ω0
Cet abaque propose un autre regard au concepteur pour re´aliser le dimensionne-
ment du filtre d’entre´e. Il nous permet e´galement d’illustrer la possibilite´ d’utiliser
des e´chelles line´aires.
3.2.3 Conclusion
Nous avons re´alise´ un programme sur Maple qui permet d’e´tudier la stabilite´
des re´seaux distribue´s de puissance a` partir des mode`les e´tablis pre´ce´demment. La
fonction que nous avons imple´mente´e est base´e sur le crite`re de Routh-Hurwitz. Il
pre´sente de nombreux avantages pour nos travaux, comme la possibilite´ de fournir
des conditions ne´cessaires et susantes de stabilite´, tout en conservant le forma-
lisme analytique. Il devient alors possible de re´aliser diffe´rentes e´tudes, que nous
allons maintenant de´velopper dans la suite de ce chapitre.
3.3 E´tude de solutions stabilisatrices avec le cri-
te`re de Routh-Hurwitz
3.3.1 Pre´sentation du syste`me que nous souhaitons stabi-
liser
Le syste`me utilise´ pour mettre en e´vidence la possibilite´ d’e´tudier des solutions
stabilisatrices avec le crite`re de Routh-Hurwitz est pre´sente´ figure (3.6). Il s’agit
d’un hacheur de´volteur qui alimente une charge re´sistive (Rch). Le courant de sortie
(Ich), filtre´ a` travers l’inductance Lf , est re´gule´ par un correcteur proportionnel
inte´gral qui ge´ne`re le signal de commande (MLI). Un filtre est place´ en entre´e
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du hacheur de´volteur pour assurer des spe´cifications du cahier des charges : une
ondulation maximale de la tension VDC de 4% et une fre´quence de coupure du filtre
place´e une de´cade en dessous le de´coupage du hacheur.
Fig. 3.6 – Syste`me utilise´ pour e´tudier les solutions stabilisatrices
Les relations de dimensionnement qui permettent de de´finir les valeurs des
parame`tres du filtre en fonction des spe´cifications sont donne´es en (3.17). Nous
prenons la valeur du rapport cyclique qui correspond a` la valeur maximale de la
composante alternative de la tension d’entre´e, soit α=0.5. La tension de´livre´e par
la source est de 540V, la consigne de courant est impose´e de sorte que Ich=10A et
la porteuse de la MLI est re´gle´e a` fdec=10kHz.
Cfiltre =
αIch
vDCfdec
⇒ Cfiltre = 11, 6µF
fcoupure =
1
2pi
√
LfiltreCfiltre
=
fdec
10
⇒ Lfiltre = 2, 19mH
(3.17)
Le correcteur est re´gle´ a` partir de la dynamique du syste`me en boucle ou-
verte place´ autour de son point de fonctionnement nominal. Il se comporte comme
un circuit du premier ordre qui, associe´ a` l’expression du correcteur donne (3.18)
en boucle ferme´e. En identifiant ces parame`tres avec la forme canonique d’un se-
cond ordre, il vient les relations (3.19), qui donnent les valeurs de Kp et τi pour
Rch=27
, Lf =6mH, ξ=0.7 et ω0=2pi · 1000rad·s−1.
HBF (p) =
Ich
Ichref
=
1 + τip
1 + τi
(
Kp +Rch
Kp
)
p+
τiLf
Kp
p2
(3.18)

Kp = 2mLfω0 −Rch = 25, 8878

τi =
2m
ω0
− Rch
Lfω20
= 108, 83µs
(3.19)
Le syste`me est donc entie`rement de´fini et nous pouvons e´tudier sa stabilite´ a`
partir de son mode`le obtenu avec le package Syrup de Maple. L’application du
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crite`re de Routh-Hurwitz nous donne les re´sultats de la figure (3.20).
p4 7, 62e5
p3 1, 77e12
p2 1, 48e16
p1 −1, 96e19
p0 6, 39e23
(3.20)
Fig. 3.7 – Re´sultats de simulation pour
l’ensemble {Filtre+Buck}
La colonne du pivot pre´sente deux changements de signe qui permettent de
conclure que le syste`me est instable. Ce re´sultat se ve´rifie en simulation avec les
courbes propose´es figure (3.7), qui repre´sentent la tension aux bornes du hacheur
et le courant dans la charge. Les grandeurs visualise´es divergent avec le jeu de
parame`tres que nous venons de de´terminer. Nous proposons d’utiliser les deux
solutions stabilisatrices suivantes, que nous allons dimensionner a` partir du crite`re
de Routh-Hurwitz.
3.3.2 Recherche d’une solution stabilisatrice a` base d’e´le´-
ments passifs
La premie`re solution consiste a` ajouter une cellule de stabilisation passive entre
le filtre et le hacheur. Compose´e d’une re´sistance (Rstab) place´e en se´rie avec un
condensateur (Cstab), elle intervient comme un \tampon" entre l’inductance et le
hacheur de´volteur qui fonctionne comme une source de courant. Pour e´viter d’am-
plifier la re´sonance, sa dynamique sera place´e avant celle du filtre. Le sche´ma ainsi
comple´te´ est pre´sente´ figure (3.8).
Pour dimensionner les parame`tres de cette cellule de stabilisation, nous construi-
sons l’abaque de stabilite´ de la figure (3.9). Nous constatons que le syste`me pre´sente
un comportement instable lorsque la valeur de Rstab est supe´rieure a` 100
. Pour
des valeurs plus faibles de re´sistance, la limite de stabilite´ suit asymptotiquement
une droite correspondant a` une fre´quence de coupure proche de fdec (8kHz).
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Fig. 3.8 – Solution a` base de stabilisation passive avec l’ajout de la cellule Rstab
et Cstab
Afin de ve´rifier cet abaque, nous choisissons arbitrairement une valeur 10
 pour
Rstab. La valeur de Cstab est alors calcule´e de sorte que la fre´quence de coupure de
la cellule (RstabCstab) soit e´gale a` la moitie´ de la fre´quence de coupure de la cel-
lule (LfiltreCfiltre), soit 32µF. Les re´sultats de simulation obtenus sont pre´sente´s
figure (3.10).
Fig. 3.9 – Abaque de stabilite´ du sys-
te`me e´tudie´ en fonction des parame`tres
Rstab et Cstab
Fig. 3.10 – Re´sultats de simulation pour
l’ensemble {Filtre+Buck} avec la cellule
de stabilisation passive
Cet exemple illustre bien la stabilisation passive. La cellule RstabCstab nous a
permis d’assurer la convergence des grandeurs internes du syste`me, comme nous
pouvons le voir avec l’e´volution de VDC et Ich. Son dimensionnement a e´te´ re´alise´
tre`s facilement a` partir de l’abaque de stabilite´ trace´ sous Maple.
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L’avantage de cette solution est qu’elle est tre`s robuste. Ne´anmoins, l’ajout
d’e´le´ments passifs au niveau du syste`me vient accroˆtre le poids de l’ensemble,
ainsi que les pertes ; ce qui constitue son principal de´faut, surtout dans le cadre
d’applications embarque´es.
3.3.3 E´tude d’une stabilisation active du syste`me par sa
commande
Nous envisageons une autre solution stabilisatrice qui agit directement sur la
commande, et plus particulie`rement au niveau de la consigne [Liu08]. La tension
aux bornes du hacheur est d’abord filtre´e, puis additionne´e a` la consigne ILref .
Parmi les diffe´rentes fonctions qui peuvent eˆtre utilise´es pour filtrer cette mesure,
nous retenons l’expression donne´e figure (3.11). Elle permet d’e´liminer la partie
basses fre´quences de la tension VDC , afin de ne conserver que le spectre ou` les in-
stabilite´s se manifestent. Notre objectif est donc de dimensionner les parame`tres
Ka et ωa de sorte que le syste`me global soit stable.
Fig. 3.11 – Solution a` base de stabilisation active avec compensation de l’entre´e
sur la consigne
E´tant donne´ que la cellule de stabilisation est re´alise´e a` partir d’une expression
line´aire, nous pouvons facilement l’inte´grer dans le mode`le de l’ensemble. Il nous
est alors possible de construire l’abaque de stabilite´ de ce syste`me en fonction des
deux parame`tres a` dimensionner. Cet abaque est trace´ figure (3.12).
Pour stabiliser le syste`me, le gain Ka doit eˆtre au moins supe´rieur a` 0.01 ; sinon
la dynamique de VDC est comple`tement filtre´e et la commande ne pre´sente plus
aucune compensation. De plus, en fonction de la coupure positionne´e selon la va-
leur de ωa, un gain trop important rendrait ne´gligeable la consigne par rapport aux
variations de la tension d’entre´e ; ce qui aurait pour effet de perturber la boucle
de re´gulation. Afin de ve´rifier ces re´sultats, nous e´tudions plus particulie`rement les
dimensionnements note´s `1’ et `2’ de la figure (3.12). Ils appartiennent a` chacune
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Fig. 3.12 – Abaque de stabilite´ du syste`me e´tudie´ en fonction des parame`tres Ka
et ωa
des deux zones (stable et instable), et donnent les re´sultats de simulation pre´sente´s
figure (3.13). A` noter que les courbes de la figure (3.13) sont obtenues apre`s l’ap-
plication d’un e´chelon de 10V sur la tension Ve, dans chacun des cas. Le syste`me
est initialement place´ autour du point de fonctionnement conside´re´.
Lorsque le gain est trop e´leve´ (b)-(3.13), la valeur de VDC perturbe la consigne
et la re´gulation ne parvient plus a` re´guler le courant de sortie du hacheur. Nous
constatons par ailleurs que meˆme avant l’application de l’e´chelon, le syste`me dans
cette configuration commence de´ja` a` diverger. En revanche, sur la figure (a)-(3.13),
nous constatons que l’e´chelon applique´ sur la tension Ve conduit a` un nouveau point
de fonctionnement stable. Ces re´sultats de simulation sont en accord avec ceux de
l’abaque.
Contrairement a` la solution pre´ce´dente, la stabilisation active ne s’accompagne
pas d’une forte augmentation du poids de l’ensemble. Ne´anmoins, la grandeur
re´gule´e est davantage perturbe´e. En effet, l’e´chelon a provoque´ un de´passement de
1.13A avec la solution active, alors qu’il est quasi nulle avec la solution passive.
3.3.4 Conclusion
Les deux exemples pre´sente´s ont permis d’illustrer l’application de l’outil que
nous avons de´veloppe´ au dimensionnement de solutions stabilisatrices. La construc-
tion des abaques offre un support tre`s pratique au concepteur, pour choisir les
valeurs des parame`tres inde´termine´s. En effet, les domaines repre´sente´s sur ces
abaques permettent de diffe´rencier les dimensionnements aboutissant a` un en-
semble stable ou instable. Nous avons e´galement pre´sente´ des me´thodes de sta-
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(a.) Dimensionnement ‘1’ appartenant
au domaine stable
(b.) Dimensionnement ‘2’ appartenant
au domaine instable
Fig. 3.13 – Re´sultats de simulation avec la cellule de stabilisation active dimen-
sionne´e selon l’abaque
bilisation passive et active. Les re´sultats de simulation utilise´s pour valider nos
approches the´oriques nous ont permis de comparer ces deux solutions.
3.4 E´tude des interactions entre plusieurs e´qui-
pements connecte´s sur un bus continu
3.4.1 Pre´sentation du re´seau utilise´ pour mettre en e´vi-
dence les phe´nome`nes d’interactions
Lorsque nous ajoutons des charges sur un syste`me, la puissance de´livre´e par la
source augmente. Par conse´quent, aux uctuations engendre´es par les commandes
de ces charges correspondent des ux d’e´nergie plus importants, qui favorisent les
risques d’instabilite´ (partie 3.5.3.2). Mais la stabilite´ des re´seaux comprenant plu-
sieurs e´quipements n’est pas uniquement sensible a` cette augmentation de la puis-
sance. En effet, les charges e´tant toutes connecte´es sur le meˆme bus, elles peuvent
interagir les unes par rapport aux autres. Leurs dynamiques sont alors couple´es,
et la diversite´ de leurs profils de missions devient alors un facteur non ne´gligeable
d’instabilite´. D’ou` l’inte´reˆt d’e´tudier ces interactions, afin d’eˆtre en mesure de pre´-
voir le comportement de ces ensembles.
Pour illustrer les phe´nome`nes de couplage, nous jouons sur l’e´tat des e´quipe-
ments qui sont connecte´s sur le bus DC. Nous avons pre´fe´re´ prendre des charges
identiques et modifier leurs dynamiques a` travers leurs filtres d’entre´e, afin de facili-
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ter la compre´hension des re´sultats obtenus. Notre objectif est de mettre en e´vidence
des comportements observe´s au niveau d’un re´seau, avant de pouvoir en tirer les
conclusions approprie´es. Nous utilisons par conse´quent des charges qui peuvent
volontairement pre´senter des comportements instables, si elles e´taient connecte´es
seules au re´seau.
L’outil de´veloppe´ sous Maple nous permet d’e´tudier la stabilite´ de re´seaux pou-
vant comprendre une ou plusieurs charges, comme le syste`me pre´sente´ figure (3.14).
Fig. 3.14 – Re´seau e´tudie´ pour mettre en e´vidence les phe´nome`nes d’interactions
Nous allons construire plusieurs mode`les de ce re´seau a` diffe´rentes e´chelles, afin
d’observer les effets d’un e´quipement sur l’ensemble du syste`me. Pour commencer,
nous se´lectionnons diffe´rentes valeurs de Lf21 et Cf21 , qui constituent la cellule du
filtre de l’e´quipement n2. Pour chacun de ces dimensionnements, nous tracons les
abaques de stabilite´ du syste`me complet en fonction des parame`tres Lf11 et Cf11 ,
qui constituent eux, la cellule du filtre de l’e´quipement n1. En re´sume´, les para-
me`tres de l’e´quipement n2 sont utilise´s pour modifier les dynamiques du syste`me,
et ceux de l’e´quipement n1 sont utilise´s comme sonde pour appre´cier la stabilite´.
De cette manie`re, la comparaison des domaines de stabilite´ obtenus pour chaque
situation nous permet d’observer les impacts des changements de dynamique d’un
syste`me sur l’ensemble du re´seau.
Les dimensionnements de ce syste`me sont choisis selon l’abaque pre´sente´ fi-
gure (3.15). Cet abaque est construit en retirant l’e´quipement n1 du syste`me de la
figure (3.14). Les domaines repre´sente´s figure (3.15) nous permettent de connaˆtre
l’e´tat (stable ou instable) du syste`me lorsque que seul l’e´quipement n2 est connecte´
au bus, en fonction des valeurs des parame`tres Lf21 et Cf21 .
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Fig. 3.15 – Abaque de stabilite´ en fonc-
tion des parame`tres Lf21 et Cf21 , lorsque
seul l’e´quipement 2 est connecte´ au bus
Symboles Unite´s Valeurs
Pmeca W 30 · 103

nom rad·s−1 3700.8
Cemnom Nm 8.11
Fig. 3.16 – Valeurs caracte´ristiques des
drives utilise´s pour cette e´tude
Nous retenons deux zones de dimensionnement pour l’e´quipement n2, que nous
allons successivement e´tudier :
– Dim. 1 : La premie`re zone est situe´e dans le domaine stable, tre`s e´loigne´e
de la limite de stabilite´. Le syste`me ainsi dimensionne´ pre´sente donc de
\bonnes marges" de stabilite´. En l’absence d’indicateur, cette quantification
des marges est de´finie par rapport a` la distance qui se´pare le dimensionnement
choisi de la limite de stabilite´ sur l’abaque. En effet, les valeurs conside´re´es
sont Lf21=29.28µH et Cf21=215.4µF, et la limite de stabilite´ obtenue pour
cette valeur de capacite´ est mesure´e pour Lf21=3.5mH.
– Dim. 2 : La seconde zone est quant a` elle situe´e autour de la limite de
stabilite´. Plusieurs dimensionnements sont se´lectionne´s dans les domaines
stables et instables.
A` noter que les points sont choisis de telle sorte que la fre´quence de coupure
du filtre soit situe´e une de´cade en dessous la fre´quence de de´coupage de l’ondu-
leur. Cette fre´quence, inversement proportionnelle au produit Lfiltre · Cfiltre, est
repre´sente´e par une hyperbole, qui donne une droite de´croissante avec les e´chelles
logarithmiques de l’abaque.
3.4.2 Ajout d’une ou plusieurs charges dimensionne´es avec
de bonnes marges de stabilite´
Nous calculons l’abaque de stabilite´ du syste`me complet en fonction des pa-
rame`tres Lf11 et Cf11 , l’e´quipement n2 e´tant dimensionne´ selon Dim. 1. Nous
obtenons la figure (3.17).
En comparant cet abaque avec celui de la figure (3.15), nous constatons que les
3.4. E´tude des interactions entre plusieurs e´quipements connecte´s sur un bus
continu 101
Fig. 3.17 – Abaque de stabilite´ du syste`me complet en fonction des parame`tres
Lf11 et Cf11
limites de stabilite´ obtenues pour ces deux syste`mes sont tre`s proches. En fait, le
domaine stable est sensiblement plus important lorsque nous venons connecter la
charge dimensionne´e selon Dim. 1. La stabilite´ apporte´e par cet e´quipement offre
plus de possibilite´ pour dimensionner les parame`tres du filtre de l’e´quipement n1.
Pour ve´rifier cet abaque et s’assurer qu’un dimensionnement pris dans le domaine
stable implique une convergence des tensions aux bornes des deux drives, nous re´a-
lisons des simulations selon les points note´s `1’ et `2’ de la figure (3.17). En utilisant
le meˆme protocole que pre´ce´demment, nous obtenons les courbes de la figure (3.18).
Les re´sultats de simulation corroborent ceux de l’abaque. En conclusion, l’ajout
d’une charge dimensionne´e avec de bonnes marges de stabilite´ modifie tre`s faible-
ment la stabilite´ de l’ensemble du re´seau, qui reste toujours sensible aux meˆmes
dynamiques. Ce re´sultat se ge´ne´ralise lorsque nous ajoutons des charges supple´-
mentaires, toujours dimensionne´es de la meˆme manie`re. Ainsi, pour un ensemble
comprenant de une a` cinq charges, nous obtenons les limites trace´es figure (3.19).
Chaque nouvelle charge ajoute´e accroˆt sensiblement les dimensionnements pos-
sibles pour les parame`tres Lf11 et Cf11 . A` noter toutefois qu’a` partir de quatre
charges, la limite de stabilite´ n’e´volue pratiquement plus. Ce premier re´sultat laisse
supposer que la stabilite´ d’un re´seau comprenant plusieurs charges ne´cessite uni-
quement de dimensionner individuellement chaque e´quipements avec des marges
susantes. Toute la diculte´ re´side dans la quantification de ces marges qui de´-
pendent des dynamiques mises en jeu ; bref, dans la connaissance de l’ensemble des
parame`tres qui interagissent au niveau de la stabilite´.
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(a.) Dimensionnement ‘1’ appartenant
au domaine stable
(b.) Dimensionnement ‘2’ appartenant
au domaine instable
Fig. 3.18 – E´volution des tensions aux bornes des drives pour les dimensionnements
note´s `1’ et `2’
Fig. 3.19 – Limite de stabilite´ obtenues pour un re´seau comprenant de 1 a` 5 charges
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3.4.3 Ajout d’une charge dimensionne´e autour de sa limite
de stabilite´
Nous conside´rons maintenant des dimensionnements fixe´s autour de la limite
de stabilite´ de l’e´quipement n2, qui appartient donc a` la zone note´e Dim. 2 de la
figure (3.15). Nous retenons les quatre conditions e´nume´re´es dans le tableau (3.1),
ou` l’e´tat du syste`me pour les valeurs de parame`tres choisies est indique´.
Essai n˚ Valeurs des parame`tres E´tat de l’e´quipement
1 Lf21=2mH Cf21=2.8µF Stable
2 Lf21=3mH Cf21=1.8µF Stable
3 Lf21=3.5mH Cf21=1.7µF Instable
4 Lf21=4.3mH Cf21=1.4µF Instable
Tab. 3.1 – Dimensionnements retenus autour de la limite de stabilite´ de l’e´quipe-
ment 2
Les abaques de stabilite´ associe´s a` chacun de ces essais sont donne´s figure (3.20).
L’e´volution des domaines de stabilite´ met clairement en e´vidence le phe´nome`ne
d’interaction entre les deux syste`mes. La de´stabilisation de l’e´quipement n2 vient
progressivement \grignoter" les domaines stables associe´s aux parame`tres Lf11 et
Cf11 , jusqu’a` ne plus faire apparaˆtre de solutions dans la feneˆtre d’excursion choisie.
Nous ve´rifions l’exactitude de ces re´sultats avec un abaque qui pre´sente un domaine
stable divise´ en deux parties (Lf21=2.5mH, Cf21=2.4µF), donne´ figure (3.21). Ainsi,
plusieurs simulations sont re´alise´es en se basant sur les points nume´rote´s de `3’ a`
`6’, qui sont positionne´s de part et d’autre des limites de stabilite´.
Les re´sultats des simulations sont donne´s figure (3.22).
Les e´volutions des tensions aux bornes des drives suivent les re´sultats obtenus
en appliquant le crite`re de Routh-Hurwitz, validant les changements observe´s au
niveau des abaques de la figure (3.20). Ces derniers permettent non seulement de
mettre en e´vidence les interactions entre e´quipements, mais e´galement d’appre´cier
la sensibilite´ de parame`tres a` la de´stabilisation d’un e´quipement. En effet, l’abaque
(d.) permet de constater que seule une valeur de condensateur Cf11 proche de 1mF
permettrait d’e´ventuellement contrer les divergences de l’e´quipement n2 ; l’induc-
tance Lf11 n’apportant aucun effet stabilisateur.
Ces nouveaux dimensionnements nous permettent d’obtenir des re´sultats qui
illustrent les interactions d’e´quipements connecte´s sur le meˆme bus. Simplement en
nous approchant de la limite de stabilite´, meˆme en restant dans le domaine stable,
nous avons progressivement limiter les possibilite´s de dimensionnements du filtre
n1, conduisant a` un ensemble stable. Nous allons maintenant de´tailler plusieurs
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(a.) Dans les conditions de l’essai n˚ 1
(c.) Dans les conditions de l’essai n˚ 3
(b.) Dans les conditions de l’essai n˚ 2
(d.) Dans les conditions de l’essai n˚ 4
Fig. 3.20 – Abaque de stabilite´ du syste`me complet, obtenus pour les dimension-
nements des essais nume´rote´s de 1 a` 4
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Fig. 3.21 – Abaque de stabilite´ du syste`me complet correspondant aux valeurs de
parame`tres Lf21=2.5mH et Cf21=2.4µF
autres lectures possibles a` partir de ces abaques.
3.4.4 Autres re´sultats obtenus a` partir de l’observation des
abaques de stabilite´
3.4.4.1 Stabilisation d’une charge par un re´seau
Nous nous proposons de mettre en e´vidence la possibilite´ qu’une charge soit sta-
bilise´e lorsqu’elle est place´e dans un re´seau constitue´ d’e´quipements stables. Nous
ne pre´sentons pas ici une solution pour stabiliser un drive, mais plus un phe´no-
me`ne qui peut se produire lorsque les couplages entre deux e´quipements sont pris
en compte.
En visionnant les abaques de la figure (3.20), nous constatons qu’il est possible
de stabiliser une charge en la connectant sur un re´seau, sous re´serve d’avoir un di-
mensionnement approprie´ du filtre de l’e´quipement n1. En effet pour les abaques
(c.) et (d.), l’e´quipement n2 est individuellement instable, re´sultat ve´rifie´ en si-
mulation. Si nous choisissons les valeurs de Dim. 1 pour les parame`tres Lf11 et
Cf11 , l’ensemble devient stable dans le cas (c.) et reste instable dans le cas (d.).
Nous ve´rifions ce re´sultat par des simulations qui suivent les conditions de ces deux
essais, donne´es figure (3.23).
Ces re´sultats montrent que l’instabilite´ d’un e´quipement peut eˆtre compense´e
par son environnement avec lequel il interagit. Il convient donc d’eˆtre prudent
lorsque l’on e´tudie la stabilite´ d’un re´seau qui regroupe plusieurs charges. Ces
charges sont ge´ne´ralement connecte´es au bus par le biais de contacteurs, qui per-
mettent de les se´parer de l’installation. Dans notre exemple, si l’e´quipement n1
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(a.) Dimensionnement ‘3’ appartenant
au domaine stable
(c.) Dimensionnement ‘5’ appartenant
au domaine stable
(b.) Dimensionnement ‘4’ appartenant
au domaine instable
(d.) Dimensionnement ‘6’ appartenant
au domaine instable
Fig. 3.22 – E´volution des tensions aux bornes des drives pour les dimensionnements
nume´rote´s de `3’ a` `6’
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(a.) Dimensionnement selon les
conditions de l’abaque (c)
(b.) Dimensionnement selon les
conditions de l’abaque (d)
Fig. 3.23 – E´volution des tensions aux bornes des drives dans les conditions des
abaques (c) et (d) de la figure (3.20)
est retire´ du syste`me, alors le re´seau devient instable.
3.4.4.2 Deux charges stables, mais un re´seau instable
En se concentrant sur l’abaque (a.) de la figure (3.20), nous constatons que deux
charges individuellement stables peuvent conduire a` un re´seau instable lorsqu’elles
sont associe´es. En effet si les deux filtres sont dimensionne´s selon les conditions
n1 de Dim. 2, soit Lfi1=2mH et Cfi1=2.8µF, les deux charges sont alors stables
lorsqu’elles sont isole´es. C’est ce que nous avons ve´rifie´ par simulation, l’e´volution
des tensions d’entre´e suivant le motif de la figure (3.24). Seulement ce choix de
parame`tres apparaˆt dans le domaine instable de l’abaque (a.), lorsque l’ensemble
du syste`me est conside´re´. La divergence des tensions avec ces conditions est ve´rifie´e
sur la figure (3.25).
Bien suˆr dans cet exemple, le dimensionnement des deux e´quipements peut
paraˆtre peu judicieux, mais nous ne jouons que sur deux parame`tres d’un re´seau
qui regroupe seulement deux e´quipements, qui de plus sont identiques. Nous avons
cherche´ un dimensionnement ou` les ordres de grandeur des valeurs de condensateurs
et d’inductances sont plus proches. En admettant que les contraintes impose´es sur
le syste`me sont une tre`s faible ondulation du courant et de la tension d’entre´e, le
concepteur choisit d’appliquer les valeurs Lfi1=620µH et Cfi1=1mF. Notons que ce
dimensionnement place la fre´quence de coupure du filtre deux de´cades en dessous
du de´coupage. Avec ces nouvelles valeurs, nous obtenons la meˆme conclusion que
pre´ce´demment : a` savoir, que l’association de ces deux syste`mes stables se´pare´ment,
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Fig. 3.24 – E´volution de la tension
aux bornes du drive dimensionne´ avec
Lfi1=2mH et Cfi1=2.8µF
Fig. 3.25 – E´volution des tensions aux
bornes des drives dimensionne´s selon la
figure (3.24)
aboutit a` un re´seau instable.
3.4.5 Conclusion
Les phe´nome`nes d’interactions entre des e´quipements ont pu eˆtre mis en e´vi-
dence a` travers l’analyse des abaques de stabilite´. Cette e´tude a e´te´ re´alise´e sur
d’autres structures, et nous pouvons finalement conclure qu’il n’existe pas de solu-
tion entie`rement ge´ne´ralisable. Ce phe´nome`ne, dont la complexite´ augmente rapi-
dement avec le nombre de dynamiques mises en jeux, ne´cessite des e´tudes appro-
fondies pour chaque situation. Nous avons vu que l’ajout de charges dimensionne´es
avec de bonnes marges de stabilite´ ne changent que tre`s faiblement la stabilite´ d’un
syste`me. Cette observation n’est plus valable lorsque nous nous rapprochons de la
limite de stabilite´. Enfin, un re´seau peut stabiliser une charge instable, comme
deux charges stables peuvent de´stabiliser un re´seau. Le programme de´veloppe´ sous
Maple permettant une analyse rapide de ce type de syste`mes, il nous paraˆt ne´-
cessaire d’e´tudier chaque configuration d’un re´seau, afin de s’assurer de sa stabilite´.
Nous avons jusqu’a` pre´sent ne´glige´ l’impact des caˆbles utilise´s pour relier entre
eux les diffe´rents organes du re´seau. Cette e´tude est pre´sente´e dans la suite de ce
chapitre.
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3.5 Analyses des architectures de re´seaux par
rapport a` la stabilite´
3.5.1 Pre´sentation des diffe´rentes e´tudes mene´es dans cette
partie
Pour faciliter la lecture des nombreux essais pre´sente´s dans cette partie, nous
illustrons sommairement le protocole que nous avons suivi. Les mode`les analytiques
de re´seau permettent de conduire les e´tudes de stabilite´ selon diffe´rents types de
parame`tres. Nous nous inte´ressons ici a` la disposition des charges sur un re´seau.
Les premiers essais portent sur l’e´tude de la stabilite´ en fonction des longueurs
des caˆbles qui se´parent d’une part la source et le bus, et d’autre part le bus des
charges. Il s’agit d’une e´tude pre´liminaire, re´alise´e a` partir d’e´quipements dimen-
sionne´s avec de bonnes marges de stabilite´. Elle donne des renseignements quanti-
tatifs sur les limites de stabilite´, que nous utilisons par la suite comme re´fe´rences
pour interpre´ter nos re´sultats.
Nous continuons ensuite a` construire nos abaques selon les longueurs de caˆbles,
en jouant cette fois-ci sur le nombre d’e´quipements connecte´s sur le bus, ainsi que
sur les puissances qu’ils absorbent. La comparaison des abaques ainsi obtenus avec
ceux de´termine´s pre´ce´demment permet d’e´tudier l’inuence de ces nouveaux fac-
teurs. Nous utilisons les pre´ce´dentes observations comme support, pour interpre´ter
les re´sultats que nous obtenons avec les diffe´rentes configurations. Ces e´tudes, qui
ne font intervenir que des drives, sont conduites suivant les facteurs e´nume´re´s ci-
dessous :
– le nombre d’e´quipement connecte´s sur le bus ;
– la puissance des drives au niveau de chaque e´quipement ;
– le nombre et les puissances des e´quipements.
3.5.2 Influence des caˆbles sur la stabilite´
Pour appre´cier les effets des caˆbles sur la stabilite´ des syste`mes e´tudie´s, nous
devons les prendre en compte au niveau de nos mode`les. E´tant donne´ le domaine
de fre´quences sur lequel interviennent les phe´nome`nes associe´s a` la stabilite´, nous
pouvons utiliser l’association d’une re´sistance en se´rie avec une inductance pour
les repre´senter, comme l’illustre la figure (3.26).
Toutefois, afin de nous ramener aux conditions les plus de´favorables par rapport
a` la stabilite´, nous ne´gligeons la re´sistance de ces caˆbles. Ainsi, le syste`me que nous
utilisons pour e´tudier l’architecture des re´seaux est repre´sente´ figure (3.27).
Les mode`les de la source et des e´quipements connecte´s sur le bus continu sont
les meˆmes que ceux de la figure (3.14). La stabilite´ e´tant e´tudie´e par rapport aux
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Fig. 3.26 – Diagramme de Bode obtenu a` partir de mesures re´alise´es sur un caˆble
d’environ 5 me`tres, ayant une section de 10.5mm2
Fig. 3.27 – Syste`me utilise´ pour e´tudier les architectures de re´seau
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inductances Lcablei , les valeurs des parame`tres de la source, ainsi que celles du filtre
d’entre´e, sont fixe´es. Elles sont donne´es dans le tableau (3.2).
Sources Filtres
Ve=540V Lfi1=64.39µH
Rsource=0.3
 Cfi1=98.35µF
Lsource=400µH Rfi2=0.25

Cbus=600µF Cfi2=630µF
Tab. 3.2 – Valeurs des parame`tres de l’ensemble compose´ du filtre et de la charge
L’approche que nous proposons est simple mais bien e´videmment perfectible,
e´tant donne´ que les dimensionnements utilise´s pour les filtres d’entre´e ne s’adaptent
pas aux puissances consomme´es par les drives. D’ailleurs, les filtres sont tre`s sou-
vent dimensionne´s par rapport a` la puissance nominale, qui est souvent la puissance
maximale en re´gime permanent. Les valeurs choisies sont par conse´quent un bon
compromis par rapport a` ces uctuations de puissances, et donnent un e´quipement
stable, avec de bonnes marges de stabilite´.
Nous commencons cette e´tude en ne conside´rant qu’un seul e´quipement connecte´
sur le bus DC. Notre objectif est de de´terminer le comportement de ce re´seau en
fonction de la longueur de caˆble qui relie la source a` la charge. Le re´sultat est donne´
figure (3.28), sous forme d’un abaque de stabilite´ unidimensionnel.
Fig. 3.28 – Abaque de stabilite´ en fonction de la longueur de caˆbles source-charge
Ce type de re´sultat e´tait attendu : lorsque la longueur de caˆblage augmente, le
re´seau se de´stabilise. Nous retiendrons que cet abaque permet de quantifier la lon-
gueur de caˆble critique. En conside´rant une inductance line´ique de 1µH par me`tre,
la longueur maximale entre la source et la charge est le´ge`rement supe´rieure a` 3km.
Cette limite peut paraˆtre e´leve´e, mais elle doit eˆtre rattache´e au faible nombre de
charge et aux marges de stabilite´ de ces dernie`res.
Nous poursuivons l’e´tude en ajoutant un e´quipement supple´mentaire. Les dis-
tances entre le bus et les diffe´rentes charges sont les meˆmes, soit Lcable1 = Lcable2 .
Nous obtenons l’abaque repre´sente´ figure (3.29). Pour bien comprendre la dispo-
sition des e´quipements en fonction des zones de cet abaque, nous avons place´ en
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vis-a`-vis la figure (3.30).
Fig. 3.29 – Abaque de stabilite´ d’un
re´seau comprenant deux charges, en
fonction des longueurs de caˆbles
Fig. 3.30 – Disposition de la source et
des charges en fonction des zones de
l’abaque
Lorsque nous nous inte´ressons a` la limite obtenue en ordonne´e sur cet abaque,
nous constatons que l’ajout d’un e´quipement dimensionne´ avec de bonnes marges
de stabilite´ permet d’augmenter sensiblement la longueur maximale des caˆbles coˆte´
charges (de 3.09mH a` 4.64mH). Dans cette disposition, nous parlons de charges\de´-
couple´es", e´tant donne´ que d’importantes longueurs de caˆble les se´parent du bus.
La limite obtenue en abscisse, lorsque les charges sont dites \couple´es", correspond
a` l’inductance e´quivalente des Lcablei limites. Ce raisonnement sera repris par la
suite, lorsque nous nous inte´resserons a` la stabilite´ d’un re´seau en fonction du
nombres d’e´quipements connecte´s sur le bus. Il rejoint les travaux de Middlebrook,
e´tant donne´ que son crite`re se base sur la comparaison des impe´dances e´quivalentes
vues de part et d’autre du point autour duquel est e´tudie´e la stabilite´.
Les limites de stabilite´ ne varient pas lorsque la valeur de Lcable0 (figure 3.27)
devient ne´gligeable devant les valeurs des Lcablei ou inversement. En comparant les
valeurs limites, nous constatons que la longueur maximale de caˆblage est obtenue
pour des charges de´couple´es. Toutefois, des e´tudes similaires ont montre´ que ce
re´sultat n’est pas ge´ne´ralisable, car il est intimement lie´ au re´seau e´tudie´.
La lecture de cet abaque nous permet de constater assez logiquement que la
limite obtenue en parcourant la diagonale, est infe´rieure aux limites maximales
obtenues selon chaque axes. En effet, si l’ensemble des e´le´ments sont e´loigne´s du
bus, leurs comportements divergents s’additionnent, limitant ainsi les longueurs de
caˆbles envisageables, de part et d’autre du bus.
Enfin, nous conside´rons une dernie`re approche ou` le comportement de ce re´seau
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est e´tudie´ lorsqu’un seul ensemble {cable-e´quipement} est de´stabilise´. Elle consiste
a` observer les valeurs de Lcable0 et Lcable1 limites obtenues lorsque la valeur de Lcable2
augmente. La figure (3.31) pre´sente la superposition de ces abaques, dissocie´s en
deux parties pour faciliter leurs lectures.
En observant le domaine initial, lorsque l’e´quipement n2 est situe´ au niveau
du bus, la limite de stabilite´ coˆte´ charge correspond a` celle obtenue avec un seul
drive. En recherchant l’origine de cette observation, nous sommes parvenus a` un
re´sultat tre`s inte´ressant. Ce dernier montre l’importance des mode`les utilise´s lors
d’une e´tude de stabilite´. En effet, si nous conside´rons des sous-syste`mes parfaite-
ment identiques, l’ordre du mode`le repre´sentant l’ensemble des sous-syste`mes n’est
pas multiplie´ par deux. Seuls ses parame`tres diffe`rent du mode`le avec un seul sous-
syste`me. Dans ce cas, la limite obtenue correspond au double de celle obtenue pour
une seule charge (impe´dance e´quivalente). Or pour cette e´tude, les mode`les repre´-
sentant les deux ensembles {cable-e´quipement} sont diffe´rents, puisqu’ils n’ont pas
les meˆmes valeurs de Lcablei . Par conse´quent, le mode`le obtenu est bien d’ordre
double, et la limite n’est pas multiplie´e par deux.
Suivant l’axe des abscisses en revanche, la limite obtenue pour Lcable0 corres-
pond bien a` la valeur de l’impe´dance e´quivalente des Lcable1,2 limites.
L’e´quipement n2 est ensuite progressivement e´loigne´ du bus. Pour la premie`re
partie qui regroupe les valeurs allant de 500µH a` 1mH, les modifications appa-
raissent au niveau de la limite de Lcable1 , qui passe d’environ 3mH a` 650µH. Dans
la seconde partie, la limite de Lcable0 diminue progressivement, jusqu’a` s’annuler
pour les faibles valeurs de Lcable1 . Lorsque Lcable2 devient supe´rieure a` 3mH, le do-
maine stable disparaˆt de l’abaque. Malgre´ la complexite´ de ces re´sultats lie´e prin-
cipalement aux interactions des dynamiques, nous retenons que l’e´loignement de
l’e´quipement n2 limite dans un premier temps celui de l’e´quipement n1. Lorsque
nous nous rapprochons de la distance maximale coˆte´ charge, les solutions stables
ne´cessitent que l’e´quipement n1 soit susamment e´carte´ du bus, pour e´viter les
couplages. Une fois cette distance maximale de´passe´e, le syste`me est instable.
En conclusion sur cette e´tude, nous retiendrons que du point de vue de la
stabilite´, il est pre´fe´rable de re´duire les distances qui se´parent les diffe´rents e´le´ments
d’un re´seau distribue´. Les solutions permettant les longueurs de caˆblage les plus
e´leve´es varient en fonction de la stabilite´ des charges. Il n’y pas de position optimale
pour le bus, et la qualite´ des re´sultats s’accompagne ne´cessairement de mode`les
pre´cis.
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Fig. 3.31 – E´volution des domaines de stabilite´ en fonction de l’e´loignement de
l’e´quipement n2
3.5.3 Influence du nombre d’e´quipements et de leurs puis-
sances consomme´es
3.5.3.1 Stabilite´ par rapport au nombre d’e´quipements connecte´s sur
le bus
Nous reprenons le re´sultat pre´ce´dent afin de voir s’il est ge´ne´ralisable lorsque
le nombre d’e´quipement connecte´s augmente. Les abaques de la figure (3.32) sont
trace´s en fonction des longueurs de caˆbles se´parant d’une part la source et le bus,
et d’autre part, le bus et les charges. Comme pre´ce´demment, nous utiliserons des
longueurs identiques entre le bus et l’ensemble des charges.
Les valeurs du rapport entre les deux inductances limites obtenues sur cha-
cun des axes sont indique´es sur les abaques. Pour chacune des configurations de
re´seau conside´re´es, elles correspondent aux nombres d’e´quipements connecte´s, ce
qui correspond bien aux impe´dances e´quivalentes rencontre´es dansMiddlebrook. Ce
re´sultat permet de conclure que plus le nombre d’e´quipements connecte´s au bus
devient important, plus la distance maximale entre la source et le bus est re´duite.
Si nous nous inte´ressons aux limites obtenues pour les charges dites \de´cou-
ple´es", l’ajout de nouveaux e´quipements accroˆt la valeur de ces dernie`res : 3.09mH
(1), 4.64mH (2), 6.12mH (3), 7.6mH (4). Ce re´sultat est bien e´videmment lie´ aux
marges de stabilite´ choisies. En imposant des marges importantes aux e´quipements,
nous leur attribuons un pouvoir stabilisateur qui autorise des longueurs de caˆbles
plus importantes, lorsque leur nombre augmente. En revanche, nous observons l’ef-
fet inverse si nous diminuons ces marges. Dans ce cas, les longueurs maximale de
caˆbles de part et d’autre du bus diminuent.
Les couplages entre les dynamiques, mis en e´vidence pre´ce´demment, inter-
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(a.) Re´seau compose´ d’une seule charge
(c.) Re´seau compose´ de trois charges
(b.) Re´seau compose´ de deux charges
(d.) Re´seau compose´ de quatre charges
Fig. 3.32 – Abaque repre´sentant les limites de stabilite´ obtenues pour un re´seau
comprenant de 1 a` 4 charges
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viennent directement dans la disposition des e´quipements d’un re´seau. Les marges
de stabilite´ qu’il est ne´cessaire d’imposer varient en fonction des longueurs de caˆbles
utilise´es pour chaque e´quipement.
3.5.3.2 Quels impacts ont les puissances des charges sur la stabilite´
Les risques lie´s a` la puissance des drives ont de´ja` e´te´ sommairement e´voque´s
dans l’introduction de la troisie`me partie de ce chapitre. Il semble logique de penser
que l’augmentation de celle-ci s’accompagne de uctuations qu’il devient plus dif-
ficile de contenir. Nous souhaitons illustrer ici ces phe´nome`nes a` travers diffe´rents
essais, qui permettront une quantification des limites en plus des regards concrets
qu’ils apportent. Nous pre´cisons que la stabilite´ est e´tudie´e au sens \dynamique",
et non par rapport a` l’aptitude d’une source a` fournir la puissance demande´e.
Pour commencer, nous reprenons la meˆme trame utilise´e pour e´tudier la stabi-
lite´ en fonction des longueurs de caˆble, en ne conside´rant qu’un seul e´quipement.
L’abaque de stabilite´ de la figure (3.33) est trace´ en fonction de la puissance du
drive. Cette grandeur intervient au niveau de plusieurs parame`tres dans l’expres-
sion de l’admittance e´quivalente, qui sont ajuste´s lorsque la puissance varie.
Fig. 3.33 – Abaque de stabilite´ en fonction de la puissance du drive
Le re´sultat obtenu corrobore notre hypothe`se, qui pre´voyait l’instabilite´ du sys-
te`me lorsque sa puissance devenait plus importante. En pre´sence d’un seul e´quipe-
ment, le syste`me reste stable jusqu’a` environ 155kW.
La figure (3.34) nous permet de constater que cette limite est plus e´leve´e lors-
qu’un second e´quipement est ajoute´. D’une part, la mise en paralle`le des deux
e´quipements a diminue´ l’impe´dance e´quivalente coˆte´ charge. D’autre part, la com-
binaison des deux filtres, dimensionne´s entre autre pour stabiliser les charges, au-
torise davantage de puissance sur un drive, tant que la puissance du second est
ne´gligeable devant celle-ci. Enfin, sur la diagonale, la limite apparaˆt pour des puis-
sances identiques d’environ 126kW. Cette valeur est infe´rieure aux 155kW obtenus
avec une seule charge, e´tant donne´ que les filtres ne permettent pas de de´coupler
comple`tement les deux e´quipements, qui partagent le meˆme condensateur de bus.
Nous reprenons l’e´tude des architectures de re´seau en recherchant quels sont
les impacts de la puissance sur les longueurs de caˆbles. La figure (3.35) pre´sente
les limites de stabilite´ obtenues en fonction des inductances Lcablei , pour diffe´rentes
3.5. Analyses des architectures de re´seaux par rapport a` la stabilite´ 117
Fig. 3.34 – Abaque de stabilite´ en fonction de la puissance des drives sur un re´seau
comprenant deux charges
puissances.
La figure (3.36) repre´sente l’e´volution des abaques lorsqu’une dissyme´trie est
applique´e sur les puissances des drives. Nous recherchons dans ce cas, les longueurs
de caˆbles maximales entre les charges et le bus, en fonction des puissances qu’elles
absorbent. Le bus est place´ directement en sortie de la source. Pour faciliter la lec-
ture de cet abaque, la figure (3.37) a e´te´ ajoute´e afin de repre´senter la disposition
des charges par rapport au bus.
Nous constatons que l’augmentation des puissances limite de manie`re signifi-
cative l’allongement possible des caˆbles. Ces deux actions ont des effets de´stabili-
sants sur le syste`me, qui se retrouvent bien sur l’e´volution des domaines pre´sente´s
figure (3.35).
La figure (3.36) dissocie ces deux phe´nome`nes de´stabilisants. Nous commencons
par e´tudier la limite de stabilite´ obtenue avec deux puissances identiques de 30kW.
Lorsqu’un seul e´quipement est e´loigne´ du bus, la longueur maximale est d’environ
250m ; contre 63m lorsque nous agissons sur les deux. Il est donc pre´fe´rable de
disposer un e´quipement proche du bus, lorsque la distance qui les se´pare devient
importante.
Nous observons ensuite l’e´volution des domaines stables en fonction de la puis-
sance de l’e´quipement n1. En ne´gligeant le re´sultat ou` Pdr1=120kW, les variations
de puissance n’affectent pas la limite de Lcable2 lorsque Lcable1 est ne´gligeable. Les
changements apparaissent uniquement au niveau de Lcable1 , qui e´volue de manie`re
inverse par rapport a` la puissance. Il est donc plus judicieux de placer la charge
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Fig. 3.35 – Abaque de stabilite´ en fonction des longueurs de caˆbles pour diffe´rentes
puissances
Fig. 3.36 – Abaque repre´sentant les ef-
fets d’une dissyme´trie des puissances
sur les longueurs limites de caˆbles
Fig. 3.37 – Disposition des charges par
rapport au bus en fonction des zones de
l’abaque
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dont la puissance est la plus e´leve´e au plus pre`s de la source. Il convient toutefois
de faire attention a` la valeur de cette puissance, qui peut propager une instabilite´
lorsqu’elle est trop e´leve´e ; limitant alors l’e´loignement des autres drives, de plus
faibles puissances.
3.5.3.3 Comment repartir au mieux la puissance pour stabiliser un
re´seau
En supposant que plusieurs drives peuvent intervenir a` la re´alisation d’une
meˆme action, nous recherchons qu’elle serait la meilleure re´partition de la puis-
sance. Nous citerons comme exemple le conditionnement d’air au niveau d’un
avion, qui peut eˆtre re´alise´ avec un ou plusieurs turbocompresseurs. Les re´sul-
tats pre´ce´dents ont montre´ que l’augmentation du nombre d’e´quipement ou de la
puissance qu’ils consomment de´stabilise le syste`me. Pour trouver le meilleur com-
promis, nous e´tudions plusieurs cas ou` la puissance totale de 120kW est fournie
par un ou plusieurs drives. Nous obtenons les domaines repre´sente´s sur l’abaque
de la figure (3.38).
Fig. 3.38 – Abaque de stabilite´ en fonction des longueurs de caˆbles pour diffe´rentes
re´partitions de la puissance
Nous constatons que du point de vue de la stabilite´, il est pre´fe´rable de re´partir
la puissance entre plusieurs e´quipements. Ce choix permet d’augmenter la stabilite´
du re´seau, et donc d’autoriser des longueurs de caˆbles plus importantes. A` noter
que pour cette e´tude, les filtres ont e´te´ dimensionne´s en fonction des puissances
absorbe´es par les charges. L’effet stabilisateur n’est donc pas directement lie´ a` un
surdimensionnement de ces derniers.
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3.5.4 Conclusion
Cette dernie`re partie nous a permis d’e´tudier diffe´rentes architectures de re´seau,
a` travers des inductances utilise´es pour mode´liser les caˆbles. La prise en compte
de la structure - disposition, nombre et puissance des e´quipements - associe´e aux
phe´nome`nes de couplages, conduit souvent a` des exploitations de´licates. En ge´ne´-
ral, nous retenons assez logiquement que pour assurer la stabilite´ d’un re´seau, il
est pre´fe´rable d’utiliser des longueurs de caˆbles et des puissances faibles. Pour les
e´tudes plus spe´cifiques, nous avons vu que l’utilisation des abaques permettait de
quantifier les limites de stabilite´ en fonction des syste`mes e´tudie´s.
Ainsi, nous avons notamment pu mettre en e´vidence que l’impe´dance limite
entre la source et le bus est e´gale a` l’impe´dance e´quivalente correspondant aux
valeurs limites obtenues entre les charges et le bus. Donc plus le re´seau pre´sente
d’e´quipements, plus la source doit eˆtre place´e proche du bus.
Par ailleurs, les charges absorbant de fortes puissances doivent eˆtre positionne´es
au plus pre`s du bus. De meˆme, ces re´sultats nous permettent de conclure qu’il est
plus judicieux, lorsque cela reste possible, de re´partir la puissance entre plusieurs
e´quipements.
3.6 Re´sume´
Ce chapitre illustre les principaux re´sultats obtenus au niveau de l’e´tude de la
stabilite´ des re´seaux distribue´s de puissance.
Nous abordons dans un premier temps la pre´sentation du crite`re de Routh-Hurwitz,
ainsi que son imple´mentation dans l’environnement Maple. Particulie`rement bien
adapte´ aux expressions analytiques construites avec Syrup, il propose des condi-
tions sur les parame`tres qui garantissent la stabilite´ des syste`mes. La construction
d’abaques a e´galement e´te´ programme´e sur Maple pour offrir au concepteur un
support agre´able et extreˆmement pratique pour le choix des e´le´ments inde´termi-
ne´s.
Nous avons ensuite montre´ que ces abaques peuvent eˆtre utilise´s pour e´tudier et
dimensionner diffe´rentes solutions stabilisatrices.
La combinaison de mode`les de re´seau e´tablis a` plusieurs niveaux avec l’analyse des
abaques a e´galement permis d’observer les phe´nome`nes de couplages entre e´quipe-
ments. Nous avons pu appre´cier quels pouvaient eˆtre les impacts de changements
de dynamiques d’un e´quipement sur l’ensemble de la structure. Les couplages qui
lient les parame`tres entre eux peuvent aussi bien stabiliser des charges instables,
que de´stabiliser une association d’e´quipements stables.
L’analyse se complique ensuite lorsque nous inte´grons l’architecture du re´seau dans
les mode`les. Une disposition optimale du point vue de la stabilite´ va ne´cessaire-
ment de´pendre du nombre d’e´quipement et de la puissance qu’ils consomment.
Les abaques trace´s lors de ces e´tudes permettent non seulement d’appuyer des rai-
sonnements bien connus des concepteurs, mais e´galement de quantifier les limites.
Nous retenons qu’il est pre´fe´rable de re´duire les fortes concentrations de puissance
au niveau des charges, qui donnent lieu a` des ux plus dicilement controˆle´s. En
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pre´sence d’e´le´ments absorbant des forts niveaux de courants, il est plus judicieux
de les placer au plus pre`s du bus.
La conclusion ge´ne´rale portant sur l’ensemble des e´tudes pre´sente´es dans ce
chapitre est que la stabilite´ est tre`s sensible et de´pendante des syste`mes e´tudie´s.
Il n’existe pas de solutions ge´ne´riques qui ne conside´rerait pas des marges tre`s
importantes, qui s’inte`grent dicilement dans le contexte industriel. Chacune des
configurations d’un re´seau doit eˆtre prise en compte, ce que nous tentons de faciliter
avec l’automatisation de la de´marche.
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4.1 Introduction
Le dimensionnement d’un syste`me n’a pas pour unique but de garantir sa stabi-
lite´. En effet, le concepteur doit choisir les valeurs de l’ensemble des parame`tres de
son application afin que celles-ci permettent de respecter les spe´cifications impose´es
par le cahier des charges. Ces dernie`res sont de´finies a` partir des fonctions deman-
de´es a` chaque e´quipement. Ainsi, les sources sont dimensionne´es par rapport a` la
puissance qu’elles doivent fournir et les charges selon les besoins du syste`me. Les
e´le´ments ajoute´s pour permettre une association harmonieuse de ces deux organes
sont les filtres.
La fonction principale de ces filtres est d’e´liminer les fre´quences inde´sirables qui
pourrait eˆtre ge´ne´re´es par un e´quipement, afin d’e´viter qu’elles ne se propagent sur
l’ensemble du re´seau. Il permet e´galement d’assurer l’immunite´ d’un e´quipement
aux perturbations pre´sentes sur le re´seau. La se´lectivite´ des filtres de´pend donc du
contenu spectral que l’on souhaite conserver : c’est le premier crite`re de qualite´ que
nous conside´rons pour notre dimensionnement.
De plus, en ajoutant une cellule de stabilisation aux filtres, il est e´galement possible
de leur confier la charge d’assurer un amortissement minimal du syste`me. Les stan-
dards ae´ronautiques de´finissent des enveloppes a` l’inte´rieur desquelles les signaux
e´lectriques peuvent e´voluer en cas de perturbations. D’un point de vue temporel,
il s’agit de contraintes sur l’aptitude des syste`mes a` retrouver un e´quilibre dans un
temps donne´, ce que l’on retrouve dans la de´finition de l’amortissement : c’est le
second crite`re de qualite´ envisage´ pour achever le dimensionnement du filtre.
Notre objectif est donc d’associer le crite`re de Routh-Hurwitz utilise´ dans le cha-
pitre pre´ce´dent, qui ne prend pas en compte des marges de stabilite´, aux crite`res
de filtrage et d’amortissement afin de proposer un dimensionnement complet des
filtres.
La premie`re partie est consacre´e a` la pre´sentation de ces crite`res de qualite´, en
venant comple´ter les abaques de stabilite´ de´finies pre´ce´demment. Nous montrons
ensuite que le dimensionnement de ces filtres, suivant les contraintes de´finies, peut
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eˆtre confie´ a` des algorithmes d’optimisation. Ils permettent notamment de prendre
en compte la minimisation de l’e´nergie stocke´e dans les e´le´ments inductifs et ca-
pacitifs, un crite`re qui permet de minimiser la taille du filtre, et qui simplifie la
gestion e´nerge´tique en cas d’arreˆt.
4.2 Pre´sentation des crite`res de qualite´ conside´-
re´s pour le dimensionnement des filtres
Nous conside´rons dans un premier temps le re´seau de la figure (4.1), afin de
pre´senter les crite`res de qualite´ que nous allons utiliser pour le dimensionnement
des filtres. Il regroupe le mode`le de source de´fini pre´ce´demment, une topologie
tre`s simple de filtre associant une inductance et un condensateur, puis finale-
ment le drive utilise´ jusqu’ici, dont nous rappelons les principales caracte´ristiques :
Pmeca=30kW, Cemnom=8.1Nm, 
nom=3700rad · s−1 et fdec=20kHz.
Fig. 4.1 – Re´seau utilise´ pour pre´senter les crite`res de qualite´ conside´re´s
Notre objectif est de de´terminer les valeurs des deux e´le´ments constitutifs du
filtre (Lfiltre et Cfiltre), qui ve´rifient a` la fois le crite`re de stabilite´ de´fini pre´ce´dem-
ment, et les crite`res de qualite´ que nous allons maintenant pre´senter. En d’autres
termes, nous cherchons a` caracte´riser l’ensemble des points appartenant au domaine
stable des abaques, pour orienter le choix du concepteur.
4.2.1 Prise en compte du positionnement des fre´quences de
coupure des filtres afin d’intervenir sur les contenus
fre´quentiels
La qualite´ de l’e´nergie e´lectrique reveˆt plusieurs formes, parmi lesquelles nous
retrouvons une certaine notion de\proprete´"des grandeurs e´lectriques. Joseph Fou-
rier (1768-1830) a montre´ qu’un signal pe´riodique pouvait se de´composer en une
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somme de signaux sinuso•daux. En pre´sence d’un courant alternatif, nous cherchons
a` limiter l’amplitude des harmoniques (multiples de la fre´quence du fondamental),
afin d’ame´liorer le facteur de puissance du re´seau. Cette limitation du spectre est
e´galement recherche´e en continu, pour obtenir une meilleure allure du courant sur
le bus.
Dans le contexte des re´seaux distribue´s de puissance, ou` plusieurs e´quipements
sont connecte´s sur le meˆme bus, les harmoniques ge´ne´re´s par l’un d’entre eux
peuvent perturber le fonctionnement des dispositifs voisins. Pour e´viter ces pro-
ble`mes, les concepteurs de re´seaux proposent des normes [MIL04], qui de´finissent
les quantite´s d’harmoniques maximales autorise´es au niveau de chaque grandeur.
La figure (4.2) pre´sente les spe´cifications impose´es par le standard ae´ronautique
MIL-STD-704F, concernant le spectre en tension d’un re´seau continu, dont la ten-
sion de bus est de 270V.
Fig. 4.2 – Spectre des amplitudes maximales pour un re´seau continu 270 volts,
impose´es par le standard MIL-STD-704F
Le syste`me que nous avons choisi d’e´tudier illustre une situation classique, que
nous pouvons retrouver dans de nombreuses applications. Au niveau de la charge,
le de´coupage re´alise´ par la commande du convertisseur statique ge´ne`re des harmo-
niques de courant hautes fre´quences. Le filtre, dispose´ entre le bus et la charge,
vient e´liminer ces harmoniques afin d’e´viter la pollution du bus continu. Ce der-
nier doit e´galement laisser passer les grandeurs basses fre´quences transmises par
la source, qui alimente le bus a` travers un dispositif de redressement. Ce raisonne-
ment justifie la topologie utilise´e : elle correspond a` un gabarit de filtre passe-bas
du deuxie`me ordre.
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L’e´quation caracte´ristique de ce filtre, 1−LfiltreCfiltreω2, permet de calculer la
fre´quence de coupure donne´e en (4.1).
fcoupure =
1
2pi
√
LfiltreCfiltre
(4.1)
Si nous ne´gligeons, en premie`re approximation, les re´sistances des caˆbles et du
bobinage de l’inductance, son gabarit pre´sente une re´sonance au niveau de fcoupure,
suivit d’une pente a` -40 de´cibels par de´cade. Par conse´quent, nous choisissons de
placer la cassure du filtre une de´cade avant la fre´quence de de´coupage de l’onduleur,
soit fcoupure=2kHz (ceci afin d’atte´nuer d’un rapport de 1/100 les harmoniques de
de´coupage).
Comme les crite`res de qualite´ viennent comple´ter le dimensionnement des pa-
rame`tres e´tudie´s, nous reprenons le support qui se pre´sente sous forme d’abaque.
Nous rappelons qu’au niveau de Maple, il s’agit d’une matrice ou` sont e´crits des \0"
et des \1", afin de repre´senter respectivement les points stables et instables. Nous
re´cupe´rons l’abaque construit a` partir du crite`re de Routh-Hurwitz puis, pour l’en-
semble des valeurs qui donne une fre´quence de coupure e´gale a` 2kHz, nous venons
e´crire la valeur \0.5" dans la matrice. Cette valeur permet de faire ressortir ces
points lorsque nous tracons cette matrice, e´tant donne´ que la couleur d’un point
de´pend de sa valeur. A` noter que l’abaque e´tant construit selon une trame de´-
finie par l’utilisateur (nombre fini de points), nous ajoutons des tole´rances afin
de prendre en compte les points du maillage dont la fre´quence correspondante est
proche de la valeur de fcoupure. Le fichier Maple incluant la programmation de cette
fonction est donne´ dans l’annexe [E].
Nous obtenons l’abaque de la figure (4.3), ou` l’ensemble des points dont la fre´-
quence de coupure est e´gale a` 2kHz forment une droite.
L’expression (4.1) donne la relation qui lie Lfiltre et Cfiltre. Ainsi, nous consta-
tons que la fonction Lfiltre = f (Cfiltre) est repre´sente´e par une hyperbole suivant
le plan de l’abaque. Avec les e´chelles logarithmiques, cette hyperbole devient une
droite de´croissante de coecient directeur e´gal a` (-1), dont la position varie selon
la valeur de fcoupure.
Pour ve´rifier la se´lectivite´ du filtre, nous re´alisons des simulations en imple´-
mentant le mode`le instantane´ du drive de la figure (4.1) sous Saber. Comme nous
raisonnons sur la tension, nous repre´sentons sur la figure (4.4) les spectres obtenus
a` partir de l’analyse FFT (Fast Fourier Transform) applique´e sur la tension du
bus, avec et sans le filtre.
En comparant les deux spectres, nous retrouvons bien une atte´nuation de -40
de´cibels au niveau de la composante a` 20kHz. La courbe de la figure (4.2) impose,
pour cette valeur de fre´quence, une composant infe´rieure ou e´gale a` -2 de´cibels :
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Fig. 4.3 – Abaque repre´sentant le crite`re de filtrage
Fig. 4.4 – Analyse fre´quentielle de la tension aux bornes du bus (Vbus), avec et
sans filtre
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le filtre permet donc au syste`me de respecter les spe´cifications demande´es par le
standard MIL-STD-704F (4.2).
4.2.2 Ajustement des dynamiques du syste`me a` travers
l’e´tude de l’amortissement du poˆle dominant
Le premier crite`re de qualite´ nous a permis de limiter les solutions a` un en-
semble de segments de droites sur l’abaque. Afin d’ame´liorer les propositions de
dimensionnements du filtre, nous ajoutons un second crite`re extrait de la lecture
des standards ae´ronautiques. Ces derniers pre´sentent des enveloppes qui de´finissent
les limites autorise´es lors des transitoires d’une grandeur e´lectrique. Le standard
MIL-STD-704F par exemple, impose le gabarit pre´sente´ sur la figure (4.5), pour
la tension aux bornes du bus.
Fig. 4.5 – Enveloppes de´finies par le standard MIL-STD-704F pour les transitoires
de la tension du bus
La repre´sentation de nos syste`mes ne permet pas ve´ritablement d’e´tudier l’as-
pect \de´passement", puisque les perturbations que nous provoquons sont sollicite´es
par des e´chelons sur la source ; et par conse´quent, le de´passement de la re´ponse varie
en fonction de la valeur de l’e´chelon. En revanche du point de vue temporel, ces en-
veloppes sont assimilables a` des contraintes sur le retour a` une position d’e´quilibre,
qui s’appliquent sur l’ensemble des grandeurs e´lectriques. Nous retrouvons cette no-
tion de performance lorsque nous e´voquons l’amortissement d’un syste`me. Cette
notion comple`te bien celle de la stabilite´, puisqu’en plus de garantir la convergence
d’une grandeur, nous spe´cifions le temps maximum ne´cessaire pour que celle-ci re-
trouve un re´gime permanent.
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Les expressions de nos mode`les sont line´aires, ce qui nous permet d’e´tudier les
dynamiques de la re´ponse a` travers les racines du de´nominateur. Si nous consi-
de´rons un syste`me mode´lise´ par une expression du deuxie`me ordre (4.2), l’un des
parame`tres qui illustre sa dynamique est le coecient d’amortissement, note´ m.
Ecaracteristique = 1 +
2m
ω0
p+
1
ω20
p2 (4.2)
Nous distinguons plusieurs cas selon la valeur de m :
– m > 1 - le syste`me est dit ape´riodique. Ses poˆles e´tant re´els, la re´ponse se
de´compose en plusieurs premiers ordres et ne pre´sente donc aucun de´passe-
ment.
– m = 1 - le syste`me est dit ape´riodique-critique. Il s’agit de la valeur limite
avant l’apparition des oscillations.
– 0 < m < 1 - le syste`me est dit oscillant. Ses poˆles deviennent complexes
conjugue´s : des oscillations apparaissent lors des transitoires.
– m = 0 - le syste`me est en limite de stabilite´ : les oscillations sont entretenues.
– m < 0 - le syste`me est instable. Un amortissement ne´gatif se traduit par une
divergence de l’amplitude de la re´ponse.
Les mode`les des syste`mes e´tudie´s pre´sentent ge´ne´ralement des ordres supe´rieurs
a` deux. Les dynamiques se combinent et les poˆles qui pre´dominent sont les poˆles
complexes conjugue´s situe´s au plus pre`s de l’axe des imaginaires. La figure (4.6)
propose une disposition des poˆles d’un syste`me du 7e`me ordre. Les angles forme´s
par les vecteurs
−−→
OPi et l’axe des imaginaires, appele´s δi sur la figure, permettent de
de´terminer les poˆles dominants. En effet, l’expression (4.3) montre que les sinus de
ces angles correspondent aux coecients d’amortissement. Par conse´quent sur cet
exemple, la dynamique la plus rapide est associe´e aux poˆles complexes conjugue´s
P1 et P
′
1.
Notre second crite`re de qualite´ repose donc sur l’e´tude de l’amortissement des
poˆles dominants. En imposant une valeur minimale a` ce coecient, nous assurons
un temps maximal de retour en re´gime permanent. Les autres dynamiques, plus
rapides, ne peuvent que raccourcir la dure´e du re´gime transitoire.
L’imple´mentation de ce crite`re dans l’environnement Maple se de´compose en
plusieurs e´tapes. Pour minimiser les temps de calculs, nous ne retenons dans un
premier temps que l’ensemble des points qui ve´rifient les deux pre´ce´dents crite`res ;
a` savoir, un syste`me stable, dont la fre´quence de coupure du filtre a e´te´ de´finie.
Ensuite, les coecients d’amortissement sont calcule´s pour l’ensemble des poˆles
associe´s a` chaque valeur. Ainsi, nous pouvons en de´duire la valeur de l’amortis-
sement du poˆle dominant, pour chaque combinaison des parame`tres de l’abaque.
L’imple´mentation de ce crite`re sous Maple est donne´ dans l’annexe [E].
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Fig. 4.6 – Disposition des poˆles d’un sys-
te`me du 7e`me ordre
i =
4
ω20i
(
m2i − 1
)
↪→ Pi = −miω0i ±
√
1−m2iω0i · 
↪→ −< (Pi)
‖−−→OPi‖
=
miω0i√
m2iω
2
0i
+ (1−m2i )ω20i
=
miω0i
ω0i
= mi
(4.3)
De cette manie`re, nous obtenons l’abaque de la figure (4.7), pour un coecient
d’amortissement minimal de 0.06. En faisant une approximation a` l’ordre 2, cette
valeur correspond a` une bande passante place´e deux de´cades en dessous la fre´-
quence de de´coupage des charges (soit 200Hz), pour un temps de re´ponse de 0.04s,
de´fini sur les gabarits de la figure (4.5).
Fig. 4.7 – Abaque repre´sentant le crite`re d’amortissement
En suivant le protocole de´fini dans le chapitre pre´ce´dent, nous simulons le sys-
te`me avec le dimensionnement de la figure (4.7). La figure (4.8) donne l’e´volution
de la tension aux bornes du drive, suite a` l’application d’un e´chelon de 10V sur Ve.
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Fig. 4.8 – E´volution de la tension aux bornes du drive avec le dimensionnement
retenu sur l’abaque
Pour ve´rifier notre dimensionnement, nous calculons le coecient d’amortisse-
ment a` partir de la re´ponse indicielle du syste`me, a` l’aide de la formule (4.4).
mgraphique =
ln
(
VD1 − VRP
VD2 − VRP
)
√
4pi2 + ln2
(
VD1 − VRP
VD2 − VRP
)
mgraphique =
ln
(
8.64
5.9
)
√
4pi2 + ln2
(
8.64
5.9
) = 0.06
(4.4)
La valeur du coecient d’amortissement obtenue en simulation correspond bien
a` la valeur impose´e lors du trace´ de l’abaque. E´tant donne´ qu’il s’agit d’un syste`me
du 6e`me ordre, ce re´sultat signifie que le dimensionnement des parame`tres Lfiltre et
Cfiltre, de telle sorte que les poˆles dominants pre´sentent un amortissement minimal
de 0.06, positionne les autres poˆles sur des dynamiques beaucoup plus rapides. Il
nous permet de valider notre approche de dimensionnement.
4.2.3 Conclusion
Nous avons de´fini deux crite`res de qualite´ qui permettent de finaliser le di-
mensionnement des parame`tres e´tudie´s sur l’abaque. En parfaite ade´quation avec
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les spe´cifications impose´es par les standards ae´ronautiques, ils interviennent sur
le contenu spectral et sur la dynamique des transitoires. Le premier crite`re limite
les solutions a` des segments de droites sur l’abaque, en spe´cifiant la fre´quence de
coupure du filtre. Le second crite`re permet quant a` lui de de´terminer les valeurs
des parame`tres en fonction de l’amortissement minimal souhaite´.
4.3 Introduction des algorithmes d’optimisation
applique´s au dimensionnement des filtres
4.3.1 Adaptation de l’e´tude aux algorithmes d’optimisa-
tion
Les abaques constituent un outil tre`s convivial pour le dimensionnement des
syste`mes, notamment parce qu’ils proposent de visualiser directement les conse´-
quences de plusieurs combinaisons de deux parame`tres sur le comportement du
syste`me. Leur principal inconve´nient est que le traitement de plus de deux pa-
rame`tres devient rapidement de´licat. En effet, a` partir de trois parame`tres, nous
sommes oblige´s de tracer plusieurs abaques, ce qui rend leur interpre´tation la-
borieuse. Ceci est essentiellement lie´ au fait que c’est l’utilisateur qui, par son
observation, va faire le choix de la solution optimale. De plus, il nous paraˆt meˆme
impossible de de´terminer une solution optimale, prenant en compte simultane´ment
les effets de l’ensemble des parame`tres e´tudie´s. Nous avons donc envisage´ de confier
ces dimensionnements a` des algorithmes d’optimisation sous contraintes [Gir09b].
Nous nous sommes oriente´s vers deux types d’algorithmes diffe´rents : le pre-
mier repose sur l’e´tude du gradient du crite`re de convergence et le second est un
algorithme ge´ne´tique a` \nichage". Bien que la formulation du proble`me varie se-
lon l’algorithme utilise´, ils ne´cessitent de transformer les crite`res de stabilite´ et de
qualite´ en contraintes. Ils requie`rent e´galement la de´finition d’un crite`re de conver-
gence, ou d’une fonction objectif, afin de guider l’e´volution du vecteur parame`tres.
Par conse´quent, nous commencons par expliciter ces deux points.
4.3.1.1 Transformation des crite`res de stabilite´ et de qualite´ en contraintes
Les contraintes permettent de restreindre le domaine des solutions, en pe´na-
lisant celles qui ne ve´rifient pas les conditions qu’elles imposent. Dans notre cas,
les dimensionnements propose´s par les algorithmes d’optimisation doivent ne´ces-
sairement donner un ensemble stable, ainsi qu’une certaine fre´quence de coupure et
un amortissement minimal. Comme plusieurs contraintes se retrouvent combine´es,
nous les normalisons afin qu’aucune d’entre elle ne soit, a priori, pre´ponde´rantes
par rapport aux autres. Nous les exprimons sous forme d’ine´galite´s, construites
de sorte que les valeurs des contraintes soient comprises entre \0" et \1". A` noter
que pour ve´rifier la contrainte Ci 6 0, l’argument transmis a` l’algorithme d’opti-
misation est uniquement Ci. La prise en compte de l’ine´galite´ se fait de manie`re
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implicite.
Le crite`re de Routh-Hurwitz nous permet d’e´tudier la stabilite´ en conservant le
formalisme analytique. Ne´anmoins, les algorithmes d’optimisation que nous utili-
sons manipulent des valeurs nume´riques. C’est la raison pour laquelle nous refor-
mulons notre crite`re de stabilite´ en reprenant l’ide´e de base : les parties re´elles des
poˆles doivent toutes eˆtre strictement ne´gatives. Le traitement re´alise´ est le suivant :
– De´terminer l’e´quation caracte´ristique a` partir du mode`le analytique du re´-
seau ;
– Re´aliser l’application nume´rique suivant les valeurs du vecteur parame`tre ;
– Calculer l’ensemble des racines du de´nominateur ;
– Extraire celle dont la partie re´elle est la plus e´leve´e.
Si cette dernie`re est ne´gative, alors le syste`me est stable. L’ine´galite´, ainsi que sa
formulation normalise´e, qui repre´sente la contrainte de stabilite´ est donne´e en (4.5).
Tant que le partie re´elle est ne´gative ou nulle, la fonction max retourne un \0";
lorsque la condition est viole´e, elle retourne un nombre positif qui tend vers \1".
<plus e´leve´e (Pi) 6 0 max
(
0,
2
pi
arctan (<plus e´leve´e (Pi))
)
(4.5)
Le crite`re de filtrage impose le gabarit du filtre, en spe´cifiant les fre´quences de
ses cassures. Pour laisser plus de souplesse a` l’algorithme, nous de´limitons l’en-
semble des valeurs possibles pour la fre´quence de coupure par deux bornes, appe-
le´es fmin et fmax. L’ine´galite´, ainsi que sa formulation normalise´e, qui repre´sente la
contrainte de filtrage est donne´e en (4.6). Comme pour la pre´ce´dente contrainte,
la fonction max retourne un \0" tant que la fre´quence est comprise entre les deux
bornes ; puis un nombre positif qui tend vers \1" lorsque cette condition n’est pas
ve´rifie´e.
fmin − fcoupure 6 0  max
(
0, 1− fcoupure
fmin
)
fcoupure − fmax 6 0 max
(
0, 1− fmax
fcoupure
) (4.6)
Enfin, le crite`re d’amortissement est imple´mente´ en calculant l’amortissement
de l’ensemble des poˆles associe´ a` un vecteur parame`tre. La valeur du coecient
correspondant au poˆle dominant est ensuite compare´e a` l’amortissement mini-
mum souhaite´. L’ine´galite´, ainsi que sa formulation normalise´e, qui repre´sente la
contrainte d’amortissement est donne´e en (4.7). Elle renvoie les meˆmes re´sultats
que les contraintes pre´ce´dentes.
mminsouhaite´ −mpoˆle dominant 6 0 max
(
0, 1− mpoˆle dominant
mminsouhaite´
)
(4.7)
Ainsi, l’ensemble de nos crite`res ont e´te´ transforme´s en contraintes normalise´es,
qui peuvent eˆtre utilise´e au niveau des algorithmes d’optimisation.
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4.3.1.2 De´finition de la fonction permettant d’orienter les algorithmes
Le crite`re de convergence permet de diffe´rencier l’ensemble des solutions qui ve´-
rifient les contraintes. Cette fonction conditionne l’e´volution du vecteur parame`tre,
renouvele´ a` chaque ite´ration par l’algorithme, afin d’aboutir a` la solution optimale
du proble`me.
Dans un premier temps, nous avons envisage´ de chercher a` minimiser la masse
du filtre, ce qui pre´sente un inte´reˆt conside´rable pour les concepteurs d’applications
embarque´es. Mais cette dernie`re, tre`s sensible aux technologies utilise´es - surtout
au niveau des inductances -, est non seulement dicile a` inte´grer au proble`me,
mais en plus, les re´sultats risqueraient de ne pas avoir beaucoup de sens. Nous
nous sommes donc oriente´s vers la minimisation de l’e´nergie stocke´e dans le filtre.
Compte tenu des relations (4.8), ce crite`re revient a` chercher les plus petites valeurs
d’inductance et de condensateur, ve´rifiant les contraintes de stabilite´ et de qualite´.

ELfiltre =
1
2
Lfiltre · i2bus
ECfiltre =
1
2
Cfiltre · v2DC
(4.8)
L’algorithme recherche, a` partir du vecteur initial, le vecteur parame`tres qui mi-
nimise la valeur du crite`re de convergence, en respectant les bornes qui permettent
de limiter le domaine d’e´tude. Ainsi, pour un parame`tre note´ Xi, nous de´finissons
ses deux bornes limites Ximin et Ximax . Il vient le crite`re de convergence pour n
parame`tres donne´ en (4.9).
fcrite`re =
n∑
i=1
(
(Xi −Ximin)
(Ximax −Ximin)
)2
(4.9)
Enfin, les algorithmes que nous utilisons sont e´troitements lie´ a` l’environnement
Matlab. Par conse´quent, nous traduisons l’e´quation caracte´ristique e´tablie avec
Maple sous forme d’un vecteur, qui regroupe les coecients des diffe´rents ordres
de p. L’optimisation peut commencer !
4.3.2 E´tude de la seconde topologie avec la me´thode base´e
sur les abaques
Pour s’assurer que les solutions obtenues en appliquant les algorithmes d’op-
timisation ve´rifient bien les contraintes, nous commencons par traiter un dimen-
sionnement faisant intervenir seulement deux parame`tres. Nous aurons donc la
possibilite´ de reporter les optimums sur un abaque.
Nous conside´rons la topologie de filtre pre´sente´e figure (4.9).
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Fig. 4.9 – Seconde topologie conside´re´e dans notre e´tude
Notre objectif est de dimensionner la cellule de filtrage, soit l’inductance Lf1 et
le condensateur Cf1 , afin que l’ensemble soit stable, avec une fre´quence de coupure
e´gale a` 2kHz et un amortissement minimal de 0.06. Ces contraintes nous permettent
de tracer l’abaque de la figure (4.24).
Fig. 4.10 – Abaque repre´sentant les crite`res de stabilite´ et de qualite´ associe´s a` la
seconde topologie de filtre
Les dimensionnements qui ve´rifient l’ensemble des contraintes forment un seg-
ment, repe´re´ \ξ > 0.06" sur la figure (4.24). Cet abaque constitue maintenant
notre re´fe´rence, sur laquelle nous pouvons reporter les re´sultats obtenus avec les
algorithmes d’optimisation.
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4.3.3 Utilisation d’un algorithme de convergence de type
gradient
4.3.3.1 De´finition de l’algorithme
Le fonctionnement du premier algorithme est base´ sur l’e´tude du gradient du
crite`re de convergence [Bal95]. Il de´termine l’orientation a` donner au vecteur pa-
rame`tre en e´valuant les pentes de la fonction fcrite`re. Nous utilisons la fonction
\fmincon" qui fait partie de la toolbox d’optimisation de Matlab. L’appel a` cette
fonction est le suivant :
[X,fval] = fmincon(@Fonc,x0,A,b,Aeq,beq,lb,ub,@mycon) ;
Dont nous distinguons les diffe´rents arguments explicite´s ci-dessous :
X Le vecteur parame`tre retourne´ par la fonction
fval Le valeur du crite`re de convergence retourne´e par le fonction
@Fonc La fonction qui de´finie le crite`re de convergence
x0 Le vecteur parame`tre initial
A,b,Aeq,beq Les matrices qui permettent de borner le vecteur parame`tre
avec `A,b’ syste`me line´aire pose´ sous forme d’ine´galite´ et
`Aeq,beq’ syste`me line´aire pose´ sous forme d’e´galite´
lb,ub Les bornes infe´rieures `lb’ et supe´rieures `ub’ associe´es
a` chaque parame`tre
@mycon La de´finition des contraintes pre´sente´es sous forme de deux
vecteurs, `c’ pour celles sous forme d’ine´galite´s et `ceq’
pour celles sous forme d’e´galite´
L’annexe [F] pre´sente le fichier e´dite´ sous Matlab permettant de dimensionner
Lf1 et Cf1 a` l’aide de \fmincon". Le domaine d’excursion est de´fini suivant les
limites de l’abaque, et les parame`tres initiaux sont fixe´s a` 1e−5. A` noter que pour
trouver l’optimum de ce proble`me, l’exe´cution de l’algorithme ne´cessite a` peine une
seconde.
4.3.3.2 Re´sultats obtenus avec la fonction fmincon
La valeur finale du crite`re de convergence retourne´e par la fonction \fmincon"
est de 1.26e−10. Nous obtenons les valeurs de parame`tres donne´es en (4.10). Elles
de´finissent l’optimum de la fonction fcrite`re, qui respecte les contraintes de stabilite´
et de qualite´ impose´es. Pour nous en assurer, nous calculons le vecteur @mycon en
exe´cutant le fichier de l’annexe [F] avec ces valeurs de parame`tres. Les re´sultats
pre´sente´s en (4.11) valident le dimensionnement propose´.
Une fois reporte´ sur l’abaque (4.11), nous constatons que ce dimensionnement
appartient bien a` l’ensemble de solution obtenu pre´ce´demment.
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{
Lf1 = 79.48µH
Cf1 = 79.48µF
(4.10)

<plus e´leve´e (Pi) = −403.5 (X)
fcoupure = 1999.3Hz (X)
mpoˆle dominant = 0.209 (X)
(4.11)
Fig. 4.11 – Abaque repre´sentant les solutions obtenues avec la fonction fmincon
Naturellement, l’algorithme a recherche´ une solution minimisant de manie`re
\syme´trique"les valeurs de l’inductance et du condensateur, ce qui explique l’e´galite´
de leurs valeurs. Pour donner plus d’importance a` la minimisation d’un parame`tres
par rapport aux autres, nous ajoutons des ponde´rations au niveau du crite`re de
convergence. Note´es Pi dans (4.12), elles permettent d’accentuer ou d’atte´nuer les
termes associe´s aux parame`tres Xi de la somme.
fcrite`re =
n∑
i=1
(
Pi
(Xi −Ximin)
(Ximax −Ximin)
)2
(4.12)
Ainsi, avec des coecients de ponde´rations de 100 pour l’inductance et de 1 pour
le condensateur, nous obtenons le dimensionnement (4.13). Nous l’avons e´galement
fait figurer sur l’abaque -\Gradient & P"- afin de ve´rifier qu’il appartenait lui aussi
au domaine de solution de´termine´ pre´ce´demment. Les re´sultats du calcul du vecteur
@mycon sont donne´s pour information en (4.14).
{
Lf1 = 25.19µH
Cf1 = 251.41µF
(4.13)

<plus e´leve´e (Pi) = −370.2 (X)
fcoupure = 2000Hz (X)
mpoˆle dominant = 0.145 (X)
(4.14)
Le dimensionnement obtenu avec les ponde´rations ve´rifient bien les contraintes
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impose´es. La nouvelle de´finition de fcrite`re a permis sur cet exemple de minimiser
davantage la valeur de l’inductance par rapport a` celle du condensateur.
En conclusion, ce premier algorithme - de conception assez simple - de´termine
presque instantane´ment un dimensionnement, qui ve´rifie les crite`res de stabilite´ et
de qualite´ qui ont e´te´ traduits sous forme de contraintes. Les ponde´rations spe´-
cifie´es par le concepteur guident l’e´volution du vecteur parame`tres vers diffe´rents
optimums, qui minimisent plus ou moins chaque parame`tre.
La fonction \fmincon", en rendant possible le dimensionnement simultane´ de
plus de deux parame`tres, nous a permis d’atteindre l’objectif que nous nous e´tions
fixe´. Ne´anmoins, la solution propose´e est unique, ce qui ne laisse aucune liberte´
au concepteur pour inte´grer d’autres crite`res a` son proble`me. C’est la raison pour
laquelle nous nous sommes oriente´s vers un algorithme ge´ne´tique a` \nichage".
4.3.4 Application d’un algorithme ge´ne´tique a` nichage au
dimensionnement des parame`tres
4.3.4.1 De´finition de l’algorithme
Les algorithmes ge´ne´tiques permettent de faire e´voluer une famille de solutions
vers une population mieux adapte´e au proble`me pose´, en utilisant le principe de
se´lection naturelle applique´ sur plusieurs ge´ne´rations [Mit96, Deb02]. Pour notre
proble`me de dimensionnement, nous recherchons plusieurs solutions ve´rifiant cer-
taines contraintes et minimisant l’e´nergie stocke´e au niveau du filtre. En d’autres
termes, nous souhaitons proposer plusieurs \individus" au concepteur de re´seau,
afin de lui laisser la possibilite´ d’inte´grer d’autres crite`res de se´lection a posteriori.
La figure (4.12) illustre le fonctionnement d’un algorithme ge´ne´tique.
Fig. 4.12 – Principe de fonctionnement d’un algorithme ge´ne´tique
L’algorithme commence par ge´ne´rer ale´atoirement une population initiale de n
individus. Chaque individu est ensuite e´value´ par rapport a` l’objectif souhaite´, puis
une partie d’entre eux est se´lectionne´ selon les re´sultats de l’e´valuation. De nou-
veaux individus (\enfants") sont ge´ne´re´s en croisant les individus \parents" retenus
par la se´lection. L’algorithme inte`gre e´galement la probabilite´ que des mutations
apparaissent durant cette e´tape. De cette manie`re, a` chaque ge´ne´ration, la popu-
lation se rapproche progressivement de l’objectif fixe´.
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Dans notre cas, chaque individu de´fini l’ensemble des parame`tres que nous cher-
chons a` optimiser. Lors d’un croisement, deux individus s’e´changent un ou plusieurs
parame`tres, et les mutations correspondent a` des permutations de parame`tres au
niveau d’un individu. Ces deux e´tapes sont conditionne´es par des probabilite´s.
Nous avons choisi d’utiliser l’algorithme appele´ RTS (Restricted Tournament
Selection) [Har95]. Il s’agit d’un algorithme ge´ne´tique (GA) a` \nichage" [Sar98],
c’est a` dire qu’il cherche a` faire e´merger plusieurs espe`ces. Ces espe`ces repre´sentent
les individus peuplant les diffe´rentes \niches", qui constituent les optimums de la
fonction objectif, a` l’inte´rieur du domaine d’e´tude. La figure (4.13) illustre la spe´-
cificite´ de ces algorithmes par rapport aux GA classiques.
Fig. 4.13 – Comparaison des re´sultats obtenus entre un GA classique et un GA a`
nichage
Le fonctionnement de RTS est de´crit sur la figure (4.14). La premie`re e´tape
consiste a` se´lectionner deux individus choisis ale´atoirement dans la population ini-
tiale, comprenant n e´le´ments. Ces deux \parents", note´s p1 et p2, sont croise´s puis
mute´s, afin de former deux \enfants", que nous appelons e′1 et e
′
2. Ensuite, un
e´chantillon de w individus est pre´leve´ au niveau de la population initiale. Les deux
\enfants" e′1 et e
′
2 rentrent alors en compe´tition - Tournament - avec les individus
de l’e´chantillon, dont les caracte`res ge´ne´tiques sont les plus proches de ces deux
\enfants". Les vainqueurs de cette compe´tition, qui correspondent aux individus
re´pondant le mieux a` l’objectif recherche´, sont re´introduits dans la population, et
ce traitement est applique´ a` chaque ge´ne´ration.
L’imple´mentation de cet algorithme est re´alise´e en language \C", puis le code
est compile´ sous Matlab avec la commande suivante :
mex RTS.C -lcc engmatopts.bat
RTS est ensuite lance´ depuis le fichier exe´cutable cre´e´ une fois la compilation
acheve´e. Il communique avec un fichier de Matlab (fitness.m), ou` la fonction ob-
jectif est de´crite. Une fois que les ge´ne´rations sont termine´es, nous re´cupe´rons les
re´sultats sous forme d’un tableau.
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Fig. 4.14 – Principe de fonctionnement de l’algorithme RTS
Nous terminerons la pre´sentation de RTS par la prise en compte des contraintes.
Celles-ci sont place´es au niveau de la de´finition de la fonction objectif, en leur
associant un poids tre`s e´leve´. De cette manie`re, lorsqu’une des contraintes n’est
pas respecte´e, une forte pe´nalite´ est applique´e aux individus concerne´s. La fonction
objectif donne´e en (4.15) regroupe donc deux sommes caracte´risant la minimisation
des parame`tres et la ve´rification des contraintes.
fobjectif =
n∑
i=1
(
Pi
(Xi −Ximin)
(Ximax −Ximin)
)2
+ 105 ·
m∑
j=1
(Cj) (4.15)
Nous pre´sentons le de´tail du fichier \fitness" associe´ a` cette e´tude dans l’an-
nexe [G].
4.3.4.2 Re´sultats obtenus avec l’algorithme RTS
Nous appliquons ce programme base´ sur l’algorithme RTS au proble`me de di-
mensionnement des parame`tres Lf1 et Cf1 de la topologie pre´sente´e figure (4.9).
Nous conside´rons une population de 100 individus pouvant e´voluer selon les meˆmes
limites que celles impose´es sur l’abaque. Apre`s 400 ge´ne´rations, les principaux in-
dividus qui apparaissent au niveau de chaque niche sur population finale sont re-
pre´sente´s figure (4.15). A` noter que l’algorithme nous donne un ensemble de points
compris entre 4 et 7, dont l’optimum par rapport a` notre objectif est note´ 1. Le
parame`trage de l’algorithme, comme par exemple le choix du nombres d’individus
et de ge´ne´rations, a e´te´ fait arbitrairement, de manie`re a` ce que l’ensemble des
individus e´voluent de manie`re stables (e´viter la destruction des niches).
Ils se positionnent suivant une droite, qui est inclue au domaine obtenu en
utilisant la me´thode base´e sur les abaques. Ils ve´rifient donc les contraintes de sta-
bilite´ et de qualite´ impose´s. Avec cet algorithme, nous obtenons presque le meˆme
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Fig. 4.15 – Abaque repre´sentant les individus obtenus avec RTS apre`s 400 ge´ne´-
rations
ensemble de solutions qu’avec les abaques, sans eˆtre limite´ a` seulement deux pa-
rame`tres. Le concepteur dispose de plusieurs solutions, et il peut en appre´cier la
qualite´ par rapport aux objectifs fixe´s, en comparant leur valeur de fobjectif .
En effet pour cette e´tude, nous avons associe´ des ponde´rations afin de rechercher
une solution minimisant davantage la valeur de l’inductance (70%) par rapport a`
celle du condensateur (30%). La courbe de la figure (4.16) repre´sente l’e´volution
des valeurs de fobjectif suivant les individus nume´rote´s de 1 a` 7 sur l’abaque. Elle
permet de les comparer les uns par rapport aux autres, l’optimum e´tant l’individu
dont les valeurs sont les plus en ade´quation l’objectif de´fini dans le fichier \fitness".
Avec ces informations, le concepteur a donc la possibilite´ d’inte´grer d’autres
crite`res et de choisir un dimensionnement diffe´rent de l’optimum. Au final, la com-
paraison des valeurs de fobjectif pour la solution retenue et l’optimum donne un
indice de qualite´ par rapport au crite`re de minimisation de l’e´nergie stocke´e, sui-
vant les ponde´rations applique´es.
4.3.5 Conclusion
Les algorithmes d’optimisation sous contraintes facilitent le dimensionnement
des e´le´ments constitutifs d’un filtre en respectant les crite`res de stabilite´ et de
qualite´ de´finis pre´ce´demment. Ils inte`grent la minimisation de l’e´nergie stocke´e a`
travers soit le crite`re de convergence, soit la fonction objectif, en fonction du type
d’algorithme conside´re´.
La fonction \fmincon" de Matlab retourne la solution re´pondant le mieux au pro-
ble`me, en s’orientant a` partir du gradient de la fonction repre´sentant le crite`re de
convergence. La recherche de plusieurs \niches" d’individus re´pondant aux objec-
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Fig. 4.16 – E´volution des valeurs de la fonction objectif suivant les individus rete-
nus sur l’abaque
tif est possible en utilisant l’algorithme ge´ne´tique RTS. Il offre plus de liberte´ au
concepteur qui peut inte´grer d’autres crite`res au proble`me, comme des contraintes
de re´alisation par exemple.
Valide´ avec deux parame`tres, nous allons maintenant appliquer RTS sur des
syste`mes plus complexes.
4.4 Applications de l’outil de´veloppe´ aux dimen-
sionnements de plus de deux parame`tres
L’objectif de cette partie est d’illustrer la possibilite´ de dimensionner un nombre
important de parame`tres, suivant des crite`res de stabilite´ et qualite´, en recherchant
une e´nergie stocke´e minimale dans les filtres.
4.4.1 Mise en application sur les quatres parame`tres du
filtre a` deux cellules
Dans un premier temps, nous cherchons a` dimensionner les quatre e´le´ments
qui constituent le filtre d’entre´e du drive, en conside´rant la topologie pre´sente´e
figure (4.9). Pour se faire, nous devons tout d’abord spe´cifier les contraintes de sta-
bilite´ et de qualite´, l’objectif recherche´, ainsi que les diffe´rents re´glages qui condi-
tionnent le fonctionnement de l’algorithme.
Nous reprenons les contraintes utilise´es pre´ce´demment lors du dimensionnement
de la cellule de filtrage (Lf1 , Cf1), auxquelles nous ajoutons une condition sur la
dynamique de la cellule de stabilisation (Rf2 , Cf2). Pour que cette cellule atte´nue le
phe´nome`ne de re´sonnance, nous devons placer sa fre´quence de coupure en dessous
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celle de la premie`re cellule. Nous limitons sa valeur a` 1.5kHz.
Nous devons pre´ciser a` l’algorithme les objectifs souhaite´s au niveau de chaque
parame`tre afin d’orienter l’e´volution de notre population d’individus. Nous cher-
chons les valeurs les plus faibles d’inductance et de condensateurs qui minimisent
l’e´nergie stocke´e dans le filtre ; et la plus grande valeur de re´sistance, pour pouvoir
minimiser au maximum la valeur de Cf2 ainsi que les pertes. Ge´ne´ralement, les
concepteurs fixent la valeur de cette re´sistance le´ge`rement infe´rieure a` la valeur
absolue de la re´sistance e´quivalente du drive. Cette dernie`re e´tant ne´gative puis-
qu’il s’agit d’une charge absorbant une puissance constante, ils s’assurent ainsi que
la re´sistance e´quivalente soit positive, afin d’e´viter l’apparition d’instabilite´s. Dans
notre cas, nous e´tudions la stabilite´ du syste`me en prenant en compte l’ensemble
de ses dynamiques, ce qui nous permet d’explorer un domaine plus large, pour
choisir la valeur Rf2 . Enfin, les ponde´rations que nous avons utilise´es pour chaque
parame`tre sont les suivantes : 50% pour Lf1 , 10% pour Cf1 et 20% pour Rf2 et Cf2 .
Au niveau du parame`trage de RTS, nous conside´rons une population de 100
individus, auxquels nous faisons subir 1000 ge´ne´rations. La taille de l’e´chantillon
(w) est un facteur pre´dominant dans la recherche des niches. Si nous choisissons
un e´chantillon trop petit, la de´couverte de nouvelles niches risque d’eˆtre limite´e ;
mais si nous en choisissons un trop grand, elles risqueraient de ne plus e´merger.
En l’absence de solution permettant d’optimiser la taille de cet e´chantillon, nous
fixons w a` n/2 - les compe´titions auront lieu avec la moitie´ de la population ini-
tiale -, et seul l’optimum est e´tudie´. Selon ses besoins, le concepteur pourra tester
plusieurs valeurs de w afin de parvenir a` une re´partition optimale des individus
selon plusieurs niches.
L’exe´cution de RTS se conclut par l’optimum dont les valeurs sont donne´es
en (4.16). Comme pre´ce´demment, nous ve´rifions que l’ensemble des contraintes
sont bien respecte´es en calculant les poˆles du syste`me, ainsi que la fre´quence de
coupure du filtre. Les re´sultats obtenus sont donne´s en (4.17), et ils permettent de
conclure que l’optimum trouve´ par RTS ve´rifie bien les contraintes impose´es.

Lf1 = 53.22µH
Cf1 = 118.98µF
Rf2 = 100

Cf2 = 1.061µF
(4.16)

<plus e´leve´e (Pi) = −311.65 (X)
fcoupureLC = 2000Hz (X)
fcoupureRC = 1500Hz (X)
mpoˆle dominant = 0.179 (X)
(4.17)
Pour valider ce dimensionnement, nous simulons le syste`me de la figure (4.9)
sous Saber. La courbe trace´e figure (4.17) donne l’e´volution de la tension aux bornes
du drive, suite a` l’application d’un e´chelon sur la tension de la source (Ve).
Le coecient d’amortissement mesure´ au niveau de la courbe est le´ge`rement
supe´rieur a` la valeur obtenue the´oriquement pour les poˆles dominants (4.17). Il
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Fig. 4.17 – E´volution de la tension aux bornes du drive avec le dimensionnement
propose´ par RTS
s’agit en fait des autres poˆles, qui ne sont pas ne´gligeables et qui ajoutent un
peu plus amortissement au syste`me. Les re´sultats de simulation corroborent ceux
obtenus sousMatlab, nous permettant de valider le dimensionnement de ces quatres
parame`tres avec RTS.
4.4.2 Dimensionnement de deux filtres sur un re´seau com-
prenant deux charges
Nous allons maintenant appliquer RTS sur un exemple plus complexe, ou` les
deux filtres d’entre´e de la figure (4.18) sont a` dimensionner, soit 6 parame`tres au
total.
La mise en e´quation du proble`me reprend ce qui a de´ja` e´te´ fait dans les parties
pre´ce´dentes. Comme le mode`le regroupe l’ensemble des dynamiques, les crite`res de
stabilite´ et d’amortissement restent les meˆmes quelque soit le syste`me e´tudie´. Nous
avons donc juste a` spe´cifier les gabarits fre´quentiels des filtres. Les fre´quences de
coupure des cellules de filtrage sont place´es une de´cade en dessous les fre´quences
de de´coupage des charges, soit 2kHz ; et la dynamique de la cellule de stabilisation
est borne´e a` 1.5kHz.
Nous recherchons une solution minimisant l’e´nergie stocke´e, a` partir d’une po-
pulation 100 individus. Nous obtenons l’optimum donne´ en (4.18) apre`s 8000 ge´-
ne´rations.
Ce re´sultat tient compte des ponde´rations suivantes, applique´es au niveau de
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Fig. 4.18 – Re´seau conside´re´ pour e´tudier le dimensionnement des filtres d’entre´e
des drives

Lf11 = 61.53µH
Cf11 = 102.94µF
Lf21 = 64.80µH
Cf21 = 97.75µF
Rf22 = 100

Cf22 = 1.416µF
(4.18)

<plus positive (Pi) = −267.36 (X)
fcoupureLC1 = 2000Hz (X)
fcoupureLC2 = 2000Hz (X)
fcoupureRC = 1124Hz (X)
mpoˆle dominant = 0.171 (X)
(4.19)
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chaque parame`tre : 25% pour Lf11 et Lf21 , 10% pour Cf11 et Cf21 et 15% pour Rf2
et Cf2 . Nous nous assurons qu’il ve´rifient l’ensemble des contraintes du point de
vue the´orique avec les re´sultats donne´s en (4.19).
Ce dimensionnement est teste´ une fois encore avec une simulation re´alise´e sous
Saber. Nous repre´sentons les e´volutions des deux tensions aux bornes de chaque
drive de la figure (4.17), suite a` l’application d’un e´chelon sur la tension de la source
(Ve).
(a.) Tension d’entre´e du drive n˚ 1 (b.) Tension d’entre´e du drive n˚ 2
Fig. 4.19 – E´volution des tensions aux bornes des deux drives avec les parame`tres
propose´s par RTS
Ces re´sultats de simulation corroborent ceux calcule´s a` partir de l’optimum
donne´ par RTS lors de la ve´rification des contraintes, comme en atteste la mesure
des coecients d’amortissements au niveau des courbes.
Dans ce manuscrit, nous pre´sentons les premiers re´sultats qui tentent de re´-
pondre a` une proble´matique bien connue lorsqu’il s’agit d’assembler plusieurs sous-
syste`mes. Il convient de dimensionner les filtres de telle sorte que l’ensemble du
re´seau suivent les spe´cifications du cahier des charges. Pour mener a` bien notre
e´tude, il nous a e´te´ ne´cessaire de faire plusieurs choix aussi bien pour les cri-
te`res de qualite´, qu’au niveau de la de´finition de la fonction objectif. Nous n’avons
donc pas explore´ toutes les richesses que peut apporter l’outil de´veloppe´. Il pour-
rait e´galement eˆtre applique´ au dimensionnement d’autres parame`tres - comme le
condensateur Cbus par exemple - et surtout avec d’autres de´finitions du proble`me.
4.4.3 Conclusion
A` l’issue de ces deux exemples, nous pouvons conclure que cet algorithme per-
met bien de dimensionner un nombre important de parame`tres, tout en respectant
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un ensemble de crite`res qui lui sont impose´s. A` partir des contraintes de´finies
dans les standards, le concepteur peut faire le choix des topologies de filtres qu’il
est ne´cessaire d’utiliser. Une fois que le syste`me est entie`rement de´fini, l’algorithme
ge´ne´tique se charge de faire e´voluer les individus vers une solution optimale au pro-
ble`me. Selon ses propres crite`res, le concepteur pourra faire apparaˆtre plusieurs
niches en choisissant judicieusement les diffe´rentes valeurs de re´glage de RTS. Les
simulations re´alise´es sous Saber nous ont permis de valider les re´sultats trouve´s
pour chaque syste`me.
4.5 Ouverture vers les e´tudes de stabilite´ multi-
parame`tres
Cette dernie`re partie vient s’inse´rer a` la fin de ce chapitre, afin de pre´senter
les premiers re´sultats obtenus au niveau des e´tudes de stabilite´ re´alise´es a` partir
d’algorithmes ge´ne´tiques. Il s’agit donc d’une amorce aux perspectives qu’apportent
ces outils. A` noter toutefois que ces recherches nous ont permis d’ame´liorer les
re´sultats obtenus pre´ce´demment, en rede´finissant nos objectifs de manie`re plus
approprie´e.
4.5.1 Utilisation d’un algorithme ge´ne´tique applique´ a` l’ana-
lyse multi-parame`tres
A` la base, l’introduction des algorithmes d’optimisation dans notre e´tude cor-
respondait au souhait de pouvoir dimensionner simultane´ment plus de deux para-
me`tres. Mais apre`s les avoir utilise´s dans ce sens, nous constatons qu’ils se re´ve`lent
eˆtre de tre`s bons outils d’analyse multi-parame`tres. Dans le pre´ce´dent chapitre,
nous avons montre´ l’inte´reˆt des abaques de stabilite´, aussi bien comme outil de
dimensionnement que d’analyse. Les e´tudes selon un ou deux parame`tres ne ne´ces-
sitent qu’un seul abaque. Ceci n’est plus le cas lorsque nous en conside´rons trois,
puisque nous devons tracer autant d’abaques que de valeurs prises par ce dernier
parame`tre. D’ou` l’ide´e d’utiliser RTS pour faciliter ce type d’e´tudes.
Comme pre´ce´demment lorsque nous nous inte´ressions au dimensionnement des
filtres, nous pre´sentons l’analyse de stabilite´ sur un cas simple, comportant seule-
ment deux parame`tres. Ces conditions nous permettent de tracer un abaque afin
de ve´rifier les re´sultats donne´s par RTS. L’e´tude consiste a` ne prendre en compte
que la stabilite´ du syste`me comme unique objectif, soit (4.20).
fobjectif = max
(
0,
2
pi
arctan (<plus e´leve´e (Pi))
)
(4.20)
Il n’y a donc plus de crite`re de minimisation : seule la contrainte de stabilite´
de´finie pre´ce´demment est utilise´e pour guider l’algorithme. Pour bien repre´senter
les domaines de stabilite´, nous superposons plusieurs populations d’individus. En
reprenant le syste`me de la figure (4.9), l’application de RTS sur les parame`tres Lf1
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et Cf1 donne les re´sultats pre´sente´s figure (4.20).
Fig. 4.20 – Populations d’individus ayant des distributions ne tenant pas compte
des e´chelles logarithmes
Nous constatons sur les quatres populations repre´sente´es, que la majeure partie
des individus sont concentre´s au niveau d’une seule zone. D’ou` notre premie`re
hypothe`se : l’e´volution de l’algorithme diverge quelque soit la population initiale.
En fait, l’explication de ce re´sultat se trouve dans le principe d’e´volution de la
population avec RTS. Ce dernier disperse line´airement les individus, alors que
lorsque nous avons formule´ notre proble`me, les bornes ont e´te´ de´finies sous forme
de puissances de dix, ceci afin de couvrir un large domaine. Sur la figure (4.20), nous
observons une distribution logarithmique, avec seulement des valeurs d’inductance
et de condensateur e´leve´es. Pour pallier ce proble`me, nous le reformulons suivant
la modification de´crite en (4.21) : nous n’utilisons plus les nombres sous forme de
puissance de dix, mais les chiffres des puissances comme parame`tres dans RTS.
Lf1 = X (1)  Lf1 = 10
X(1)
X (1) ∈ 10−6, 10−1 X (1) ∈ [−6,−1]
Cf1 = X (2)  Cf1 = 10
X(2)
X (2) ∈ 10−7, 10−2 X (2) ∈ [−7,−2]
(4.21)
En rede´finissant l’ensemble du proble`me, nous obtenons les re´sultats de la fi-
gure (4.22) qui regroupent six populations diffe´rentes. La zone de´limite´e par l’en-
semble des individus peut eˆtre compare´e au domaine stable de l’abaque de stabilite´,
rappele´e figure (4.21). A` noter que pour cette e´tude, nous avons choisi une popula-
tion de n=200 individus, avec un e´chantillon de tournoi le plus grand possible, soit
w=n=200. Cela nous permet de favoriser les compe´titions entre individus appar-
tenant aux meˆmes niches (compe´titions intra-niches), afin d’obtenir une meilleure
diversite´ ge´ne´tique (\stabilite´" des niches).
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Fig. 4.21 – Rappel de l’abaque de
stabilite´ obtenue pour le dimensionne-
ment de la cellule de filtrage
Fig. 4.22 – Distribution d’individus
apre`s avoir normalise´ les parame`tres
Finalement, en line´arisant le domaine de variation des parame`tres, les individus
se re´partissent uniforme´ment sur l’ensemble du domaine stable.
Pour ame´liorer la disposition des individus, qui reveˆt un caracte`re ale´atoire sur
RTS, nous avons teste´ un autre algorithme ge´ne´tique, qui inclut une fonction de
\Clearing". L’objectif de cette fonction est d’essayer de repartir de manie`re homo-
ge`ne les individus sur l’ensemble du domaine des solutions, a` partir de la de´finition
d’un rayon (σ) qui vient se´parer les individus entre eux. Nous obtenons les re´sultats
pre´sente´s figure (4.23), pour diffe´rentes valeurs de σ.
(a.) σ = 0.02 (b.) σ = 0.05 (c.) σ = 0.08
Fig. 4.23 – Re´sultats obtenus avec un algorithme ge´ne´tique inte´grant une fonction
de clearing, pour diffe´rentes valeurs de rayon
Ces re´sultats montrent a` quel point il est important de bien choisir la valeur du
rayon d’e´claircissement (σ), en fonction de la taille du domaine d’e´tude. Lorsque
nous utilisons un rayon presque ide´al - cas (b.) - la trame forme´e par l’ensemble des
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individus est plus re´gulie`re que celles obtenues avec RTS. Nous avons davantage
la certitude d’avoir explore´ l’ensemble du domaine stable. Ne´anmoins, de mauvais
parame`trages de cet algorithme donnent des re´sultats qui ne repre´sentent plus au-
cun inte´reˆt. Si la valeur de σ est trop faible - cas (a.) -, des \vides" apparaissent
entre des groupes d’individus qui ont e´te´ trop rapproche´s les uns des autres ; et si
elle est trop grande - cas (c.) -, l’algorithme ne parvient pas a` e´liminer certaines
solutions instables, n’ayant plus la place d’ajouter d’autres individus sur le plateau.
Cet algorithme se base sur une autre approche pour faire e´voluer la popula-
tion initiale, que nous pourrons confronter a` celle utilise´e par RTS. Si ces re´sultats
peuvent pre´senter un inte´reˆt au niveau de l’exploration des domaines, il conviendra
toutefois de nous en servir avec beaucoup de prudence, lorsque nous e´tudierons la
stabilite´.
Ces re´sultats illustrent la possibilite´ d’utiliser des algorithmes ge´ne´tiques comme
outils d’analyse. En e´tudiant l’e´volution des populations soumises aux crite`res que
nous choisissons, nous pouvons spe´cifier des conditions sur un nombre important
de parame`tres, afin de garantir une association stable de plusieurs e´quipements.
4.5.2 Reprise du dimensionnement de la cellule de filtrage
avec la normalisation de l’objectif
Le proble`me de distribution logarithmique observe´ pre´ce´demment a montre´ a`
quel point la formulation du proble`me est importante lorsque nous utilisons ces
algorithmes. Nous reprenons par conse´quent le dimensionnement des parame`tres
Lf1 et Cf1 , suivant les crite`res et contraintes e´nonce´es dans la seconde partie de
ce chapitre. Nous rappelons qu’il s’agissait de de´terminer les valeurs d’inductance
et condensateur ve´rifiant les crite`res de stabilite´, filtrage et d’amortissement qui
minimisaient l’e´nergie stocke´e.
Nous comparons les re´sultats obtenus a` partir des deux e´critures de la fonction
objectif donne´es en (4.21). Pour obtenir des re´sultats cohe´rents, nous avions eu
besoin d’appliquer 400 ge´ne´rations ; alors que nous n’utiliserons ici que 200 ge´ne´-
rations sur la population de 100 individus. Les re´sultats obtenus sont pre´sente´s
figure (4.25). Nous rappelons la solution obtenue a` partir de l’abaque sur la fi-
gure (4.24).
Premie`rement, nous observons que la convergence de l’algorithme est acce´le´re´e
avec la normalisation des parame`tres. En effet, celle-ci permet apre`s 200 ge´ne´ra-
tions, d’obtenir un seul individu ne respectant pas les contraintes. De plus, les
solutions qu’elle propose se re´partissent de manie`re plus uniforme.
Ces re´sultats s’expliquent aise´ment lorsque nous reprenons le principe de fonc-
tionnement de l’algorithme RTS. Celui-ci cherche a` disposer plus ou moins line´ai-
rement les individus dans le domaine d’e´tude. En utilisant une e´chelle logarith-
mique, seules les valeurs e´leve´es d’inductance ou de condensateur, qui donnent des
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Fig. 4.24 – Rappel de l’abaque de sta-
bilite´ incluant les crite`res de qualite´
pour la cellule de filtrage
Fig. 4.25 – Comparaison des popula-
tions retourne´es par RTS avec et sans
normalisation de la fonction objectif
fre´quences de coupure identiques, sont privile´gie´es. Les individus sont donc majori-
tairement regroupe´s selon deux zones, situe´es aux extre´mite´s du segment de droite
repre´sentant l’ensemble des solutions.
L’optimisation du vecteur parame`tre contenant les puissances de dix des e´le´-
ments que nous cherchons a` dimensionner (10Xi) nous permet donc, en seulement
200 ge´ne´rations, d’obtenir une population qui se disperse de manie`re homoge`ne,
avec un seul individu hors contraintes. Ce re´sultat, encore plus proche de celui
obtenu avec l’abaque, illustre non seulement l’inte´reˆt de bien de´finir le proble`me,
mais aussi la qualite´ des solutions propose´es par RTS.
4.5.3 Perspectives
Comme perspectives a` ce travail, nous avons imagine´ utiliser une autres de´fi-
nition de la fonction objectif, qui permettrait de prendre en compte l’aspect ro-
bustesse dans nos e´tudes. Son principe est pre´sente´ figure (4.26) en ne conside´rant
qu’un seul parame`tre. La recherche de l’optimum tient alors compte des valeurs
de la fonction objectif pour les parame`tres voisins. Ainsi, les individus e´mergents
constituent des solutions robustes.
Il est dicile de remettre en cause l’inte´reˆt d’un tel outil pour l’e´tude de sys-
te`mes physique, ne serait-ce que pour pouvoir conside´rer les variations du point de
fonctionnement et les tole´rances des composants par exemple.
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Fig. 4.26 – Principe de fonctionnement d’un algorithme qui recherche des solutions
robustes
4.6 Re´sume´
L’objectif que nous nous e´tions fixe´s e´tait d’aller au dela` du simple regard que
nous portions sur la stabilite´, en proposant d’e´tudier des crite`res de qualite´, qui
nous permettraient d’enrichir le choix des parame`tres. Au final, nous retiendrons
deux grandes conclusions qui ressortent de ces travaux. La premie`re concerne la
possibilite´ de dimensionner simultane´ment plusieurs parame`tres en combinant des
crite`res de stabilite´, de filtrage et d’amortissement. La seconde, qui de´coule du trai-
tement de notre proble`me, est la possibilite´ d’e´tudier la stabilite´ de ces syste`mes a`
travers de nombreux parame`tres, graˆce aux algorithmes ge´ne´tiques.
Nous avons commence´ par pre´senter les crite`res de qualite´ qui ont e´te´ de´ter-
mine´s par rapport a` des spe´cifications impose´es au niveau des standards ae´ronau-
tiques. Nous intervenons tout d’abord sur le contenu fre´quentiel, en imposant le
gabarit des filtres, afin d’e´viter que les harmoniques ge´ne´re´s par les convertisseurs
statiques ne viennent polluer le bus continu. Puis, les oscillations d’une grandeur
sur un transitoire e´tant limite´es, nous disposons les dynamiques du syste`me afin
qu’il pre´sente un amortissement minimal. En combinant l’ensemble de ces crite`res,
nous aboutissons a` des domaines beaucoup plus restreints sur les abaques. Les di-
mensionnements qui e´mergent ve´rifient en simulation les contraintes impose´es.
Afin d’e´tendre ces re´sultats a` des proble`mes pre´sentant plus de deux parame`tres,
nous avons montre´ qu’il e´tait possible d’utiliser des algorithmes d’optimisation
sous contraintes. Nous retiendrons tout particulie`rement la richesse des re´sultats
obtenus avec RTS. Cet algorithme ge´ne´tique a` nichage nous a permis de proposer
plusieurs solutions au dimensionnement de six parame`tres, qui minimisent plus ou
moins l’e´nergie stocke´es au niveau des filtres.
Nous avons conclu ce chapitre par les premiers re´sultats d’analyse de stabilite´
a` partir des algorithmes ge´ne´tiques. Ils permettent d’apporter un regard multi-
parame`tres, pouvant meˆme inclure des notions de robustesse. Une perspective in-
te´ressante pour re´pondre a` notre proble´matique.
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5.1 Introduction
La validation expe´rimentale de la mode´lisation et de l’e´tude de stabilite´ consti-
tue la dernie`re pie`ce du puzzle a` apporter, pour appuyer les re´sultats the´oriques
obtenus dans les chapitres pre´ce´dents. La principale e´tape de notre raisonnement
qui doit eˆtre controˆle´e est la mode´lisation. En effet, la validite´ des crite`res utilise´s
n’est plus a` de´montrer a` condition que les mode`les sur lesquels ils reposent corro-
borent la re´alite´.
Nous nous sommes d’abord inte´resse´s plus particulie`rement a` l’expression de l’ad-
mittance e´quivalente, utilise´e pour repre´senter le fonctionnement des charges. Cette
e´tude du comportement fre´quentiel d’un syste`me peut eˆtre re´alise´e avec un ana-
lyseur de fonction de transfert. Ne´anmoins, e´tant donne´ les niveaux de puissance
auxquels fonctionnent les charges mode´lise´es, l’analyseur n’est pas susant pour
re´aliser cette caracte´risation, d’ou` la ne´cessite´ de mettre en place une interface.
Celle-ci nous permettra de ve´rifier les simplifications conside´re´es lors de la construc-
tion des mode`les : nous utilisons un mode`le moyen, line´arise´ autour d’un point de
fonctionnement et nous ne´gligeons la plupart du temps les amortissements produit
par les re´sistances parasites.
De plus, nous devons e´galement nous assurer que les e´tudes mene´es sur la stabilite´
donnent des re´sultats cohe´rents sur un syste`me re´el.
Notre objectif se divise donc en deux parties, que nous pre´sentons se´pare´ment.
Dans la premie`re partie de ce chapitre, nous exposons la re´alisation d’une carte, pla-
ce´e en se´rie avec la source et l’e´quipement a` mode´liser, qui nous permet de ge´ne´rer
une perturbation monochromatique sur la tension d’alimentation. De cette ma-
nie`re, nous pouvons relever expe´rimentalement la caracte´ristique de l’e´quipement
en fonction de la fre´quence, afin de ve´rifier son mode`le the´orique. Nous appliquons
cette me´thode au cas d’un hacheur de´volteur. La seconde partie est quant a` elle
consacre´e aux premiers essais sur la validation des domaines de stabilite´, repre´sen-
te´s dans le chapitre 3. Nous conside´rons le dimensionnement du filtre d’entre´e du
hacheur mode´lise´ pre´ce´demment.
5.2 Validation expe´rimentale de la mode´lisation
par admittance e´quivalente
Notre objectif est de ve´rifier expe´rimentalement les expressions des admit-
tances e´quivalentes pre´sente´es dans le chapitre 2. Nous rappelons que ces dernie`res
permettent de repre´senter le comportement moyenne´ des charges, sur un spectre
borne´ a` une fre´quence infe´rieure a` la fre´quence de de´coupage du convertisseur sta-
tique [Ift08]. Au niveau des re´seaux distribue´s de puissance, les e´quipements se
mode´lisent ge´ne´ralement par des expressions non line´aires. Les e´tudes de stabilite´
ne´cessitent de`s lors de line´ariser ces expressions autour d’un point de fonctionne-
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ment.
Dans le chapitre 1, nous avons introduit les re´seaux de type HVDC qui pre´-
sentent des tensions de bus tre`s e´leve´es. Pour relever expe´rimentalement les mo-
de`les de charges, nous utilisons un analyseur de fonction de transfert (AFT). Il nous
permet entre autres de construire le diagramme de Bode d’un syste`me a` partir des
mesures de ses grandeurs d’entre´e et de sortie, en appliquant une perturbation
monochromatique, dont il fait varier la fre´quence. Toutefois, l’AFT que nous utili-
sons n’est pas en mesure de fournir le niveau de tension correspondant au point de
fonctionnement des charges conside´re´es : d’ou` la ne´cessite´ de mettre en place une
interface entre l’AFT, la source et la charge.
5.2.1 Re´alisation d’une interface entre l’analyseur de fonc-
tion de transfert et la charge a` mode´liser
5.2.1.1 Sche´ma de principe
Cette interface doit nous permettre de superposer la tension continue de´livre´e
par une source exte´rieure, a` la perturbation monochromatique de´finie par l’AFT,
ceci afin d’alimenter la charge a` mode´liser autour du point de fonctionnement consi-
de´re´. Le montage correspondant est donne´ figure (5.1).
Fig. 5.1 – Sche´ma repre´sentant le principe de la caracte´risation expe´rimentale de
l’admittance e´quivalente d’une charge
La carte d’interfacage pre´sente deux entre´es, qui permettent de re´cupe´rer les
tensions fournies par la source et par l’AFT, ainsi qu’une sortie, qui est utilise´e
pour alimenter la charge. Nous proposons e´galement de relever la mesure du cou-
rant d’entre´e. Elle est monte´e en se´rie, afin d’ajouter une perturbation de tension
monochromatique en se´rie avec la source, par l’interme´diaire d’un transistor monte´
en ballast. Le sche´ma e´lectrique de la carte est donne´ figure (5.2).
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Fig. 5.2 – Sche´ma e´lectrique de la carte d’interfacage
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Nous de´composons le sche´ma de la figure (5.2) en cinq parties afin de pre´senter
les roˆles de chacune d’entre elles.
a. Partie n˚ 1 : Le transistor MOS
Le transistor MOS (T1) est place´ entre la source continue et la charge. La grille
est prote´ge´e par une diode Zener de 12V (DZ1) et le transistor est commande´
par l’amplificateur ope´rationnel (AOP1). La re´sistance (R11) permet, lorsque cela
est ne´cessaire, de stabiliser l’amplificateur ope´rationnel qui fonctionne en montage
\suiveur".
Le composant doit supporter le niveau de tension impose´ par la source, fixe´
entre 270V et 540V. Son choix doit tenir compte de l’amplitude de l’ondulation
superpose´e sur la tension de la source, ainsi que de la valeur du courant appele´
par la charge. Pour nos essais, l’amplitude maximale creˆte-a`-creˆte du signal sinu-
so•dal est fixe´e a` 10V, et nous re´glerons la puissance du hacheur de sorte que le
courant d’entre´e du hacheur n’exce`de pas 20A. Le transistor MOS dissipe donc
une puissance maximale de 200W, qui ne´cessite la mise en place d’un syste`me de
refroidissement, compose´ d’un dissipateur associe´ a` un ventilateur, comme illustre´
figure (5.4).
b. Partie n˚ 2 : Circuit de superposition des tensions
L’amplificateur ope´rationnel utilise´ dans cette partie fonctionne en montage
\inverseur". La sortie de l’(AOP2) est l’image du signal applique´ sur l’entre´e inver-
seuse, amplifie´ par le gain correspondant au rapport des re´sistances (R21) et (R22) :
soit un gain unitaire. L’entre´e non-inverseuse est polarise´e par la tension d’offset,
ce qui nous permet de construire la commande applique´e sur (T1), comme illustre´
figure (5.3).
Fig. 5.3 – Re´alisation de la tension d’alimentation de la charge a` partir de la source
c. Partie n˚ 3 : Circuit de mise en forme du signal ge´ne´re´ par l’AFT
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Pour filtrer le signal envoye´ sur l’entre´e inverseuse de l’(AOP2), nous avons
place´ un condensateur en se´rie, note´ (C21). La tension applique´e sur l’entre´e non-
inverseuse est comprise entre les deux bornes de l’alimentation, qui est positionne´e
selon la valeur de la tension de la source. Le signal de l’AFT e´tant basse tension, le
condensateur doit donc logiquement supporter un niveau e´leve´ de tension, qui ne
facilite pas son inte´gration sur la carte. C’est la raison pour laquelle nous proposons
un circuit de mise en forme du signal ge´ne´re´ par l’AFT. Ce dernier permet, a` partir
d’un jeu de conversion tension-courant, puis courant-tension, de limiter la tension
vu par le condensateur a` quelques volts. Ainsi, c’est le transistor bipolaire (T3),
dont l’inte´gration est plus simple, qui tient la tension. Enfin, le condensateur (C31)
assure l’isolation avec l’AFT, et le diviseur de tension re´alise´ avec les re´sistances
(R31) et (R32) permet de polarise´ le transistor bipolaire (T3).
d. Partie n˚ 4 : L’alimentation
L’alimentation est re´alise´e a` partir d’un transistor MOS (T4), qui fonctionne
en montage \clamp". Nous utilisons une diode Zener de 15V (DZ4) pour fixer le
niveau de tension, ainsi qu’un condensateur (C4) pour filtrer sa tension drain-
source. Une diode e´lectroluminescente (Ddel4) permet de ve´rifier le fonctionnement
de l’alimentation.
e. Partie n˚ 5 : Le miroir de courant
Le miroir de courant assure le fonctionnement continu de l’alimentation. Il est
polarise´ par la diode Zener de 12V (DZ5), et re´gle´ afin de faire circuler un courant
de quelques milliampe`res, graˆce au rhe´ostat (Rpot5). A` noter que les transistors
bipolaires (T51) et (T53) voient quasiment la tension de la source a` leurs bornes.
5.2.1.2 Re´alisation de la carte et validation
Le choix des composants, ainsi que le routage de la carte est re´alise´ au labora-
toire. La carte est fixe´e sur le dissipateur, puis une \face avant" est ajoute´e afin de
faciliter les caˆblages. Le dispositif re´alise´ est illustre´ figure (5.4).
Nous ve´rifions le fonctionnement de cette interface en commencant par carac-
te´riser l’admittance e´quivalente d’un circuit RL, alimente´ autour de 200V. Nous
utilisons une re´sistance de 100
, place´e en se´rie avec une inductance de 6mH.
Le domaine fre´quentiel e´tudie´ est compris entre 1Hz et 10kHz. Cela nous permet
non seulement de nous assurer que l’interface fonctionne bien sur cette gamme de
fre´quence ou` seront caracte´rise´es les charges, mais e´galement de visualiser la dyna-
mique de notre circuit RL, en the´orie proche de 2.6kHz. Les courbes mesure´es par
l’AFT sont superpose´es a` celle obtenues a` partir du logiciel de simulation Saber,
afin de comparer leur allure. Nous les repre´sentons sur la figure (5.5).
Aux incertitudes pre`s qui subsistent au niveau des valeurs indique´es sur les
composants, nous observons que les deux diagrammes de Bode se superposent sur
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Fig. 5.4 – Photo du dispositif permettant d’introduire la perturbation sinuso•dale
de l’AFT
l’ensemble du domaine fre´quentiel. Ce premier re´sultat nous permet de valider le
fonctionnement de la carte d’interfacage.
5.2.2 Caracte´risation de l’admittance e´quivalente d’un ha-
cheur de´volteur
Pour ve´rifier les expressions des admittances e´quivalentes introduites dans le
chapitre (2), nous conside´rons un hacheur de´volteur, qui alimente une charge re´-
sistive. Nous commencons par pre´senter sommairement le montage, en pre´cisant le
mode`le de´termine´ avec Maple. Nous comparons ensuite les diagrammes de Bode
re´sultants du mode`le the´orique et de l’expe´rimentation.
5.2.2.1 Description du hacheur de´volteur utilise´
Nous utilisons un hacheur de´volteur pilote´ en courant, qui alimente une charge
re´sistive a` travers un filtre LC. La commande est re´alise´e avec des correcteurs pro-
portionnels inte´grales analogiques. Ce syste`me est repre´sente´ figure (5.6).
Le sche´ma e´lectrique e´quivalent du syste`me repre´sente´ figure (5.6) est donne´
figure (5.7).
Par rapport aux pre´ce´dents sche´mas de hacheurs, nous avons ajoute´ le conden-
sateur de snubber place´ aux bornes de la cellule de commutation, ainsi qu’une
re´sistance place´e en paralle`le (Rpertes), afin de mode´liser les pertes du hacheur. Les
valeurs de l’ensemble des parame`tres et du point de fonctionnement e´tudie´ sont
regroupe´es dans le tableau (5.1).
Apre`s traitement, l’algorithme de´fini au chapitre (3) retourne l’expression de
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(a.) Diagramme de gain
(b.) Diagramme de phase
Fig. 5.5 – Diagramme de Bode de l’admittance e´quivalente d’un circuit RL se´rie
Fig. 5.6 – Photo du hacheur de´volteur utilise´ pour cette e´tude
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Fig. 5.7 – Sche´ma du hacheur de´volteur e´tudie´ expe´rimentalement
Symboles Unite´s Valeurs Noms
RL 
 120 · 10−3 Re´sistance se´rie de l’inductance
Lfiltre H 6 · 10−3 Inductance du filtre de sortie
Cfiltre F 70 · 10−6 Condensateur du filtre de sortie
Cigbt F 2.7 · 10−6 Condensateur snubber de l’IGBT
Rpertes 
 1.2 · 103 Re´sistance mode´lisant les pertes
fdec Hz 20 · 103 Fre´quence de de´coupage
BPpi Hz 2 · 103 Bande passante choisie pour la re´gulation
mpi - 0.7 Amortissement choisi pour la re´gulation
Kpi - 33.9 Coefficient proportionnel du correcteur
τpi s 2.87 · 10−4 Coefficient inte´gral du correcteur
Pe´lec W 25 Puissance e´lectrique consomme´e
Vsource V 270 Tension de´livre´e par la source
ILref A 0.5 Consigne du courant de sortie
Rch 
 100 Re´sistance de charge
Tab. 5.1 – Parame`tres et point de fonctionnement du hacheur de´volteur
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l’admittance e´quivalente donne´e en (5.1).
Ybuckmanip(p) =
58.76 + 8.24e−1s·p+ 2.74e−3s2 ·p2 + 7.08e−7s3 ·p3 + 1.16e−10s4 ·p4
1.18e5 + 8.77e2s·p+ 2.49e−1s2 ·p2 + 4.28e−5s3 ·p3
(5.1)
L’expression correspond au rapport d’un polynoˆme du quatrie`me ordre sur un
polynoˆme du troisie`me ordre. Elle mode´lise le comportement du hacheur autour
du point de fonctionnement de´fini dans le tableau (5.1).
5.2.2.2 Validation expe´rimentale de l’admittance e´quivalente
Pour valider l’expression de Ybuckmanip(p), nous relevons expe´rimentalement son
comportement fre´quentiel. La figure (5.8) pre´sente les diagrammes de Bode, construits
a` partir :
– De l’expression de l’admittance e´quivalente ;
– Du mode`le moyen re´alise´ sur Saber ;
– Du releve´ expe´rimental de l’AFT.
Sur le domaine conside´re´, borne´ a` la moitie´ de la fre´quence de de´coupage du
hacheur, les trois mode`les se superposent, validant ainsi l’expression analytique
obtenue automatiquement sous Maple.
5.2.3 Conclusion
Nous venons de pre´senter un dispositif permettant de caracte´riser des syste`mes
e´lectriques a` des niveaux de tension assez e´leve´s. Cette interface nous a permis de
valider le mode`le analytique que nous avions de´termine´ the´oriquement.
5.3 E´tude de la stabilite´ a` travers le dimension-
nement du filtre d’entre´e du hacheur
Dans cette partie, nous cherchons a` ve´rifier les re´sultats obtenus a` partir de
l’outil que nous avons de´veloppe´ pour e´tudier la stabilite´ des re´seaux distribue´s de
puissance. Nous nous proposons d’e´tudier le dimensionnement d’un filtre d’entre´e,
du hacheur mode´lise´ pre´ce´demment.
5.3.1 Caracte´risation du re´seau HVDC
Nous commencons cette e´tude par la caracte´risation de la source que nous
utilisons : le re´seau maille´ HVDC du laboratoire. Le mode`le de la source nous
permet d’ame´liorer la qualite´ des re´sultats propose´s dans l’e´tude the´orique. Nous
pre´sentons le montage e´tudie´, suivi du mode`le identifie´.
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(a.) Diagramme de gain
(b.) Diagramme de phase
Fig. 5.8 – Diagramme de Bode de l’admittance e´quivalente du hacheur de´volteur
e´tudie´
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5.3.1.1 Pre´sentation du re´seau sur lequel sont re´alise´s les essais
Le re´seau HVDC du laboratoire est constitue´ de trois curs e´lectriques, pilote´s
par un superviseur utilisant une carte Dspace. Chaque cur pre´sente six branches,
qui permettent d’interconnecter les sources avec les charges. Dans notre cas, un
pont de diodes permet de redresser la tension, qui est elle meˆme re´gle´e avec un
autotransformateur. Le contacteur C71 est ferme´ afin de lisser la tension du bus
avec le condensateur C7bus . Le filtre d’entre´e du hacheur est connecte´ au niveau de
la branche 2. Le sche´ma du montage est illustre´ figure (5.9).
Fig. 5.9 – Sche´ma de caˆblage des curs e´lectriques du re´seau HVDC du laboratoire
Notre objectif est de caracte´riser l’impe´dance qui se´pare la sortie de l’autotrans-
formateur de la sortie du sectionneur S21. Nous proce´dons en plusieurs e´tapes ; les
mode`les e´tant, pour chacune d’entres elles, construits a` partir du module d’analyse
d’impe´dance de l’AFT.
5.3.1.2 De´termination du mode`le impe´dant de la source
Compte tenu du domaine fre´quentiel conside´re´, les caˆbles peuvent eˆtre mode´li-
se´s par un circuit RL se´rie, les contacteurs et sectionneurs par une simple re´sistance.
Le mode`le a identifier est repre´sente´ figure (5.10).
La figure (5.11) illustre les re´sultats obtenus pour la branche n2, dont l’impe´-
dance e´quivalente est donne´e en (5.2). Le mode`le est repre´sente´ sur la meˆme figure
afin de ve´rifier les valeurs identifie´es.
De meˆme pour la branche n7, nous obtenons les trace´s repre´sente´s figure (5.12),
pour l’impe´dance e´quivalente de´finie en (5.3).
En regroupant l’ensemble des re´sultats obtenus, nous obtenons les valeurs don-
ne´es dans le tableau (5.2).
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Fig. 5.10 – Mode`le e´quivalent d’un cur e´lectrique
Fig. 5.11 – Impe´dance releve´e par l’AFT
au niveau de la branche 2
Zbranche2(p) = R2 + L2 ·p
⇓{
R2 = 18.4m

L2 = 2.09µH
(5.2)
Fig. 5.12 – Impe´dance releve´e par l’AFT
au niveau de la branche 7
Zbranche7(p) =
1 +R7C7bus ·p+ L7C7bus ·p2
Cb7 ·p
⇓
R7 = 32.0m

L7 = 1.31µH
C7bus = 5.10mF
(5.3)
Symboles Unite´s Valeurs Noms
Rsource 
 200 · 10−3 Re´sistance du mode`le de la source
Lsource H 11 · 10−6 Inductance du mode`le de la source
Cbus F 5.1 · 10−3 Condensateur du bus continu
Tab. 5.2 – Valeurs des parame`tres du mode`le de source
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Ces valeurs sont maintenant utilise´es pour mener l’e´tude de la stabilite´.
5.3.2 Validation de l’outil de dimensionnements par une
approche pratique
Notre objectif est de valider les domaines repre´sente´s sur les abaques introduites
dans le chapitre (3), a` travers l’e´tude du dimensionnement d’un filtre LC.
5.3.2.1 E´tude the´orique du dimensionnement
Le syste`me que nous devons e´tudier se de´compose en trois parties, que consti-
tuent la source, le filtre et la charge, dont les mode`les sont tous identifie´s. Nous le
repre´sentons sur la figure (5.13).
Fig. 5.13 – Sche´ma repre´sentant le syste`me conside´re´ pour e´tudier la stabilite´
Pour re´aliser notre filtre, nous disposons de plusieurs inductances de 6mH - leur
plaque signale´tique indiquant une re´sistance se´rie de 120m
 -, ainsi qu’un conden-
sateur de 70µF. Nous appliquons l’algorithme base´ sur le crite`re de Routh-Hurwitz
au dimensionnement des parame`tres du filtre d’entre´e du hacheur. Nous obtenons
l’abaque de stabilite´ pre´sente´ figure (5.14), la re´sistance se´rie de l’inductance e´tant
prise en compte lors de sa construction. Pour faire apparaˆtre un domaine in-
stable sur cet abaque, nous avons modifie´ la valeur de la consigne (ILref =2A, soit
Pe´lec=400W) par rapport aux conditions de´finies lors de l’identification, donne´es
dans le tableau (5.1).
L’abaque donne´ par l’algorithme pre´sente deux domaines se´pare´s par la limite
de stabilite´. La valeur du condensateur Cfiltre dont nous disposons e´tant impo-
se´e, nous recherchons la valeur maximale de l’inductance ne de´stabilisant pas le
syste`me, e´gale a` 4.6mH. Apre`s cette e´tude, nous pouvons commencer les essais
expe´rimentaux.
5.3.2.2 Approche expe´rimentale : cas stable
Pour obtenir un syste`me stable, nous placons deux inductances de 6mH en pa-
ralle`le, afin d’obtenir une inductance de 3mH (<4.6mH), sachant que la re´sistance
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Fig. 5.14 – Abaque de stabilite´ correspondant au dimensionnement des e´le´ments
constitutifs du filtre
se´rie sera e´galement divise´e par deux, soit 60m
.
Nous reprenons le protocole utilise´ dans le chapitre (3), lorsque nous ve´rifions
les domaines de stabilite´ a` partir de mode`les de simulation. Il s’agit d’appliquer
un e´chelon sur la tension d’entre´e, une fois que le syste`me est en re´gime perma-
nent. Pour re´aliser techniquement cet e´chelon, nous utilisons une source capable
d’appliquer un e´chelon de 40V, apre`s avoir positionne´ le syste`me autour de 250V.
De cette manie`re, nous restons proche de la tension autour de laquelle le hacheur
a e´te´ mode´lise´, soit 270V. Nous repre´sentons figure (5.15), la re´ponse obtenue en
simulation avec Saber (a.), ainsi que la mesure releve´e sur le montage (b.).
(a.) Re´sultat obtenu en simulation (b.) Re´sultat obtenu expe´rimentalement
Fig. 5.15 – E´volution de la tension aux bornes du hacheur correspondant au cas
stable
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Pour faciliter la lecture, nous avons filtre´ nume´riquement les bruits pre´sents sur
la tension, ces derniers e´tant tre`s certainement lie´s a` l’absence de filtres CEM1 sur
les DCPFC2. Nous constatons que le syste`me ne diverge pas, lorsque nous choisis-
sons un dimensionnement appartenant au domaine stable repre´sente´ sur l’abaque
de la figure (5.14). Le re´gime transitoire est plus lent expe´rimentalement, a` cause de
la dynamique de la boucle de re´gulation du DCPFC. Ce re´sultat n’a pas d’inuence
dans notre cas, puisque nous nous inte´ressons davantage au re´gime permanent, ou`
nous nous assurons que les grandeurs ne divergent pas avec les valeurs de para-
me`tres choisies.
5.3.2.3 Approche expe´rimentale : cas instable
Il est plus de´licat de mettre en e´vidence une instabilite´ du syste`me. Pour rester
cohe´rent avec notre raisonnement, le hacheur doit eˆtre place´ au point de fonction-
nement autour duquel il a e´te´ mode´lise´. Il n’est cependant pas possible de re´aliser
le de´marrage du syste`me avec une configuration instable. De plus, nous ne pouvons
pas envisager de court-circuiter l’inductance pendant cette e´tape, e´tant donne´ que
l’inductance ne se chargerait pas, ce qui provoquerait des discontinuite´s sur le cou-
rant.
Nous disposons d’un parame`tre pouvant varier continuement, sur lequel nous
allons jouer pour de´stabiliser le syste`me. Il s’agit de la consigne applique´e sur le
hacheur, soit la puissance absorbe´e par ce dernier. L’inductance du filtre (Lfiltre)
est re´alise´e a` partir de deux inductances de 6mH place´e en se´rie, soit 12mH en
se´rie avec 240m
. Cette valeur d’inductance donne un dimensionnement instable,
lorsque la consigne du hacheur est fixe´e a` 2A, comme l’indique la figure (5.14).
L’e´tude de stabilite´ est conduite selon la valeur de la consigne de courant ILref .
Nous obtenons l’abaque pre´sente´ figure (5.16).
Fig. 5.16 – Abaque de stabilite´ en fonction de la valeur de la consigne du courant
impose´ en sortie du hacheur
Nous obtenons un re´sultat en accord avec une conclusion du Chapitre (3), a`
savoir que l’augmentation de la puissance de´stabilise le syste`me. Nous trouvons
une valeur maximale de consigne proche de 1.8A.
Pour cet essai, nous commencons par alimenter le syste`me avec une tension
de 270V, la consigne e´tant re´gle´e sur 0.5A, correspondant a` un dimensionnement
1Compatibilite´ E´lectroMagne´tique
2Syste`mes permettant de controˆler les flux de puissance entre deux cœurs e´lectriques [Bau09]
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stable. Nous relevons ensuite la tension aux bornes de la charge (VDC), le courant
absorbe´ en amont du filtre (Ibus) et la consigne de courant (ILref ), en augmentant
progressivement cette dernie`re jusqu’a` 2A. Les re´sultats de simulation et les me-
sures sont pre´sente´s sur les figures (5.17), (5.18) et (5.19).
Nous observons des allures similaires a` partir des deux approches, qui nous
permettent de valider la limite de stabilite´ obtenue. L’instabilite´ apparaˆt lorsque
la valeur moyenne de la consigne atteint les 1.75A environ, a` t=3.8s, soit tre`s proche
des 1.8A pre´vus, surtout avec les bruits qui n’ont pas e´te´ filtre´s.
5.3.3 Conclusion
Cette approche nous a permis de valider un de nos re´sultats the´oriques concer-
nant l’e´tude de stabilite´ des re´seaux distribue´s. L’e´tude expe´rimentale du dimen-
sionnement du filtre d’entre´e du hacheur a montre´ que les limites repre´sente´es sur
les abaques, se´parent bien les e´tats stable et instable observe´s en pratique. Ces
re´sultats apportent un regard concret sur la pertinence des outils the´oriques qui
ont e´te´ de´veloppe´s.
5.4 Re´sume´
Dans un premier temps, nous avons cherche´ a` ve´rifier les expressions analy-
tiques des admittances e´quivalentes de´finies dans le chapitre (2). La re´alisation
d’une interface nous a permis de construire ces mode`les fre´quentiels a` l’aide d’un
analyseur de fonction de transfert. Les diagrammes de Bode re´sultant des mode`les
the´orique, de simulation et pratique d’un hacheur de´volteur se superposent sur le
domaine conside´re´.
Puis, dans un second temps, l’e´tude du dimensionnement du filtre d’entre´e d’un
hacheur de´volteur nous a permis de ve´rifier les limites de stabilite´ repre´sente´es
sur les abaques. Les deux essais expe´rimentaux, re´alise´s a` partir de configurations
stable et instable, ont valide´ les re´sultats the´oriques.
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(a.) Re´sultat obtenu en simulation (b.) Re´sultat obtenu expe´rimentalement
Fig. 5.17 – E´volution de la tension aux bornes du hacheur (VDC) pour une consigne
variant de 0.5 a` 2A
(a.) Re´sultat obtenu en simulation (b.) Re´sultat obtenu expe´rimentalement
Fig. 5.18 – E´volution du courant de bus (Ibus) pour une consigne variant de 0.5 a`
2A
(a.) Re´sultat obtenu en simulation (b.) Re´sultat obtenu expe´rimentalement
Fig. 5.19 – E´volution de la consigne impose´e sur le hacheur de 0.5 a` 2A
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Conclusions
L’objectif recherche´ au cours de ces travaux de the`se consistait a` proposer des
moyens permettant d’e´tudier la stabilite´ de syste`mes e´lectriques, pouvant regrou-
per plusieurs e´quipements. Ils aboutissent sur la mise en uvre de plusieurs outils
et me´thodes, offrant des re´ponses particulie`rement inte´ressantes pour la compre´-
hension et la conception de re´seaux distribue´s de puissance en courant continu.
Nous proposons une me´thode qui permet de construire automatiquement le mo-
de`le analytique d’un re´seau HVDC. La recherche d’une solution automatise´e facilite
la prise en compte de structures complexes, tout en minimisant a` la fois le temps
de calcul et les erreurs.
Ces syste`mes font intervenir des charges, tre`s souvent re´alise´es a` base de conver-
tisseurs statiques, que nous cherchons a` mode´liser. Nous introduisons de`s lors la
notion d’admittances e´quivalentes, qui permettent de de´crire leur comportement
moyenne´, en fonction de la fre´quence, avec des expressions analytiques.
Nous proposons une me´thode permettant de re´ajuster le point de fonctionnement,
afin de minimiser les erreurs lie´es a` la line´arisation. Nous avons e´galement propose´
un mode`le analytique de drive incluant les deux boucles de re´gulation du couple
et de la vitesse.
Enfin, nous proposons a` la fin du chapitre (2), les premiers re´sultats de de´termi-
nation du mode`le moyen d’une cellule de commutation sous Maple. Cette e´tape
permettrait d’automatiser entie`rement le processus de mode´lisation.
Nous avons montre´ l’inte´reˆt du crite`re de Routh-Hurwitz dans nos e´tudes, ainsi
que son imple´mentation dans l’environnementMaple. Particulie`rement bien adapte´
aux expressions analytiques de nos mode`les, il propose des conditions sur les para-
me`tres qui garantissent la stabilite´ des syste`mes.
Nous proposons un support agre´able et extreˆmement pratique aux concepteurs de
re´seaux, sous forme d’abaques de stabilite´, qui facilite le choix des e´le´ments inde´-
termine´s. Nous avons ensuite montre´ que ces abaques peuvent eˆtre utilise´s pour
e´tudier et dimensionner diffe´rentes solutions stabilisatrices.
La combinaison de mode`les de re´seaux e´tablis a` plusieurs niveaux avec l’analyse des
abaques a e´galement permis d’observer les phe´nome`nes de couplages entre e´quipe-
ments. Ces couplages, qui lient les parame`tres entre eux, peuvent aussi bien stabi-
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liser des charges instables, que de´stabiliser une association d’e´quipements stables.
Enfin, nous avons inte´gre´ la disposition des charges, leur nombre et leur puissance
au niveau des e´tudes de stabilite´. Une disposition optimale du point vue de la
stabilite´ va ne´cessairement de´pendre du nombre d’e´quipements et des puissances
qu’ils consomment. Les abaques trace´s lors de ces e´tudes permettent non seule-
ment d’appuyer des raisonnements bien connus des concepteurs, mais e´galement
de quantifier les limites. Nous retenons qu’il est pre´fe´rable de re´duire les fortes
concentrations de puissance au niveau des charges, qui donnent lieu a` des ux plus
dicilement controˆlables. En pre´sence d’e´le´ments absorbant des forts niveaux de
courants, il est plus judicieux de les placer au plus pre`s du bus.
Nous proposons une me´thode permettant de dimensionner plusieurs parame`tres
simultane´ment, en combinant des crite`res de stabilite´, de filtrage et d’amortisse-
ment. Ces contraintes de qualite´, qui rejoignent les spe´cifications des standards
ae´ronautiques, confe`rent aux filtres la possibilite´ d’agir sur le contenu fre´quentiel,
ainsi que sur la dure´e des oscillations en re´gime transitoire. Les solutions propose´es
inte`grent e´galement la minimisation de l’e´nergie stocke´e dans les e´le´ments passifs.
L’algorithme ge´ne´tique RTS nous permet de rechercher plusieurs \niches" d’in-
dividus, dont les proprie´te´s respectent les spe´cifications de´finies au niveau de la
fonction \objectifs". Nous avons illustre´ son ecacite´ lors du dimensionnement de
deux filtres d’entre´es. Plusieurs solutions peuvent eˆtre propose´es au concepteur de
re´seaux, lui donnant la possibilite´ d’inte´grer d’autres crite`res, comme ceux relatifs
a` la re´alisation.
Nous avons e´galement pre´sente´ les premiers re´sultats d’analyse de stabilite´ a` partir
des algorithmes ge´ne´tiques. Ils permettent d’apporter un regard multi-parame`tres,
pouvant meˆme inclure des notions de robustesse.
La validation expe´rimentale, qui vient conclure les trois anne´es de the`se, consti-
tue une partie importante de notre e´tude. Conscient du peu de temps mis a` notre
disposition, nous avons cherche´ a` ve´rifier deux des principaux re´sultats the´oriques :
la mode´lisation par admittance e´quivalente et les e´tudes de stabilite´. Ces deux par-
ties constituent les bases de l’ensemble de nos raisonnements.
Tre`s encourageants, ces premiers re´sultats apportent beaucoup de cre´dibilite´ a`
notre travail. La caracte´risation de l’admittance e´quivalente d’un hacheur de´vol-
teur a montre´ une parfaite superposition des diagrammes de Bode, re´sultants des
approches the´orique, de simulation et expe´rimentale. Les dimensionnements du
filtre d’entre´e d’un hacheur, re´alise´s a` partir d’abaques de stabilite´, se sont tra-
duits par des comportements du syste`me en ade´quation avec nos pre´visions. Ceci
constitue les premiers pas d’une vaste e´tude, qui reprendrait l’ensemble des conclu-
sions pre´sente´es dans les chapitres pre´ce´dents.
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Perspectives
Au niveau de la partie the´orique, les efforts re´alise´s pour automatiser la construc-
tion des mode`les de charges doivent eˆtre poursuivis. De nouvelles pistes sont ap-
parues, avec notamment l’apparition du logiciel MapleSim [Mapb], qui permet
d’associer le noyau de calcul symbolique de Maple, avec le nouveau formalisme de
de´finition de mode`le propose´ dans les librairies de Modelica [Til01].
La fin du chapitre (4) a ouvert de nouvelles perspectives d’e´tude de stabilite´ multi-
parame`tres, a` partir des algorithmes ge´ne´tiques.
Enfin, des notions de robustesse pourraient eˆtre inte´gre´es dans la fonction objec-
tif d’un proble`me de dimensionnement, afin que les re´sultats propose´s par RTS
prennent en compte cet aspect.
Les principales perspectives, a` court terme, s’orientent davantage vers les essais
expe´rimentaux. La caracte´risation pratique de l’admittance e´quivalente d’un drive,
avec ses boucles de re´gulation, permettrait de valider nos approche de mode´lisation
sur un second e´quipement.
Les re´sultats concernant l’inuence des couplages, entre deux e´quipements connec-
te´s sur le meˆme bus, sur la stabilite´ d’un re´seau doivent eˆtre valide´s sur des syste`mes
re´els.
Il sera e´galement inte´ressant de s’assurer du respect des crite`res de qualite´ choisis
lors du dimensionnement des e´le´ments constitutifs d’un filtre. Cette e´tude permet-
trait de finaliser les validations expe´rimentales des re´sultats the´oriques pre´sente´s
dans ce manuscrit.

Annexe A
Pre´sentation du mode`le de
simulation d’un drive imple´mente´
dans l’environnement Saber
A.1 Description du mode`le global
A.1.1 Repre´sentation sche´matique de l’e´le´ment Drive
Le drive se pre´sente sous la forme d’un objet disposant de quatres bornes e´lec-
triques et une borne me´canique. Nous distinguons les deux entre´es continues, les
deux re´fe´rences des courants dans Park et la sortie de l’arbre de la machine syn-
chrone a` aimants permanents. Son sche´ma est repre´sente´ figure (A.1).
Fig. A.1 – Sche´ma du bloc Drive sous Saber
A.1.2 Hie´rarchie du bloc Drive
Le bloc \Drive" regroupe les diffe´rents e´le´ments de la figure (A.2). Chacun de
ces blocs est de´taille´ dans la suite de cet annexe.
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Fig. A.2 – Pre´sentation des e´le´ments du bloc Drive
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A.2 Programmation des diffe´rents e´le´ments
A.2.1 Imple´mentation du drive
Les fonctionnements de l’onduleur et de la machine synchrone a` aimants per-
manents sont de´crit en utilisant la syntaxe Mast de Saber.
A.2.1.1 De´claration de l’ensemble des variables
template ensemble_ond_ms_hard vep vem arbre vonddref vondqref
isdmes isqmes = Rs, Ls, Ms, Np, Jms, Fms, PhiM, Rw, Lw
electrical vep # Borne entre´e +
electrical vem # Borne entre´e -
rotational_vel arbre # Arbre mecanique
input nu vonddref # Tensions de re´fe´rence dans les axes d,q
input nu vondqref # donne´es par les correcteurs
output nu isdmes # Courants dans Park
output nu isqmes # utilise´s pour le controle
number Rs # (Ohm) Resistance bobine statorique
number Ls # (Henry) Inductance propre bobine statorique
number Ms # (Henry) Mutuelle inductance (negative) entre deux bobines
number Rw # (Ohm) Re´sistance de cablage
number Lw # (Henry) Inductance de cablage
number Np # Nombre de paires de poles
number Jms # (kg*m^2) Moment d’inertie rotor
number Fms # (N*m*s/rad) Coefficient frottement visqueux du moteur
number PhiM # Valeur max du flux total des aimants dans une bobine statorique
A.2.1.2 De´finition du fonctionnement du drive
{
<consts.sin
branch ve = v(vep, vem) # Tension d’entre´e
branch ie = i(vep->vem) # Courant d’entre´e
var i isd, isq # Les courants dans Park
var v esd, esq # Fem dans Park
var v vsdmach, vsqmach # Tensions aux bornes des enroulements de la machine
val tq_Nm cem # Couple electromecanique
val w_radps omega # Vitesse angulaire de rotation de l’arbre
val nu alphad, alphaq # Rapports cycliques dans les axes d,q
var p p_elec # Puissance absorbe´e sur le bus continu
var p p_meca # Puissance fournie sur l’arbre me´canique
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control_section
{
initial_condition(omega, 1e-12)
}
values
{
# vitesse de rotation arbre
omega = w\_radps(arbre)
alphad = vonddref/540
alphaq = vondqref/540
# couple
cem = sqrt(3.0/2.0)*Np*PhiM*isq
if (omega ~= 0)
{
step\_size = 2*math\_pi/10/abs(omega)/Np
}
}
equations
{
tq\_Nm(arbre) += cem-Fms*omega-d\_by\_dt(Jms*omega)
esd : esd = -Np*omega*(Ls-Ms)*isq
esq : esq = Np*omega*((Ls-Ms)*isd+PhiM*sqrt(3.0/2.0))
isdmes : isdmes = isd # Grandeurs utilise´es par les re´gulateurs
isqmes : isqmes = isq
isd : alphad*ve = (Rs+Rw)*isd+d\_by\_dt((Ls-Ms+Lw)*isd)+esd
isq : alphaq*ve = (Rs+Rw)*isq+d\_by\_dt((Ls-Ms+Lw)*isq)+esq
vsdmach : vsdmach = Rs*isd+d\_by\_dt((Ls-Ms)*isd)+esd
vsqmach : vsqmach = Rs*isq+d\_by\_dt((Ls-Ms)*isq)+esq
ie : ie = alphad*isd+alphaq*isq
p_meca : p_meca = cem*omega
p_elec : p_elec = ve*ie
}
}
A.2.2 La boucle de correction
Les correcteurs sont inte´gre´s sous forme de sche´ma bloc. La figure (A.3) illustre
le bloc \Correcteur" qui recoit la consigne, la mesure et la compensation, afin de
de´terminer la commande a applique´ sur l’onduleur. La meˆme structure sans com-
pensation est utilise´e pour le correcteur de vitesse lorsque cette dynamique est
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re´gule´e.
Fig. A.3 – Pre´sentation du bloc Correcteur
A.2.3 La boucle de compensation
Le bloc \Compensation" est de´taille´ sur la figure (A.4). Il calcule les compen-
sations des forces e´lectromotrices dans Park a` partir des courants et de la vitesse
de la machine.
Fig. A.4 – Pre´sentation du bloc Compensation

Annexe B
Construction de mode`les de
re´seaux sous l’environnement
Maple
B.1 Initialisation du programme
> restart:
> libname:=libname,‘D:/Travail/Packages Maple/Syrup/Syrup7-1/Syrup’:
> with(Syrup):
> with(Plots):
B.2 Mode´lisation “directe”
> CircuitComplet := "
> Ve 1 0
> Rsource 1 2
> Lsource 2 3
> Cbus 3 0
> Lf11 3 4
> Cf11 4 0
> Rf12 4 5
> Cf12 5 0
> Rdrive1 4 0
> Lf21 3 6
> Cf21 6 0
> Rf22 6 7
> Cf22 7 0
> Rdrive2 6 0
> .end":
> SacComplet := syrup(CircuitComplet, ac, symbolic):
syrup : Symbolic analysis, numeric values will be ignored
> Hdirect := eval(v[3]/v[1],SacComplet):
183
184 B. Construction de mode`les de re´seaux sous l'environnement Maple
B.3 Mode´lisation avec la me´thode des sous-ensembles
> CircuitSource := "
> Ve 1 0
> Rsource 1 2
> Lsource 2 3
> Cbus 3 0
> Rsubsyst1 3 0
> Rsubsyst2 3 0
> .end":
> CircuitSubSyst1 := "
> Ibus1 0 1
> Lf11 1 2
> Cf11 2 0
> Rf12 2 3
> Cf12 3 0
> Rdrive1 2 0
> .end":
> CircuitSubSyst2 := "
> Ibus2 0 1
> Lf21 1 2
> Cf21 2 0
> Rf22 2 3
> Cf22 3 0
> Rdrive2 2 0
> .end":
> SacSource := syrup(CircuitSource, ac, symbolic):
syrup : Symbolic analysis, numeric values will be ignored
> Hsubsyst := eval(v[3]/v[1],SacSource):
> SacSubsyst1 := syrup(CircuitSubSyst1, ac, symbolic):
syrup : Symbolic analysis, numeric values will be ignored
> Zsubsyst1 := eval(v[1]/Ibus1,SacSubsyst1):
> SacSubsyst2 := syrup(CircuitSubSyst2, ac, symbolic):
syrup : Symbolic analysis, numeric values will be ignored
> Zsubsyst2 := eval(v[1]/Ibus2,SacSubsyst2):
B.4 Application nume´rique
> Rsource:=0.3:
> Lsource:=400e-6:
> Cbus:=600e-6:
> Lf11:=56e-6:
> Cf11:=100e-6:
> Rf12:=0.28:
> Cf12:=560e-6:
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> Lf21:=56e-6:
> Cf21:=100e-6:
> Rf22:=0.28:
> Cf22:=560e-6:
> Ydrive := (1.391510000*s^2-0.2462003722e13+1297537270.*s)/
> (2552376693.*s+145061.0000*s^2+0.2291183280e14);
Ydrive := 1.391510000 s
2−2462003722000.0+1297537270.0 s
2552376693.0 s +145061.0 s2+22911832800000.0
> Rdrive1 := 1/Ydrive:
> Rdrive2 := 1/Ydrive:
B.5 Comparaison des mode`les obtenus
> Hdirect := simplify(Hdirect):
> numer(Hdirect);
1.312380206× 1056 + 6.881660477× 1052 s+
2.555372879× 1049 s2 + 6.036797490× 1045 s3+
1.054063739× 1042 s4 + 1.315144748× 1038 s5+
1.138841517× 1034 s6 + 6.567621003× 1029 s7+
2.391365039× 1025 s8 + 4.841948818× 1020 s9+
4056108030000000.0 s10
> denom(Hdirect);
1.227766679× 1056 + 1.340420866× 1053 s+
1.615878812× 1050 s2 + 6.190977598× 1046 s3+
1.712127752× 1043 s4 + 3.164744080× 1039 s5+
4.274437422× 1035 s6 + 4.303527710× 1031 s7+
3.211814635× 1027 s8 + 1.693720841× 1023 s9+
5888431680000000000.0 s10 + 116936871000000.0 s11+
973465927.0 s12
> degree(numer(Hdirect),s);
> degree(denom(Hdirect),s);
10
12
> Hsubsyst := simplify(eval(Hsubsyst,{Rsubsyst1=Zsubsyst1,
> Rsubsyst2=Zsubsyst2})):
> numer(Hsubsyst);
1.118741836× 1035 + 2.933144466× 1031 s+
7.046575832× 1027 s2 + 7.255533335× 1023 s3+
3.712235208× 1019 s4 + 621949037500000.0 s5
> denom(Hsubsyst);
1.046612821× 1035 + 8.682416814× 1031 s+
1.083899688× 1029 s2 + 1.820966612× 1025 s3+
2.395883207× 1021 s4 + 190321758700000000.0 s5+
9021315325000.0 s6 + 149267769.0 s7
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> degree(numer(Hsubsyst),s);
> degree(denom(Hsubsyst),s);
5
7
> HdirectF := eval(Hdirect,s=2*evalf(Pi)*f*I):
> HsubsystF := eval(Hsubsyst,s=2*evalf(Pi)*f*I):
> plots[semilogplot]([20*log10(abs(HdirectF)),20*log10(abs(HsubsystF))],
> f=1..20e3,numpoints=3000,thickness=[6,2], linestyle=[SOLID,DASH],
> color=[COLOR(RGB, 0.6, 0.9, 0.6),blue]);
> plots[semilogplot]([argument(HdirectF)*180/evalf(Pi),argument(HsubsystF)
> *180/evalf(Pi)],f=1..20e3,numpoints=3000,thickness=[6,2],
> linestyle=[SOLID,DASH],color=[COLOR(RGB, 0.6, 0.9, 0.6),
> blue]);
Annexe C
Imple´mentation du crite`re de
Routh-Hurwitz sous
l’environnement Maple
C.1 Imple´mentation du crite`re de Routh-Hurwitz
C.1.1 Application sur une expression analytique
C.1.1.1 Initialisation
> Han := (b0+b1*s+b2*s^2)/(a0+a1*s+a2*s^2+a3*s^3+a4*s^4);
Han := b0+b1 s+b2 s
2
a0+a1 s+a2 s2+a3 s3+a4 s4
> DenHan := collect(expand(denom(Han)), [s], recursive );
DenHan := a0 + a1 s+ a2 s2 + a3 s3 + a4 s4
> n := degree(DenHan,s);
n := 4
> CoefDen := Vector(n+1):
> for i from 1 by 1 to n+1 do
> CoefDen[i] := coeff(DenHan,s,n+1-i):
> end do:
> evalm(CoefDen);
[a4 , a3 , a2 , a1 , a0 ]
C.1.1.2 Calcul de la table de Routh
> nbLigne := n+1;
> nbColonne := ceil((n+1)/2);
nbLigne := 5
nbColonne := 3
> MatRouth := Matrix(nbLigne,nbColonne+1):
> CoefDenRouth := Vector(nbLigne+1):
> CoefDenRouth[1..nbLigne] := CoefDen:
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> for i from 1 by 1 to 2 do
> for j from 1 by 1 to nbColonne do
> MatRouth[i,j] := CoefDenRouth[i+2*(j-1)];
> end do;
> end do;
> for k from 3 by 1 to nbLigne do
> for l from nbColonne by -1 to 1 do
> if MatRouth[k-1,1] = "Instable" then
> for h from nbColonne by -1 to 1 do
> MatRouth[k,h] := "Instable";
> end do;
> else
> MatRouth[k,l] := simplify(expand(
> (MatRouth[k-2,l+1]*MatRouth[k-1,1]-
> MatRouth[k-2,1]*MatRouth[k-1,l+1])
> / MatRouth[k-1,1]));
> end if;
> end do;
> end do;
> MatRouth := MatRouth[1..nbLigne,1..nbColonne]:
> eval(MatRouth);
a4 a2 a0
a3 a1 0
−−a2 a3+a4 a1
a3
a0 0
−a3 a1 a2+a12a4+a32a0
−a2 a3+a4 a1 0 0
a0 0 0

C.1.2 Application sur une expression nume´rique (cas stable
avec gestion d’un ze´ro)
C.1.2.1 Initialisation
> Hnum := (1+2*s+3*s^2)/(4+4*s+5*s^2+1*s^3+1*s^4);
Hnum := 1+2 s+3 s
2
4+4 s+5 s2+s3+s4
> DenHnum := collect(expand(denom(Hnum)), [s], recursive );
DenHnum := 4 + 4 s+ 5 s2 + s3 + s4
> n := degree(DenHnum,s);
n := 4
> CoefDen := Vector(n+1):
> for i from 1 by 1 to n+1 do
> CoefDen[i] := coeff(DenHnum,s,n+1-i):
> end do:
> evalm(CoefDen);
[1, 1, 5, 4, 4]
C.1.2.2 Calcul de la table de Routh
> nbLigne := n+1;
> nbColonne := ceil((n+1)/2);
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nbLigne := 5
nbColonne := 3
> MatRouth := Matrix(nbLigne,nbColonne+1):
> CoefDenRouth := Vector(nbLigne+1):
> CoefDenRouth[1..nbLigne] := CoefDen:
> ZeroCpiv := proc(k,MatRouth)
> local polyn, g, Sum;
> Sum:=0;
> for g from 2 by 1 to nbColonne+1 do
> Sum := Sum + MatRouth[k,g];
> end do;
> if Sum=0 then
> polyn := MatRouth[k-1,1]*p^(n-k+2);
> return eval(diff(polyn,p),p=1);
> else
> return "Instable";
> end if;
> end proc:
> for i from 1 by 1 to 2 do
> for j from 1 by 1 to nbColonne do
> MatRouth[i,j] := CoefDenRouth[i+2*(j-1)];
> end do;
> end do;
> if MatRouth[2,1]=0 then
> MatRouth[2,1] := "Instable";
> end if:
> for k from 3 by 1 to nbLigne do
> for l from nbColonne by -1 to 1 do
> if MatRouth[k-1,1] = "Instable" then
> for h from nbColonne by -1 to 1 do
> MatRouth[k,h] := "Instable";
> end do;
> else
> MatRouth[k,l] := simplify(expand(
> (MatRouth[k-2,l+1]*MatRouth[k-1,1]-
> MatRouth[k-2,1]*MatRouth[k-1,l+1])
> / MatRouth[k-1,1]));
> end if;
> if MatRouth[k,1]=0 then
> MatRouth[k,1]:=ZeroCpiv(k,MatRouth);
> end if;
> end do;
> end do;
> MatRouth := MatRouth[1..nbLigne,1..nbColonne]:
> eval(MatRouth); 
1 5 4
1 4 0
1 4 0
2 0 0
4 0 0

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C.1.2.3 E´quation caracte´ristique = polynoˆme de Hurwitz ?
> PivRouth := Vector(nbLigne):
> PivRouth[1..nbLigne] := MatRouth[1..nbLigne,1]:
> if type(PivRouth[nbLigne],‘string’) then
> TestZero := PivRouth[nbLigne]:
> else
> TestZero := "PivRouth[nbLigne]":
> end if:
> if (StringTools[Compare](TestZero,"Instable")) then
> Result := "instable pour cause de zero dans la colonne
> du pivot":
> else
> NbChSig:=0:
> for t from 1 by 1 to n do
> if (signum(PivRouth[t])<>signum(PivRouth[t+1])) then
> NbChSig := NbChSig+1:
> end if:
> end do:
> if (NbChSig=0) then
> Result := "stable":
> else
> Result := sprintf("instable - il y a %d changement(s) de
> signes",NbChSig):
> end if:
> end if:
> sprintf("Le systeme est %s",Result);
\Le systeme est stable"
C.1.3 Application sur une expression nume´rique (cas in-
stable)
C.1.3.1 Initialisation
> Hnum := (1+4*s+6*s^2)/(1-2*s+3*s^2+5*s^3+1*s^4);
Hnum := 1+4 s+6 s
2
1−2 s+3 s2+5 s3+s4
> DenHnum := collect(expand(denom(Hnum)), [s], recursive );
DenHnum := 1− 2 s+ 3 s2 + 5 s3 + s4
> n := degree(DenHnum,s);
n := 4
> CoefDen := Vector(n+1):
> for i from 1 by 1 to n+1 do
> CoefDen[i] := coeff(DenHnum,s,n+1-i):
> end do:
> evalm(CoefDen);
[1, 5, 3,−2, 1]
C.1.3.2 Calcul de la table de Routh
> nbLigne := n+1;
> nbColonne := ceil((n+1)/2);
nbLigne := 5
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nbColonne := 3
> MatRouth := Matrix(nbLigne,nbColonne+1):
> CoefDenRouth := Vector(nbLigne+1):
> CoefDenRouth[1..nbLigne] := CoefDen:
> ZeroCpiv := proc(k,MatRouth)
> local polyn, g, Sum;
> Sum:=0;
> for g from 2 by 1 to nbColonne+1 do
> Sum := Sum + MatRouth[k,g];
> end do;
> if Sum=0 then
> polyn := MatRouth[k-1,1]*p^(n-k+2);
> return eval(diff(polyn,p),p=1);
> else
> return "Instable";
> end if;
> end proc:
> for i from 1 by 1 to 2 do
> for j from 1 by 1 to nbColonne do
> MatRouth[i,j] := CoefDenRouth[i+2*(j-1)];
> end do;
> end do;
> if MatRouth[2,1]=0 then
> MatRouth[2,1] := "Instable";
> end if:
> for k from 3 by 1 to nbLigne do
> for l from nbColonne by -1 to 1 do
> if MatRouth[k-1,1] = "Instable" then
> for h from nbColonne by -1 to 1 do
> MatRouth[k,h] := "Instable";
> end do;
> else
> MatRouth[k,l] := simplify(expand(
> (MatRouth[k-2,l+1]*MatRouth[k-1,1]-
> MatRouth[k-2,1]*MatRouth[k-1,l+1])
> / MatRouth[k-1,1]));
> end if;
> if MatRouth[k,1]=0 then
> MatRouth[k,1]:=ZeroCpiv(k,MatRouth);
> end if;
> end do;
> end do;
> MatRouth := MatRouth[1..nbLigne,1..nbColonne]:
> eval(MatRouth); 
1 3 1
5 −2 0
17
5
1 0
−59
17
0 0
1 0 0

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C.1.3.3 E´quation caracte´ristique = polynoˆme de Hurwitz ?
> PivRouth := Vector(nbLigne):
> PivRouth[1..nbLigne] := MatRouth[1..nbLigne,1]:
> if type(PivRouth[nbLigne],‘string’) then
> TestZero := PivRouth[nbLigne]:
> else
> TestZero := "PivRouth[nbLigne]":
> end if:
> if (StringTools[Compare](TestZero,"Instable")) then
> Result := "instable pour cause de zero dans la colonne
> du pivot":
> else
> NbChSig:=0:
> for t from 1 by 1 to n do
> if (signum(PivRouth[t])<>signum(PivRouth[t+1])) then
> NbChSig := NbChSig+1:
> end if:
> end do:
> if (NbChSig=0) then
> Result := "stable":
> else
> Result := sprintf("instable - il y a %d changement(s) de
> signes",NbChSig):
> end if:
> end if:
> sprintf("Le systeme est %s",Result);
\Le systeme est instable − il y a 2 changement(s) de signes"
C.1.4 Application sur une expression nume´rique (cas in-
stable a` cause d’un ze´ro)
C.1.4.1 Initialisation
> Hnum := (1-2*s+8*s^2)/(1+7*s+4*s^2+3*s^3+0*s^4+s^5);
Hnum := 1−2 s+8 s
2
1+7 s+4 s2+3 s3+s5
> DenHnum := collect(expand(denom(Hnum)), [s], recursive );
DenHnum := 1 + 7 s+ 4 s2 + 3 s3 + s5
> n := degree(DenHnum,s);
n := 5
> CoefDen := Vector(n+1):
> for i from 1 by 1 to n+1 do
> CoefDen[i] := coeff(DenHnum,s,n+1-i):
> end do:
> evalm(CoefDen);
[1, 0, 3, 4, 7, 1]
C.1.4.2 Calcul de la table de Routh
> nbLigne := n+1;
> nbColonne := ceil((n+1)/2);
nbLigne := 6
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nbColonne := 3
> MatRouth := Matrix(nbLigne,nbColonne+1):
> CoefDenRouth := Vector(nbLigne+1):
> CoefDenRouth[1..nbLigne] := CoefDen:
> ZeroCpiv := proc(k,MatRouth)
> local polyn, g, Sum;
> Sum:=0;
> for g from 2 by 1 to nbColonne+1 do
> Sum := Sum + MatRouth[k,g];
> end do;
> if Sum=0 then
> polyn := MatRouth[k-1,1]*p^(n-k+2);
> return eval(diff(polyn,p),p=1);
> else
> return "Instable";
> end if;
> end proc:
> for i from 1 by 1 to 2 do
> for j from 1 by 1 to nbColonne do
> MatRouth[i,j] := CoefDenRouth[i+2*(j-1)];
> end do;
> end do;
> if MatRouth[2,1]=0 then
> MatRouth[2,1] := "Instable";
> end if:
> for k from 3 by 1 to nbLigne do
> for l from nbColonne by -1 to 1 do
> if MatRouth[k-1,1] = "Instable" then
> for h from nbColonne by -1 to 1 do
> MatRouth[k,h] := "Instable";
> end do;
> else
> MatRouth[k,l] := simplify(expand(
> (MatRouth[k-2,l+1]*MatRouth[k-1,1]-
> MatRouth[k-2,1]*MatRouth[k-1,l+1])
> / MatRouth[k-1,1]));
> end if;
> if MatRouth[k,1]=0 then
> MatRouth[k,1]:=ZeroCpiv(k,MatRouth);
> end if;
> end do;
> end do;
> MatRouth := MatRouth[1..nbLigne,1..nbColonne]:
> eval(MatRouth);
1 3 7
\Instable" 4 1
\Instable" \Instable" \Instable"
\Instable" \Instable" \Instable"
\Instable" \Instable" \Instable"
\Instable" \Instable" \Instable"

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C.1.4.3 E´quation caracte´ristique = polynoˆme de Hurwitz ?
> PivRouth := Vector(nbLigne):
> PivRouth[1..nbLigne] := MatRouth[1..nbLigne,1]:
> if type(PivRouth[nbLigne],‘string’) then
> TestZero := PivRouth[nbLigne]:
> else
> TestZero := "PivRouth[nbLigne]":
> end if:
> if (StringTools[Compare](TestZero,"Instable")) then
> Result := "instable pour cause de zero dans la colonne
> du pivot":
> else
> NbChSig:=0:
> for t from 1 by 1 to n do
> if (signum(PivRouth[t])<>signum(PivRouth[t+1])) then
> NbChSig := NbChSig+1:
> end if:
> end do:
> if (NbChSig=0) then
> Result := "stable":
> else
> Result := sprintf("instable - il y a %d changement(s) de
> signes",NbChSig):
> end if:
> end if:
> sprintf("Le systeme est %s",Result);
\Le systeme est instable pour cause de zero dans la colonne du pivot"
Annexe D
Construction d’un abaque de
stabilite´ a` partir du crite`re de
Routh-Hurwitz sous
l’environnement Maple
D.1 Initialisation du Programme - Chargement
du package Syrup
> restart:
> libname:=libname,‘D:/Travail/Packages Maple/Syrup/Syrup7-1/Syrup’:
> with(Syrup):
> with(PolynomialTools):
> with(plots):
> with(LinearAlgebra):
> with (linalg):
D.2 Description du Circuit
> Circuit := "
> Ve 1 0
> Lfiltre 1 2
> Cfiltre 2 0
> Rdrive 2 0
> .end";
Circuit := \
V e 1 0
Lfiltre 1 2
Cfiltre 2 0
Rdrive 2 0
.end"
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D.3 Construction du mode`le
D.3.1 De´termination de la fonction de transfert avec Syrup
> Sac := syrup(Circuit, ac, symbolic);
syrup : Symbolic analysis, numeric values will be ignored
Sac :=
{
v1 = Ve, v2 =
Ve Rdrive
sLfiltre+s2Cfiltre Rdrive Lfiltre+Rdrive
}
> Hsyst := eval(v[2]/v[1],Sac);
Hsyst := Rdrive
sLfiltre+s2Cfiltre Rdrive Lfiltre+Rdrive
D.3.2 Introduction de l’admittance e´quivalente et applica-
tion nume´rique
D.3.2.1 Drive
> Ydrive := eval(-1/2*(-2*p^2*taui*Ldq*G*Iqref^2*Rdq+2*p^2*taui*Ldq*Idc0
> -p^2*taui*Ldq*G*Iqref*Np*Omega*sqrt(6)*PhiM-p*taui*G*Iqref*Np*Omega
> *sqrt(6)*PhiM*Rdq+2*p*taui*Idc0*Rdq-2*p*taui*G^2*Vdc0*Rdq*Iqref*Np
> *Omega*sqrt(6)*PhiM-2*p*taui*G^2*Vdc0*Rdq^2*Iqref^2-3*p*taui*G^2*Vdc0
> *Np^2*Omega^2*PhiM^2+2*p*taui*Idc0*G*Vdc0*Kp-2*p*taui*G*Iqref^2*Rdq^2+
> 2*Idc0*G*Vdc0*Kp)/(Vdc0*(Rdq*taui*p+Ldq*p^2*taui+G*Vdc0*Kp+G*Vdc0*Kp
> *taui*p)),p=s):
> Ynum := simplify(eval(Ydrive,
> { Rdq=0.14,
> Ldq=34e-6,
> PhiM=0.0226,
> Np=3,
> Iqref=97.623,
> Idc0=58.026,
> Vdc0=540,
> G=0.001852,
> Omega=3700.796146,
> Kp=0.4582,
> taui=85.33e-6}));
Ynum := 0.00001000000000 139151.0 s
2−246200372200000000.0+129753727000000.0 s
2552376693.0 s+145061.0 s2+22911832800000.0
> Rdrive := 1/Ynum;
Rdrive := 100000.0 2552376693.0 s+145061.0 s
2 +22911832800000.0
139151.0 s2−246200372200000000.0+129753727000000.0 s
D.3.2.2 Filtre
> Lfiltre := P2;
> Cfiltre := P1;
Lfiltre := P2
Cfiltre := P1
D.3.2.3 Mode`le final
> Hsyst := simplify(eval(Hsyst)):
> EqCar := denom(Hsyst);
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EqCar := 139151.0 s3P2 − 246200372200000000.0 sP2
+ 129753727000000.0 s2P2 + 255237669300000.0 s3P1 P2
+ 14506100000.0 s4P1 P2 + 2291183280000000000.0 s2P1 P2
+ 255237669300000.0 s+ 14506100000.0 s2
+ 2291183280000000000.0
> n := degree(EqCar,s);
n := 4
D.4 Construction de l’abaque a` partir du crite`re
de Routh-Hurwitz
D.4.1 Parame´trage de l’abaque
> NbPoint := 30:
> DecParam1 := 5:
> InitParam1 := 1e-7:
> DecParam2 := 5:
> InitParam2 := 1e-6:
D.4.2 Construction de la grille
> prov := Vector[row](NbPoint):
> for iprov from 1 to NbPoint do
> prov[iprov] := evalf(exp(ln(10)/NbPoint*iprov)):
> end do:
> Param1 := Vector[row](NbPoint*DecParam1):
> for idec1 from 1 to DecParam1 do
> for iparam1 from 1 to NbPoint do
> Param1[iparam1+(idec1-1)*NbPoint] :=
> prov[iparam1] * InitParam1 * 10^(idec1-1):
> end do:
> end do:
> Param2 := Vector[row](NbPoint*DecParam2):
> for idec2 from 1 to DecParam2 do
> for iparam2 from 1 to NbPoint do
> Param2[iparam2+(idec2-1)*NbPoint] :=
> prov[iparam2] * InitParam2 * 10^(idec2-1):
> end do:
> end do:
D.4.3 Construction de la matrice repre´sentant l’abaque
> nbLigne := n+1;
> nbColonne := ceil((n+1)/2);
nbLigne := 5
nbColonne := 3
> CoefDen := Vector(n+1):
> for i from 1 by 1 to n+1 do
> CoefDen[i] := coeff(EqCar,s,n+1-i):
> end do:
> CoefDenRouth := Vector(nbLigne+1):
> CoefDenRouth[1..nbLigne] := CoefDen;
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CoefDenRouth1...5 :=

14506100000.0P1 P2
139151.0P2 + 255237669300000.0P1 P2
129753727000000.0P2 + 2291183280000000000.0P1 P2 + 14506100000.0
−246200372200000000.0P2 + 255237669300000.0
2291183280000000000.0

> MatRouth := Matrix(nbLigne,nbColonne+1):
> PivRouth := Vector(nbLigne):
> A := Matrix(NbPoint*DecParam1,NbPoint*DecParam2):
> for ip1 from 1 to NbPoint*DecParam1 do
> P1 := Param1[ip1]:
> for ip2 from 1 to NbPoint*DecParam2 do
> P2 := Param2[ip2]:
>
> for ia from 1 by 1 to 2 do
> for ja from 1 by 1 to nbColonne do
> MatRouth[ia,ja] := CoefDenRouth[ia+2*(ja-1)];
> end do;
> end do;
> for ka from 3 by 1 to nbLigne do
> for la from nbColonne by -1 to 1 do
> MatRouth[ka,la] := simplify(expand(
> (MatRouth[ka-2,la+1]*MatRouth[ka-1,1]-
> MatRouth[ka-2,1]*MatRouth[ka-1,la+1])
> / MatRouth[ka-1,1]));
> end do;
> end do;
> TableRouth := MatRouth[1..nbLigne,1..nbColonne]:
>
> PivRouth[1..nbLigne] := TableRouth[1..nbLigne,1]:
> Result := 0:
> for ipiv from 2 to nbLigne do
> if (signum(PivRouth[1])=signum(PivRouth[ipiv])) then
> Result := Result+1:
> end if:
> end do:
>
> if (Result=n) then A[ip1,ip2]:=0 else A[ip1,ip2]:=1 end if:
>
> end do:
> end do:
> unassign(‘P1’,‘P2’):
D.4.4 Affichage de l’abaque
> matrixplot(A,orientation=[-90,0],style=patchnogrid,shading=’Z’);
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> NZS := 0:
> for i from 1 to NbPoint*DecParam1 do
> for j from 1 to NbPoint*DecParam2 do
> NZS := NZS+A[i,j]:
> end do:
> end do:
> PZS := ((NbPoint^2*DecParam1*DecParam2)-NZS)*100.
> /(NbPoint^2*DecParam1*DecParam2);
PZS := 48.93777778

Annexe E
Dimensionnement d’un filtre
suivant des crite`res de stabilite´ et
de qualite´ sous l’environnement
Maple
E.1 Initialisation du programme - Chargement
des packages de travail (notamment Syrup)
> restart:
> libname:=libname,‘D:/Travail/Packages Maple/Syrup/Syrup7-1/Syrup’:
> with(Syrup):
> with(PolynomialTools):
> with(plots):
> with(LinearAlgebra):
> with (linalg):
E.2 Mode´lisation du re´seau
E.2.1 Description circuit du re´seau
> CircuitPrinc := "
> Vbus 1 0
> Rsource 1 2
> Lsource 2 3
> Cbus 3 0
> Rsubsyst 3 0
> .end":
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> CircuitSec := "
> Ibus 0 1
> Lf1 1 2
> Cf1 2 0
> Rf2 2 3
> Cf2 3 0
> Rdrive 2 0
> .end":
E.2.2 Construction de mode`les sous Syrup
> SacPrinc := syrup(CircuitPrinc, ac, symbolic):
syrup : Symbolic analysis, numeric values will be ignored
> Hsyst := eval(v[3]/v[1],SacPrinc);
Hsyst := Rsubsyst
sCbus Rsubsyst Rsource+s2Cbus Rsubsyst Lsource+Rsource+sLsource+Rsubsyst
> SacSubsyst := syrup(CircuitSec, ac, symbolic):
syrup : Symbolic analysis, numeric values will be ignored
> Zsubsyst := eval(v[1]/Ibus,SacSubsyst):
E.2.3 Application nume´rique et introduction de l’admit-
tance e´quivalente
> Rsource:=0.3:
> Lsource:=400e-6:
> Cbus:=600e-6:
> Lf1:=P2:
> Cf1:=P1:
> Rf2:=0.28:
> Cf2:=560e-6:
> Ydrive := (1.391510000*s^2-0.2462003722e13+1297537270.*s)
> /(2552376693.*s+145061.0000*s^2+0.2291183280e14);
Ydrive := 1.391510000 s
2−2462003722000.0+1297537270.0 s
2552376693.0 s+145061.0 s2+22911832800000.0
> Rdrive := 1/Ydrive:
E.2.4 Mode`le final
> Hsyst := simplify(eval(Hsyst,Rsubsyst=Zsubsyst)):
> EqCar := denom(Hsyst);
E.3. Construction de l'abaque a` partir du crite`re de Routh-Hurwitz 203
EqCar := 8.661418626× 1030
+ 5.237076925× 1027 s+ 2.684980406× 1030 sP1 − 9.617202039× 1029 sP2
+ 5.131597402× 1024 s2 + 4.300085446× 1027 s2P1
+ 5.194906556× 1027 s2P2 + 8.949934688× 1030 s2P2 P1
+ 8.879562929× 1020 s3 + 1.024048020× 1024 s3P1
+ 1.373237169× 1024 s3P2 + 4.011360148× 1027 s3P2 P1
+ 65411575250000000.0 s4 + 8.786450610× 1019 s4P1
+ 1.434861344× 1021 s4P2 + 2.793048793× 1024 s4P2 P1
+ 2132396700000.0 s5 + 3553994500000000.0 s5P1
+ 158785496900000000.0 s5P2 + 6.233137980× 1020 s5P2 P1
+ 7615722955000.0 s6P2 + 52718703660000000.0 s6P2 P1
+ 2132396700000.0 s7P2 P1
> n := degree(EqCar,s);
n := 7
E.3 Construction de l’abaque a` partir du crite`re
de Routh-Hurwitz
E.3.1 Parame´trage de l’abaque
> NbPoint := 30:
> DecParam1 := 5:
> InitParam1 := 1e-7:
> DecParam2 := 5:
> InitParam2 := 1e-6:
E.3.2 Construction de la grille
> prov := Vector[row](NbPoint):
> for iprov from 1 to NbPoint do
> prov[iprov] := evalf(exp(ln(10)/NbPoint*iprov)):
> end do:
> Param1 := Vector[row](NbPoint*DecParam1):
> for idec1 from 1 to DecParam1 do
> for iparam1 from 1 to NbPoint do
> Param1[iparam1+(idec1-1)*NbPoint] :=
> prov[iparam1]*InitParam1*10^(idec1-1):
> end do:
> end do:
> Param2 := Vector[row](NbPoint*DecParam2):
> for idec2 from 1 to DecParam2 do
> for iparam2 from 1 to NbPoint do
> Param2[iparam2+(idec2-1)*NbPoint] :=
> prov[iparam2]*InitParam2*10^(idec2-1):
> end do:
> end do:
E.3.3 Construction de la matrice repre´sentant l’abaque
> nbLigne := n+1:
> nbColonne := ceil((n+1)/2):
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> CoefDen := Vector(n+1):
> for i from 1 by 1 to n+1 do
> CoefDen[i] := coeff(EqCar,s,n+1-i):
> end do:
> CoefDenRouth := Vector(nbLigne+1):
> CoefDenRouth[1..nbLigne] := CoefDen:
> MatRouth := Matrix(nbLigne,nbColonne+1):
> PivRouth := Vector(nbLigne):
> Astab := Matrix(NbPoint*DecParam1,NbPoint*DecParam2):
> for ip1 from 1 to NbPoint*DecParam1 do
> P1 := Param1[ip1]:
> for ip2 from 1 to NbPoint*DecParam2 do
> P2 := Param2[ip2]:
>
> for ia from 1 by 1 to 2 do
> for ja from 1 by 1 to nbColonne do
> MatRouth[ia,ja] := CoefDenRouth[ia+2*(ja-1)];
> end do;
> end do;
> for ka from 3 by 1 to nbLigne do
> for la from nbColonne by -1 to 1 do
> MatRouth[ka,la] := simplify(expand(
> (MatRouth[ka-2,la+1]*MatRouth[ka-1,1]-
> MatRouth[ka-2,1]*MatRouth[ka-1,la+1])
> / MatRouth[ka-1,1]));
> end do;
> end do;
> TableRouth := MatRouth[1..nbLigne,1..nbColonne]:
>
> PivRouth[1..nbLigne] := TableRouth[1..nbLigne,1]:
> Result := 0:
> for ipiv from 2 to nbLigne do
> if (signum(PivRouth[1])=signum(PivRouth[ipiv])) then
> Result := Result+1:
> end if:
> end do:
>
> if (Result=n) then Astab[ip1,ip2]:=0 else Astab[ip1,ip2]:=1 end
if:
>
> end do:
> end do:
> unassign(’P1’,’P2’):
E.3.4 Affichage de l’abaque
> matrixplot(Astab,orientation=[-90,0],style=patchnogrid,shading=’Z’):
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> NbPtI := 0:
> NbPtTot := (NbPoint^2*DecParam1*DecParam2):
> for i from 1 to NbPoint*DecParam1 do
> for j from 1 to NbPoint*DecParam2 do
> NbPtI := NbPtI+Astab[i,j]:
> end do:
> end do:
> PZS := (NbPtTot-NbPtI)*100/NbPtTot:
> printf("L’abaque de %d points, dont %d stables,
> soit %.2f%%",NbPtTot,NbPtTot-NbPtI,PZS);
L’abaque de 22500 points, dont 16203 stables, soit 72.01%
E.4 Ajout des crite`res de Qualite´ - filtrage et
amortissement
> Fcoup := 2000;
Fcoup := 2000
> Amortmin:=0.1;
Amortmin := 0.1
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E.4.1 Crite`re de filtrage - fre´quence de coupure du filtre
> Afreq := Matrix(NbPoint*DecParam1,NbPoint*DecParam2):
> for ia1 from 1 to NbPoint*DecParam1 do
> for ia2 from 1 to NbPoint*DecParam2 do
> Afreq[ia1,ia2] := Astab[ia1,ia2]:
> end do:
> end do:
> for ia1 from 1 to NbPoint*DecParam1 do
> for ia2 from 1 to NbPoint*DecParam2 do
> if (1/(2*evalf(Pi)*(Param1[ia1]*Param2[ia2])^(1/2))>0.98*Fcoup)
> and
> (1/(2*evalf(Pi)*(Param1[ia1]*Param2[ia2])^(1/2))<1.02*Fcoup)
> then
> Afreq[ia1,ia2] := 0.5:
> end if:
> end do:
> end do:
> matrixplot(Afreq,orientation=[-90,0],style=patchnogrid,shading=’Z’):
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E.4.2 Crite`re d’amortissement - coefficient d’amortissement
du poˆle dominant
E.4.2.1 Re´cupe´ration des points appartenant a` la demi-droite stable
> nb:=0:
> TestPt := proc(pia1,pia2,pnb)
> local res: res:=pnb:
> if (Afreq[pia1,pia2]=0.5 and Astab[pia1,pia2]=0) then
> res:=res+1:
> end if;
> res
> end proc:
> for ia1 from 1 to NbPoint*DecParam1 do
> for ia2 from 1 to NbPoint*DecParam2 do
> nb := TestPt(ia1,ia2,nb);
> end do;
> end do;
> nb;
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> ind:=1:
> MatFrq:=Matrix(nb,2):
> for ia1 from 1 to NbPoint*DecParam1 do
> for ia2 from 1 to NbPoint*DecParam2 do
> if (Afreq[ia1,NbPoint*DecParam2+1-ia2]=0.5
> and Astab[ia1,NbPoint*DecParam2+1-ia2]=0) then
> MatFrq[ind,1] := ia1:
> MatFrq[ind,2] := NbPoint*DecParam2+1-ia2:
> ind:=ind+1:
> end if:
> end do:
> end do:
E.4.2.2 Calcul de l’amortissement du poˆle dominant pour chaque point
> mmin := Vector(nb):
> for ifrq from 1 to nb do
> mmin[ifrq]:=infinity:
> Racs:=solve(eval(EqCar,{P2=Param2[MatFrq[ifrq,2]],
> P1=Param1[MatFrq[ifrq,1]]})=0,s):
> MatPol:=Matrix(n,3):
> for i1 from 1 to n do
> MatPol[i1,1] := Re(Racs[i1]):
> MatPol[i1,2] := Im(Racs[i1]):
> MatPol[i1,3] := (-Re(Racs[i1])/sqrt(Re(Racs[i1])^2
> +Im(Racs[i1])^2)):
> end do:
> for i2 from 1 to n do
> if (MatPol[i2,3]<=mmin[ifrq]) then
> mmin[ifrq]:=MatPol[i2,3]:
> end if:
> end do:
> end do:
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E.4.2.3 Affichage des re´sultats
> Aamort := Matrix(NbPoint*DecParam1,NbPoint*DecParam2):
> for ia1 from 1 to NbPoint*DecParam1 do
> for ia2 from 1 to NbPoint*DecParam2 do
> Aamort[ia1,ia2] := Afreq[ia1,ia2]:
> end do:
> end do:
> for iam from 1 to nb do
> if (mmin[iam]>=Amortmin) then
> Aamort[MatFrq[iam,1],MatFrq[iam,2]] := 1:
> printf("Point %d, %e (x), %e (y), donne xi=%f \n",
> iam,Param2[MatFrq[iam,1]],Param1[MatFrq[iam,2]],mmin[iam]);
> end if;
> end do;
Point 10, 4.298662e− 05 (x), 1.467799e− 04 (y), donne xi = 0.100135
Point 11, 4.641589e− 05 (x), 1.359356e− 04 (y), donne xi = 0.110349
Point 12, 5.011872e− 05 (x), 1.258925e− 04 (y), donne xi = 0.112352
Point 13, 5.411695e− 05 (x), 1.165914e− 04 (y), donne xi = 0.108763
Point 14, 5.843414e− 05 (x), 1.079775e− 04 (y), donne xi = 0.105281
Point 15, 6.309573e− 05 (x), 1.000000e− 04 (y), donne xi = 0.101960
Point 32, 2.326305e− 04 (x), 2.712273e− 05 (y), donne xi = 0.100375
Point 33, 2.511886e− 04 (x), 2.511886e− 05 (y), donne xi = 0.103695
Point 34, 2.712273e− 04 (x), 2.326305e− 05 (y), donne xi = 0.107290
Point 35, 2.928645e− 04 (x), 2.154435e− 05 (y), donne xi = 0.111138
Point 36, 3.162278e− 04 (x), 1.995262e− 05 (y), donne xi = 0.115215
Point 37, 3.414549e− 04 (x), 1.847850e− 05 (y), donne xi = 0.119497
Point 38, 3.686945e− 04 (x), 1.711328e− 05 (y), donne xi = 0.123962
Point 39, 3.981072e− 04 (x), 1.584893e− 05 (y), donne xi = 0.128587
Point 40, 4.298662e− 04 (x), 1.467799e− 05 (y), donne xi = 0.133349
Point 41, 4.641589e− 04 (x), 1.359356e− 05 (y), donne xi = 0.138225
Point 42, 5.011872e− 04 (x), 1.258925e− 05 (y), donne xi = 0.143192
Point 43, 5.411695e− 04 (x), 1.165914e− 05 (y), donne xi = 0.148226
Point 44, 5.843414e− 04 (x), 1.079775e− 05 (y), donne xi = 0.153303
Point 45, 6.309573e− 04 (x), 1.000000e− 05 (y), donne xi = 0.158397
Point 46, 6.812921e− 04 (x), 9.261187e− 06 (y), donne xi = 0.163482
Point 47, 7.356423e− 04 (x), 8.576959e− 06 (y), donne xi = 0.168530
Point 48, 7.943282e− 04 (x), 7.943282e− 06 (y), donne xi = 0.173513
Point 49, 8.576959e− 04 (x), 7.356423e− 06 (y), donne xi = 0.178401
Point 50, 9.261187e− 04 (x), 6.812921e− 06 (y), donne xi = 0.183160
Point 51, 1.000000e− 03 (x), 6.309573e− 06 (y), donne xi = 0.187755
Point 52, 1.079775e− 03 (x), 5.843414e− 06 (y), donne xi = 0.192151
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Point 53, 1.165914e− 03 (x), 5.411695e− 06 (y), donne xi = 0.196307
Point 54, 1.258925e− 03 (x), 5.011872e− 06 (y), donne xi = 0.200177
Point 55, 1.359356e− 03 (x), 4.641589e− 06 (y), donne xi = 0.203711
Point 56, 1.467799e− 03 (x), 4.298662e− 06 (y), donne xi = 0.206847
Point 57, 1.584893e− 03 (x), 3.981072e− 06 (y), donne xi = 0.209510
Point 58, 1.711328e− 03 (x), 3.686945e− 06 (y), donne xi = 0.211601
Point 59, 1.847850e− 03 (x), 3.414549e− 06 (y), donne xi = 0.212984
Point 60, 1.995262e− 03 (x), 3.162278e− 06 (y), donne xi = 0.213469
Point 61, 2.154435e− 03 (x), 2.928645e− 06 (y), donne xi = 0.212791
Point 62, 2.326305e− 03 (x), 2.712273e− 06 (y), donne xi = 0.210596
Point 63, 2.511886e− 03 (x), 2.511886e− 06 (y), donne xi = 0.206463
Point 64, 2.712273e− 03 (x), 2.326305e− 06 (y), donne xi = 0.199993
Point 65, 2.928645e− 03 (x), 2.154435e− 06 (y), donne xi = 0.191006
Point 66, 3.162278e− 03 (x), 1.995262e− 06 (y), donne xi = 0.179726
Point 67, 3.414549e− 03 (x), 1.847850e− 06 (y), donne xi = 0.166772
Point 68, 3.686945e− 03 (x), 1.711328e− 06 (y), donne xi = 0.152937
Point 69, 3.981072e− 03 (x), 1.584893e− 06 (y), donne xi = 0.138936
Point 70, 4.298662e− 03 (x), 1.467799e− 06 (y), donne xi = 0.125292
Point 71, 4.641589e− 03 (x), 1.359356e− 06 (y), donne xi = 0.112330
Point 72, 5.011872e− 03 (x), 1.258925e− 06 (y), donne xi = 0.100229
> matrixplot(Aamort,orientation=[-90,0],style=patchnogrid,shading=’Z’):
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E. Dimensionnement d'un ltre suivant des crite`res de stabilite´ et de qualite´ sous
l'environnement Maple
> mmincourbe:=plots[listplot]([seq([n,mmin[n]],n=1..nb)],
> resolution=2000,color=COLOR(RGB,0.6, 0.9, 0.6),thickness=3):
> display({mmincourbe, plottools[line]([1,Amortmin], [nb,Amortmin],
> color=blue,thickness=2,axes=boxed,view=
> [1..nb,min(seq(mmin[n],n=1..nb))-0.01..max(seq(mmin[n],n=1..nb))+0.01]):
Annexe F
Fichier Matlab permettant
d’appliquer la fonction fmincon au
dimensionnement des e´le´ments
constitutifs d’un filtre
F.1 De´finition de la fonction optimisation
function optimisation
F.2 De´claration des variables
clc ;
% Definition des matrices A,Aeq,b,beq
A = [];
b = [];
Aeq = [];
beq = [];
% Initialisation du vecteur parame`tres
x0 = [1e− 5 1e− 5];
% Definition des bute´es basses et hautes
lb = [1e− 6 1e− 7];
ub = [1e− 1 1e− 2];
F.3 Programme principal
F.3.1 Appel de la fonction fmincon
[X, fval] =fmincon(@Fonc, x0, A, b, Aeq, beq, lb, ub,@mycon);
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dimensionnement des e´le´ments constitutifs d'un ltre
F.3.2 Affichage des re´sultats obtenus apre`s calculs
denom = ([179478826.*X(2)*X(1)
0.4433396966e13*X(2)*X(1)+179478826.*X(2)
0.5315431441e17*X(2)*X(1)+0.4909732480e13*X(2)+0.5982627534e12*X(1)+179478826.
0.2521711072e21*X(2)*X(1)+0.4073535618e17*X(2)+0.1477798989e17*X(1)+0.5031659720e13
0.6952008935e17+0.5331949301e24*X(2)*X(1)+0.4809587961e20*X(2)+0.1723757248e21*X(1)
0.3831503045e21+0.1431747630e28*X(2)*X(1)+0.2685787432e24*X(2)+0.7258085349e24*X(1)
0.5659994128e24-0.1538501528e27*X(2)+0.4867941942e27*X(1)
0.1379438578e28]);
poles =roots(denom);
degree =size(denom);
degree = degree(1)− 1;
maxrepol =real(poles(1));
for i = 2 : degree
if(real(poles(i)) > maxrepol) maxrepol =real(poles(i)); end;
end
fc1 = 1/(2 ∗ pi∗sqrt(X(1) ∗X(2)));
for i = 1 : degree
amortsyst(i) = (abs(real(poles(i)))/abs(poles(i)));
end
minamort = amortsyst(1);
for i = 2 : degree
if(amortsyst(i) < minamort) minamort = amortsyst(i); end;
end
sprintf(‘L’’optimisation s’’est conclut avec un crite`re de \%e \n
Les valeurs des parame`tres du filtre sont : Lf=\%eH et Cf=\%eF \n\n
La plus grande partie re´elle des po^les est \%f \n
La fre´quence de coupure du filtre est alors \%f Hz \n
L’’amortissement du po^le dominant est \%f’,
fval,X(1),X(2),maxrepol,fc1,minamort)
F.4 De´finition du crite`re de convergence
function [Fx]=Fonc(X)
Xmin = [1e− 7 1e− 7];
Xmax = [1e1 1e1];
Pond = [100 1];
% Constitution des e´le´ments du vecteur a` optimiser
Fx =sum(Pond. ∗ ((X −Xmin)./(Xmax−Xmin)).2);
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F.5 Construction des contraintes
function [c,ceq] = mycon(X)
% 3 contraintes dans c :
% -1. Stablite´ : max(Re(po^les))<=0
% -2. Filtrage1a : fc1-fc1max<=0
% Filtrage1b : fc1min-fc1<=0
% -3. Qualite´ : amortissement min - amortissement po^le dominant <=0
% Calcul des po^les et stockages dans le vecteur poles
denom = ([179478826.*X(2)*X(1)
0.4433396966e13*X(2)*X(1)+179478826.*X(2)
0.5315431441e17*X(2)*X(1)+0.4909732480e13*X(2)+0.5982627534e12*X(1)+179478826.
0.2521711072e21*X(2)*X(1)+0.4073535618e17*X(2)+0.1477798989e17*X(1)+0.5031659720e13
0.6952008935e17+0.5331949301e24*X(2)*X(1)+0.4809587961e20*X(2)+0.1723757248e21*X(1)
0.3831503045e21+0.1431747630e28*X(2)*X(1)+0.2685787432e24*X(2)+0.7258085349e24*X(1)
0.5659994128e24-0.1538501528e27*X(2)+0.4867941942e27*X(1)
0.1379438578e28]);
poles =roots(denom);
degree =size(denom);
degree = degree(1)− 1;
% Calcul de la partie re´elle la plus grande
maxrepol =real(poles(1));
for i = 2 : degree
if(real(poles(i)) > maxrepol) maxrepol =real(poles(i)); end;
end
% Expressions des fre´quences de coupure des filtres, de´finition des bute´es
fc1 = 1/(2 ∗ pi∗sqrt(X(1) ∗X(2)));
fc1min = 1980;
fc1max = 2000;
% Calcul de l’amortissement minimum, de´finition de l’amortissement min souhaite´
for i = 1 : degree
amortsyst(i) = (abs(real(poles(i)))/abs(poles(i)));
end
minamort = amortsyst(1);
for i = 2 : degree
if(amortsyst(i) < minamort) minamort = amortsyst(i); end;
end
amortmin = 0.06;
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dimensionnement des e´le´ments constitutifs d'un ltre
c = [max(0, 2 ∗ atan(maxrepol)/pi);
max(0, 1− fc1max/fc1);
max(0, 1− fc1/fc1min);
max(0, 1−minamort/amortmin)];
ceq = [];
Annexe G
Fichier fitness de Matlab
permettant de spe´cifier l’objectif
souhaite´ a` l’algorithme ge´ne´tique
G.1 Calcul des poˆles et de l’ordre a` partir du
mode`le issu de Maple
% Calcul des po^les et stockages dans le vecteur poles
denom = ([4713592361.*X(1)*X(2)
0.1161062772e15*X(1)*X(2)+0.4713592346e11*X(1)
0.9097243303e15*X(1)+0.7855987268e13*X(2)+0.1369955165e19*X(1)*X(2)+4713592361.
0.8493722896e19*X(1)+0.1935104621e18*X(2)+0.6099849213e22*X(1)*X(2)+0.1946661497e15
0.2886162383e19+0.8836023625e22*X(1)+0.2250525329e22*X(2)+0.8785569590e25*X(1)*X(2)
0.1992872124e23+0.9384671723e25*X(2)+0.1950578279e29*X(1)*X(2)+0.3143600190e26*X(1)
0.1744024516e26+0.5851734837e28*X(2)-0.2243135836e28*X(1)
0.1883284204e29]);
poles =roots(denom);
degree =size(denom);
degree = degree(1)− 1;
G.2 De´finition des contraintes
G.2.1 De´termination des grandeurs ne´cessaires
% Calcul de la partie re´elle la plus grande
maxrepol =real(poles(1));
for i = 2 : degree
if(real(poles(i)) > maxrepol) maxrepol =real(poles(i)); end;
end
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G. Fichier tness de Matlab permettant de spe´cier l'objectif souhaite´ a`
l'algorithme ge´ne´tique
% Expressions des fre´quences de coupure des filtres, de´finition des bute´es
fc1 = 1/(2 ∗ pi∗sqrt(X(1) ∗X(2)));
fc1min = 1950;
fc1max = 2000;
% Calcul de l’amortissement minimum, de´finition de l’amortissement min souhaite´
for i = 1 : degree
amortsyst(i) = (abs(real(poles(i)))/sqrt(real(poles(i))2+imag(poles(i))2));
end
minamort = amortsyst(1);
for i = 2 : degree
if(amortsyst(i) < minamort) minamort = amortsyst(i); end;
end
amortmin = 0.06;
G.2.2 E´criture du vecteur des contraintes
c = [max(0, 2 ∗ atan(maxrepol)/pi)
max(0, 1− fc1max/fc1)
max(0, 1− fc1/fc1min)
max(0, 1−minamort/amortmin)];
G.3 De´finition de la fonction objectif
%X = Lf1 Cf1
Xmin = [1e− 6 1e− 7];
Xmax = [1e− 2 1e− 1];
Pond = [100 1];
% Constitution des e´le´ments du vecteur a` optimiser
fobj =sum(Pond. ∗ ((X −Xmin)./(Xmax−Xmin)).2) + 105∗ sum(c./(1− c).2);
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