Among recent trends in Quality of Service (QoS) provisioning in the Internet is the Differentiated Services Architecture, termed DiffServ. The successful deployment of Diffserv to provide a premium QoS guarantees to network traffic requires an effective admission control mechanism, which needs to be scalable and relatively simple to implement. In this paper we present a QoS network framework with novel and effective measurement-based resource management and admission control mechanisms. The mechanism is based on the characteristics of measured arrival and departure traffic. Those characteristics are captured via a passive monitoring. We implement the mechanism at the edge routers of a DiffServ Domain. The admission control mechanism is only executed at the edge routers and doesn't require any signaling between inner routers. The mechanism does not depend on the underlying network topology or any specifications of the cross traffic present in the domain. Therefore the mechanism is scalable. In addition, the proposed approach does not require any traffic policing mechanism at the entrance of the network. This approach can provide the statistical QoS guarantees to a variety of service classes within a DiffServ domain. We show that the proposed framework can provide a high degree of network resource sharing among multiple traffic classes while satisfying their QoS requirements. To evaluate the effectiveness of the proposed framework, we perform a set of simulations on a number of bursty video traffic sources.
Introduction
In order to provide Quality of Service (QoS), the Integrated Services (IS) architecture uses a signaling protocol to set up resource reservations at all routers along the path. Since this approach requires all routers to have a per-flow state and to process per-flow resource reservations (per-flow QoS), it has known scalability problems. Differentiated Services (DiffServ) is another approach to provide QoS, but without the restrictions on scalability. Routers need only to implement per-hop scheduling and buffering mechanisms and apply them based on the DiffServ Code Point (DSCP) presented in the header of arriving packets [1] - [3] . The end-toend QoS service across several domains is built by combining the per-domain behaviors (PDBs) of individual DiffServ domains. These PDBs, in turn, are constructed by an appropriate deployment of the per-hop forwarding behaviors (PHBs). Several DiffServ domains can exist within a single autonomous system. The definition of the specific PDBs is still an active area of research, with the first few Internet RFCs currently available [2] , [3] . Hence, DiffServ architecture can resolve the scalability problem by providing the QoS guarantees on the traffic aggregate level (per-class QoS).
One of the critical requirements for premium service provisioning across a DiffServ domain is a presence of an effective Admission Control mechanism. Such admission control mechanism can be utilized when establishing dynamic service level agreements (SLAs) for premium service across a DiffServ network, or consulted upon renegotiations of static SLAs [1] . The resource management entity of a DiffServ domain is a typical place for an admission control algorithm to take place. The difficulty involved in designing an effective DiffServ mechanism is that many solutions lead toward the topology-dependent implementations, thus limiting their scope and increasing their complexity. In order to implement an admission control policy in the DiffServ architecture without inherent scalability problems, several researchers have proposed various forms of Endpoint Admission Control mechanisms [4] - [7] . In such designs, the edge routers of a DiffServ domain perform admission control and resource management.
In this paper, we present a novel and effective measurement-based resource management and admission control mechanism, which provides the statistical QoS guarantees on a traffic aggregate level in a DiffServ domain. We use the endpoint admission control architecture. This implies that our admission control algorithm is only executed at the edge routers. The implementation allows our admission control mechanism to perform without the knowledge of the underlying topology of the DiffServ domain or the specifications of the cross traffic present in the domain. We consider traffic according to the fluid flow model and assume that traffic from each class is generated independently. For the proposed admission control we do not require any prior specifications of the arriving traffic and, therefore, do not require any traffic policing mechanism before traffic enters the ingress router. Due to the lack of knowledge about the arrival traffic, edge routers continuously monitor traffic arriving into the network and obtain its statistical characteristics deriving a statistical bound (per-class bound). Domain's egress routers monitor the corresponding departure Copyright c 2005 The Institute of Electronics, Information and Communication Engineers traffic and obtain a minimum bound for traffic that is served by domain (per-class service bound). Based on both, arriving and service bounds, we derive an admission control algorithm. Each traffic class specifies its QoS requirements. In this paper we consider the delay bound and the probability of delay violation requirements, which are most appropriate for multimedia traffic, such as voice and video traffic. For real-time multimedia traffic, the desired bound on its delay for each packet traversing across the networking domain is specified, in order to avoid service interruption. Thus there is a deadline associated with each multimedia packet. The proposed admission control algorithm will provide statistical delay guarantees for a set of traffic classes. In other word, the proposed service allows only a certain and small fraction of traffic to exceed its specified delay bound. Typically such fraction is very small, i.e., 10 −6 . In summary, the proposed framework provides the following features:
• Premium per-class statistical QoS assurances: It can provide a variety of different delay bounds and probabilities of delay violation guarantees.
• Scalability: Admission control is implemented and executed only at the edge routers. It is not based on the topology interconnecting domain's internal routers.
• No policing mechanism is needed at the entrance of the networking domain.
• Statistical multiplexing gains are assured with high network utilization.
Finally, we conduct a set of simulations to evaluate our approach. We consider several networking domain examples, where the topology of the domain and cross traffic are changed. In our simulations, we use bursty MPEG-4 video traffic as sources. The reasons for selecting this real-time traffic are that (1) this type of arriving traffic is self-similar and long-range dependent even after considerable aggregation (2) this type of traffic shows high variability and autocorrelations at multiple time scales, making it very difficult to treat. Having this type of arriving traffic, our objectives are to determine the effectiveness of the proposed algorithm in providing required delay service assurances to a variety of traffic classes. We compare the maximum number of admissible flows (or the maximum admissible region) obtained from our scheme with the one obtained by simulations and illustrate that the proposed admission control mechanism provides a high degree of accuracy in QoS control system, as the obtained theoretic results are close to and upperbounded by the results from simulations. In addition, the results show that our scheme is able to provide a greater admissible region for multi-class traffic while efficiently satisfying targeted class QoS requirements. This indicates efficient network resource sharing among multi-class traffic sources. This paper is organized as follows. In Sect. 2 we provide preliminaries on the endpoint admission control architecture and its implementation. We also provide some basic definitions concerning the deterministic envelopes of aggregate arriving traffic and service curves needed for the development of our statistical approach. In Sect. 3 we derive a measurement-based admission control condition for supporting various statistical QoS requirements for multiple traffic classes. In Sect. 4 we discuss the measurements used to construct the envelopes for the connection admission condition derived in Sect. 3. Section 5 provides the evaluation of the proposed approach and demonstrates its effectiveness in guaranteeing statistical QoS for multiple traffic classes. We present concluding remarks in Sect. 6.
Preliminary Background and Architecture

Endpoint Admission Control Model
The main aspect of the endpoint admission control (AC) is that such AC is implemented and managed solely at the edge routers of the networking domain. The mechanism involves the end-to-end routers, termed ingress and egress routers (see Fig. 1 ). In Fig. 1 , a sender needs to transmit traffic to a receiver. In order to request the network resource for a new flow, the sender submits its traffic specification and QoS requirements to the egress router. Based on the characteristics of the new flow (from the user's traffic specification) and the characteristics of the existing flows (from a measurement) of all classes, the admission control (AC) at the egress router determines the number of simultaneous flows that can be supported by the networking domain. Once the flow is admitted and then established, the network will dynamically allocate network resources to satisfy QoS requirements. The key point here is that the egress router processes QoS requests and resource management, while all intermediate routers do not need to perform admission control and associated signalling.
In this architecture, the key challenge is obtaining appropriate and accurate measurement on which the admission control is based. Since the egress router does not have the knowledge of the underlying topology of the network or the specifications of the cross traffic presented in the network, the measurement should be able to capture the internal network information, such as congestion status of internal links or paths as well as impacts of any cross traffic. This would enable admission control to make an accurate flow admission decision, while maintaining the existing services. In order to capture the internal characteristics of the network, we measure the arrivals at the ingress router and their corresponding departures at the egress router. For measuring the arrivals, the ingress router continuously monitors and determines the statistical traffic characteristics of arrivals, i.e., the first and second order moments of each aggregate traffic class. Based on these statistics, we obtain a statistical bound on the arriving traffic for each traffic class. For measuring the departures, the egress router constructs a bound on the service each traffic class receives from the network. We assume that all clocks used within domain are synchronized, and the arriving packet will be time-stamped at the ingress router. Hence at the egress node, it is enable to determine the ingress-to-egress delay of each packet. We can determine the minimum bound on the service from the network domain received by each class. Compared with the arrival bound, the service bound can be used to describe the internal information of the network, which has an impact on the QoS parameters, i.e., delay and probability of delay violation.
Deterministic Performance Parameters
In this section, we focus on the characteristics of arriving traffic and departure traffic according to a deterministic model. We consider a continuous-time fluid flow traffic model system, where traffic is viewed as fluid. At the ingress router, arriving traffic is considered to belong to one of the traffic classes labelled Class 1, Class 2, ..., Class Q. Let A i q (t, t + τ) denote traffic from flow i of class q in a time interval (t, t + τ). In the deterministic model [8] , [9] , it is noted that each flow arrival A i q (t, t + τ) is assumed to be regulated by a traffic specification, e.g., multiple leaky bucket function A i * q (the commonly used deterministic model): for any time t, τ,
where ρ ik q and σ ik q are the average traffic rate and the burst size parameter, respectively, of the kth leaky bucket.
However, for a given traffic class, it is shown that the aggregation of the traffic specification provided by the deterministic traffic characterization may be loose, i.e., actual amount of arriving traffic is not as much as prescribed by the model.
Let's consider a class q of a traffic aggregate and provide some important definitions. We define the aggregate traffic of Class q arriving at an ingress router as follows: A q (t, t + τ) = i A i q (t, t + τ). We then define the arriving envelope E q (τ; β) as the exact bound on the amount of arriving Class-q traffic in an interval of length τ. Consider a busy period of length β with its starting time s, i.e., the network domain is empty before time s and after time s + β. For the given class, the E q (τ; β) can be determined by
where A q (t, t +τ) is the aggregate amount of arriving Class-q traffic in the interval (t, t + τ).
is the tightest bound on arriving traffic, which has the following properties: (A1) Additivity: For any time τ 1 ≤ τ 2 in a busy period β,
we have E q (τ 1 ; β) ≤ E q (τ 2 ; β). (A2) Subadditive bounds: For any busy period β, aggregate Class-q traffic is bounded by E q (τ; β), i.e.,
and
It is noted that the class of subadditive traffic bounds is most commonly used in deterministic models. We denote R i q (t, t + τ) as the amount of traffic from flow i of class q departing the domain through the egress router in an interval (t, t+τ). Similarly, we use R q (t, t+τ) to denote the aggregate Class-q departing traffic as follows:
For a class q, we define the service curve S q (τ) as the minimum amount of Class-q traffic, which must depart the network domain through the egress router in the interval of length τ. Again, consider a busy period. One can show that there exists time τ ≥ 0 such that, for any time t in the busy period,
Next, based on the work in network calculus [8] , [9] and service curves [10] , for any Class-q, we can obtain the bounds on backlog (B q (τ)) waiting in the queue and the delay (D q (τ)) experienced by the traffic arriving at time τ as follows:
(It is noted that the bound on delay in Eq. (6) is derived in Appendix A.) Figure 2 illustrates an arriving empirical envelope E q (τ) and a service curve, S q (τ) for a busy period. In Fig. 2 , it is noted that the vertical distance between the empirical envelope and the service curve corresponds to the backlog in the system at time t. The delay experienced by traffic arrivals at time t and the upper bound of all traffic delays defined in Eqs. (6) and (7) can be determined graphically by the horizonal distance between the empirical envelope and the service curve [10] .
Here we consider the delay bound and the probability of the delay violation as the QoS requirements of interest. We suppose that all arriving traffic sources of the same class requires the same QoS requirements, i.e., the same delay bound and the probability of delay violation requirements. Specifically, each traffic Class q has an ingress-to-egress delay limit d q and the probability of delay violation q , that is, for a long time period, the fraction of Class-q traffic that experiences ingress-to-egress delay longer than d q must be less than q . These QoS requirements are suitable to multimedia traffic such as video/videi conferencing, which corresponds to a delay-sensitive application. These applications require the assurance on delay to avoid an interruption of its playback: each packet should reach the receiver before the deadline d q . However such application can tolerate some small portion of traffic not meeting its delay requirement, i.e., it allows q of traffic not to meet the delay bound requirement.
In the next section, following the concepts of the described envelopes, we will derive a statistical QoS mechanism, in which a small portion of traffic is allowed to violate the QoS delay requirement. We will use a so-called global effective envelope to characterize arriving aggregate traffic of each class [11] - [13] . Using these envelopes will allow us to derive an admission control condition for statistical QoS guarantees, which can be executed in the same fashion for deterministic service models [11] - [13] .
Guaranteeing Statistical QoS
In this section, we derive an admission control condition of the proposed AC mechanism. We first derive the probability of the delay violation by applying the definition of the global effective envelope [11] - [13] in the upper bound of the delay described in the previous section. We obtain the admission control condition for a single traffic class. We then derive the admission control conditions for multiple service classes.
We focus on a single traffic class q with its associated E q (τ) and its QoS requirements, i.e., its delay bound d q and probability of delay violation q (Recall that flows of the same traffic class has the same QoS requirements). We assume that the aggregate of arriving Class-q traffic A q (t, t + τ) is characterized by a family of nonnegative random variable processes, which have the following properties:
(1) Stationarity: the statistical properties of do not change with time (2) Independence: They are stochastically independent among all traffic classes.
Consider a busy period of length β. Let again D q (τ) denote the ingress-to-egress delay experienced by traffic, which arrives at the domain at time τ during the busy period. We also assume that D q (τ) is a random variable. For the given delay bound d q , the network domain guarantees that the ingressto-egress delay of any arriving traffic will not exceed d q , from Eq. (6), for all t, t + τ, τ ⊆ β,
or,
The delay violation occurs if there exists
Hence, with Eq. (10), we have the probability of delay violation bounded by q as follows:
Next we derive the admission control condition, which can provide the statistical QoS guarantee defined in Eq. (11) by using the definition of the global effective envelope as follows: 
From Eq. (12), it can be seen that a global effective envelope G q (τ; β, q ) provides a statistical bound for the amount of Class-q aggregate traffic arriving within a time interval of length τ present during the busy period. Due to the assumed stationarity of the arrivals, Eq. (12) holds for all intervals of length β, if it holds for one specific busy period. Typically, β is selected such that β > B max , the length of the longest busy period:
From the definition of the global effective envelope and Eq. (11), we determine that arriving traffic has a delay violation with probability less than , if and only if,
Remarks:
• From Condition (14) , for a busy period, the occurrence of the delay violation with probability of q can be verified if the horizontal distance between G q (τ; β, ) and S q (τ) is greater than d q .
• Condition (14) does not depend on the topology of the network domain and the scheduling algorithms deployed within the domain, but depends on the arriving and departing traffic characterizations, which can be measured at ingress and egress routers respectively.
We now briefly discuss on how to construct a global effective envelope for an aggregate of an arriving traffic class. We consider a set of flows belonging to a class q. We characterize the distribution of the aggregate traffic using the Central Limit theorem, which does not require the knowledge of the underlying distributions of each flow. An approximate arriving envelope for the aggregate traffic can be obtained from the Central Limit Theorem as follows [11] - [13] :
where E[·] and Var[·] denote the mean and the variance of aggregate arriving traffic, respectively, and z | log(2π q )|. Though Eq. (15) does not satisfy the definition of the global effective envelope, but it does satisfy the condition where, for any time t and τ,
The difference between Eqs. (12) and (16) is as follows: In Eq. (16),Ã q (τ; q ) is a bound for the aggregate arrival in an arbitrary but fixed interval of length τ, while the global effective envelope G q (τ; β, q ) is a bound for the traffic arrivals in all possible subintervals [t, t + τ) of length τ that are contained in a larger interval β, where 0 ≤ τ ≤ β. The difference The difference between Eqs. (12) and (16) can be shown by using a following simple example. Consider an interval of length β which is divided into m subintervals of equal length τ, labelled 1, ..., m. Note that subintervals of length τ can be overlapping. Let X i denote a stationary random variable describing the traffic arriving in interval i. Due to the stationary, X i have the same distribution, that is,
While the definitions of a global effective envelope (Eq. (12)) and arriving envelope (Eq. (2)) provide
It is seen that the definition of a global effective envelope give a more "rigorous" bound by considering the correlations between X i for different i.
Let consider a busy period of length B. In order to obtain G q (τ; β, q ), for any time 0 ≤ τ ≤ B and any integer k ≥ 2, we consider a set of intervalsτ = (k+1)τ k , which have their starting time separated by τ/k. It can be easily shown that there are at most βk τ of theτ interval in B. Therefore, every subinterval of length τ in B is contained in at least one of theτ. Based on this argument, we obtain
The right hand side of Eq. (17) provides a bound on aggregate traffic in all subintervals of fixed length τ in B, that is, for every value of τ and k ≥ 2,
Therefore, we can express the global effective envelope for a Class-q aggregate as follows: for any τ and k ≥ 2,
In order to construct a global effective envelope used in the admission control condition (Eq. (14), the mean E[·] and the variance Var[·] can be obtained by
where ( 
when ρ i q is the long-term average rate of the flow, which can be determined by using Admission of a new flow using the admission control condition in (Eq. (14) may impact other classes' performance or even lead to their QoS provisioning violation in case of multi-class network resource sharing. That is, the condition in (Eq. (14) does not provide the guarantee that the QoS requirements of other traffic classes will be satisfied when a new flow is admitted into the domain. To be able to provide these guarantees without the loss of generality, we assume the worst case scenario where the new flow has the highest priority and we test the admission control condition for all traffic classes. Consider a new Class-q flow. The flow is admitted if the following condition is satisfied: for all traffic classes k q,
where G k (·) is constructed by adding the mean and variance of the existing Class-k traffic and the Class-q flow. Therefore, using both, the admission control conditions in Eqs. (14) and (25) guarantees that all classes' QoS requirements are satisfied when a new flow is admitted to the network domain. However, using Eq. (25) may lead toward slightly optimistic admission control decision since the new flow may take network resources from other classes while not always have the highest priority. However, in Sect. 5, we show that this overestimation caused by using the condition in Eq. (25) does not significantly impact the overall system's performance.
In Fig. 3 , we summarize our admission control condition.
Measurements of Perspective Traffic Characteristics
Measurement of Aggregate Arriving Traffic Characteristics
As described in a previous section for the proposed AC, we are interested in the aggregate characteristic of traffic arriving at the ingress node. Since there is no policing mechanism for the arriving traffic in the proposed framework, such traffic's characterization is not previously known. In order to characterize the aggregate traffic of each class from Eq. (20), we propose a moving-window measurement scheme at the ingress router's input, which determines the first and the second moments of the arriving traffic. We note that in [4] , [14] , the average and variance of arriving traffic rate are measured, while here we measure the average and the variance of the amount of the arriving traffic. The measurement can be done in the following way. Let's consider time to be slotted into intervals of equal length λ, i.e., for MPEGcompressed video sources, we may think of λ as the frame time. We then divide time into M larger intervals, numbered m = 1, 2, ..., whose length is T seconds (see Fig. 4 ). For the mth interval, we determine the bound on arriving X m q (nλ) as a function of nλ time interval from the current time s as follows:
for m = 1, 2, ..., M and n = 1, 2, ..., 
Remark: M, T , and λ are the key parameters of the measurement. Choosing improper values for these parameters may lead to the inaccurate characterization of arriving aggregate traffic and consequently, toward the required bandwidth overestimation. We show a simulation experiment by varying these parameters to obtain arriving aggregate envelopes below. A further discussion of how to choose the parameters can be found in [14] , [15] . We provide an example of arrival envelopes from a simulation experiment. The simulation consists of 200 multiplexed independent MPEG-4 compressed video traces [16] as sample traffic arrivals. These traces were obtained from the movie "Futurama" (Futurama). Futurama has the peak rate of 5.66 Mbps and the average rate of 307 kbps. The frame rate is 25 frames per second. This type of traffic has quite a large peak-to-mean ratio, which indicates its significant burstiness. We set λ = 1/25 sec, the frame time, in the arriving measurement. In Fig. 5(a) , we plot the amount of arriving aggregate traffic envelopes (G(τ; β, = 10 −4 )) as a function of the time interval with a fixed T = β = 1 sec, and a different set of M. Figure 5(b) depicts the corresponding arrival aggregate rates (G(τ; ·)/τ) as a function of the time interval. From Fig. 5 , we can see that the arriving envelope and the arrival rate are significantly smaller than the peak envelope and the peak rate, respectively. This is due to the statistical multiplexing within the traffic aggregate. As Let us also note that, as shown in Fig. 5 , the constructed statistical arriving envelope may not necessarily be concave.
Measurement of Aggregate Service Traffic Characteristics
Consider traffic arriving to a network domain's ingress router and leaving through its egress router. To measure service envelopes S (τ), we assume that all system clocks used are synchronized. With this assumption, one may argue that we can directly measure the actual delay packets and determine the probability of delay violation. However, this condition can not be used for the admission control, since it does not include any impact of estimated performances on the system after admitting the new flow. Yet, in our approach the admission control algorithm can accurately estimate the probability of delay violation after admitting a new flow based on the measured arriving envelope in Sect. 4.1 and the measured service curve described in this subsection. We consider a packet system where packets are serviced at discrete times rather than continuous times. Each packet arriving at the ingress router will be time-stamped. Hence at the egress router we are able to determine the Input: a j , d j , and the packet size L j , for i = 1, ..., n. Output: A service envelope S (τ). ingress-to-egress delay of each packet. Again We focus on a single traffic class, i.e., Class q. Let a j denote the arriving time of a jth Class-q packet at the ingress router and d j denote the departure time of the same packet at the egress router. We consider this traffic to be backlogged whenever there is at least one packet in the system. Based on [4] , the backlogging condition can be checked by comparing the arrival and departure times of packets. Traffic is continuously backlogged for k packets in the interval [a j ,
Service Envelope Function
Next, let (x k j , τ k j ) pairs represent the amount of time τ k j required to service x k j bits, when considering the packet j with the number of backlogged packets = k. Again consider an interval of length T , which contains the total number of arriving Class-q packets, n. For Packet j, we consider the delays of packet and also the delay of the packets backlogged after this packet. We thus can define τ k j as in as follows:
for all k ≥ 1 and satisfies the backlogging condition. Figure 6 shows the algorithm, which is used to obtain a bounded service envelope S (τ). 
Numerical Evaluation
In this section, we show some simulation results of the proposed algorithm using the OPNET simulation framework. Our objectives were to determine the effectiveness of the proposed algorithm in providing the required delay service assurances to a variety of traffic classes. Figures 8 and 9 show the network domains used as network domain examples to obtain all our simulation results. Each domain includes routers (Router 1, Router 2, or Router 3), each with an output link capacity C = 100 Mbps (e.g., 100B-T Ethernet), and three traffic classes. The routers will implement one of the following two scheduling algorithms: Static Priority ("SP") † , and Weighted Fair Queueing ("WFQ"). Again, we consider three MPEG-4 compressed video traces from [16] as sample traffic arrivals (Traffic arrives at Router 1 and destines for the "Sinker") and also as cross traffic processes. It is assumed that all the flows from the same class are homogenous, that is all the flows from the same class are of the same video trace. Table 1 shows the movie traces as traffic classes and some of their statistical properties. All traces are encoded with the MOMUSYS MPEG-4 video codec [17] . The frame rate for all traces is 25 frames per second with approximately 90,000 frames present in each trace. However, to control the simulation ef- ficiency and run time, we utilize only 5000 frames of each trace (200 second of video), sufficient to eliminate any simulation transients. The starting times of traces are uniformly and independently chosen over the length of a frametime period. The key criteria for our evaluation is the maximum number of admissible flows (maximum admissible region), which can be simultaneously provisioned within a network domain while maintain their QoS guarantees. Thus, we compare the average router's link utilization. We define the average utilization as N i=1 ρ i /C, where N is the total number of admitted flows, ρ i is the long-term average rate of flow i, and C is the link capacity at the egress node. Our approach: The measurement of arrivals in Eq. (26) is performed at the ingress router with the parameters M = 5, T = 0.40, λ = 1/25. Also the service envelopes are constructed at the egress router as shown in Fig. 6 . We then perform the admission control algorithm shown in Fig. 3 at the egress router.
Simulation Scenario
In the simulations, as benchmarks for statistical QoS provisioning we consider the following three methods:
• Peak Rate: It is well-known that peak rate allocation provides deterministic QoS guarantees, while being an inefficient method for achieving QoS. Average utilization that can be supported with a peak rate allocation can serve as a lower bound for any method for provisioning QoS.
• Average Rate: Average rate allocation may lead to † A Static priority scheduler assigns each class a priority level (we assume that a lower class index indicates a higher priority), and has one Fist-Come-First-Served queue for traffic arrivals from each class. The scheduler always transmits traffic from the highest priority and a non-empty queue.
infinite delays and system's instability, but represents 100% system's steady state utilization. Therefore, average utilization that can be supported with an average rate allocation are an upper bound for any method of QoS provisioning.
• Simulation: Flows of classes transmit traffic into the network domain shown in Figs. 8-9 . There is no admission control condition implemented in all routers. Rather, we measure the experimental maximum number of admissible flows whose delay requirements can be supported by the simulated network domain.
We present two simulation experiments. In the first experiment, we show the QoS assurances for two traffic classes used in our approach. In the second experiment, we show the efficiency of our admission control algorithm in providing multi-class QoS guarantees the effects of cross traffic.
Experiment 1
We consider the network domain in Fig. 8 . Router 1 and Router 2 are the ingress and egress routers, respectively. Service weights of the WFQ schedulers are set as follows: Class-I weight is 75% and Class-II weights are 25%. We have Q = 2 classes, i.e., Class I and Class II. The length of each simulation is 400 seconds of simulation time, twice of the trace period. Figure 10 depicts the average utilization as a function of the end-to-end delay bound. Here, we set the probability of delay violation for Class-I traffic to 10 −4 and we fix the number of Class-II flows to 30. The figure shows that our approach and simulation admit many more flows than the Peak Rate allocation (that is, our approach and simulation obtain a much higher admissible region than the Peak Rate allocation. From Fig. 10 , with the delay bound d = 60 msec, our approach yields the average utilization of 80% and 90% for SP and WFQ networks, respectively. The results from our approach (both SP and WFQ) are close to the simulation results. In Fig. 10 , the admissible region for the SP network is larger than for the WFQ network, since the link capacity in the SP network is devoted to Class-I traffic while there is Class-I traffic 100% in the queue. In the case of the WFQ, the link capacity will be shared according to the class weights. In both cases, our approach is able to efficiently predict the admissible region under two different types of schedulers. Figure 11 depicts the admissible region of Class-I and Class-II traffic. The plot depicts the admissible region for SP and WFQ networks. Class-I traffic requires statistical QoS with the delay bound d 1 = 20 msec and the probability of delay violation p 1 = 10 −4 , Class-II traffic requires statistical QoS with d 2 = 40 msec and p 2 = 10 −3 . The resulting admissible region is significantly larger compared with the Peak Rate allocation. In addition, the resulting admissible region is very close to the simulation result in both SP and WFQ networks. In Fig. 11 , the obtained average utilization for the WFQ is 85-91% compared with 88-95% for the simulation results and the obtained average utilization for the SP is 79-88% compared with 80-90% for the simulation results.
Experiment 2
In this experiment, we consider the topology shown in Fig. 9 with three arriving classes (Q = 3). All arriving traffic enters the network at Router 1 (ingress router) and leaves from Router 3 (egress router). Each router implements a WFQ scheduler where Class-I weight is 50%, Class-II weight is 25%, and Class-III is also 25% of the link capacity. Class-I traffic requires statistical QoS with the delay bound d 1 = 20 msec and the probability of delay violation p 1 = 10 −4 , Class-II traffic requires statistical QoS with d 2 = 40 msec and p 2 = 10 −3 , and Class-III traffic requires statistical QoS with d 3 = 100 msec and p 3 = 10 −3 . We perform a set of simulation with our admission control algorithm in Fig. 3 with various sets of cross traffic. It is noted that we do not perform any admission control for any of the cross traffic. Figure 12 depicts the admissible region with 50 Class-I cross traffic flows. Figure 13 depicts the admissible region with 50 Class-II cross traffic flows and 50 Class-II cross traffic flows. From both figures, it can be seen that the admissible regions are significantly increased compared with the ones obtained from the Peak Rate allocation. This is due to a high statistical multiplexing gain among traffic classes. Our results show that, for Fig. 12 , our approach obtains the average link utilization of 77-91% compared with 5-20% obtained from the Peak Rate allocation, and, for Fig. 12 experiment, our approach obtains the average link utilizations of 65-82%. In this experiment, again, it is also found that under the different conditions of cross traffic our AC approach is able to obtain the admissible regions close to and upper bounded by the simulation results.
Related Work
In this section, we discuss related research work on measurement-based admission control algorithms with the end-point admission control architecture.
Many recent studies in providing per-class QoS guarantees in the Internet have proposed the distributed admission control (or endpoint admission control) architecture [4] - [7] , [15] , [18] . As previously discussed, in these architectures, the admission control is only performed at the edge routers. Inner routers could get involved in admit/reject decision (congestion control), but without adding functionality other than basic operation, i.e., forwarding packets. In [5] - [7] , [18] , the admission control condition relies on the user probing. During connection setup phase, a sender is required to send out a set of probing packets into the network. Upon the reception of these probing packets back from the network, the sender obtains the characteristics of network, e.g., congestion status, loss rate, etc. Based on these characteristics, either the sender or the receiver uses an admission control condition to decide whether to admit or reject a flow. In [5] , the probing rate at a receiver is used as the admission control condition. In [6] , the loss probability of probing packets is used as a threshold to admit or reject a flow, that is, a flow is admitted if the probing packets experience the QoS above the flow's specified QoS requirements. The major difference in [5] - [7] , [18] compared to our approach is that our methodology does not exploit any network probing. Rather, our approach uses the passive measurements at the edge routers to capture the network characteristics. It is shown that the schemes proposed in [5] - [7] , [18] can be performed by the end hosts, therefore, no network control is required. However, the drawback of these scheme is the measurement time. Since probing packets collects the network status within a short time period, upon the receipt of the returned probing packets, the network status may change. In our approach, a derived admission control is based on the accurate statistical bounds on the arriving traffic and the departing traffic capturing the current and future network conditions to assure the QoS performance in a higher degree.
An effective and reliable scheme to capture the network status over a log-time scale has been proposed in [4] . In [4] , the developed admission control condition is based on the measured arriving and service envelopes. Our work has similar goals as [4] , as we investigate the QoS-provisioning by having a measurement-based admission control algorithm performed by the edge routers. On the other hand, our approach deviates from [4] in several ways. In our analysis, we exploit a different statistical bound on arriving traffic defined in [11] - [13] . In [11] - [13] , the definition of a statistical bound on arriving traffic is employed to obtain the statistical multiplexing gain in a single node with a packet scheduling algorithm under the scalability constraint. However, in our technique the derivation of an admission control algorithm is based on a statistical bound on arriving traffic into a network domain and on a corresponding departing traffic from the network. That is, our approach does not have the scalability problem since the derived admission control algorithm does not depend on the underlying topology of the network domain. In order to derive the algorithm, we use the definition of service curves [10] . However, the main disadvantage of that work is in forms of the deterministic model where the network utilization is quite low (the network can not achieve the multi-class resource sharing effectively). In order to obtain the multiplexing gain and achieve higher network utilization, we derive our admission control algorithm based on the statistical model (see Sect. 3). It is shown in Sect. 5 that our approach can lead to a high level of network utilization while providing QoS guarantees to a multi-class traffic.
[14] also proposed a measurement-based admission control algorithm, which can provide performance differentiation among traffic classes. In [14] , the same measurement approach is used as in our approach to obtain the first and second statistical moments of the arriving traffic in order to construct a measured maximal rate envelope, which characterizes each traffic arriving aggregate. However, there are two distinctions between the proposed algorithm in [14] and our approach. First, the admission control algorithm in [14] is based on a measured maximal rate envelope and a fixed link capacity C. We find that such an assumption leads to conservative estimation. That is, using the capacity of C to estimate the properties of the departing traffic aggregate introduces inaccuracies. This may lead to overestimation. In order to avoid this, our approach is able to incorporate the actual minimum service curve, which accurately characterizes the properties of the departing traffic. Second, since the admission control algorithm of [14] is based on the fixed link capacity of a network node, the performance of the system is topology-dependent. It is noted that in [14] , cross traffic scenarios are not considered. In contrast, we show that the performance of our admission control algorithm does not depend on the underlying network topology and any cross traffic (see Sect. 5).
In [15] , the measurement-based admission control algorithm measures the characteristics of the arriving traffic by assuming that such traffic is Poisson in nature. In our approach, we do not impose such assumptions on the arriving traffic model, as the determined arrival envelope is more general. Instead of estimating the Poisson parameters, we obtain accurate arriving traffic characterizations by employing the definition of statistical arriving envelope.
Conclusion
In this paper we have proposed a novel measurement-based connection admission control algorithm. The algorithm exploits the global effective envelopes and service envelopes to accurately characterize the arriving and the departing traffic aggregates. Based on the measurement, the admission control algorithm can be configured through a set of parameters. The algorithm is scalable and can support a variety of service classes. We showed the effectiveness of the proposed admission control algorithm by comparing the link utilization obtained by the admission control algorithm to the results obtained from the simulations.
