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bars which were tested at 1370°C. Milling time, sintering time, and Sintering gas pressure were the processing parameters used as the input features. Flexural strength and density were the outputs by which the RBF networks were assessed. The "nodes-at-data- However, we expected that an RBF network would give reasonably accurate predictions despite the fact that the data points are unevenly distributed in the input space.
In this paper we attempt to find the effects of milling time, sintering time and nitrogen pressure on resultant strength and density with the aid of a neural network. We make use of the data obtained from the previous study [3] Description of the RBF Network Figure 1 shows a general RBF network with n inputs and one linear output. This network performs a mapping f: R n --R given by the following equation [5] :
i=l where x _ R n is the input vector, _,(.) is a function from R n --R, I I.II denotes the the output node may be given the sigmoidal function, if required. In this case, the mapping function would be:
Studies have shown [5] that the choice of the nonlinear function _,(.) is not crucial to the overall performance of the network. One of the more common functions used for _ (.) is the Gaussian function:
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where ai is a constant which determines the width of the input space of the i-th node. A heuristic method to determine the value of ai will be described later. It is obvious that this function has a maximum value of 1 when []X-ell I is 0, and this value drops off to 0 as [ Ix-ei[ I approaches infinity. Other functions may be used in place of the Gaussian function, such as the thin-plate spline function [2] .
Setting the Hidden Layer Parameters
The centers of the RBF functions ci are usually chosen from the training data points xt (1 < = t < = N). This method, known as the "nodes at data points" method [6] , is suitable for small to medium sized training data sets. For larger data sets, it is not practical to have
an RBF center at each data point as the network would become too big. Some of the methods used for reducing of the number of RBF centers are: the random selection of centers, clustering of data points, and orthogonal least squares reduction [5] .
The random selection method simply uses a random selection of nr centers from N data points, where nr < N. While this method is simple, it has its drawbacks. First of all, the data points in the training set might not be evenly distributed over the input space. The concentration of data points in some regions may be sparse to begin with, and random selection might end up with some regions having too few data points or even none at all. 
Output layer training -Orthogonal Least Squares Learning
The OLS learning algorithm is best explained by viewing the RBF network as a linear regression model [5] . For the case of a single node output, this will be:
i=l where d(t) is the desired output, oi are the parameters corresponding to the weights Ji in Figure  1 , • (t) is the error signal, and pi(t) are the regressors given by:
6 Each nonlinearity _,(.) with its center ci corresponds to a pi(t). The mapping of the regressors to the output space can then be represented in the matrix form:
The matrix P can then be decomposed into:
where W is a set of orthogonal vectors spanning the identical space spanned by P, and A is an upper triangular matrix. W and A may be obtained in several ways, such as by using the Gram-Schmldt method [7] . Equation (7) can thus be rewritten as:
A The orthogonal least squares solution g which minmizes E is given by:
where H is a diagonal matrix with elements hii = w_wi. Then the solution for the parameters 6 can be found from the following relation:
We then set each 2i to 0i and the network is complete.
Although the method just described is for an RBF network with one output node, solving for the weights with several output nodes simply requires that the process be repeated several times. The weights for each output node may be solved separately, one node at a time, without regard for the other output nodes. This is so because unlike backpropagation, the previous layer parameters are already determined and, hence, are unaffected by changes in output layer weights.
Output layer training -Gradient Descent (Delta Rule)
When the output node has a non-linear function, it usually is not possible to use direct approaches, like the one described above, to obtain the values for the weights,l i which would give the least error over the entire training data set. Hence, for output nodes with transfer functions such as the sigmoidal or hyperbolic-tangent functions, a gradient descent method has to be used instead. Given an output node with a transfer function g(), the mapping function can be expressed as:
For a given input x, the raw error is merely the difference between the desired output, d, and the network output, f(x), which is simply (d -f(x)). To ensure that learning is biased towards those nodes that can make more significant contributions towards reducing the current error, gradient descent algorithms make use of the scaled error rather than the raw error, which is given by:
Having obtained the scaled error, each weight may be incrementally updated by a small amount _ i (hence the name "delta rule") in an attempt to reduce the error:
This process is repeated iteratively for all values of x in the training set until the value of some global error function has been reduced to an acceptable level. One function that may be used is the mean squared error (MSE) function:
or the RMS error, which is the square root of _e MSE.
As with the OLS learning method, this method can be easily extended for networks with more than one output node. For the room temperature, 18 different combinations of milling time, sintering time, and nitrogen pressure yield the composition strengths and densities listed in Table I . Also listed in Table I are the strengths and densities for 9 combinations at 1370°C. 
RESULTS
The RBF networks were trained using different training sets described above. The "nodes at data points" method were used to set up the hidden layer. The gradient descent (delta n_e) method was used to train the output layer nodes, which used the sigmoidal function. The RBF networks used consisted of three input nodes and two output nodes. The number of nodes in the hidden layer ranged from 5 to 18, depending upon the number of training vectors in the data set. Tables 1II and VIII show the detailed results for the 70% training and 30% test data set, for combination (A). The overall results for combinations A through E are shown in Table IV for 70% training, and in Table V for 60% training. Table   VI shows the results obtained to predict 6Y25 strength and density using 100% of the data. Table VII shows predictions made for selected sets of processing and sintering variables that resulted in strengths and densities similar to that of the optimum batch 6Y25. Tables  VIII-XII show the results obtained for 1370°C. Using 60% of the room temperature data for training, the strength and density values were predicted with an average percentage error of less than 11.4% and 1.1%, respectively.
When the slightly larger training set of 70% was used, the average percentage errors for strength and density either remained the same or dropped slightly to less than 10.6% and 1.0%, respectively. Similar results were obtained for the 1370°C data. With 60% training the average percentage errors for strength and density were less than 8.6% and 1.8%, respectively. With 70% training these values were 8.3% and 1.5%, respectively.
DISCUSSION
Relatively large errors occured in several cases. In Table 1 /I, the error of 29.84% on the predicted strength can be explained by the fact that the training vector from batch 6Y14
biased the results of 6Y12 and this was totally due to a sintering variable that was not included as an input feature. In Table IV , the error of 17.74% on tile predicted strength was due to the bias in the training set which incorporated a majority of training vectors with 24 hours grinding time. In Tables VI and XI, the 13.99% and 13.83% errors with 100% training can be attributed to biased regions and sharp gradients in the data set; many of the training vectors are concentrated within regions of the input hyperspace which correspond to shorter grinding times. In Table IX , the 16.45% error for combination "13" can be attributed to the absence of training vectors with 300 hours grinding time. Similarly, in Table X , the errors of 14.7% and 17.82% in combinations "C" and "D", respectively, can be attributed to the absence of training vectors with 300 hours grinding time, whereas the other cases performed well because they had at least one such vector.
Bias in the training sets may also result in a very good prediction. In Table V Using eventhe smaller training data set of 60% did not increase the prediction errors in a significant way. This suggests a potential for speeding up the optimization of processing by using neural networks. Apparently, correlations between the input and desired output variables can be established by diminished training sets when using significant input variables.
In this study we have used only a small subset of input and output variables, and still the results achieved were quite reasonable. If larger number of input and output variables could be used that would certainly improve the predictions and their reliability.
CONCLUSIONS
The radial basis function (RBF) network was found to be applicable for learning silicon nltride processing and consequently predicting strength and density using three processing variables as input features. Predicting strength and density values for the 30% or 40% of the modulus of rupture batches subsets which were not used for training was successful with an average error of less than 12% for strength and 2% for density for both room and high temperatures. Predicting strength for the optimum batch was only successful (less than 12% error) where the training set reflected a reduced gradient and less biased regions. Predicting bulk density was more successful than predicting strength. This was due to the fact that bulk density is directly related to milling time, sintering time and pressure, whereas the flexural strength is additionally dependent on pore morphology, microstructure, and the presence of failure causing defects. This work shows that RBF neural networks have a potential for accelerating improvements in ceramic materials processing.
