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As a measure of information scrambling and quantum chaos, out-of-time-ordered correlator
(OTOC) plays more and more important role in many different fields of physics. In this work,
we verify that the OTOC can also be used as a prober of the excited-state quantum phase transi-
tion (ESQPT) in a quantum many body system. By using the exact diagonalization method, we
examine the dynamical properties of OTOC in the Lipkin model, which undergoes an ESQPT. We
demonstrate that the OTOC exhibits a remarkable distinct evolution behaviors in different phases
of ESQPT. Therefore, the presence of an ESQPT in the quantum many body system can be clearly
signaled by the different dynamical behaviors of the OTOC. In particular, we show that the steady
state value of the OTOC serves as the order parameter of the ESQPT. Our results highlight the
connections between the OTOC and ESQPT, which enable one to use OTOC for experimental tests
ESQPTs in quantum many body systems.
Introduction. As an extension of the ground state
quantum phase transition (QPT) [1, 2], an excited-state
quantum phase transition (ESQPT) is identified as the
singular behaviors of the excited state as the control pa-
rameter passes through the critical point [3–6]. A re-
mark feature of ESQPTs is the divergence of the density
of states at higher excitation energies [5–8]. In the last
two decades, ESQPTs have been studied in various mod-
els, both theoretically (see, e.g., Ref. [6] and references
therein) and experimentally [9–13]. Furthermore, the im-
pacts of ESQPTs on the system nonequilibrium dynam-
ics have been attracted lots of attention [14–18]. It has
been found that ESQPT can slow down the evolution of
the isolated systems [6, 19], enhancement the decoher-
ence process in open systems [20, 21], and changes the
quantum work distribution [22]. In particular, an abrupt
increase of entropy at the critical point of ESQPT has
been revealed [23], which means that ESQPT shows a
strong influence on the propagation of quantum informa-
tion in many body systems.
On the other hand, recent studies demonstrated that
out-of-time-order correlator (OTOC) [24–27] is a use-
ful quantity to explore the information propagation in
quantum many body systems. The OTOC was first in-
troduced by Larkin and Ovchinnikov [24] and revived
by Kitaev [25], it has been investigated in many differ-
ent fields, including quantum information [28–40], quan-
tum chaos [41–54], high energy physics [26, 27, 54–57],
condensed matter [38, 58–71] and statistical physics [72–
76]. Moreover, recent progresses in experimentally detect
the quantum correlations lead to a direct observation of
OTOC in spin systems [77] and trapped ions [78]. There-
fore, it is quite natural to study the influences of ESQPT
on the information propagation in quantum many body
systems by using OTOC.
In this work, we analyze the properties of the OTOC
in an isolated quantum many body system, which under-
goes an ESQPT. Specifically, we investigate numerically
the time evolution behaviors of the OTOC in the process
of a sudden quench of control parameter in the Lipkin
model. By examining the behaviors of the OTOC in dif-
ferent phases, we show for the first time that the dynam-
ical properties of the OTOC exhibits a drastic change
when the control parameter is tuned across the critical
point of ESQPT. Hence, an ESQPT can be characterized
by the dynamical behaviors of the OTOC. In particular,
we find that the steady state value of the OTOC, i.e., the
long-time averaged OTOC, serves as an order parameter
of the underlying ESQPT. Here, we should point out that
very recently the OTOC has already been employed as
a detector of both the equilibrium and dynamical phase
transitions in quantum many body systems [71].
The goal of our work is to reveal how the signatures
of an ESQPT are manifest themselves in the dynamical
properties of the OTOC defined as
F (t) = 〈Wˆ †(t)Vˆ †(0)Wˆ (t)Vˆ (0)〉. (1)
Here Wˆ (t) and Vˆ (t) are Hermitian operators in Heisen-
berg representation and satisfy [Wˆ (0), Vˆ (0)] = 0, while
the average 〈·〉 is performed over the initial state. In
various quantum many body systems, a series of works
have been confirmed that the OTOC can be used to iden-
tify different phase transitions, such as the ground state
QPT [67], the many body localization transition [63, 66],
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FIG. 1: Time evolution of the OTOC F (t) for different values
of λ: (a) λ = 0.1, (b) λ = 1, and (c) λ = 2, in the Lipkin
model. Here, the red solid lines are the real part of OTOC, the
blue dotted-dashed lines denote the imaginary part of OTOC.
The other parameters are: α = 0.4 and N = 400.
the ergodic-nonergodic transition [70, 75], and the dy-
namical phase transition [71]. It is closely related to the
OTO commutator defined as C(t) = −〈[Wˆ (t), Vˆ (0)]2〉
[51, 68, 70]. As a measurement of scrambling of infor-
mation [26] and the quantum butterfly effect [38, 55]
in many body systems, OTO commutators have been
spurred a lot of activities in physics community (see, e.g.,
Refs. [51, 68, 71] and references therein).
The Lipkin model. We study the so-called Lipkin
model, which describes the Ising chain with infinite-range
interactions. By defining the collective spin operators as
Sγ =
∑N
i=1 σ
i
γ (γ = x, y, z), with N denotes the total
number of spins and σix,y,z are the Pauli matrices of the
ith spin, the Hamiltonian of the Lipkin model can be
written as [5, 6]
H = −
4(1− α)
N
S2x + α(Sz +N/2), (2)
where α is the strength of the external parameter. Obvi-
ously, the total spin of the system is a conserved quantity,
i.e., [S2, H ] = 0, therefore, we restrict our study in the
sector S = N/2. Then the dimension of the Hilbert space
is DH = N + 1.
It is known that in the thermodynamic limit, i.e., N →
∞, the Lipkin model exhibits a second-order QPT at
αc = 0.8 with the order parameter is given by Sx [6,
19, 20]. The phase with α < αc is called the broken-
symmetry phase, in which we have Sx > 0, while for
α > αc, the phase is the symmetry phase with Sx =
0. However, besides the ground state QPT, the Lipkin
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FIG. 2: (a) The steady state value of the OTOC F (t) as a
function of α and λ for N = 400. The white dotted-dashed
line indicates the critical values of λ, which are obtained from
Eq. (3). (b) The steady state value of F (t) as a function of λ
for different values of α with N = 400. (c) The critical value
F
c
= F (λc) as a function of the system size N (in the double
logarithmic scale) for different values of λc. Here, in Figs. (a)
and (b), F has been normalized by its initial value for certain
α, i.e. F = F/F (λ = 0).
model also undergoes an ESQPT at the critical energy
Ec = 0 [6, 20, 21]. In the following, we will focus on how
to identify the signatures of ESQPT via the OTOC. It is
worth pointing out that recent studies has already been
shown that the OTOC is a good detector of the ground
state QPT in the Lipkin model [71].
In our study, such as in Ref. [71], we choose the oper-
ators in Eq. (1) as the rescaled order parameter of the
QPT in the Lipkin model, i.e., Vˆ = Wˆ = Sx/S. The
initial state of the system is prepared in the ground state
of the Hamiltonian (2). We consider the sudden quench
process. Namely, at t = 0, we suddenly added an ex-
ternal magnetic field along z direction with strength λ,
then we investigate numerically the evolution behaviors
of OTOC in Eq. (1) under the postquench Hamiltonian
Hf = H + λSz , where H is provided by Eq. (2). The
evolution of the operator W in Heisenberg representa-
tion can be expressed as W (t) = eiHf tWe−iHf t.
Varying the strength of the external field, one can driv-
ing the system passes through the critical energy of the
underlying ESQPT. For the Lipkin model, the critical
strength λc, which takes the system to the critical energy
Ec = 0, can be easily obtained through the semiclassical
3approach, the final result reads [20]
λc =
1
2
(4− 5α), (3)
where α satisfy α < 4/5.
To calculate numerically the OTOC in the Lipkin
model, we will diagonalize the pre- and postquench
Hamiltonians of the model in the basis given by |S,mx〉,
where −N/2 ≤ mx ≤ N/2. In this basis, the non-zero
elements for the matrix of the Hamiltonian (2) are
〈S,mx|H |S,mx〉 = −
4(1− α)
N
m2x + α
N
2
,
〈S,mx|H |S,mx + 1〉 =
α
2
√
S(S + 1)−mx(mx − 1).
Results. We now present our numerical simulation re-
sults of the OTOC in the Lipkin model obtained by using
the exact diagonalization. In Fig. 1, we plot the typical
time evolutions of the OTOC for different values of λ
with α = 0.4. According to Eq. (3), in this case the crit-
ical value of the strength of the external field is λc = 1.
Several remarkable features can be observed from this
figure. First, the imaginary part of F (t) is always zero,
regardless of the values of λ. Second, the behavior of
the real part of the OTOC, which we denote as FR(t),
clearly depends on whether the value of λ is below or
above the critical value λc = 1. Specifically, as is shown
in Fig. 1(a), FR(t) is oscillating around a large positive
value with small amplitude for λ < λc. However, when
λ > λc, an obvious damped oscillation can be seen in the
time evolution of FR(t) [cf. Fig. 1(c)]. After long enough
time, FR(t) reaches zero, which leads to the time inde-
pendent steady state value of F (t) equals zero. Third,
Fig. 1(b) displays that at λ = λc = 1, FR(t) quickly
decreases to its minimum value and then irregularly os-
cillates around a small non-zero positive value.
The above results confirm that the underlying ESQPT
in the system has strong impacts on dynamical properties
of the OTOC. The existence of an ESQPT in the system
spectrum is clearly signaled by the singular behavior of
the OTOC at the critical strength of the external field.
Therefore, we can conclude that different phases of an
ESQPT are distinguished by the remarkable distinct dy-
namical behaviors of the OTOC. Moreover, Fig. 1 also
implies that the steady state value of F (t) is finite when
λ < λc, while it equals zero for λ > λc. To clarify this,
we study the steady state value of F (t), which can be
obtained by calculating the long-time averaged FR(t)
F = lim
T→∞
1
T
∫ T
0
FR(t)dt, (4)
where T is the total evolution time.
The aforementioned features of F (t) are strongly in-
dicated that F can be identified as the order parameter
of an ESQPT. To verify this statement, we have evalu-
ated F in the Lipkin model, and the results are shown in
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FIG. 3: Time evolution of the microcanonical OTOC Fn(t)
for different eigenstates: (a) |n = 0〉 with En/N = −0.4167,
(b) |n = 150〉 with En/N = −6.5419×10
−4 , and (c) |n = 220〉
with En/N = 0.1467, in the Lipkin model. Here, the red solid
lines are the real part of Fn(t), the blue dotted-dashed lines
denote the imaginary part of Fn(t). The other parameters
are: α = 0.4 and N = 300.
Fig. 2. It is worth to mention that for numerical simula-
tion, in order to capture all the intricacies of FR(t), the
total evolution time T in Eq. (4) should be chosen to be
enough long. In our computation, we take T = 104, and
we find that qualitatively similar results can be obtained
for larger values of T .
In Fig. 2(a), we plot F as a function of α and λ with
N = 400. We first note that F is a continuous function
of α and λ. Obviously, for certain value of α, increase
the value of λ leads to F decreases from its largest value,
and vanishes gradually as λ passing through the critical
value λc. Then the value of F keeps zero and indepen-
dent of the strength of the external field [cf. Fig. 2(b)].
From these results, one may expect that the value of F
at λc, which is represented by F
c
, equal to zero in the
thermodynamic limit. Fig. 2(c) displays how the value
of F
c
changes as the size N of system increase. We show
the results for two different λc in a double logarithmic
scale. One can see clearly the larger the size N , the
smaller the value of F
c
. Furthermore, by using the least
squares fit, we find that in both cases the decay property
of F
c
can be approximated by power law F
c
∝ N−µ,
with µ ≈ 0.06(5). The aforementioned results confirm
that the presence of an ESQPT in a quantum many body
system is clearly revealed by the steady state value of the
OTOC. Remarkably, F serves as an order parameter for
ESQPT.
So far, we have discussed the properties of the OTOC
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FIG. 4: (a) The steady state value of the microcanonical
OTOC Fn(t) as a function of the rescaled eigenenergy En/N
for different system sizes with α = 0.4. (b) The steady state
value of Fn(t) as a function of the rescaled eigenenergy En/N
for different values of α with N = 300.
as a prober of ESQPT in the parameter space, and ver-
ify that the real steady state value of the OTOC can be
identified as the order parameter of an ESQPT. How-
ever, it is known that ESQPTs are also characterized by
the singularity behaviors of the density of states at the
critical energy with fixed control parameters. For Lipkin
model, it has already been known that the critical en-
ergy is given by Ec = 0. In order to further confirm the
OTOC can be used as an order parameter of ESQPT,
we still need to study the the dynamical behaviors of the
OTOC in the energy space.
To this end, we investigate the properties of the micro-
canonical OTOC [43, 50], which defined as
Fn(t) = 〈n|Wˆ
†(t)Vˆ †(0)Wˆ (t)Vˆ (0)|n〉, (5)
where, as above, we set Vˆ = Wˆ = Sx/S, |n〉 is the nth
eigenstate of the Hamiltonian (2) with eigenenergy En.
In our study, we fixed the parameter α, and evolve the
system by Hamiltonian (2), W (t) = eiHtWe−iHt, then
we calculate numerically the evolution of Fn(t) for differ-
ent energy levels.
In Fig. 3, we plot the time dependence of Fn(t) for
several representative energies of the system. A clearly
distinguishable behaviors of Fn(t) can be observed in this
figure. We see that when the energy below and above the
critical one, see Figs. 3(a) and (c), the imaginary parts
of Fn(t) are equal to zero. For E < Ec, the real part
of Fn(t) is independent of the time and equal to the ini-
tial value of Fn(0), i.e., F
R
n (t) = Fn(0) = 〈n|S
4
x|n〉/S
4.
Therefore, in this case, the steady state value of Fn(t)
is provided by the initial value of Fn(t). However, when
E > Ec, F
R
n (t) exhibits a tiny oscillation around zero
with the amplitude is decreased as time increases, which
means that the steady state value of Fn(t) equals zero.
Near the critical energy, one can find that both of the
imaginary and real parts of Fn(t) are randomly oscillate
around zero [cf. Fig. 3(b)]. In the neighborhood of the
critical energy, the steady state value of Fn(t) is, there-
fore, approximately given by zero.
The features of Fn(t) shown in Fig. 3 are implied that
the dynamical properties of the microcanonical OTOC
is changed at E = 0, which is in consistent with the
critical energy of ESQPT in the Lipkin model. Hence,
the existence of ESQPT at the critical energy Ec = 0
in the Lipkin model can be unambiguously revealed in
the microcanonical OTOC dynamics. Moreover, one can
also expect that in energy space different phases of an
ESQPT are characterized by the steady state value of
Fn(t), i.e., the long-time averaged F
R
n (t). To see this, we
have calculated the steady state value of Fn(t), which we
denote as Fn, over time interval T = 10
4. For different
conditions, our results are plotted in Fig. 4.
In Fig. 4(a), we show Fn as a function of the eigenen-
ergy for different size N of the system with fixed α. One
can see obviously Fn is nonzero when E < Ec, and van-
ishes gradually as the energy of the system approaching
the critical energy of ESQPT. The transition point, at
which the value of Fn becomes zero, move toward the
critical energy as N increases and approaches Ec = 0
when N → ∞. For different values of α with the size of
the system is fixed, similar properties of Fn can also be
clearly observed [cf. Fig. 4(b)].
From the results shown in Figs. 3 and 4, we can further
confirm that the underlying ESQPT of the system has
strong impacts on the OTOC dynamics. The emergence
of ESQPT is clearly detected by the dynamical behaviors
of the OTOC. In particular, the steady state value of
the OTOC can be used as the order parameter of the
ESQPT.
Conclusion. To summarize, we have investigated in
detail the influences of an ESQPT on the dynamical be-
havior of the OTOC in a quantum many body system,
i.e., Lipkin model, which undergoes an ESQPT with crit-
ical energy Ec = 0. We have shown that the underlying
ESQPT leaves significant imprints on the dynamical be-
haviors of the OTOC. As a consequence, the presence of
an ESQPT in the system spectrum can be efficiently de-
5tected by the distinct behaviors of the OTOC in different
phases of ESQPT. Most importantly, we have found that
the steady state value of the OTOC served as an order
parameter of ESQPT.
It is known that the definition of the order parameter
for ESQPTs is still unclear in current studies [4]. The
connection between the OTOC and ESQPT revealed in
this work provided a possible way to define the order pa-
rameter in ESQPTs, and given us a deep understanding
on the properties of ESQPTs. Moreover, recent experi-
ments on measurement of the OTOC in different quan-
tum many body systems [77, 78] lead to the results in
this work can be experimentally tested in quantum sim-
ulators. As a result, we have opened new avenues for
both theoretical and experimental investigations of ES-
QPTs in quantum interacting systems.
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