Machine learning versus mechanistic modeling for prediction of metastatic relapse in breast cancer by Benzekry, Sebastien
HAL Id: hal-02424419
https://hal.inria.fr/hal-02424419
Submitted on 27 Dec 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Machine learning versus mechanistic modeling for
prediction of metastatic relapse in breast cancer
Sebastien Benzekry
To cite this version:
Sebastien Benzekry. Machine learning versus mechanistic modeling for prediction of metastatic relapse
in breast cancer. 2019 CSBC-PSON Mathematical Oncology Meeting, May 2019, Portland, United
States. ￿hal-02424419￿
Machine learning versus mechanistic 
modeling for prediction of metastatic 







• 94% of cases are diagnosed as local or 
regional but ~30% will relapse
• Estimation of the metastatic risk is key to 
individualize adjuvant therapy
• Reduce the number of chemo cycles for 
patients with low risk
Objectives
• Use a mechanistic model to 
predict metastasis
• Compare to standard survival
methods and machine learning
algorithms
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• Algorithms tested: logistic regression, NN, naïve 
Bayes, gradient boosting, SVM,…
Does not account for full 




















































● ● ● ●
● ● ●
● ● ● ●
●


























































Calibration for 10−year outcome
Accounts for censoring J
c-index = 0.69
Mechanistic model of metastatic dissemination and growth
Growth rates of primary and
secondary tumors gp and g
Dissemination rate 
d(Vp) = μVp
Size distribution of the metastases ρ(t,v)
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Validation on animal data
Time (days)






























































































































































































































Median model primary tumor
10th and 90th percentiles model primary tumor
Data metastatic burden
Median model metastatic burden
10th and 90th percentiles model metastatic burden
Nonlinear mixed-effects
statistical model for inter-
animal variability
TTR = inf {t > 0; Nvis(t) > 1}










Vp(t)V (t ≠ s)ds
µi = µpop + —
Txi + ÷i, ÷i ≥ N (0, Ê2)
◊i = ◊pop + —
T xi + ÷i, ÷i ≥ N (0, Ê2)
◊i = ◊pop + ÷i, ÷i ≥ N (0, Ê2)
÷i ≥ N (0, Ê2)
◊i = ◊pop + —






d(Vp(s))ds = E [N (t)]





Benzekry et al. (Ebos), Cancer Res, 2016
⟹ same growth for PT and mets: αp = α, βp = β
Ebos lab
Roswell Park Cancer Institute
Mechanistic modeling of time to relapse
• Number of metastases with size larger
than the visible size Vvis (= 0.5 cm)
τvis = time to reach Vvis
• Time to relapse (TTR) defined as the time 
elapsed from diagnosis to the appearance of a 
first visible metastasis
TTR = inf {t > 0 : Nvis(tdiag + t)   1}
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Vdiag






Survival function to account for 
censoring in the likelihood
fixed effects random effects
Lavielle, CRC press, 2014
Likelihood maximization performed using the saemix R package (SAEM algorithm)
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Vdiag = 10 mm
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+ + +
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c-index = 0.62 (10-folds cross-validation)
• Covariates on !: 
• KI67 (p = 3e-04) 
• HER2 (p = 0.02) 
• CD44 (p = 0.1) 
• TRIO (p =0.085)
Mechanistic mod l with covariates 





• Covariates on ": 
• EGFR (p = 0.035) 
c-index = 0.62  estimated with 10-folds cross validation
1 2 3 4 5 6 7 8 … N
1 2 3 4 5 6 7 8 … N
1 2 3 4 5 6 7 8 … N
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Calibration for 10−year outcome





















Predicted TTR Observed TTR
Model-based prediction of metastatic 
state at diagnosis
Median μ Large μ (90th prct)
Breast cancer patient with primary tumor of 4.32 cm
Nothing visible





Metastases size Number of visible mets
Lung CT


























































































































The model with dormancy could describe best the data
Model
Data
Bilous et al. (Benzekry), biorXiv, 2018
Objective function
Dormancy estimated to 133 days ± 4.2%
Pre-calibrated From “best fit”








































Figure 1: Observed mets growth and the theoretical one with pre-calibrated growth pa-
rameters and with parameters from our best fit.
smaller. Thus, visually, fit with parameters from the best fit is better, but quantitatively,
the worsening of the fit for the biggest met increases RSS value almost 6-fold.
At fig. 3-4 theoretical sized for all the mets are plotted.
Conclusion
Performing fit of mets dissemination parameters we used fixed pre-calibrated values on
mets growth parameters. This estimation was based only on the sizes of all mets with
time. Pre-calibrated parameters show quite good agreement with data (fig. 1 left). At
the same time, when we let both dissemination and growth parameters free, we obtained
much better fit of the cumulative distribution function, but we also got di↵erent values
of ↵0 and  . Thus, we plotted theoretical growth of all mets with the corresponding
growth parameters (fig. 1 right). After visual comparison of two results we can conclude
that in general, growth law with parameter values taken from the “best fit” matches data
quite good and sometimes (quantitatively in cases of ten mets) better than law with pre-
calibrated values. Nevertheless, the value of RSS for the growth law with parameters from
the “best fit” is almost 6-fold higher. Thus, improvement of the fit for the smaller mets is
negligible in comparison to the worsening of the fit for the biggest met.
2
Months post-diag























Di↵. growth 4.95 1.79
1
Bilous et al. (Benzekry), biorXiv, 2018

Conclusions and perspectives
• Machine learning (random survival forest) performed better than the mechanistic model 
for pure prediction (c-index 0.69 vs 0.62), with similar performances as classical Cox 
regression (not shown) 
• But mechanistic modeling provides biological and clinical insights that ML does not:
• Ki67 correlates with proliferation rate ! (expected but reassurring)
• HER2 correlates with !, EGFR with " (metastatic potential)
• prediction of the invisible metastatic state at diagnosis ⇒ potential for personalized
adjuvant therapy
• This is a first attempt of a mechanistic, individual-level, predictive metastatic model. A lot 
remains to be done! 
• Refinement to well-established breast cancer molecular subtypes
• Further investigations to refine the modeling to improve the predictive power
• Predictive power to be confirmed in external data sets
Supplementary
slides
Percentage of missing values in each variable. 
Missing covariate values were imputed using an iterative algorithm based on 
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Partial dependence plots of the random forest predicted DMFS as a function of the top eight 
predictors according to the minimal depth ranking.  
Table S1: Cox regression using the first 8 
covariates selected by minimal depth with 
















































































Calibration for 10−year outcome
Results for the Cox regression
