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Abstract: The optimal design of Water Distribution Systems (WDSs) using multi-objective evolutionary
algorithms (MOEAs) has received substantial attention in the past two decades. Many MOEAs
have been proposed and applied successfully to this challenging problem. However, these tools are
primarily considered black-boxes by end users, especially when the algorithm parameterization issues
are taken into consideration. This paper presents a simple yet effective method for capturing the
interrelationships among the five key parameters of the Non-dominated Sorting Genetic Algorithm II
(NSGA-II), which is one of the state-of-the-art MOEAs in this field. Two representative boundary
values for each parameter are selected from a reasonable range, and all the possible combinations
are tested on three benchmark design problems. Those benchmarks are based on two widely used
small networks and a larger, real-world irrigation network. Results suggest that there is a hierarchy
of impacts imposed by the five parameters of NSGA-II. The population size turns out to be the
most important one, which implies that NSGA-II is sensitive to the initial population, especially
for complex problems. A relatively large population size increases the diversity of a population;
hence some key genes may be identified at the beginning (or early stage) of search. Furthermore,
it transpires that the distribution indices of crossover and mutation have a more significant impact
than their probabilities, where the former are generally overlooked by previous studies. Some useful
guidelines are also provided, which can improve the efficacy of NSGA-II and increase the chance of
identifying near-optimal solutions.
Keywords: water distribution system; optimal design; NSGA-II; parameterization
1. Introduction
A Water Distribution System (WDS) plays a crucial role in delivering potable drinking water
from a treatment plant to households and other types of water utility customers, e.g., industrial and
commercial users. The capital investments and maintenance costs of such underground infrastructure
are large; hence a detailed cost-effectiveness analysis at the design stage is necessary to facilitate the
decision-making. In the past, this task was usually given to experienced engineers who have a sound
understanding of the entire system. As a WDS tends to grow larger and more complex over time due
to urbanization and system expansion, it is challenging for engineers to design a large-scale network
considering a number of performance measures by merely relying on domain-specific knowledge
and experience.
Water 2019, 11, 971; doi:10.3390/w11050971 www.mdpi.com/journal/water
Water 2019, 11, 971 2 of 14
Advances in WDS simulation and optimization techniques, which emerged in the mid-1970s [1],
provide promising tools to support decision making for WDS design tasks. Initially, the optimal design
of WDSs was often formulated as a single-objective optimization problem. This means minimizing
the total costs while meeting all the design criteria including minimum nodal pressure heads at
junctions and/or economical flow velocities within pipes [2–4]. However, this approach was often
criticized for compromising on other essential aspects of WDS performance, such as reliability, water
quality, and vulnerability [5–7]. An optimal least-cost solution is likely to result in less resilient
infrastructure that cannot cope with unexpected conditions (e.g., pipe burst or power outage). Later,
the multi-objective formulation (i.e., two or three objectives considered simultaneously) was introduced
by the research community. This has the advantage of being able to identify the trade-off between costs
and hydraulic performance (e.g., system reliability) explicitly [8]. As more advanced optimization
tools have become available in recent years, the many-objective formulation (i.e., with more than
three objectives concerned) became increasingly popular [9,10]. In this approach, the highly complex
interrelationships among different goal attainments, also known as the hypersurface [11], can be
visualized and analyzed, thus facilitating a better-informed decision-making process [12].
During the period when the focus changed from the single-objective to many-objective formulations,
advances in optimization algorithms were the main driving force behind a series of breakthroughs in
both the algorithmic framework and computational efficiency. In particular, multi-objective evolutionary
algorithms (MOEAs) have attracted more attention as they can identify the Pareto front more efficiently
than traditional operations research methods (e.g., linear and non-linear programming). MOEAs
do not require the gradient or derivative information of the objective functions, and they start the
optimization from multiple locations using the population-based search mechanism. Therefore, the
pursuit of more powerful MOEAs has become an active and cutting-edge direction in the research
community. From the mid-1980s to nowadays, many MOEAs have been created. Among those, the
Non-dominated Sorting Genetic Algorithm II (NSGA-II) [13] has been extensively applied to a wide
range of disciplines including water engineering. As the continuous development of more powerful
MOEAs, some hybrid algorithms have gained growing attention in the last decade. The two most-cited
such algorithms are a multialgorithm, genetically adaptive multiobjective (AMALGAM) method [14]
and the Borg MOEA [15], which embed diversified search operators (four and six, respectively) to
improve the robustness and accuracy of MOEAs. Inspired by AMALGAM and Borg, a tailored MOEA
for the optimal design of WDSs called GALAXY was developed and validated on a range of benchmark
design problems with increasing complexities [16]. These hybrid MOEAs have great potential in
shaping the future of this research area.
Despite considerable success in the creation of more advanced MOEAs, there is a rare discussion of
some fundamental questions regarding their applications to WDS optimization. That is, by developing
new MOEAs and verifying them on selected benchmark design problems, do we really understand
these tools well or have sufficient confidence in applying them on larger, real-world design problems?
Currently, MOEAs are, to a large extent, black-box tools, which limits their utility to researchers and
practitioners. This is particularly true when the parameterization issues are considered. Quite often
they have a number of parameters that need to be tuned for best performance. The main challenges of
applying MOEAs involve their reliability, robustness, and accuracy, which are profoundly influenced
by the choices of the most appropriate algorithm and the corresponding parameter values [17].
The fine-tuning of these parameters before an application is a common rule-of-thumb, although further
guidelines on how to do that are generally lacking.
Most recently, Cisty et al. [18] employed the NSGA-II to solve the optimal design of a large
real-world irrigation network. They tested varying standard settings of associated parameters
(i.e., crossover and mutation probabilities, as well as the population sizes), rather than adopting the
recommended settings (fixed values) from literature. By using this approach, a new best-known
least-cost solution was found for the problem they studied. Their work highlights the potential
for obtaining equally good, if not better, solutions with existing optimization methods but with
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their parameters suitably selected to take full advantage of methods’ capabilities. More importantly,
knowing the efficient value ranges for the parameters is necessary to avoid the time-consuming process
of fine-tuning.
Motivated by the work mentioned above, this paper reverts to the classical NSGA-II rather than
hybrid MOEAs in an attempt to explore the interrelationships among algorithm parameters and
discover their impact on the performance. In particular, we aim to address the following two questions:
(1) How do various parameters within NSGA-II influence its performance, and (2) can we develop
practical guidelines for settings those parameters? By addressing the above questions, this paper
contributes to the gaining of in-depth knowledge of NSGA-II applied to the optimal design of WDSs
and an effective way for the research community to take full advantage of this optimization tool with
improved performance. Furthermore, we also hope to influence the development of new MOEAs by
opening the black-box and providing some insights into the behavior of the search operators.
The remainder of this paper is structured as follows. Section 2 provides a moderate introduction
to NSGA-II and a representative summary of its applications to the WDS design problems. Then,
the proposed methodology of investigating the parameterization of NSGA-II is detailed in Section 3.
Section 4 includes a short description of each case study and the experimental setup. The results
obtained from three case studies and related discussion are demonstrated in Section 5. Finally, Section 6
draws key conclusions and identifies research limitations.
2. Current Understanding of NSGA-II
NSGA-II is arguably the most popular MOEA in the water research community. It is acknowledged
as an “industry standard” algorithm that has been successfully applied to a variety of water resources
optimization problems [12,17,19]. It features a fast non-dominated sorting approach to ranking
solutions primarily based on the Pareto dominance relationship. Solutions with higher rankings
survive and are selected to reproduce. For those solutions that are non-dominated to each other
(i.e., with the same ranking), a secondary sorting criterion known as the crowding distance is used to
further discriminate among solutions. Solutions with larger crowding distances are preferred in this
approach. The standard NSGA-II implements a binary tournament selection to establish the mating
pool (i.e., parents) and applies the Simulated Binary Crossover (SBX) and the Polynomial Mutation
(PM) with designated probabilities to create children from parents [13]. The implicit elitism strategy
ensures the best solutions ever found in the search history are always retained in the population.
This allows a new population to be derived from the combination of parents and their offspring via
the fast non-dominated sorting approach. NSGA-II also provides a constraint-handling technique to
efficiently deal with constrained problems and supports both binary and real coding representations.
NSGA-II has various parameters which may have different impacts on its computational
effectiveness. The most often studied are the population size (PS), the number of function evaluations
(NFEs), the probability of SBX (Pc), and the probability of PM (Pm). PS and NFEs together determine
the total computational budget applied to a given problem. That is, the ratio of NFEs to PS is equal to
the number of generations over which NSGA-II will evolve. Note that a larger number of generations
normally ensures better convergence of NSGA-II. However, the convergence rate declines significantly
as the optimization proceeds, and only minor improvements may be achieved with an additional
computational budget. However, it is also essential to pay particular attention to PS, as an inadequately
small value may result in a crowded population, i.e., with a number of similar solutions, rather than a
diversified set. This normally leads to premature convergence due to the insufficient exchange of new
information in the gene pool of the population. Pc and Pm control the chance of each chromosome
undergoing the crossover and mutation processes, respectively. A widely adopted strategy is to keep a
high value of Pc (e.g., 0.9) and a low value of Pm (e.g., the inverse of the number of decision variables
(NDVs), 1/NDVs). The crossover rate, as the predominant search driver, plays a critical role during
optimization. The mutation rate contributes mainly to prevent the population from being trapped in
local optima.
Water 2019, 11, 971 4 of 14
There are another two important parameters which may significantly affect the performance of
NSGA-II, which are the distribution indices of SBX and PM (denoted as DIc and DIm, respectively).
As previously mentioned, SBX and PM are the main search operators within NSGA-II, producing
improved children from parents with designated probabilities (i.e., Pc and Pm). SBX mimics the search
behavior of the single-point crossover used in binary-coded genetic algorithms and is suitable for
optimization problems with real or discrete decision variables. The positions of children points are
distributed around their parents following the exponential laws of DIc (for more details, see [20]).
Similar to SBX, the search behavior of PM also depends on the exponential laws of DIm. As such,
each distribution index directly influences the Euclidean distance of the offspring from their parents
in the decision variable space (eventually reflected in the objective space). Explicitly, a larger value
of DIc or DIm keeps the offspring similar (i.e., close) to their parents. In contrast, a smaller value
increases the probability of generating offspring substantially different (i.e., far) from their parents
(Figure 1). In short, DIc and DIm control the search step sizes, while Pc and Pm determine the likelihood
of implementing such search steps in the decision variable space. Consequently, a proper combination
of these five parameters (i.e., PS, Pc, Pm, DIc, and DIm), in addition to a sufficient computational budget,
can lead to a better and more robust search behavior of NSGA-II, thus eventually improving the quality
of Pareto fronts obtained.
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generated randomly from these parents with specified DIc and DIm); (a) DIc = 1; DIm = 20; (b) DIc = 20;
DIm = 20; (c) DIc = 1; DIm = 1; (d) DIc = 20; DIm = 1.
We have conducted an extensive literature survey regarding the applications of NSGA-II to WDS
design problems (see Table 1) and found that fine-tuning of the NSGA-II parameters had often not been
performed. Instead, authors followed the recommended settings from literature, mainly originated
from Deb et al. [13]. The ranges of the three primary parameters—namely PS, Pc, and Pm—were found
to be within the following bounds: PS ∈ [40,1000], Pc ∈ [0.80,0.98], and Pm ∈ o(1/NDVs). NFEs was
often determined according to the size of the design problems, with larger cases using higher NFEs
values. Surprisingly, only a few previous studies focused on the fine-tuning of DIc and DIm, which
implies that the potential of NSGA-II might not be fully utilized in those applications.
Though using different parameter combinations proved to be an effective way of eliminating
the need for fine-tuning, Cisty et al. [18] did not elaborate on how various parameters were altered
in their experiment. In other words, the two key questions related to the parameters setting and
practical guidance for their selection were not adequately addressed. The current understanding and
applications of NSGA-II reveal the gaps between the potential of this classic MOEA and the knowledge
of its parameterization. Therefore, by improving our understanding of the complicated nexus among
different parameters, we aim to provide guidance for future utilization of NSGA-II, i.e., by alleviating
the criticism of the black-box characteristics of MOEAs to a great extent.
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Table 1. Literature survey on the applications of the Non-dominated Sorting Genetic Algorithm II
(NSGA-II) to Water Distribution Systems (WDS) design problems.
Reference Cases
Number of Range of
NDVs PS Gen Pc Pm DIc DIm
[18] 1 454 N/A N/A 0.93–0.98 0.001–0.05 N/A N/A
[21] 6 21–454 240–800 2500 0.9 1/NDVs 15 7
[22] 6 21–454 240–800 2500 0.9 1/NDVs 15 7
[23] 5 341–274 240–1000 2500 0.9 1/NDVs 15 7
[24] 12 8–567 40–800 250–10,000 0.9 1/NDVs 15 7
[25] 5 21–454 50–100 40–10,000 0.9 1/NDVs 20 20
[26] 3 8–34 100 100 N/A 0.01 N/A N/A
[27] 3 21–632 200 1000–1250 N/A N/A N/A N/A
[28] 1 14 500 10,000 0.8 0.03 20 100
[29] 1 21 200–1000 840–3360 N/A 0.075 N/A N/A
[30] 1 112 100 5000 N/A N/A N/A N/A
[31] 1 112 100 5000 N/A N/A N/A N/A
[32] 3 21–567 100 1000–3000 0.9 0.03 N/A N/A
Note: There are still a significant number of publications that are not included in this table because a variant of the
original NSGA-II was used, which did not include DIc and DIm. N/A indicates that such information cannot be
found in related references.
3. Methodology
3.1. Problem Formulation
A mathematical definition of the optimal design of WDSs considered in this work is given in
Equation (1). The optimization problem is formulated as the minimization of the total capital costs and
the total hydraulic head deficit, with pipe diameter options as decision variables that can be chosen
from a list of discrete sizes available in the market. This multi-objective formulation is a relaxed form
of the least-cost design of WDSs, in which the constraints regarding the minimum nodal heads are
converted to the other objective. The benefits of using this kind of formulation are twofold. Firstly, it
eliminates the troublesome task (often time-consuming) of setting the penalty factor to discriminate the
infeasible solutions from feasible ones. Secondly, in case of the insufficient budget, this formulation can
provide many alternative solutions that marginally violate the head requirements but with significant
investment savings. The latter point is probably a great advantage in dealing with practical projects.
minimize : Ctotal =
np∑
i = 1
U (Di) × Li
minimize : Hd =
nn∑
j = 1
max
(
Hmin − H j
)
subject to : ∀i ∈ [1, np], Di ∈ {D1, D2, . . . , Dns}
(1)
where Ctotal is the total capital costs, U(Di) is the unit cost of pipe i which depends on its corresponding
diameter (the relationship between sizes and unit costs is available from the manufacturer which is
usually non-linear), Li is the length of pipe I, np is the number of pipes considered in the design stage,
Hd is the total head deficit, Hmin is the minimum required head at node j, Hj is the actual head at node
j, nn is the number of nodes within the network, Di is the diameter option for pipe i, and ns is the
number of commercially available pipe sizes.
3.2. Proposed Methodology of Investigating the Parameterization of NSGA-II
The behavior of evolutionary algorithms depends on the underlying parameters. According to
the “No Free Lunch” theorems [33], it is impossible to find a group of parameters which are always
effective across various optimization problems. In other words, for a particular type of problem like the
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optimal design of WDS, which is the focus of this paper, there exist a set of highly effective parameter
values that match NSGA-II capabilities to the characteristics of WDS design problems. When multiple
parameters are involved, the interrelationships and interactions among them can be even more complex.
Furthermore, the impact of randomness in the initialization of the population should also be taken into
account. In particular, the number of possible interaction combinations increases exponentially with
the number of parameters concerned as well as the sampling density within the associated ranges. On
the other hand, it is essential to balance the computational effort of reducing the impact of uncertainty
imposed by random seeds while implementing a sufficient number of independent runs.
In this paper, we select two representative values in the range of each parameter as an attempt
to keep the numerical experiments manageable. More specifically, five NSGA-II parameters (i.e., PS,
DIc, DIm, Pc, and Pm) are investigated, leading to 32 parameter combinations in total (i.e., 25 = 32).
For each parameter combination, 100 independent runs are conducted for smaller benchmark design
problems, while 50 runs are carried out for a larger design problem. Compared to the previous
studies summarized in Table 1, we believe these choices can provide more reliable results. At least
2000 generations are allowed to ensure a sufficient convergence of NSGA-II. Total NFEs vary from case
to case and are determined according to the search space size of each WDS design problem.
As mentioned earlier, the multi-objective formulation is used to identify a set of non-dominated
solutions, presenting the trade-off between total capital costs and the total head deficit. In this paper,
our focus is on the least-cost solutions which fully satisfy the nodal head requirements, rather than
the convergence and diversity of the Pareto fronts. In this sense, the quality of solutions obtained
by a specific parameter combination can be evaluated via the frequency of identifying the currently
best-known solution to each benchmark design problem (denoted as Freq). This is a direct and objective
indicator for assessing the reliability, robustness, and accuracy of NSGA-II for the problem formulation
adopted in the current study. Another commonly used metric is also adopted: The averaged capital costs
of solutions without head deficit over multiple independent runs (denoted as Avg). Equations (2)–(4)
show how these two performance metrics are calculated. When ranking the effectiveness of all the
parameter combinations of NSGA-II, we use the Freq as the primary indicator and the Avg as the
secondary one. However, one needs to bear in mind that a marginal difference in Freq and/or Avg
should not be overemphasized when interpreting the comparison results.
T j =
 1, i f C jtotal = Cbest and H jd = 00, i f C jtotal > Cbest and H jd = 0 (2)
Frep =
nr∑
j = 1
T j
nr
(3)
Avg =
nr∑
j = 1
C jtotal
nr
(4)
where Tj is a Boolean value, indicating whether the currently best-known solution for a specific case
study is found at run j; C jtotal is the best solution found at run j; H
j
d is the total head deficit of the best
solution found at run j; and nr is the number of independent runs.
The parameterization impact of NSGA-II is illustrated in the format of a compass plot initially
used in [34]. Generally speaking, the compass plot is used to demonstrate how the performance of
NSGA-II varies according to different combinations of its parameters. More specifically, each parameter
is represented by an individual ring and an associated color. Different depths of the same color scheme
indicate the two representative values selected for a specific parameter. For instance, PS is shown
in the innermost ring with the salmon and red colors denoting PS = 40 and PS = 200, respectively.
As such, the combinations of five controlling parameters of NSGA-II (i.e., PS, DIc, DIm, Pc, and Pm) are
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shown in five colored rings (in an outwards order), and their effectiveness in terms of Freq is shown
in the outermost gray ring. Every five-colored-slot in the radial direction of the compass plot (from
the red to purple schemes) denotes a particular combination of parameters, and the gray patch next
to it in the outermost ring suggests its effectiveness. The whole plot is sorted by the performance of
NSGA-II in descending order in the counter-clockwise direction. In this way, one can quickly identify
how the highly effective parameter combinations are comprised. For example, in Figure 3 the most
effective parameter combination for solving the first case study (i.e., PS = 200, DIc = 20, DIm = 1,
Pc = 0.9, Pm = 0.0476) was able to identify the best-known solution with a Freq equal to 0.97 over
100 independent runs. Furthermore, using the compass plot facilitates the analysis on the “sweet spots”
within the parameter space of NSGA-II, which in turn contributes to the identification of practical
guidelines for setting those parameters.
4. Case Studies
We selected three benchmark networks from the literature to illustrate how the parameterization
of NSGA-II affects its performance and which parameter(s) has a dominant impact on the quality
of solutions obtained. In particular, two widely used small cases were chosen, namely the New
York tunnel [35] and the Hanoi [36], as well as a larger irrigation network design problem [37].
Figure 2 shows the layout of each network. For detailed information including the available pipe
sizes and the associated unit costs of these cases, readers are referred to the following website
http://tinyurl.com/cwsbenchmarks/.
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4.1. New York Tunnel Network (NYT)
The New York Tunnel Network (NYT) was first proposed as a rehabilitation activity undertaken
in an existing tunn l system which was the primary water distribution system of the city of New York,
USA. The NYT is comprised of twenty-one pipes organized in two loops, nineteen demand nodes, and
one reservoir with a fixed head of 91.44 m (300 ft.). All the existing pipes are considered for duplication
to meet the projected future demand. The Hazen-Williams roughness coefficient for both new and
existing pipes is 100. The minimum pressure of all the demand nodes is fixed at 77.72 m (255 ft.) except
for nodes 16 and 17 that are 79.25 m (260 ft.) and 83.15 m (272.8 ft.), respectively. A selection of fifteen
diameter sizes is available as well as a ‘do nothing’ option. Therefore, the search space is equal to
1621 ≈ 1.93 × 1025 discrete combinations.
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4.2. Hanoi Network (HAN)
The Hanoi Network (HAN) resembles a water distribution system in Hanoi, the capital of Vietnam.
The HAN consists of thirty-four pipes organized in three loops, thirty-one demand nodes, and one
reservoir with a fixed head of 100.0 m. The Hazen-Williams roughness coefficient for all pipes is 130.
The minimum head above the ground elevation of each node is 30.0 m. There are six commercially
available pipe sizes, ranging from 304.8 mm (12.0 in.) to 1016.0 mm (40.0 in.). Therefore, the search
space is equal to 634 ≈ 2.87 × 1026 discrete combinations. Due to a very limited range of pipe sizes, the
HAN has a vast region of infeasible solutions in the landscape of decision variables, thus increasing
the level of difficulty to identify near-optimal solutions.
4.3. Balerma Irrigation Network (BIN)
The Balerma Irrigation Network (BIN) represents an adaptation of the existing irrigation system
in the Sol-Poniente irrigation district, which is located in Balerma province of Almería, Spain.
The distinguishing feature of this network is that all nodes have the same demand of 5.55 L/s across
the network. The BIN has 454 relatively short pipes, 443 demand nodes (hydrants), and four reservoirs
with fixed heads between 112.0 m and 127.0 m. The material of pipes is polyvinyl chloride (PVC).
The Darcy-Weisbach roughness coefficient of 0.0025 mm is applied to all the pipes. The minimum
pressure head above the ground elevation is 20.0 m for all the demand nodes. There are a total of ten
commercially available sizes, ranging from 113.0 mm to 581.8 mm. Therefore, the search space is equal
to 10454 discrete combinations.
4.4. Experimental Setup
The NYT and HAN have been widely used in most previous works as small and real-world
WDS design problem. The currently best-known solutions to the least-cost design of NYT and HAN
are $38.64 million and $6.081 million, respectively [38]. The BIN has also attracted the attention of
optimization technique developers, and the recently updated least-cost solution is €1,921,400 [18]. With
these best-known solutions, it is convenient to evaluate the performance of NSGA-II by the indicators
of Freq and Avg under different parameter value combinations. The NFEs set for solving the NYT and
HAN design problems are 0.5 and 0.6 million, respectively. Both design problems are solved 100 times
independently using different random seeds with the designated NFEs. For the BIN problem, due to a
significantly increased search space size, the NFEs are extended to five million which is ten times of
that for the NYT problem. However, due to the excessive runtime for this problem, the number of
independent optimization runs is reduced to 50 times.
5. Results and Discussion
5.1. The NYT Design Problem
Figure 3 shows the compass plot obtained in solving the NYT design problem, with the boundary
values selected for the five parameters indicated. Typically, we considered a minimum PS of 40 and a
maximum PS of 200. This is believed to be contrasting enough. The DIc and DIm were both bounded
by 1 and 20 due to the preliminary observations in which the values more than 20 significantly reduced
the diversity of the offspring derived from their parents [20]. The most recommended Pc and Pm were
adopted, i.e., 0.9 and 0.0476 (1/21), respectively. In contrast, a Pc of 0.45 and a Pm of 0.0952 were also
used as choices of a much lower SBX rate and a much higher PM rate.
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Figure 3. Parameterization of NSGA-II applied to the New York Tunnel Network (NYT) design problem.
It is evident that different combinations led to dramatically varying performance, as the gray
ring covered the whole spectrum of the designated intervals. Surprisingly, the combinations with a
PS of 200 accounted for the top half (left) of the gray ring, suggesting that for this benchmark design
problems PS was the dominating parameter. With a larger PS, no matter how the other four parameters
were set, NSGA-II was able to identify the best-known solutions at a frequency higher than 0.75 out
of 100 independent runs consistently. This was already a very high level of robustness and accuracy.
Even for the topmost interval (i.e., Freq greater than 0.9), the other four parameters can be arbitrarily
combined as long as DIc and DIm were not equal to 20 concurrently. From the right half of the compass
plot, it is observed that DIm was probably the second important parameter since a larger DIm always
resulted in worse performance. Pc and Pm turned out to have a minor impact on the behavior of
NSGA-II. This is somewhat contradictory to what previous studies had concluded, in which Pc and Pm
were fine-tuned but DIc and DIm were usually neglected.
5.2. The HAN Design Problem
Figure 4 shows the compass plot obtained in solving the HAN design problem. The boundary
values selected for Pc, DIc, and DIm were the same as those used in NYT. PS was set to 60 and 300.
The recommended Pm (i.e., 1/34) and a double of that setting were adopted again. From Figure 4, it is
revealed that NSGA-II had difficulties in dealing with the HAN design problem, as the maximum Freq
was less than 0.7 even if the search space size is quite close to that of NYT, and larger PS and NFEs
were used. This is perhaps because HAN has a vast region of infeasible solutions; hence NSGA-II had
to spend more effort in finding a feasible solution which fully satisfies the nodal head requirements,
leading to less robust and accurate performance.
PS still turned out to be the most critical parameter, as the majority of parameter combinations
(i.e., 13 out of 16) with a PS of 300 managed to achieve Freq values larger than 0.5. For the other three
combinations, their Freq values were quite close to 0.5. On the contrary, only three combinations with a
PS of 60 managed to obtain Freq values greater than 0.5, with the rest 69% of combinations obtained
Freq values less than 0.5. DIc and DIm were less critical compared to PS but had a more significant
impact than Pc and Pm. In particular, When DIc and DIm were both equal to 1, no matter what PS, Pc,
and Pm were set, the Freq was consistently higher than or equal to 0.5. However, if both DIc and DIm
were set to 20, the combinations of the other three parameters had only a 25% chance to obtain Freq
values larger than 0.5. Again, Pc and Pm only had a marginal effect on the effectiveness of NSGA-II.
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5.3. The BIN Design Problem
First of all, it is worth noting that the Fre ator used for the BIN problem ha a different
definitio . Precis ly, the currently best-known solution, i.e., €1, , illion, was challenging due to
insufficient NFEs adopted (The reported precision is given here only for co parison purposes as for
any practical decision support this would indicate unrealistic certainty). This solution was obtained
via 20 million NFEs [18], which was four times the NFEs used in this paper. Alternatively, we counted
the number of solutions which cost no more than €1.93 million to yield the corresponding Freq for the
following reasons: (1) This level of accuracy is believed to be reasonable from a practical perspective,
and (2) most previous studies only found solutions greater than €1.94 million even ten to thirty million
NFEs were used according to [18,38].
In this case, DIc and DIm seemed to h ve at least the same level of im ct, if not higher, c mpared
with PS (see Figure 5). In particular, six out of t e top seven parameter combinations, which achieved
Freq values larger than 0.8, had both parameters equal to 20. All the parameter combinations followed
this setting were able to obtain Freq values no less than 0.5, implying a 50% chance to identify a
least-cost solution that is less than €1.93 million. In contrast, if both DIc and DIm were set to 1, the
majority of parameter combinations performed less competent or even resulting in complete failure
(i.e., the Freq was equal to zero) no matter what PS was chosen. The values of Freq seem to be insensitive
to Pc and Pm, and a Pc of 0.45 or a Pm of 0.011 (which was five times the most recommended mutation
probability) had equally good performance compared with the generally used settings, which looks
quite counterintuitive.
5.4. A Further Experiment on the BIN Design Problem
To enable a fair comparison, we increased the NFEs for the BIN problem up to 20 million, which
was the same as used in Cisty et al. [18] and is the largest computational budget ever used in the
literature for solving this benchmark design problem. We also conducted ten independent runs for
statistical results. Two variants of the search space reduction strategies inspired by Cisty et al. [18]
were employed. One was to use the common range of each decision variable derived from all the
non-dominated solutions found after 10 million NFEs (marked as Strategy I), and the other was to
use the common range of each decision variable derived from all the least-cost solutions (marked as
Strategy II). The rest 10 million NFEs were then resumed with the updated ranges of decision variables
following Strategies I and II. The former strategy achieved a similar level of search space reduction
(i.e., 6.02 × 10213) compared with that (i.e., 10200) reported in [18], while the latter one dramatically
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decreased the search space size from 10454 to 2.26 × 10101. Hinted from the findings on three benchmark
design problems, the population sizes were raised to 400 and 1000, and the two representative boundary
values of DIc and DIm were both set to 10 and 30. In addition, Pc and Pm were kept at 0.9 and 0.0022
(i.e., most recommended settings), respectively.
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Statistical results in Table 2 suggest that Strategy II consistently worked better than Strategy I by
obtaining higher Freq and lower Avg and Min. In other words, Strategy II is more effective than that
proposed in Cisty et al. [18] by reducing the search space size to a dramatically lower level. However,
it should be noted that this effect may n t b extended to other multi-objective problem formulations
because using Strategy II can increase the risk of restricting the initial population to local optima.
A very close least-cost solution (i.e., €1,921,455) was found with only a 0.05% difference from the
currently best-known on (i e., €1,921,400). The small di crepancy in the best solutions found by
the two approaches is probably due to the differences in the computational precision used. On the
other hand, a larger value of PS ensured better performance, which remained consistent with the
observations as mentioned a lier.
Table 2. Statistical results of solving the BIN design problem using 20 million number of function
evaluations (NFEs).
PS DIc DIm
Strategy I Strategy II
Min Avg Freq * Min Avg Freq *
400 10 10 1.9245 1.9273 1 1.9220 1.9242 1
400 10 30 1.9268 1.9389 0.3 1.9232 1.9267 0.8
400 30 10 1.9231 1.9277 0.8 1.9216 1.9248 1
400 30 30 1.9357 1.9572 0 1.9255 1.9275 0.9
1000 10 10 1.9236 1.9274 0.9 1.9222 1.9242 1
1000 10 30 1.9239 1.9294 0.7 1.9235 1.9253 1
1000 30 10 1.9215 1.9263 0.9 1.9219 1.9244 1
1000 30 30 1.9275 1.9324 0.2 1.9243 1.9266 1
* Note: The Freq indicator used for the BIN problem denotes the number of solutions with cost below €1.93 million.
The best values in each column were shown in bold. NB The solutions shown in Table 2 do not vary significantly,
which further confirms the effectiveness and efficiency of the fine-tuned NSGA-II derived from this study. Recall
that most previous papers only found solutions greater than €1.94 million even thirty million NFEs were used.
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6. Conclusions
This paper has proposed a simple yet effective methodology to capture the impact of various
parameters on the performance of NSGA-II. In particular, by selecting two representative values from
within the range of each key parameter and using the proposed compass plot, one can intuitively
identify the interrelationship among different parameters and their influence on the behavior of
NSGA-II, which in turn facilitates the identification of general guidelines for setting those parameters.
As a spin-off, a more effective strategy of reducing the search space size has been realized when
comparing the performance of NSGA-II with application to the design of a real-world irrigation
network, following the derived guidelines of parameter settings.
The main conclusions are as follows. First, there is a hierarchy of impact imposed by the five
NSGA-II parameters, which implies that their influences are not equally significant. Based on the
results obtained in the selected benchmark design problems of WDSs, PS tends to be the paramount
parameter that has a more profound impact on the performance of NSGA-II than the other ones,
followed by DIc and DIm. In contrast, the values of Pc and Pm are of minor impact on the effectiveness
of NSGA-II in this paper. These findings highlight some aspects that were often neglected in previous
studies, with many papers cited in Table 1 having used a fixed PS of 100, a recommended Pc and Pm in
combination with default or unknown DIc and DIm, no matter how large the search space size was.
Second, the interrelationships among the five key parameters are complex and are case by case
dependent. Thus, it is highly recommended to fine-tune these five parameters, preferably following
the method proposed in this paper, to confirm which combinations have great potential to identify the
near-optimal solutions. This suggestion can save the computational budget and time substantially
when dealing with larger, real-world design problems.
Last but not least, the key recommendation for applying NSGA-II to the optimal design of
WDSs is to use a reasonably large PS, which usually depends on the scale of the design problem.
This will significantly improve the diversity of the initial population, thus lowering the risk of getting
trapped in local optima and increasing the probability of finding near-optimal solutions. The second
recommendation is to pay particular attention to the choices of DIc and DIm, rather than Pc and Pm,
since the former two parameters are more important to affect the positions of the offspring generated
from their parents. Considering the discrete nature of WDS design problems and the monotonicity of
DIc and DIm, their ranges should be kept between 1 and 20. By contrast, default values of Pc and Pm
(i.e., 0.9 and 1/NDVs) are expected to be sufficient (no need of fine-tuning).
There are some limitations of the current work, which are elaborated as follows. First, since the
impact of parameter settings on the performance of NSGA-II are usually non-linear, it is therefore
unknown to what extent selecting two representative values within the range of each parameter can
adequately reflect the underlying correlation among various parameters. Second, the characteristics of
the design problems being solved and their effect on the parameterization of NSGA-II is not considered
in this work. Several relevant studies have pointed out that the behavior of MOEAs has a close
interrelationship with the landscape of the search space [12,15,39]. Therefore, possible changes to the
problem formulations may be able to reveal more of the nature of the complicated nexus between
optimization problems and MOEAs. Whether this underlying relationship can significantly affect the
understanding and application of MOEAs is a worthy future direction for research.
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