Abstract. We study the differential operator A = d 4 dx 4 acting on a connected network G along with L 2 , the square of the discrete Laplacian acting on a connected combinatorial graph G. For both operators we discuss well-posedness of the associated linear parabolic problems
Introduction
Our main aim in this article is to discuss qualitative properties of one-dimensional parabolic evolution equations associated with the bi-Laplacian, focusing on the settings of graphs and networks. We are especially going to investigate how different transmission conditions in the vertices of a network can arouse rather different behaviours of solutions to such partial differential equations.
Ever since the pioneering work of Bernoulli and Euler, linear partial differential equations that are secondorder in time and fourth-order in space have been fundamental tools in the modelling of large flexible bodies. The application of these models makes it particularly natural to study such linear beam equations u tt (t, x) = −∆ 2 u(t, x), t ≥ 0, x ∈ Ω , on bounded domains Ω. Just like in the case of the classical (second-order in space) wave equation, no universally appropriate set of boundary conditions for the beam equation exist: instead, boundary conditions have to be adapted to the underlying physical model. In the simplest 1-dimensional case of a (thin, linear) beam Ω = (0, 1), the most usual conditions are • (clamped) u(t, i) = u x (t, i) = 0;
• (free) u xx (t, i) = u xxx (t, i) = 0;
• (hinged) u(t, i) = u xx (t, i) = 0;
• (sliding) u x (t, i) = u xxx (t, i) = 0; at both ends i ∈ {0, 1}. Their physical meaning is described in detail, e.g., in the survey [HBW99, § 2].
In the Hilbert space setting, bi-Laplacians with hinged and sliding conditions, in particular, are the square of the common Laplacians ∆ D , ∆ N with Dirichlet or Neumann boundary conditions, respectively, and therefore both their spectrum and their parabolic properties are easily studied: indeed, both i∆ D , i∆ N are group generators by Stone's theorem, hence (minus) their squares −∆ cosine operator function generators -whether self-adjoint or not -enjoy good operator theoretic properties; in particular, they also generate analytic semigroups: this shows well-posedness of the parabolic equation (1.1) u t (t, x) = −∆ 2 u(t, x), t ≥ 0, x ∈ Ω .
Such fourth-order parabolic equations display remarkable features that have perhaps not yet received their fair share of attention in the evolution equation community: apart from arising as singular limits of telegraph equations as both the propagation speed and the damping go to ∞ (an observation that goes back to Hadamard, see [Eng92] for a comprehensive discussion), parabolic equations associated with lower order perturbations of fourth-order operators have been discussed in relation with linearizations of thin film, Cahn-Hilliard, and Kuramoto-Sivashinsky equations, e.g. in [LP00, KO02, GKO08] or in the recent monograph [GMP14] ; whereas models featuring fourth order noise terms appear in high energy physics [MSW05] . It is well known that the non-constant solutions of (1.1) cannot be positive on R + × Ω, hence in particular they cannot be interpreted as probability distributions; it is therefore all the more intriguing that several stochastic interpretations of (1.1) have been proposed so far: a connection with the expected value of the solution of the Schrödinger equation u t = i∆u has been suggested in [GH69] , whereas it has been argued in [Kry60, Hoc78, Fun79] that (1.1) can be understood in terms of pseudo-processes that generalize standard Brownian motions; a further stochastic interpretation that elucidates connections with random walks in the complex plane has been pointed out in [BM15] .
To the best of our knowledge, the semigroup generated by the bi-Laplacian has been first systematically studied by Davies, with a particular focus on the lower dimensional case in [Dav95b, § 6] and in [Dav95a] . Let us summarize his findings as follows. The on-diagonal heat kernel was studied already in [Hoc78, § 2], where it was observed that p(t, x) = p(1, t here k is a constant and the approximation holds up to lower order terms. This shows in particular an oscillatory character that prevents the integral kernel p from being positive; indeed, p changes sign infinitely often. (Further properties of the heat kernel have been obtained in [GG09] . ) Davies then went on extending the theory to fourth order differential operators in divergence form with nonconstant coefficients and proving that some of these properties hold also in higher dimensions, while some other fail. Our aim in this paper is to consider a different extension of the 1-dimensional theory: we will glue together finitely many intervals in a graph-like fashion to form objects usually called network or metric graph in the literature, from [Lum80, KS97] up to the recent compendia [BK13, Mug14] . In doing so, we lose the possibility of finding a semigroup of convolution operators and the heat kernel is no more explicitly known.
The properties of linear PDEs driven by the bi-Laplacian on networks of thin linear beams have been studied often in the literature, with a special focus on controllability and stabilization issues, see e.g. [LLS94, DN99] .
Let us also mention that a theory of elasticity on discrete structures that can be described as graphs G is well established and based on the linear dynamical system
where L is the discrete Laplacian on a graph G with vertex set V. It is then natural to consider its square: indeed, the discrete bi-Laplacian L 2 was discussed already in [CFL28, § I.5]. Unlike L, however, its properties have not been intensively studied afterwards: we will discuss them along with (differential) bi-Laplacians on networks. In the case of second-order parabolic equations, heat semigroups on both graphs and networks are known to be associated with Dirichlet forms; likewise, we are going to show that also semigroups generated by bi-Laplacians on graphs and networks share many relevant features.
As already mentioned, there is no canonical choice of boundary conditions for the bi-Laplacian on domains; the same can be said about transmission conditions on networks. An early physical derivation of different vertex conditions on serially connected beams -aka, of the beam equation on a single path graph underlying the given network G -has been obtained in [CDKP87] ; later studies on this subject include [DN99, DN00, KKU15] . In this paper we follow a somewhat reverse approach, studying infinitely many realizations of the differential operators, especially those that satisfy continuity in the vertices and hence, arguably, better mirror the connectivity of the graph; we then single out transmission conditions for the parabolic equation in dependence of qualitative properties of the parabolic equation: we will be particularly interested in those conditions that induce behaviors analogous to those in Theorem 1.1 and, more generally, those that resemble the case of usual (second-order) diffusion equation.
What qualitative properties are we interested in, since we wish to focus on parabolic equations? We have already mentioned that the integral kernel of the semigroup generated by the fourth derivative on R is known to be non-positive. More generally, parabolic maximum principles fail to hold for all diffusion-type problems associated with fourth-order differential equations, in sharp contrast to the second-order case. There follows the necessity to develop an alternative method -based on ultracontractive estimates and developed already in [Dav95b] -in order to establish an L p -theory. Lack of positivity also makes studying long-time behavior of solutions of (1.1) more complicated, since the the classical (infinite-dimensional) Perron-Frobenius theory is no more available. It turns out that an effective proxy for positivity is eventual positivity: may solutions to a Cauchy problem become positive for large enough time provided the initial condition is positive?
Relying on the explicit formula of the kernel, in [GG08] the authors proved that for continuous, compactly supported, positive initial data u 0 , the solution to to the Cauchy problem
satisfies the following: For any interval I ⊂ R there exists T I = T I (u 0 ) > 0 such that u(t, x) > 0 for all t ≥ T I and x ∈ I; and there exists τ = τ (u 0 ) > 0 such that for all t > τ there exists a x t ∈ R such that u(t, x t ) < 0. A generalization in [FGG08] covers the case of initial data u 0 that merely decay suitably fast as |x| → ∞. This implies local eventual positivity of solutions to (1.1); such behavior was commonly believed to be generally true but had not been rigorously observed until an abstract setting for studying eventual positivity of solutions to parabolic problems was recently proposed by Daners, Glück and Kennedy. We will borrow their theory presented in [DGK16b, DGK16a] and apply it to the setting of compact networks. Additionally, we also study the issue of whether a semigroup satisfies an eventual sub-Markovian property, i.e., eventual L ∞ -contractivity on the top of eventual positivity. This seems to be new in the literature and of independent interest; we stress that physical systems that become (sub-)Markovian after a transient have often been observed, see e.g. [SSO92, GH96, HLG18] and references therein.
We single out two instances that seem to have been overlooked in previous investigations on the biLaplacian, corresponding to the Friedrichs and Krein-von Neumann realizations of classical extension theory: they will be shown to have particularly good and particularly bad parabolic properties, respectively. Between this two extreme cases, we study Markovian properties of the semigroup generated by different realizations of the bi-Laplacian, in dependence of the transmission conditions and/or the network topology.
The paper is structured as follows. Section 2 provides a short overview of the properties of the bi-Laplacian operator on discrete graphs: by elementary analytic and combinatorial methods we deduce several results that will serve as helpful analogies whenever turning to differential operators; in particular, a characterization of positivity of the semigroup (e
−tL
2 ) t≥0 in dependence of the structure of the graph is given (this is in sharp contrast with positivity of discrete heat semigroup (e −tL ) t≥0 , which has been observed already in [Kat54, BD59] to hold for all finite graphs). In Section 3 we introduce the network setting and in Section 4 we fully characterize the self-adjoint realizations of the fourth derivative and obtain generation results in L 2 (G): several realizations that have appeared in the literature are shown to be special cases of our general theory. In Section 5 we focus on contractivity properties of the semigroup generated by −
this is mostly based on ideas borrowed from [Dav95b] in the case of fourth-order parabolic equations on R. In Section 6 we develop a fourth-order counterpart of classical theory of qualitative properties of heat semigroups associated with Dirichlet forms; we focus on the notion of eventually positive/sub-Markovian semigroups, which seems the most appropriate one in this context, for several self-adjoint realizations and especially for the Friedrichs and Krein-von Neumann realization. An auxiliary lemma on eventual Markovian property of a semigroup might be of independent interest: it is presented in the Appendix, Section 7, together with the basic definitions and some criteria for eventual positivity of semigroups.
The bi-Laplacian on discrete graphs
As a warm-up, let us first focus on the properties of the discrete bi-Laplacian. To this aim, consider a finite connected graph G with vertex set V and edge set E, with V vertices and E edges (i.e., V = |V| and E = |E|). We will assume G to have neither loops nor multiple edges. We arbitrarily fix an orientation of G and introduce the V × E incidence matrix I defined by
otherwise.
One can then consider the quadratic form h defined by
where ℓ 2 (V) is simply the vector space R V with respect to the Euclidean norm: the associated operator L is the so-called discrete Laplacian of the graph G: we refer to [Mug14, Chapt. 2] and references therein for basic properties of L. Of course, L and its square L 2 are nothing but matrices: let us, however, formulate the following result in the language of operator theory.
Proposition 2.1. The bounded operator L 2 is self-adjoint and positive semidefinite on ℓ 2 (V). Accordingly, −L 2 generates a cosine operator function (C(t, −L 2 )) t∈R and an analytic, contractive semigroup (e
−tL
2 ) t≥0 of angle
Because L 2 has real entries, both (C(t, −L 2 )) t∈R and (e
2 ) t≥0 obviously map real-valued functions to real-valued functions: for any v, w, z ∈ V a tedious but straightforward computation yields
where we write v ∼ w if v, w are adjacent, i.e., if there exists e ∈ E such that |ι ve | = |ι we | = 1. Hence, a simple computation shows that the vw-entry of
where we denote by deg(v) := e∈E |ι ve | the degree of a vertex v and by N v the neighborhood of v, i.e., the set of all edges incident in v; clearly,
Remark 2.2. 1) The complete graph on V vertices, whose bi-Laplacian is by (2.2) given by
generates a Markovian semigroup: indeed, this formula shows that L 2 = V L, hence e −zL 2 = e −V zL for all z ∈ C.
2) Interpreting the parabolic equation associated with the discrete bi-Laplacian as a diffusion equation with higher diffusive coefficient is generically not true, though, as the following example shows: the path graph on 3 vertices, whose bi-Laplacian is
2 ) t≥0 needs not be either positive or ℓ ∞ -contractive, and in particular it is generally not sub-Markovian.
It turns out that complete graphs are actually the only ones on which −L 2 generates a Markovian semigroup. More precisely, the following holds.
Proposition 2.3. The following assertions are equivalent:
2 ) t≥0 is positive;
Observe that if G is complete (and hence connected), then (e
2 ) t≥0 = (e −V tL ) t≥0 is also irreducible, since so is (e −tL ) t≥0 on any connected graph.
Proof. We have just seen in Remark 2.2 that (e
2 ) t≥0 is Markovian if G is complete. Conversely, let G be non-complete, and in particular assume G to have at least 3 vertices: we are going to show that the semigroup is neither positive nor ℓ ∞ -contractive. Take two vertices v, w ∈ V chosen in such a way that v has maximal degree (necessarily 2 ≤ deg(v) ≤ V − 2), that w is not adjacent to v, and that v, w have (at least) one common neighbor.
Then, we first observe that the off-diagonal entry L 
where the last inequality holds because v ∈ N z \ N v for all z adjacent to v. (We recall that Nṽ denotes the neighborhood of a vertexṽ.)
However, weaker contractivity properties do hold for all graphs.
Proposition 2.4. The semigroup (e
2 ) t≥0 is ℓ p -contractive for some p ∈ (2, ∞).
The following smart proof has been suggested to us in [fh] .
Proof. By Lumer-Phillips' Theorem, all we have to show is that −L 2 is dissipative whenever regarded as an operator on ℓ p (V): because the duality mapping between ℓ p and its dual space ℓ p ′ is f → |f | p−2 f , this amounts to saying that for some α > 0
where we have set α := p − 2. We are going to show that this holds for α > 0 small enough. To this aim, we are going to show that 1) Lf 2 ℓ 2 (V) is bounded from below away from 0 and 2) (Lf,
. 1) Assume without loss of generality that I T f 2 ℓ 2 (E) = 1. Because the incidence matrix satisfies I T F = 0 for all constant functions F ∈ R V , we deduce that
and by Cauchy-Schwarz Lf
Furthermore, again because I T f 2 ℓ 2 (E) = 1 the oscillation of f is bounded by some C > 0, say
where F is the mean value of f , hence Lf In the latter case, writing f := F + g for |g| ≤ C ≪ F (assuming that F ≫ 0; the case of F ≪ 0 can be treated likewise) we obtain
This means that for any α ∈ (0, 1) the term
for large F.
Thus there exists A such that for all |F | > A (2.3) holds.
Remark 2.5. It follows from the Riesz-Thorin Theorem that if G is not complete, then those p such that (e
2 ) t≥0 is ℓ p -contractive form a connected subset of (1, ∞). Let us observe that for the star graph on two edges (i.e., for the path graph on 3 vertices, cf. Remark 2.2.2), the transition takes place at some p 0 ≤ 6: indeed, for
the approximative values κ(2) = 49 8 , κ(5) ≈ 2.31, κ(5.71) ≈ 0.02, κ(5.72) ≈ −0.02. More generally, it can be seen that for stars on E edges the lowest p 0 for which κ(p 0 ) < 0 for some f satisfies p 0 → 2 as E → ∞. We expect the internal structure of the graph to decisively determine such a p 0 .
Since the constant function 1 lies in the null space of L, the lowest eigenvalue of the discrete bi-Laplacian is always 0 -its multiplicity being the number of connected components of G, i.e., 1 under our standing assumptions. We can refine this observation by recalling that by the Spectral Mapping Theorem the eigenvalues of the square A 2 of a symmetric matrix A are precisely the square of the eigenvalues of A. We can thus deduce the following refinement from the well-known results in [Fie73] .
Proposition 2.6. The second lowest eigenvalue λ 2 of the L 2 on G cannot be smaller than the second lowest eigenvalue 4 1 − cos π V 2 of L 2 on a path graph on V vertices; and it cannot be larger than the second lowest eigenvalue V 2 of L 2 on the complete graph on V vertices. Accordingly, (e
2 ) t≥0 converges uniformly to the orthogonal projector onto the space spanned by 1: the rate of convergence is e −λ2t , hence it is fastest for the complete graph on V vertices and slowest for the path graph on V vertices.
Remark 2.7. Let G be an infinite graph: if deg ∈ ℓ ∞ (V), then G is said to be uniformly locally finite. One can then consider the quadratic form h defined as in (2.1), this time with maximal domain. If G is uniformly locally finite, then by [Moh82, Thm. 3.2] the operator L associated with h is bounded, positive semidefinite self-adjoint on the Hilbert space ℓ
Observe that the cosine operator function can be expressed as
which in turn yields quite explicit analytic expressions in those cases for which L is known explicitly. In view of (2.4), by [Dav07, Exa. 12.3.3] we obtain for instance for f ∈ ℓ 2 (V) the expression
for the unitary group generated by the discrete Laplacian on the graph (identified with) Z, hence
where J k denotes the Bessel function of the first kind.
Bi-Laplacians on networks: General setting
In the remainder of this paper we will mainly focus on bi-Laplacians on networks/quantum graphs: We consider a finite connected graph G = (V, E) with V vertices and E edges (i.e., V = |V| and E = |E|) and such that all vertices have positive finite degree deg(v). We also denote by E v the set of all edges incident in the vertex v. Clearly |E v | = deg(v) for all v ∈ V. We fix an arbitrary orientation of G, so that each edge e ≡ (v, w) can be identified with an interval [0, ℓ e ] and its endpoints v, w with 0 and ℓ e , respectively. In such a way one naturally turns the G into a metric measure space G: a quantum graph whose underlying discrete graph is precisely G.
We regard functions on G as vectors (u e ) e∈E , where each u e is defined on the edge e ≃ (0, ℓ e ). We naturally introduce the Hilbert space of measurable, square integrable functions on G
and we will denote for every k ∈ N by
the Sobolev space of functions on the edges whose first k-th weak derivatives are square integrable; the vertex conditions they satisfy in the vertices will be specified later.
We are going to study the bi-Laplacian operator
on G. In order to completely define A on G one has to describe its domain -necessarily a subspace of H 4 (G) -by prescribing additional transmission conditions in the vertices of the function and its derivatives of order 1, 2, 3.
Since the restriction of A to e∈E C ∞ c (0, ℓ e ) is a symmetric, positive semi-definite operator on L 2 (G), it has self-adjoint realizations that can be described by means of Friedrichs' theory. If however we insist that the realizations describe the connectivity of the graph, it seems natural to restrict A to the larger space
where C(G) denotes, of course, the space of scalar-valued functions defined on G that are continuous on each edge and also in the vertices. One immediately sees that also A |Dcont(A) is densely defined, symmetric, and positive semidefinite. Closing up the associated quadratic form
one finds the quadratic form (a, D F (a)): it is the form associated with the maximal extension of (A,
• that are continuous in the vertices;
• whose derivatives vanish in the vertices;
self-adjointness of A F then uniquely determine the remaining transmission conditions in the vertices, which amount to further restricting to functions
• whose third normal derivatives satisfy a Kirchhoff condition.
If E = 1, i.e., the network consists of just one interval, then the above Friedrichs extension is the the biLaplacian with sliding boundary conditions. We emphasize that this construction strongly depends from our choice of A |Dcont(A) as a reference operator; had we chosen A |C ∞ c (0,ℓe) , then we would have found clamped conditions instead.
Self-adjoint extensions and generation results in L 2
Our aim is to address this issue more systematically, i.e., to classify all further conditions that make realizations of A = 
Adopting the notations u(0) := (u e (0)) e∈E and u(ℓ) :
If Y is a subspace of C 4E , then a sufficient condition for (4.1) to hold is that 
This boundary condition can be further generalized considering R ∈ L(Y ) and imposing 
This kind of condition is not completely new in literature: in the case of Laplacians on networks, comparable conditions are discussed for example in [Kuc04] , but they go back at least to [Höl39] in the context of SturmLiouville problems. In particular, in [Kuc04] a characterization of the conditions which make the Laplacian self-adjoint is provided. Following the same strategy we generalize the conditions for the bi-Laplacian operator and obtain the following. 
(ii) the vertex conditions can be written as
where Y is a subspace of C 4E and R ∈ L(Y ) is self-adjoint; (iii) the vertex conditions can be written as
for suitable matrices C, B on C of order 4E, such that the matrix (CB) has maximal rank and CB * is Hermitian.
Proof. (i)⇒(ii) As observed before, self-adjointness of A implies (4.1). Let u ∈ H 4 (G) satisfying (4.2) and v ∈ e∈E C ∞ (0, ℓ e ). Then, v satisfies (4.2), too. Indeed, condition (4.2) says that the vectors
orthogonal, too. In particular, one has
Moreover, (4.1) holds on both Y ⊥ and Y . Then, for the first one, one has
Now, since u and v satisfy (4.2) and (4.1) holds, one has 
Thus, R is self-adjoint.
(ii)⇒(iii) Choose C and B such that Y = Rg B * , Y ⊥ = ker B and R = (Q 1 BQ) −1 C where Q and Q 1 are the orthogonal projections onto Rg B * and Rg B respectively. Here Rg denotes the range of a matrix. Observe that the mapping Q 1 BQ : Rg B * → Rg B is invertible follows from the decomposition C 4E = ker B⊕ Rg B * . Indeed, (Q 1 BQ)h = 0 for some h ∈ Rg B * implies Bh = 0 and then h ∈ ker B. Hence, the only possibility is h = 0. Furthermore, since R is self-adjoint (Q 1 BQ) −1 C is self-adjoint, which implies B −1 C is self-adjoint, too, i.e., B −1 C = C * (B * ) −1 . Multiplying by appropriate inverse matrices from both sides we get CB * is self-adjoint. Then, since A acts as the fourth derivative on each edge, one needs to establish four boundary conditions per edge. Therefore for a function in D(A) we need exactly 4E conditions. This is assured with (4.2) because Y is a subspace of C 4E . Thus, in order to impose the right number of conditions with (4.3), the rank of the matrix (CB) should be maximal. Finally, condition (4.2) says in particular that 
which is, denoting as P the orthogonal projection onto ker B,
By [Kuc04, Corollary 5], this is equivalent to
which is (4.3). 
which yields (4.1). For the second assertion, since u satisfies (4.3) and CB * is self-adjoint, then for any h ∈ C 4E one can write 
Substituting in (4.1) one obtains
Since h is arbitrary, it follows
and then v satisfies (4.3).
Example 4.2. Let us describe a few instances of the vertex conditions described in Theorem 4.1. If local models are considered, it is reasonable to endow operators with vertex interactions that mirror the graph's connectivity by only involving boundary values on adjacent edges. Here and in the following we denote by c V the vector in C 2E that consists of vertex-wise constants, i.e., all entries of c V that correspond to endpoints of edges that are incident in the same vertex agree (in the case of a star consisting of k semi-infinite intervals, say, c V would e.g. have to lie in the space spanned by 1 R k = (1, . . . , 1) ).
In practice, literature on bi-Laplacians on graphs has always focused on models where functions are continuous in the vertices, as our overview will substantiate. In other words, with our notation Y is always of the form
for some subspace Y 2 of C 2E . 1) Dekoninck and Nicaise in [DN99] study the exact controllability problem of networks of beams
under vertex conditions
that is, they require continuity of the function and of the second derivatives at each vertex of G, and so-called Kirchhoff condition for the normal derivatives and third normal derivatives. Condition (4.5) is equivalent to (4.2) with R = 0 and Y = Y 1 × Y 2 , where
Indeed, one obtains
which yield continuity of the function at the vertices and the Kirchhoff condition on the normal derivatives, respectively. Consequently, the additional conditions
hold, meaning continuity and Kirchhoff conditions on the second derivatives and third normal derivatives, respectively.
Observe that the bi-Laplacian whose domain consist of H 4 (G)-functions satisfying (4.5) is the square of the Laplacian ∆ CK with continuity and Kirchhoff conditions. Such ∆ CK is a favorite object in the theory of operator on networks since [Rot83, Bel85, Nic86] and is often regarded as the natural counterpart of the Neumann Laplacian on domains. Accordingly, conditions (4.5) are the network analogue of sliding boundary conditions for bi-Laplacians on domains. 2) The same authors study in [DN00] the characteristic equation for the spectrum of the operator acting on functions that satisfy vertex conditions either (4.6)
whereas condition (4.7) corresponds to Y = Y 1 × Y 2 and R = 0, where
3) Kiik, Kurasov and Usman discuss in [KKU15] vertex conditions which take into consideration the geometry of the underlying graph and depend on the angles α (resp., β, γ) between the edges e 2 , e 3 (resp., between e 1 , e 3 and e 1 , e 2 ). In the rather special setting of a star consisting of three semi-infinite edges they derive from physical-geometrical considerations the vertex conditions (4.8)
∂x 2 (t, 0),
∂x 3 (t, 0)(t, 0) + 
4) As seen in Section 3, the Friedrichs extension A F of (A, D cont (A)) is the bi-Laplacian with transmission conditions 
5) To conclude this overview, let us discuss the minimal positive semi-definite extension of (A, D cont (A)) -the Krein-von Neumann extension A K . In order to determine it, let us adapt the computations in [Mug15,
§ 4] and look at self-adjoint extensions that satisfy additional boundary conditions 
where Λ is a self-adjoint operator acting on C 4E . The associated quadratic forms are then given by
This form is clearly accretive if Λ is negative semidefinite; our goal is to find the largest Λ for which the estimate (4.10)
is still satisfied. By Hölder's inequality
and this estimate is optimal: the right-hand side in (4.10) is made as small as possible by enforcing 
This forces Λ to have a block structure
. . , ℓ eE , ℓ e1 , . . . , ℓ eE ) and the symmetric matrix J is defined by
Indeed, for this choice of
where we have denoted by e + (resp. e − ) the terminal (resp., initial) endpoint of e. Summing up, we have found that the Krein-von Neumann extension of (A, D cont (A)) is determined by the non-local transmission conditions
The Krein-von Neumann extension corresponds to R = Λ and Y = Y 1 × Y 2 where
Let us now turn to the issue of well-posedness of the parabolic equation associated with different realizations of the bi-Laplacian on L 2 (G); more precisely, we will deal with the operator
Here and in the remainder of this article, we always assume that (4.12) Y is a subspace of C 4E and R is a (bounded) linear operator on Y.
Theorem 4.3. The quadratic form associated with A is given by
We first need to derive some trace estimates.
for any positive q, r ≤ min e∈E ℓ e .
Proof.
Using the fundamental theorem of calculus it is easy to see that
for any q ∈ (0, 1]; the other inequalities can be checked likewise.
Proof of Theorem 4.3. The first step is to prove that a is closed. Thanks to estimates in Lemma 4.4 and the fact that R is bounded it is possible to find a positive constant C such that u a ≤ C u H 2 (G) for any u ∈ D(a). For the same reasons one can estimate as follows
for suitable positive constants such that c 2 > R L(Y ) 2r + 4 r for 0 < r ≤ min e∈E ℓ e and for any u ∈ e∈E C ∞ c (0, ℓ e ). By density, we can thus find two constants c, C ≥ 0 such that
i.e., the norm associated with a and the norm of the space H 2 (G) are equivalent, so that (D(a), · a ) is complete. Thus, it is associated with a closed operator S in L 2 (G) defined by
We want to show that S coincides with A. So, according to the above definition, for any
for any h ∈ D(a). Let h ∈ D(a) be any smooth function on the edges which vanishes in a neighborhood of each vertex together with its first derivative. Then, plugging such h into (4.14) and integrating by parts, one obtains that
is satisfied. We have to show the remaining condition in (4.2). Then, choosing now as h a non-zero function in a neighborhood of the vertices and integrating by parts in (4.14), leads to
Since h is an arbitrary vector satisfying 
the above equality forces u to satisfy 
Then, u ∈ D(S). This shows that the operators A and S coincide.
Proposition 4.5. Let Y be a subspace of C 4E and R ∈ L(Y ). Then the form a is densely defined, continuous, and L 2 (G)-elliptic. Furthermore, a is of Lions type, i.e., there exists M > 0 such that
Thus, the associated operator −A generates a cosine operator function with phase space
. Moreover, the semigroup is self-adjoint if and only if R is self-adjoint; it is real (i.e., it maps real-valued functions to real-valued functions) if and only if both the matrices P Y and R are real; it is contractive if R is dissipative. Finally, e −tA is of trace class (and in particular compact) for all t > 0.
Here and in the following we denote by P Y the orthogonal projector of C 4E onto Y . We emphasize that dissipativity of R is not necessary for contractivity of (e −tA ) t≥0 , the Krein-von Neumann realization of the bi-Laplacian being a counterexample.
We have already observed that a is closed and (4.13) holds, then a is L 2 (G)-elliptic. As a consequence of Cauchy-Schwarz inequality, boundedness of R and Lemma 4.4, a is also bounded. Moreover, a is of Lions type: indeed, a can be written as a(u) = a 1 (u) + a 2 (u) with
Now, a 1 is symmetric and hence of Lions type, and a 2 is bounded by 
By Proposition 4.5, (4.15) admits for all f ∈ L 2 (G) a unique solution in L 2 (G) given by the semigroup (e −tA ) t≥0 . A similar assertion holds for the corresponding second order problem with initial conditions
for all f ∈ D(a) and all g ∈ L 2 (G).
Contractivity issues
In the remainder of this paper, we are going to study further properties of semigroups governing on fourthorder parabolic equations, focusing on similarities with, and differences from, well-known features of heat semigroups generated by usual Laplacians.
Ultracontractivity. Because e
−tA is for all t > 0 a trace class operator and therefore a Hilbert-Schmidt operator, it has an integral kernel of class L 2 (G ×G), i.e., there exists a family (p(t, ·, ·)) t>0 of L 2 (G ×G)-kernels such that the semigroup operators e −tA satisfy e −tA f (x) = G p(t, x, y)f (y) dy for all t > 0 and f ∈ L 2 (G) and a.e. x ∈ G.
Indeed, more is true: By the Kantorovitch-Vulikh Theorem the space of bounded linear operators from L 1 (X) to L ∞ (X) is isometrically isomorphic to the space of L ∞ (X × X)-kernels whenever X is a σ-finite measure space (see [MN11] for several generalizations). Our analytic semigroup (e −tA ) t≥0 boundedly maps
we deduce by duality that for all t > 0 the semigroup maps
It is thus natural to wonder whether T (t) 1→∞ (or equivalently p(t, ·, ·) ∞ ) can be nicely estimated.
Given a metric measure space X, a semigroup (T (t)) t≥0 on L 2 (X) is called ultracontractive if there exist q ∈ (2, ∞], β > 0, and c > 0 such that
We emphasize that ultracontractivity of semigroups generated by second-order elliptic operators is usually showed taking advantage of their L ∞ -contractivity, which unfortunately fails in the fourth-order context. Indeed, it seems that ultracontractivity cannot be deduced from standard Sobolev embeddings [Ouh05, Thm. 6.4], since if u ∈ D(a) then (1 ∧ |u|) sign u / ∈ H 2 (G), as its derivative is not even a continuous function; accordingly, Ouhabaz' criterion [Ouh05, Theorem 2.13] is not satisfied -regardless of the choice of Y and R -hence (e −tA ) t≥0 is never contractive with respect to the ∞-norm. It is known that under the additional assumption that sup t∈(0,1] T (t) 1 < ∞ and sup t∈(0,1] T (t) ∞ < ∞, ultracontractivity implies the existence of M > 0 and ω ∈ R such that
Of course, this semigroup is not strongly continuous in L ∞ (G) and hence it needs not be exponentially bounded. Failing L ∞ -contractivity of (e −tA ) t≥0 it is, therefore, a priori not clear whether ultracontractivity would imply the estimate (5.1). However, the following holds.
Proposition 5.1. Under our standing assumption (4.12), the semigroup (e −tA ) t≥0 has an integral kernel of class L ∞ (G × G). If we additionally assume R to be dissipative, then there exist ε, M > 0 such that
holds. In particular, (e −tA ) t≥0 is ultracontractive.
Proof. Let us first recall that R dissipative implies (e −tA ) t≥0 contractive in L 2 (G). Consider u ∈ H 2 (G): by an application of the Gagliardo-Nirenberg inequality one obtains
Let f t = e −tA f : by (5.2), contractivity and analyticity on L 2 and Cauchy-Schwarz inequality it follows that for all t > 0
Therefore, (e −tA ) t≥0 is ultracontractive. Now, apply (5.3) to the semigroup generated by A * . By duality this yields the bound (5.3) to hold for the L 1 − L 2 norm as well; and then
holds for all t > 0 with M, ε positive constants.
Let us remark that even if it is not L ∞ -contractive, the semigroup does nevertheless extrapolate to further
Proof. We first observe that since L ∞ (G) ⊂ L 1 (G) and (5.1) holds, there exists two positive constants such that for every t > 0
By interpolating with the L 2 -contractivity and duality we find the claimed L p − L p bound.
5.2. L p -contractivity of the semigroup generated by the bi-Laplacian on an interval. Let us now focus on contractivity issues for the semigroup (e −tA ) t≥0 . We already know that it is contractive with respect to the norm of L 2 (G) when R is dissipative, which is the case for the realizations of A considered in the following. We are going to prove that contractivity extends to the extrapolated semigroups on L p (G) for an open interval around 2. (Observe that, by Riesz-Thorin, the set of those p for which (e −tA ) t≥0 is L pcontractive has to be connected. On the other hand, we do already know that the semigroup is certainly not L ∞ -contractive.) To this purpose we make use of a characterization of L p -contractivity of semigroups associated with a form a due to Nittka [Nit12, Thm. 4.1]: It states that a given semigroup on a L 2 -space is L p -contractive if and only if the conditions
are satisfied, where P B p denotes the projection of L 2 onto the unit ball of L p . The most interesting feature of this characterization is that P B p cannot be written down explicitly, still an implicit description is useful enough, in most applications: if u ∈ L 2 and f = P B p u, then
It seems that Nittka's elegant characterization has not found many applications so far. As a warm-up, let us consider a simple case which seems to be of independent interest. Let us consider the bi-Laplacian acting on functions in L p (0, 1) under rather general boundary conditions: we are actually only going to impose Neumann boundary conditions and do not specify further conditions. Lemma 5.3. The semigroup associated with the quadratic form
We remark that in the language of networks, both choices of Y 1 correspond to Friedrichs realization of the bi-Laplacian: either on a graph consisting of a single edge or on a loop, respectively.
Proof. It will suffice to prove the assertion for p = 3, since the case p = 3/2 follows by duality and all remaining cases by interpolation. Furthermore, we can assume without loss of generality that our ambient spaces L 2 (0, 1), L p (0, 1) are real: indeed, it follows from the results in [GM94] (see also [HK05] ) that the norm of e −tA as an operator from L 2 (0, 1; R) to L p (0, 1; R) coincides with the norm of e −tA as an operator from L 2 (0, 1; C) to L p (0, 1; C). To begin with, let us check condition (5.4), i.e., let us prove that the projection onto B p of a function u ∈ H 2 (0, 1) is still twice weakly differentiable with P B p u, P B p u ′ , P B p u ′′ ∈ L 2 (0, 1); and that the boundary conditions are still satisfied. Let u ∈ H 2 (0, 1) \ B p and denote by f = P B p u its projection which satisfies f p = 1 and f + t|f | p−2 f = u with t : 1) . In order to obtain f ∈ H 2 (0, 1) we observe that
which belongs to L 2 (0, 1) since one can write (ϕ
Taking into account (5.6), if u satisfies u(0) u(1) ∈ Y 1 , for some Y 1 as in the statement, and
Taking p = 3 and the boundary conditions into account one has
as we wanted to show.
It is easy to see that the above proof also carries over verbatim to different boundary conditions on the trace of u, especially Y 1 = C 2 (no condition) and Y 1 = (1, −1) (anti-periodic boundary conditions).
5.3. L p -contractivity of the semigroup generated by the bi-Laplacian on a network. Let us extend Lemma 5.3 to the case of a general network; this shows that a counterpart of Proposition 2.4 holds in the continuous case, too. Proof. We are going again to check Nittka's conditions for p = 3.
To begin with, we observe that P B p e∈E H 2 (0, ℓ e ) ⊂ e∈E H 2 (0, ℓ e ) can be proved precisely as in Lemma 5.3. It remains to check that P B p respects the boundary condition, or more generally that 
and it is well-known that P c V leaves B p invariant (e.g., as a consequence of the Markovian property of the semigroup generated by the Laplacian with continuity and Kirchhoff vertex conditions on G; or else, more directly, because P c V is easily seen to leave invariant both B 2 and B ∞ ). This takes care of (5.4). Let us now turn to (5.5): we reason as above and compute
For p = 3 and owing to the Neumann boundary conditions satisfied by the functions in the domain of the Friedrichs realization we find
which is clearly non-negative.
We already know that these semigroups are never L ∞ -contractive (in the continuous case), resp. if and only if G is complete (in the discrete case). We leave it as an open problem to find the precise p 0 at which transition from L p -contractivity to L p -non-contractivity occurs.
Markovian issues
This section is devoted to the investigation of whether the non-positive semigroup generated by biLaplacians on graphs and networks can actually become positive for large time, a phenomenon known as eventual positivity. We refer the reader to Section 7 for a reminder of this theory, including basic definitions and the main results we are going to exploit in the following. 6.1. Eventual positivity. Recall that by Proposition 2.3 the semigroup generated by the discrete bi-Laplacian is not positive unless the graph is complete. In the non-complete case, this information can be complemented as follows.
Proposition 6.1. Let G be a finite, connected graph. The semigroup (e
−tL
2 ) t≥0 is eventually irreducible.
Proof. Apply Corollary 7.4.(2).
Remark 6.2. 1) The spectral theorem suggests that the smallest transition time t max from positivity to nonpositivity is related to the lowest non-zero eigenvalue. Numerical simulations support the conjecture that such t max is attained when applying the semigroup to characteristic functions of the vertices of minimal degree. In the case of the path graph on 3 vertices, taking (1, 0, 0) as initial condition leads to the solution 2) It can be shown by a Galerkin scheme similar to that in [Mug13] that the solution of the parabolic equation associated with −L 2 on an infinite graph G can be approximated by solving the analogous parabolic equation on a sequence (G n ) n∈N of graphs exhausting G: while each semigroup on G n is eventually irreducible, the transition time may blow up as n → ∞; we leave this as an open problem.
As already mentioned in the Introduction, the parabolic problem associated with the (differential) biLaplacian is not governed by a positive semigroup. Indeed, the following holds.
Lemma 6.3. Let L be a self-adjoint, uniformly elliptic operator of order 2m on L 2 (Ω) with Ω ⊂ R. Then a necessary condition for the semigroup (e −tL ) t≥0 generated by −L to be positive is that m = 1.
Proof. Let a be the quadratic form associated with L. Because L is self-adjoint, it satisfies the square root property and hence the form domain is the Sobolev space H m (Ω). Now, by the Beurling-Deny criteria a necessary condition for (e −tL ) t≥0 to be positive is that u + ∈ H m (Ω) whenever u ∈ H m (Ω). This is the case if and only if m = 1. Indeed, by [Ouh05, Proposition 4.4] if u ∈ H 1 (Ω) then u + ∈ H 1 (Ω). On the other hand, it suffices to consider a linear function which changes sign in Ω to see that it belongs to H k (Ω) for every k ∈ N, but u + / ∈ H 2 (Ω) and then in any H k (Ω) for k ≥ 2. • eventually irreducible provided hinged, clamped, or sliding conditions are imposed;
• not even individually asymptotically positive provided free boundary conditions are imposed.
In the case of general networks we are going to apply Corollary 7.4.(2) in order to inquire eventual irreducibility of the semigroup generated by the bi-Laplacian operator. To begin with, we observe that every realization of the bi-Laplacian A on a network of finite total length has compact resolvent (in fact, even trace-class resolvent by Proposition 4.5), hence it has purely point spectrum. If A is self-adjoint and hence its vertex conditions can be written as in (4.2), then the spectrum of A is, of course, real; it is also nonnegativesay, 0 ≤ λ 1 ≤ λ 2 ≤ . . . -if additionally R is dissipative or R = Λ (as in the Krein-von Neumann extension). The constant function 1 is contained in ker A provided (4.4) holds; the associated eigenprojector is, of course, positive. Whether the null space has multiplicity > 1 influences the behavior of the semigroup generated by the bi-Laplacian in several ways beyond the mere structure of stationary solutions of (4.15). In order to establish results on the eventual irreducibility of the semigroup generated by different realizations of the bi-Laplacian we have then to study the multiplicity of the eigenvalue 0 in dependence on the transmission conditions in the vertices. In most situations, this can be done by a straightforward computation. Observe that when the realization of the bi-Laplacian can be espressed with vertex conditions of type (4.2) but with R = 0 each element of ker A is an edgewise affine function, i.e., u e (x) = a e x + b e for every e ∈ E.
In the following we assume as usual G to be a finite, connected network on V vertices and E edges.
Remark 6.5. As already mentioned, the bi-Laplacian with vertex conditions (4.5) is (minus) the square of the Laplacian ∆ CK with continuity and Kirchhoff vertex conditions; accordingly, it has pure point spectrum given by µ 2 : µ ∈ σ(∆ CK ) and all spectral information available for ∆ CK (see e.g. [Bel85, KKMM16])
can be readily extended to (∆ CK ) 2 , i.e., to the bi-Laplacian with vertex conditions (4.5). In particular, 0 is a simple eigenvalue and the associated eigenspace is spanned by the constant function 1, i.e., it is the space of all constant functions on G. In view of the spectral theorem, estimates on eigenvalues of ∆ CK also influence the long-time behavior of the semigroup generated by −(∆ CK ) 2 , since the orthogonal projector onto the eigenspace 1 is the uniform limit of (e −t(∆ CK )
2 ) t≥0 as t → ∞, with convergence rate e −µ 2 2 t , where µ 2 is the second lowest eigenvalue of ∆ CK .
We are finally able to obtain the following results on eventual positivity depending on the the transmission conditions and/or the network topology.
Proposition 6.6. The semigroup generated by minus the Friedrichs extension A F of the bi-Laplacian (A, D cont (A)) is eventually irreducible, and so is the semigroup generated by −A with conditions (4.5). The semigroup generated by minus the Krein-von Neumann extension A K of the bi-Laplacian (A, D cont (A)) is not even individually asymptotically positive, nor is the semigroup generated by −A with conditions (4.7).
Proof. We are going to deduce these assertions from Corollary 7.4. The first assertion follows by observing that the null space only contains functions that are constant over the whole network.
On the other hand, the null space of the Krein extension consists of functions that are continuous in the vertices, edgewise polynomials of degree at most 3, and in fact of degree at most 2 in view of the non-local boundary condition in (4.11): this yields v∈V (deg(v) − 1) = 2E − V and E constraints, respectively. Hence, the space of bi-harmonic functions satisfying conditions (4.11) is a space of dimension 4E − (2E − V ) − E. Hence the spectral bound 0 is an eigenvalue of multiplicity E + V of the Krein-von Neumann extension.
In the case of conditions (4.7), only continuity on the trace but no conditions on the first derivative are imposed in the vertices, hence all polynomials of degree ≤ 1 whose coefficients realize the continuity condition lie in the null space. (We could also invoke [DN00, Theorem 3.2] for this remark, since it is proved that in this case dim ker A = V .)
If the "natural" conditions (4.5) or (4.6) are imposed at first only in the transmission vertices (i.e., on all vertices of degree ≥ 2), then eventual irreducibility turns out to depend on the conditions imposed in the boundary vertices. In the case of trees or networks containing odd cycles we can obtain the following.
Proposition 6.7. Let G be a tree. Then the following assertions are equivalent:
(i) the semigroup generated by −A with conditions (4.5) in all transmission vertices is eventually irreducible; (ii) the semigroup generated by −A with conditions (4.5) in all transmission vertices is individually asymptotically positive; (iii) Neumann boundary conditions are imposed on all leaves (i.e., on all vertices of degree 1), up to at most one exception.
Proof. Let v be a vertex of degree γ ≥ 2. We look for elements of the null space of A: as soon as we impose Kirchhoff condition in v we find functions defined by
on each edge incident in v; they can be extended to the rest of G imposing continuity on each vertex (this determines the coefficients b j uniquely) but there are still infinitely many vectors of coefficients a j that permit to satisfy Kirchhoff-type conditions. Whether a j is forced to vanish (and hence the eigenspace associated with 0 to have dimension 1) depends on the conditions imposed on the leaves.
(ii)⇒(iii) Neumann boundary conditions at the endpoint of the leaves e j1 , . . . , e j k clearly force the corresponding a j to vanish. The coefficient a j will also vanish on the unique internal edge incident to e j1 and, likewise, on all internal edges at distance 1 from any leaf. Repeating this argument recursively yields that a j = 0 over the whole graph, i.e., the only admissible u's are constant.
(iii)⇒(i) If conversely Neumann conditions are not imposed everywhere, then there exists at least one leaf on which a j = 0. Propagating this coefficient up to another vertex with no Neumann conditions yields a non-constant function in the null space of A, i.e., the null space has dimension higher than one. Then, the assertion follows from Corollary 7.4.
The proof is now complete, as (i)⇒(ii) holds by definition.
Proposition 6.8. Let G be a graph containing at least one cycle with an odd number of vertices. Then the semigroup generated by the operator −A with conditions (4.6) in all transmission vertices is eventually irreducible if Dirichlet boundary conditions are not imposed on any vertex of degree 1 (if such vertices exist).
Proof. Let v i be the vertices in the odd cycle of G of length k. Then, imposing continuity condition on the outer derivatives in v i , i = 1, · · · , k, implies that a function u ∈ ker(A) is edgewise constant along the cycle, and hence along the whole graph by continuity of the normal derivative at each vertex. Furthermore, the first transmission condition in (4.6) implies that the function u is constant on the whole graph. Then, the assertion follows from Corollary 7.4.
If the graph has degree-one vertices and Dirichlet conditions are imposed on them, then 0 would not be a eigenvalue anymore, therefore further properties of the spectrum of A should be studied in order to inquire eventual irreducibility.
6.2. Eventual L ∞ -contractivity. We already know that neither the semigroup generated by minus the discrete bi-Laplacian −L 2 nor by minus the fourth derivative on an interval (regardless of the boundary conditions) are L ∞ -contractive, i.e., they do not necessarily map initial data in B ∞ 1 (0) to solutions that lie in B ∞ 1 (0) for all t > 0. Let us consider discrete Laplacian L on a finite graph G: by Proposition 6.1 the semigroup (e
2 ) t≥0 is eventually irreducible. We already know that 1 spans the null space of L 2 and conclude the following.
Proposition 6.9. The semigroup (e
2 ) t≥0 is eventually ℓ ∞ -contractive, hence eventually sub-Markovian.
Remark 6.10. An interesting consequence of Proposition 6.9 is that (e Example 6.11. Let us consider the bi-Laplacian A on L 2 (0, 1). We already know that the realization of the bi-Laplacian with free boundary conditions generates a semigroup that is not even individually asymptotically positive, hence certainly not eventually sub-Markovian. Also under hinged, clamped, or sliding boundary conditions the form domain of A is a subspace of H 4 (0, 1) and hence the projector onto B ∞ 1 (0) does not leave it invariant. Accordingly, by the Beurling-Deny criteria the semigroup generated by −A cannot be L ∞ -contractive under any of these boundary conditions. However, such a semigroup is eventually L ∞ -contractive -and hence eventually sub-Markovian -under sliding boundary conditions (and only under those), since the null space of A is one-dimensional, as it only contains constant functions, and the associated eigenprojector is of course a positive mapping.
More generally, a direct application of Proposition 7.5 yields the following.
Proposition 6.12. The semigroup generated by minus the Friedrichs extension A F (i.e., the realization with conditions (4.9)) of the bi-Laplacian (A, D cont (A)) is eventually sub-Markovian, and so is the semigroup generated by −A with conditions (4.5).
The same holds for the semigroups discussed in Propositions 6.7 and 6.8.
Appendix
We argue that in the context of parabolic problems associated with different realizations of the bi-Laplacian, eventual positivity and its relaxation, asymptotic positivity are more appropriate notions: in the context of operators on general Banach lattices they have been thoroughly discussed in [DGK16a, DGK16b] . For the sake of self-containedness, let us present a reminder of the most relevant results obtained so far in this area.
Recall that if X is a σ-finite measure space, then L 2 (X) is a Hilbert lattice; if we denote its positive cone by L 2 (X) + , then for all u ∈ L 2 (X) + the principal ideal generated by u is the set L 2 (X) u := {f ∈ L 2 (X) : ∃c > 0 : |f | ≤ cu} .
We write f ≫ u 0 if f is real and there exists ǫ > 0 such that f ≥ ǫu. Observe that if f > 0 a.e., then L 2 (X) u is dense in L 2 (X), i.e., u is a quasi-interior point of L 2 (X) + in the language of Banach lattice theory; we can thus formulate the above-mentioned results as follows. If X has finite measure and thus u can be taken to be the constant function 1, then f ≫ u 0 is equivalent to f ≫ 0 and so uniform eventual strong positivity with respect to 1 is nothing but eventual irreducibility, a rather strong property. At the other end of the spectrum, individual asymptotic positivity seems to be the weakest conceivable condition that still gives a scintilla of positivity to a semigroup.
Let Proposition 7.2. Let X be a σ-finite measure space and (T (t)) t≥0 be a strongly continuous semigroup on the complex Hilbert lattice L 2 (X) with self-adjoint generator −A. Assume that s(−A) > −∞, that (e −t(A+s(−A)) ) t≥0 is bounded, and that s(−A) is a pole of the resolvent. Then (T (t)) t≥0 is individually asymptotically positive if and only if s(−A) is a dominant spectral value of A and the associated spectral projection P is positive.
Proposition 7.3. Let X be a σ-finite measure space and (T (t)) t≥0 be a real, strongly continuous semigroup on the complex Hilbert lattice L 2 (X) with self-adjoint generator −A. Let u > 0 a.e. and assume that ∞ k=1 D(A k ) ⊂ H u . Then (T (t)) t≥0 is uniformly eventually strongly positive with respect to u if and only if the spectral bound s(−A) is a simple eigenvalue and the associated eigenspace contains a vector v such that v ≫ u 0.
It is remarkable that under the assumption of Proposition 7.3, the semigroup is necessarily of trace class and hence its generator has purely point spectrum; whereas Proposition 7.2 may apply also in the case of a generator whose spectrum is not purely discrete, but which does have a dominant eigenvalue.
We can deduce the following result for semigroups associated with forms from the Beurling-Deny criteria.
Corollary 7.4. Let X be a finite measure space and a be a closed symmetric form on L 2 (X); denote by A the associated operator. Then the following assertions hold. In the same spirit one may ask whether a given semigroup is eventually L ∞ -contractive. This issue was not investigated in [DGK16b, DGK16a] but an answer can be given in a simple case that covers, in particular, finite graphs and networks.
Our result seems to be of independent interest. It has been observed by the second author together with Jochen Glück (Ulm), whom we warmly thank.
Proposition 7.5. Let X be a finite measure space and A a self-adjoint operator with compact resolvent on L 2 (X). Let 0 be the spectral bound of A and let the associated eigenspace E 0 be a one-dimensional space spanned by 1. Also assume that k∈N D(A k ) ֒→ L ∞ (X). Then the semigroup generated by A is uniformly eventually sub-Markovian, i.e., uniformly eventually positive and uniformly eventually L ∞ -contractive.
Proof. First of all, let us observe that the eigenprojector onto E 0 , which is the rank-one operator
is also a positive, bounded linear operator on L ∞ (X) with norm 1. It follows from Proposition 7.3 that the semigroup is uniformly eventually strongly positive -say it is positive for all t > t 0 .
Let now t > t 0 and hence e tA be positive: in order to show that e tA is L ∞ -contractive and hence subMarkovian, it suffices to check that e t0A 1 = 1, i.e., A1 = 0. This holds by assumption.
