Abstract-In this work, we present a Lagrangian relaxation approach to generate a new lower bound for the two-machine flow shop scheduling problem under synchronized and periodic maintenance activities. The word synchronized is used to specify that the maintenance starts at the same time on both machines. The problem is denoted as F 2/nr − pm/Cmax. First, we investigate a time-indexed formulation for the problem. Then, a lower bound was proposed using Lagrangian relaxation. Computational study shows satisfactory results.
I. INTRODUCTION
In the flow shop scheduling problem, often we assume that the machines are always available and ready to execute the job at anytime. However, in the industrial environment, the machines cannot be available all the time due to breakdowns and failures. As consequence, frequent maintenance avoids these perturbations that may influence the machine utilization. One of the most appropriate maintenance strategies is the periodic and synchronized preventive maintenance. Thus, we were interested to the two-machine flow shop scheduling problem under preventive maintenance activities.
Fifty years ago, Johnson [1] published his seminal paper on flow shop scheduling. He studied the two-machine flow shop scheduling problem to minimize makespan. A polynomial time algorithm in O(nlog(n)) was proposed to solve this problem. Lee [2] proved that the two-machine scheduling problem under availability constraint, on at least one machine, is NP-hard. He proposed a pseudo-polynomial dynamic programming algorithm and analyzed the error bound. In his work, he developed two heuristics with worst-case bounds of 1/2 for the availability constraint on the first machine and 1/3 for the second machine. In 1999, Lee [3] studied the same problem but under new assumptions. If a job is not finished completely before the next unavailability period, it must be partially restarted. This assumption is named semi-resumable. The author mentioned also two major cases: on the one hand, resumable case when, after the unavailability period, the execution of a job continues without any penalty. On the other hand, non-resumable case when a job should be restated completely after the unavailability period. A pseudo-polynomial dynamic programming algorithm and a heuristic were proposed to solve the problem. Cheng and Wang [4] studied the problem with unavailability constraint on the first machine and proved that the error bound analyzed by Lee [2] was tight. For that reason, the authors developed a heuristic with worst-case bounded by 1/3. Hadda et al. [5] assumed that availability constraint is applied on the first machine and the jobs are non-resumable. A new procedure to improve any arbitrary solution was developed in this paper and the results of their method were bounded by 2 times the optimal makespan. The authors presented also a heuristic with a worst-case error of 3/2. For the same problem, but with several unavailability periods, Hadda [6] proposed a polynomial-time approximation scheme. Ng and Kovalyov [7] studied a deterministic twomachine flow shop scheduling problem such that one of the machines is not available during a period of time. They proposed a fully polynomial-time approximation scheme (FPTAS) with O(n 5 / 4 ) time complexity. Breit considered the unavailability period on the first [8] and on the second machine [9] . For the first case, he studied the resumable scenario. The author proposed an approximation algorithm to minimize the makespan with a worst-case error bound of 5/4. For the second case, he developed a polynomial-time approximation scheme for this problem. Hnaien et al. [10] dealt with the availability constraint applied on the first machine. They presented two Mixed integer programming (MIP) models for the problem and several lower bounds used in the developed B&B procedure. The results showed that the MIP models can solve small instances of at most 20 jobs but the B&B was able to solve optimally until 100 jobs. The authors noted that the starting time and the length of unavailability period can be a significant factor to deal with. Kubzin et al. [11] studied the two-machine flow shop scheduling problem with several or one unavailability period on the first machine. They distinguished the resumable and the semi-resumable scenario. Considering resumable jobs and several maintenance periods, they presented a fast (3/2)-approximation algorithm. For semi-resumable jobs with one maintenance period, a polynomial-time approximation scheme was developed. Interested readers are referred to the works of Saidy et al. [12] , Schmidt [13] and Ma et al. [14] who presented surveys on scheduling problems under availability constraints.
Lagrangian relaxation (LR) has been, significantly, investigated to solve many optimization problems [15] - [17] . Held and Karp [18] proposed the actual Lagrangian relaxation approach to solve the traveling salesman problem. The idea was to use the minimum spanning trees to devise a dramatically successful algorithm. Fisher [19] introduced this approach for machine scheduling problems. Detienne et al. [20] studied the two-machine flow shop with sequence-independent setup times in order to minimize the total completion time. They proposed formulations based on large scale network flow. Then, the authors embedded the Lagrangian relaxation into a set of branch and bound algorithms to generate strong bounds. More generally, Polak [21] , in his chapter, studied the flow shop problem employing a MIP model based on disjunctive graphs. The decomposition leaded to two unlinked one-machine sequencing without due dates problems. These sub-problems are well workable for greedy algorithms. In this case, the Lagrangian bound can be stronger than the LP bound. In the literature, Other variants of the machine scheduling problem were well studied, as the hybrid flow shop scheduling problem. Nishi et al. [22] used Lagrangian relaxation to solve the hybrid flow shop scheduling problem to minimize the total weighted tardiness. The authors chose to relax the machine capacity constraints and decompose the problem into two sub-problems that can be solved using dynamic programming. In order to enhance bounds quality, they implemented a cut generation within the LR approach. Ding et al. [23] considered the hybrid flow shop in Just-InTime settings with tardiness/Earliness objectives. The authors presented a Lagrangian relaxation with penalizing the precedence constraints in the objective function. The sub-problems are viewed as a series of parallel machine problems and a dynamic programming algorithm is designed to solve these sub-problems. Tang et al. [24] investigated the multi-stage hybrid flow shop with parallel machines in order to minimize the sum of weighted completion times. The authors formulate an integer programming model for the problem and then, a Lagrangian relaxation approach with precedence constraints relaxation. The corresponding sub-problems were solved by dynamic programming. The new approach is compared with the Lagrangian relaxation algorithms with capacity constraints relaxation. The Lagrangian relaxation was also used to solve real-word problems as the steel making-continuous casting process, which is a special case of the hybrid flow shop problem. Mao et al. [25] studied the LR approach based on machine capacity relaxation. The authors modeled the relaxed problems as two tractable subproblems by separating the continuous variables from the integer ones. Furthermore, in oder to solve Lagrangian dual problem, they used an improved sub-gradient level algorithm with global convergence.
Liu et al. [26] used Lagrangian relaxation to solve the permutation flow shop problem to minimize penalties on production tardiness and on releasing raw materials too early subject to relevant constraints. Their Approach considered the coupling constraints as the complicated constraints and the multipliers are updated using the Reduced Complexity Bundle Method. Jafarnejad et al. [27] were interested by the no-wait version of the flow shop scheduling problem. The authors generate strong lower bounds using Lagrangian relaxation. In this work, the resulting sub-problems can be viewed as an assignment problem and a linear programming model that can be solved in a polynomial time. Nishi and Hiranaka [28] proposed to study the sequence-dependent setup time flow shop scheduling problem in order to minimize the total weighted tardiness. The authors decomposed the problem by relaxing sequence-dependent setup time constraints. The resulting problems are solvable using dynamic programming techniques. In addition, they enhanced the bound quality with additional constraints.
Most of works deal with availability constraint on one machine at a time and limited number of unavailability periods. However, in real-word setting the maintenance should be frequent as possible and synchronized in order to decrease the work-in process inventory level between machines. Hence, we study the F 2/nr − pm/C max problem and investigate the possibility of generating more stronger lower bounds.
II. CONTRIBUTIONS:

A. Problem description
We consider N = {1, .., n} a set of n jobs to be executed on a set of two machines M = {1, 2}. We denote by p jk the processing time of job j ∈ N on machine k ∈ M . Each machine can perform only one job at a time and each job should be executed on the first machine then on the second one. We assume that preemption is not allowed and also the machines should undergo a frequent maintenance. In this paper, the unavailability constraints are presented by a periodic maintenance on both machines, where maintenance tasks are scheduled independently of the production schedule. Our approach is to split the scheduling horizon into batches. Each one of them is defined as the period between two consecutive maintenance tasks. We denote by T the length of each batch and d the duration of a maintenance task. The objective is to find a sequence of jobs that minimize the makespan. We denote by L the set of batches, with |L| ≤ n+1. The problem is NP-hard, since it can be reduced to the single machine scheduling problem with periodic maintenance, which was proved NP-hard [29] , if all the processing times on the first machine are equal to zero. 
bound on the optimal value of C max . We introduce the decision variable C max which represents the makespan and the following binary variables:
1 if job i starts at time t on machine k, 0 otherwise.
• Job 0 represents the periodic maintenance task. 
Constraints (2) define the makespan C max , which represents the objective function 1 . Constraints (3) state that each machine can handle at most one job during any period of time t. Constraints (4) attest that each job should be executed only once on each machine. Constraints (5) guarantee that the job should be completely executed on the first machine before its execution on the second one. Constraints (6) assure that the job 0, which represents the maintenance task, should be executed after each availability period T . Constraints(7) define y jtk as binary variables.
The proposed model contains 2n 2 (T + d) + 2nT binary variables, one continuous variable and 2n(3 + T + d) + 2(T + 1) constraints. Note that the batches are not necessarily the same on both machines as showed in Figure 1 , where job 4 is assigned to batch 1 on machine 1 and to batch 2 on machine 2. 
C. Lagrangian relaxation:
In order to provide good lower bounds, we propose a Lagrangian relaxation method [30] . This method consists on reducing the computational complexity of the solution by identifying a set of hard constraints and introducing them as a part of the objective function [31] . Dualizing constraints uses penalties representing by a set of multipliers named Lagrange multipliers [32] . The resulting model becomes more easier to solve. The main idea is to repeat the process of updating the multipliers of violations until a stopping criterion is reached.
The constraints set (5) of the (M IP T IF ) model, which guarantees the complete executing of the job on the first machine before its starting on the second one, is the only constraints that link both machines and can be considered a complicating set of constraints that make the original problem hard to solve optimally. Over and above, relaxing those constraints transforms the model to a new structure easy to deal with. In our case, the constraints (5) are dualized to provide a lower bounds by exploiting the sub-problems resulting of relaxing the interdependence between machines. More explicitly, at each iteration, the lower bound is computed until the stopping criterion is reached.
1) The subproblems: Based on the previous remarks, we decompose M IP T IF model into two separate sub-problems. Each one represents a model for the single machine scheduling problem under availability constraints.
s.t. (2)-(4), (6),(7).
Here λ stands for the set of Lagrange multipliers.
In the following, the resulting sub-problems are formulated as one machine scheduling problem with availability periods:
Where:
To update the Lagrange Multipliers, we use the sub-gradient optimization [33] , which is considered a modified version of gradient method. It consists on calculating sub-gradients instead of gradients where theirs directions is obtained by minimizing the dual objective. Please refer to algorithm 1.
Algorithm 1
1: procedure THE SUB-GRADIENT OPTIMIZATION 2: Initialization:
M axiter, M axtime ← Stop conditions 5:
Solve L 1 (λ t ) and save the resulting value as v(
Solve L 2 (λ t ) and save the resulting value as v(L 2 (λ t )) 9:
L count = L count + 1.
12:
else 13:
Save v LB = max{v LB , v(L(λ t ))} in the list of lower bounds. 15: Step 2:
Stop and output v(λ t ) as the highest element in the list of Lower bound. 18 :
goto Step 3.
20:
Step 3:
Update Lagrange multipliers 21: if L count ≥ L max then 22: α t+1 = α t /2 and L count = 0 23:
α t+1 = α t .
25:
Set t ← t + 1 and return to step 1.
The sub-gradient of the dual function obtained by dualizing the set of constraints (5) is represented as follows:
The Lagrange multipliers are updated as the following:
where
v U B denotes the upper bound calculated by applying the Shortest Processing Time rule on the second machine and v LB obtained after each iteration by the LR heuristic. α t is the control parameter with 0 ≤ α t ≤ 1 and t represents the iteration number. After L max , the number of consecutive iterations without lower bound improvement, α t is halved. We denote respectively by M axiter and M axtime, the maximum number of iterations and the maximum CPU time allowed. Note that we fixed the time execution to 600s to solve the sub-problems.
III. COMPUTATIONAL EXPERIMENTS AND RESULTS:
We resume our computational experiments of the Lagrangian relaxation based lower bound. We used CPLEX 12.5 solver for the MIP model and C++ language to code Lagrangian relaxation procedure. The tests were performed on a PC i5 with 2.7 Ghz and 8 GB of RAM PC. Since no similar work in the literature has studied the considered problem. We were inspired by Taillard's code found in OR-library and we adapted it to uniformly generate a large number of instances. Hence, we generated 10 instances for every combination of the following parameters:
• The number of jobs n in {10, 15, 20, 25, 50, 100, 500, 1000}
• The length of the availability period is equal to max{p j1 , p j2 : j ∈ N } We use three cases to generate the processing times of jobs:
• case 1: p j1 , p j2 ∈ U [1, 20] • case 2: p j1 ∈U [2, 20] and p j2 ∈U [1, 10] • case 3: p j2 ∈U [2, 20] and p j1 ∈U [1, 10] For the sake of simplicity, we chose a unique parameter for the length of the maintenance period (d = 1).
In our algorithm, the stopping criteria may be achieving 500 iterations or an execution time limited to 3600s. The start values of all multipliers are set to 2. Table I presents the results provided by M IP T IF model. The model can solve optimally instances up to 25 jobs for the three cases. In this table, we use the following metrics: the number of jobs n, the average time (Avg time) required to find the optimal solution and the average optimal solution (Avg opt) given by CPLEX. Table II summarizes performances of the Lagrangian relaxation-based lower bound for medium-size instances. The experiments show that the proposed lower bound is more stronger than the linear relaxation of M IP T IF model. Also, the deviation from the optimal solution found by M IP T IF is less significant. For all cases, the deviation is up to 20% from the optimal solution. From execution time consumption perspective, the LR algorithm is still not efficient due to to the use of a commercial solver to solve, optimally, the subproblems. One can investigate other approaches to solve these problems within a reasonable execution time. Table III represents the results of the proposed lower bound for large-size instances. In this case, we compare ou LR approach with the LP-based lower bound because M IP T IF cannot solve instances with more than 30 jobs. In the three cases, the LR-based lower bound is more stronger than the one generated by the LP.
IV. CONCLUSION
In this work, we introduced a new lower bound based on Lagrangian relaxation for two-machine flow shop scheduling problem with synchronized and period maintenance activities. For this objective, a time-indexed formulation was proposed for the problem. Then, it was shown that relaxed model can be divided into two sub-problems with one machine scheduling problems with availability constraints. The experiments show that the method is efficient to generate lower bounds. However, in terms of execution time consumption, the method may be improved by using time-efficient methods as: dynamic programming or heuristics.
