Let A ∈ M n (R) be an invertible matrix. Consider the semi-direct product R n ⋊Z where Z acts on R n by matrix multiplication. Consider a strongly continuous action (α, τ ) of R n ⋊Z on a C * -algebra B where α is a strongly continuous action of R n and τ is an automorphism. The map τ induces a map τ on B ⋊ α R n . We show that, at the K-theory level, τ commutes with the Connes-Thom map if det(A) > 0 and anticommutes if det(A) < 0. As an application, we recompute the K-groups of the Cuntz-Li algebra associated to an integer dilation matrix.
Introduction
In [CL10] , Cuntz and Li initiated the study of C * -algebras associated with rings. In [Cun08] , Cuntz had earlier studied the C * -algebra associated to the ax + b group over N. These C * -algebras are unital, purely infinite and simple. Thus they are classified by their K-groups. In a series of papers, [CL11], [CL09] and [LL12] , the K-groups of these algebras were computed for number fields and for function fields. The main tool used in
Other approaches and possible generalisations were considered in [BE10] , [KLQ11] and in [Sun12] . The C * -algebras studied in [KLQ11] and in [Sun12] were called CuntzLi algebras. Following [KLQ11] , in [Sun12] , the Cuntz-Li algebra associated to a pair (N ⋊ H, M) satisfying certain conditions was studied. Here M is a normal subgroup of N and N ⋊ H is a semidirect product . The main example considered in [Sun12] is the Cuntz-Li algebra, denoted U Γ associated to the pair (Q n ⋊ Γ, Z n ) where Γ is a subgroup of GL n (Q) acting by matrix multiplication on Q n . In [Sun12] , it was proved that U Γ is Morita-equivalent to C(X) ⋊ (R n ⋊ Γ) for some compact Hausdorff space X. This is the analog of the Cuntz-Li duality theorem for the algebra U Γ .
A matrix A ∈ M d (Z) is called an integer dilation matrix if all its eigenvalues are of absolute value greater than 1. In [EaHR10] , a purely infinite simple C * -algebra associated to an integer dilation matrix was studied and its K-groups were computed. Their computation depends on realising the C * -algebra as a Cuntz-Pimsner algebra and by a careful examination of the six term sequence coming from its Toeplitz extension. In [MRR] , a presentation of this algebra was obtained in terms of generators and relations.
For the group Γ := {(A t ) r : r ∈ Z} ∼ = Z, denote the Cuntz-Li algebra U Γ by U A t . The presentation given in [MRR] tells us that the C * -algebra studied in [EaHR10] is the Cuntz-Li algebra U A t .
The purpose of this paper is to understand the K-groups of U A t in view of the CuntzLi duality theorem. The Cuntz-Li duality theorem in this case says that U A t is Moritaequivalent to a crossed product algebra (C(X) ⋊ R d ) ⋊ Z for some compact Hausdorff space. We compute the K-groups using the Pimsner-Voiculescu sequence. I believe that this computation will be of independent interest for the following two reasons:
1. The K-groups of U A t depends on both d and sign (det(A)). (Cf. [EaHR10] ). The dependence on d is due to the Connes-Thom isomorphism between K * (C(X)) and
. Also the Connes-Thom map commutes with the action of Z if sign (det(A)) > 0 and anticommutes if sign (det(A)). This explains the dependence on sign (det(A)).
2. It is mentioned in the introduction of [CL11] that the duality theorem enables one to use homotopy type arguments which makes it possible to compute the K-groups.
We see the same kind of phenomenon here as well. (Cf. Lemma 3.2.)
Let A ∈ GL n (R). Consider the semidirect product R n ⋊ Z where Z acts on R n by matrix multiplication by A. Let B be a C * -algebra on which R n ⋊ Z. The crossed
In section 2 and 3, we write down the Pimsner-Voiculescu sequence for (B ⋊ R n ) ⋊ Z after identifying the crossed product B ⋊ R n with B upto KK-equivalence. We show that the Connes-Thom isomorphism commutes with the action of Z if det(A) > 0 and anticommutes if det(A) < 0. In section 4 and 5, the K-groups of U A t were (re)computed.
Preliminaries
We use this section to fix notations and recall a few preliminaries.
Let A ∈ M n (R) be such that det(A) = 0. We think of elements of R n as column vectors. Thus the matrix A induces an action of Z on R n by left multiplication. The generator 1 ∈ Z acts on R n by 1.v = Av for v ∈ R n . Consider the semidirect product
Let B be a C * -algebra. A strongly continuous action of R n ⋊ Z on B is equivalent to providing a pair (α, τ ) where α is a strongly continuous action of R n on B and τ is an automorphism of B such that
is such a pair, we write α ⋊ τ for the action of R n ⋊ Z. Also the automorphism τ induces an action, denotedτ , on the crossed product B ⋊ α R n given by
where U ξ denotes the canonical unitary in M(B ⋊ α R n ). Moreover the crossed product
The Pimsner-Voiculescu sequence gives the following six-term exact sequence.
But by the Connes-Thom isomorphism, we can replace
be the Connes-Thom map. Now we can state our main theorem.
Theorem 2.1 For i = 1, 2, C n,i τ * = ǫ τ * C n,i where ǫ is given by
The following is an immediate corollary to Theorem 2.1.
Then there exists a six term exact sequence
where ǫ = sign (det(A)).
Proof of Theorem 2.1
We use KK-theory to prove this. All our algebras are ungraded. We denote the interior Kasparov product
by ♯ and the external Kasparov product
by ⊗. We will also identify K i (B) with KK (i) (C, B). Also if φ : B 1 → B 2 is a C * -algebra homomorphism then we denote the KK-element (B 2 , φ, 0) in
Under this identification, the Connes-Thom isomorphism is given by C n (x) = x ♯ t α where t α ∈ KK n (B, B ⋊ α R n ) is the Thom element.
Now it is immediate that Theorem 2.1 is equivalent to the following theorem.
First let us dispose of the case when the action of R n is trivial. For the trivial action the crossed product B ⋊ α R n is isomorphic to B ⊗ C 0 (R n ) and t trivial = 1 B ⊗b n .
Lemma 3.2 If the action of
Proof. Note that
Thus we only need to prove that A Let
Consider the action α of R n and the automorphism τ on IB defined by
Observe that for ξ ∈ R n , τ α ξ = α Aξ τ . The automorphism τ induces an automorphism on IB ⋊ α R n and we denote it by τ .
Proof. Observe that 
For every
2. There exists
The Kasparov product
Proof. Let s ∈ [0, 1] be given. Observe the following.
[
The proof is now complete. ✷. Now Theorem 3.1 follows from Proposition 3.4 and Lemma 3.2.
4 The Cuntz-Li algebra associated to an integer dilation matrix
As an application of Corollary 2.2, we recompute the K-theory of the C * -algebra associated to an integer dilation matrix, studied in [EaHR10] . Let us recall the C * -algebra considered in [EaHR10] . 
By a careful examination of the six term sequence (and the maps involved) associated 
Here Σ denotes a set of distinct coset representatives of the group
Remark 4.2 The above relations are called condtions (E1) and (E3) in [MRR] . Condition (E2) in [MRR] is implied by (E1) and (E3).
The following setup was initially considered in [KLQ11] . Consider a semi-direct product N ⋊ H and let M be a normal subgroup. Let P := {a ∈ H : aMa −1 ⊂ M}.
Then P is a semigroup containing the identity e. For a ∈ P , let M a = aMa −1 . Assume that the following holds.
(C1) The group H = P P −1 = P −1 P .
(C2) For every a ∈ P , the subgroup aMa −1 is of finite index in M.
(C3) The intersection a∈P aMa −1 = {e} where e denotes the identity element of G.
Definition 4.3 The Cuntz-Li algebra associated to the pair (N ⋊ H, M) is the the uni-
versal C * -algebra generated by a set of isometries {s a : a ∈ P } and a set of unitaries {u(m) : m ∈ M} satisfying the following relations.
where e a denotes the final projection of s a . We denote the Cuntz-Li algebra associated
Consider the semidirect product Q d ⋊ Z and the normal subgroup
(See Example 2.6, Page 3 in [Sun12] .) Let us denote the Cuntz-Li algebra
simply by U A .
By using the presentation (Cf. Prop. 4.1) of the Exel's Crossed product
given in terms of isometries and unitaries, it is easy to verify that
Let us recall the Cuntz-Li duality result proved in [Sun12] . The proof is really a step by step adaptation of the arguments used in [CL11] . 
Now using the Morita-equivalence in Proposition 4.4 and using the version of PimsnerVoiculescu exact sequence established in Corollary 2.2, the K-groups of U A t can be computed.
K-groups of the Cuntz-Li algebra U A t

Recall that N
forms an increasing sequence of subgroups, each isomorphic to
Let us first recall the K-theory of C(
It is well known and can be proved by the Kunneth formula that as a Z 2 graded ring,
was also used in [EaHR10] .
Let us now fix some notations. (Cf. Proposition 4.6. in [EaHR10] .)
) induces the map ⊕ 1≤n≤d A n at the K-theory level. (Reason: If we write e j as a linear combination of {A −1 e i } the matrix involved is just A. )
Thus we are left to show that the inductive limit of
is n Γ n . Again it is enough to show that the inductive limit of (
This completes the proof. ✷ Now let us calculate the automorphism τ on C * (N A ). Recall that τ on the generating unitaries is given by τ (δ v ) = δ A −1 v . Thus, it is immediate and not difficult to see that τ induces the map n A −1 n on n Γ n when one identifies K * (C * (N A )) with n Γ n ( together with their Z 2 grading).
We need one more lemma.
is an isomorphism for ǫ ∈ {1, −1}.
Proof. Let us denote Λ n (Z d ) by V n . We will give a proof only for ǫ = 1. The case ǫ = −1 is similar and we leave its proof to the reader.
n ) for r ≥ 0. Thus for every r ≥ 0, there exists a polynomial p r (x) with integer co-efficients such that 
This proves the surjectivity of the given map.
Injectivity: Let v ∈ V n be such that v ≡ 0 mod (1 − A n )Γ n . This implies that there exists r ≥ 0 and
This proves the injectivity part. This completes the proof. ✷ We denote both the abelian groups
and Γn (1−ǫAn)Γn by coker(1 − ǫA n ). 
coker(1 − A n ), and
If d is even and det(A)
coker(1 + A n ), and
coker(1 + A n ).
If d is odd and det(A)
coker(1 − A n ) ⊕ Z, and
Proof. Our main tool is Corollary 2.2 and the Morita equivalence between U A t and
If d is even and det(A) > 0 then by Corollary 2.2 , one has the following six term exact sequence.
. Now by Prop. 5.2, the above six term sequence becomes n even 0≤n≤d
. Now for n ≥ 1, A n is a dilation matrix and thus ker(1 − A −1 n ) = 0 if n ≥ 1. Hence we conclude from the above six term sequence that
Since A n is invertible and
coker(1 − A n ). 
Since Z is free, it follows that
If d is even and det(A) < 0 then by Corollary 2.2 and 5.2, we get the following six term sequence.
n even 0≤n≤d
Again for n ≥ 1, A n is a dilation matrix and for n = 0, A 0 = 1. Hence for 0 ≤ n ≤ d,
n ) = 0. Thus the above six term sequence implies that
The case when d is odd is similar (again an application of Corollary 2.2) and we leave the details to the reader. This completes the proof. ✷ The rest of this section is devoted to reconciling Theorem 5.5 with the result obtained in [EaHR10] . More precisely with Theorem 4.9 of [EaHR10] . Let us recall the notations as in [EaHR10] .
For a subset K = {k 1 < k 2 < · · · < k n } of {1, 2, · · · , d}, denote the complement K )) conjugates B n to C n .
be defined by U n e I := e I ′ . Then U n is invertible and U n C n U −1 n = A d−n . Since sign (det(A))C n is conjugate (over Z) to B n , it follows that sign (det(A))A d−n is conjugate (over Z) to B n . Now Theorem 5.5 can be restated, in terms of the matrices B n 's, as in the following proposition. This is exactly Theorem 4.9 of [EaHR10] . coker(1 − B n ), and
