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Ψ exakte elektronische Wellenfunktion des Grundzustandes
i, j, k, l,m, n, o aktive besetzte MOs
I⋆, J⋆, ... eingefrorene besetzte MOs
I, J, ... besetzte MOs
a, b, c, d, e, f unbesetzte (virtuelle) MOs
p, q, r, s, t, u, v,w ganze MO-Basis
ı˘, a˘, ... [T+V]-transformierte Orbitale
p ′′, q ′′ CABS
p ′, q ′ MO-Basis plus CABS
p ′′′, q ′′′ MO-Virtuelle plus CABS
SD,|SD〉 Slater-Determinante∣∣∣ab...ij... 〉 angeregte Slater-Determinante
φ, |φ〉 1-Teilchen-Wellenfunktion (Spinorbital, Orbital)
|pσqσ ′〉 Hartree-Produkt zweier Moleku¨lorbitale mit Spin
|µν〉 Hartree-Produkt zweier Atomorbitale




pµ = C p˘µ [T+V]-transformierte MO-Koeffizienten
|P) Auxiliarbasis
Xµν Matrix in kovarianter AO-Basis
Xaoµν Matrix in kontravarianter AO-Basis
Hˆ Hamilton-Operator
Tˆ Operator der kinetischen Energie
Vˆne Operator der Kern-Elektron-Wechselwirkung
hˆ = Tˆ + Vˆne 1-Teilchen-Hamilton-Operator






Fpq Matrixelement des Fock-Operators







Tˆ1 CC-Operator fu¨r Einfach-Anregungen
τˆ1 Anregungsoperator fu¨r Einfach-Anregungen
H Hylleraas-Funktional
Qˆ12 Projektionsoperator
Oˆ1 Projektionsoperator der besetzten Orbitale




In den letzten 50 Jahren haben die numerischen Methoden der Quantenchemie einen
Status erreicht, der als quantitative Quantenchemie bezeichnet werden kann – expe-
rimentelle Ergebnisse ko¨nnen zuverla¨ssig vorhergesagt, besta¨tigt oder angefochten
werden [1].
Wichtige Bestandteile der quantitativen Methoden stellen die Coupled-Cluster-
Methoden (CC-Methoden) und die korrelationskonsistenten (engl.: correlation consis-
tent) cc-pVXZ-Basissa¨tze von Dunning et al. [2, 3] dar. Obwohl die CC-Methoden sehr
erfolgreich sind, leiden sie unter der notorisch langsamen Basissatzkonvergenz mit
∝ X−3 bezu¨glich der Kardinalzahl X = 2, 3, 4, . . . zum Basissatzlimit X = ∞ (fu¨r die
Elemente bis Ar). Diese langsame Konvergenz kann darauf zuru¨ckgefu¨hrt werden,
dass die konventionelle Wellenfunktion das Coulomb-Loch um den Punkt der Elek-
tronenkoaleszenz (Cusp) unzureichend beschreibt. Da die exakte Wellenfunktion Ψ
in erster Ordnung linear in dem interelektronischen Abstand r12 ist [4]
Ψ(r12 ≈ 0) = Ψ(r12 = 0) + c · r12 · Ψ(r12 = 0) +O(r
2
12), (1.1)
kann die Basissatzkonvergenz durch Basisfunktionen beschleunigt werden, die ex-
plizit vom interelektronischen Abstand abha¨ngen. Dies wurde sehr bald nach Ein-
fu¨hrung der Quantenchemie im Jahr 1929 von Hylleraas durchgefu¨hrt und weitere
Ansa¨tze folgten. Allen diesen Theorien gemeinsam ist jedoch, dass sie aufgrund der
Berechnung vieler Mehrelektronen-Integrale nur auf Systeme mit wenigen Elektro-
nen angewendet werden ko¨nnen.
Fru¨he R12-Theorie
1985 wurde von Kutzelnigg vorgeschlagen, die konventionelle Entwicklung von
Mehrelektronenwellenfunktionen mit zusa¨tzlichen Termen der Art r12φi(1)φj(2) zu
erga¨nzen [5], wobei φi und φj besetzte Hartree-Fock-Orbitale sind. Gleichzeitig schlug
er vor, die dadurch resultierenden komplizierten Integrale durch eine intrinsische
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Vollsta¨ndigkeitsrelation (engl.: resolution of the identity, RI) aufzulo¨sen, so dass letzt-
endlich nur 2-Elektronen-Integrale berechnet werden mu¨ssen. Fu¨r molekulare Mehr-
teilchensysteme wurde ein entsprechender Ansatz zuerst fu¨r MP2 implementiert
und als MP2-R12 bezeichnet [6]. A¨hnliche Implementierungen fu¨r Konfigurations-
wechselwirkung, die Coupled-Electron-Pair-Na¨herung [7] und CC-Methoden (CC-
R12) folgten bald [8, 9]. Die Methoden stellten sich aufgrund der drastisch beschleu-
nigten Konvergenz zum Basissatzlimit als sehr erfolgreich heraus. Durch die ver-
besserte Beschreibung des elektronischen Cusp bei R12-Wellenfunktionen wird fu¨r
konventionelle korrelationskonsistente Basissa¨tze der Basissatzfehler (von ∝ X−3)
auf ∝ X−7 gesenkt [10]. Es erfolgt jedoch keine methodische Verbesserung, sondern
die erhaltenen Energien (bzw. Eigenschaften) liegen ausschließlich na¨her am exakten
Ergebnis fu¨r eine vollsta¨ndige Basis bei X = ∞.
Bis 2002 wurden fu¨r explizit korrelierte Methoden der lineare Korrelationsfak-
tor r12 und ein einfacher Satz Atomorbitale verwendet. Da diese Basis sowohl fu¨r
die Hartree-Fock-Orbitale als auch das intrinsische RI (die Standardna¨herung) ver-
wendet wurde, mussten große Basissa¨tze eingesetzt werden. In dieser Zeit konnten
hochgenaue Korrelationsenergien fu¨r kleinere Moleku¨le berechnet werden, welche
als Benchmark-Ergebnisse dienten [11–13].
Die Anwendung der R12-Methoden erfolgte hauptsa¨chlich, um Energien nahe
am Basissatzlimit im Rahmen von MP2 und Coupled-Cluster-Methoden zu berech-
nen. Daru¨ber hinaus wurden mithilfe numerischer Differentiation statische elektri-
sche Eigenschaften wie Dipolmomente, Polarisierbarkeiten sowie erste und zweite
Hyperpolarisierbarkeiten – beispielsweise fu¨r He [14], Be [15] oder LiH [16] – be-
rechnet. Weitere Beispiele beinhalten die Dipolmomente von BH und HF [17] so-
wie die relativistischen 2-Elektronen-Darwin-Energien von Ne und HF [18]. Auch
konnten Geometrieoptimierungen (mit reduzierten Freiheitsgraden) des (protonier-
ten) Wasserdimers [19, 20] durchgefu¨hrt werden. Vor kurzem wurden (ebenfalls
numerisch) die Basissatzlimits der Gleichgewichtsgeometrien [21] von einer Reihe
abgeschlossen- und offenschaliger Moleku¨le sowie einer Reihe von harmonischen
Schwingungsfrequenzen [22] berechnet.
Neben der numerischen Berechnung von molekularen Eigenschaften wurden von
Kordel et al. zuna¨chst Eigenschaften erster Ordnung analytisch fu¨r MP2-R12 herge-
leitet und in das Programm Dalton [23] implementiert [24]. Spa¨ter folgte die Er-
weiterung des Programms auf die analytische Berechnung von Kerngradienten [25].
Obwohl fu¨r die Berechnung der Eigenschaften noch eine Hilfsbasis fu¨r die Stan-
dardna¨herung verwendet wurde, schra¨nkten sich die Autoren bei der Berechnung
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der Kerngradienten auf eine Atomorbitalbasis ein, so dass – wie bereits erwa¨hnt –
nur kleine Systeme untersucht werden konnten. Dennoch la¨sst sich deutlich das Po-
tential fu¨r die analytische Berechnung von Eigenschaften großer Moleku¨le erkennen.
Moderne F12-Theorie
Die Einfu¨hrung von Hilfsbasissa¨tzen (engl.: auxiliary basis set, ABS) im Jahr 2002 [10]
fu¨r das intrinsische RI hat den R12-Ansatz revolutioniert, da nun kleine Basissa¨tze
fu¨r die Hartree-Fock-Orbitale genu¨gen. Zu ebenfalls sehr wichtigen Weiterentwick-
lungen za¨hlen die Verwendung einer speziellen Wahl der Hilfsbasis (CABS) [26],
Density-Fitting (DF) Techniken [27] fu¨r die verbleibenden 2-Elektronen-Integrale der
R12-Theorie, die Einfu¨hrung der Kommutatorna¨herung [28], die Amplituden ent-
sprechend der Cusp-Bedingung konstant zu wa¨hlen [29], das gezielte Herauspro-
jizieren der Hartree-Fock-Orbitale (Ansatz 2) [26, 30] sowie der U¨bergang vom li-
nearen Korrelationsfaktor r12 zu effizienteren Slater-Korrelationsfaktoren der Form
exp(−ζr12) [31]. Weitere Aspekte und Details hierzu finden sich in einem U¨bersichts-
artikel [32].
Mit den neuen Na¨herungen ist es mo¨glich, große Moleku¨le bis hin zu Pyra-
zin [33], Leflonumid (siehe Kap. 5) oder Cholesterin [34] mit explizit korrelierten
Wellenfunktionen zu untersuchen. Dies gilt sowohl fu¨r MP2 als auch fu¨r Coupled-
Cluster-Methoden [35–49]. Die ha¨ufig anstelle von MP2-R12 verwendete Abku¨rzung
MP2-F12 soll den vera¨nderten Charakter der Theorie hervorheben. Neben Bench-
mark-Rechnungen lassen sich auch Rechnungen an gro¨ßeren Moleku¨len durchfu¨h-
ren, fu¨r die aufgrund von beno¨tigtem Speicherbedarf oder Rechenleistung nur kleine
Hartree-Fock-Basissa¨tze verwendet werden ko¨nnen. Typisch hierfu¨r sind Coupled-
Cluster-Rechnungen in kleinen double-ζ-Basissa¨tzen, welche durch F12 ca. quad-
ruple-ζ-Qualita¨t aufweisen [35, 50], wohingegen Coupled-Cluster-Ergebnisse ohne
explizite Korrelation in einer double-ζ-Basis zu große Fehler enthalten und nicht
verwendet werden ko¨nnen [51]. Durch diese weit gefa¨cherten Einsatzmo¨glichkei-
ten findet der F12-Ansatz breite Anwendung [34, 52–57]. Unter anderem wurden
mit dem F12-Ansatz bereits Gleichgewichtsgeometrien sowie harmonische Schwin-
gungsfrequenzen numerisch bestimmt [55, 58–60].
Zielsetzung
Basierend auf den Ergebnissen analytischer Berechnungen mithilfe der fru¨hen MP2-
R12-Methode und numerischen Ergebnissen aktueller MP2-F12-Methoden zeigt sich
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1. Einleitung
die Bedeutung der Berechnung molekularer Eigenschaften mit explizit korrelier-
ten Methoden. Ziel dieser Arbeit ist die Herleitung, Implementierung und Anwen-
dung der Kerngradienten fu¨r die RI-MP2-F12-Methode unter Einbeziehung der oben
erwa¨hnten wichtigen Weiterentwicklungen in das Programmpaket Turbomole [61,
62], um so erstmals hochgenaue Strukturoptimierungen an mittelgroßen Moleku¨len,
insbesondere Dimeren, durchfu¨hren zu ko¨nnen. Als
”
Nebenprodukt“ sind damit so-
wohl hochgenaue Energien als auch Erwartungswerte, z.B. Dipolmomente, zuga¨ng-
lich. Es werden Anwendungen gezeigt, bei denen hochgenaue RI-MP2-F12-Energien
verwendet werden, um Basissatzlimits von Coupled-Cluster-Ergebnissen abzuscha¨t-
zen, so dass chemische Genauigkeit erreicht wird und experimentelle Beobachtun-
gen verstanden werden ko¨nnen.
Hierzu werden in Kap. 2 die notwendigen Grundlagen fu¨r die Energieberech-
nung im Rahmen der Methode RI-MP2-F12 vorgestellt. In Kap. 3 erfolgt eine Un-
tersuchung zur Wahl der Basis der explizit korrelierten Zweifachanregungen (Ge-
minalbasis). Die Herleitung der analytischen Gradienten wird in Kap. 4 angegeben
und deren Implementierung beschrieben (Kap. 5). Gegenstand von Kap. 6 ist die
Bewertung der neuen Methode. Abschließend erfolgen Anwendungen (Kap. 7).
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2. Explizit korrelierte Sto¨rungstheorie
Dieses Kapitel entha¨lt die Herleitung des Energieausdrucks fu¨r explizit korrelierte
Møller-Plesset-Sto¨rungstheorie zweiter Ordnung (MP2-F12) sowie einer sto¨rungs-
theoretischen Korrektur der Hartree-Fock-Energie (CABS-Singles) mittels zweiter
Quantisierung. Die Darstellung beschra¨nkt sich dabei auf die im Rahmen dieser
Arbeit wichtigen Beziehungen. Zuna¨chst wird ein kurzer U¨berblick u¨ber die zwei-
te Quantisierung gegeben und diese auf eine sto¨rungstheoretische Behandlung der
Schro¨dinger-Gleichung angewendet. Danach wird skizziert, wie die Energiekorrek-
tur fu¨r explizit korrelierte Sto¨rungstheorie (E∆F12) und CABS-Singles (E∆s) hergelei-
tet werden kann. Im letzten Abschnitt wird auf die Berechnung der notwendigen
Integrale mithilfe des Obara-Saika-Schemas eingegangen.
2.1 Zweite Quantisierung
In Schro¨dingers Formulierung der Quantenmechanik (Wellenmechanik) werden Ob-
servablen durch Operatoren und Zusta¨nde von N Teilchen durch N-Teilchen-Wellen-
funktionen beschrieben. Da durch die Randbedingungen der Quantenmechanik, wie
etwa die Stetigkeit der Wellenfunktion und deren Ableitung, nur bestimmte Lo¨sung-
en der Schro¨dinger-Gleichung physikalisch relevant sind, wird dies auch als (erste)
Quantisierung bezeichnet.
Im Rahmen der zweiten Quantisierung oder Quantenfeldtheorie werden Teil-
chen als elementare Anregungen des Vakuums verstanden, welche sich mathema-
tisch durch sogenannte Erzeugungs- und Vernichtungsoperatoren beschreiben las-
sen. Eingefu¨hrt wurde dies 1927 von Dirac fu¨r die Bose-Statistik ohne Wechselwir-
kung [63] und bald erweitert auf Bose-Statistik mit Wechselwirkung [64, 65] und
Fermi-Statistik [66, 67]. Vladimir Fock verwendete sie 1932, um seine beru¨hmten
Gleichungen (speziell den Austausch) herzuleiten [68]. Durch diesen Ansatz wird
die Wellenfunktion durch einen abstrakten Fock-Zustand ersetzt, der auch als Be-
setzungszahlvektor (engl.: occupation number vector) bezeichnet wird. Bei dem Fock-
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Zustand handelt es sich um einen Vektor im Fock-Raum [68]; dieser Raum beschreibt
die abstrakte Menge aller Teilchen-Erzeugungen. Entscheidend ist, dass jeder (N-
Teilchen-) Fock-Zustand durch eine Abfolge von 1-Teilchen-Erzeugungen, also die
schrittweise Anregung des Vakuums beschrieben wird. Mathematisch stellen die
1-Teilchen-Zusta¨nde somit die Basis fu¨r alle N-Teilchen-Zusta¨nde dar. In der Quan-
tenchemie repra¨sentieren 1-Elektronen-Wellenfunktionen (die sogenannten Orbitale)
die 1-Teilchen-Zusta¨nde.
Formal wird die zweite Quantisierung zur ersten Quantisierung a¨quivalent, wenn
die 1-Teilchen-Basis vollsta¨ndig, d.h. unendlich groß gewa¨hlt wird. Ist die Basis un-
vollsta¨ndig, entstehen Artefakte: Beispielsweise vertauschen die Matrixdarstellung-
en kommutierender Operatoren nicht mehr. Dies beeintra¨chtigt aber nicht die phy-
sikalische Interpretierbarkeit der Theorie als solche. Vielmehr stehen die Vorteile
dieser Betrachtungsweise im Vordergrund, da diese im Gegensatz zur ersten Quan-
tisierung Systeme mit variabler Teilchenzahl direkt beschreibt.
2.1.1 Mathematischer Formalismus
Die Erzeugungsoperatoren a†iσ beschreiben mathematisch die 1-Teilchen-Anregung-
en des Vakuums |vac〉 zum Zustand |iσ〉:
a†iσ |vac〉 = |iσ〉. (2.1)
Im Rahmen der vorliegenden Arbeit soll der lateinische Buchstabe (hier: i) aus-
schließlich die Ortskomponente repra¨sentieren, der griechische Buchstabe σ den
Spin. Das Gegenstu¨ck zu den Erzeugern bilden die Vernichtungsoperatoren aiσ .
Durch die Einfu¨hrung von Erzeugern und Vernichtern werden die Eigenschaften
der Wellenfunktion durch die resultierende Algebra formuliert. Ein Beispiel ist der
Vorzeichenwechsel der Wellenfunktion unter Fermionenvertauschung, der unter an-
derem folgende Antikommutatorbeziehung bedingt:
a†pσaqσ ′ + aqσ ′ a
†
pσ = δpqδσσ ′ . (2.2)
Dabei ist es unerheblich, auf welchen Gesamtzustand (Zahl der Elektronen) diese
Operatoren wirken. Dies ist auch bei Anregungen von Vorteil. So beschreibt die
Abfolge der zwei Operatoren
a†pσaqσ ′ (2.3)
universell die Vernichtung des 1-Teilchen-Zustands |qσ ′〉 und die Erzeugung des
1-Teilchen-Zustands |pσ〉 – unabha¨ngig von den u¨brigen vorhandenen 1-Teilchen-
Zusta¨nden. Bei der Betrachtung von Moleku¨len mit abgeschlossenen Schalen genu¨gt
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Im Folgenden wird zuna¨chst der abgeschlossenschalige Fall (Closed-Shell) herge-
leitet, welcher dann auf den UHF-Formalismus erweitert wird. Die Herleitung der
relaxierten Dichten fu¨r RI-MP2-F12 im Spinorbitalformalismus ist in Ref. [69] be-
schrieben.
Der U¨bergang zur zweiten Quantisierung hat direkte Auswirkungen auf die
Operatoren. Da 1-Teilchen-Zusta¨nde die Basis fu¨r Mehrteilchen-Zusta¨nde darstel-
len, mu¨ssen Operatoren unabha¨ngig von der Teilchenzahl im gesamten Fock-Raum

















s ] , (2.6)
mit den zu hˆ zusammengefassten 1-Elektronen-Operatoren der kinetischen Energie
der Elektronen Tˆ und der Elektron-Kern-Anziehung Vˆne [51, 70, 71]. Im Rahmen






φ∗r (~r2)φs(~r2) d~r1 d~r2 , (2.7)
nie antisymmetrisiert, sondern es handelt sich stets um einfache Produkte.
Bis hierhin wurde die Verwendung einer orthonormierten 1-Teilchen-Basis vor-
ausgesetzt. Dies kann nicht allgemein angenommen werden, beispielsweise im Rah-
men der Metrika¨nderung bei Gradienten (siehe Kap. 4). Es gilt anstelle von Gl. (2.2)
a†pσaqσ ′ + aqσ ′ a
†
pσ = Spqδσσ ′ , (2.8)
wobei S die ra¨umliche U¨berlappung der beiden 1-Teilchen-Zusta¨nde beschreibt. Zur
Vereinfachung erfolgt eine Transformation in eine orthonormierte Hilfsbasis (OMO).
Diese ist so gewa¨hlt, dass die transformierten Erzeuger und Vernichter die bereits






so dass sich Gl. (2.8) in der neuen Basis wieder auf Gl. (2.2) reduziert.
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2.2 Das Hylleraas-Funktional
Den Ausgangspunkt fu¨r die nicht-relativistische, zeitunabha¨ngige Quantenchemie
stellt die Schro¨dinger-Gleichung
Hˆ |Ψ〉 = E0 |Ψ〉 (2.10)
mit dem Hamilton-Operator Hˆ, der elektronischen Wellenfunktion fu¨r den Grund-
zustand Ψ und deren Energie-Eigenwert E0 dar. Im Rahmen des sto¨rungstheore-
tischen Ansatzes wird der Hamilton-Operator in einen lo¨sbaren Anteil sowie eine
Sto¨rung zerlegt und eine Entwicklung von der Wellenfunktion und Energie bezu¨glich
der Sto¨rung durchgefu¨hrt. λ zeigt im Folgenden die Ordnung der Sto¨rung an. Bricht
man die Entwicklung der Energie nach der zweiten Ordnung ab, erha¨lt man die
Møller-Plesset-Sto¨rungstheorie in zweiter Ordnung (MP2) [72]:
Hˆ = Fˆ + λΦˆ , (2.11)
E0 = E
(0) + λE(1) + λ2E(2) +O(λ3) , (2.12)
|Ψ〉 = |HF〉+ λ |MP1〉+O(λ2) , (2.13)
|MP1〉 = Tˆ2 |HF〉 =
∑
µ2









ij |HF〉 . (2.14)
Bei Fˆ handelt es sich um den Fock-Operator, bei Φˆ um das Fluktuationspotential;
t
αβ
ij stellen die Amplituden dar. Der Fock-Operator wird aufgrund der Zerlegung in
Gl. (2.11) auch als
”
ungesto¨rter“ Hamilton-Operator oder Hamilton-Operator null-
ter Ordnung bezeichnet. Einfach-Anregungen verschwinden in dieser Ordnung der
Sto¨rungstheorie aufgrund der Brillouin-Bedingung. Die Gleichungen (2.11) bis (2.14)
fu¨hren nach Sortieren der Potenzen von λ und anschließende Projektion auf zwei-
fach angeregte Determinanten 〈µ2| auf die Bestimmungsgleichungen fu¨r die Ampli-
tuden (siehe Anhang):
〈µ2| [Fˆ, Tˆ2] |HF〉+ 〈µ2| Hˆ |HF〉 = 0 . (2.15)
Hierbei handelt es sich um eine Verallgemeinerung der bekannten kanonischen For-
mulierung, die somit auch fu¨r Orbitale gu¨ltig ist, welche den Fock-Operator nicht
diagonalisieren, beispielsweise lokalisierte Moleku¨lorbitale. Dies erlaubt die Formu-
lierung eines Lagrange-Funktionals fu¨r die Energie, mit dessen Hilfe die Amplitu-
den t
αβ
ij derart bestimmt werden, dass die Energiekorrektur in Gl. (B.9) unter Auflage
der Nebenbedingungen in Gl. (2.15) dem Betrag nach maximal wird. Im Folgenden
8
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werden die hierfu¨r beno¨tigten Lagrange-Multiplikatoren in Anlehnung an die Am-
plituden mit t¯µ2 bezeichnet. Da das Funktional erstmals von Hylleraas formuliert
wurde [73], heißt dieses spezielle Lagrange-Funktional auch Hylleraas-Funktional:














































∣∣∣ [Fˆ, τˆαβij ] |HF〉 , (2.17)
mit der Parametrisierung der Bra-Zusta¨nde fu¨r abgeschlossenschalige Moleku¨le〈
αβ
ij
∣∣∣∣ = 13 〈αβij ∣∣∣+ 16 〈αβji ∣∣∣ . (2.18)
Die Indizes α, β,γ, δ bezeichnen die vollsta¨ndige unendliche Menge virtueller Orbi-
tale, d.h. sowohl konventionelle a, b, c, d als auch solche, die nicht in der endlichen
Orbitalbasis enthalten sind (α ′′, β ′′, γ ′′, δ ′′):
{α} = {a}⊕ {α ′′} . (2.19)
2.2.1 Bestimmung der Lagrange-Multiplikatoren






















∣∣∣ [Fˆ, τˆαβij ] |HF〉 (2.20)








∣∣∣ (Fˆ − E(0)) ∣∣∣αβij 〉 . (2.21)
Es sei angemerkt, dass unter Verwendung der Methode nach Lagrange die partiellen
Ableitungen des Funktionals gebildet werden. Eine genaue Darstellung erfolgt in
Kap. 4 am Beispiel der Gradienten; die wesentlichen Aspekte lassen sich jedoch
leicht auf das hier diskutierte Hylleraas-Funktional u¨bertragen.
9
2. Explizit korrelierte Sto¨rungstheorie










∣∣∣∣ Hˆ |HF〉+〈αβij ∣∣∣∣ [Fˆ, Tˆ2] |HF〉 (2.22)








∣∣∣∣ (Fˆ − E(0)) ∣∣∣γδkl 〉 . (2.23)
Mit der Parametrisierung in Gleichung (2.18) la¨sst sich analog zu Gl. (2.23) eine Be-
ziehung herleiten, bei der i und j vertauscht sind. Diese wird mit der unvera¨nderten
Gl. (2.23) derart linear kombiniert, dass die linke Seite mit Gl. (2.21) u¨bereinstimmt.












2.2.2 Auswertung des Energieausdrucks
Nach Bestimmung der Lagrange-Multiplikatoren liefert die Auswertung fu¨r den












ij (2〈ij|g12 |αβ〉− 〈ij|g12|βα〉) . (2.25)
Der dritte Term, 〈
αβ
ij
∣∣∣∣ Hˆ |HF〉 = 〈ij|g12|αβ〉 , (2.26)
ist aufgrund der Parametrisierung (fu¨r reelle Orbitale) identisch mit dem zweiten, da
sich die entsprechende Vertauschung in den Lagrange-Multiplikatoren t¯
αβ
ij wieder-
findet. Gemeinsam entsprechen beide dem ha¨ufig als 2V-Term bezeichneten Teil des





















∣∣∣ [Fˆ, Eαi Eβj ] |HF〉 , (2.27)
der im Gegensatz zu den ersten beiden Termen sowohl Amplituden als auch La-


























∣∣∣ Eαi Eρj δ̺β − Eαi Eβ̺δρj + Eρi Eβj δα̺ − Eα̺Eβj δρi |HF〉 . (2.28)
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Hierbei bezeichnen ρ und ̺ die vollsta¨ndige 1-Teilchen-Basis. Durch Auswertung



































Bisher erfolgte die Herleitung ohne Einschra¨nkung der Form der Zweifach-Anre-
gungen. Fu¨r weitere Umformungen ist eine Betrachtung der konkreten Gestalt der
explizit korrelierten Paare notwendig. Von besonderer Bedeutung ist in diesem Zu-
sammenhang die Metrik der 2-Teilchen-Basisfunktionen (Geminale), da diese weder
untereinander noch bezu¨glich der konventionellen Zweifach-Anregungen orthonor-
miert sind. Basierend auf einer Abtrennung der explizit korrelierten Anregungen Tˆ2 ′
(aus dem vollsta¨ndigen Satz Tˆ2), kann man das vollsta¨ndige Hylleraas-Funktional in-
diziert durch
”
MP2“ in drei Teile unterteilen: einen konventionellen (
”
konv“), einen
rein explizit korrelierten (
”
∆F12“) und den Kopplungsbeitrag (
”
kopp“):
HMP2 = Hkonv +H∆F12 +Hkopp . (2.30)
Der erste Term repra¨sentiert somit die konventionelle MP2-Energie. Bei Annah-
me der erweiterten Brillouin-Bedingung (EBC) ist die Kopplung identisch mit null
(Faβ = 0 [74]). Zusa¨tzlich zu dieser formalen Bedingung haben numerische Un-
tersuchungen gezeigt [69], dass die Beitra¨ge im Rahmen der vorliegenden Arbeit
vernachla¨ssigbar klein sind und daher im Folgenden nicht weiter betrachtet werden.
Die zentrale Rolle nimmt der zweite Term ein, welcher den ausschließlich explizit
korrelierten Zusatztermen entspricht.
2.3.1 Die explizit korrelierten Paare
Der Operator Tˆ2 ′ entha¨lt eine spezielle Form von Zweifach-Anregungen, welche
als R12-Anregungen bezeichnet werden. Diese sind so gewa¨hlt, dass sie die Cusp-
Bedingungen in erster Ordnung erfu¨llen. Formal ko¨nnen sie geschrieben werden
11












kl = 〈αβ| Qˆ12 f (r12) |kl〉 . (2.32)
Fettgedruckte Buchstaben deuten die Geminale an, die unterschiedlich gewa¨hlt wer-
den ko¨nnen (siehe Kap. 3.2.1). Obwohl im Rahmen der vorliegenden Arbeit aus-
schließlich besetzte Orbitale verwendet werden, wird die Notation zwecks U¨ber-
sichtlichkeit beibehalten. Bei cklij handelt es sich um die R12-Amplituden; der Opera-
tor Qˆ12 stellt sicher, dass die neuen Anregungen streng orthogonal auf dem Hartree-
Fock-Referenzzustand sind [75]:




|φK〉〈φK | . (2.34)
Oˆ ist der Projektor auf die besetzten Hartree-Fock-Orbitale. Großbuchstaben zeigen
im Fall besetzter Orbitale an, dass die Projektion eingefrorene und aktive Orbitale
einschließt, wohingegen kleine Buchstaben andeuten, dass nur aktive beru¨cksichtigt
werden. Diese Wahl des Projektionsoperators ist als Ansatz 2 in der R12-Theorie
bekannt [10]. Sind sowohl konventionelle als auch R12-Zweifach-Anregungen vor-
handen, ist es vorteilhaft, die virtuellen Paare ebenfalls herauszuprojizieren [26, 76]
(siehe auch Referenzen [30, 32]), was gelegentlich als Ansatz 3 bezeichnet wird (s.
Abb. 2.1). Es sei angemerkt, dass ohne weitere Na¨herungen Ansatz 2 und 3 a¨qui-
valent sind. Da im Fall von Ansatz 3 jedoch der Beitrag der virtuellen Hartree-
Fock-Orbitale herausprojiziert wird, ist der Beitrag durch die Kopplung zwischen
konventionellen virtuellen Orbitalen und den explizit korrelierten Paaren sehr klein,
so dass die Annahme des EBC eine gute Na¨herung darstellt (vgl. oben). Im Rahmen
von Ansatz 2 gilt dies nicht, da die unbesetzten Orbitale stark mit den R12-Paaren
u¨berlappen und der Kopplungsbeitrag sehr groß ist.
Slater-Geminale mit f (r12) = exp(−γr12) wurden 2004 von Ten-no in die Theorie
der explizit korrelierten Wellenfunktionen eingefu¨hrt [77]. Durch verschiedene Im-
plementierungen wurde der Nutzen fu¨r MP2 [31, 52, 54, 78–82], Coupled-Cluster-
Methoden [35, 39] oder Multireferenz-Sto¨rungstheorie [83] besta¨tigt. Im Rahmen
dieser Arbeit wurden ausschließlich zu einem Slater-Typ (STG) kontrahierte sechs
Gauß-Basisfunktionen verwendet (STG-6G), wobei die Koeffizienten ci und Expo-
12
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nenten ωi aus der Literatur stammen [80]:





12) ≈ exp(−γ r12). (2.35)




















Vklij = 〈kl| f12Qˆ12g12 |ij〉 = 〈kl| vˆ12 |ij〉 (2.37)






formuliert werden. Die Amplituden ko¨nnen entweder variationell optimiert oder bei
bestimmten Werten festgehalten werden. Im Rahmen der variationellen Lo¨sung er-
folgt die Berechnung aller Amplituden cklij derart, dass sie das Hylleraas-Funktional
minimieren (var) [84]. Fu¨r jedes Paar ij ergibt sich ein Lo¨sungsvektor
(var)
~cij = −[





Die Methode ist invariant bezu¨glich Orbitalrotationen innerhalb der besetzten Or-
bitale. Das gilt auch, wenn die (spin-adaptierten) Amplituden auf diagonale Anre-
gungen c
ij
ij beschra¨nkt bleiben und mit der Methode von Ten-no basierend auf Katos








Im Rahmen dieser Arbeit werden beide Varianten verwendet und verglichen, da der
fix-Ansatz nicht das Problem des Geminal-BSSE [81] aufweist, das auftritt, wenn bei
einem Dimer Anregungen aus einem Monomer in das andere erfolgen (siehe Kap.
6).
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Abb. 2.1: Bildliche Darstellung der Wirkungsweise der verschiedenen Projektionsoperatoren.
α ′′, β ′′ stellen den fehlenden Beitrag der endlichen Orbitalbasis dar. Schwarz bil-
det den Hartree-Fock-Beitrag ab, hellgrau symbolisiert den konventionellen MP2-
Beitrag. Die dunkelgrauen Fla¨chen stehen fu¨r die F12-Zusatzbeitra¨ge. Von links





Erweiterung auf den UHF-Formalismus
Im Rahmen der Erweiterung fu¨r den UHF-Formalismus treten Beitra¨ge mit gleichem
(Same-Spin) und unterschiedlichem Spin (Opposite-Spin) auf, die mit den entspre-












































〈kαlβ| f12Qˆ12(Fˆ12 − ǫiα jβ)Qˆ12 f12|mαnβ〉 . (2.43)
Man beachte die folgende Definition im Vergleich zu Gl. (2.39):
dkσlσiσ jσ = c
kσlσ
iσ jσ
− ckσlσjσ iσ . (2.44)
Im Gegensatz zum RHF-Fall ergeben sich fu¨r offenschalige Moleku¨le oder Atome
mehrere Mo¨glichkeiten, die Amplituden zu fixieren [86]. Die einfachste Wahl besteht
in der Verwendung von Gl. (2.42). Da diese jedoch Spin-Kontaminierung einfu¨hrt
und fu¨r gleiche α- und β-Orbitale nicht die gleiche Energie wie die RHF-Methode
liefert, wird im Rahmen der vorliegenden Arbeit fu¨r offenschalige Systeme im-
mer die variationelle Bestimmung der Amplituden verwendet. Die beiden erwa¨hn-
ten schwerwiegenden Nachteile treten nicht auf, wenn die Spin-Flip-Methode ver-
wendet wird [86], welche die Cusp-Bedingungen fu¨r offenschalige Systeme erfu¨llt
14
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[87, 88]. Im Rahmen der vorliegenden Arbeit wird sie nicht behandelt, da sie erst
ku¨rzlich entwickelt wurde.
Berechnung der Matrix B
Eine direkte Implementierung des Hylleraas-Funktionals in Gl. (2.36) kann aufgrund
numerischer Instabilita¨ten in Gl. (2.38) nicht ohne weitere Umformungen erfolgen.
Verwendung findet daher stets die u.a. in Ref. [10] beschriebene Kommutator-For-
mulierung, siehe Gl. (2.45). Insbesondere fu¨r Na¨herung A ergibt sich damit folgender
Kern fu¨r die Matrix B:






f12Qˆ12[Tˆ12, f12] + [ f12, Tˆ12]Qˆ12 f12
)
, (2.45)
welcher im Gegensatz zu Gl. (2.38) nun ij-unabha¨ngig ist. Eine ku¨rzlich erschiene-
ne Dissertation gibt einen genauen U¨berblick u¨ber die Implementierung der ver-
schiedenen Na¨herungen [89]. Angemerkt sei, dass die Berechnung aller in Gl. (2.36)
auftretenden Terme eine Konvergenz des Basissatzfehlers mit ∝ X−7 zur Folge hat,
wohingegen sich im Fall von Na¨herung A der Fehler mit ∝ X−5 verringert [74].


























bˆ12 = f12Qˆ12 tˆ12 , (2.48)
tˆ12 = [Tˆ12, f12] . (2.49)
verwendet. Die Berechnung des Integrals u¨ber den Kommutator kann entweder ex-
akt oder durch Einfu¨hrung eines Projektors geschehen, so dass man
〈kl|Tˆ1 f12|pq〉 ≈ 〈k˘l| f12|pq〉 (2.50)
erha¨lt, wobei das transformierte Orbital lautet:
|k˘〉 = Pˆ ′1 Tˆ1|k〉 =
∑
p ′
|p ′〉〈p ′|Tˆ1|k〉 . (2.51)
(Zur Definition von p ′ siehe unten.) Eine solche Projektion erfolgt fu¨r alle vier Ter-
me. Die gena¨herte Berechnung der Integrale ist numerisch jedoch zuna¨chst instabil.
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Ho¨here Stabilita¨t wird durch Verwendung des gesamten 1-Elektronen-Anteils hˆ er-
reicht, im Folgenden abku¨rzend als [T+V]-Na¨herung bezeichnet. Damit erha¨lt man
den Operator bˆ12 in der [T+V]-Na¨herung:
bˆ12 ≈ b12 = f12Qˆ12t12 , (2.52)
t12 = hˆ1 Pˆ
′
1 f12 + hˆ2 Pˆ
′
2 f12 − f12 Pˆ
′
1 hˆ1 − f12 Pˆ
′
2 hˆ2 . (2.53)
Formal kommutiert der neue Beitrag Vˆne (vgl. Kap. 2.1), so dass sich eine rein nu-
merische Verbesserung ergibt. Die Ergebnisse lassen sich durch Hinzunahme der 2-
Elektronen-Terme des Fock-Operators zum 1-Teilchen-Hamilton weiter stabilisieren
([F+K]-Na¨herung). Da letztere la¨ngere Rechenzeiten beno¨tigt und die Ergebnisse der
[T+V]-Na¨herung fu¨r den STG-Korrelationsfaktor bereits eine hohe numerische Sta-
bilita¨t aufweisen, stellt die Matrixdarstellung des 1-Elektronen-Hamilton-Operators
die beste Wahl dar. Daru¨ber hinaus wird in der [T+V]-Na¨herung die Transformati-
onsmatrix mit nicht-gena¨herten Integralen berechnet, wohingegen bei Verwendung
der [F+K]-Na¨herung zusa¨tzlich die RI-JK-Na¨herung angewendet wird.
Die Standardna¨herung
Trotz Einfu¨hrung des Projektionsoperators Qˆ12 fu¨hren die Geminale auf teure Mehr-
elektronen-Integrale. Im Rahmen der Standardna¨herung werden sie durch eine RI-
Na¨herung zu 2-Elektronen-Integralen vereinfacht:
Qˆ
(3)




1Oˆ2 + Oˆ1Oˆ2 − Vˆ1Vˆ2 . (2.54)
Diese Formulierung ist allgemein fu¨r jede Art von Hilfsbasis p ′ gu¨ltig. Nachdem
anfa¨nglich nur die Orbitalbasis hierfu¨r verwendet wurde, erga¨nzt man sie seit 2004
um eine komplementa¨re Hilfsbasis (CABS). Somit la¨sst sich in Anlehnung an die
Notation der virtuellen Orbitale der Raum aller Moleku¨lorbitale schreiben als:
{p ′} = {p}⊕ {p ′′} = {p}∪ {p˜ ′′} . (2.55)
Die Menge {p˜ ′′} deutet hierbei eine Hilfsbasis an, welche nicht orthonormal auf der
Orbitalbasis steht. Fu¨r den Spezialfall CABS, bei dem die Hilfsbasis orthonormal auf








1 Oˆ2 − Pˆ1Pˆ2 . (2.56)
Dies gilt nur fu¨r die CABS-Funktionen in der MO-Basis. Da den CABS-MOs wie je-
der anderen Basis auch Gauß-Funktionen zugrunde liegen, welche nicht orthonormal
auf den Gauß-Funktionen der Orbitalbasis stehen, ist bei der Gradientenberechnung




Die Konvergenz des Basissatzfehlers der Hartree-Fock-Methode verla¨uft fu¨r das
Wasserstoff-Atom exponentiell mit der Wurzel der Anzahl an s-artigen Basisfunktio-
nen [90]. Numerische Ergebnisse lassen zudem ein exponentielles Abfallen des Feh-
lers fu¨r Moleku¨le annehmen [91–93]. Bei Verwendung explizit korrelierter Wellen-
funktionen ist der Basissatzfehler des Hartree-Fock-Verfahrens jedoch meist deutlich
gro¨ßer als der Fehler in der Korrelationsenergie. Mithilfe der CABS-Singles erfolgt
eine sto¨rungstheoretische Korrektur fu¨r das SCF-Verfahren, so dass sich der Feh-
ler der Hartree-Fock-Energie deutlich verkleinert [36, 94]. Hierfu¨r ist ein Hylleraas-
Funktional analog zum Fall der Zweifach-Anregungen formulierbar. Unter Annah-





















Qˆ = 1− Pˆ , (2.58)
wobei es sich bei c
p˜ ′′
i um die entsprechenden Amplituden handelt, welche variatio-
nell bestimmt werden. Die Tilde deutet an, dass es sich im Rahmen dieser Formulie-
rung um eine Hilfsbasis handelt, welche aufgrund des Projektionsoperators Qˆ nicht
orthonormal auf der Orbitalbasis stehen muss (s.o.). Da das lediglich beim Wechsel
der Metrik im Rahmen der Gradienten eine Rolle spielt, sei die Tilde im Folgenden
weggelassen. Entsprechend lautet die Definition der Matrix B:
(i)Bp ′′q ′′ = Fp ′′q ′′ − δp ′′q ′′ǫi . (2.59)






[(i)B−1]p ′′q ′′Fq ′′ i , (2.60)
aber nicht eingesetzt. Die so erhaltene Energiekorrektur wird mit E∆s bezeichnet.
Es sei angemerkt, dass im Sinn der CABS-Singles auch eine Formulierung von
CABS-Doubles mo¨glich ist, welche eine spezielle Formulierung des Dual-Basis-An-
satzes von Almlo¨f [95] darstellt. Hierzu werden anstelle der Geminale Paare der
Form Qˆ12|p
′′q ′′〉 in das Hylleraas-Funktional eingesetzt. Numerische Tests zeigen
jedoch, dass diese erwartungsgema¨ß bei weitem nicht so viel Korrelationsenergie
liefern wie explizit korrelierte Methoden [96].
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2.5 Integrale fu¨r F12-Methoden
Im Rahmen des Obara-Saika-Schemas werden die Integrale mittels Rekursionsbe-
ziehungen berechnet [97]. Diese setzen die analytische Berechnung einiger weniger
Grundintegrale I0 voraus:
I0[g(r12)] ∝ G0(ρ, T) , (2.61)
I
(n)
0 [g(r12)] ∝ Gn(ρ, T) . (2.62)
Dabei bedarf es eines Grundintegrals I0 fu¨r jeweils einen Operator g(r12) (nicht zu
verwechseln mit g12). Alle Integrale sowie sa¨mtliche Intermediate mu¨ssen als Funk-













G0(ρ, T) . (2.64)
Das implementierte Obara-Saika-Schema soll hier nicht im Detail besprochen wer-
den [98]. Es werden lediglich die Gro¨ßen T, ρ, ~P und ~Q, welche Funktionen der Ex-
ponenten a, b, c, d der vier Gauß-Basisfunktionen an den Zentren ~A, ~B, ~C und ~D sind,
definiert:





a ~A + b~B
a+ b
, ~Q =
c~C + d ~D
c + d
, (2.66)
T = ρ|~P− ~Q|2. (2.67)
Die Notation folgt hierbei den zitierten Vero¨ffentlichungen. Um Integrale zu im-
plementieren, werden nur die Grundintegrale G0(ρ, T) und ihre n-ten Ableitungen








eingefu¨hrt, welche vom Exponent ωi des gena¨herten STG abha¨ngen.





























2.5. Integrale fu¨r F12-Methoden
Das Integral u¨ber f 2(r12) unterscheidet sich nur insoweit vom Integral u¨ber f (r12),
als die Summe durch eine Doppelsumme ersetzt werden muss. Mit der Definition

































Die Integrale u¨ber g(r12) = f (r12)/r12 mu¨ssen fu¨r R12 nicht beru¨cksichtigt werden,
































mit der Boys-Funktion Fm(x). Daru¨ber hinaus erha¨lt man die Integrale u¨ber den
Doppel-Kommutator mit dem Kern g(r12) = (∇1 f (r12))
2:






)5 (ρˆijT + 32
)
exp(−ρ˜ijT) , (2.77)















3. Die Geminalbasis in explizit
korrelierten Methoden
Im Rahmen des normalen Ansatzes fu¨r explizit korrelierte Wellenfunktionen wer-
den zusa¨tzliche F12-Anregungen eingefu¨hrt. Diese sollen den interelektronischen
Cusp sowie dessen na¨here Umgebung gut beschreiben, wa¨hrend die konventionel-
len Anregungen die Wellenfunktion insgesamt abbilden. 1985 wurde von Kutzelnigg
gezeigt [5], dass ein großer Anteil der Korrelationsenergie von Helium mit einer ein-









Im folgenden Kapitel soll ein analoger Ansatz fu¨r Moleku¨le erfolgen. Dazu werden
die konventionellen Zweifach-Anregungen aus der explizit korrelierten CC2-Theorie
[101] entfernt. Ein solcher CCS(F12)-Ansatz liefert 80 bis 95% der CC2-Korrelations-
energie [102]. Dies ist ein erstaunlich großer Anteil, wenn man sich die kleine Anzahl
und die geringe Flexibilita¨t der Geminale vor Augen fu¨hrt.
3.1 Die Methode CCS(F12)
Die CCS(F12)-Methode ist analog zum CC2-F12-Verfahren mit dem bereits ange-
sprochenen Unterschied, dass die konventionellen Zweifach-Anregungen nicht in
der Wellenfunktion enthalten sind. Damit lautet die CCS(F12)-Wellenfunktion
|CC〉 = exp(Tˆ ) |HF〉 , (3.2)
mit Hartree-Fock als Referenzwellenfunktion und







3. Die Geminalbasis in explizit korrelierten Methoden
Bei Tˆ2 ′ handelt es sich um den gleichen Anregungsoperator wie in Kap. 2 mit dem
Unterschied, dass aufgrund der fehlenden konventionellen Zweifach-Anregungen
Ansatz 2 verwendet wird (siehe Abb. 2.1). Die CCS(F12)-Gleichungen lauten
E = 〈HF| Hˆ(1 +
1
2
Tˆ 21 + Tˆ2 ′) |HF〉 , (3.5)
0 = 〈µ1| F˜ + φ˜+ [φ˜, Tˆ2 ′ ] |HF〉 , (3.6)
0 = 〈µ2 ′ | [Fˆ, Tˆ2 ′ ] + φ˜ |HF〉 , (3.7)
mit den u¨blichen Projektionsmannigfaltigkeiten (siehe Ref. [51, 76, 103] oder im An-
hang). Es sei angemerkt, dass – allgemein fu¨r explizit korrelierte Coupled-Cluster-
Methoden – im Fall von festen Amplituden ein zusa¨tzlicher Lagrange-Term ein-
gefu¨hrt werden muss [37]. Die Tilde deutet Tˆ1-transformierte Gro¨ßen an:
A˜ = e−Tˆ1 AˆeTˆ1 . (3.8)
In Gl. (3.7) liegt kein Tˆ1-transformierter Fock-Operator vor, da das GBC angenom-
men wurde [74]. Der CCS(F12)-Ansatz kann mit dem CC2-Ansatz verglichen wer-
den, welcher genau gleich ist, nur dass Tˆ2 durch Tˆ2 ′ ersetzt wurde.
3.2 Ergebnisse
In diesem Kapitel werden CC2-, CC2-F12- [103] und CCS(F12)-Rechnungen an einem
Testsatz von kleinen Moleku¨len vorgestellt (siehe Anhang). Zuna¨chst erfolgt der Ver-
gleich der Basissatzlimits von CCS(F12) und CC2, gefolgt von der Untersuchung des
Einflusses verschiedener Parameter auf die Korrelationsenergie. Abschließend wird
die Berechnung von Energiedifferenzen betrachtet.
3.2.1 Basissatzlimit von CCS(F12) und CC2
Die Basissatzlimits der Methoden CCS(F12) und CC2 sind in Tab. 3.1 angegeben.
Um die Limits der Methode CCS(F12) zu erhalten, wurden alle Residuen minimiert
(angedeutet durch das Pra¨fix var-) und der Exponent des STG-Korrelationsfaktors γ
derart optimiert, dass die vom Betrag her gro¨ßte Korrelationsenergie erhalten wurde.
Die Untersuchungen zeigen, dass fu¨r CCS(F12) unabha¨ngig von der Basissatzgro¨ße
na¨herungsweise der gleiche optimale Exponent γ erhalten wird. Daher wurde der




Die Basissatzlimits der Methode var-CCS(F12) betragen ungefa¨hr 80 bis 95% der
CC2-Limits. Dies entspricht in etwa der Qualita¨t von triple-ζ-Ergebnissen bei kon-
ventionellen Rechnungen, die im Schnitt 90% des Basissatzlimits erreichen. Fu¨r das
2-Elektronen-System H2 erha¨lt man sogar 97% des CC2-Basissatzlimits. Die Ergeb-
nisse illustrieren eindrucksvoll, dass Kutzelniggs einfacher Ansatz nicht nur fu¨r He-
lium, sondern auch fu¨r Moleku¨le a¨ußerst gute Ergebnisse liefert − vorausgesetzt,
dass ein STG-Korrelationsfaktor verwendet wird.
In Tab. 3.1 sind außerdem CCS(F12)-Rechnungen in einer aug-cc-pVTZ- und aug-
cc-pVQZ-Basis einander gegenu¨ber gestellt. Man kann erkennen, dass die Ergebnis-
se der triple-ζ-Basis nahezu konvergiert sind. Der Grund fu¨r die rasche Konvergenz
ist die Wahl der explizit korrelierten Paare Qˆ12 f (r12)φiφj, welche nur die besetz-
ten Orbitale beru¨cksichtigen. Daher wird auch eine a¨hnliche Konvergenz wie bei
Hartree-Fock erwartet, also eine nahezu vollsta¨ndige Konvergenz fu¨r kleine Mo-
leku¨le bei triple-ζ-Basen. Unterschiede zwischen den beiden Orbitalbasen lassen
sich hauptsa¨chlich auf die Einfach-Anregungen und die unterschiedliche Qualita¨t
der RI-Na¨herung zuru¨ckfu¨hren.
Jedoch ist die verwendete Geminalbasis weit davon entfernt vollsta¨ndig zu sein,
da bis zu 20% der Korrelationsenergie fehlen. Der verbleibende Rest la¨sst sich durch
Erga¨nzung der Geminalbasis um unbesetzte Orbitale erhalten. Erst damit decken
die Geminale den gesamten Raum der Zweifach-Anregungen ab. Die explizit kor-
relierten Paare ko¨nnen beispielsweise die Form Qˆ12 f (r12)φpφq annehmen, wobei
p und q die gesamte Orbitalbasis darstellen. Eine solche Vorgehensweise wurde
bereits fru¨her eingesetzt, beispielsweise in verwandten (explizit korrelierten) GGn-
Methoden [104–107] oder zur Untersuchung angeregter Zusta¨nde [108]. In Ref. [108]
sind Testrechnungen fu¨r Grundzustandsenergien aufgezeigt, aber die Kombination
von Ansatz 1 und konventionellen Zweifach-Anregungen zeigte keinen Nutzen der
vergro¨ßerten Geminalbasis fu¨r Grundzustandsenergien.
3.2.2 Wahl der F12-Amplituden
Im vorangehenden Abschnitt wurden alle Amplituden derart optimiert, dass sie
die Coupled-Cluster-Gleichungen lo¨sen. Kutzelniggs urspru¨ngliche Idee war jedoch,
den F12-Amplituden entsprechend der Cusp-Bedingung einen festen Wert zuzuwei-
sen. In diesem Abschnitt erfolgt der Vergleich der beiden Mo¨glichkeiten der Ampli-
tudenwahl.
Die absoluten fix-CCS(F12)-Korrelationsenergien sind in Tab. C.3 aufgefu¨hrt. Zum
Vergleich sind sie ebenfalls als Prozentzahlen (bezogen auf var- CCS(F12) mit der Ba-
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Tab. 3.1: var -CCS(F12)/aug-cc-pVTZ und var -CCS(F12)/aug-cc-pVQZ Korrelationsenergien
im Vergleich mit Basissatzlimits von CC2 in mEh. Die Akronyme aVTZ und aVQZ
bedeuten aug-cc-pVTZ und aug-cc-pVQZ. a Berechnung nach ∆CCS(F12)
∆CC2Limit ·100.
∆CCS(F12) ∆CC2Limit
Moleku¨l γopt aVTZ aVQZ %a
BeH2 0.50 -64.416 -64.492 95.9 - 67.259
CH2 0.55 -142.768 -142.887 91.3 -156.550
HF 0.85 -275.012 -273.981 85.5 -320.518
F2 0.80 -523.508 -523.375 84.6 -618.709
N2 0.60 -370.434 -370.266 86.6 -427.552
CO 0.65 -350.296 -350.172 85.1 -411.414
C2H3+ 0.60 -286.131 -286.405 90.0 -318.298
NO+ 0.65 -400.493 -400.279 83.8 -477.653
BeO 0.60 -286.422 -286.382 79.0 -362.346
C2 0.40 -380.353 -380.339 92.4 -411.489
O3 0.65 -756.153 -755.921 82.7 -914.165
CN+ 0.40 -379.356 -379.222 79.8 -475.431
BN 0.40 -320.348 -320.210 78.9 -405.844
C2H2 0.55 -315.188 -315.325 90.0 -350.526
C2H4 0.60 -344.859 -344.835 91.8 -375.738
CH4 0.60 -204.839 -205.030 93.1 -220.195
CO2 0.65 -599.295 -599.203 85.3 -702.214
H2 0.50 -33.376 -33.368 97.2 -34.329
H2O 0.75 -263.385 -263.068 86.9 -302.710
H2O2 0.70 -497.592 -497.584 86.3 -576.333
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sis aug-cc-pVTZ in Tab. 3.1) angegeben. Der Exponent γ wurde fu¨r jedes Moleku¨l
und beide Methoden unabha¨ngig optimiert.
Deutlich zu erkennen sind die sehr kleinen Unterschiede zwischen den bei-
den Methoden. Trotz festgehaltener Amplituden erreicht man 92 bis 99% der var-
Korrelationsenergie. Das Ergebnis ist aus zwei Gru¨nden besonders hervorzuheben:
Zum einen stellt der Exponent des Korrelationsfaktors den einzigen Parameter fu¨r die
Zweifach-Anregungen dar, zum anderen sei daran erinnert, dass die explizit korre-
lierten Paare nur zur Verbesserung der nahen Umgebung des interelektronischen
Cusps eingefu¨hrt wurden. Umso bemerkenswerter ist die Tatsache, dass große An-
teile der weitreichenden Form qualitativ richtig beschrieben werden. Um daru¨ber
hinaus eine quantitative Beschreibung zu erhalten, ko¨nnte man nicht-symmetrische
Korrelationsfaktoren verwenden.
Einzig fu¨r das C2-Moleku¨l werden mit festen Amplituden signifikant schlechte-
re Korrelationsenergien beobachtet. Hier betra¨gt der Unterschied 25% (96.636 mEh).
Dies reflektieren ebenfalls die optimierten STG-Exponenten γ. In allen anderen Fa¨llen
a¨nderte sich das optimierte γ nur wenig von var-CCS(F12) zu fix-CCS(F12). Bei C2
hingegen steigt der optimale Exponent von 0.40 auf 0.65 a−10 . Erstaunlicherweise
a¨ndert sich beimMoleku¨l BN der Exponent ebenfalls drastisch; fu¨r die unterschiedli-
che Wahl der Amplituden betra¨gt der Unterschied in der Korrelationsenergie jedoch
nur wenige Prozent. Es kann ein Hinweis darauf sein, dass bei C2 Multireferenz-
Methoden eingesetzt werden mu¨ssen.
3.2.3 γ-Abha¨ngigkeit
Im Folgenden wird die γ-Abha¨ngigkeit der Korrelationsenergie anhand der Mo-
leku¨le HF und C2 diskutiert. Hierzu erfolgt die Berechnung der Korrelationsener-
gien beider Moleku¨le in der Basis aug-cc-pVTZ fu¨r verschiedene Werte von γ. Die
erhaltenen Ergebnisse fu¨r die fix- und var-Methode sind graphisch in Abb. 3.1 und
Abb. 3.2 dargestellt.
U¨blicherweise betra¨gt der Exponent (abha¨ngig von der Basis) etwa 1.3 a−10 in ex-
plizit korrelierten Rechnungen fu¨r leichte Atome. Die optimierten STG-Exponenten
γ fu¨r var-CCS(F12) bewegen sich um 0.7 a−10 , so dass die Geminalbasis mit diesem
verkleinerten Exponenten erwartungsgema¨ß eher diffusen Charakter annimmt. Es
wird beobachtet, dass bei CCS(F12) die γ-Abha¨ngigkeit ohne konventionelle Ampli-
tuden viel sta¨rker ist. Fu¨r HF ist die var-Methode relativ unabha¨ngig von der Wahl
des Exponenten, wobei die Methode der festen Amplituden eine starke Abha¨ngig-
keit zeigt. Bei C2 hingegen weisen die var- und fix-Methoden a¨hnliche Abha¨ngigkei-
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Abb. 3.1: CCS(F12)/aug-cc-pVTZ Korrelationsenergien fu¨r HF in mEh fu¨r verschiedene Wer-
te des STG-Exponenten γ.
ten auf. Beim Vergleich von HF und C2 zeigt die Methode der festen Amplituden
eine verringerte, die var-Methode eine sta¨rkere Abha¨ngigkeit fu¨r C2.
3.2.4 Einfluss des Korrelationsfaktors
Nach der genauen Untersuchung eines bestimmten Korrelationsfaktors sollen nun
eine Reihe alternativer Korrelationsfaktoren betrachtet werden [80]. Ergebnisse fu¨r
das Moleku¨l HF sind in Tab. C.4 zusammengestellt.
Der urspru¨nglich lineare R12-Ansatz liefert vergleichsweise schlechte Ergebnisse
mit CCS(F12). Das u¨berrascht wenig, da der lineare Korrelationsfaktor eingefu¨hrt
wurde, um den kurzen Bereich um den Koaleszenzpunkt von zwei Elektronen zu
beschreiben. Fu¨r große interelektronische Absta¨nde erreicht man damit eine falsche
Beschreibung der Wellenfunktion, welche durch die konventionellen Anregungen
kompensiert werden muss.
Ferner wurden die Korrelationsfaktoren f (r12) = r12 · exp(−γr12) sowie f (r12) =
r12 · erfc(γr12) fu¨r verschiedene Werte des freien Parameters γ getestet. Dabei zeig-
te sich, dass keiner der beiden Faktoren das Ergebnis verbessern kann, das man






























Abb. 3.2: CCS(F12)/aug-cc-pVTZ Korrelationsenergien fu¨r C2 in mEh fu¨r verschiedene Werte
des STG-Exponenten γ.
ko¨nnen jedoch vergleichbare Ergebnisse berechnet werden. Die optimalen Werte
von γ fu¨r die beiden Korrelationsfaktoren sind viel kleiner als die des optimalen
STG-Exponenten. Der Vergleich der quadratischen und kubischen r12-Terme in der
Taylor-Entwicklung erkla¨rt diese Beobachtung. Denkbar ist, dass die Beitra¨ge die-
ser Korrelationsfaktoren die Korrelation fu¨r große interelektronische Absta¨nde nicht
besser beschreiben, sondern sie sogar verschlechtern. Insgesamt konnte somit ge-
zeigt werden, dass die durch Gauß-Funktionen gena¨herte Slater-Funktion auch fu¨r
CCS(F12) den effizientesten Korrelationsfaktor darstellt.
3.2.5 Untersuchungen von Reaktionen: Energiedifferenzen
Die Reaktionsenergien fu¨r CCS(F12) wurden aus den Werten aus Tab. C.3 (Basis:
aug-cc-pVTZ) berechnet. Die Ergebnisse fu¨r den Korrelationsbeitrag (ebenfalls unter
Verwendung der Frozen-Core-Na¨herung) sind in Tab. 3.2 zusammengestellt. Man
beachte, dass die Beitra¨ge der zugrundeliegenden Hartree-Fock-Rechnungen nicht
angegeben sind, da im Rahmen dieser Untersuchung von Interesse ist, inwieweit
Genauigkeit verloren geht, wenn man vom CC2-Modell zum CCS(F12)-Modell u¨ber-
geht.
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Tab. 3.2: Korrelationsbeitra¨ge zur Reaktionsenergie fu¨r verschiedene Coupled-Cluster-
Methoden und Basissa¨tze in mEh.
Reaktion ∆CCS(F12) ∆CC2
fix var aVDZ aVTZ aVQZ
C2H2 + H2 → C2H4 1.17 3.71 12.65 8.50 7.37
H2O2 + H2 → 2H2O 0.67 4.20 11.18 5.94 3.99
CH4 + 4H2O2 → CO2 + 6H2O 1.90 15.60 7.31 10.24 8.21
Unabha¨ngig von der Wahl der Amplituden weichen die mit CCS(F12) erhaltenen
Werte deutlich von den CC2-Beitra¨gen ab. Die in den vorangegangenen Abschnitten
gezeigten Ergebnisse lassen erkennen, dass CCS(F12) keine homogene Beschreibung
der Korrelationsenergien liefert. Genau diese Inhomogenita¨t von 85% (CO2) bis 97%
(H2) verglichen mit dem Basissatzlimit von CC2 ist der Grund fu¨r die a¨ußerst großen
Abweichungen der Energiedifferenzen, da verschiedene Moleku¨le sehr unterschied-
liche Fehler in den Korrelationsenergien aufweisen. So betrachtet sind die konven-
tionellen Zweifach-Anregungen ein a¨ußerst wichtiger Teil der F12-Methoden, ohne
den chemische Fragestellungen nicht mit der erforderlichen Genauigkeit untersucht
werden ko¨nnen.
3.3 Anmerkungen
Nahezu alle Schlu¨sselkomponenten moderner F12-Methoden lassen sich auf Kutzel-
niggs wegweisende Vero¨ffentlichung von 1985 zuru¨ckfu¨hren. Er konnte zeigen, dass
die korrekte Beschreibung des interelektronischen Cusps in erster Ordnung eine fun-
damental beschleunigte Konvergenz zum Basissatzlimit zur Folge hat. Außerdem
lo¨ste er durch Einfu¨hrung von RI das Problem der vielen teuren Mehrelektronen-
Integrale.
Fu¨hrt man analoge Berechnungen mit CCS(F12) fu¨r Moleku¨le durch, ko¨nnen 80
bis 95% der CC2-Basissatzlimits erhalten werden. Als negativ zu bewerten ist jedoch
die breite Streuung der Ergebnisse mit 15% Differenz sowie die Unterschiede der
optimalen Werte fu¨r den Exponenten γ.
Neben den vorgestellten Untersuchungen ist beispielsweise die Erweiterung auf
die Methode nach Brueckner denkbar. Durch Rotation der Orbitale verschwinden
hierbei die Einfach-Anregungen einer gegebenen Coupled-Cluster-Wellenfunktion
(s. Anhang). Beispielsweise ist die zu CCSD analoge BD-Methode in der Literatur
28
3.3. Anmerkungen
Tab. 3.3: Elektronische Energien des Helium-Atoms (in Eh) mit aVTZ Orbitalbasis und aVQZ
als CABS.
γ CCS(F12) B(F12)
0.70 -2.896 234 -2.896 174
0.75 -2.896 270 -2.896 203
0.80 -2.896 267 -2.896 193
seit langem bekannt [109–112]. Im Rahmen der vorliegenden Arbeit wurde ausge-
hend von CCS(F12) erstmals die B(F12)-Methode implementiert. Da gezeigt wurde,
dass die BD-Methode keine verbesserte Beschreibung fu¨r Multireferenz-Moleku¨le
liefert, sondern eher gebrochene Symmetrien erfasst werden, wird fu¨r die hier be-
trachteten Moleku¨le (bis auf das Ozon-Moleku¨l) kein verbessertes Ergebnis durch
den U¨bergang von CCS(F12) zu B(F12) erwartet. Besta¨tigt wird dies durch numeri-
sche Beispielrechnungen am He-Atom, siehe Tab. 3.3. Auch die qualitative Aussage
bleibt gegenu¨ber CCS(F12) unvera¨ndert.
Insgesamt zeigen die CCS(F12)-Ergebnisse eine große Redundanz von konven-
tionellen und explizit korrelierten Zweifach-Anregungen auf. Mo¨glich wa¨re die Ver-
wendung kleinerer virtueller Orbitalra¨ume oder
”
optimierter“ virtueller Orbitale –
denkbar ist eine gezielte Auswahl nach Almlo¨fs Dual-Basis-Ansatz [95, 108, 113].
Daru¨ber hinaus erkla¨ren die Ergebnisse, warum es mo¨glich ist, Energien nahe am
Basissatzlimit zu erhalten, obwohl eine vergleichsweise kleine Orbitalbasis verwen-
det wird.
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In Kap. 2 wurden die Gleichungen und die im Rahmen dieser Arbeit getroffenen
Na¨herungen fu¨r explizit korrelierte Sto¨rungstheorie und CABS-Singles vorgestellt.
In diesem Kapitel wird der vollsta¨ndige Energieausdruck
E = ESCF + E∆MP2 + E∆F12 + E∆s (4.1)
bezu¨glich Kernverru¨ckungen im Formalismus der zweiten Quantisierung abgeleitet.
Insbesondere wird hierbei auf die Methode nach Lagrange eingegangen. Anschlie-
ßend erfolgt die Anwendung auf die Sto¨rungstheorie zweiter Ordnung und die Be-
rechnung der Lagrange-Multiplikatoren. Abschließend werden die Gradientenbei-
tra¨ge im Detail vorgestellt, wobei fu¨r die Ableitungen der 2-Elektronen-Integrale auf
das robuste Density-Fitting zuru¨ckgegriffen wird.
4.1 Theorie analytischer Gradienten
4.1.1 Metrik
Die in den vorhergehenden Kapiteln hergeleiteten Gleichungen sind fu¨r kanoni-
sche Hartree-Fock-Orbitale bei festgelegter Geometrie x0 gu¨ltig. Bei Verru¨ckung
der Atome zur neuen Geometrie x und Verwendung der alten Orbitalkoeffizienten
C(x0) ist aufgrund der fehlenden Orthonormierung der Moleku¨lorbitale wegen der
vera¨nderten Metrik der zugrundeliegenden Gauß-Basisfunktionen die Verwendung








= δpq ⇒ C˜x0(x) = C(x0)S− 12 (x). (4.2)
Obwohl die OMOs aus den Hartree-Fock-Orbitalen der Referenzgeometrie x0 gebil-
det werden, stellen sie nicht die gewu¨nschte HF-Lo¨sung |HF(x)〉 fu¨r die neue Geo-
metrie dar. Man erha¨lt |HF(x)〉 durch eine unita¨re Rotation, welche u¨blicherweise
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als Exponentialfunktion eines anti-hermiteschen Operators (hier: κ) formuliert wird:
|HF(x)〉 = exp(−κ)
∣∣SD[C˜x0(x)]〉 = exp(−κ)|H˜Fx0(x)〉 . (4.3)
Damit ist eine Verknu¨pfung geschaffen zwischen den Hartree-Fock-Orbitalen der
Referenzgeometrie x0 (Referenzorbitale) und der Hartree-Fock-Lo¨sung fu¨r eine neue
Geometrie x, so dass sich die beiden ineinander umrechnen lassen. Die Referenzde-
terminante |H˜Fx0(x)〉 ist so gewa¨hlt, dass fu¨r das ungesto¨rte System κ = 0 gilt.
Beispielsweise lautet der bei jeder Geometrie gu¨ltige Ausdruck fu¨r die HF-Energie:
ESCF = 〈H˜Fx0(x)| exp(κ) Hˆ(x) exp(−κ)|H˜Fx0(x)〉 . (4.4)
Durch die spezielle Form der F12-Anregungen beschra¨nkt sich die Geometrieab-
ha¨ngigkeit nicht ausschließlich auf den Hamilton-Operator, sondern liegt auch in
den F12-Beitra¨gen vor [114].
4.1.2 Die Methode nach Lagrange
In Kap. 2 wurde bereits die Methode nach Lagrange verwendet, um die variatio-
nelle Bestimmung der Amplituden fu¨r die Energieberechnung zu erleichtern. Die
folgende Herleitung verwendet die Methode nach Lagrange, um die Ableitung ei-
nes beliebigen Energieausdrucks zu bilden. Sie kann auf alle nicht-variationellen
Wellenfunktionen angewendet werden [115].
In den Energieerwartungswert sollen sowohl die MO-Rotationen κ als auch die
u¨brigen Parameter λ1, ...,λn einer Wellenfunktion eingehen, wobei alle Parameter
symbolisch zur Gro¨ße Λ = κ,λ1, · · · ,λn zusammengefasst werden. Daher sieht die


























Im Allgemeinen sind Wellenfunktionen (MP2, CC, CI) nicht im Minimum bezu¨glich
ihrer Orbitalkoeffizienten. Beim Ableiten stellt sich das Problem, dass die partiel-
len Ableitungen der MO-Rotationen nach der Sto¨rung unbekannt sind und damit
nicht ohne Aufwand berechnet werden ko¨nnen. Daher greift man auf die Methode
nach Lagrange zuru¨ck, bei der die Ableitung unter den Nebenbedingungen e(Λ)
durchgefu¨hrt wird:
L(Λ, ζ¯) = E(Λ) + ζ¯e(Λ) , (4.6)
e(Λ) = 0 . (4.7)
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Da nach Konstruktion e(Λ) = 0 gewa¨hrleistet ist, gilt stets L(Λ, ζ¯) = E(Λ), un-
abha¨ngig vom Wert der Multiplikatoren ζ¯. Die so gewonnene Freiheit ermo¨glicht
es, die Multiplikatoren derart zu wa¨hlen, dass das Lagrange-Funktional stationa¨r




= 0 . (4.8)
Diese spezielle Wahl von ζ¯ wird in Anlehnung an die Orbitalrotationen κ mit κ¯































Erzielt wird die Formulierung jeder totalen Ableitung im Rahmen von partiellen Ab-
leitungen, jedoch mu¨ssen fu¨r Ableitungen im Gegensatz zur Energie die Lagrange-
Multiplikatoren bekannt sein, siehe Gl. (4.10). Diese ko¨nnen durch Ableiten nach










= 0 . (4.11)
Im Folgenden soll die Ableitung stets an der Referenzgeometrie x0 ausgewertet wer-
den.
4.1.3 Die Nebenbedingungen im Fall quantenchemischer Metho-
den
Die Methode nach Lagrange findet im Rahmen quantenchemischer Methoden unter
anderem fu¨r die Berechnung der Vera¨nderung der MO-Koeffizienten Verwendung.
Da es sich bei der Referenzwellenfunktion meist um Hartree-Fock handelt, muss
im Rahmen der Ableitung gewa¨hrleistet werden, dass die Moleku¨lorbitale stets eine
Hartree-Fock-Lo¨sung darstellen.
Eine mo¨gliche Nebenbedingung ist daher die Forderung nach der Diagonalge-






〈SD|[a+pσ , [aqσ , Hˆ]]+|SD〉 . (4.12)
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Da diese kanonische Bedingung jedoch zu numerischen Instabilita¨ten fu¨hrt [115],
wird die schwa¨chere Brillouin-Bedingung verwendet, die das Verschwinden des
besetzt-virtuellen Blocks der Fock-Matrix fordert. Daher lautet der Ausdruck fu¨r
die Lagrange-Multiplikatoren:















, [aaσ , e
κ Hˆ(x)e−κ ]]+|H˜Fx0〉 . (4.14)
















Fu¨r ein beliebiges Matrixelement 〈pq| eκo12e








= 〈pq| [E−tu, o12] |rs〉 . (4.16)
Die Bestimmungsgleichungen der Lagrange-Multiplikatoren gema¨ß Gl. (4.11) wer-
den in der Quantenchemie als CPHF- oder Z-Vektor-Gleichung bezeichnet.
4.1.4 Der Gradient fu¨r MP2




















Ia (x) . (4.17)
Das hochgestellte [x] bezeichnet die partiellen Ableitungen bezu¨glich der Kernko-
ordinaten. Per Konstruktion verschwindet die Ableitung der MO-Koeffizienten und
der Multiplikatoren. Im Folgenden werden die Beitra¨ge ∆MP2 und ∆F12 oft zusam-
mengefasst und als ∆MP2F12 bezeichnet.
4.1.5 Berechnung des Dipolmoments
Aufgrund der Postulate der Quantenmechanik sind Dipolmomente als einfache Er-
wartungswerte der Wellenfunktion zu berechnen [119], was durch das Hellmann-
Feynman-Theorem besta¨tigt wird [120, 121]. Letzteres gilt aber nicht allgemein fu¨r
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gena¨herte Wellenfunktionen, sondern nur fu¨r wenige Ausnahmen, beispielsweise
fu¨r die Hartree-Fock-Theorie in einer vollsta¨ndigen Basis [122, 123]. Daher verwen-
det man zur Berechnung des Dipolmoments den gesto¨rten Hamilton-Operator in
erster Ordnung:
Hˆ(~ǫ) = Hˆ + ~ˆµ · ~ǫ . (4.18)
Das Dipolmoment ergibt sich in dieser Formulierung als Gradient [124] bezu¨glich



























Die Berechnung der Terme folgt im weiteren Verlauf der Arbeit. Zur Einfu¨hrung
der Notation wird das Ergebnis bereits an dieser Stelle verwendet. Liegen keine

















Bei dem ersten Term handelt es sich um den SCF-Beitrag mit der Hartree-Fock-
Dichtematrix DSCF, alle weiteren ergeben sich durch Verwendung der Sto¨rungstheo-
rie. Der letzte Term beschreibt, in welchemMaß sich die MP2-Energie durch Verwen-
dung einer neuen Hartree-Fock-Lo¨sung, also durch Orbitalrotationen, a¨ndert. Somit
wird in diesem Zusammenhang bei DF vom unrelaxierten Korrelationsbeitrag ge-
sprochen. Alle Terme ko¨nnen zu einer Matrix zusammengefasst werden, welche als
relaxierte MP2-Dichtematrix bezeichnet wird. In der Regel werden jedoch nur die
Korrelationsbeitra¨ge zur relaxierten (Korrelations-) Dichtematrix Deff zusammenge-
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Deffpq ~µpq , (4.23)
Deff =
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Da anstelle des Hellmann-Feynman-Theorems die Methode der Ableitungen ver-
wendet wird, ist die Berechnung der Eigenschaften eng mit der des Gradienten ver-
knu¨pft, so dass die hier eingefu¨hrte Dichte auch im Rahmen der Gradienten einge-
setzt wird (siehe dort).
4.2 Voru¨berlegungen zu MP2-F12-Gradienten
In der vorliegenden Arbeit soll nicht das vollsta¨ndige MP2-Hylleraas-Funktional in
Gl. (2.30) betrachtet, sondern Vereinfachungen vorgenommen werden. Eine ha¨ufig
durchgefu¨hrte Na¨herung fu¨r Energieberechnungen besteht in der Vernachla¨ssigung
der im Rahmen von Ansatz 3 sehr kleinen Kopplungsterme von explizit korrelierten
und konventionellen Zweifach-Anregungen. Im Allgemeinen ist die Kopplung be-
reits fu¨r kleine Basissa¨tze gering und sie verschwindet bei Annahme des erweiterten
Brillouin-Theorems. Dieses besagt, dass die virtuellen Orbitale Eigenfunktionen des
Fock-Operators sind. Da fu¨r diese Kopplungsbeitra¨ge ebenfalls sehr kleine Gradien-
tenbeitra¨ge erwartet werden, stehen die Korrekturen in keinem Verha¨ltnis zu dem
Aufwand, der zu ihrer Berechnung notwendig ist.
Zu Beginn der modernen MP2-R12-Theorie wurde von Klopper et al. vorgeschla-
gen, nicht alle Beitra¨ge zu berechnen, sondern sich auf wenige zu beschra¨nken (Stan-
dardna¨herung A [74]), siehe Kap. 2. Der Vorteil einer geringen Anzahl an Termen,
der schon bei der Energieberechnung klare Einsparungen bringt, zeigt sich bei Gra-
dienten noch deutlicher. Da sich fu¨r Energien keine wesentlichen Nachteile ergeben
und auch Energiedifferenzen gut berechnet werden ko¨nnen, soll diese Na¨herung fu¨r
Gradienten untersucht werden.
In Kap. 6.1 werden numerische Geometrieoptimierungen vorgestellt, welche un-
terschiedliche Na¨herungen vergleichen und die hier getroffenen Annahmen stu¨tzen.
Die trotz der Na¨herungen erhaltene hohe Genauigkeit am Basissatzlimit kann auf
die Verwendung von Ansatz 3 mit CABS und dem nicht-linearen Slater-Typ-Korre-
lationsfaktor (STG-6G) zuru¨ckgefu¨hrt werden.
Die Kombination der Na¨herungen wird im Akronym RI-MP2-F12/3∗A-[T+V] zu-
sammengefasst. Das zugeho¨rige Funktional lautet in der geometrieunabha¨ngigen
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Entsprechend handelt es sich bei Q˜12 und t˜12 um die Operatoren Qˆ12 und t12 aus
Gl. (2.54) und (2.53), bei denen alle enthaltenen Orbitale in die neue Basis zu trans-
formieren sind. Analog zu Gl. (4.3) deutet der Index x0 an, dass es sich um Hartree-
Fock-Orbitale der Referenzgeometrie handelt. Aus Gru¨nden der Lesbarkeit wird im
Folgenden jedoch auf diesen Index verzichtet.
Gema¨ß Gl. (4.17) werden in den folgenden Unterkapiteln die verschiedenen Bei-
tra¨ge betrachtet und die einzelnen Terme, welche sich beispielsweise im Rahmen
der Reorthonormierung ergeben, diskutiert. Ziel der Arbeit ist die Berechnung des






fu¨r den alle im Folgenden vorgestellten Beitra¨ge aufaddiert werden mu¨ssen.
4.2.1 Behandlung einzelner Beitra¨ge
Die U¨berlappungsmatrix
Fu¨r die Ableitungen der U¨berlappungsmatrix werden die U¨berlappungsmatrizen
zuna¨chst in einer Taylor-Reihe um die Referenzgeometrie entwickelt [115, 125, 126],
z.B.:




S[x](x0)∆x + · · · . (4.28)
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Das Verfahren ermo¨glicht die Bestimmung der Ableitung bis zu beliebigen Ordnun-









Durchgefu¨hrt fu¨r alle Indizes einer Gro¨ße in der MO-Basis ergeben sich beispielswei-












pz (x0) 〈zq|g12 |rs〉+ S
[x]
qz (x0) 〈pz|g12 |rs〉
+S
[x]
rz (x0) 〈pq|g12 |zs〉+ S
[x]











Auf die Beitra¨ge zur Ableitung der Integralmatrizen wird an dieser Stelle nicht ein-




Formal erha¨lt jedes Orbital den Faktor S−1/2. Im Spezialfall einer Projektion werden








Dies gilt fu¨r alle Projektionen, die u¨ber einen gesamten Satz laufen, nicht aber fu¨r z.B.
Oˆ oder Vˆ. Jeder der aufgespannten Ra¨ume ist daru¨ber hinaus unabha¨ngig von der
Rotation besetzter oder virtueller Orbitale. Die Transformation exp(κ) ist aufgrund
der A¨quivalenz der aufgespannten Ra¨ume jeder OMO-Version der AOs unno¨tig.
Dies gilt fu¨r alle verwendeten Projektionen, unabha¨ngig davon, ob es sich um die
[T+V]-Na¨herung oder CABS-Singles handelt.
Ansatz 1
Ziel der vorliegenden Arbeit ist die Implementierung von Ansatz 3. Fu¨r manche Bei-
tra¨ge stellt sich jedoch heraus, dass eine Aufteilung vorteilhaft ist, bei der zuna¨chst
Terme von Ansatz 1 berechnet und dann um Terme von Ansatz 3 erga¨nzt werden.
Tauchen explizit Formeln fu¨r Ansatz 1 auf, so sind diese stets auf die nu¨tzliche Se-
paration zuru¨ckzufu¨hren.
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Ansatz 3
Fu¨r die Herleitung der Gradienten kann nicht von der vereinfachten Form von Qˆ12
(siehe Gl. (2.56) in Kap. 2) ausgegangen werden, da diese die Orthonormiertheit von
MOs und CABS bereits ausnutzt. Da diese Eigenschaft im Rahmen des Metrikwech-
sels bei Gradienten nicht mehr gegeben ist, mu¨ssen die RI-gena¨herten Projektions-
operatoren (siehe Gl. (2.54) in Kap. 2) eingesetzt werden. Eine Alternative hierzu ist
die Einfu¨hrung zusa¨tzlicher Lagrange-Multiplikatoren, welche die Orthonormalita¨t
von Orbitalbasis und CABS fordern.
Daru¨ber hinaus kann der Projektionsoperator aus verschiedenen Termen aufge-
baut werden. Der Operator soll wann immer mo¨glich geschrieben werden als Gl.
(2.56). Damit liefern nur die beiden mittleren Terme Zusatzbeitra¨ge im Vergleich zu
Ansatz 1, welche im Folgenden als
”
innere“ Beitra¨ge bezeichnet werden (nicht zu
verwechseln mit dem Begriff der
”
inneren Ableitung“). Speziell bei der Berechnung
der rechten Seite der Z-Vektor-Gleichung weist diese Unterteilung Vorteile auf.
4.2.2 Erweiterung auf UHF
Die Orbitalrotationen sind fu¨r eine UHF-Referenzwellenfunktion wie folgt parame-
trisiert:

























Die Rotationen ko¨nnen die α- und β-Orbitale nicht mischen, so dass der Spin sepa-






−κ |kτ lτ ′〉
∣∣∣∣
x=x0
= 〈pτqτ ′ |[a
−
tσuσ
, oˆ12]|kτ lτ ′〉 (4.36)
= δστ〈pτqτ ′ |[a
−
tσuσ
(1), oˆ12]|kτ lτ ′〉
+δστ ′〈pτqτ ′ |[a
−
tσuσ
(2), oˆ12]|kτ lτ ′〉 . (4.37)
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Die Notation a−tσuσ(i) deutet an, dass die Erzeuger und Vernichter nur auf Elektron i
wirken. Damit erha¨lt man fu¨r Ausdru¨cke mit zwei gleichen Spins die gleichen Bei-
tra¨ge wie im Closed-shell-Fall. Bei unterschiedlichen Spins (Opposite-Spin) entfallen
Terme aufgrund der Integration u¨ber den Spin (s. Gl. (D.17) im Anhang).
4.3 Berechnung der 1-Teilchen-Dichtematrix
Die Berechnung der Dichte in Gl. (4.24) la¨sst sich gema¨ß Abschnitt 4.1.5 in unrela-
xierte und relaxierte Beitra¨ge auftrennen.
4.3.1 Beitra¨ge zur unrelaxierten Dichte
Die Beitra¨ge zur unrelaxierten Dichte werden erhalten, wenn man die Definition des
Fock-Operators in die Gleichungen einsetzt und dann bezu¨glich derer ableitet. Da-
mit wird klar, dass es im Fall von Na¨herung A ohne Kopplung keine Beitra¨ge zur
unrelaxierten Dichte gibt. Somit bleiben nur die Beitra¨ge der CABS-Singles. Am Bei-











dp ′′σ q ′′σ ~µp ′′σ q ′′σ −
∑
Iσ Jσ
dIσ Jσ~µIσ Jσ + 2
∑
Iσp ′′σ

























Genau diese drei Terme stellen aufgrund des Ergebnisses in Gl. (4.38) bei Vergleich
mit Gl. (4.22) den Beitrag zur unrelaxierten Dichte DF dar:
DF ← dp ′′q ′′ ⊕−dI J ⊕ 2dIp ′′ (4.40)
Das Symbol ⊕ bedeutet, dass mehrere Matrizen, die sich jeweils nur u¨ber einen Teil
der MO-Indizes erstrecken, zu einer großen Matrix zusammengesetzt werden.
Es sei angemerkt, dass fu¨r die CABS-Singles im Gegensatz zur Energieberech-
nung nun stets von einer nicht-diagonalen Fock-Matrix ausgegangen wird, da die
Lagrange-Multiplikatoren der Orbitalrotationen nur die schwa¨chere Brillouin-Bedin-
gung erfu¨llen, nicht aber die (numerisch instabile) Diagonalgestalt der Fock-Matrix
gewa¨hrleisten. Im Fall der CABS-Singles gibt es keine eingefrorenen Orbitale, da
diese eine Korrektur zu Hartree-Fock darstellen.
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4.3.2 Relaxierte Dichte
In diesem Abschnitt wird auf die Beitra¨ge eingegangen, welche durch Orbitalrotatio-
nen erhalten werden. Zuna¨chst werden die Orbitalrotationen innerhalb der virtuellen
bzw. besetzten MOs behandelt. Da solche die Hartree-Fock-Energie nicht a¨ndern,
mu¨ssen fu¨r diesen Fall keine Lagrange-Multiplikatoren eingefu¨hrt werden und die
Beitra¨ge lassen sich direkt berechnen. Dies gilt nicht fu¨r Orbitalrotationen zwischen
virtuellen und besetzten MOs, so dass sich deren Berechnung deutlich aufwa¨ndiger
gestaltet.












(ǫI − ǫJ) + L
′′






Die Gro¨ßen werden im Anhang beschrieben. Es sei lediglich darauf hingewiesen,
dass sich die hier verwendete Notation L ′′ nicht auf die Beteiligung von CABS-
Orbitalen bezieht, sondern schon seit langem bestimmte Terme des konventionellen
MP2-Gradienten kennzeichnet. Hieraus la¨sst sich der relaxierte Beitrag ohne zusa¨tz-
liches Lo¨sen eines Gleichungssystems berechnen, da die Lagrange-Parameter fu¨r die
Orbitalrotationen nicht auftauchen:










/ (ǫI − ǫJ) . (4.42)
Zur genauen Berechnung des F12-Beitrages siehe Gl. (4.54).
Fu¨r die Orbitalrotationen innerhalb der virtuellen Orbitale gibt es im Rahmen von











(ǫa − ǫb) + L
′′
ab − Lba . (4.43)
Die Z-Vektor-Gleichung
Bei der im Folgenden besprochenen Berechnung der Rotationen zwischen besetzten
und virtuellen Orbitalen sind die Beitra¨ge der Lagrange-Multiplikatoren ungleich
null, so dass ein Gleichungssystem gelo¨st werden muss. Dieses wird als CPHF- [127]
oder Z-Vektor-Gleichung [128] bezeichnet.
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Hierzu wird das spezielle Lagrange-Funktional aus Gl. (4.25) in Gl. (4.11) einge-



































Der reine Hartree-Fock-Beitrag entfa¨llt, er wurde nur der Vollsta¨ndigkeit halber









〈HF|[a+pσ , [aqσ , [E
−
rs, Hˆ]]]+|HF〉 (4.45)
= δqrFsp − δpsFqr − δqsFrp + δprFqs + (νr − νs)Apqrs , (4.46)
wobei Apqrs die Supermatrix ist (siehe Gl. (D.6) Anhang) [129] und νp die Hartree-




















Gl. (4.47) wird auch als linke Seite des zu lo¨senden Z-Vektor-Gleichungssystems
in Gl. (4.44) bezeichnet; diese ist unabha¨ngig von der Korrelationsmethode. Die Bei-
tra¨ge der Korrelationsmethoden werden als rechte Seite (RHS) η bezeichnet. Im Rah-
men von RI-MP2-F12 ergibt sich:









= L ′′bJ − LJb + G[D
F]bJ . (4.49)
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A¨ußere Beitra¨ge








= 〈ij| [E−rs, x12] |kl〉 . (4.50)




bJ“ ersetzt. Fu¨r den Fall κbI⋆ , wobei







= 〈kl| [E−bI⋆ , vˆ12] |ij〉
1A







= 〈kl| [E−bI⋆ , b12] |mn〉
1A
= 0 . (4.52)
Ebenso ist der Beitrag fu¨r κba gleich null. Nach dieser Vorgehensweise erha¨lt man
unter Beru¨cksichtigung von eingefrorenen Orbitalen die a¨ußeren Beitra¨ge, die a¨qui-




























ij δkJ 〈bl| b12 |mn〉 . (4.53)
Die Formel gilt fu¨r eingefrorene und aktive besetzte J sowie virtuelle b, wobei die
Summierung u¨ber i und j nur u¨ber aktive besetzte Orbitale geschieht. Zur U¨ber-
sichtlichkeit wird an dieser Stelle J verwendet, da im Rahmen der inneren Terme
Beitra¨ge fu¨r bJ⋆-Rotationen anfallen.
Desweiteren ist der Fall des besetzt-besetzt-Beitrages na¨her zu betrachten. Im Fall










dklij [δoi 〈kl| vˆ12 |I












⋆l| b12 |mn〉 . (4.54)
Weitere Beitra¨ge (z.B. κoI⋆) mu¨ssen nicht berechnet werden.
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Innere Beitra¨ge
Bei Ansatz 3 geht man fu¨r die a¨ußeren Beitra¨ge analog zu Ansatz 1 vor. Hinzu kom-
men Beitra¨ge vom Projektionsoperator Qˆ
(3)
12 , die im Folgenden als ”
innere“ Terme












κg12|i˜ j˜〉 . (4.56)
Die Terme fu¨r die Matrix B sind analog. Erneut ist der Beitrag fu¨r κba gleich null. Im












κg12|i˜ j˜〉 , (4.58)
da Qˆ
(3)
12 nicht nur die aktiven besetzten, sondern alle besetzten Orbitale herausproji-
ziert. Zusammengefasst ergibt sich:
η∆MP2F12bJ
3∗A























ij [δkJ 〈bl| b12 |mn〉+ 〈kl|b
(bJ)








′′〉〈Jp ′′|g12|ij〉+ 〈kl| f12|Jp
′′〉〈bp ′′|g12|ij〉 . (4.60)
Die Beitra¨ge fu¨r die Matrix B sind analog. Die Beitra¨ge von eingefroren-besetzt und
aktiv-besetzt sind die gleichen wie im Fall von Ansatz 1, da die Summation u¨ber alle
besetzten Orbitale erfolgt.
Erweiterung auf UHF






∣∣ eκx12e−κ ∣∣k˜α l˜α〉 (4.61)
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fallen keine Terme aufgrund der Spinintegration weg und man erha¨lt den gleichen
























































−κ |k˜α l˜β〉 (4.63)
entfallen Terme im Vergleich zu Gl. (4.61) aufgrund der unterschiedlichen Spins
(siehe Gl. (D.17) im Anhang).
CABS-Singles
Fu¨r den Beitrag der CABS-Singles zur rechten Seite der Z-Vektor-Gleichung η∆s
mu¨ssen die Amplituden in einer entsprechenden Formulierung ebenfalls nicht ab-















































dp ′′KFp ′′b +
∑
Ip ′′
dp ′′ IAp ′′ IKb
 . (4.66)
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dp ′′σ JτFp ′′σ bτ +
∑
Iσp ′′σ
dp ′′σ IσAp ′′σ Iσ Jτbτ
 . (4.69)
Eine entsprechende Formulierung in Spinorbitalnotation kann in Ref. [69] gefunden
werden.
4.4 Gradient fu¨r Ansatz 3
Ausgangspunkt fu¨r die Herleitung noch fehlender Beitra¨ge ist erneut Gl. (4.25). Den




























mit der Hartree-Fock-Dichtematrix DSCF und den MO-Koeffizienten C. Die griechi-
schen Buchstaben deuten Atomorbitale an, wobei aufgrund der Metrik der zugrun-
deliegenden Gauß-Basisfunktionen eine Differenzierung erfolgen muss: Der Index
”
AO“ steht fu¨r kovariante,
”
ao“ hingegen fu¨r kontravariante Gro¨ßen, wobei sich
letztere wie die MO-Koeffizienten C transformieren. Um u¨bersichtliche Formeln zu
gewa¨hrleisten, wird im Folgenden der Index
”
AO“ weggelassen, wie bereits fu¨r
〈νκ||µλ〉[x] in Gl. (4.70) geschehen.
In dieser Notation la¨sst sich klar erkennen, dass der Hartree-Fock-Beitrag zur 2-
Teilchen-Dichte in zwei 1-Teilchen-Dichten zerlegbar ist (auch als separable two elec-
tron density bezeichnet) [130]. Im Rahmen von Korrelationsmethoden gibt es neben
neuen Beitra¨gen zur separierbaren Dichte zusa¨tzliche Terme, welche sich nicht auf
1-Teilchen-Dichten reduzieren lassen; diese werden in der Originalliteratur entspre-
chend als non-separable two electron density bezeichnet (vgl. [131]).
Im Rahmen der Methode RI-MP2 gibt es sowohl Korrelationsbeitra¨ge zum se-
parierbaren als auch zum nicht-separierbaren Anteil der 2-Teilchen-Dichte. Ersterer
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stammt aus den Orbitalenergien, welche ohne die RI-Na¨herung berechnet werden,
und wird – wie bei Hartree-Fock – mit der Ableitung der exakten 4-Index-Integrale
kontrahiert. Dies gilt zudem fu¨r explizit korrelierte Beitra¨ge, welche Orbitalenergi-
en enthalten, beispielsweise bei Verwendung von Na¨herung A’ oder B, aber auch
fu¨r Na¨herung A, falls die Kopplung mit den konventionellen Amplituden nicht
vernachla¨ssigt wird. (Zur Behandlung der CABS-Singles sei an dieser Stelle auf
Kap. 4.5 verwiesen.) Umgekehrt tragen alle im Rahmen dieser Arbeit betrachteten
F12-Beitra¨ge zur nicht-separierbaren Dichte bei.








µ ′ν ′ −
∑
µ ′ν ′



























µ ′ν ′ (µ
′ν ′|f12|P)
[x] , (4.71)
wobei f symbolisch fu¨r die verschiedenen Integraltypen steht (vgl. Kap. 2.5). Man
beachte, dass die AO-Indizes mit einem Strich analog zur Notation in der MO-Basis
die vereinigte AO-Basis anzeigen. Die Erweiterung von den 1-Teilchen-Beitra¨gen ist
auf die [T+V]-Na¨herung, die Erweiterung von der effektiven Fock-Matrix bzw. der
U¨berlappungsmatrix ist generell auf die Verwendung von CABS zuru¨ckzufu¨hren.
4.4.1 Beitra¨ge der abgeleiteten 1-Elektronen-Operatoren
Hier ergeben sich Beitra¨ge aufgrund der [T+V]-Na¨herung. ECPs sollen im Rahmen





Hr ′s ′ h
[x]
r ′s ′ (4.72)
Fu¨r den pq-Term ergibt sich:




′n| f12|pq〉〈pq| f12 |kl〉 , (4.73)




′q〉〈pq| f12 |kl〉 , (4.74)
wobei das Vorzeichen aus dem Kommutator stammt. Analoge Beitra¨ge ergeben sich
fu¨r die beiden inneren Terme des Projektionsoperators.
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4.4.2 Die energiegewichtete Dichtematrix
Die energiegewichtete Dichtematrix Feff entspricht der Summe aller Terme, die die
abgeleitete U¨berlappungsmatrix enthalten. Durch Ausklammern der abgeleiteten





Feff,∆F12r ′s ′ S
[x]
r ′s ′ . (4.75)
Die ersten Terme sind die a¨ußeren Beitra¨ge, die im Gegensatz zum Z-Vektor u¨ber











eklmnδko 〈pl| b12 |mn〉 . (4.76)
Die obige Aufteilung wurde gewa¨hlt, um zu verdeutlichen, dass dieser Teil bis auf
Vorfaktoren (!) dem Beitrag entspricht, der fu¨r Ansatz 1 auf den Z-Vektor addiert
werden muss und als a¨ußerer Beitrag bezeichnet wird. Die inneren Beitra¨ge sind im
Anhang notiert.
Im Fall der [T+V]-Na¨herung kommen weitere Terme hinzu. Da die Transforma-
tion u¨ber die vereinigte Basis la¨uft, muss auch die gesamte U¨berlappungsmatrix
betroffen sein:









〈kl| f12 |pq〉 〈mn| f12
∣∣s ′q〉 〈r ′|T|p〉
− 〈kl| f12 |pq〉 〈pq| f12



















Man beachte, dass dieser Beitrag noch bezu¨glich der Vertauschung von r ′ und s ′
symmetrisiert werden muss.
4.4.3 Ableitung der 2-Elektronen-Operatoren
Den letzten Beitrag stellen die Ableitungen der Integralmatrizen dar. Fasst man alle
nicht-abgeleiteten Beitra¨ge zu Dichten zusammen, erha¨lt man einen Ausdruck, der
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kl )〈pq|t12|mn〉 , (4.82)
d
g










dklij 〈pq| f12|kl〉 , (4.84)














kl )〈kl| f12|pq〉 . (4.86)
Alle beno¨tigten 4-Index-Integrale werden nach dem robusten Density-Fitting berech-
net (siehe Anhang). Im Rahmen der Gradienten werden die in Gl. (4.78) notwendigen
abgeleiteten Integrale jedoch nicht explizit berechnet, vielmehr werden alle einzelnen
Beitra¨ge direkt mit entsprechenden Dichten kontrahiert. Im Folgenden soll gezeigt
werden, welche Beitra¨ge zu Ableitungen von 2- und 3-Index-Integralen im Einzelnen
beno¨tigt werden und wie die jeweiligen Kontraktionsmatrizen aussehen.
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Intermedia¨re Gro¨ßen
Unter Beru¨cksichtigung der Ableitung fu¨r inverse Matrizen
d
dx
M−1 = −M−1M[x]M−1 (4.87)

































































































































Weitere Details zu Definitionen einzelner Gro¨ßen sind in Kapitel 5 beschrieben. Es




Fu¨r die Integrale u¨ber den Operator t12 deutet die hier verwendete Schreibweise
allein die Ableitung des reinen 2-Elektronen-Teils an (zur Diskussion der Ableitung
der Transformationsmatrix siehe 4.4.1). Zuna¨chst erfolgt die Kontraktion mit den
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C p˘µCqν(µν| f12|Q) , (4.93)
wobei ˘ die [T+V]-transformierten Orbitale kennzeichnet. Zur Verbesserung der Les-
barkeit wird zusa¨tzlich noch ein kalligraphisches C verwendet. Weiterhin wird die
abku¨rzende Notation
(mq ′′|t12|nI)
[x] = X˘mnq ′′ I(mq
′′| f12|nI)
[x] (4.94)
eingefu¨hrt. Der Operator X˘mnpq fu¨hrt dabei eine symmetrisierte [T+V]-Transfor-
mation fu¨r beliebige 4-Index-Gro¨ßen E durch:
X˘mnpqE(m,n, p, q) = E(m˘,n, p, q) + E(m, n˘, p, q)
−E(m,n, p˘, q) − E(m,n, p, q˘) . (4.95)
Daru¨ber hinaus sei eine weitere intermedia¨re Dichte Γ eingefu¨hrt:
Γ˘
P
mq ′′ = Γ
P
m˘q ′′ − Γ
P
mq˘ ′′ . (4.96)
Die intermedia¨ren Gro¨ßen ermo¨glichen eine u¨bersichtlichere Formulierung der 2-
Index- und 3-Index-Dichten, welche mit den Ableitungen der Integrale kontrahiert
werden.
Ableitung der 2-Index-Integrale
Zusammenfassend kann die Gesamtheit der Beitra¨ge der abgeleiteten 2-Index-Inte-






[x] · fγPQ , (4.97)
wobei f erneut jeden Integraltyp repra¨sentiert. In Anlehnung an die etablierte Li-
teratur werden die neuen Dichten zur Kontraktion mit γ bezeichnet [133]. Fu¨r die
Integrale, die nach dem robusten Density-Fitting berechnet werden, ergeben sich im
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Einzelnen:











































































































Der Beitrag der abgeleiteten 2-Index-Integrale u¨ber den Operator g12 entha¨lt Beitra¨ge






































































































































































































































































Es sei darauf hingewiesen, dass gema¨ß Gl. (4.97) an dieser Stelle lediglich die F12-
Beitra¨ge notiert sind. Im Rahmen von RI-MP2-F12 mu¨ssen die Beitra¨ge des konven-
tionellen RI-MP2 addiert werden.
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Ableitung der 3-Index-Integrale
Zusammenfassend kann die Gesamtheit der Beitra¨ge der abgeleiteten 3-Index-Inte-






[x] · f∆P,aoµν . (4.102)
Die beno¨tigte Dichte wird mit ∆ bezeichnet und in der kontravarianten ao-Basis















































































































































dtmn,q ′′ IX˘mnq ′′ I
{





















































Das Integral u¨ber f12 setzt sich aufgrund der [T+V]-Na¨herung aus Termen aus der




























dtmn,q ′′ IX˘mnq ′′ I
{
















































4. Der Gradient fu¨r RI-MP2-F12
Man beachte, dass fu¨r das f -Integral und das folgende g-Integral die Transforma-














































4.5 Gradient fu¨r CABS-Singles
Die Vorgehensweise zur Berechnung des Gradienten fu¨r die CABS-Singles erfolgt
analog zur bisher vorgestellten. Der Gradient entha¨lt ebenfalls Beitra¨ge aufgrund
der abgeleiteten Integralmatrizen sowie der Reorthonormierung. Die Ableitung der











































wenn man den Coulomb- und Austauschbeitrag zu G zusammenfasst. Fu¨r die Im-
plementierung wird auf Kap. 5 verwiesen.
Zur Berechnung der energiegewichteten Dichte muss – analog zum 2-Teilchen-
Funktional – der Projektionsoperator Qˆ explizit beru¨cksichtigt werden. Damit erge-
























































































4.5. Gradient fu¨r CABS-Singles
Zusa¨tzlich erha¨lt man die inneren Beitra¨ge aus den Coulomb- und Austausch-Termen
der Fock-Matrix (vgl. Gl. (4.30)):
Feff,∆sKr ← −12 ∑
p ′′q ′′
dp ′′q ′′(1 + PˆrK)
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dp ′′ I(1 + PˆrK)
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Die Implementierung der Gradienten erfolgte in das Ricc2-Modul [62, 133, 134]
des Programmpakets Turbomole [61]. Im Rahmen der vorliegenden Arbeit wur-
de zuna¨chst die Energieberechnung der Methode MP2-F12 um STG-Funktionen,
Na¨herung B sowie die Verwendung einer RI-JK-Basis erweitert [55]. An dieser Stelle
soll ausschließlich die Parallelisierung mithilfe der OpenMP-Programmierung vor-
gestellt werden, mit der alle auf einem Computer vorhandenen Prozessoren genutzt
werden ko¨nnen.
Die Implementierung der Gradienten stellt ihrerseits eine Erweiterung der MP2-
F12-Energieberechnung sowie der bereits vorhandenen RI-MP2-Gradienten [135] dar.
In diesem Kapitel wird anhand von Beispielen der Ablauf einer Gradientenberech-
nung diskutiert. Nach Aufzeigen der allgemeinen Vorgehensweise erfolgt die Be-
rechnung der relaxierten Dichte und abschließend die Erla¨uterung der eigentlichen
Gradientenbeitra¨ge.
5.1 OpenMP-Parallelisierung
Fu¨r die Energieberechnung erfolgte neben verschiedenen Vorarbeiten die Paralleli-
sierung mittels OpenMP-Programmierung. Bei OpenMP handelt es sich um Com-
piler-Direktiven, mit denen mehrere Prozessoren auf einem Knoten angesprochen
werden ko¨nnen. Diese teilen sich den Arbeitsspeicher (shared memory) und ermo¨gli-
chen daher beispielsweise parallelisierte Matrix-Matrix-Multiplikationen, ohne dass
die Teilmatrizen u¨ber ein Netzwerk an einen anderen Computer gesendet werden
mu¨ssen. In der vorhandenen Implementierung werden die zeitkritischen Schritte,
die analog zu Schritten in der RI-MP2-Methode sind – zum Beispiel die Berech-
nung von 3-Index-Integralen – von bereits vorhandenen, parallelisierten Routinen
des Ricc2-Programms durchgefu¨hrt. Die Parallelisierung im Rahmen der vorlie-
genden Arbeit beschra¨nkt sich daher auf die zeitkritische F12-Routine bvdirect,


























Abb. 5.1: Speed-Up durch Parallelisierung mittels OpenMP-Programmierung. Die Beispiele
wurden auf einem AMD-Knoten mit 8 Prozessoren (a´ 1.8 GHz) mit 32 GB Haupt-
speicher und 932 GB Massenspeicher durchgefu¨hrt. Zahl der Elektronen: 138; Zahl
der kontrahierten Basisfunktionen: Orbitalbasis 1169, CABS 1794, DF-Hilfsbasis
4938.
zuna¨chst 4-Index-Integrale intermedia¨r in jeweils N5-Schritten erzeugt und anschlie-
ßend die Matrizen B sowie V in einem N6-Schritt berechnet, wobei N ein Maß fu¨r
die Systemgro¨ße (z.B. Anzahl der Elektronen oder Basisfunktionen) sei. Werden nur
die Diagonalen der beiden Matrizen beno¨tigt (fix-Methode), sinkt die Skalierung auf
O(N5), wobei nun die Berechnung der 4-Index-Gro¨ßen den Schritt mit der ho¨chsten
Skalierung darstellt.
Neben der Implementierung der Compiler-Befehle wurde daru¨ber hinaus der
vorhandene Algorithmus derart modifiziert, dass stets genu¨gend Daten fu¨r alle Pro-
zessoren im Speicher vorhanden sind. Folglich steigt der Speicherbedarf leicht im
Vergleich zum sequentiellen Fall.
Die Effizienz der Parallelisierung soll auf einem Computer mit 8 Prozessoren
(siehe Abb. 5.1) anhand des Leflunomids (siehe Abb. 5.2) in der Basis cc-pVTZ-F12
diskutiert werden. Die Diagonale zeigt den Fall einer 100%-igen Parallelisierung an,
die beiden anderen Kurven zeigen, um welchen Faktor sich die Energieberechnung
beschleunigt. Bei Betrachtung der Routine bvdirect erkennt man, dass bei Einsatz
von 8 Prozessoren nahezu ein Speed-Up von 6.5 erreicht wird. Die Differenz zum
idealen Wert von 8.0 ist im Schreiben und Einlesen der 3-Index-Gro¨ßen von der Fest-
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Abb. 5.2: Strukturformel des Leflunomids.
platte begru¨ndet; ein Vorgang, der im Rahmen der OpenMP-Programmierung nicht
parallelisierbar ist. Im Vergleich hierzu fa¨llt der Speed-Up der Gesamt-Rechenzeit
deutlich auf etwa 5.3 ab. Der an dieser Stelle auftretende Zeitverlust ist bedingt
durch die deutlich gro¨ßere Anzahl an Daten, die von der Festplatte gelesen bzw. auf
diese geschrieben werden mu¨ssen.
Zur Vermeidung dessen mu¨sste der gesamte Algorithmus – d.h. die bestehen-
de Implementierung – dahingehend gea¨ndert werden, dass ein mo¨glichst direkter
Algorithmus mit einer reduzierten Anzahl an Lese- und Schreibvorga¨ngen auf der
Festplatte verwendet wird.
5.2 Ablauf einer Gradientenberechnung
Der gewa¨hlte Algorithmus zur Berechnung der analytischen Gradienten fu¨r den
Grundzustand kann in die im Folgenden besprochenen drei Abschnitte unterteilt
werden.
5.2.1 Intermediate
Zuna¨chst werden alle beno¨tigten Intermediate der F12-Integrale berechnet und auf
der Festplatte abgespeichert. Zentral hierbei ist das Ausnutzen des Density-Fittings,
wie bereits in Kap. 4.4 beschrieben. Wichtige Gro¨ßen in diesem Zusammenhang sind









































pq) sowie die durch eine Tilde gekennzeichneten folgenden Gro¨ßen werden in
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Ref. [134] detailliert beschrieben. Es sei angemerkt, dass die Tilde eine Symmetrisie-












so dass mehrere Kontraktionen entfallen [134]. Entsprechend ist die Gro¨ße Z˜Ppq defi-
niert.
5.2.2 Berechnung intermedia¨rer Dichten
Fu¨r die Berechnung der intermedia¨ren Dichten werden im Programm alle Gro¨ßen in
Schleifen abgearbeitet (s.u.). Die beiden entscheidenden Vorteile hierbei sind, dass
das Programm beno¨tigte Gro¨ßen automatisch anfordert und daru¨ber hinaus leicht
erweiterbar ist. Dabei wird zuna¨chst eine 4-Index-Gro¨ße mit den Amplituden und
danach mit Intermediaten kontrahiert, so dass keine Varianten der Matrizen B oder
V mit einem virtuellen Index explizit berechnet oder auf Festplatte gespeichert wer-
den mu¨ssen. Auf der Festplatte werden nur die Gro¨ßen dauerhaft gespeichert, die
direkt mit den abgeleiteten Integralen kontrahiert werden; hierzu za¨hlen beispiels-
weise die effektive Fock-Matrix, der F12-Beitrag zur rechten Seite des Z-Vektors oder
die Dichten γ bzw. ∆ fu¨r die abgeleiteten 2-Elektronen-Operatoren.
Im Folgenden soll u.a. das erwa¨hnte Schleifenschema anhand der Berechnung
der a¨ußeren Beitra¨ge zur rechten Seite des Z-Vektors (bzw. zur effektiven Fock-
Matrix) erla¨utert werden.
Beitra¨ge zum Z-Vektor
Die Berechnung der Beitra¨ge zur rechten Seite des Z-Vektors erfolgt gema¨ß Gl.
(4.59). Der Algorithmus beginnt mit den f g- und f 2r2-Termen, bei denen die 4-
Index-Integrale zuna¨chst in jeweils einem N5-Schritt berechnet und anschließend in
einem N4-Schritt mit den Amplituden kontrahiert werden. Anschließend erfolgt die







′′〉〈Iq ′′ |g12|ib〉 . (5.4)
Berechnet man eine Kontraktion, ha¨lt das Ergebnis im Speicher und fu¨hrt mit diesem
die zweite Kontraktion aus, skaliert die Berechnung wie die der Energie mit O(N6)
– aufgrund des virtuellen Index allerdings mit deutlich gro¨ßerem Vorfaktor. Ana-
log zum O(N5)-skalierenden RI-MP2-Verfahren [132] kann weder fu¨r die Energie-
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loop q ′′ (Untermenge der CABS-Orbitale)
read δRQjq ′′ O(noccNCNx)
loop I
read δRQb[I] O(nvirNx)
read Okl[I]q ′′ = 〈kl|o12|Iq
′′〉 O(n2occNC)
loop i



















Abb. 5.3: Schema der Implementierung zur Berechnung von Beitra¨gen auf den Z-Vektor η∆F12ib
fu¨r die
”
a¨ußeren Beitra¨ge“. δ steht fu¨r den DF-Term und R,R mu¨ssen entsprechend
eingesetzt werden. In Klammern ist der Speicherbedarf angegeben. NC steht fu¨r die
Gro¨ße des CABS-Blocks, Nx fu¨r die der C-Fitting-Basis.
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noch die Gradientenbeitra¨ge im Rahmen von RI-MP2-F12 das formale Skalierungs-
verhalten durch die Verwendung von Density-Fitting abgesenkt werden. Der Vorteil
des Density-Fittings besteht vielmehr in der Absenkung der Skalierung der Inte-
graltransformationen um eine Gro¨ßenordnung, sowie der Verkleinerung der Vorfak-
toren der N5-Schritte und dem verminderten Speicherbedarf. Dies wird deutlich,
vergleicht man Gl. (5.4) mit Abb. 5.3. Im Rahmen der Implementierung erfolgt dabei
eine geblockte Schleife u¨ber die CABS-Orbitale, so dass redundantes Einlesen ver-
mieden wird. Die Notwendigkeit hierfu¨r besteht, da die maximale l-Quantenzahl der
CABS-Basis mit 3locc vergleichsweise groß sein muss, wobei locc die l-Quantenzahl
der besetzten Orbitale ist [10].
Im Rahmen der Frozen-Core-Na¨herung mu¨ssen bei der analytischen Berechnung
von relaxierten Eigenschaften neben besetzt-virtuellen Orbitalrotationen auch bei-
spielsweise solche von eingefroren-besetzt nach aktiv-besetzt betrachtet werden. Das
bereits angesprochene Schleifenschema kann so verstanden werden, dass um den
gesamten Algorithmus in Abb. 5.3 mehrere Schleifen gesetzt sind. Innerhalb dieser
wird festgelegt, welcher Block des Z-Vektors berechnet wird, oder ob es sich um
Beitra¨ge der Matrix B oder V handelt. Diese Informationen definieren u.a. die Di-
mensionen von Matrizen und Dateinamen fu¨r Integraldateien. Anschließend erfolgt
das Durchlaufen des Algorithmus in Abb. 5.3. Nach Beendigung werden die Dimen-
sionen und Dateinamen umgesetzt und der Algorithmus wird erneut durchlaufen.
Aufgrund deutlich verschiedener Anforderungen wurde ein solches Schema jeweils
fu¨r die unterschiedlichen Arten der Dichten implementiert. Im Vordergrund dieser
Vorgehensweise stehen U¨bersichtlichkeit und leichte Erweiterbarkeit.
Alle in diesem Schritt berechneten Dichten werden derart auf Festplatte abge-
speichert, dass sie im weiteren Programmablauf eingelesen und direkt verwendet
werden ko¨nnen. So erfolgt beispielsweise in einem Zwischenschritt die Transforma-
tion der 3-Index-Dichten ∆ in die kontravariante ao-Basis.
CABS-Singles
Da CABS-Singles eine sto¨rungstheoretische Korrektur mit vergleichsweise kleiner
Gro¨ßenordnung darstellen, soll der Aufwand zur Berechnung nicht u¨berpropor-
tional groß werden. Dies wu¨rde jedoch bei exakter Berechnung der beno¨tigten 4-
Index-Integrale mit zwei CABS-Indizes geschehen. Deshalb wurde die Berechnung
der erweiterten Fock-Matrix, bei der mindestens ein Index einem CABS-Orbital zu-
geordnet ist, bereits fu¨r die Energieberechnung im Programm Ricc2 ausschließlich
im Rahmen der RI-JK-Na¨herung implementiert. Allein der zweite Term des CABS-
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5.2. Ablauf einer Gradientenberechnung
Singles-Funktionals in Gl. (2.57) wird mit exakten 4-Index-Integralen berechnet.
Im Rahmen der vorliegenden Arbeit wird die zusa¨tzliche Na¨herung eingefu¨hrt,
den zweiten Term ebenfalls mithilfe der RI-JK-Na¨herung zu berechnen. Numeri-
sche Tests zeigen, dass sich die Abweichungen unterhalb der signifikanten Stellen
bewegen. Die Ableitung der exakten 4-Index-Integrale wird vermieden und es wer-
den nur Integralableitungen von 2- bzw. 3-Index-Integralen und die entsprechenden
Dichten JKγ bzw. JK∆ beno¨tigt.
Die Berechnung der weiteren Beitra¨ge erfolgt, indem die Beitra¨ge der CABS-
Singles berechnet und direkt auf die entsprechenden F12-Dichten addiert werden.
Hierzu za¨hlen z.B. die Ableitungen der 1-Elektronen-Operatoren in Gl. (4.107)
H ← dp ′′q ′′ ⊕ −dI J ⊕ 2dp ′′ I , (5.5)
mit den Definitionen aus Gl. (4.39) und (4.72) sowie die Reorthonormierung. Die No-
tation bedeutet, dass die Beitra¨ge der unrelaxierten Dichte auf die jeweiligen Blo¨cke
der zu dem Zeitpunkt im Programmablauf bereits existierenden Matrix H hinzuad-
diert werden. Diese entsprechen genau den Dichten der unrelaxierten Beitra¨ge zum
Dipolmoment in Gl. (4.40).
5.2.3 Berechnung der Gradientenbeitra¨ge
Nach Berechnung aller beno¨tigten Intermediate – hierzu za¨hlen sowohl die effektive
Fockmatrix Feff (und damit die Beitra¨ge zum Z-Vektor) als auch die 2-Index- und
3-Index-Dichten γ bzw. ∆ – ko¨nnen die Gradienten fu¨r explizit korrelierte Sto¨rungs-
theorie vollkommen analog zu denen fu¨r konventionelles RI-MP2 berechnet werden.
Daher wurde fu¨r die Integralableitungen die Strategie verfolgt, die vorhandenen
Routinen des Ricc2 zu verwenden und auf das Einlesen mehrerer Dichten zu erwei-
tern. Daru¨ber hinaus wurden die Integralroutinen fu¨r die beno¨tigten abgeleiteten
Integrale erweitert.
Hierzu kann als einfaches Beispiel die Berechnung der Lagrange-Multiplikatoren
angefu¨hrt werden: Die neuen Beitra¨ge werden von der Festplatte eingelesen und zur
rechten Seite des konventionellen Z-Vektors addiert. Die so modifizierte rechte Seite
wird mit dem u¨blichen, unvera¨nderten Algorithmus iterativ gelo¨st; dieser wurde
u.a. in Ref. [136] beschrieben.
Integralableitungen
Abschließend werden die Beitra¨ge nach Gl. (4.71) ausgerechnet. Am rechenaufwa¨n-
digsten gestalten sich die Terme der abgeleiteten 3-Index- sowie 4-Index-Integrale,
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wobei letztere aus dem Gradient des SCF-Verfahrens stammen. Auch hier wur-
de die Berechnungsstruktur im Vergleich zur bestehenden Implementierung [131,
136] beibehalten. Die Modifizierung bestand in der Einfu¨hrung von Schleifen, um
die verschiedenen Integraltypen nacheinander abzuarbeiten und mit der jeweils
entsprechenden Dichte zu kontrahieren. Die Dichten liegen fu¨r die abgeleiteten 2-
Elektronen-2-Index-Integrale in der SAO-Basis vor, wohingegen die 3-Index-Dichten
bereits einen ru¨cktransformierten Index in der kontravarianten ao-Basis aufweisen.
Letztere werden in einer u¨ber den ao-Index geblockten Schleife on-the-fly konstru-
iert und direkt mit den abgeleiteten 3-Zentren-Integralen kontrahiert [136]. Fu¨r die
Dichten im Rahmen der [T+V]-Na¨herung muss dabei bedacht werden, dass folgen-
de Terme (vgl. Gl. (4.104) und (4.103) ) nicht nur die normalen MOs C, sondern




















































Gleiches gilt fu¨r weitere Beitra¨ge (man ersetze pq durch Iq ′′ bzw. q ′′ I). Es sei an-
gemerkt, dass die Sortierung der Basisfunktionen und der MOs aus den Routinen
der Energieberechnung u¨bernommen wurde. Hierbei sind fu¨r die vereinigte Basis
die MOs nach Orbitalbasis und CABS getrennt, wohingegen die Basisfunktionen fu¨r
effiziente Integralberechnungen entsprechend den Turbomole-Vorgaben geordnet
sind. Umgekehrt ko¨nnen alle Gro¨ßen in der MO-Basis ebenfalls in Orbitalbasis und
CABS aufgetrennt werden; bei Dichten in der ao-Basis ist dies nicht der Fall.
CABS-Singles
Im Rahmen der CABS-Singles wird ein JK-Basissatz verwendet, so dass neue Inte-
gralableitungen und dazugeho¨rige Dichten beno¨tigt werden. Die Berechnung der
Integralableitungen wie die Kontraktion mit den Dichten erfolgt in einer Unterrou-
tine, die analog zur bisher erla¨uterten Vorgehensweise die notwendigen Berechnun-
gen fu¨r die JK-Fitting-Basis durchfu¨hrt.
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Nach der Beschreibung der Methodik und technischen Umsetzung soll in diesem
Kapitel auf die Genauigkeit der Ergebnisse eingegangen werden. Anhand numeri-
scher Untersuchungen wird zuna¨chst gezeigt, dass die Wahl der Na¨herungen einen
geringeren Einfluss auf das Ergebnis hat als die Wahl der Basis. Es folgt der Vergleich
zwischen RI-MP2 und RI-MP2-F12/3A∗-[T+V] am Beispiel analytischer Berechnung-
en von Dipolmomenten und molekularen Geometrien mit Schwerpunkt auf der Ba-
sissatzkonvergenz. Es wird gezeigt, dass explizit korrelierte Wellenfunktionen fu¨r
Dimere den Fehler durch Basissatz-U¨berlagerungen deutlich reduzieren.
6.1 Numerische Untersuchungen
Die beiden wichtigsten Schritte in der Weiterentwicklung der explizit korrelierten
Methoden bestanden im U¨bergang vom linearen R12- zum STG-Korrelationsfaktor
und der Verwendung von Ansatz 3. Dru¨ckt man die Gu¨te der 1-Teilchen-Basis mithil-
fe der Kardinalzahl aus, so ermo¨glichen es diese Schritte Ergebnisse von quintuple-
ζ-Qualita¨t bereits unter Verwendung einer triple-ζ-Orbitalbasis zu erhalten. Einzige
Approximationen hierbei sind die RI-Na¨herung, mit deren Hilfe Mehrelektronen-
Integrale auf 2-Elektronen-Integrale reduziert werden, sowie die Annahme des GBC.
Die hohe Genauigkeit wird auch durch die Verwendung der beiden weiteren Ap-
proximationen Standardna¨herung A und Annahme des EBC nicht eingeschra¨nkt,
wie die folgenden numerischen Untersuchungen zeigen. Hier angefu¨hrt sind Ab-
weichungen von Bindungsla¨ngen und -winkeln nach numerischen Geometrieopti-
mierungen. Analoges Vorgehen fu¨r Dipolmomente fu¨hrt zu dem gleichen Ergebnis
[69].
Tab. 6.1 beinhaltet in Spalte B Ergebnisse aus Rechnungen mit den wenigsten Ap-
proximationen und kann somit als Referenz zum Vergleich mit den restlichen Spal-
ten dienen. Die numerischen Geometrieoptimierungen zeigen auf, dass die Struk-
turen mit Na¨herung A∗ maximal 0.13◦ bzw. 0.04 pm von den Ergebnissen oh-
6. Bewertung
Tab. 6.1: Numerisch optimierte Geometrien mit Ansatz 3 ohne CABS-Singles. Der Buchstabe
(A,B) steht fu¨r die Standardna¨herung, die Indizierung ∗ fu¨r die Annahme des EBC.
Interatomare Absta¨nde R sind in pm angegeben, die Winkel  in Grad.
Basis Moleku¨l Parameter A A∗ B B∗
cc-pVDZ-F12 CH2 (1A1) RC-H +0.03 +0.01 110.35 -0.02
H-C-H +0.01 0.00 102.02 0.00
CO RC-O -0.01 +0.02 113.80 +0.01
H2O RO-H +0.01 +0.02 96.10 +0.01
H-O-H -0.02 -0.02 104.18 0.00
HF RF-H 0.00 +0.01 92.14 0.00
NH3 RN-H +0.03 +0.04 101.22 0.00
H-N-H -0.08 -0.13 106.47 -0.04
OH RO-H +0.01 +0.01 96.91 0.00
cc-pVTZ-F12 CH2 (1A1) RC-H -0.01 -0.01 110.26 0.00
H-C-H +0.02 +0.02 102.22 0.00
CO RC-O -0.01 -0.02 113.42 -0.01
H2O RO-H 0.00 0.00 95.90 0.00
H-O-H +0.01 0.00 104.35 -0.01
HF RF-H -0.01 0.00 91.95 0.00
NH3 RN-H 0.00 -0.01 101.00 0.00
H-N-H 0.00 -0.01 106.97 -0.01
OH RO-H -0.01 -0.01 96.72 -0.01
cc-pVQZ-F12 CH2 (1A1) RC-H 0.00 -0.01 110.22 0.00
H-C-H +0.01 0.00 102.28 0.00
CO RC-O -0.01 -0.02 113.39 -0.01
H2O RO-H 0.00 0.00 95.85 0.00
H-O-H 0.00 0.00 104.39 -0.01
HF RF-H 0.00 0.00 91.86 0.00
NH3 RN-H -0.01 0.00 100.97 0.00
H-N-H +0.01 +0.01 106.99 0.00
OH RO-H 0.00 -0.01 96.67 0.00
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ne sie (Spalte B) abweichen. Fu¨r gro¨ßere Kardinalzahlen sind die Differenzen ver-
nachla¨ssigbar klein.
Weitaus gro¨ßere Bedeutung kommt den CABS-Singles zu (siehe Tab. E.1 im An-
hang). Sie korrigieren die fu¨r kleine Basissa¨tze großen Fehler im Hartree-Fock-Teil
und verbessern die Ergebnisse kleiner Basissa¨tze etwa um eine Kardinalzahl. Fu¨r
gro¨ßere Basissa¨tze ist der Hartree-Fock-Beitrag praktisch konvergiert (exponentielle
Konvergenz) und es besteht nicht die Notwendigkeit ihrer Verwendung.
6.2 Dipolmomente
In diesem und im folgenden Unterkapitel werden die Ergebnisse der analytischen
Berechnungen molekularer Eigenschaften vorgestellt. Der Schwerpunkt liegt dabei
auf der Untersuchung der Basissatzkonvergenz.
Zur Berechnung wurden Petersons cc-pVXZ-F12-Basissa¨tze verwendet und die-
se zudem um die diffusen Basisfunktionen nach Dunning (
”
aug-“ [137]) erweitert.
Um einen Fehler aufgrund des Density-Fittings ausschließen zu ko¨nnen, wurden
fu¨r die folgenden Untersuchungen große Korrelations-Fitting-Basissa¨tze (kurz: C-
Basissa¨tze) sowohl als C-Basis als auch als RI-JK-Basis verwendet. Zusa¨tzlich sei
angemerkt, dass die vorgestellten Dipolmomente nicht den Anspruch erheben, mit
experimentellen Daten vergleichbar zu sein; hierzu ist die Verwendung von CC-
Methoden oder eine Erga¨nzung um zusa¨tzliche Beitra¨ge notwendig [24, 138]. Fu¨r
die genaue Vorgehensweise wird auf Anhang E und die entsprechende Vero¨ffentli-
chung verwiesen [69].
Die Ergebnisse in Tab. 6.2 lassen deutlich erkennen, dass die mit der neuen Me-
thode RI-MP2-F12/3A∗-[T+V] berechneten Dipolmomente schnell zum Basissatzli-
mit konvergieren. Bei Einbeziehung von CABS-Singles liefern die Rechnungen be-
reits in der kleinsten Basis (aug-cc-pVDZ-F12) Dipolmomente, die fu¨r das OH-Ra-
dikal auf 0.004 ea0 genau am Basissatzlimit liegen. Die Ergebnisse profitieren dabei
erheblich von der Korrektur durch die CABS-Singles, welche die gleiche Gro¨ßen-
ordnung wie der MP2-Basissatzfehler besitzt. Auch hat die Wahl der Amplituden
deutlichen Einfluss auf das Ergebnis (vgl. Tab. E.2 im Anhang).
Schon in der na¨chstgro¨ßeren Basis, d.h. aug-cc-pVTZ-F12, sind die CABS-Singles-
Beitra¨ge um eine Gro¨ßenordnung kleiner als in der aug-cc-pVDZ-F12-Basis. Auch
verringern sich die Unterschiede der var- und fix-Methode um eine Gro¨ßenordnung
(s. Tab. E.2 im Anhang). Die aug-cc-pVQZ-F12-Basis schließlich weist bereits bis auf
5 · 10−4 ea0 konvergierte Dipolmomente auf. Weder die CABS-Singles noch die Wahl
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Tab. 6.2: Abweichungen der Dipolmomente (in mea0) vom Basissatzlimit berechnet mit var -
RI-MP2-F12/3A∗-[T+V] mit Frozen-Core-Na¨herung. aDas Limit wurde durch Extra-
polation der explizit korrelierten Ergebnisse bestimmt.
Basis CABS- H2O NH3 OH
Singles
aug-cc-pVDZ-F12 nein +10.4 +6.1 +6.8
ja +6.1 +5.2 +3.7
aug-cc-pVTZ-F12 nein +2.3 +1.4 +1.4
ja +1.4 +1.0 +0.8
aug-cc-pVQZ-F12 nein +0.5 +0.3 +0.1
ja +0.4 +0.2 +0.1
Limita 735.3 610.2 660.3
der Amplituden haben hier einen signifikanten Einfluss auf das Ergebnis.
Vergleich mit RI-MP2
Der Vergleich mit konventionellem RI-MP2 wird am Beispiel von HBr mit den u¨bli-
chen korrelationskonsistenten Basissa¨tzen von Dunning [2, 137] durchgefu¨hrt. Abb.
6.1 (Werte s. Tab. E.3 im Anhang) zeigt deutlich die signifikante U¨berlegenheit der
neuen Methode bezu¨glich der Basissatzkonvergenz. Einen wichtigen Beitrag leisten
die CABS-Singles besonders fu¨r die double-ζ-Basis. Ist der Fehler fu¨r RI-MP2 bei ei-
ner triple-ζ-Basis noch 0.01 ea0 groß, betra¨gt er unter Hinzunahme der Korrekturen
nur noch 0.001 ea0. Klassisches RI-MP2 ist hierbei selbst in den großen Orbitalbasen
noch weit von der Konvergenz gegen den Grenzwert entfernt. Dies wird unter ande-
rem beim Vergleich der Ergebnisse der quadruple-ζ- und quintuple-ζ-Basis deutlich.
Die Differenz von mehr als 0.002 ea0 ist doppelt so groß wie der Fehler von RI-MP2-
F12 unter Hinzunahme der CABS-Singles in der triple-ζ-Basis. Sogar fu¨r die gro¨ßte
verwendete Basis, aug-cc-pV5Z, ist noch ein deutlicher Abstand zum abgescha¨tzten
Basissatzlimit vorhanden; dabei ist der Fehler von 0.004 ea0 um eine Gro¨ßenordnung





























Abb. 6.1: Dipolmomente (in mea0) von HBr berechnet mit der Frozen-Core-Na¨herung. RH-Br
= 140.75 pm. MP2-F12 steht fu¨r var -RI-MP2-F12/3A∗-[T+V]. Erwartetes Basissatz-
limit ist 342 mea0.
Abb. 6.2: Strukturen der untersuchten Dimere. Es handelt sich jeweils um die globale Mini-




Fu¨r die Untersuchung der Geometrien wurden die Dunningschen Basissa¨tze aug-cc-
pVXZ fu¨r X = D, T, Q, 5 mit den folgenden Fitting-Basissa¨tzen verwendet: C-aug-cc-
pwCV{T,Q,5}Z fu¨r X = D, T, Q und C-aug-cc-pV6Z fu¨r X = 5. Fu¨r die RI-JK-Na¨he-
rung wurden die Basissa¨tze JK-aug-cc-pVXZ, fu¨r die intrinsische RI-Na¨herung der
F12-Methoden die Petersonschen CABS-Basissa¨tze eingesetzt [142]. Die Wahl der
Hilfsbasissa¨tze erfolgte unter dem Gesichtspunkt, den Einfluss auf die Ergebnisse
im Vergleich zur Wahl der Orbitalbasis vernachla¨ssigbar klein zu halten. Die Kon-
vergenz fu¨r SCF wurde auf 10−9 bezu¨glich der A¨nderung der Dichte festgelegt; die
Geometrieoptimierungen wurden bis zu einer Konvergenz der Energie auf 10−8 Eh
und einem Gradienten von weniger als 10−4 Eh/a0 durchgefu¨hrt. Eine Erho¨hung der
Konvergenzkriterien bewirkte keine Vera¨nderung der nachfolgenden Ergebnisse.
Wahl der komplementa¨ren Hilfsbasis (CABS)
Bei konventionellen Methoden soll die Orbitalbasis und das Niveau der Korrelati-
onsbehandlung den Fehler charakterisieren. Numerische Abweichungen durch In-
tegralabscha¨tzung oder mangelhafte Hilfsbasissa¨tze mu¨ssen vernachla¨ssigbar klein
sein. Bezogen auf die Hilfsbasis CABS ist eine Unterscheidung zwischen der Rolle
als RI-Basis und der sto¨rungstheoretischen Korrektur der CABS-Singles notwendig.
In der Funktion als RI-Basis ist es unumga¨nglich, eine gesa¨ttigte CABS zu verwen-
den, da sonst numerische Schwankungen a¨hnlich zu kleinen DF-Hilfsbasissa¨tzen
entstehen. Ergibt sich bei Vergro¨ßerung der Hilfsbasis um eine Kardinalzahl keine
signifikante A¨nderung in der Geometrie, kann eine Sa¨ttigung der Hilfsbasis und
eine gute Na¨herung der Vollsta¨ndigkeitsrelation angenommen werden. Im Unter-
schied hierzu ist bei den CABS-Singles die Sa¨ttigung nicht entscheidend, da keine
numerischen Instabilita¨ten auftreten. Somit werden im Folgenden vergro¨ßerte CABS
ausschließlich fu¨r Rechnungen ohne CABS-Singles untersucht.
Daru¨ber hinaus erfolgt dies nur fu¨r kleine Orbitalbasissa¨tze (hier aug-cc-pVDZ,
aug-cc-pVTZ), da sich die eigentliche Hilfsbasis fu¨r die Vollsta¨ndigkeitsrelation aus
der Orbitalbasis und der RI-Hilfsbasis (CABS) zusammensetzt. Mit steigender Kardi-
nalzahl der Orbitalbasis schrumpft die Bedeutung von CABS fu¨r die vereinigte Hilfs-




Im Limit einer vollsta¨ndigen Fitting-Basis wird RI-MP2 a¨quivalent zuMP2 und beide
Methoden liefern exakt gleiche Resultate. Die Verwendung einer endlichen Hilfsba-
sis fu¨hrt zu der Abweichung von RI-MP2 und MP2, die als Density-Fitting-Fehler
(DF-Fehler) bezeichnet wird. Im Rahmen von RI-Methoden muss gewa¨hrleistet sein,
dass der Einfluss der Hilfsbasis auf das Ergebnis deutlich kleiner ist als die Wahl der
Orbitalbasis. Es folgt die Untersuchung, welche Hilfsbasissa¨tze verwendet werden
mu¨ssen, damit dies gewa¨hrleistet ist.
Wahl der Basis
Zu erwa¨hnen ist, dass keiner der untersuchten Hilfsbasissa¨tze fu¨r die Methode RI-
MP2-F12 optimiert wurde. Fu¨r Energieberechnungen im Rahmen von RI-MP2-F12 ist
die Verwendung einer vergro¨ßerten Hilfsbasis notwendig, um zu große DF-Fehler
bei Einsatz des fu¨r die jeweilige Orbitalbasis optimierten Hilfsbasissatzes zu vermei-
den. Beispielsweise setzt man fu¨r eine aug-cc-pVDZ-Orbitalbasis typischerweise C-
aug-cc-pwCVTZ als DF-Hilfsbasis fu¨r F12-Methoden ein. Neben der Vergro¨ßerung
der Kardinalzahl ist das Hinzufu¨gen besonders steiler Funktionen zur Hilfsbasis
von Bedeutung. Dies wird durch die Abku¨rzung
”
wC“ (engl.: weighted core) an-
gedeutet. Die Orbitalbasissa¨tze aug-cc-pwCVXZ enthalten sowohl Basisfunktionen
fu¨r die Korrelation der Valenzelektronen als auch Basisfunktionen zur Beru¨cksich-
tigung der Korrelation kernnaher Elektronen sowie deren Wechselwirkung mit den
Valenzelektronen. Die Verwendung der C-aug-cc-pwCVXZ-Basissa¨tze im Rahmen
der F12-Methoden erfolgt aufgrund der steilen Basisfunktionen in CABS, welche
entsprechende Funktionen in der DF-Basis beno¨tigen.
Bezu¨glich der Genauigkeit der RI-Na¨herung bei der Behandlung analytischer
Gradienten mit RI-MP2-F12 stellt sich die Frage, welche der fu¨r RI-MP2-Energien
optimierten C-Basissa¨tze in guter Na¨herung verwendet werden ko¨nnen. Folgende
Unterschiede treten auf: Zum einen wird im Rahmen von F12-Methoden das ro-
buste Density-Fitting verwendet, zum anderen mu¨ssen 2-Elektronen-Integrale u¨ber
verschiedene Operatoren und formal die sich daraus ergebenden Matrizen B und
V mit virtuellen Indizes berechnet werden. Daher soll untersucht werden, ob es ei-




Tab. 6.3: Untersuchungen zum DF-Fehler mit der Orbitalbasis aug-cc-pVDZ ohne CABS-
Singles. Als Density-Fitting-Basis wurde C-aug-cc-pwCVYZ verwendet. ||∇|| be-
zeichnet die Norm des Gradienten der Startgeometrie in mEh/a0. Konvergenzkrite-
rien siehe Text. REt-Et bezeichnet den intermolekularen Abstand im Dimer. Energien
E sind in mEh, Absta¨nde R in pm und Winkel  in Grad angegeben.
DF-Basis:
Y=T Y=Q Y=5
(=̂ X+1) (=̂ X+2) (=̂ X+3)
C2H4 var -RI-MP2-F12/3A∗-[T+V]
1. Iteration ||∇|| 27.106 27.103 27.103
E∆F12 -97.025 -97.017 -97.016
Optimiert RC-C 133.77 133.77 133.77
RC-H 108.69 108.69 108.69
H-C-H 117.53 117.53 117.53
(C2H4)2 var -RI-MP2-F12/3A∗-[T+V]
1. Iteration ||∇|| 20.970 20.513 20.502
E∆F12 -192.450 -192.202 -192.197
Optimiert RC-C 133.80 133.82 133.82
RC-H 108.75 108.75 108.76
H-C-H 117.33 117.44 117.44
REt-Et 370.00 366.42 366.36
(C2H4)2 fix-RI-MP2-F12/3A∗-[T+V]
1. Iteration ||∇|| 20.209 20.212 20.212
E∆F12 -181.075 -181.061 -181.061
Optimiert RC-C 133.84 133.84 133.84
RC-H 108.72 108.71 108.71
H-C-H 117.43 117.43 117.43




Der Density-Fitting-Fehler wird anhand von C2H4 und einem seiner Dimere unter-
sucht. Ausgewa¨hlte Ergebnisse sind in Tab. 6.3 zu finden. Zu erkennen ist, dass sich
fu¨r das betrachtete Moleku¨l nach der Geometrieoptimierung Unterschiede in den
Strukturparametern zwischen verschiedenen Hilfsbasissa¨tzen feststellen lassen und
diese kleiner sind als die A¨nderungen durch Vergro¨ßerung der Orbitalbasis (vgl. Tab.
6.4, Tab. E.4 im Anhang). Dies gilt jedoch nicht fu¨r das Dimer: Fu¨r die var-Methode
ergibt sich zwischen den beiden verglichenen Hilfsbasissa¨tzen ein Unterschied von
ca. 4 pm im intermolekularen Abstand. Weitere Untersuchungen deuten an, dass
die Vergro¨ßerung der Hilfsbasis um eine Kardinalzahl auf (X+2) ausreichend ist.
Probleme ergeben sich aus zwei Gru¨nden: Zum einen folgt damit die Beschra¨nkung
auf kleine Orbitalbasissa¨tze, da Hilfsbasissa¨tze bis X = 6 vorhanden sind und bereits
bei einer triple-ζ-Orbitalbasis eine quintuple-ζ-Hilfsbasis verwendet werden muss.
Weitaus schwerwiegender ist das Anwachsen des relativen Fehlers im F12-Beitrag,
da sich die Hilfsbasis im Verha¨ltnis zur Orbitalbasis verschlechtert [57] und der Bei-
trag der F12-Korrektur mit anwachsender Orbitalbasis abnimmt.
Beim untersuchten System handelt es sich um ein Alken-Dimer mit schwacher
Wechselwirkungsenergie, so dass die diffusen Anteile der Orbitalbasis eine zentrale
Rolle bei der Beschreibung des intermolekularen Abstandes einnehmen. Entspre-
chend genau muss die C-Auxiliarbasis gewa¨hlt sein. Die Fitting-Basis C-aug-cc-
pwCV(X+1)Z scheint nicht ausreichend diffuse Basisfunktionen zu enthalten, da der
intermolekulare Abstand einen deutlichen, die beiden Moleku¨le selbst jedoch kei-
nen relevanten DF-Fehler aufweisen (vgl. Tab. 6.3). Alternativ zur Vergro¨ßerung der
Basis um eine Kardinalzahl erreicht man somit eine signifikante Verbesserung, in-
dem diffuse Basisfunktionen von Hand zu den C-Basissa¨tzen hinzugefu¨gt werden
(s. Tab. E.5 im Anhang). Fu¨r die sich anschließenden Untersuchungen der Wasser-
stoffbru¨ckenbindungen ist eine Erweiterung der Hilfsbasis nicht no¨tig.
Um die Verwendung einer mo¨glichst kleinen Density-Fitting-Hilfsbasis zu er-
mo¨glichen und damit auch mit wachsender Kardinalzahl der Orbitalbasis vertrau-
enswu¨rdige Ergebnisse zu erhalten, kann die Methode der festen Amplituden an-
gewendet werden. Ohne optimierte DF-Basissa¨tze bleibt eine kritische Pru¨fung der




Tab. 6.4: Geometrieoptimierungen verschiedener Moleku¨le mit var -RI-MP2-F12 im Rahmen
der [T+V]-Na¨herung. Absta¨nde R sind in pm, Winkel  in Grad angegeben. aCABS
wurde um eine Kardinalzahl vergro¨ßert.
CABS- H2O NH3 HF
Basis Singles RO-H H-O-H RN-H H-N-H RH-F
aVDZ ja 96.02 104.32 101.08 106.85 92.01
nein 96.24 104.08 101.50 106.42 92.21
CABSa 96.24 104.07 101.49 106.44 92.21
aVTZ ja 95.86 104.39 100.98 106.94 91.87
nein 95.97 104.39 101.03 106.94 92.05
CABSa 95.97 104.39 101.03 106.94 92.05
aVQZ nein 95.85 104.39 100.97 106.98 91.87
ja 95.84 104.39 100.96 106.97 91.84
aV5Z nein 95.84 104.39 100.96 106.99 91.85
ja 95.84 104.39 100.95 106.99 91.85
6.3.2 Monomere
Die Ergebnisse fu¨r Geometrieoptimierungen einzelner Moleku¨le mithilfe der Me-
thode RI-MP2-F12/3∗A-[T+V] sind in Tab. 6.4 zusammengestellt. Man beobachtet
eine deutliche und schnelle Konvergenz der Strukturen zum Basissatzlimit. Fu¨r klei-
ne Basissa¨tze verbessern die CABS-Singles die Ergebnisse deutlich. Die Gro¨ßenord-
nung der Korrektur entspricht in etwa dem U¨bergang zur Orbitalbasis der na¨chsten
Kardinalzahl. Die gleiche Gro¨ßenordnung war bereits fu¨r die Berechnung von Di-
polmomenten gezeigt worden (Kap. 6.2). Bereits quadruple-ζ-Basissa¨tze liefern fu¨r
die untersuchten Moleku¨le konvergierte Strukturen.
Daru¨ber hinaus sollen die mit der fix-Methode erhaltenen Ergebnisse betrach-
tet werden. Durch den U¨bergang von der Berechnung aller Pseudo-Anregungen zu
den Diagonalen der Matrizen B und V wird die Korrelationsenergie in der Regel
vom Betrag kleiner. Da im Fall der var-Methode die variationelle Minimierung des
Hylleraas-Funktionals erfolgt, handelt es sich bei der Lo¨sung am Basissatzlimit um
die vom Betrag gro¨ßte Korrelationsenergie. Die Ergebnisse in Tab. E.8 im Anhang
zeigen jedoch, dass die Verwendung der fix-Methode mo¨glich ist, ohne dass große




Die Ergebnisse der Geometrieoptimierungen fu¨r ausgewa¨hlte Dimere sind fu¨r die
Methode fix-RI-MP2-F12/3∗A-[T+V] in Tab. 6.5 in Form von Bindungsenergien und
intermolekularen Absta¨nden zusammengefasst. Hierfu¨r wurden die einzelnen Mo-
leku¨le und die Dimere unter den gleichen Bedingungen strukturoptimiert.
Wahl der komplementa¨ren Hilfsbasis (CABS)
Die Vergro¨ßerung von CABS fu¨hrt im Fall der double-ζ-Basis zu einer Aufweitung
des intermolekularen Abstands um 0.23 pm bzw. 0.12 pm. Damit ist der Einfluss
kleiner als der der CABS-Singles und des Wechsels zur neuen Orbitalbasis. Trotzdem
sollten die Ergebnisse kritisch hinterfragt werden und es la¨sst sich schlussfolgern,
dass die double-ζ-CABS von Peterson nicht gesa¨ttigt, d.h. zu klein sind. Fu¨r die
triple-ζ-Basis allerdings sinkt die A¨nderung deutlich auf 0.04 bzw. 0.05 pm. Fu¨r
gro¨ßere Orbitalbasissa¨tze wird entsprechend erwartet, dass sich die Unterschiede
noch weiter verkleinern und weniger als 0.02 pm betragen.
Konvergenz zum Basissatzlimit
Fu¨r die Dimere wird beobachtet, dass die Basissa¨tze von triple-ζ bis quintuple-ζ
keine große Abweichung voneinander zeigen. Aufgrund der Tatsache, dass sich das
Ergebnis fu¨r die gro¨ßte Basis durch die CABS-Singles kaum a¨ndert, kann die Kon-
vergenz der Struktur angenommen werden. Die Energiekorrektur der CABS-Singles
betra¨gt fu¨r die Orbitalbasis aug-cc-pV5Z fu¨r beide Dimere weniger als 10−4 Eh.
Im Vergleich zu diesen Ergebnissen hebt sich die kleinste Basis deutlich ab. Hier
wird beobachtet, dass der Bindungsabstand zu groß ist und die berechnete Bin-
dungsenergie unter dem Basissatzlimit liegt. Die großen Differenzen ko¨nnen auf die
geringe Gro¨ße der double-ζ-Basis und die bereits fu¨r Energien großen Fehlerbalken
zuru¨ckgefu¨hrt werden [57]. Zusa¨tzliche Schwierigkeiten ergeben sich bei Dimeren,
da fu¨r kleine Basissa¨tze der Fehler durch U¨berlagerung von Basissa¨tzen erheblich
wird und dadurch unterschiedliche Fehlerbalken fu¨r Monomere und Dimere auftre-
ten (siehe na¨chsten Abschnitt).
Insgesamt zeigt sich ein sehr gutes, d.h. konvergentes Streben zum Basissatzlimit
mit bereits akzeptablen Werten fu¨r eine double-ζ-Orbitalbasis – sowohl fu¨r Mono-
mere als auch Dimere – und damit auch fu¨r Bindungsenergien.
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Tab. 6.5: Geometrieoptimierungen mit fix-RI-MP2-F12 ohne CP-Korrektur. Die Abku¨rzung
aVXZ bezeichnet die Orbitalbasis fu¨r aug-cc-pVXZ. aMit RI-MP2-F12 berechnetes
Basissatzlimit fu¨r Bindungsenergie bei gegebener Geometrie (Basis: aug-cc-pV5Z).
bDie grau unterlegte Zeile wird im Folgenden als Basissatzlimit verwendet. cCABS
wurde um eine Kardinalzahl vergro¨ßert.
Orbital- CABS- Abstand / pm Bindungsenergie / mEh
basis Singles HF..H2O NH3..H2O HF..H2O NH3..H2O
aVDZ ja 171.38 196.56 -13.354 -10.099
lima -13.882 -10.396
nein 171.72 196.00 -13.577 -10.538
CABSc 171.95 196.12 -13.442 -10.487
aVTZ ja 170.82 195.96 -13.861 -10.402
lima -13.888 -10.369
nein 170.25 195.45 -14.050 -10.508
CABSc 170.29 195.50 -14.019 -10.498
aVQZ ja 170.81 196.07 -13.905 -10.412
nein 170.72 196.01 -13.971 -10.443
aV5Zb ja 170.84 196.09 -13.896 -10.396
nein 170.82 196.08 -13.896 -10.399
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Tab. 6.6: Geometrieoptimierungen mit var -RI-MP2-F12 ohne CP-Korrektur. Die Abku¨rzung
aVXZ bezeichnet die Orbitalbasis aug-cc-pVXZ. Fu¨r das Density-Fitting wurden die
Auxiliarbasen C-aug-cc-pwCV(X+2)Z verwendet. aMit RI-MP2-F12 berechnetes Ba-
sissatzlimit fu¨r Bindungsenergie bei gegebener Geometrie (Basis: aug-cc-pV5Z).
bSiehe Tab. 6.5. cCABS wurde um eine Kardinalzahl vergro¨ßert.
Orbital- CABS- Abstand / pm Bindungsenergie / mEh
basis Singles HF..H2O NH3..H2O HF..H2O NH3..H2O
aVDZ ja 171.09 196.24 -13.630 -10.400
lima -13.893 -10.407
nein 171.46 195.69 -13.854 -10.832
CABSc 171.73 195.83 -13.752 -10.793
aVTZ ja 170.69 195.79 -13.983 -10.514
lima -13.898 -10.406
nein 170.13 195.28 -14.171 -10.620
CABSc 170.18 195.33 -14.131 -10.602
Limitb 170.84 196.09 -13.896 -10.396
BSSE
Neben den bereits diskutierten Effekten hat die Wahl einer endlichen Orbitalbasis
fu¨r Dimere einen Fehler durch U¨berlagerung von Basissa¨tzen (engl.: basis set super-
position error, BSSE) zur Folge. Dieser kann wie folgt erkla¨rt werden: Aufgrund der
bei Dimeren oft großen Na¨he der Moleku¨le A und B weisen die Basisfunktionen
eines Moleku¨ls am Ort des anderen Moleku¨ls einen deutlich von null verschiedenen
Funktionswert auf. Dadurch wird beispielsweise die Energie des Moleku¨ls A abge-
senkt, da die Basisfunktionen des Moleku¨ls B (aufgrund der endlichen Orbitalbasis)
zur Beschreibung der MOs des Moleku¨ls A verwendet werden. Da gleichsam die
Funktionen von Moleku¨l A fu¨r Moleku¨l B genutzt werden, wird die Bindungsener-
gie u¨ber- und der Bindungsabstand unterscha¨tzt. Dieser Fehler tritt besonders bei
kleineren Basissa¨tzen auf (hier: aug-cc-pVDZ, aug-cc-pVTZ).
Ein analoger Fehler findet sich bei F12-Methoden durch Geminale (2-Teilchen-
Basisfunktionen) und wird als Geminal-BSSE bezeichnet. Bei Verwendung der fix-
Methode tritt dieser Fehler nicht auf, da nur die als diagonalen Anregungen be-
zeichneten Terme beru¨cksichtigt werden [81]. Um die Auswirkungen eines solchen
Geminal-BSSE zu untersuchen, sollen var-Ergebnisse berechnet werden. Man beach-
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te, dass sich die Unterschiede jedoch nicht allein auf den Geminal-BSSE zuru¨ckfu¨hren
lassen, da bei Beru¨cksichtigung aller F12-Anregungen auch solche innerhalb eines
Moleku¨ls eingehen, die somit nicht zum Geminal-BSSE beitragen.
Zum Vergleich mit den Ergebnissen in Tab. 6.5 sind Ergebnisse hierzu in Tab. 6.6
aufgefu¨hrt. Die Orbitalbasissa¨tze aVQZ und aV5Z werden hierbei nicht betrachtet,
da die notwendigen DF-Hilfsbasissa¨tze aug-cc-pwCV(X+2)Z nicht verfu¨gbar sind. Es
ist zu vermuten, dass durch die explizit korrelierten Beitra¨ge der Orbital-BSSE unter-
dru¨ckt wird und die var-Methode keinen dominanten Geminal-BSSE einfu¨hrt. An-
derenfalls mu¨ssten signifikante Unterschiede zwischen der fix- und var-Methode im
intermolekularen Abstand entstehen. Es bleibt zu untersuchen, inwiefern die end-
liche Orbitalbasis Auswirkungen auf eine falsch berechnete Bindungsenergie hat.
Fu¨hrt man an den jeweiligen Geometrien Single-Point-Rechnungen mit vergro¨ßer-
ten Basissa¨tzen durch, la¨sst sich eine Konvergenz der Bindungsenergien auch fu¨r
kleinere Orbitalbasissa¨tze erkennen, so dass auch hier keine Quelle fu¨r Fehlerkom-
pensation vorhanden ist.
Bei den Ergebnissen des C2H4-Dimers hingegen verursachen die beiden Metho-
den der Amplitudenwahl einen Unterschied von 4 pm (s. Tab. 6.3). Ohne weite-
re Untersuchungen kann die Mo¨glichkeit eines Geminal-BSSE nicht ausgeschlossen
werden. Um nicht zu viele Unsicherheiten gleichzeitig ausschließen zu mu¨ssen, soll-
ten fu¨r genauere Betrachtungen optimierte Hilfsbasissa¨tze verwendet werden.
Insgesamt fu¨hren die Untersuchungen in diesem Abschnitt zu dem Schluss, dass
die fix-Methode verwendet werden sollte. Diese weisen numerisch stabilere Ergeb-
nisse auf und daru¨ber hinaus ist die Skalierung mit O(N5) um eine Gro¨ßenordnung
kleiner als bei der var-Methode.
6.3.4 Vergleich mit konventionellen Methoden
Vergleich mit RI-MP2
Auch fu¨r den Vergleich mit konventionellem RI-MP2 werden die Monomere ge-
trennt von den Dimeren betrachtet. Als Vertreter fu¨r Monomere wird das H2O-
Moleku¨l untersucht, s. Tab. 6.7. Weitere Moleku¨le sind im Anhang aufgefu¨hrt. Da-
bei liefert die double-ζ-Basis meist ungenaue Ergebnisse mit im Vergleich zu F12
zu weiten Absta¨nden und zu kleinen Winkeln. Die Abweichungen von weniger als
1 pm bzw. 1◦ sind jedoch nicht signifikant. Die Geometrieparameter konvergieren
zwar langsamer als bei F12, aber insgesamt auch sehr gut. Die Strukturen a¨ndern
sich ab der quadruple-ζ-Basis nur weniger als 0.1 pm bzw. 0.1◦ und erreichen na-
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Tab. 6.7: Mit RI-MP2 optimierte Geometrien des H2O-Moleku¨ls. aMit RI-MP2-F12 berechne-
tes Basissatzlimit fu¨r die Bindungsenergie bei gegebener Geometrie (Basis: aug-
cc-pV5Z). bSiehe Tab. E.9 im Anhang.
Basis RO-H / pm H-O-H / ◦ E∆F12 / mEh
aVDZ 96.59 103.87 -220.143
aVTZ 96.14 104.11 -268.704
aVQZ 95.89 104.27 -286.052
aV5Z 95.84 104.34 -293.002
-300.587a
aV6Z 95.84 104.37 -296.048
Limitb 95.84 104.39 -300.583
hezu das Basissatzlimit. Deutlich erkennbar bleibt, dass die Energien im Vergleich
dazu noch lange nicht konvergiert sind. Werden bei den Geometrien jedoch Single-
Point-Berechnungen mit RI-MP2-F12/3∗A-[T+V] durchgefu¨hrt, erha¨lt man eine gute
U¨bereinstimmung mit den analytischen MP2-F12-Ergebnissen (vgl. Tab. 6.5 und Tab.
6.7).
Ein etwas anderes Bild bietet sich bei den Dimeren. Die reine Betrachtung der
Bindungsenergien in Tab. 6.8 zeigt eine scheinbar gute Konvergenz. Bei genauerer
Analyse fallen jedoch Inkonsistenzen auf. Wie anhand der Monomere gezeigt, sind
die Energien nicht zum Basissatzlimit konvergiert (siehe Tab. 6.7). Daher weisen
sowohl die Dimere als auch die Monomere große Fehlerbalken auf, die sich bei der
Differenzbildung gegenseitig auszugleichen scheinen. Dieser Fehler la¨sst sich fu¨r die
jeweiligen Geometrien MP2-F12 durch Single-Point-Energieberechnungen in gro¨ße-
ren Basissa¨tzen untersuchen. Die Abweichung der Bindungsenergien vom Basissatz-
limit fu¨r eine gegebene Geometrie liefert einen Eindruck der Fehlerkompensation,
die sich mit abnehmender Differenz verringern sollte. Hinzu kommt die intrinsi-
sche Ungenauigkeit der Geometrie, die nicht zu konvergieren, sondern zu oszillieren
scheint. Beim Wasser-HF-Komplex beispielsweise zeigt sich, dass der intermoleku-
lare Abstand mit steigender Kardinalzahl bis X = Q abnimmt und ab X = 5 gro¨ßer
wird. Dies ko¨nnte auf den vergleichsweise großen BSSE zuru¨ckzufu¨hren sein. Die
Oszillation la¨sst sich trotz Counterpoise-korrigierten Geometrieoptimierungen nicht
beheben. Sowohl fu¨r die double-ζ-Basis als auch fu¨r die quintuple-ζ-Basis wird die
Bindung deutlich zu stark aufgeweitet. Daru¨ber hinaus la¨sst sich diese CP-Korrektur
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Tab. 6.8: Geometrieoptimierungen mit RI-MP2. aMit RI-MP2-F12 berechnetes Basissatzlimit
fu¨r Bindungsenergie bei gegebener Geometrie (Basis: aug-cc-pV5Z). bSiehe Tab.
6.5
Basis CP- Abstand / pm Bindungsenergie / mEh
Korrektur HF..H2O NH3..H2O HF..H2O NH3..H2O
aVDZ ja 176.07 201.98 -12.591 -9.314
nein 171.52 196.78 -14.394 -11.073
lima -13.891 -10.436
aVTZ nein 170.39 195.74 -14.275 -10.690
lima -14.022 -10.531
aVQZ nein 170.37 195.83 -14.168 -10.554
lima -13.889 -10.396
aV5Z ja 171.43 196.74 -13.689 -10.258
nein 170.76 196.01 -14.020 -10.454
lima -13.889 -10.396
aV6Z nein 170.79 196.03 -13.947 -10.422
Limitb 170.84 196.09 -13.896 -10.396
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Tab. 6.9: Vergleich verschiedener Berechnungen des Basissatzlimits. aCP-korrigierte Ergeb-
nisse. bSiehe Tab. 6.5. cExtrapolierte Ergebnisse.
Methode Basis Referenz Abstand / pm Bindungsenergie / mEh
HF..H2O NH3..H2O HF..H2O NH3..H2O
MP2 daV5Z [140] 170.78
MP2 (CP)a aV5Z [140] 171.44 -14.374
MP2 (CP)a Q5c [140] 171.02
MP2 (CP)a aVTZ [141] -9.944
RI-MP2 aV6Z 170.79 -13.947
RI-MP2-F12b aV5Z 170.84 196.09 -13.896 -10.396
nur fu¨r kleine Systeme mit vertretbarem Rechenaufwand durchfu¨hren.
Die Untersuchungen zeigen, dass mit RI-MP2 Bindungsenergien erhalten wer-
den, deren vermeindliche Genauigkeit auf Fehlerkompensation beruht. Dies stellt
ein Problem dar, weil die Kompensation notwendig ist, um konsistente Ergebnis-
se zu erhalten. Sie tritt aber nur zufa¨llig auf und ist fu¨r mehrere intermolekulare
Wechselwirkungen nur schwer zu untersuchen. Ohne Fehlerkompensation wird aus
den richtigen Gru¨nden das falsche Ergebnis erhalten, jedoch ist dies nicht eindeutig
festzustellen.
Vergleich mit Literatur
Fu¨r die vorgestellten Dimere sind nur wenige Rechnungen am Basissatzlimit be-
kannt, s. Tab. 6.9. Fu¨r die Wasser-HF-Wasserstoffbru¨ckenbindung zeigt sich eine gu-
te U¨bereinstimmung mit den Untersuchungen der vorliegenden Arbeit. Beispiels-
weise wurde in Ref. [140] mit dem Orbitalbasissatz aug-cc-pV5Z ein intermoleku-
larer Abstand von 171.44 pm berechnet. Dieser ist mit 171.43 pm aus Tab. 6.8 zu
vergleichen. Die Unterschiede lassen sich auf die Verwendung der RI-Na¨herung
zuru¨ckfu¨hren. Die Literatur-Ergebnisse zeigen ebenfalls deutlich auf, dass die CP-
Korrektur die Bindung auch bei einer quintuple-ζ-Basis stark aufweitet. In Ref. [140]
weisen die Autoren darauf hin, dass die CP-Korrektur fu¨r jede Basis durchgefu¨hrt
werden muss. Unklar ist, ob CP-korrigierte Q5-Extrapolationen oder CP-korrigierte
sextuple-ζ-Ergebnisse ho¨here Genauigkeit aufweisen [143]. Im Vergleich zum be-
rechneten Basissatzlimit ist die Bindung nach CP-Korrektur 0.5 pm zu lang.
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Die große Aufweitung von 0.7 pm durch die CP-Korrektur zeigt gleichzeitig auf,
dass die mit MP2 berechneten Geometrien trotz Verwendung einer quintuple-ζ-Basis
deutlich vom Basissatzlimit entfernt sind. Im Gegensatz hierzu steht die RI-MP2-
F12-Methode dieser Arbeit, die fu¨r die gleiche Orbitalbasis konvergierte Strukturen
liefert (Tab. 6.5). Fu¨r den Wasser-Ammoniak-Komplex werden Ergebnisse mit ver-
gleichbarer Genauigkeit erwartet.
6.4 Resu¨mee
Fehlen fu¨r eine Methode die analytischen Gradienten, ko¨nnen entweder numerische
Geometrieoptimierungen eingesetzt werden oder man verwendet zur Berechnung
der Geometrie bekannte Methoden, beispielsweise MP2 oder CCSD(T). Im Rahmen
von explizit korrelierten Methoden wurden meistens analytische Geometrieoptimie-
rungen auf RI-MP2- oder CCSD(T)-Niveau und anschließend fu¨r die Geometrien
sogenannte Single-Point-Rechnungen durchgefu¨hrt. Die Vorgehensweise basiert auf
der Erfahrung, dass sich Geometrien von isolierten Moleku¨len durch explizite Elek-
tronenkorrelation nicht ausschlaggebend a¨ndern. In diesem Fall sind die Potential-
kurven energetisch deutlich separiert, das Minimum jedoch befindet sich bezu¨glich
der Bindungsla¨ngen und -winkel an der gleichen Stelle. Daru¨ber hinaus sind bei
Energien (in Eh) oft sechs Nachkommastellen von Bedeutung, wohingegen fu¨r Bin-
dungsla¨ngen (in pm) und -winkel (in Grad) ho¨chstens zwei Nachkommastellen che-
mische Relevanz aufweisen.
Im Rahmen der vorliegenden Untersuchungen zeigt sich, dass mit MP2-F12 fu¨r
alle untersuchten Moleku¨le eine ho¨here Genauigkeit und systematischere Konver-
genz erhalten wird. Fu¨r Monomere kann besta¨tigt werden, dass die Verwendung
von expliziter Elektronenkorrelation fu¨r Geometrieoptimierungen nicht notwendig
erscheint. Dies gilt jedoch weder fu¨r Dipolmomente, die mithilfe von F12-Methoden
eine signifikant verbesserte Konvergenz zum Basissatzlimit zeigen, noch fu¨r Dimere,
bei denen durch die Hinzunahme der F12-Korrektur der BSSE unterdru¨ckt wird, so
dass man sich nicht auf die zufa¨llig auftretende Fehlerkompensation verlassen muss.
Da die Bewertung der Methode dieser Arbeit anhand von Fallstudien an klei-
nen Moleku¨len vollzogen wurde, konnten beispielsweise auch in großen Orbital-
basissa¨tzen noch CP-korrigierte Geometrieoptimierungen mit konventionellem RI-
MP2 durchgefu¨hrt und somit Basissatzkonvergenz sowie Fehlerauslo¨schungen dif-
ferenziert analysiert werden. Das Ziel muss aber sein, eine Vielzahl an Reaktionen
zu untersuchen, um Aussagen u¨ber den statistischen Fehler der neuen Methode
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treffen zu ko¨nnen. Da die vorliegenden Untersuchungen zeigen, dass auch große
DF-Basissa¨tze zu signifikanten DF-Fehlern fu¨hren (vgl. Tab. 6.3), sollten zuna¨chst
spezielle Auxiliarbasissa¨tze fu¨r F12-Methoden erstellt werden.
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Es ist bekannt, dass die Verwendung von CCSD(T) [144–148] in ausreichenden Ba-
sissa¨tzen notwendig ist, um experimentelle Genauigkeit zu erreichen [51, 149]. Die-
ses Kapitel soll demonstrieren, dass mithilfe vonMP2-F12 leicht das MP2-Basissatzli-
mit berechnet und mit diesem das CCSD(T)-Basissatzlimit abgescha¨tzt werden kann.
Hierbei ist die Genauigkeit so gut, dass die aus Rechnungen abgeleiteten Aussagen
chemische Genauigkeit aufweisen und dem Vergleich mit experimentellen Daten
standhalten.
Das erste Anwendungsbeispiel befasst sich mit der Synthese und Stabilita¨t des
Pyrazin-Trimers. Als zweites Beispiel wird die Anlagerung von Argon an kurzket-
tige Alkohole untersucht. Die Berechnungen wurden von J. Lee im Rahmen seiner
Diplomarbeit angefertigt. Die wichtigsten Angaben zu den technischen Details der
Rechnungen sind im Anhang angegeben. Fu¨r eine genaue Diskussion der Vorge-
hensweise sei auf die entsprechenden Vero¨ffentlichungen verwiesen [33, 150]. An
dieser Stelle sollen die wesentlichen Schlussfolgerungen vorgestellt werden.
7.1 Trimerisierung von Pyrazin
Metallorganische Verbindungen ko¨nnen kurzlebige organische Moleku¨le sowie hoch-
reaktive Fragmente in der Koordinationsspha¨re von U¨bergangsmetallen stabilisie-
ren. Als Auswahl seien Arine und Arin-Komplexe [151], Vinylgruppen und deren
Komplexe [152] sowie Cyclobutadiene und deren Komplexe [153] angefu¨hrt.
Ein weiteres Beispiel stellt die in Abb. 7.1 experimentell beobachtete Reaktion dar,
bei der das Pyrazin-Trimer (HATH6) durch eine metallorganische Titan-Verbindung
stabilisiert wird. Die Bildung des stabilisierten Trimers erfolgt spontan und wirft die
Frage auf, ob eine Reaktion zum unstabilisierten HATH6 (siehe Abb. 7.2) mo¨glich
ist, da dieses im Gegensatz zu HAT experimentell noch nicht synthetisiert werden
konnte.














Abb. 7.1: Darstellung des stabilisierten Pyrazin-Trimers (Cp∗2Ti)3(HATH6).
essante Liganden fu¨r verschiedene Anwendungen dar. Sie wurden im Zusammen-
hang mit der Koordination an unterschiedliche Metallatome [154], hinsichtlich pho-
tophysikalischer Eigenschaften [155], flu¨ssig-kristalliner Ordnung [156], Light-har-













Abb. 7.2: Von links nach rechts: 4a,4b,8a,8b,12a,12b-Hexahydro-HAT (HATH6);
Dipyrazino[2,3-f:2’,3’-h]chinoxalin (HAT).
Es zeigt sich, dass fu¨r die vorliegende Fragestellung quantenchemische Berech-
nungen auf MP2-Niveau nicht ausreichen, um chemische Genauigkeit zu erhalten,
so dass die Kombination und der Vergleich mehrerer Methoden notwendig ist. Ein
Auszug der wichtigsten Ergebnisse ist in Tab. 7.1 zusammengestellt. Unabha¨ngig
von den unterschiedlichen Methoden ergibt sich eine endotherme Energiebilanz.
Diese Beobachtung la¨sst den Umkehrschluss zu, dass die treibende Kraft bei der Bil-
dung des Titan-Komplexes die Knu¨pfung der sechs Titan-Stickstoff-Bindungen sein
muss, die zu 1.32 eV pro Bindung berechnet wurden [33].
Da die Ergebnisse jedoch deutlich vom Basissatzlimit entfernt liegen, werden
MP2-F12-Rechnungen verwendet, um das CCSD(T)-Basissatzlimit abzuscha¨tzen. Die
Annahme, der Fehler bezu¨glich der Orbitalbasis einer MP2-Rechnung in einer be-
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stimmten Basis sei ungefa¨hr gleich dem Fehler einer CCSD(T)-Rechnung in der glei-
chen Basis ist, la¨sst folgende Abscha¨tzung zu [160, 161]:
E∞CCSD(T) − E∞MP2 ≈ EaVTZCCSD(T) − EaVTZMP2 . (7.1)
Damit la¨sst sich das CCSD(T)-Basissatzlimit ∆RE
∞
CCSD(T) abscha¨tzen, wenn das MP2-
Basissatzlimit ∆RE
∞
MP2 durch Verwendung von MP2-F12 bekannt ist. Unter Verwen-
dung der in Kap. 2 vorgestellten Methoden ergibt sich ∆RE
∞
MP2 = 1.14 eV, was auf
eine hypothetische, endotherme Trimerisierungsenergie von +0.78 eV als Basissatz-
limit fu¨r CCSD(T) fu¨hrt.
Zusa¨tzlich wurden Studien mit Dichtefunktionaltheorie (DFT) durchgefu¨hrt. Tech-
nisch betrachtet wird bei dieser Methode die gesamte Elektronenkorrelation durch
ein zusa¨tzliches Potential beim SCF-Verfahren beru¨cksichtigt. Die berechneten Ener-
giedifferenzen besta¨tigen, dass DFT fu¨r die vorliegenden aromatischen Moleku¨le
keine quantitativen Antworten liefert, so dass auf Wellenfunktionsmethoden, bei
denen der Fehler bezu¨glich 1-Teilchen-Basis und Mehrteilchen-Anregungen syste-
matisch sinkt, zuru¨ckgegriffen werden muss.
7.2 Argon-Anlagerung an kaltes n-Propanol
Die Isolierung von Moleku¨len in einer Edelgasmatrix ist eine etablierte Methode, um
IR- und Raman-Spektren bei niedrigen Temperaturen zu messen. Sie bietet eine hohe
Empfindlichkeit und eine große Breite an Kontrollparametern, so dass beispielsweise
die Untersuchung Laser-induzierter Isomerisierungen mo¨glich wird. Beim Vergleich
der gemessenen Schwingungen mit quantenchemischen Ergebnissen zeigt sich als
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einziger Nachteil das Auftreten von Matrixshifts und sogenannten Site-Splittings,
die nur schwer berechnet werden ko¨nnen. Sie sind meist klein, ko¨nnen aber so groß
werden, dass sich experimentelle Gasphasen-Daten stark von ebenfalls experimen-
tellen Ergebnissen aus der Matrixisolation unterscheiden und die Schwingungen
nicht mehr zugeordnet werden ko¨nnen.
In der Matrix umgeben die Solvensmoleku¨le die zu untersuchende Substanz. Da
es sich bei Edelgas um das strukturell einfachste Lo¨semittel handelt, kann die Art
der Wechselwirkung bestimmter Teile eines Moleku¨ls mit der Umgebung untersucht
werden. Diese Wechselwirkung und der daraus resultierende Matrixshift beschra¨nkt
sich nicht nur auf die erste Schicht, sondern erstreckt sich ebenfalls auf die zweite
und weitere Schichten, die bis hin zum periodischen Kristallgitter eine immer gro¨ße-
re Ordnung erfahren.
7.2.1 Zielsetzung
Die folgende Untersuchung soll dazu beitragen, den Solvatationsprozess detaillier-
ter zu verstehen. Zu diesem Zweck wird die OH-Streckschwingung des n-Propanols
als Modellfall fu¨r induzierte Spektralshifts durch Argon untersucht. Dazu erfolgt
die sukzessive Anlagerung von Ar-Atomen an die globale Minimumsstruktur des n-
Propanols (Gt). Bei diesem Konformer befindet sich die OH-Gruppe in trans-Stellung
(s. Abb. 7.3). Da im zu untersuchenden System im Wesentlichen Dispersionswech-
selwirkungen dominieren, ist die Anwendung von (explizit korrelierten) Korrelati-
onsmethoden angebracht. Zur Validierung der theoretischen Ergebnisse wurden von
Lee und Wassermann Raman-Spektren in der U¨berschallexpansion im Arbeitskreis
von Prof. Suhm (Univ. Go¨ttingen) aufgenommen [150, 162, 163]. Es zeigt sich, dass
die Vera¨nderung des Spektrums mit wachsender Zahl an Ar-Atomen mit diesen
Methoden quantitativ untersucht werden kann.
Abb. 7.3: Das stabilste Konformer Gt des n-Propanols.
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Tab. 7.2: Experimentelle Ergebnisse (Prof. Suhm, Univ. Go¨ttingen).
Methode ν˜OH/cm-1 −∆ν˜OH/cm-1
Raman, Jet [150] 3682.4±0.5 0.0
Raman, Gasphase 3682.1±0.5
IR, Jet [162] 3681.5
Raman, Jet, Erste Schicht 3678 4.5
Raman, Jet, Zweite Schicht 3671 11.4
IR, Jet, Sa¨ttigung [162] 3670 12.5
IR, Matrix [164, 165] 3665 17
IR, Matrix [150] 3655.6 17
7.2.2 Ergebnisse
Fu¨r die Anlagerung eines Ar-Atoms an n-Propanol wurden mit RI-MP2 sieben stabi-
le Adduktstrukturen gefunden. Sie lassen sich in Gruppen einteilen, bei denen das
Argon sich im Kontakt mit ein, zwei oder drei
”
schweren“ Atomen (C, O) befin-
det. Die Bindungsenergie ha¨ngt dabei von der Zahl der schweren Atome in der na-
hen Umgebung ab, was auch ein einfaches Dispersionsmodell erwarten la¨sst [163].
Innerhalb der gleichen Koordinationszahl ist die Bindung an das Sauerstoff-Atom
bevorzugt, wohingegen der Kontakt mit der OH-Bindung zu keiner Stabilisierung
fu¨hrt. Dies deutet an, dass Dispersions- u¨ber Induktionskra¨fte dominieren.
Abha¨ngig vom Anlagerungspunkt tritt eine Rot- oder Blauverschiebung der OH-
Schwingungsfrequenz auf. Beim stabilsten Addukt lagert sich das Ar-Atom sowohl
an das Sauerstoff-Atom, als auch das α- und γ-Kohlenstoff-Atom an (Gtoαγ). Fu¨r die-
ses erha¨lt man eine Rotverschiebung von etwa 2 cm−1 relativ zur OH-Schwingung
des Monomers. Im Rahmen der vorliegenden Fragestellung werden alle Schwin-
gungsfrequenzen in der harmonischen Na¨herung berechnet und ko¨nnen daher trotz
Verwendung von CCSD(T) nicht direkt mit experimentellen Messungen verglichen
werden. Die gesuchten Verschiebungsfrequenzen hingegen lassen sich mit hinrei-
chender Genauigkeit untersuchen, da u.a. anharmonische Beitra¨ge als konstant an-
genommen werden ko¨nnen [150].
Der Vergleich mit den experimentellen Werten aus Tab. 7.2 zeigt eindeutig, dass
die Anlagerung eines Ar-Atoms fu¨r eine Erkla¨rung der experimentell gemessenen
Verschiebung von 4.5 cm−1 nicht ausreicht. Im Rahmen der Anlagerung von zwei
Ar-Atomen weisen die stabilsten Strukturen einen Ar-Ar-Abstand von ca. 7 a0 auf.
89
7. Anwendungen
Die Berechnung der Verschiebung der OH-Schwingung fu¨hrt jedoch nicht deutlich
u¨ber 3 cm−1 hinaus. Fu¨r die Deutung der experimentellen Beobachtungen mu¨ssen
weitere Ar-Atome beteiligt sein.
Bei der Anlagerung weiterer Ar-Atome nehmen diese Einfluss auf die Konforma-
tion des n-Propanols: Die OH-Gruppe nimmt nun fu¨r einige der stabilsten Struktu-
ren eine gauche-Konformation ein. Diese Ab-Initio-Berechnungen besta¨tigen bisher
vermutete Konformationseinflu¨sse von Ar-Atomen auf Alkoholmoleku¨le [166, 167].
Daru¨ber hinaus la¨sst sich bei wenigen Ar-Atomen beobachten, dass sich die berech-
nete Verschiebung der OH-Schwingung in Abha¨ngigkeit der Ar-Positionen stark
a¨ndert. Die Schwankungen ho¨ren erst auf, wenn eine erste Lage von acht bis zehn
Atomen das n-Propanol umgibt. Es ist eine erste Sa¨ttigung erreicht und die Verschie-
bung der OH-Schwingungsfrequenz ist vergleichsweise unempfindlich bezu¨glich
der Position der Ar-Atome. Sie liegt bei ca. 5 cm−1 und stimmt gut mit dem ex-
perimentellen Wert von 4.5±1.0 cm−1 u¨berein.
Die experimentellen Daten zeigen, dass der gesamte Anlagerungsprozess zwei-
stufig erfolgt. Nach der ersten Hu¨lle folgt eine zweite Solvatisierungsphase, welche
die Verschiebung auf 11 cm−1 steigen la¨sst. Hier wird erwartet, dass entsprechen-




Mit der vorliegenden Arbeit wird die Herleitung, Implementierung und Anwen-
dung explizit korrelierter Wellenfunktionsmodelle vorgestellt. Der Schwerpunkt liegt
dabei auf den analytischen Gradienten fu¨r die Methode RI-MP2-F12 (Kap. 4), die in
das Programm Ricc2 implementiert wurden (Kap. 5).
Schon im Rahmen der fru¨hen Phase der modernen MP2-R12-Theorie reichten die
Beitra¨ge eines vereinfachten Modells (Na¨herung A) aus, um verla¨ssliche (Bindungs-)
Energien berechnen zu ko¨nnen. Durch Verwendung von Ansatz 3, einer speziel-
len Wahl der RI-Basis (CABS), des nicht-linearen Slater-Korrelationsfaktors und der
Hartree-Fock-Korrektur (CABS-Singles) konnte der Fehler weiter verkleinert wer-
den. Numerische Untersuchungen zeigen, dass sich dies auch auf die Berechnung
von Eigenschaften u¨bertragen la¨sst (Kap. 6). Schon mit double-ζ-Basissa¨tzen ergeben
sich bei Verwendung von RI-MP2-F12 molekulare Geometrien oder Bindungsenergi-
en, die sich sehr nah am Basissatzlimit befinden und nicht auf Fehlerkompensation
beruhen. Das ist bei RI-MP2 hingegen nicht der Fall, so dass eine differenzierte
Betrachtung notwendig wird. Besonders fu¨r Dimere weisen RI-MP2-Energien große
Fehler auf. Die Abweichung vom Basissatzlimit ist sehr groß und weist einen erhebli-
chen Fehlerbalken durch Superposition von Basissa¨tzen auf, dessen Gro¨ßenordnung
auch durch Counterpoise-korrigierte Geometrieoptimierungen nicht signifikant re-
duziert wird, da die CP-Korrektur den Bindungsabstand ha¨ufig u¨berscha¨tzt. Die
Monomer-Geometrien zeigen nur sehr kleine Abweichungen, so dass die Optimie-
rung auf RI-MP2-Niveau mit anschließender Single-Point-Energieberechnung mit
RI-MP2-F12 eine gute Na¨herung darstellt.
Daru¨ber hinaus wurden Untersuchungen zum Ansatz der explizit korrelierten
Methoden, die besetzten Hartree-Fock-Orbitale als Geminalbasis zu verwenden, an-
hand der iterativen Methode CCS(F12) durchgefu¨hrt (Kap. 3). Dabei la¨sst sich der
Grund fu¨r die hochgenauen Ergebnisse von F12-Methoden trotz Verwendung klei-
ner Hartree-Fock-Basissa¨tze aufzeigen. Diese wichtige Eigenschaft wurde im Rah-
men von Anwendungen deutlich illustriert (Kap. 7). Beim Vergleich zwischen be-
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rechneten und experimentellen Reaktions- und Anlagerungsenergien erreichen nur
Coupled-Cluster-Methoden die beno¨tigte Genauigkeit. Fu¨r große Moleku¨le sind CC-
Rechnungen jedoch aufgrund ihres Skalierungsverhaltens oft nicht durchfu¨hrbar. Es
wurde gezeigt, wie hochgenaue RI-MP2-F12-Energien eingesetzt werden, um Basis-
satzlimits von Coupled-Cluster-Methoden abzuscha¨tzen. Die Extrapolationen sind
hinreichend genau, um zuverla¨ssige Vorhersagen oder Besta¨tigungen experimentel-
ler Daten zu ermo¨glichen.
Die im Ricc2-Programm implementierten explizit korrelierten Methoden ver-
wenden das robuste Density-Fitting zur Berechnung der 2-Elektronen-Integrale u¨ber
verschiedene Operatoren. Verwendung hierfu¨r finden bisher die normalen C-Fitting-
Auxiliarbasen, welche fu¨r das konventionelle RI-MP2 optimiert wurden. Diese Vor-
gehensweise basiert auf numerischen Tests und muss stets neu besta¨tigt werden
(Kap. 6). Eine leichte Programmerweiterung stellt die Implementierung der Ablei-
tungen bezu¨glich der Exponenten der Auxiliarbasissa¨tze dar, wodurch DF-Basen fu¨r
F12-Methoden optimiert und so klein wie mo¨glich gewa¨hlt werden ko¨nnen.
Aufgrund der im Rahmen der vorliegenden Arbeit vorgenommenen Implemen-
tierung ist es daru¨ber hinaus mo¨glich, CC2-F12-Gradienten unter Verwendung des
Density-Fitting in Ricc2 zu implementieren, so dass auch angeregte Zusta¨nde gro¨ße-









Programmierarbeit erfolgte in den Programmpaketen Dalton und Turbomole so-
wie einem selbstgeschriebenen Programm zur U¨berpru¨fung der Implementierun-
gen. Dieses besitzt folgende Funktionalita¨ten:










• Unterstu¨tzte Basissa¨tze: Orbitalbasis, C-Fitting-Basis, CABS
• Hartree-Fock: Energie, Dipolmoment, Gradienten
• MP2, DF-MP2: Energie, relaxiertes Dipolmoment, Gradienten
• MP2-F12, DF-MP2-F12: Energie, relaxiertes Dipolmoment, Gradienten
• CCS(F12), B(F12)
B. Anhang zu Kapitel 2
Bestimmungsgleichungen
Einsetzen und sortieren nach Potenzen von λ liefert neben den HF-Gleichungen
Fˆ |HF〉 = E(0) |HF〉 (B.1)
die Gleichungen in erster
Fˆ |MP1〉+ Φˆ |HF〉 = E(0) |MP1〉+ E(1) |HF〉 (B.2)
sowie zweiter Ordnung bezu¨glich der Sto¨rung
Fˆ |MP2〉+ Φˆ |MP1〉 = E(0) |MP2〉+ E(1) |MP1〉+ E(2) |HF〉 . (B.3)
Projektion der Gleichung (B.3) auf 〈HF| liefert die Bestimmungsgleichung fu¨r die
Energie
〈HF| Φˆ |MP1〉 = E(2), (B.4)
wohingegen die Projektion der Gleichung (B.2) auf 〈µ2| die Bestimmungsgleichun-
gen fu¨r die Amplituden liefert:
〈µ2| Fˆ |MP1〉+ 〈µ2| Φˆ |HF〉 = 〈µ2| E
(0) |MP1〉 (B.5)⇔ 〈µ2| FˆTˆ2 |HF〉+ 〈µ2| Φˆ |HF〉 = 〈µ2| E(0)Tˆ2 |HF〉 (B.6)⇔ 〈µ2| [Fˆ, Tˆ2] |HF〉+ 〈µ2| Φˆ |HF〉 = 0 (B.7)
In dieser Ordnung Sto¨rungstheorie kann aufgrund von
〈HF| Φˆ |MP1〉 = 〈HF| Hˆ |MP1〉 (B.8)
(s. Ref. [51]) anstelle des Sto¨roperators der Hamilton-Operator eingesetzt werden:
E(2) = 〈HF| Hˆ |MP1〉 (B.9)
0 = 〈µ2| [Fˆ, Tˆ2] |HF〉+ 〈µ2| Hˆ |HF〉 (B.10)
Anhang
U¨berlappung
Es ergibt sich die im Rahmen von Kap. 2 wichtige U¨berlappung:〈
ab
ij
∣∣∣ cdkl 〉 = 4δacδbdδjlδik + 4δbcδadδilδjk − 2δacδbdδilδjk − 2δbcδadδjlδik (B.11)















vereinfacht sich die U¨berlappung zu:〈
ab
ij
∣∣∣ cdkl 〉 = δacδbdδjlδik + δbcδadδilδjk . (B.13)
Im Rahmen der Bestimmungsgleichungen fu¨r die MP2- oder CC-Amplituden ko¨nnen
beide Varianten als Basis fu¨r die Bra-Zusta¨nde eingesetzt werden. Unterschiede erge-
ben sich ausschließlich intermedia¨r, da Ausdru¨cke verschieden ausgewertet werden,
vgl. Gl. (B.11) mit Gl. (B.13). Beide Formulierungen sind a¨quivalent, da sie jeweils ei-
ne linear unabha¨ngige Basis fu¨r die Bra-Zusta¨nde darstellen und somit den gleichen
Raum aufspannen.
Die Projektionsoperatoren
Die exakten Projektionsoperatoren lauten:
Qˆ
(1)
12 = (1− Pˆ1)(1 − Pˆ2) , (B.14)
Qˆ
(2)
12 = (1− Oˆ1)(1− Oˆ2) , (B.15)
Qˆ
(3)
12 = (1− Oˆ1)(1− Oˆ2) − Vˆ1Vˆ2 . (B.16)
Zur Vermeidung teurer Mehrelektronenintegrale wird eine RI-Na¨herung eingefu¨hrt.




12 = 1− Pˆ1Pˆ2 , (B.17)
Qˆ
(1)




1 Pˆ2 + Pˆ1Pˆ2 , (B.18)
Qˆ
(2)




1Oˆ2 + Oˆ1Oˆ2 , (B.19)
Qˆ
(3)




1Oˆ2 + Oˆ1Oˆ2 − Vˆ1Vˆ2 . (B.20)
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B. Erla¨uterungen zu MP2-F12
Setzt sich die Hilfsbasis aus der Orbitalbasis und einem komplementa¨ren Teil zu-
sammen, kann vereinfacht werden zu:
Qˆ
(1)




1 Pˆ2 − Pˆ1Pˆ2 , (B.21)
Qˆ
(2)




1 Oˆ2 − Pˆ1Pˆ2 + Vˆ1Vˆ2 , (B.22)
Qˆ
(3)




1 Oˆ2 − Pˆ1Pˆ2 . (B.23)
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C. Tabellen und explizite Ausdru¨cke
zu Kapitel 3
Coupled-Cluster-Theorie
Ausgehend von der CC-Schro¨dinger-Gleichung
Hˆ|CC〉 = ECC|CC〉 (C.1)
erha¨lt man den Erwartungswert der CC-Energie, indem Gl. (C.1) auf 〈HF| projiziert
wird:
〈HF|Hˆ|CC〉 = ECC . (C.2)
Die Bestimmungsgleichungen fu¨r die CC-Amplituden erha¨lt man durch Projektion
von Gl. (C.1) auf die angeregten Determinanten 〈µ|. Zur Vereinfachung multipliziert
man u¨blicherweise zuna¨chst von links den Operator exp(−Tˆ ):
exp(−Tˆ )Hˆ exp(Tˆ )|HF〉 = ECC|HF〉 (C.3)
Hierbei wurde der CC-Ansatz aus Gl. (3.2) eingesetzt. Diese Vorgehensweise hat
keine Auswirkungen auf die bereits beschriebene Energieberechnung, da
〈HF| exp(−Tˆ ) = 〈HF| . (C.4)
Um zu betonen, dass
HˆT = exp(−Tˆ )Hˆ exp(Tˆ ) (C.5)
nicht hermitesch ist, wird HˆT in Gl. (C.5) bzw. (C.3) auch als Similarity-Transformed-
Hamilton-Operator bezeichnet. In dieser Formulierung verschwinden die rechten
Seiten der Bestimmungsgleichungen:
〈µ| exp(−Tˆ )Hˆ exp(Tˆ )|HF〉 = ECC〈µ|HF〉 = 0 (C.6)
Anhang
Projektionsmannigfaltigkeit
Im Rahmen der Bestimmungsgleichungen der CC-Amplituden wird die biorthogo-





























Sie wurde bereits in Kap. 2 eingefu¨hrt, um die Berechnung der U¨berlappung von
angeregten Determinanten zu vereinfachen.
Coupled-Cluster-Gleichungen
Unter Verwendung von Ansatz 2




2 − Oˆ1Oˆ2 (C.10)




































































ij = 〈xy| f12Qˆ12g12|ij〉 (C.14)
V˜
xy














′′m˜〉〈q ′′m|g12|i˜ j˜〉 (C.16)













(Txy,uv + Txy,vu) (C.18)
Txy,uv = 〈xy| f12Qˆ12[Tˆ12, f12]|uv〉 (C.19)
Pxy,uv = 〈xy| f12Qˆ12Kˆ12 f12|uv〉 (C.20)










Xxy,uv = 〈xy| f12Qˆ12 f12|uv〉 (C.23)
(C.24)












Das Brueckner-Update erfolgt nach Ref. [112]:











Λij = Λab = 0 . (C.29)
Ausgangspunkt der Transformation sind damit die urspru¨nglichen Orbitale:




Tab. C.1: Energien von Ortho-Helium (−µEh) von Wellenfunktionen der Form (1 + c f12)Φ.
Φ E ref c r12 1− e−r12 (1− e−γr12)/γ
Ecorr Fehler Ecorr Fehler Ecorr Fehler
BN 2 750 000.0 12 126 582.3 27 142.1 98 904.1 54 820.3 117 112.5 36 611.9
opt 127 125.1 26 599.2 100 134.6 53 589.8 129 310.3 24 414.1
HF 2 861 680.0 12 −12 678.2 54 722.6 22 023.7 20 020.8 26 016.4 16 028.0
opt 18 938.5 23 105.9 27 028.5 15 015.9 27 061.8 14 982.6
Eexakt = 2 903 724.4
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C. Erla¨uterungen zu Kapitel 3
Tab. C.2: Geometrieangaben zu den berechneten Moleku¨len. Die Moleku¨le C2H2 bis H2O2
wurden zusa¨tzlich dazu verwendet, die Methode CCS(F12) bezu¨glich Energiediffe-
renzen zu untersuchen. Alle Absta¨nde sind in A˚ngstrom angegeben, die Winkel in
Grad.
Moleku¨l Ref. Abstand 1 Abstand 2 Winkel 1 Winkel 2
BeH2 a 1.3348 180.000









O3 e 1.2720 116.800
CN+ d 1.1993
BN f 1.2830
C2H2 b 1.2122 1.0617 180.000




H2O b 0.9614 104.109
H2O2 b 1.4538 0.9668 99.604 112.553
a Turbomole-Testsuite, b Ref. [169], c Ref. [170],
d Ref. [171], e Ref. [172], f Ref. [173]
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Anhang
Tab. C.3: Optimierte CCS(F12) Slater-Geminal-Exponenten γopt fu¨r verschiedene Moleku¨le
unter Verwendung der festen Amplituden. Die Optimierung der Exponenten erfolgte
jeweils unabha¨ngig fu¨r feste und optimierte Amplituden. Hierbei wurde in Schritten
von 0.05 a-10 vorgegangen. Die Korrelationsenergien sind in mEh angegeben. Fu¨r
die optimierten Amplituden wurden gro¨ßere CABS verwendet, falls die Matrix B
nicht positiv definit war.
Moleku¨l γopt ∆CCS(F12) %a
BeH8 0.60 -63.775 99.0
CH2 0.65 -139.938 98.0
HF 0.90 -266.148 96.8
F2 0.90 -495.511 94.7
N2 0.70 -352.884 95.3
CO 0.75 -335.547 95.8
C2H+3 0.65 -275.538 96.3
NO+ 0.70 -379.881 94.9
BeO 0.70 -276.529 96.5
C2 0.65 -283.717 74.6
O3 0.75 -697.165 92.2
CN+ 0.50 -357.388 94.2
BN 0.55 -304.870 95.2
C2H2 0.65 -301.215 95.6
C2H4 0.65 -333.212 96.6
CH4 0.65 -199.836 97.6
CO2 0.75 -572.820 95.6
H2 0.65 -33.162 99.4
H2O 0.80 -255.100 96.9
H2O2 0.80 -476.369 95.7
a CCS(F12)[γopt, fix ]
CCS(F12)[γopt, var ] · 100
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C. Erla¨uterungen zu Kapitel 3
Tab. C.4: Mit var -CCS(F12) und aVTZ berechnete Korrelationsenergien mit Frozen-Core-
Na¨herung fu¨r das HF-Moleku¨l unter Verwendung verschiedener Korrelationsfakto-


























D. Erla¨uterungen zu Kapitel 4
Konventionelles MP2





























L ′′Bp = −2
∑
ija
2(Bi|g12 |aj) − (Bj|g12 |ai)
ǫij − ǫBa




2(aJ|g12 |bj) − (aj|g12 |bJ)
ǫJ j − ǫab
· (pa|g12|bj) (D.5)
Apqrs = 4(pq|rs) − (pr|sq) − (ps|rq) (D.6)
wurden Ref. [133] entnommen.
Bei Pˆνλ handelt es sich um den Permutationsoperator, bei S
µκ
νλ um den Symme-
trisierungsoperator, welcher die Indizes von Elektron 1 (µν) mit denen von Elektron
2 (κλ) vertauscht. Das Symbol ⊕ bedeutet, dass mehrere Matrizen, die sich nur
u¨ber einen Teil der MO-Indizes erstrecken, zu einer großen Matrix zusammenge-
fasst werden. Damit la¨sst sich der Korrelationsbeitrag zur effektiven Fock-Matrix
Anhang





















































































2(ia|g12 |jb) − (ib|g12 |ja)
ǫab − ǫij
(D.11)
Wird Density-Fitting verwendet, a¨ndert sich die Berechnung der 2-Elektronen-In-
tegrale fu¨r den Korrelationsbeitrag und es mu¨ssen DF-gena¨herte Integrale fu¨r die
effektive Dichte und die effektive Fock-Matrix verwendet werden. Daru¨ber hinaus















Die Definitionen der Dichten ∆ und γ ko¨nnen Ref. [133] entnommen werden.
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= 〈ij| [E−rs, x12] |kl〉 (D.13)
= δri 〈sj| x12 |kl〉− δsi 〈rj| x12 |kl〉
+δrk 〈ij| x12 |sl〉− δsk 〈ij| x12 |rl〉
+δrj 〈is| x12 |kl〉− δsj 〈ir| x12 |kl〉










rαsα , x12]|kαlβ〉 (D.15)
= δrα iα〈sα jβ|x12|kαlβ〉− δsα iα〈rα jβ|x12|kαlβ〉
+δrαkα〈iα jβ|x12|sαlβ〉− δsαkα〈iα jβ|x12|rαlβ〉
+δrα jβ〈iαsα|x12|kαlβ〉− δsα jβ〈iαrα|x12|kαlβ〉
+δrα lβ〈iα jβ|x12|kαsα〉− δsα lβ〈iα jβ|x12|kαrα〉 (D.16)
= δrα iα〈sα jβ|x12|kαlβ〉− δsα iα〈rα jβ|x12|kαlβ〉
+δrαkα〈iα jβ|x12|sαlβ〉− δsαkα〈iα jβ|x12|rαlβ〉 (D.17)
Die energiegewichtete Dichtematrix fu¨r Ansatz 3
Die Beitra¨ge zur energiegewichteten Dichtematrix lassen sich unterteilen in die Bei-
tra¨ge der [T+V]-Na¨herung (s. Kap. 4.2.2), solche der a¨ußeren Orbitale (s. Kap. 4.2.2)
sowie solche des Projektionsoperators. Aus dem Term +Oˆ1Oˆ2 des Projektionsopera-








[〈kl| f12|I J〉〈rJ|g12 |ij〉
+〈kl| f12|rJ〉〈I J|g12 |ij〉] . (D.18)









+〈kl| f12|rb〉〈ab|g12 |ij〉] . (D.19)
Aus den anderen beiden Termen des Projektionsoperators ergeben sich zwei ver-














′〉〈Ip ′ |g12|ij〉] , (D.20)
der zweite den Metrikwechsel der vereinigten Hilfsbasis:








′ I〉〈s ′ I|g12|ij〉
+〈kl| f12|s
′ I〉〈r ′ I|g12|ij〉] . (D.21)
Entsprechende Beitra¨ge ergeben sich aufgrund des Projektionsoperators in b12.
Density-Fitting
Das robuste Density-Fitting ist wie folgt definiert:
























Die Ableitungen werden in Kap. 4.4.3 beschrieben.
CABS-Singles











D. Erla¨uterungen zu Kapitel 4





























































































q ′′K . (D.26)
Der zweite Term liefert den Beitrag:
∑































































































































































































E. Tabellen zu Kapitel 6
Numerische Ergebnisse
Tab. E.1: Gleichgewichtsgeometrien von ausgewa¨hlten Moleku¨len, optimiert mit RI-MP2-
F12/3A und MP2-F12/3B mit CABS-Singles.
Basis Moleku¨l Parameter 3A 3B
cc-pVDZ-F12 CH2 (1A1) RCH / pm 110.31 110.28
H-C-H / ◦ 102.16 102.15
CO RC-O / pm 113.48 113.49
H2O RO-H / pm 95.89 95.88
H-O-H / ◦ 104.29 104.31
HF RF-H / pm 91.89 91.89
NH3 RN-H / pm 101.04 101.01
H-N-H / ◦ 106.84 106.92
OH RO-H / pm 96.70 96.69
Anhang
Dipolmomente
Tab. E.2: Dipolmomente (in mea0) erhalten mit Frozen-Core und MP2-F12/3A∗ fu¨r aus-
gewa¨hlte Moleku¨le. aDie F12-Amplituden wurden entweder festgehalten oder va-
riationell optimiert. bExtrapolation der explizit korrelierten Ergebnisse.
Basis CABS- Amp.a H2O NH3 OH ClO
Singles
aVDZ-F12 Nein var 745.72 616.31 667.16 492.48
Nein fix 745.38 616.20 666.11 492.91
Ja var 741.44 615.43 664.00 488.90
Ja fix 741.10 615.32 662.94 489.33
aVTZ-F12 Nein var 737.65 611.67 661.75 490.18
Nein fix 737.56 611.59 661.53 490.45
Ja var 736.74 611.29 661.13 489.52
Ja fix 736.65 611.22 660.91 489.81
aVQZ-F12 Nein var 735.75 610.47 660.48 488.19
Nein fix 735.73 610.44 660.42 488.27
Ja var 735.70 610.44 660.46 488.24
Ja fix 735.67 610.41 660.40 488.32
Limitb 735.3 610.2 660.3 488.4
Tab. E.3: Dipolmomente (in mea0) von HBr berechnet mit der Frozen-Core-Na¨herung. RH-Br
= 140.75 pm. MP2-F12 steht fu¨r var -RI-MP2-F12/3A∗-[T+V]. Erwartetes Basissatz-
Limit ist 342 mea0.
Basis MP2 MP2-F12 MP2-F12 +
CABS-Singles
aVDZ 353.49 368.36 349.76
aVTZ 331.33 345.39 343.08
aVQZ 336.47 343.63 342.56
aV5Z 338.92 343.05 342.32
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E. Tabellen zu Kapitel 6
Untersuchungen zum Density-Fitting
Tab. E.4: Ergebnisse analytischer Geometrieoptimierungen von C2H4 mit var -RI-MP2-F12
ohne CABS-Singles.
Basis RC-C / pm RC-H / pm H-C-H / ◦
aug-cc-pVDZ 133.77 108.69 117.53
aug-cc-pVDZ 132.93 107.98 117.41
aug-cc-pV5Z 132.87 107.95 117.39
aug-cc-pV5Z 132.87 107.94 117.39
Tab. E.5: Untersuchungen zum DF-Fehler mit der Orbitalbasis aug-cc-pVDZ ohne CABS-
Singles. Als Density-Fitting-Basis wurde C-aug-cc-pwCVTZ (=̂ X+1) verwendet,
welche von Hand um diffuse Funktionen erga¨nzt wurde (s. Tab. E.6). ||∇|| bezeich-
net die Norm des Gradienten der Startgeometrie in mEh/a0. Konvergenzkriterien
siehe Text. REt-Et bezeichnet den intermolekularen Abstand im Dimer. Energien E
sind in mEh, Absta¨nde R in pm und Winkel  in Grad angegeben.
(C2H4)2 var -RI-MP2-F12/3A∗-[T+V]






Tab. E.6: Zur Density-Fitting-Basis C-aug-cc-pwCVTZ hinzugefu¨gte Funktionen fu¨r die Ele-
mente Kohlenstoff und Wasserstoff. Die neuen Exponenten wurden erhalten, indem
jeweils die kleinsten Exponenten der Ausgangsbasis halbiert wurden. Die so erhal-




doubly augmented“ steht. Das Hinzufu¨gen weiterer diffuser Funktionen (
”
t-aug“)










Tab. E.7: Auxiliar-Basissa¨tze fu¨r die Elemente H, C, O, N.
Typ Basis X= Referenz
C- cc-pVXZ D, T, Q [175]
5 [176]
6 [177]
cc-pwCVXZ D, T, Q, 5 [176]
aug-XZ D, T, Q [175]
5 [176]
6 [177]
Tab. E.8: Geometrieoptimierungen verschiedener Moleku¨le mit fix-RI-MP2-F12 im Rahmen
der [T+V]-Na¨herung.
CABS- H2O NH3 HF
Singles Basis RO-H / pm H-O-H / ◦ RN-H / pm H-N-H / ◦ RH-F / pm
nein aVDZ 96.21 104.12 101.46 106.48 92.19
ja aVDZ 95.99 104.36 101.04 106.91 91.99
nein aVTZ 95.97 104.40 101.03 106.95 92.05
ja aVTZ 95.86 104.40 100.97 106.94 91.87
nein aVQZ 95.85 104.39 100.97 106.98 91.87
ja aVQZ 95.83 104.39 100.95 106.97 91.84
nein aV5Z 95.84 104.39 100.96 106.99 91.85
ja aV5Z 95.84 104.39 100.95 106.99 91.85
Tab. E.9: Geometrien verschiedener Moleku¨le am Basissatzlimit. Die Optimierungen wurden
analytisch mit var -RI-MP2-F12 im Rahmen der [T+V]-Na¨herung fu¨r aug-cc-pV5Z
mit CABS-Singles durchgefu¨hrt. aEnergien in mEh.
Moleku¨l R / pm  / ◦ Ea
∆MP2F12 Ea∆s
H2O 95.84 104.39 -300.583 -0.040
NH3 100.95 106.99 -264.400 -0.038
HF 91.85 — -319.806 -0.036
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Tab. E.10: Mit RI-MP2 optimierte Geometrien des NH3-Moleku¨ls. aMit RI-MP2-F12 berech-
netes Basissatzlimit fu¨r Bindungsenergie bei gegebener Geometrie (Basis: aug-
cc-pV5Z). bSiehe Tab. E.9.
RN-H / pm H-N-H / ◦ E∆F12 / mEh
aVDZ 102.02 106.30 -199.981
aVTZ 101.21 106.77 -240.207
aVQZ 101.02 106.89 -253.670
aV5Z 100.97 106.94 -258.811
-264.366a
aV6Z 100.96 106.96 -261.051
Limitb 100.95 106.99 -264.400
Tab. E.11: Mit RI-MP2 optimierte Geometrien des HF-Moleku¨ls. aMit RI-MP2-F12 berechne-
tes Basissatzlimit fu¨r Bindungsenergie bei gegebener Geometrie (Basis: aug-cc-
pV5Z). bSiehe Tab. E.9.









F. Vorgehensweise im Rahmen der
Anwendungen
Alle Berechnungen erfolgten in der Frozen-Core-Na¨herung.
Trimerisierung von Pyrazin
Die Strukturen der Reaktanden und Produkte wurden mit MP2-Geometrieoptimie-
rungen in verschiedenen Basissa¨tzen berechnet. Anschließend erfolgten Single-Point-
Energieberechnungen mit CC-Methoden und RI-MP2-F12.
Die explizit korrelierten Rechnungen wurden mit den in dieser Arbeit herge-
leiteten und implementierten F12-Integralen (s. Kap. 2) fu¨r Standardna¨herung 3B
ausgefu¨hrt. Der Exponent des Slater-Korrelationsfaktors wurde auf γ = 1.4a0 ge-
setzt. Fu¨r die Amplituden wurde die fix-Methode verwendet. Zur Bestimmung des
Basissatzlimits wurden Rechnungen mit verschiedenen Kombinationen von Orbital-
basissa¨tzen mit CABS durchgefu¨hrt. Unter anderem wurde aug-cc-pV5Z von Dun-
ning [2, 137] als Orbitalbasis und C-def2-SVP, C-def2-TZVP sowie C-cc-pVTZ als
CABS eingesetzt [175, 178]. Verwendet wurden beispielsweise C-aug-cc-pV5Z fu¨r
das Density-Fitting und entsprechende RI-JK-Fitting-Basissa¨tze fu¨r die Berechnung
der Fock-Matrix, welche im Rahmen von RI-MP2-F12 mithilfe der RI-JK-Na¨herung
erfolgt.
Die DFT-Rechnungen wurden mit den Basissa¨tzen cc-pVDZ und cc-pVTZ durch-
gefu¨hrt. Als Funktionale wurden B3LYP[179–182], PBE [183] und PW91 [184, 185]
verwendet.
Argon-Anlagerung an kaltes n-Propanol
Die Geometrieoptimierungen erfolgten mit RI-MP2 unter Verwendung der Orbital-
basis def2-TZVPP mit Turbomole [61] (Module: Dscf [186], Rimp2 [135, 178, 187],
Ricc2 [62, 131] , Ridft [188], Relax [189]). Die optimierten Strukturen wurden durch
Anhang
harmonische Schwingungsanalysen mit numerischen zweiten Ableitungen charak-
terisiert.
An den lokalen Minima wurden Single-Point-Rechnungen mit fix-RI-MP2-F12
unter Verwendung der Orbitalbasis def2-QZVPP durchgefu¨hrt. Als CABS wurden
C-def2-SVP [178] eingesetzt. Die CCSD(T)-Rechnungen wurden mit Molpro [168]
mit der Orbitalbasis aug-cc-pVTZ durchgefu¨hrt. Es erfolgte eine konventionelle CP-
Korrektur der Energien fu¨r die Anlagerung von einem Ar-Atom [190–192] und eine
erweiterte CP-Korrektur fu¨r die Anlagerung von zwei Ar-Atomen [193–195].
Ziel der vorgenommenen Untersuchungen ist die Berechnung der Wellenzahl-
Verschiebungen mit einer Genauigkeit von ±20% bzw. ±1 cm−1. Unter der Annah-
me, dass die großen Anharmonizita¨ten der OH-Streckschwingung sich nicht durch
die Anwesenheit von Argon a¨ndern, wurden Anharmonizita¨tseffekte als konstant
angenommen. Auch wurde die Kopplung zu anderen Schwingungen vernachla¨ssigt,
da die OH-Streckschwingung energetisch stark separiert ist. Beide Na¨herungen zu-
sammen werden als harmonische 1D-Na¨herung bezeichnet. In dieser Na¨herung er-
folgt eine Variation des OH-Abstands ohne Relaxation der restlichen Atome und die
Auftragung der Energie in Abha¨ngigkeit des OH-Abstands. Durch Anfitten einer
Parabel erha¨lt man die gena¨herte Schwingungsfrequenz.
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