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In simple ferromagnetic quantum Ising models characterized by an effective double-well energy
landscape the characteristic tunneling time of path-integral Monte Carlo (PIMC) simulations has
been shown to scale as the incoherent quantum-tunneling time, i.e., as 1/∆2, where ∆ is the tun-
neling gap. Since incoherent quantum tunneling is employed by quantum annealers (QAs) to solve
optimization problems, this result suggests there is no quantum advantage in using QAs w.r.t.
quantum Monte Carlo (QMC) simulations. A counterexample is the recently introduced shamrock
model, where topological obstructions cause an exponential slowdown of the PIMC tunneling dy-
namics with respect to incoherent quantum tunneling, leaving the door open for potential quantum
speedup, even for stoquastic models. In this work, we investigate the tunneling time of projective
QMC simulations based on the diffusion Monte Carlo (DMC) algorithm without guiding functions,
showing that it scales as 1/∆, i.e., even more favorably than the incoherent quantum-tunneling
time, both in a simple ferromagnetic system and in the more challenging shamrock model. However
a careful comparison between the DMC ground-state energies and the exact solution available for
the transverse-field Ising chain points at an exponential scaling of the computational cost required
to keep a fixed relative error as the system size increases.
PACS numbers: 02.70.Uu,02.70.Ss,07.05.Tp,64.60.Fr,73.43.Jn,75.10.Jm
Difficult optimization problems are ubiquitous in sci-
ence and in engineering. Relevant examples are protein
folding, the traveling salesman problem, and portfolio op-
timization. Such problems can often be formulated as the
search of the lowest-energy spin configuration in an Ising
glass [1], a task that has been proven to be NP-hard in
the case of non-planar graphs [2]. While exact classical
algorithms are believed to require computational times
that exponentially grow with the problem size (unless
P = NP), various heuristic methods can often provide
quite accurate (but possibly not exact) solutions in a fea-
sible time. Perhaps, the most versatile of such heuristic
methods is simulated classical annealing (SCA) [3], which
exploits thermal fluctuations in a Markov chain Monte
Carlo simulation to escape local minima and, hopefully,
find the lowest energy state at the end of the annealing
process when the temperature has been reduced to zero.
Also adiabatic quantum computers, such as the quan-
tum annealers (QAs) built using superconducting flux
qubits [4–6] — or, potentially, with Rydberg atoms
trapped in arrays of optical tweezers [7] — can be used
to solve complex combinatorial optimization problems.
They implement a quantum annealing process [8–10], in
which quantum mechanical tunneling through tall bar-
riers is used to escape local minima, and quantum fluc-
tuations are gradually removed by reducing to zero the
transverse field of a quantum Ising model. While in prob-
lems with energy landscapes characterized by tall but
thin barriers quantum tunneling definitely makes QAs
more efficient than classical optimization methods such
as SCA [11, 12], certain examples are known where the
opposite seems to be true [13, 14].
Giving a definitive answer to the question of which
optimization problems can show a definite quantum ad-
vantage of some sort [15] is a formidably difficult task,
since simulating the real time dynamics of QAs using
classical computers is feasible only for very small system
sizes (up to, say, ∼ 30 qubits), which typically tend to
be not representative of the real difficulty of a large size
problem. However, quantum annealing can also be im-
plemented on classical computers using quantum Monte
Carlo (QMC) algorithms, giving one access to large sys-
tem sizes. This approach, which is now often referred to
as simulated quantum annealing (SQA) [9, 16–19], rep-
resents an alternative heuristic optimization algorithm
running on classical computers. It might be competi-
tive with, or even superior to, its classical counterpart
SCA. The performance of SQA in solving large ensem-
bles of Ising-glass instances has been compared to the one
of QAs, finding high correlations between the instances
that were easy or hard for the two solvers [6, 20]. How-
ever, the dynamics of QMC simulations does not repre-
sent the unitary dynamics of a (perfectly isolated) QA;
therefore, it is not clear if SQA is a trustworthy probe to
predict when QAs may or may not outperform classical
optimization algorithms [9, 19].
In a recent study [21], which aimed at shedding light
on the relation between the dynamics of SQA and the one
of QAs, it was found that the characteristic timescale of
tunneling events occurring during path-integral Monte
Carlo (PIMC) simulations increases with the system size
as 1/∆2, where ∆ is the energy gap between the ground
state and the first exited state (see also Ref. [22]). This
1/∆2 scaling was found to hold in ferromagnetic quan-
2tum Ising models [21], which are characterized by an ef-
fective double-well energy landscape (the two symmetric
minima are the ground states with opposite magnetiza-
tions), and also in one-dimensional and two-dimensional
continuous-space double-well models relevant for quan-
tum chemistry applications [23]. Remarkably, this is the
same scaling of the time of incoherent quantum tunnel-
ing in symmetric double-well models [24]. Furthermore,
according to the adiabatic theorem, also the annealing
time required in a coherent adiabatic quantum computa-
tion to avoid diabatic transitions [25] to the first exited
state must increase as the squared inverse of the smallest
instantaneous gap. The similar scaling of the respective
tunneling times — which was explained using an instan-
ton theory [26] — suggests that PIMC simulations can
efficiently simulate incoherent quantum tunneling. This
latter phenomenon is supposed to be one of the empow-
ering resources of QAs (although quantum superposition
and entanglement might also be crucial ingredients). It
allows them to explore different localized states far away
in Hamming distance, like those typically emerging in
the glassy phases characteristic of Ising glass models at
small transverse field. On the one hand, this finding sug-
gests that SQA can be used to predict the performance
of QAs, providing us with a useful tool to guide the en-
gineering of these devices. On the other hand, it might
also imply that SQA has the same potential efficiency
in solving complex optimization problems as QAs have,
meaning that quantum speedup is unlikely to be achieved
(apart for a prefactor), at least as long as the Hamilto-
nian under consideration is stoquastic, i.e., free of any
sign problem [27, 28].
Later on, Ref. [29] introduced the so-called “shamrock
model”, showing that due to topological obstructions [30]
— which originate from frustrated couplings in this
model — the PIMC tunneling time increases with the sys-
tem size exponentially faster than the incoherent quan-
tum tunneling time, giving one hope that QAs can out-
perform SQA, and so maybe also other heuristic opti-
mization methods running on classical computers.
The performance of SQA in solving optimization prob-
lems crucially depends on the specific type of QMC algo-
rithm being used to drive the simulation; in particular,
for certain difficult optimization problems, a projective
QMC method such as the diffusion Monte Carlo (DMC)
algorithm has been shown to represent a more efficient
engine for SQA than the PIMC method [31]. In fact,
SQA optimizations powered by projective QMC methods
have proven to be competitive with state-of-the-art clas-
sical optimization methods [32]. The above mentioned
study [29] of the QMC tunneling time for the sham-
rock model considered only finite-temperature PIMC al-
gorithms. This naturally raises the following questions:
can projective QMC methods efficiently simulate quan-
tum mechanical tunneling? Would they be immune from
the (exponential) pathological slowdown which affects
the PIMC simulations in the shamrock model?
The main goal of this paper is to address the above
two questions. In order to do so, we implement a pro-
jective QMC method for quantum Ising models based
on the DMC algorithm in which the stochastic dynam-
ics is defined by the Trotter-decomposed imaginary-time
evolution operator. Then, following Refs. [21, 23], we
introduce a protocol to measure the characteristic time
of tunneling events occurring in DMC simulations, and
we analyze the scaling with the system size of the so-
defined tunneling time, both in the ferromagnetic quan-
tum Ising chain and in the shamrock model. Further-
more, in order to understand if the DMC algorithm al-
lows one to efficiently simulate the behavior of QAs on
classical computers, we analyse the computational cost of
DMC ground-state simulations. In particular, we study
the convergence of the systematic biases in calculations
of the ground-state energy, using as a testbed the quan-
tum Ising chain. It should be noted that we focus on the
simple DMC algorithm, i.e., we do not consider the use
of importance sampling techniques [33] based on suitably
constructed guiding wave functions.
We find that the DMC tunneling time grows propor-
tionally to the inverse of the gap 1/∆ when the system
size increases. This behavior is analogous to what was
previously found [21, 23] in modified PIMC simulations
performed using open-boundary conditions in imaginary
time, and it represents a quadratic speedup compared to
finite-temperature PIMC simulations, which require peri-
odic boundary conditions in imaginary time. DMC simu-
lations display the same scaling both in the ferromagnetic
Ising chain and in the more challenging shamrock model,
as opposed to the previous finite-temperature PIMC sim-
ulations which have demonstrated to be efficient only in
the former model, but are affected in the latter by the
pathological slowdown mentioned above. Modified PIMC
simulations with open boundary conditions in imaginary
time for the shamrock model have not been performed
yet.
The analysis of possible systematic biases of the DMC
algorithm, in particular the one due to the finite random-
walker population (see section IV), shows that the max-
imum relative error in the prediction of the ground-state
energy increases with the system size. The convergence
to the exact infinite random-walker number limit be-
comes slower as the system size increases, and the number
of random walkers required to maintain a fixed relative
error increases asymptotically exponentially with the sys-
tem size. We emphasize that these findings apply to the
simple DMC algorithm considered here, which represents
the worst case scenario in which no suitable guiding wave
function that approximates the ground state can be de-
fined; it is possible that the importance sampling tech-
nique would boost the algorithm efficiency and fasten the
convergence of the systematic biases.
The rest of the article is organized as follows: in Sec-
tion I we describe the implementation of the DMC algo-
rithm for quantum Ising Hamiltonians. In Section II, we
describe the protocol used to measure the characteristic
time of tunneling events occurring during the DMC sim-
3ulations, and we provide the results for the ferromagnetic
quantum Ising chain, making comparisons with exact di-
agonalization calculations of the gap, showing the 1/∆
scaling of the tunneling time with the system size. In
Section III the system-size scaling of the DMC tunneling
time for the shamrock model is analyzed, showing also in
this case the 1/∆ scaling. Section IV reports the analy-
sis of the convergence of the systematic bias of the DMC
algorithm due to the finite size of the random walker pop-
ulation. Our conclusions and the outlook are reported in
Section V.
I. DIFFUSION MONTE CARLO ALGORITHM
The DMC algorithm was introduced in Ref. [34], where
the analogy between the imaginary time Schro¨dinger
equation and a diffusion equation was first exploited to
study ground-state properties. In its many variants, it
has demonstrated to be one of the most powerful com-
putational tools to predict ground-state properties of
quantum many-body Hamiltonians that describe vari-
ous physical and chemical systems, including electron
gases [35], electrons in atoms, molecules, and solids [36–
38], quantum fluids [39], nuclear matter [40], and ultra-
cold atoms [41]. In this section, we present the implemen-
tation of the DMC algorithm for transverse-field Ising
models, following the theoretical formalism sketched in
Ref. [42]. Here, we consider a generic Ising spin Hamil-
tonian defined as:
Hˆ = −
∑
i,j
Jijσ
z
i σ
z
j − Γ
N∑
i=1
σxi , (1)
where Jij is the interaction strength between the i
th and
the jth spin placed on the N nodes of a graph. σzi and
σxi are Pauli matrices acting at site i. Each spin experi-
ences a transverse field of strength Γ, which introduces
quantum fluctuations. We set the reduced Planck con-
stant ~ = 1. We do not explicitly consider longitudinal
fields; however, their effect could be trivially included in
the algorithm.
The DMC algorithm projects out the ground-state wave
function by evolving the time-dependent Schro¨dinger
equation in imaginary time τ = it. In the Dirac notation
it is given by:
−
∂
∂τ
|Ψ(τ)〉 = (Hˆ − Eref)|Ψ(τ)〉. (2)
Given |si〉 an eigenstate of the Pauli matrix σ
z
i at site
i with eigenvalue si = 1 when |s〉 = |↑〉 and si = −1
when |s〉 = |↓〉, the quantum state of N spins in the
system is indicated by |X〉 = |s1s2...sN 〉. The ensem-
ble of 2N states {|X〉} is chosen as computational basis.
Ψ(X, τ) = 〈X|Ψ(τ)〉 denotes the wave function at the
imaginary time τ . Eref is a reference energy, which has
to be adjusted to stabilize the simulation, as explained
below.
The Schro¨dinger equation (2) can be solved by applying
iteratively the equation:
Ψ(X, τ +∆τ) =
∑
X′
G(X,X′,∆τ)Ψ(X′, τ), (3)
where ∆τ is a short time step, and G(X,X′,∆τ) is the
Green’s function of Eq. (2). In this article we employ the
symmetrized primitive Trotter approximation [43]:
G(X,X′,∆τ) = (4)
〈X|e−
∆τ
2 (Hˆcl−Eref )e−∆τHˆkine−
∆τ
2 (Hˆcl−Eref )|X′〉+O(∆τ3),
where Hˆcl = −
∑
i,j Jijσ
z
i σ
z
j and Hˆkin = −Γ
∑N
i=1 σ
x
i .
By neglecting the O(∆τ3) terms in the Green’s func-
tion, one obtains a quadratic convergence of ground-
state properties in the ∆τ → 0 limit [39]. The function
G(X,X′,∆τ) is written as:
G(X,X′,∆τ) ≈ Gd(X,X
′,∆τ)Gb(X,X
′,∆τ), (5)
where
Gd(X,X
′,∆τ) = P δF (1− PF )
N−δ
, (6)
with PF =
sinh(∆τΓ)
exp(∆τΓ) . δ is the number of spins with op-
posite orientation in X with respect to X′, and
Gb(X,X
′,∆τ) = e
−∆τ
[
E
cl
(X)+E
cl
(X′)
2 −NΓ−Eref
]
. (7)
The propagator in Eq. (6) defines a positive-definite and
column-normalized (therefore stochastic) matrix. Hence,
it can be used to define a conventional Markov chain.
Specifically, at each iteration every spin is addressed
and flipped with a probability PF . Alternatively, one
samples the number δ of spins to be reversed from a
binomial probability distribution, and then randomly
selects which spins to flip, uniformly. The second
term Gb(X,X
′,∆τ), instead, defines a diagonal matrix
which is not column normalized. Its action does not
change the spin configuration. It could be accounted
for by considering a large population of replicas of the
system, in jargon called random walkers, and assigning
to each walker a weight, which is initially equal for all
walkers, and is then updated iteratively at each DMC
step proportionally to Gb(X,X
′,∆τ). However, this
process is known to lead to an exponentially decaying
signal, since most walkers would in short imaginary
time accumulate a negligible weight compared to few
others. The most commonly adopted procedure to
circumvent this signal loss consists in implementing
a cloning/death process, in jargon called branching,
in which at every iteration, say at imaginary time τ ,
each walker generates (after the spin flips) a number
of descendants for the next iteration at imaginary time
τ + ∆τ equal to nd = int (Gb(X,X
′,∆τ) + η), where
η ∈ [0, 1] is a uniform random number and the function
int() gives the integer part of the argument. It is easily
4shown that on average nd corresponds to the weight
Gb(X,X
′,∆τ), for a sufficiently large random-walker
population.
The total number of walkers does therefore fluctuate
at each iteration, and after an equilibration time
the walkers sample configurations according to the
ground-state wave function: Ψ(X, τ → ∞) = Ψ0(X).
The ground state energy and, analogously, expecta-
tion values of other operators that commute with
the Hamiltonian, can be correctly estimated as
E = limM→∞
∑M
i=1 Eloc(Xi)/M , where {Xi} is a
large ensemble of spin configurations generated by the
DMC algorithm and Eloc(X) = Ecl(X) − NΓ is the
local energy. By tuning Eref , one can adjust the average
random-walker number close to a target value Nw (in
the following simply referred to as number of walkers or
population size). To do so, we follow the textbook recipe
described in Ref. [43]. The correlations among different
identical walkers generated in the branching process and
the need to control the walker population size possibly
introduce a bias, which vanishes in the Nw →∞ limit.
The potential sources of systematic errors in the DMC
algorithm originate from the finite time step ∆τ and the
finite number of random walkers Nw. For what concerns
the DMC tunneling times, we carefully analyzed these
effects, and we report in Sections II and III only data ob-
tained with small enough values of ∆τ and large enough
values of Nw to be in the asymptotic exact regime. For
what concerns predictions of ground-state energies, a de-
tailed analysis of the systematic bias due to the finite
Nw is reported in Section IV. The systematic error in
the ground-state energy due to the finite ∆τ is less rele-
vant and can be made smaller than statistical uncertain-
ties with moderate computational effort, so its analysis
is not reported in this article.
Certain previous SQA studies [32, 44] employed an
alternative projective QMC method — which in com-
putational condensed matter physics is usually referred
to as Green’s function Monte Carlo [45] — based on
a different short-time approximation for the Green’s
function obtained with a first-order Taylor expansion:
exp
(
−∆τ(Hˆ − Eref)
)
≃ I + ∆τEref − ∆τHˆ . This
method represents a stochastic implementation of the
power method of linear algebra for extracting the prin-
cipal eigenvector and the corresponding eigenvalue of
a matrix. It converges to the exact ground state as
long as the time step is small enough to ensure that
the right hand side of the above Taylor expansion is al-
ways nonnegative [46]. This condition is easily fulfilled
for small systems, but it demands smaller and smaller
time-steps (and, therefore, a reduced probability to flip a
spin) for larger systems, leading to very inefficient simu-
lations (see, however, the continuous-time algorithms of
Refs. [45, 47]). For the same reason, this method cannot
be employed in continuous-space models with unbounded
spectra, as opposed to the DMC algorithm employed in
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FIG. 1. (color online). DMC tunneling time ξ for the fer-
romagnetic Ising chain (open symbols) as a function of the
number of spins N , for different values of the transverse field
Γ with J = 1. The closed symbols represent the inverse gap
values 1/∆ obtained with exact diagonalization and rescaled
by a parameter α(Γ) = O(1). The thin dashed curves rep-
resent exponential fits on the tunneling time ξ in the large-
N regime. Here and in the other graphs the error bars are
smaller than the symbol size if not visible.
this article. One relevant difference between this method
and the DMC algorithm is that in the former only one
spin is flipped at each iteration, while in the latter the
number of spins to be flipped follows a binomial distri-
bution, possibly making the sampling dynamics more ef-
ficient. Furthermore, in the algorithm using the Taylor
expanded Green’s function the variable τ no longer has
the significance of imaginary time [46].
II. THE FERROMAGNETIC QUANTUM ISING
CHAIN
In this section, we describe the protocol we use to mea-
sure the characteristic time of tunneling events occur-
ring in a DMC simulation, and we present the results for
the one-dimensional ferromagnetic transverse-field Ising
model defined by the following Hamiltonian:
Hˆ = −
N∑
i=1
Jσzi σ
z
i+1 − Γ
N∑
i=1
σxi , (8)
where the coupling is J > 0 and Γ is the intensity of the
transverse field. Periodic boundary conditions are con-
sidered, i.e., σaN+1 = σ
a
1 where a = x, y, z.
At zero temperature this model undergoes a quantum
phase transition from a paramagnetic phase at Γ > J
to a ferromagnetic phase at Γ < J . In the Γ → 0 limit
quantum fluctuations are suppressed and one has two de-
generate (classical) states with all spins up |↑↑ . . . ↑〉 or
all spins down |↓↓ . . . ↓〉. In order to go from one state to
5FIG. 2. (color online). The shamrock, a model ofN frustrated
spins in a transverse field. It is made up of K = (N − 1)/2
leaves each having three spins. The solid dark-green lines
depict ferromagnetic interactions (with interaction strength
J = 6) between the central spin and all the other N − 1
spins. The dashed light-green lines instead show the anti-
ferromagnetic interactions (with interaction strength J − ǫ)
between the outer spins of the same leaf (see Eq. 9). The
overall effect results in creating 2K tunneling paths between
the degenerate classical ground states in the incoherent quan-
tum tunneling regime.
the other, the system would have to overcome an energy
barrier separating the two minima, with the magnetiza-
tion playing the role of a one-dimensional reaction coordi-
nate which parametrizes a symmetric double-well profile.
For small Γ > 0, in the thermodynamic limit there are
still two degenerate ground states with opposite magne-
tizations, but in a finite chain the degeneracy is lifted
by an exponentially small (in the system size) energy
gap due to the quantum tunneling which couples the two
states. This scenario is reminiscent of what happens in
a QA towards the end of the annealing process when the
transverse field is small and the system explores different
well-separated local minima via incoherent quantum tun-
neling. For this reason, shedding light on how tunneling
events take place in QMC simulations — even in the sim-
ple double-well scenario — is important to understand if
QAs have the potential to outperform classical heuristic
optimization algorithms, such as SQA.
We define the DMC quantum tunneling time ξ by im-
plementing the following protocol: the simulation starts
with all random walkers initialized in the basis state
with all spins pointing up; we then measure the imag-
inary time τ (computed as time step ∆τ times number
of DMC iterations) required to first reach a certain per-
centage of walkers, somewhat arbitrarily taken to be 25%,
with negative magnetization (majority of spins pointing
down), meaning that they have crossed the energy bar-
rier. This definition is analogous to the one employed in
Refs. [21, 23, 29] in the case of PIMC simulations, where
a certain percentage of imaginary-time slices, instead of
walkers, is considered. The simulation is repeated ap-
proximately 250 times for larger systems and small Γ
and approximately 2500 for smaller systems and larger
values of Γ. We then take the average value to define ξ
and its standard deviation to define the error bar.
The DMC tunneling times for the ferromagnetic Ising
chain are shown in Fig. 1, as a function of the number
of spins N and for different values of Γ. For large N the
data display an exponential growth, quite similar to the
dependence of the inverse gap 1/∆, which we obtain via
exact diagonalization of the Hamiltonian matrix. In fact,
by multiplying the inverse gap 1/∆ by an appropriate nu-
merical prefactor α we obtain precise matching between
the two datasets. The coefficient α turns out to be a
number O(1). We also consider different definitions of
DMC tunneling time, using percentages of walkers that
have to cross the barrier between 10% and 25%, obtain-
ing again results which follow the 1/∆ scaling but with
a slightly different value of the prefactor α.
The inverse-gap scaling displayed by the DMC tunnel-
ing times is similar to the result found in Ref. [21] using
modified PIMC simulations performed using open bound-
ary conditions in imaginary time. This is not surprising,
since such modified PIMCmethod had been originally in-
troduced as a computational tool to study ground-state
properties [48, 49]. However, it is usually employed in
combination with guiding wave functions that accurately
describe the ground state, so that the convergence to the
zero-temperature limit as a function of the total path
length is quite rapid. How this algorithm converges to
the ground state in the absence of the guiding wave func-
tion has not been analyzed in detail yet. It is also worth
stressing that in the PIMC formalism the tunneling time
is defined by counting the number of Monte Carlo sweeps
(a sweep corresponds to one Monte Carlo step per spin)
and, therefore, it does not bear the significance of imag-
inary time as in the DMC method employed in this ar-
ticle. In Ref. [21], also finite-temperature PIMC simu-
lations (with periodic boundary conditions) have been
performed, finding that the PIMC tunneling times scale
as 1/∆2. This behavior was found in ferromagnetic Ising
models, which are characterized by a one-dimensional re-
action coordinate, and it was later confirmed also in one-
dimensional and two-dimensional continuous-space mod-
els [23], showing that it persists also when the reaction
coordinate in multidimensional.
Considered together, the above findings suggest that
QMC algorithms are either as efficient as (in the case
of the finite-temperature PIMC algorithm) or quadrat-
ically faster than (in the case of the PIMC algorithm
with open boundary conditions in imaginary time or of
the DMC algorithm) QAs in tunneling through energy
barriers and therefore, if one assumes that incoherent
quantum tunneling is the major resource of QAs, also in
solving optimization problems.
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FIG. 3. (color online). DMC tunneling time ξ for the sham-
rock model DMC (open symbols) as a function of the num-
ber of spins N , for different values of the transverse field
Γ. The other system parameters are J = 6 and ǫ = 0.2.
The filled symbols represent the inverse gap values 1/∆ ob-
tained with exact diagonalization and rescaled by a parameter
α(Γ) = O(1). The thin dashed curves are exponential fits to
the tunneling time ξ in the large-N regime.
III. THE SHAMROCK MODEL
The results for the ferromagnetic Ising chain presented
in the previous section indicate that, in an effective
double-well system, QMC simulations can efficiently sim-
ulate incoherent quantum tunneling and, therefore, they
might potentially be as efficient as, or even faster than
QAs in solving complex optimization problems. In or-
der to understand if this finding is valid in a more gen-
eral setup, the authors of Ref. [29] considered a model,
named “shamrock”, which contains the minimal elements
of frustration. This model is described by the following
Hamiltonian:
Hˆ = −J
K∑
i=1
2i+1∑
j=2i
σz1σ
z
j + (J − ǫ)
K∑
i=1
σz2iσ
z
2i+1 − Γ
N∑
i=1
σxi .
(9)
The N spins are grouped in K rings, which form the
leaves of the shamrock. See Fig. 2. Each ring is made
of three spins and the K rings all share one spin, which
is placed in the center. The number of spins is related
to the number of rings by the formula N = 2K + 1.
In Eq. (9) ǫ ≪ J is a small interaction energy. The
first term in Eq. (9) describes ferromagnetic interac-
tions between the central spin and the outer N − 1
spins. The two outer spins of each ring are coupled
to each other by an anti-ferromagnetic interaction,
described by the second term in Eq. (9). The inten-
sity of the transverse field in the last term in Eq. (9) is Γ.
We investigate the DMC tunneling time using the pro-
tocol described in Section II. The results are shown in
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FIG. 4. (color online). Comparison between the tunneling
times of the finite-temperature PIMC algorithm and the DMC
algorithm, for the shamrock model at Γ = 0.5. The PIMC
data are obtained from the formula ξ = 2K/∆2, which was
found in Ref [29]. The solid blue points represent the scaling
1/∆2, characteristic of incoherent quantum tunneling. The
red triangles represent the DMC data. They are well de-
scribed by the scaling law α/∆ (green empty circles), where
the gap ∆ is obtained via exact diagonalization. The simula-
tion parameters are J = 6 and ǫ = 0.2.
Fig. 3. They display the same 1/∆ scaling already ob-
served in the case of the ferromagnetic Ising chain, cor-
responding to a quadratic speedup with respect to inco-
herent quantum tunneling. The value of the prefactor α
used to superimpose the inverse-gap data to the DMC
tunneling time is, as in the ferromagnetic Ising chain, a
number of O(1). This suggests that frustrated couplings
do not play a fundamental role in the tunneling dynamics
of DMC simulations.
In Fig. 4 we also report the scaling of the tunneling times
ξ obtained in finite-temperature PIMC simulations in
Ref. [29]. As opposed to the DMC data, which display the
same 1/∆ scaling in the ferromagnetic Ising chain and in
the shamrock model, the PIMC results display, in the lat-
ter model, a faster growth of ξ with the system size, very
accurately described by the scaling law ξPIMC ∝ 2K/∆2.
Due to the 2K term, this growth is exponentially faster
than the scaling of the DMC tunneling time and of the
timescale of incoherent quantum tunneling. This patho-
logical slowdown of PIMC simulations was indeed an-
ticipated by the perturbation theory of Ref. [29]. This
theory predicts that in frustrated models where the two
competing ground states are connected by a number of
homotopy-inequivalent paths which grows with system
size, incoherent quantum tunneling can display a quan-
tum speedup if many inter-path transitions are inhibited
by topological obstructions (related to the obstructions
discussed in Ref. [30]). The shamrock model was indeed
introduced as an example of this scenario, with the PIMC
simulations confirming the theoretical prediction also be-
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FIG. 5. (color online). Main panel: Relative error erel =
|E − EJW| / |EJW| of the DMC result E with respect to the
exact Jordan–Wigner theory EJW as a function of the trans-
verse field intensity Γ, for different system sizes N . The av-
erage number of random walkers is Nw = 20000. Inset: erel
as a function of the rescaled inverse number of walkers 1/Nw ,
for different transverse field intensity Γ. The size of the spin
chain is N=60.
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FIG. 6. (color online). Relative error erel as a function of the
rescaled inverse number of walkers 1/Nw , for different system
sizes. The transverse field intensity is Γ = 0.95J . The dashed
curves represent power-law fitting functions (see text).
yond the perturbative regime.
IV. ANALYSIS OF THE SYSTEMATIC BIAS IN
DMC SIMULATIONS DUE TO THE FINITE
RANDOM-WALKER POPULATION
As explained in Section I, the ground-state energy ob-
tained via DMC simulations is subject to two sources of
possible systematic bias, originating from the finite time
step ∆τ and from the finite random-walker number Nw.
The convergence to the ∆τ limit is quadratic, and all re-
sults presented in this paper have been performed using
sufficiently small ∆τ to make its systematic effect neg-
ligible compared to the statistical uncertainty. It this
section, we focus on the bias resulting from the finite
value of Nw.
We consider the ferromagnetic quantum Ising chain de-
fined in Eq. (8). Its ground-state energy per site can be
exactly determined via Jordan–Wigner transformation,
obtaining EJW/N = −
2J
pi
(1 + Γ/J)E (π/2, θ), where
E(x) is the complete elliptic integral of the second kind
and θ2 = 4Γ/
[
J (1 + Γ/J)
2
]
[50]. This results corre-
spond to the thermodynamic limit. The results presented
in this section have been obtained using sufficiently large
system sizes so that finite-size effects are not relevant.
In the main panel of Fig. 5, we plot the relative er-
ror erel = |E − EJW| / |EJW| of the DMC result E with
respect to the Jordan–Wigner theory as a function of
the transverse field intensity, for different system sizes.
These data correspond to a fixed random walker popula-
tion Nw = 20000. One notices that in the paramagnetic
phase Γ > J , as well as in the Γ → 0 limit, the system-
atic bias due to the finite Nw is negligible. However, in
the ferromagnetic phase 0 < Γ < J a systematic bias is
observable, and this bias increases with the system size
N . In order to remove a potential doubt as of why the
maximum value of erel seems to be shifting towards lower
values of Γ, we have included an inset in Fig. 5, show-
ing erel with respect to a rescaled 1/Nw for a chain of 60
spins. As expected, in the infinite Nw limit, the hardest
point in the phase diagram to simulate is at the left of
the quantum critical point. This should probably be due
to the fact that in the vicinity of the phase transition,
the large quantum fluctuations require very large Nw of
the DMC algorithm without importance sampling in or-
der to capture in a reasonable accuracy the ground state
properties of the system.
To better understand the effect of the finite random-
walker population, we analyze in Fig. 6 the convergence
to the exact Jordan–Wigner result in the Nw →∞ limit,
considering different system sizes, at Γ = 0.95. The data
are well described by power-law fitting functions of the
type erel = c/N
β
w, where c and β are fitting parameters.
The exponent β decreases with the systems size, meaning
that, as the system size increases, it takes a larger popu-
lation of walkers to obtain accurate predictions. In order
to quantify this dependence, in Fig. 7 we show how the
number of walkers required to have a fixed relative error
increases with the system size. In the large-N limit, the
data are well described by an exponential fitting function,
possibly indicating that the computational complexity of
the simple DMC algorithm (i.e., without the use of the
importance sampling technique) is exponential in the sys-
tem size.
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FIG. 7. (color online). Random-walker number necessary to
have 0.5%, 1%, and 2% relative error as a function of the
system size N . The transverse field intensity is Γ = 0.95J .
V. CONCLUSIONS AND OUTLOOK
We implemented a projective QMC method for
quantum Ising models based on the DMC algorithm
— in which the transition matrix is defined using a
Trotter approximation of the Green’s function — and we
investigated the characteristic time of tunneling events
in problems characterized by an effective double-well
energy landscape. We found that the DMC tunneling
time increases with the system size as the inverse of
the gap, that is, more favorably than the incoherent
tunneling time, which increases as the inverse gap
squared. This inverse-gap scaling was found to hold
both for a ferromagnetic quantum Ising chain and for the
more challenging shamrock model. This is in contrast
with previous studies based on finite-temperature PIMC
simulations, where a pathological slowdown due to
topological obstructions originating from frustrated
interactions was found to cause, in the shamrock model,
an increase of the PIMC tunneling time which is expo-
nentially faster [29] than the inverse-gap squared scaling
observed in the case of simple ferromagnetic models [21].
Our findings indicate that the DMC algorithm is not
affected by the obstructions that slow down the PIMC
tunneling dynamics, thus suggesting that this algorithm
is a more efficient engine for SQA considered as a
heuristic optimization method.
Motivated by the arguments of Ref. [29] — according
to which a classical algorithm is to be considered an
efficient simulation of QAs only if it reproduces both
their tunneling dynamics and their equilibrium proper-
ties — we analyzed the computation time required by
the DMC algorithm to accurately predict ground-state
properties. The analysis of the systematic bias in the
ground-state energy due to the finite random-walker
population revealed an exponential increase of the
population size and, therefore, of the computation time,
required to keep a fixed relative error as the system
size increases. This suggests that, in general, the
computational effort required to simulate the behavior
of QAs via simple DMC simulations running on classical
computers scales exponentially, leaving the door open
for potential quantum speedup.
The finding of this exponential scaling is consistent
with the statement of Ref. [51] that the problem of
estimating the ground state energy of a stoquastic
Hamiltonian with a small additive error is at least
NP-hard. This statement is based on the observation
that any Hamiltonian diagonal in the computational
basis is stoquastic, and that finding its ground state
encompasses hard optimization problems such as k-SAT
and MAX-CUT. This essentially rules out the possibility
that a polynomially scaling algorithm applicable to
generic stoquastic Hamiltonians can be found. Still, for
certain ferromagnetic models, including the transverse-
field Ising chain considered in this article, algorithms
which — albeit being far from practical — have a prov-
ably polynomial scaling have recently been found [52].
However, since the DMC algorithm we employ in this
article is not tailored to a specific (e.g., ferromagnetic)
Ising model, it is natural to observe the exponential
behavior corresponding to a generic model.
We stress once again that the above-mentioned find-
ings correspond to the simple DMC algorithm considered
in this article. It is plausible that the computational
cost could be drastically reduced by using importance
sampling techniques based on suitably constructed guid-
ing wave functions, possibly at the point of modifying
the scaling of the required random-walker population,
at least in cases where accurate approximations of the
ground-state wave functions can be constructed. The
use of importance sampling might also allow one to ef-
ficiently simulate the models described in Refs. [32, 53],
for which simple (i.e., without importance sampling) pro-
jective QMC methods have been shown to fail due to
the large discrepancy between the L1-normalized ground-
state wave function — which is the probability distribu-
tion sampled from in simple projective QMC simulations
— and the L2-normalized ground-state wave function,
which is sampled from when performing a measurement
on the ground state of the adiabatic process. We plan to
investigate these issues in future works.
We argue that finding models where such importance
sampling technique is not feasible (e.g., because no ac-
curate and efficiently computable guiding wave function
exists) could help us in identifying optimization problems
where quantum advantage can be achieved. For the same
purpose, it would be useful to identify which features of
a Hamiltonian might cause a pathological slowdown of
the DMC dynamics.
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