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Abstract—We propose DistSurf-OF, a novel optical flow method for neuromorphic cameras. Neuromorphic cameras (or event
detection cameras) are an emerging sensor modality that makes use of dynamic vision sensors (DVS) to report asynchronously the
log-intensity changes (called “events”) exceeding a predefined threshold at each pixel. In absence of the intensity value at each pixel
location, we introduce a notion of “distance surface”—the distance transform computed from the detected events—as a proxy for object
texture. The distance surface is then used as an input to the intensity-based optical flow methods to recover the two dimensional pixel
motion. Real sensor experiments verify that the proposed DistSurf-OF accurately estimates the angle and speed of each events.
Index Terms—Motion Estimation, Optical Flow, Dynamic Vision Sensor, Neuromorphic Camera
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1 INTRODUCTION
Optical flow refers to the task of estimating the apparent
motion in a visual scene. It has been a major topic of research
in computer vision for the past few decades due to the significant
role it plays in various machine vision applications, including
navigation [1], [2], [3], [4], segmentation [5], [6], image regis-
tration [7], tracking [8], [9], [10], and motion analysis [11]. While
remarkable progress have been made since the original concepts
were introduced by Horn-Schunck [12] and Lucas-Kanade [13],
optical flow in the presence of fast motion and occlusions remains
a major challenge today [14], [15], [16].
In recent years, neuromorphic cameras have gained popularity
in applications that require cameras to handle high dynamic range
and fast scene motion scenes. Unlike the conventional active
pixel sensor (APS) that records an image intensity at a (slow)
synchronous frame-rate, DVS in neuromorphic cameras asyn-
chronously reports spikes called “events” when the log-brightness
change exceeds a fixed threshold. Since these events only occur at
object edges, they are very sparse. See Figure 1(a). DVS represents
a significant reduction in memory storage and computational cost,
increase in temporal resolution (+800kHz), higher dynamic range
(+120dB), and lower latency (in the order of microseconds).
Thus, neuromorphic cameras have the potential to improve the
performance of optical flow methods, which are currently limited
by the slow frame rate of the conventional camera’s hardware.
The main challenges to working with neuromorphic cameras,
however, is the lack of the notion of pixel intensity, which renders
conventional image processing and computer vision tools useless.
In this work, we propose DistSurf-OF, a novel DVS-based
optical flow method that is robust to complex pixel motion vectors
and scenes. We achieve this by introducing a novel notion of
“distance surface,” designed to corroborate pixel velocity from
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(a) Distance surface D(X, k) (b) Spatial derivative ∂∂xD(X, k)
(c) Spatial derivative ∂∂yD(X, k) (d) Temporal derivative ∂∂t D(X, k)
Figure 1: Spatial/temporal derivatives of the proposed distance
surface on hand sequence. Yellow pixels denote denoised events.
multiple edge pixels of varying edge orientations. We interpret
the distance surface as a proxy for pixel intensity values in
conventional cameras and treat its spatial derivatives as the “object
textures” of non-edge pixels. This disambiguates the pixel motion
and its temporal derivative as the encoding of the texture changes
over time. See Figure 1(b-d). The computed distance surface
derivatives are then used as an input to the standard optical flow
methods to recover the two dimensional pixel motion.
The main contributions of this paper are as follows:
• Distance Surface: We assign an intensity value to each
pixel based on the proximity to the spatially closest de-
tected event pixel. These values represent the object shapes
by the relative positions of their edges, which satisfy the
optical flow equations.
• DistSurf-OF: We recover the pixel motion field from the
spatial-temporal gradients of the distance surface. The
computed motion field draws on multiple events corre-
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sponding to multiple edge orientations, improving the
robustness to motion and scene complexity.
• Noise Robustness Study: We employ event denoising to
improve optical flow performance. We also analyze its
positive impact on existing DVS-optical flow methods.
• DVSMOTION20: We present a new optical flow dataset
of complex scenes and camera motion. Ground truth mo-
tion can be inferred from the rotational camera motion
measured by the inertial measurement unit.
The remainder of this paper is organized as follows. In Sec-
tion 2, we briefly review the requisite background materials. In
Section 3, we then propose the proposed distance surface-based
optical flow method for DVS cameras. Section 4 outlines methods
to increase algorithm robustness. We describe DVSMOTION20
and present the real-data experimental results in Section 5 before
making the concluding remarks in Section 6.
2 BACKGROUND AND RELATED WORK
2.1 Frame-Based Optical Flow
Let I : Z2 × R→ R denote an intensity video, where I(X, t) is the
pixel radiance at pixel X = (x, y)T ∈ Z2 of a video frame at time
t ∈ R. Known as the “brightness constancy assumption,” optical
flow is derived from the hypothesis that the the pixel intensities of
translated objects remain constant over time [12]:
I(X + ∆X, t + ∆t) = I(X, t), (1)
where ∆X = (∆x,∆y) and ∆t denote spatial and temporal transla-
tions, respectively. Assuming that such translations are small, (1)
is expanded via first-order Taylor series to give rise to the well-
known “optical flow equation”:
∇I(X, t)V (X, t) + It (X, t) ≈ 0, (2)
where ∇I(X, t) = ( ∂∂x I(X, t), ∂∂y I(X, t)) and It (X, t) = ∂∂t I(X, t)
are the spatial gradient and temporal derivative, respectively. The
goal of the optical flow task is to estimate the two dimensional
pixel motion field V (X, t) = (∆x
∆t
∆y
∆t )T .
The pixel motion field cannot be estimated directly from
the under-determined system of equations in (2) because the
component of V parallel to the edges lives in the nullspace
of ∇I(X, t). We overcome this issue—commonly referred to as
the “aperture problem”—by imposing additional constraints. An
example of such constraint is the flow magnitude minimization.
However, its solution is a motion perpendicular in direction to
the edge orientation—a phenomenon often referred to as the
“normal flow”—which does not necessarily represent the actual
two dimensional motion of the object in general. Overcoming
the normal flow problem requires diversifying the gradient ori-
entation ∇I(X, t) by incorporating multiple pixels. The “local
spatial consistency” constraint proposed by Lucas-Kanade helps
overcome noise and variations by requiring V (X, t) to be the
same within a spatial neighborhood [13]. Similarly, Horn-Schunck
(HS) introduced “global spatial constancy” criteria promoting
smoothness of V (X, t) globally by adding a quadratic penalty to
(2) as a regularization term [12]. More recently developed methods
improve upon these classical optical flow methods to yield state-
of-the-art performance [17] by modifying penalty terms [14], [16],
[18], [19] and leveraging phase [20], [21], [22] and block [23],
[24] correlations.
Conventional optical flow methods applied to an intensity
video sequence with a relatively slow frame rate (e.g. 30 or 60
frames per second) often leads to unreliable optical flow. Insta-
bility stems from large translations ∆X and ∆t in the presence of
fast motion [16], [25], which invalidate the first order Taylor series
approximation in (2). Similarly, variations in illumination condi-
tions and occlusion cause changes over time in the intensity values
of spatially translated features, negating the brightness constancy
assumption in (1). Current solutions to deal with these challenges
include spatial pyramids [25], [26], [27], [28], local layering [29],
and robust penalty functions such as generalized Charbonnier [17],
Charbonnier [18], and Lorentzian [28]. Additionally, the reliability
of optical flow can be also enhanced by outlier removals [30],
texture decomposition [30], [31], and smoothing filters [14], [18]
to preserve the brightness assumption.
2.2 Dynamic Vision Sensor (DVS)
Instead of recording an image intensity at a synchronous frame-
rate, neuromorphic cameras record asynchronous positive and
negative spikes called events. These events are generated when
the log-brightness change exceeds a fixed threshold `:
ti+1(X) = arg min
t
{
t > ti
 log ( I(X, t)I(X, ti)
) > `}
pi+1(X) = sign (I(X, ti+1) − I(X, ti)) ,
(3)
where ti+1(X) denotes the time of event occurrence, whose accu-
racy is in the order of microseconds; and pi+1(X) is the polarity,
indicating whether the intensity change is darker (-1) or brighter
(+1). The sparsity of the events reduces throughput and memory
storage considerably, enabling high temporal resolution and low
latency. It has been widely speculated that such characteristics can
help overcome the limitations of conventional frame-based optical
flow methods. Specifically, the microseconds resolution implies
∆X and ∆t are small, better preserving the validity of the Taylor
series expansions in (2) and minimizing the risks of occlusion,
even in the presence of fast motion.
Optical flow for DVS is a task of determining the velocities
of the pixels that generated the observed events. Because of
the fact that DVS outputs lack the notion of pixel intensity
(and brightness constancy assumption in (1) is largely invalid),
optical flow requires an entirely new approach. Prior efforts were
aimed at creating a proxy to image intensity (via accumulation
of events over a temporal window) [32], the spatial gradient
images (via central difference) [33], and the temporal derivative
(via second order backward difference) [34]. Early DVS-specific
optical flow approaches include local plane fitting that infers the
pixel motion by fitting spatial-temporal manifold to the events
based on their time stamps [33], [34], [35], edge orientations
estimation [36], [37], and block matching [38], [39]. Recent event-
based techniques simultaneously estimate optical flow along with
other machine vision tasks, such as intensity estimation [7], depth
along with motion reconstruction [2], contrast maximization [2],
[6], and segmentation [5], [6]. Appealing to recent successes
of machine learning approaches to optical flow [40], [41], [42],
learning-based optical flow methods for neuromorphic cameras
have recently been proposed [4], [43], [44], [45]. Finally, the
method in [46] exploits the high spatial fidelity of APS and
temporal fidelity of DVS to compute spatial temporal derivatives
for hybrid hardware called DAViS [47]. Benchmarking datasets
for DVS-based optical flow and real-time performance evaluation
(a) APS Data (b) DVS Data (c) APS vs DVS as function of time (d) Spatial-temporal data
Figure 2: Example outputs from DAViS sensor, which has APS and DVS readout circuits sharing the same photodiode. (a) APS’s
synchronous outputs record pixel intensities. (b) DVS’s asynchronous events report positive (green) and negative (red) changes in a
pixel intensity. (c) Superposition of DVS and APS outputs of one particular pixel. (d) An example of a dark disk moving quickly across
the scene. APS synchronously records the disk every 25ms (at 40Hz). DVS operates at 1MHz, tracking the disk’s movement in between
APS frames.
Figure 3: System diagram for DistSurf-OF.
Figure 4: An example of a distance transform. Solid colored
pixels indicate event/edge pixels. Numbers indicate the minimum
distance between a pixel and an edge. The color of the numbers
indicate the closest edge pixel.
platform have helped accelerate the progress of research in optical
flow for neuromorphic cameras [33], [43], [46].
3 PROPOSED: DISTSURF OPTICAL FLOW
We propose a new DVS-based optical flow method designed to
estimate the apparent motion in the scene at the edge pixels. See
Figure 3 for an overview. The underlying assumption is that the
pixel spatial velocities of a rigid- or semirigid-body object are
slowly varying. As such, the pixel velocity of a pixel internal
to a semiregid-body object can be inferred from the edge pixels
surrounding it. We propose a novel notion of “distance surface”
as a way to leverage multiple edges of a semirigid-bodied object
and as a proxy for object textures—incorporating multiple edges
avoids the pitfalls of normal flow that many existing DVS-based
optical flow algorithms suffer from.
3.1 Distance Surface
We are interested in recovering the two dimensional motion field
V (X, t) from events detected immediately before and immediately
after the time t ∈ R. Define Φ ⊂ Z2 as a set of pixel indices
corresponding to detected events that occurred within a temporal
window [t − ∆t, t), as follows:
Φ ={X ∈ Z2 |∃i 3 t − ∆t ≤ ti(X) < t}, (4)
where ti(X) denotes the time-stamps of the events as described in
Section 2. Let d : Z2 × Z2 → R be a distance measure function,
with d(X,Y ) representing the spatial distance between pixels X =
(X1, X2)T ∈ Z2 and Y = (Y1,Y2)T ∈ Z2. In this work, we consider
the L2 norm taking the form:
d(X,Y ) =
√
(X − Y )T (X − Y ). (5)
Then, a distance transform converts the sets Φ ∈ Z to gray-level
image D : Z2 → R by:
D(X) =min
Y ∈Φ
d(X,Y ) = d
(
X, Ŷ (X)
)
(6)
with corresponding indexes Ŷ : Z2 → Z2 as edge pixels deemed
“closest” to X :
Ŷ (X) = arg min
Y ∈Φ
d(X,Y ). (7)
An example of distance transform is illustrated in Figure 4. It is
clear that D(X) = 0 when X ∈ Φ. At a non-edge pixel X < Φ,
the pixel intensity D(X) > 0 represents the distance to the nearest
edge pixel Ŷ (X) ∈ Φ.
We propose to use the gray-level image D(X) computed from
DVS as a proxy for intensity value in APS images—a notion
we hereafter refer to as “distance surface.” That is, we treat the
distance surface D(X) as object textures on pixels that are internal
to an object, away from edges. While a full justification for
Figure 5: An illustration of distance transform (shown using L1
distance measure function rather than L2 used in our algorithm
because it is easier to follow). Black pixels denote detected events.
Distance transform is robust to “missing” events and “jagged
edges”—as evidenced by orange- and green-shaded pixels, the
affected pixels are negligibly different from the desired distance
transform values. By contrast, false positive events deteriorate a
large number of the pixels (shaded in blue) by a large margin.
using distance surface in the context of optical flow is provided
in Section 3.2, we can already see in Figure 4 some of the
reasons that the notion of distance surface is well suited for the
optical flow task—although D(X) is a smooth function of X ,
the spatial gradient of D(X) is influenced by the selection of
different edge pixels Ŷ (X) ∈ Φ closest to pixel X internal to
the rigid-bodied object. As such, an optical flow computed from
the distance surface implicitly incorporates multiple edge pixels
(of multiple edge orientations) to establish an object motion, so as
to overcome the normal flow problem that hampers many optical
flow algorithms.
Our work in distance surface can be interpreted as an al-
ternative to the “time surface” [48]—time surface, too, can be
interpreted as a type of a distance transform (in the temporal
domain):
T(X) = min
ti (X)<t
‖t − ti(X)‖. (8)
Using time surface as a proxy for pixel intensity values in APS
images has been proven useful in pattern recognition applica-
tions [49], [50]. However, the brightness constancy assumption
is invalid for T(X, k), making it a poor choice for optical flow.
Finally, note that the definition of distance transform in (6)
makes no distinction of the polarity of the DVS generated events,
as our goal is to recover the edges of the rigid-bodied objects
surrounding the internal pixels X—an intuition confirmed via
empirical experiments. Since the polarity of the events occurring
at the object boundary is an encoding of the contrast between
the foreground and the background, coupling the pixel motion
estimation to the background texture properties only destabilized
our optical flow method.
3.2 Distance Surface Optical Flow Equation
The distance surface in (6) is very well matched for the DVS
optical flow task. To understand why this is the case, we begin
by first proving that the distance surface satisfies the optical flow
Figure 6: Event Ŷ (X) ∈ Φ is the point on the edge manifold Φ
closest to pixel location X . At Ŷ (X), the gradient vectors (red
and green arrows) are orthogonal to X − Ŷ (X) (blue arrow). Thus,
X − Ŷ (X) lives in the nullspace of the Jacobian matrix in (9)
(whose column vectors are the gradient vectors of Ŷ (X)).
equation in (2). Taking a spatial gradient of the distance surface,
we have the following relation:
∇D(X) =
(
X − Ŷ (X)
)T
d
(
X, Ŷ (X)
) −
(
X − Ŷ (X)
)T
JŶ (X)
d
(
X, Ŷ (X)
)
=
(
X − Ŷ (X)
)T
d
(
X, Ŷ (X)
) ,
(9)
where above, we used the fact that the vector X − Ŷ (X) is in
the nullspace of the Jacobian matrix JŶ ∈ R2×2 in the last step
(see Figure 6). Similarly, consider the temporal derivative of the
distance surface:
Dt (X) := ∂
∂t
D (X) = −
(
X − Ŷ (X)
)T
d
(
X, Ŷ (X)
) Ŷt (X), (10)
where Ŷt (X) := ∂∂t Ŷ (X) is the event pixel velocity we are after.
Thus, we arrive at a new optical flow equation for distance surface:
∇D (X) Ŷt (X) + Dt (X) = 0. (11)
Note that unlike the classical optical flow equation in (2), distance
surface optical flow equation in (11) is exact (i.e. derived without
Taylor series approximation), meaning it is robust to fast motions.
Hence, we propose to recover the event pixel velocity Ŷt (X) by
leveraging distance surface optical flow equation in (11). That is,
we solve for Ŷt (X) using classical optical flow methods. Spatial
derivative ∇D(X) may be computed directly from the distance
transform D(X) using a spatial derivative convolution filter (the
same way ∇I(X) in (2) is computed in conventional optical flow
methods):
∇D(X) =
[
∂
∂X1
D(X)
∂
∂X2
D(X)
]
=
[
HX (X)? D(X)
HY (X)? D(X)
]
(12)
for some horizontal and vertical spatial derivative filters HX,HY :
Z2 → R. For temporal derivative, we consider difference of two
distance surfaces:
Dt (X) = 1
∆t
((
min
Y ∈Φ+
d(X,Y )
)
−
(
min
Y ∈Φ−
d(X,Y )
))
, (13)
where the sets Φ−,Φ+ ⊂ Z2 correspond to a narrow temporal
window immediately before and after t ∈ R:
Φ− ={X ∈ Z2 |∃i 3 t − ∆t ≤ ti(X) < t}
Φ+ ={X ∈ Z2 |∃i 3 t ≤ ti(X) < t + ∆t}.
(14)
Spatial and temporal gradients ∇D(X) and Dt (X) may be used
subsequently as the input to any conventional optical flow method
to yield an estimation of pixel velocity Ŷt (X) at every pixel.
In our implementation, we used the classical Horn Schunck
approach [12] aimed at minimizing the global energy functional
EHS : `2(Z2) → R given by
EHS
(
Ŷt (X)
)
=
∑
X ∈Z2
ρ
(
∇D(X)Ŷt (X) + Dt (X)
)
+ λ ρ
(
∇Ŷt (X)
)
.
(15)
Here, λ is the regularization parameter (set to 0.1 in this work) and
ρ(x) = log(1 + ‖x ‖22σ2 ) denotes Lorentzian robust penalty function
[28] as implemented in [16]. The regularization term in effect
imposes spatial consistency on the estimated event pixel velocities
based on neighboring events that comprise an object boundary
shape. By relying on multiple events within the contour of the
object, we diversify the edge orientations and reduce the risk of
normal flow motion artifacts, increase robustness to noise, etc.
Readers are reminded that while the method in (15) yields a state-
of-the-art result, the proposed DistSurf-OF framework is agnostic
to the choice of intensity-based optical flow method it is paired
with in general.
Recalling the mapping in (7), suppose there are multiple non-
edge pixels {X1, . . . , XN } that map back to the same edge pixel:
Y = Ŷ (X1) = Ŷ (X2) = · · · = Ŷ (XN ). (16)
Then technically,
{
Ŷt (X1), Ŷt (X2), . . . , Ŷt (XN )
}
are all valid esti-
mates of the event pixel velocity V (Y, t). In our work, we chose a
simplistic and computationally efficient approach. Since Ŷ (Y ) = Y
(i.e. an event pixel Y ∈ Φ is closest to itself), we assigned the
estimated distance surface velocity to the final event pixel velocity
V (Y, t) as follows:
V (Y, t) = Ŷt (Y ). (17)
However, a more sophisticated approach combining{
Ŷt (X1), Ŷt (X2), . . . , Ŷt (XN )
}
to yield the final estimate V (Y, t)
may increase robustness to perturbations. This is left as a future
topic of investigation.
4 ROBUSTNESS ANALYSIS AND DENOISING
Let Ψ in (4) denote the “ideal” event detection corresponding
to the image edges. DVS suffers from considerably high noise
(random events) along with the signal due to multiple factors such
as electronic noise and sensor heat [51]. As such, the set of actual
observed events Φ is a perturbed version of the ideal set of events
Ψ in the following sense:
Φ = {Ψ ∩ Λ¯} ∪Ω, (18)
where Ω ⊂ Z2 is a set of random DVS activations (i.e. false
positives); Λ ⊂ Ψ is a set of “holes” or missing events (i.e. false
negatives) randomly excluded from Ψ; and Λ¯ denotes the compli-
mentary set to Λ. What is the practical impact of computing the
distance transform using Φ instead of Ψ?
Figure 7: Example of denoising. Red points indicate BA (or
randomly activated events) that we filter out. Our optical flow
method is being applied to IE and TE events that comprise
remainder of points.
The distance transform in (6) is robust to “holes” in the edge
pixels of the binary frame Ψ. To understand why this is the case, let
Y ∈ Ψ and Z ∈ Ψ be the edge pixels where d(X,Y ) < d(X, Z)—
that is, Y is closer to X than Z . Then by the triangle inequality of
distance measure functions, we have the following relation:
d(X, Z) ≤ d(X,Y ) + d(Y, Z). (19)
Suppose further that Y ∈ Λ is missing (i.e. Y < Φ). Then the
penalty for replacing d(X,Y ) by d(X, Z) is
0 < d(X, Z) − d(X,Y ) ≤ d(Y, Z). (20)
Owing to the fact that edge pixels occur in clusters (i.e. d(Y, Z)
is small), we conclude d(X,Y ) ≈ d(X, Z). Thus, the distance
transform D(X, k) is largely invariant to random exclusions of
events Λ in Ψ:
min
Y ∈Ψ
d(X,Y ) ≈ min
Y ∈Ψ∩Λ¯
d(X,Y ). (21)
Same analysis applies to jagged edges, where detected events at
the edges are displaced by one or two pixels. See Figure 5 for
examples.
On the other hand, the distance surface is vulnerable to
randomly activated events (i.e. false events) in Ω. Let us rewrite
the distance transform as follows:
min
Y ∈Ψ∪Ω
d(X,Y ) = min
{
min
Y ∈Ψ
d(X,Y ), min
Z ∈Ω
d(X, Z)
}
. (22)
In other words, random distance transform minZ ∈Ω d(X, Z) is a
source of significant degradation to the desired distance surface
minY ∈Ψ d(X,Y ). As such, the severity of degradation increases
with the distance d(X,Y ). See Figure 5. Therefore, the proposed
use of distance surface would benefit from denoising randomly
activated events.
Denoising used in this work is a modified version of the
filtering proposed in [52]. In this work, event ti(X) is classified
into one of the following three categories: Background Activity
Figure 8: Camera setup for DVSMOTION20 collection. Gimbal
limits camera motion while centering the focal point at the origin.
(BA), Inceptive Event (IE), or Trailing Event (TE). They are
defined as:
BA :{ti(X) − ti−1(X) > τ} ∩ {ti+1(X) − ti(X) > τ}
IE :{ti(X) − ti−1(X) > τ} ∩ {ti+1(X) − ti(X) < τ}
TE :{ti(X) − ti−1(X) < τ}, (23)
where τ is a threshold value. Intuitively, a single log-intensity
change often trigger multiple events of the same polarity in rapid
temporal succession. IE corresponds to the first of these events,
indicating an arrival of an edge. IE is followed by the TE, which
is proportional in number to the magnitude of the log-intensity
change that occurred with the inceptive event. Remaining events
are called BA, and they are attributed to noise or random activation
events.
In recognition tasks, it was demonstrated empirically that IE
was shown to be most useful for describing object shapes [52]. In
our work, however, we are concerned about the negative impact
of random activations (BA) on the distance surfaces. Thus we
exclude BA from Φ in (4), as follows:
Φ′ =
{
X ∈ Z2
 ∃i 3 {t − ∆t ≤ ti(X) < t}∩{{ti(X) − ti−1(X) < τ} ∪ {ti+1(X) − ti(X) < τ}}
}
.
(24)
The effectiveness of BA exclusion is evident in Figure 7.
In practice, denoising by BA exclusion improves the accuracy
of all DVS-based optical flow methods, not limited to DistSurf-
OF. The results in Section 5 are shown with and without the same
denoising method applied to all optical flow methods.
5 EXPERIMENTAL RESULT
5.1 DVSMOTION20 Dataset
The existing benchmarking datasets have played a critical role in
the progress of research in optical flow for neuromorphic cameras
[33], [43], [46]. However, they are not without shortcomings.
Motion and the scene contents in some sequences of [33] are
overly short, simplistic, and unnaturally favor normal flow (where
the motion is perpendicular to the edge orientation). The dataset
in [43] update ground truth motion at 20Hz sampling rate—slow
considering that DVS is accurate to microseconds. The spatial
resolution of sequences in [46] is small.
Therefore, we collected a new dataset—called
DVSMOTION20—using IniVation DAViS346 camera in
attempt to further enhance the progress of DVS-based optical flow
methods. The DAViS346 camera has a 346×260 spatial resolution
and outputs frames (APS) up to 60 frames per seconds, events in
microsecond resolution, and a 6-axis IMU data at around 1kHz
sampling rate. We used a standard checkerboard calibration target
to recover the intrinsic parameters of the camera. We infer ground
truth pixel velocity stemming from camera motion using the
inertial measurement unit (IMU), similar to prior benchmarkings
in [33], [46]. Specifically, we placed the camera on a gimbal as
shown in Figure 8, restricting the movement to yaw, pitch, and
roll rotations (i.e. no translations). This restriction to angular
rotational motion ensures that pixel velocity can be recovered
entirely from gyroscope data.
DVSMOTION20 dataset contains four real indoor sequences
(checkerboard, classroom, conference room, and conference room
translation). Each scene was captured for around 13-16 seconds
with the first three seconds containing no motion for IMU calibra-
tion; 7-8 seconds of DVS data following the IMU calibration is
used in the performance evaluation in Section 5.3. Each recorded
data files are about 500MB in size. See Figure 9 for example
frame content and the IMU trajectories. Although the sequences
were restricted to camera motion with a stationary scene, all except
for conference room translation contain fast motion with complex
random camera movements—they should be challenging to optical
flow methods that tend to yield normal flow. In conference room
translation the motion was purely horizontal (yaw rotation). It
helps verify the hypothesis that most optical flow methods gener-
ally work better when the pixel motion is simple.
We provide additional sequences in DVSMOTION20 (called
hands and cars) containing multiple object motions (i.e. not
camera motion). Object motion is spatially local by nature, but
with strong motion boundaries. In our sequences, cars and hands
moving in the opposite direction intersect, resulting in motion
occlusion. See Figure 11. Visual inspection of the estimated
motion vectors are more than adequate for showing optical flow
failures in presence of occlusion or large object motion (which
happens frequently), even if the ground truth motion vectors are
not available (because object motion cannot be inferred from
IMU).
5.2 Setup and Comparisons
We compared DistSurf-OF to several state-of-the-art DVS-based
optical flow algorithms including LK-DVS [32], LP [35], and
EV-FlowNet [43]. In particular, the learning-based method in
[43] (trained originally using DVSFLOW16) is fine tuned with
sequences in DVSMOTION20. Since training and testing data are
identical, results we show in this paper represents its best case
scenario performance.
We also compared to the state-of-the-art DAVIS optical flow
method DAVIS-OF [46]. Because this method makes use of DVS
(events, high temporal fidelity) as well as APS (intensity, high
spatial fidelity) data, we expect it to perform better than the DVS-
only methods. As evidenced in Table 1, however, the performance
of proposed DistSurf-OF comes surprisingly close to this DAVIS
method in some sequences.
To ensure a fair evaluation, we applied the same ∆t =5ms to
all methods using the temporal window in the evaluation. That is,
we output a motion field every 5ms. We also found empirically
that the denoising technique in (24) improved the performance
of all DVS-based optical flow methods (not just ours). Thus, the
results shown in Section 5.3 are shown with and without the same
denoising for all optical flow methods.
The proposed DistSurf-OF method was implemented and run
on MATLAB 2019b operating on Lenovo ThinkStation P520C.
(a) Checkerboard (b) Classroom (c) Conference Room (d) Conference Room Translation
Figure 9: (Top row) Example APS frames extracted from DVSMOTION20 dataset. (Bottom row) IMU measurements recording the
trajectory of the camera motion.
(a) Ground Truth (b) DAViS-OF [46] (c) LK-DVS [32] (d) EV-FlowNet [53] (e) DistSurf-OF
Figure 10: Optical flow results on DVSMOTION20 sequences (shown with denoising). Arrow orientation and magnitude indicate the
estimated pixel motion orientation and speed of the observed events. Ground truth is obtained from IMU. See Section 5.1. Motion is
overlaid on APS for visualization.
(a) Frame (b) DAViS-OF [46] (c) LK-DVS [32] (d) EV-FlowNet [53] (e) DistSurf-OF
Figure 11: Optical flow results on DVSMOTION20 sequences (shown with denoising) containing object motions and motion occlusions.
(top row) Hand and (bottom row) car sequences.
Table 1: Average angular error (AAE) and relative average end-point error (RAEE) with standard deviations. Bold font indicates the
best DVS-based optical flow performance.
Data Type Method+Enhancements Checkerboard Classroom Conference Room Conference Room Translation
RAEE [%] AAE [◦] RAEE [%] AAE [◦] RAEE [%] AAE [◦] RAEE [%] AAE [◦]
LK-DVS [32] + [54] 39.30 ± 21.4 13.19 ± 14.40 53.42 ± 23.13 20.45 ± 20.68 47.39 ± 25.43 21.49 ± 26.41 48.21 ± 25.87 21.19 ± 28.88
DVS LP [35] + [54], [55] 121.66 ± 35.35 91.00 ± 31.03 110.76 ± 40.56 92.61 ± 50.24 117.45 ± 42.68 98.10 ± 50.40 117.10 ± 143.71 81.79 ± 47.76
EV-FlowNet [43] 36.12 ± 23.67 15.86 ± 16.61 53.42 ± 45.92 18.77 ± 14.33 41.24 ± 31.49 18.37 ± 18.29 28.37 ± 25.00 10.63 ± 14.56
LK-DVS [32] + [54] 42.32 ± 20.53 12.06 ± 11.15 32.64 ± 17.29 11.66 ± 11.48 30.81 ± 16.91 11.87 ± 11.37 31.48 ± 16.81 10.97 ± 11.46
DVS + LP [35] + [54], [55] 104.22 ± 17.06 72.07 ± 18.23 103.09 ± 31.79 82.96 ± 42.53 102.08 ± 28.67 76.35 ± 40.82 112.25 ± 111.23 78.23 ± 40.20
denoising EV-FlowNet [43] 38.56 ± 24.03 16.97 ± 16.17 44.62 ± 24.18 15.14 ± 16.77 38.52 ± 22.21 16.27 ± 15.92 23.62 ± 20.06 8.04 ± 11.82
DistSurf-OF (proposed) 20.54 ± 10.36 5.89 ± 5.11 25.62 ± 13.27 6.84 ± 6.26 18.71 ± 12.38 5.67 ± 5.75 18.71 ± 12.95 5.42 ± 5.38
DAViS DAViS-OF [46] 17.56 ± 8.18 3.80 ± 2.64 20.00 ± 6.60 5.01 ± 2.69 19.77 ± 6.32 5.48 ± 2.71 23.76 ± 5.74 3.77 ± 1.97
In our implementation, we fixed the temporal window ∆t used
for edge map in (4) and the predefined threshold parameter τ
for denoising in (24) to 5ms. The spatial gradient filter used in
(12) was the 4-point central difference (with mask coefficients
( 112 (−1, 8, 0,−8, 1)) [14]. With these configurations, the execution
time to yield a motion field for the 346×260 spatial resolution
sensor was around 0.737s. However, the computation of operations
specific to DistSurf-OF (event denoising, temporal windowing,
distance transform, and spatial/temporal derivatives) take only
35ms, while the (intensity-based) optical flow method in [16]
takes 0.702s. Therefore, users have the freedom to choose different
intensity-based optical flow methods to pair with DistSurf based
on the accuracy and speed requirements of the application. The
computation of DistSurf-OF itself can be sped up further by
GPU-based parallel coding, as well as fast distance transform
implementations (e.g. [56]) that reduce complexity from O(n2)
to O(n log n) or even O(n). The code and the DVSMOTION20
dataset (with the accompanying ground truth motion field) are
made available at issl.udayton.edu.
5.3 Results and Discussion
The performances of DistSurf-OF and the state-of-the-art
DVS/DAVIS optical flow methods on sequences shown in Fig-
ure 10 are reported in Table 1. For error statistics, we show
average angular error (AAE) and the relative average end-point
error (RAEE), referring to the pixel motion magnitude and angle
errors, respectively [33] and [46]. The stability of each method
can be inferred from the standard deviations of the error statistics.
Among the DVS-based optical flow methods, DistSurf-OF has
a clear advantage. Average angular error is consistently below
7◦ in all sequences, while the motion magnitude as evaluated
by AEE is also the smallest. Contrast this to the other state-
of-the-art DVS-based optical flow methods in [32], [35], [36],
whose angular error exceeds 10◦ in all but simplistic motion
sequence (translation conference). Method in [35] failed in three
of the four sequences. One can also gauge the effectiveness of
the denoising on the state-of-the-art methods by comparing the
“DVS” and “DVS+denoising” data types in Table 1. In all but the
checkerboard sequence, optical flow applied to IE+TE in (24) was
more accurate than same methods applied to IE+TE+BA.
The performance of DistSurf-OF is closer to that of the state-
of-the-art DAViS-OF method in [46]. Owing to the fact that the
latter method leverages both DVS and APS data, it is indeed ex-
pected to perform better than DVS-only methods. With an angular
error around 5◦, there are about 2◦ only separating the performance
of DistSurf-OF (DVS only) and DAViS-OF (DVS+APS).
The trends in Table 1 can be visually confirmed by the
results in Figure 10. DistSurf-OF in Figure 10(c) yields stable and
satisfactory results in terms of motion orientation and magnitude,
closely resembling the ground truth motion field in Figure 10(a)
and DAViS-OF in Figure 10(b). In particular, the motion detected
by the proposed method in checkerboard sequence is in the correct
orientation, not normal to the edge direction. Contrast this to
EV-FlowNet in Figure 10(d), whose estimated motion direction
is predominantly horizontal (perpendicular to the vertical edges).
LK-DVS in Figure 10(c) is more accurate than EV-FlowNet in
terms of motion orientation, but lacks spatial consistency.
The other sequences are rich with diverse edge orientations and
edge length, making it possible to assess the optical flow method’s
robustness to real-world variations. DistSurf-OF handled them
well, save for the events occurring very close to the boundaries of
the sensor. The quality of the estimated motion field is comparable
to that of the DAVIS-OF. EV-Flownet performed better in the
checkerboard sequence, although the proposed method was still
better when comparing the orientations of the pixel motions event-
for-event to the ground truth motion. LK-DVS is unable to resolve
the spatial inconsistency problem.
Finally, Figure 11 shows more challenging sequences contain-
ing multiple objects moving in opposite directions. In the hand
sequence where two hands cross in front of a textured background,
DAVIS-OF and DistSurf-OF are able to track individual fingers
and their corresponding directions accurately, and the motion
boundaries where the hands and the arms cross each other is well
defined. Despite the lack of spatial consistency, LK-DVS largely
detects the orientation of the finger movement. The high concen-
tration of events in the fingers seem to confuse the pixel motion
estimation in EV-FlowNet, with inconsistent velocity magnitudes
and orientations.
In the car sequence, the motion estimated by all methods
on the windshield of the foreground car seem to point towards
the sky erroneously—meaning all optical flow methods yielded
normal flow. In the remainder of the foreground car and the
background, DistSurf-OF’s motions are horizontally oriented with
consistent motion magnitudes. EV-FlowNet estimates of the mo-
tion orientation in the remainder of foreground car are more
stable, but the motion magnitudes vary considerably; and the
estimated background car motion is inconsistent with the context.
The quality of LK-DVS is comparable to DistSurf-OF.
6 CONCLUSION
We proposed the notion of distance surface for performing optical
flow tasks in neuromorphic cameras. We proposed to use the
distance transforms computed from the events generated from
DVS as a proxy for object textures. We rigorously proved that
distance surface satisfy optical flow equations, and the event pixel
motion recovered by DistSurf-OF are highly accurate. We verified
the effectiveness of our method using DVSMOTION20 dataset.
For future work, we plan to investigate whether DistSurf can be
combined with APS (similar in style to [46]) to further improve
the optical flow accuracy.
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