The Ramsey number r k (p, q) is the smallest integer N that satisfies for every red-blue coloring on k-subsets of [N ], there exist p integers such that any k-subset of them is red, or q integers such that any k-subset of them is blue. In this paper, we study the lower bounds for small Ramsey numbers on hypergraphs by constructing counter-examples and recurrence relations. We present a new algorithm to prove lower bounds for r k (k+1, k+1). In particular, our algorithm is able to prove r 5 (6, 6) ≥ 72, where there is only trivial lower bound on 5-hypergraphs before this work. We also provide several recurrence relations to calculate lower bounds based on lower bound values on smaller p and q. Combining both of them, we achieve new lower bounds for r k (p, q) on arbitrary p, q, and k ≥ 4.
Introduction
At least how many guests you have to invite for a party to make sure there are either certain number of people know each other or certain number of people do not know each other? The answer is the classical Ramsey number. Ramsey theory generally concerns unavoidable structures in graphs, and has been extensively studied for a long time [ER56, She88, HKM16] . However, determining the exact Ramsey number is a notoriously difficult problem, even for small p and q. For example, it is only known that the value of r 2 (5, 5) is between 43 to 48 inclusively, and for r 2 (10, 10), people merely know a much rougher range from 798 to 23556 [MR97, She86, Shi03] .
As for the hypergraph case of k ≥ 3, our understanding of Ramsey number is even less. The only known exact value of Ramsey number is r 3 (4, 4) = 13, with only loose lower bounds for other values of p, q, and k [MR91, R + 94]. Although some progresses have been made for r 4 (p, q), and particularly, lower bound for r 4 (5, 5) has been continuously pushed forward in the past thirty years, the recurrence relations remain the same, i.e., one can immediately obtain better lower bounds for p, q ≥ 6 by substituting into improved bound for r 4 (5, 5), but there is no other way to push them further [Sha90, SYL95] .
Another fruitful subject in Ramsey theory is the asymptotic order of Ramsey number. Using the socalled Stepping-up Lemma introduced by Erdős and Hajnal, the Ramsey number r k (p, n) is lower bounded by the tower function t k (c · f (n)) defined by t 1 (x) = x, t i+1 (x) = 2 t i (x) , where f (n) is some function on n and c is a constant depending on p [EHR65, GRS90] . Recent research improves the orders of r 4 (5, n) and r 4 (6, n) and leads to similar bounds for r k (k + 1, n) and r k (k + 2, n) [CFS10] . We point out that their lower bounds for r k depends on r k−1 . In other words, to get a lower bound for r k (p, q), one must provide the lower bounds for some r k−1 (p ′ , q ′ ). More importantly, when focusing on Ramsey numbers on small p, q values, the Stepping-up Lemma cannot be applied directly. We refer readers to Chapter 4.7 in [GRS90] for details.
It is well known that directly improving the lower bounds for Ramsey number is extremely hard, since it requires tremendous computing resources [GC12] . A possible method to attack this is to use recurrence relations based on the initial values. However, calculating a good initial value itself can be way beyond our reach. For instance, a simple attempt to push the current best lower bound r 2 (6, 6) ≥ 102 could be constructing a CNF (Conjunctive Normal Form) whose satisfying assignment is equivalent to a 6-clique free and 6-independent-set free graph on 102 vertices. This CNF has size (the number of literals in the formula) about 10 10 , but state-of-the-art SAT solvers are only capable of solving CNF with size no more than 10 6 , and is almost sure to not terminate in reasonable time [TH04, BHvMW09] .
Contributions. We prove several recurrence relations in the form of r k (p, q) ≥ d · (r k (p − 1, q) − 1) + 1, where d depends on p, q, and k. Two of them are for arbitrary integer k ≥ 4. To the best of our knowledge, this is the first recurrence relation on r k (p, q) not depending on r k−1 (p, q), but for arbitrary k. To build our proof, we introduce a method called pasting, which constructs a good coloring by combining colorings on smaller graphs. The recurrence relations are proven by inductions, where several base cases are proven by transforming to an equivalent CNF and solved by a SAT solver. Additionally, to obtain a good initial values of the recurrence relations, a new algorithm for constructing counter-example hypergraphs is proposed, which efficiently proves a series of lower bounds for Ramsey number on k-hypergraphs including r 5 (6, 6) ≥ 72: the first non-trivial result of lower bounds on 5-hypergraphs. The algorithm is based on local search and is easy to implement. Combining both techniques, we significantly improve the lower bounds for r 4 (p, q) and achieve new non-trivial lower bounds for r k (p, q) on arbitrary p, q, and k ≥ 5.
Roadmap. The rest of this paper is organized as follows. In §2 we introduce fundamental definitions. The basic forms of recurrence relations are given in §3. In §4 we present proofs for the recurrence relations on several small values of k, followed by two recurrence relations on arbitrary k in §5. Finally, we summarize some of our new lower bounds in §6. The formal recurrence relations are given in Theorems 1, 2, 3, 4, and 5. Our algorithm for calculating lower bounds for r k (k + 1, k + 1) is presented in Appendix §A.
Preliminaries
In this section, basic notations in Ramsey theory are introduced, followed by a sketch of our proof procedure. Then we propose our key definitions and several useful conclusions.
Notations
A k-uniform hypergraph G(V, E; k) is a tuple of vertex set V and a set E of hyperedges such that each hyperedge in E is a k-subset of V , where each e ∈ E is called a k-hyperedge. If the context is clear, G(V, E) or G is used instead. A complete k-uniform hypergraph consists of all possible k-subsets of V as its hyperedge set. We only deal with complete k-uniform hypergraphs and may use k-graph (or graph) and edge for short. Given a vertex set V with |V | ≥ k, we use V (k) to denote the complete k-uniform hypergraph.
A coloring is a mapping χ (k) : E → {red, blue} that maps all k-hyperedges in E to red or blue. We write χ k (e) = red for coloring some edge e ∈ E with red under χ k . Given G(V, E; k), we say χ (k) is a (p, q; k)-coloring of G if there is neither red p-clique nor blue q-clique in G. We also use χ instead of χ (k) if there is no ambiguity. A p-clique is a complete subgraph induced by p vertices, and a red (resp. blue) p-clique is a clique where all edges are red (resp. blue).
The Ramsey number r k (p, q) is the minimum integer N that satisfies there is no (p, q; k)-coloring for G(V, E; k) on |V | = N vertices. In other words, for any coloring on G, there is either a red p-clique or a blue q-clique.
A Proof Procedure
We prove recurrence relations in the form of r k (p, q) ≥ d · (r k (p − 1, q) − 1) + 1 by the following procedure Pasting:
2. Add an edge for every k-subset of i∈ [d] V i if there is no edge on it. Denote the set of added edges as E. Let the complete graph after adding all edges be
contains a blue edge and each q-clique of it contains a red edge.
It can be concluded that
The non-trivial step in Pasting is Step 3 (coloring construction), which will be discussed in details in §4 and §5.
Primal Cardinality Vector
Observe that the coloring construction cannot depend on the order of G i dues to symmetry, thus a primal order shall be fixed and our coloring depends only on the sequence of cardinalities of the intersections in non-increasing order. We introduce the following concepts concerning this. (2) , . . . ,v (d) be the sequence after sorting thev i 's in a non-increasing order. Definition 2.1. Given V , X, and
In a word, v(X) is a sequence of all positive coordinates of the cardinality vectorv(X) in a nonincreasing order. Observe that when σ = |X| = k, X corresponds to some edge e(X) in G, and v(X) = (v 1 , v 2 , . . . , v π(X) ) essentially means that e(X) has v i endpoints in the i-th subgraph (in a non-increasing order of the cardinalities of intersections). Usually primal cardinality vector v shows up without indicating which set X it corresponds to, and we refer π(v) to the length of v.
The following remark captures the idea we proposed at the beginning of this subsection.
We will write v(e) instead of v(X) when X corresponds to edge e. In this case, abusing the notation slightly, we write χ(v(e)) as the color under χ on edge e, since all edges with the same primal cardinality vector v are in same color. Furthermore, we write χ(v) = c where c is red or blue for assigning all edges with primal cardinality vector v to color c. For any i ∈ [π(X)], v i (X) is the i-th coordinate of v(X).
Remark 2.3. For any non-trivial σ-subset X and any
Proof. The first three bullets are simple cardinality properties. To show that property (iv) holds, let j be the smallest index with v j (Y ) > v j (X). If j = 1, there is no way to fit the largest subset of Y into any subset of X. Else if j > 1, the only way to fit Y j into a subset of X is to swap it with some
Definition 2.4. Given two primal cardinality vectors v 1 and v 2 , define partial order between them as:
If at least one of the inequalities in (i) and (ii) is strict, then v
One can easily show that reflexivity, antisymmetry and transitivity for any partial order hold for ≤ c . Under this definition, with Remark 2.3 and subsets enumeration we can immediately conclude the following:
Given any subset of V , observe that there are at most d different subsets to be intersected with. As a result, given a s-subset, we only concern subsets with primal cardinality vectors in the following set:
Based on Corollary 2.5, we conclude this section with the following corollary:
, the following four statements are equivalent:
2. ∃χ such that ∀p-subset (resp. q-subset) X ⊆ V , ∃k-hyperedge e of X (k) such that χ(e) = blue (resp. red).
Forms of Recurrences
We prove
requires the strongest condition but its proof turns out to be simpler. For forms (1) and (2), we show that to prove recurrence relation on given k and arbitrary p, q, it is sufficient to prove the base case on p and q, i.e., prove the case on p = p 0 , q = q 0 for some constants p 0 , q 0 .
Firstly we show that for a given integer
Proof. The proof relies on Corollary 2.8. Let χ 0 be a (p 0 , q 0 ; k)-coloring fed to Pasting. We have ∀v ∈
Using the same reasoning we get ∀q ≥ q 0 , ∀u ∈ V q (d), ∃v ′ ∈ V k (d) such that v ′ ≤ c v and χ 0 (v ′ ) = red, and the conclusion follows.
Secondly we give the following lemma showing that the induction from the base case to arbitrary p, q also holds for form (2) .
We give the sketch of the proof here, followed by two lemmas to integrate the formal proof.
Proof sketch of Lemma 3.2. The proof contains two parts. First, we need to show that Pasting(k, p 0 , q 0 , p 0 − 1) is successful implies that ∀p ≥ p 0 , Pasting(k, p, q 0 , p − 1) is successful. Then we prove that for arbitrary fixed p, ∀q ≥ q 0 , Pasting(k, p, q, p − 1) is successful. Combining both of these we can conclude the proof.
Proof. By Corollary 2.8, if Pasting(k, p 0 , q 0 , p 0 − 1) is successful, we have that ∃χ 0 such that the following two statements hold:
By induction on p, it remains to prove the inductive step: Pasting(k, p 0 + 1, q 0 , p 0 ) is successful, which is equivalent to that ∃χ 1 such that the following two statements hold:
We prove that any χ 0 satisfies (1) and (2) also satisfies (3) and (4). First we prove that (1) implies (3), then we prove that (2) implies (4). Noticing that p 0 , q 0 ≥ k + 1, otherwise the hypergraph is trivial. So by Remark 2.7 we know that
For the first implication, by Definition 2.6,
In either case we have u ∈ V p 0 (p 0 − 1) and u ≤ c v. Also, by (1) we know that ∃v ′ ∈ V k (k) such that v ′ ≤ c u and χ 0 (v ′ ) = blue, so by transitivity v ′ ≤ c u ≤ c v, we have that χ 0 satisfies (3). For the second implication, since p 0 ≥ q 0 + 1, by Remark 2.7 we have V q 0 (p 0 ) = V q 0 (p 0 − 1) = V q 0 (q 0 ), then (2) is equivalent to (4) .
As a result, χ 1 satisfies (3) and (4), by which we finish the induction and conclude the proof. 2 Conventionally, 1 n is a vector of length n with all coordinates being 1; e i is a vector with the i-th coordinate being 1 and others being 0. Proof. Since p is fixed, by Lemma 3.1 with d = p − 1, we have that Pasting(k, p ′ , q 0 , p − 1) is successful for any p ′ ≥ p, q ≥ q 0 . In particular, the conclusion holds for p ′ = p and any q ≥ q 0 By the proof sketch of Lemma 3.2, with Lemma 3.3 and 3.4 we finish the proof of Lemma 3.2.
Recurrences for Small k
In this section, we give our main results on recurrence relations for small k, followed by their proofs and the relation to the satisfiability problem.
Main Results on
Small k Theorem 1. For any integer p ≥ 6 and q ≥ 5, r 4 (p, q) ≥ 2r 4 (p − 1, q) − 1 holds. Furthermore, if q ≥ 7 then r 4 (p, q) ≥ (p − 1) · (r 4 (p − 1, q) − 1) + 1 holds. Theorem 2. There exists a constant c ≥ 25, such that given integer k ≥ 5 and k ≤ c, for any integer p ≥ k + 2 and q ≥ k + 2, r k (p, q) ≥ (p − 1) · (r k (p − 1, q) − 1) + 1 holds.
Theorem 3.
There exists a constant c ≥ 25, such that given integer k = 9 and 8 ≤ k ≤ c, for any integer
The difference between Theorem 2 and 3 is the base cases of q, which are k + 2 and k + 1 respectively. Note that the right-hand side of the recurrence relation in Theorem 3 on initial values is r k (k + 1, k + 1): the first non-trivial Ramsey number on k-hypergraphs.
Proof Sketch
Before proving the above theorems, we take a detour to revisit Corollary 2.8. We show that Statement 1 in Corollary 2.8 can be interpreted in a slightly different way.
, and G = V (k) as before, the following two statements are equivalent:
must contain a blue edge, because χ i is a (p − 1, q; k)-coloring on V i (k) and X (k) contains some (p − 1)-clique, which cannot be a red clique. Analogously, any q-subset Y intersecting with any V i on more than q − 1 vertices necessarily contains a red edge, because any V i (k) has a (p, q; k)-coloring.
This lemma enables us to consider only a proper subset of the previous primal cardinality vector set, leading to a simpler proof of our theorems. We give a simple proof of Theorem 1, and we prove Theorem 2 and 3 in the next subsection.
Proof of Theorem 1. Firstly we prove that for any integer p ≥ 6 and q ≥ 5, r 4 (p, q) ≥ 2r 4 (p − 1, q) − 1. By Lemma 3.1, it is sufficient to prove that r 4 (6, 5) ≥ 2(r 4 (5, 5) − 1) + 1. We give a (6, 5; 4)-coloring as follows: χ
To prove χ
1 is a (6, 5; 4)-coloring, by Lemma 4.1, we need to check the following:
• ∀v ∈ P 6 (2), ∃v ′ ≤ c v, such that χ
1 (v ′ ) = blue. This is true because P 6 (2) = {(4, 2), (3, 3)}, both ≥ c (2, 2).
• ∀v ∈ Q 5 (2), ∃v ′ ≤ c v, such that χ Thus we proved r 4 (6, 5) ≥ 2r 4 (5, 5) − 1.
Now we need to prove that for any integer p ≥ 6 and q ≥ 7, r 4 (p, q) ≥ (p − 1)(r 4 (p − 1, q) − 1) + 1 by starting with proving the case of p = 6, q = 7. We give a (6, 7; 4)-coloring as following:
The following needs to be checked:
• ∀v ∈ P 6 (5), we have 2 ≤ v 1 ≤ 4, thus either (2, 2) ≤ c v or (2, 1, 1) ≤ c v, which are blue.
• ∀v ∈ Q 7 (5), it must be that either v 1 ≥ 3 and 2 ≤ π(v) ≤ 3 or π(v) ≥ 4. The first case ≥ c (3, 1) and the second case ≥ c (1, 1, 1, 1), which are both red.
By the same reasoning, one can show that χ
2 is also a (7, 7; 4)-coloring and an (8, 7; 4)-coloring. Since now the recurrence relation holds for p = 8, q = 7, we can apply Lemma 3.2 to get ∀p ≥ 8, q ≥ 7, r 4 (p, q) ≥ (p − 1) · (r 4 (p − 1, q) − 1) + 1. Combining all these cases we proved the theorem.
Automated Theorem Proving
The "∃∀" structure of Statement 1 in Lemma 4.1 reminds us of Propositional Logic Satisfiablity (SAT). In fact, a (p, q; k)-coloring χ serves as a certificate of the proof for theorem r k (p, q) ≥ d·(r k (p − 1, q)− 1)+ 1. Thus it is nature to use automated theorem proving instead of proving it by hand. As we saw in the proof of Theorem 1, even the simplest case is time-consuming to verify, regardless of how to find that coloring.
Definition 4.2. A Conjunctive Normal Form (CNF) is a conjunction of clauses, such that each clause is a disjunction of literals, where a literal can be positive of negative variable. A satisfying assignment of CNF is a mapping from all variables to true or false such that every clause has at least one true literal. A SAT solver takes a CNF as input and outputs a satisfying assignment or UNSAT if the CNF is unsatisfiable.
We give the procedure to prove r k (p, q) ≥ d · (r k (p − 1, q) − 1) + 1 for fixed p, q, then Lemma 3.1 and 3.2 can be applied to prove it for arbitrary p, q:
3. Use SAT solver to solve the constructed CNF:
4. If a satisfying assignment α is found, we construct a (p, q; k)-coloring χ as follows: if α(x(u)) = true, set χ(u) := blue; if α(x(u)) = false, set χ(u) := red.
It is easy to show that this procedure is a correct proof when SAT solver returns a satisfying assignment:
So by Lemma 4.1 we proved the recurrence relation holds for p and q.
Proof of Theorem 2 and Theorem 3.
We use the latest version of SAT solver from [LP16] to solve the following two kinds of CNFs:
Our SAT solver returns satisfying assignments on all 5 ≤ k ≤ 25. The satisfying assignment of F 1 is a proof for the recurrence relation of case p = k + 2 and q = k + 2, while that of F 2 is a proof for the case p = k + 3 and q = k + 2. Therefore, by Lemma 3.2 we proved Theorem 2.
We do the same for the CNF corresponding to p = k + 2, q = k + 1 on all 8 ≤ k ≤ 25, and get satisfying assignments on all k except for k = 9 returning UNSAT, thus (with Lemma 3.2) proved Theorem 3.
Given more time on constructing more CNFs on larger k, it is almost sure that lower bound for c in Theorem 3 can be improved. As a result, we give the following conjecture as the c-unbounded version of Theorem 3. 
Recurrences for Arbitrary k
In this section, we give two recurrence relations for arbitrary k. The recurrence forms align with forms (2) and (3) in §3.
Theorem 4. Given even integer k ≥ 4, for any integers
Given odd integer k ≥ 5, for any integers p ≥ k + 2, q ≥ k + 2, the same recurrence relation holds.
Proof. By Lemma 3.1, it is sufficient to prove that r k (k + 2, k + 1) ≥ 2r k (k + 1, k + 1) − 1 holds for even k ≥ 4 and r k (k + 2, k + 2) ≥ 2r k (k + 1, k + 2) − 1 holds for odd k ≥ 5. The rest of the proof is an induction on k. For k = 4, by Theorem 1, the recurrence relation holds. The case of k = 5 is implied by Theorem 2. Assuming the recurrence holds for k, we prove the inductive step on k + 1.
First we deal with the case where k is even. We need to prove that r k+1 (k + 3, k + 3) ≥ 2r k+1 (k + 2, k + 3) − 1. The proof is by constructing a coloring χ (k+1) satisfying Statement 1 of Lemma 4.1. The coloring χ (k+1) is defined as following:
Since u 1 + u 2 = k + 1 is odd, it must be u 1 ≥ u 2 + 1, thus χ (k) (u 1 − 1, u 2 ) is defined. We need to show that the following two conditions hold:
We prove condition (i) holds first. Since (2) . In the inductive step, it is assumed that the case of k holds, we have that
contains a blue edge. We also need to show that condition (ii) holds. By the same reasoning
Finally, we prove the case where k is odd. We need to prove that r k+1 (k + 3, 
Firstly, for any v ∈ P p (d), there are two cases. The first case is that if
The existence of such v ′ can be proved by the following process: 
Combining both we proved the theorem.
Improved Lower Bounds
We summarize some of our improved lower bounds for Ramsey numbers on hypergraphs in this section. Using our Algorithm A.2, a coloring for proving r 4 (5, 5) ≥ 34 can be found (see Appendix A). The subsequent lower bounds can be obtained using the corresponding recurrence relations.
4-hypergraph

5-hypergraph
Before this work, there is no constructive lower bounds for Ramsey numbers on 5-hypergraphs.
Using our Algorithm A.2, a coloring for proving r 5 (6, 6) ≥ 72 can be found, which serves as a certificate of the lower bound. Subsequently, lower bounds for r 5 (p, q) can be calculated using our Theorems 3 and 5.
≥ 6-hypergraph
Previously, there is neither constructive nor recursive lower bounds for Ramsey number on ≥ 6-hypergraphs.
The base case of the recurrence relation is r k (k + 1, k + 1) ≥ r k (k + 1, k) = k + 1. For any k ≥ 6, lower bounds for r k (p, q) can be calculated using our Theorems 2, 3, 4 and 5.
A The Constructive Algorithm
For k-hypergraphs, the first non-trivial Ramsey number r k (k+1, k+1) is at least r k (k+1, k) = k+1, which serves as a lower bound for r k (k + 1, k + 1), and can be fed to our recurrence relation to derive lower bounds for all r k (p, q). But note that there is a straightforward CNF encoding for proving r k (k + 1, k + 1) > N , thus using SAT solver on it might do much better: Each k-hyperedge corresponds to a variable; each (k +1)-clique corresponds to two clauses: the first clause contains k + 1 positive literals, thus must contain a true (blue) variable; the second clause contains k + 1 negative literals, thus must contain a false (red) variable. If CNF corresponding to k-hypergraph on N vertices has a solution, we explicitly found a good coloring, which is a proof.
In this section, we propose a new algorithm for proving r k (k + 1, k + 1) > N based on local search. We give necessary definitions in our local search algorithm, followed by the algorithmic framework. Note that some previous lower bounds are obtained by fairly complex Genetic algorithms [Exo89] , while our local search algorithm is simple and easy to implement.
A.1 Notations in Local Search
We need some additional notations. A satisfied clauses has at least 1 true literal, and a 2-satisfied clause has at least 2 true literals. We use V (F ) to denote all variables appear in CNF F . In local search for SAT, the goal is to minimize the number of unsatisfied clause, thus intuitively one should prefer to flip variable with greater score and greater subscore. However as we will show later in our algorithm, to solve CNF corresponding to theorem proving, one should prefer variable with smaller subscore.
One vital problem in local search is to deal with local optimal, i.e., a point in the solution space with no better point nearby to move to. Two influential strategies in the literature are: (i) Tabu [MSG97] : variables with age fewer than a preset threshold are forbidden to flip, (ii) Configuration checking [CS12] : variables appearing in the same clause are called neighborhood to each other, variables with no neighborhoods flipped since its last flip are forbidden to flip. Unfortunately, both Tabu and Configuration checking fail in theorem proving, because Tabu ignores local structure and Configuration checking never forbids any variable dues to the fact that all variables are neighborhoods to each other (any two hyperedges appear in some clique).
Our key observation is that in a hypergraph, two hyperedges can either share endpoints or not, therefore a mechanism called Neighborhood checking can be defined as follows. 
A.2 Algorithmic Framework
First we define the tie-breaking function H used in our algorithm: return variable with the greatest score; if ties, return one with the smallest subscore; if still ties, return one with the greatest age. We give the
