Abstract. We provide a numerical scheme to approximate as closely as desired the Gaussian or exponential measure µ(Ω) of (not necessarily compact) basic semi-algebraic sets Ω ⊂ R n . We obtain two monotone (non-increasing and non-decreasing) sequences of upper and lower bounds (
Introduction
Given a basic semi-algebraic set (1.1) Ω = { x ∈ R n : g j (x) ≥ 0, j = 1, . . . , m }, for some polynomials (g j ) ⊂ R[x], we want to compute (or more precisely, approximate as closely as desired) µ(Ω) for the standard Gaussian measure on R n :
(1.2) µ(B) = 1 (2π) n/2 B exp(− 1 2 x 2 ) dx, ∀ B ∈ B(R n ), and the standard exponential measure on the positive orthant R n + :
This problem is "canonical" as for a non-centered Gaussian with density exp(−(x− m) T Q(x − m)) (for some real symmetric positive definite matrix Q) or for an exponential measure with density exp(− i λ i x i ) one may always reduce the problem to the above one by an appropriate change of variable. Indeed after this change of variable the new domain is again a basic semi-algebraic set of the form (1.1).
Computing µ(Ω) has applications in Probability & Statistics where the Gaussian measure plays a central role. In full generality with sets Ω as general as (1.1), it is a difficult and challenging problem even for rectangles Ω, e.g.: exp(−(x 2 + y 2 − 2ρ xy)/2(1 − ρ 2 )) dx dy, in small dimension like n = 2 or n = 3. Indeed, citing A. Genz [10] : bivariate and trivariate probability distributions computation are needed for many statistics applications . . . high quality algorithms for bivariate and trivariate probability distribution computations have only more recently started to become available. For instance, Genz [10] describes techniques with high accuracy results for bivariate and trivariate "rectangles" (1.4) using sophisticated techniques to integrate Plackett's formula. Again those efficient techniques takes are very specific as they take advantage of Plackett's formula available for (1.4). Interestingly, a (complicated) formula in closed form is provided in Chandramouli and Ranganathan [6] via the characteristic function method. The case of ellipsoids Ω has been investigated in the pioneering work of Ruben [20] , Kotz et al. [14, 15] when studying the distribution of random variables that are quadratic forms of independent normal variables. Even in small dimension it has important aplications in Astronautics where for instance µ(Ω) can model the probability of collision between two spatial vehicles and must be computed with very good accuracy; see for instance the works by Alfano [1] , Chan [5] , Patera [19] and the more recent [22] which combines Laplace transform techniques with the theory of D-finite functions (see e.g. Zeilberger [21] and Salvy [23] ). In doing so one obtains µ(Ω) as a series with only nonnegative terms so that its evaluation does not involve error prone cancellations. For more details the reader is referred to [1, 5, 19, 22] and the references therein. Other applications in Astronautics and for weapon evaluation require to compute integral of bivariate Normal distributions on convex polygons, a case treated in Didonato et al. [7] where at an intermediate step the authors also evaluate Gaussian integrals on (unbounded) angular regions.
However the techniques developed in the above cited works and in some of the references therein, are not reproducible for more general sets Ω of the form (1.1).
It should be noted that computing exactly the Lebesgue measure of a compact convex set is a very difficult problem in general (even for a convex polytope) and in fact, even approximating the volume of a polytope within some bounds is difficult; on the other hand some probabilistic methods can provide good estimates. For more details on the computational complexity of volume computation the interested reader is referred to the discussion in [13] and the references therein.
Contribution. The goal of this paper is to provide a systematic numerical scheme to approximate µ(Ω) as closely as desired at the price of solving a hierarchy of semidefinite programs 1 of increasing size. To do so we use that computing µ(Ω) is equivalent to solving a linear program on an appropriate space of measures, an instance of the Generalized Problem of Moments. We also use that all moments y = (y α ), α ∈ N n , of µ can be computed efficiently. In fact, the methodology that we propose is valid for any measure µ on R n which satisfies Carleman's condition and whose moments can be computed. (The gaussian and exponential measures being two notable examples of such measures as their moments are available in closed form.)
These two ingredients were already used in Henrion et al. [13] to compute the Lebesgue volume of a compact basic semi-algebraic set Ω as in (1.1), by solving a hierarchy of semidefinite programs. The resulting sequence of optimal values was shown to converge to the Lebesgue volume of Ω. A technique to improve the convergence was also provided in [13] to limit the Gibbs effect present in the initial 1 A semidefinite program is a convex conic optimization problem which can be solved at arbitrary recision (fixed in advance) efficiently, i.e., in time polynomial in its input size; for more details the interested reader is referred to e.g. [2] . and basic version of the numerical scheme. (With this technique the convergence is indeed much faster but not monotone any more.) So the novelty in this paper with respect to [13] is threefold:
• We here consider the Gaussian and exponential measures on R n and R n + respectively, instead of the Lebesgue measure. If the latter is appropriate in applications of computational geometry (e.g. to compute "volumes"), the former are particularly interesting for applications in Probability & Statistics (especially the Gaussian measure which plays a central role). In addition, as already mentioned the method also works for any measure µ on R n which satisfies Carleman's condition and whose moments can be computed. In a few words, we show how from the sole knowledge of moments of such measures µ, one may approximate as closely as desired the measure µ(Ω) of basic closed semi-algebraic sets Ω ⊂ R n .
• We can handle any basic semi-algebraic set Ω of the form (1.1) whereas [13] is restricted to compact ones. Importantly, the method provides two monotone sequences ω d and
In our opinion this is an important feature which to the best of our knowledge is not present in other methods of the Literature, at least at this level of generality.
It is also worth noting that the method also provides a convergent numerical scheme to approximate as closely as desired any (à priori fixed) number of moments of the measure µ Ω , the restriction of µ to Ω (µ(Ω) being only the mass of µ Ω ).
• The acceleration technique described in [13] also applies to our context of the Gaussian measure on non-compact sets Ω. But again the monotone convergence is lost. Therefore we also provide another technique of independent interest to accelerate the convergence of the numerical scheme. It uses Stokes' Theorem for integration which permits to obtain linear relations between moments of µ Ω .
Comptational remarks. As we did in [13] for the compact case and the Lebesgue measure, the problem is formulated as an instance of the the generalized problem of moments with polynomial data and we approximate µ(Ω) as closely as desired by solving a hierarchy of semidefinite programs of increasing size. This procedure is implemented in the software package GloptiPoly 2 which for modelling convenience uses the standard basis of monomials. As the monomial basis is well-known to be a source of numerical ill-conditioning, only a limited control on the output accuracy is possible and so in this case only bounds (ω d , ω d ) with d ≤ 10 for n = 2, 3 are meaningful. Therefore for simple sets like rectangles (1.4) and ellipsoids (with n = 3), in its present form our technique does not compete in terms of accuracy with ad-hoc procedures like in e.g. Genz [10] (rectangles) and the recent [22] (for ellipsoids). However, in view of the growing interest for semidefinite programming and its use in many applications, it is expected that more efficient packages will be available soon. For instance the semidefinite package SDPA [9] has now been provided with a double precision variant basis. For instance when µ is the Gaussian measure one should rather use the basis of Hermite polynomials, orthogonal with respect to µ. Such issues are beyond the scope of the present paper and on the other hand, for very general sets like (1.1) in relatively small dimension, and to the best of our knowledge for the first time, our method can provide relatively good bounds 
) the space of sums of squares (SOS) polynomials (resp. SOS polynomials of degree at most 2d
in the canonical basis and denote by f = (f α ) ∈ R s(d) its vector of coefficients. Finally, let S n denote the space of n × n real symmetric matrices, with inner product A, B = trace AB, and where the notation A 0 (resp. A ≻ 0) stands for A is positive semidefinite.
Let (A j ), j = 0, . . . , s, be a set of real symmetric matrices. An inequality of the form
is called a Linear Matrix Inequality (LMI) and a set of the form {x : A(x) 0} is the canonical form of the feasible set of semidefinite programs. Given a real sequence z = (z α ), α ∈ N n , define the Riesz linear functional
A sequence z = (z α ), α ∈ N n , has a representing measure µ if
Moment matrix. The moment matrix associated with a sequence z = (z α ), α ∈ N n , is the real symmetric matrix M d (z) with rows and columns indexed by N n d , and whose entry (α, β) is just z α+β , for every α,
A measure whose all moments are finite is said to be moment determinate if there is no other measure with same moments. The support of a Borel measure µ on R
If a sequence z = (z α ), α ∈ N n , satisfies Carleman's condition (2.2) and M d (z) 0 for all d = 0, 1, . . ., then z has a representing measure on R n which is moment determinate; see e.g. [18, Proposition 3.5] . In particular a sufficient condition for a measure µ to satisfy Carleman's condition is that exp(c i |x i |)dµ < ∞ for some c > 0.
Localizing matrix. With z as above and g ∈ R[x] (with g(x) = γ g γ x γ ), the localizing matrix associated with z and g is the real symmetric matrix M d (g z) with rows and columns indexed by N n d , and whose entry (α, β) is just γ g γ z α+β+γ , for
If z has a representing measure µ whose support is contained in the set {x :
Let g 0 (x) = 1 for all x ∈ R n , and with a family (g 1 , . . . , g m ) ⊂ R[x] is associated the quadratic module:
and its truncated version
be the convex cone of polynomials (resp. polynomials of degree at most 2d) that are nonnegative on X .
For mored details on the above notions of moment and localizing matrix, quadratic module, as well as their use in potential applications, the interested reader is referred to Lasserre [18] .
2.2.
A basic numerical scheme for upper bounds. Recall that the goal is to compute µ(Ω), where µ is the Gaussian measure in (1.2) or the exponential measure in (1.3) and Ω the basic semi-algebraic set in (1.1). Let y = (y α ), α ∈ N n , be the moments of µ, i.e.,
which are obtained in closed form. Call µ Ω the restriction of µ to Ω, that is:
Let M (R n ) (resp. M (Ω)) be the convex cone of finite (nonnegative) Borel measures on R n (resp. Ω), and consider the new abstract problem:
is the unique optimal solution of (2.6) and φ
Proof. As φ ≤ µ and f ≥ 0 on Ω , we have f dφ ≤ Ω f dµ = f dµ Ω , and so ρ ≤ f dµ Ω . On the other hand, pick (φ * , ν
, to obtain f dφ * = f dµ Ω , which shows that ρ = f dµ Ω , and φ * (Ω) = µ(Ω). Next, as φ + ν = µ every feasible solution is such that φ is absolutely continuous with respect to µ, and hence with respect to µ Ω , denoted φ ≪ µ Ω . In particular, by the Radon-Nikodym theorem [3] , there exists a nonnegative measurable function g on Ω such that
and since φ(B) ≤ µ Ω (B) for all B ∈ B(Ω), it follows that g(x) ≤ 1 almost everywhere on Ω . So suppose that there exists another optimal solution (φ, ν) with f dφ = ρ, that is, f (g − 1)dµ Ω = 0. As f > 0 a.e. on Ω and g ≤ 1 on Ω, this implies µ Ω ({x : g(x) < 1}) = 0. In other words g = 1 a.e. on Ω which in turn implies
Problem (2.6) is an infinite dimensional linear program on an appropriate space of measures and its dual is the following optimization problem:
However neither (2.6) nor its dual (2.7) are tractable. This is why, with d ≥ d 0 := max j d j fixed, we now consider the semidefinite program:
which is a relaxation of (2.6), hence with o d ≥ Ω f dµ for all d. Indeed the constraints on (u, v) in (2.8) are only necessary for u and v to be moments of some measures φ on Ω and ν on R n respectively, such that φ + ν = µ.
Computational complexity. The semidefinite program (2.8) has 2 n+2d n
variables and the matrices
In principle most SDP solvers use interior point methods, considered to be the most efficient. So in view of the present status of state-of-the-art semidefinite solvers, this methodology is still limited to problems in small dimension n (say n ≤ 3, 4). Indeed even though semidefinite programs (SDPs) are convex optimization problems, the computational complexity of interior point methods is still too high to solve large size SDPs on today's computers. For more details on interior point methods, their analysis and refinements, see e.g. [2] and [27] .
Remark 2.2. In case where µ is the exponential measure (1.3) then the support of the measure φ in (2.8) is in fact Ω ∩ supp µ = Ω ∩ R n + , which is the same as replacing Ω with Ω ∩ R n + , i.e., (2.9)
The dual of (2.8) is also a semidefinite program, which in compact form reads:
and as expected, is a strengthening of (2.7). Indeed one has replaced the nonnega-
One main result of this paper is the following: Theorem 2.3. Let µ be as in (1.2) or (1.3). With Ω ⊂ R n as in (1.1) (or as in (2.9) when µ is the exponential measure), assume that both Ω and supp µ \ Ω have nonempty interior and let f ∈ R[x] be strictly positive a.e. on Ω. Then:
(a) Both problems (2.8) and (2.10) have an optimal solution and
Proof. (a) Recall that µ Ω is the restriction of µ to Ω, and let u = (y
, be the moments of µ Ω , up to order 2d. Similarly let v = (y α − u α )), α ∈ N n 2d , be the moments of µ − µ Ω . Hence (u, v) is a feasible for (2.8). In addition, as both Ω and supp µ \ Ω have nonempty interior,
But then p = 0 since it has to vanish on some open set of Ω. 
. Therefore the (closed) feasible of (2.8) is bounded, hence compact, which in turn implies that (2.8) has an optimal solution.
(
be an optimal solution of (2.8). Notice that from the proof of (a) we have seen that |u 
Hence by a standard argument there exists a subsequence d k and two infinite sequences u * = (u * α ) and
, and as the sequence
Then the convergence (2.11) implies that for each fixed k,
0 for all j = 1, . . . , m. Next observe that the moment sequence y of the Gaussian or exponential measure µ satisfies Carleman's condition (2.2) and so µ is moment determinate. But from
i ), we deduce that both u * and v * also satisfy Carleman's condition. This latter fact combined with M k (u * ) 0 and M k (v * ) 0 for all k, yields that u * and v * are the moment sequences of some finite Borel measures φ * and ν * on R n ; see for instance Lasserre [18, Proposition 3
0, for all k, and all j = 1, . . . , m, by Lasserre [17, Theorem 2.2, p. 2494], the support of φ * is contained in Ω. Hence φ * ∈ M (Ω) and ν * ∈ M (R n ). Moreover from (2.12),
and as µ is moment determinate it follows that φ * + ν * = µ. Hence the pair (φ * , ν * ) is feasible for problem (2.6) with value f dφ * = L u * (f ) ≥ Ω f dµ = ρ, which proves that (φ * , ν * ) is an optimal solution of problem (2.6), and so f dφ (ii) We emphasize that the set Ω is not assumed to be compact. So Theorem 2.3 extends the methodology proposed in [13] in two directions: Firstly, we now consider the Gaussian or exponential measure instead of the Lebesgue measure and secondly, we now allow arbitrary (possibly non-compact) basic semi-algebraic sets Ω (whereas in [13] Ω has to be compact) .
(iii) Solving (2.10) has a simple interpretation: Namely when f = 1 one tries to approximate the indicator function x → 1 Ω (x) (= 1 if x ∈ Ω and 0 otherwise) by polynomials of increasing degree. It is well-known that a Gibbs effect occurs at points of the boundary of Ω . So if we choose x → f (x) := m j=1 g j (x) (so that f is continuous, nonnegative on Ω , and vanishes on the boundary of Ω) then the function x → f (x)1 Ω (x) is continuous, hence much easier to approximate by polynomials. For compact sets Ω and the Lebesgue measure µ, it has been observed on [13] that this strategy strongly limits the Gibbs effect and yields drastic improvements on the the convergence to µ(Ω) (but this convergence is not monotone any more).
However, when f = 1 the monotone convergence o d → µ(Ω) as d → ∞ is an important attractive feature of the method because when convergence has not taken place yet, one still has the useful information that µ(Ω) ≤ o d , which is important in some applications.
We next show how even with f = 1 one may still improve the convergence o d → µ(Ω) significantly (and thus still keep a monotone sequence of upper bounds on µ(Ω)). But before we show how to get a converging sequence of lower bounds on µ(Ω) with same techniques.
Lower bounds on µ(Ω).
Recall that if µ is the exponential measure then for practical computation in (2.8) one replaces Ω with Ω := Ω ∩ supp µ = Ω ∩ R n + , that is, Ω is defined in (2.9); see Remark 2.2.
Let Ω c := supp µ \ Ω be the complement of Ω in the support of µ. As µ is absolutely continuous with respect to the Lebesgue measure, the set Ω c can be written as 
which in turn implies (2.18) As a consequence of Theorem 2.3 and Corollary 2.5, we finally obtain: Corollary 2.6. Let Ω be as in (1.1) (or as in (2.9) when µ is the exponential measure) and o d be as in (2.8). If f = 1 then
where
where o d is defined in (2.16).
Why can (2.20) be also potentially interesting? Recall that any optimal solution
Improving convergence
Corollary 2.6 states nothing on the rate of convergence for the sequences (o d ) and (o d ), d ∈ N, of upper and lower bounds on µ(Ω). As already observed in [13] for compact sets Ω and the Lebesgue measure, when f = 1 the convergence appears to be rather slow. On the other hand, if f is positive on Ω and vanishes on ∂Ω the convergence is significantly faster but one looses the non-increasing (resp. nondecreasing) monotonicity of the sequence o d (resp. o d ). Keeping the monotonicity is important because no matter how close to
In this section we show how to improve significantly this convergence while keeping the monotonicity of the sequences of upper and lower bounds. To do this we use Stokes' Theorem for integration and in the sequel, to avoid technicalities, we assume that Ω ⊂ R n is the closure of its interior, i.e., Ω = int(Ω).
3.1. Stokes helps. As we already know in advance that (µ Ω , µ−µ Ω ) is an optimal solution of the infinite-dimensional linear program (2.6), any additional information on the moments of µ Ω will be helpful if when included as additional constraints in the relaxation (2.8), one still has a semidefinite program to solve. Fortunately for basic semi-algebraic sets Ω this is possible. Indeed suppose for the moment that Ω is compact with smooth boundary ∂Ω and let X be some given vector field. Let θ µ be the density of the Gaussian or exponential measure µ and f ∈ R[x] a given polynomial. (In case where µ is the exponential measure then one replaces Ω with Ω ∩ R n + .) By Stokes' Theorem, for every α ∈ N n :
(where n x is the outward pointing normal at x ∈ ∂Ω and σ is the (n − 1)-Hausdorff measure on ∂Ω). In fact the above identity holds even if the boundary is algebraic and not smooth everywhere
4
. Therefore if f ∈ R[x] vanishes on the boundary ∂Ω then
So for instance with X := e i (with e i = (δ j=i ) ∈ R n ) (and since Div(X) = 0):
Equivalently, introduce the polynomials p i,α ∈ R[x], i = 1, . . . , n (of degree d α = deg f + |α| + 1 if µ is the Gaussian measure and d α = deg f + |α| if µ is the exponential measure), defined by:
if µ is the Gaussian measure (1.2) and by
if µ is the exponential measure (1.3). Then we have the equality constraints
which defines a linear constraint on the moments of µ Ω .
3.2.
Extension to non-compact sets Ω. We next show that (3.2) (or, equivalently (3.5)) extends to non-compact semi-algebraic sets Ω. .3),
for every α ∈ N n and i = 1, . . . , n. Similarly, with p i,α ∈ R[x] as in (3.4),
for every α ∈ N n and i = 1, . . . , n.
Proof. We only consider the case of the Gaussian measure as the proof for the exponential measure uses similar arguments. For M > 0 arbitrary, fixed, let B M := {x : x 2 ≤ M 2 } and consider the compact set
4 A generalization of Stokes' Theorem is valid for smooth differential forms (see Whitney [26, Theorem 14A], or Federer [8] ). Such generalization of Stokes' Theorem has already been used in other contexts like e.g. in Barvinok [4] to provide formulae for exponential integrals on polyhedra (hence with "corners" on the boundary).
which is a relaxation of the infinite-dimensional linear program (2.6) (with f = 1). The dual of (3.9) is the semidefinite program:
Again, if µ is the exponential measure (1.3) then Ω is as in (2.9) and so in (3.9) the constraints
Let Ω ⊂ R n be as in (1.1) (or as in (2.9) if µ is the exponential measure) and assume that both Ω and supp µ \ Ω have nonempty interior. Then:
(a) Both problems (3.9) and its dual have an optimal solution and
Proof. (a) follows from an almost verbatim copy of the proof of Theorem 2.3. Concerning (b) it suffices to observe that 
The proof being similar to that of Corollary 2.5 is omitted. So again but now by Theorem 3.2 and Corollary 3.3 one has :
Some numerical experiments
In this section we provide some examples to illustrate the methodology developed in §3. The examples are all 2D-examples as 3D-examples would have required some help for implementation in GloptiPoly. Also and importantly, for simplicity of implementation of the semidefinite programs (3.9) we have chosen to express the moment and localizing matrices M d (z) and M d−dj (g j z) in the standard monomial basis (x α ), α ∈ N n , which is the worst choice from a numerical point of view. Indeed, it is well known that the Hankel-type moment and localizing matrices matrix become rapidly ill-conditioned as their size increases. A much better choice would the basis of Hermite polynomials that are orthogonal with respect to the Gaussian measure on R n (and similarly for the exponential measure). However this would require a non trivial implementation work beyond the scope of the present paper. Nonetheless the 2D-examples provided below already give some indications on the potential of the method since in many cases (but not all) good approximations ω d ≤ µ(Ω) ≤ ω d are obtained with relatively small d (say d = 8, 9 or 10).
4.1.
Numerical experiments for the Gaussian measure. We have considered the Gaussian measures dµ = exp( x 2 /σ 2 ) for the three values σ 2 = 0.5, 0.8, 1. In a first set of experiments we have tested the methodology on some examples of compact sets Ω ⊂ R 2 where we could compute a very good approximate value of µ(Ω) by other methods. For each example we have compared the hierarchy of semidefinite programs (2.8) with the hierarchy (3.9). Then we have tested the two hierarchies on some simple example of non-compact sets Ω ⊂ R 2 for which the value µ(Ω) can be obtained exactly. 
We first show how the formulation (3.9) with f = 1 drastically improves convergence when comparing with the initial formulation (2.8) with f = 1 and f = 1 − g (which vanishes on ∂Ω) for the example where σ = 0.5 and u = (0.5, 0.5). Indeed in Figure  1 one may see that the convergence is very slow for the hierarchy (2.8) with f = 1 (left) whereas it is very fast for the hierarchy (3.9) (right). In Figure 2 For some other value of the parameters σ and u, Figure 3 displays the difference o d − µ(Ω) for the hierarchy (2.8) with f = 1 and ω d − µ(Ω) for the hierarchy (3.9), whereas Figure 4 displays the respective relative errors.
Results obtained for several combinations of the parameters σ and u are displayed in Tables 1, 2 Table 4 show that good approximations can be obtained with relatively small d = 9 when σ ≤ 1. 0.005% 0.006% 0.01% 0.003% 0.001% Table 1 . Values of ω 7 , ω 7 and ǫ 7 := 100(ω 7 − ω 7 )/ω 7 with σ = .5 0.02% 0.02% 0.017% 0.015% 0.028% Table 2 . Values of ω 7 , ω 7 and ǫ 7 := 100(ω 7 − ω 7 )/ω 7 with σ = .8
Non-compact sets Ω ⊂ R 2 . We next provide some examples of non-compact sets Ω ⊂ R 2 and show that the hierarchy (3.9) can still provide good results. Table 4 .
Example 3. Complement of Euclidean balls:
We have first considered evaluating µ(Ω c ) for the complement Ω c := {x : x − u 2 ≥ 1} of the sets Ω considered in Example 1. As the lower bound ω d on µ(Ω) in Example 1 was computed via an upper bound on µ(Ω c ), the results in Table 1, Table 2 and Table 3 clearly indicate that good upper and lower bounds are also obtained for Ω c . Table 5 show that good approximations can be obtained with relatively small d = 9 when σ ≤ 1. Table 5 . Ω = {x : (x − u) T A(x − u) ≤ 1}; non-compact case.
Example 5. Half-spaces: In this example we consider the half-space Ω := {x ∈ R 2 : x 1 + 2x 2 ≥ 1}, and compute the upper and lower bounds ω d and
the results displayed in Table 6 show that good approximations can be obtained with relatively small d = 8 when σ ≤ 1. Table 6 . Ω := {x ∈ R 2 : Table 7 . Ω := {x ∈ R 2 : x 1 + 2x 2 ≤ −0.5; x 1 ≥ −0.8} Table 7 shows that when σ is relatively small then a good approximation can be obtained by using no more than 2d = 20 moments. On the other hand for the cone Ω := {x : x ≥ 0}, even with σ = 0.3 the approximation with d = 10 is rather rough as we have ω 10 = 0.11172 ≥ µ(Ω) ≈ 0.070685 and lower bound being negative is not informative. It seems that this is because the origin (the apex of the cone Ω) is in a region where the density exp(−h) is maximum. In this case higher order moments are needed for a better approximation. This in turn requires some care in solving the associated semidefinite programs (3.9). Indeed, when expressed in the standard monomial basis (x α ), α ∈ N, the moment and localizing matrices in (3.9) become ill-conditioned. An interesting issue of further investigation and beyond the scope of this paper is to consider alternative bases, e.g. the basis of Hermite polynomials which are orthogonal with respect to the Gaussian measure. Table 8 . Table 9 . Ex. 8: Ω = {x ≥ 0 : 3x 1 + x 2 ≤ 1}; compact case.
Non-compact sets.
Example 9. Half-space: Let Ω be the non-compact set {x ∈ R Results for d = 8 are displayed in Table 10 . For d = 9 some numerical instability occured. Table 11 . Ω = {x ≥ 0 : x 1 x 2 ≤ 0.1} and Ω Table  12 show that for the same value of d = 9 the quality of the approximation can be sensitive to data. For instance it is much worse with u = (−0.1, 0.1) than with u = (0, 0) or u = (−0.1, 0.1). u = (0, 0) λ ω 9 ω 9 (ω 9 − ω 9 )/ω 9 ) 8 0.013444 0.012065 11% 9 0.010961 0.009890 10% u = (−0.1, 0.1) λ ω 9 ω 9 (ω 9 − ω 9 )/ω 9 ) 8 0.014877 0.014288 4.1% 9 0.011925 0.011512 3.6% u = (0.1, −0.1) λ ω 9 ω 9 (ω 9 − ω 9 )/ω 9 ) 8 0.009464 0.006009 57% 8 0.007933 0.004929 60% Table 12 . Ω = {x ≥ 0 : (x − u) T A(x − u) ≤ 0.05};
Concluding remarks
We have provided a systematic numerical scheme to approximate the Gaussian or exponential measure µ(Ω) of a class of semi-algebraic sets Ω ⊂ R 2 . In principle µ(Ω) can be approximated as closely as desired by solving a hierarchy of semidefinite programs of increasing size d. Of course the size of the resulting semidefinite programs increases with d. Namely the semidefinite program (3.9) has 2 In particular in such conditions the choice of the monomial basis (x α ), α ∈ N n , in which to express the moment and localizing matrices M d (u), M d (g j u) is not appropriate. At this preliminary validation stage of the methodology it was done for simplicity and easyness of implementation (in order to use the software package GloptiPoly [12] ). To avoid ill-conditionning a more appropriate strategy is to use the basis of Hermite polynomials, orthogonal with respect to the Gaussian measure µ. With such a choice one may expect to be able to solve (3.9) for higher values of d and so obtain better upper and lower bounds.
In any case it is also worth mentioning that even if one is forced to stop the hierarchy (3.9) at a relatively small value of d, one has still obtained a non trivial finite sequence of upper and lower bounds on µ(Ω) for non-trivial (and possibly non-compact) sets Ω.
