Abstract
Introduction
Frequent pattern mining [1] [2] [3] [4] is a key problem of many tasks in data mining [5] [6] also the core association rule mining. The technology of mining frequent patterns [7] [8] in static database is relatively mature, however, with the development of information technology, stream data [9] [10] has appeared in the field of financial markets, communication records, software security and so on, many algorithm use bit vector to overcome the problem of fast arrival and mass storage.
Ramp [11] is proposed to solve the problem that many bit-vector representation approaches are inefficient for small dense datasets, it can be efficient for both sparse and dense datasets for using bit vector and the bit vector projection technique. To decrease the storage space, some algorithms use other structure to perform better. EXiT-B [12] use maximal frequent subtrees, the number of which is much smaller than that of frequent subtrees, it represents all of string node labels of trees by some specified length of bits, significantly simplifies the process of mining maximal frequent subtrees because the fast bitwise operations and the specially devised data structure called PairSet. ItemListFCI [13] for mining closed frequent itemsets in data stream is based on the sliding window model, and uses a ItemList where the transactions and itemsets are recorded by the column and row vectors respectively. The frequent closed itemsets in the sliding window can be identified from the ItemList. Above algorithms can only be applied in static database.
Given the needs of real life, researches has been focused on frequent pattens mining in data streams, the main problems are the single scan of the data stream and the mass storage space. CLIMB [14] is an improved frequent closed itemsets mining method based on traditional stream mining algorithm CFI-Stream with bitmap coding over stream's sliding window. The distinct items are maintained in memory in lexicographic order and each itemset is coded to bit sequence with the order of items, moreover, the bit sequence is split into sections to be recoded to reduce the memory cost. When the threshold of support set is small, the number of frequent itemsets mined by some algorithms is staggering. Frequent closed itemsets is completely contains the information of frequent itemsets and the total number is much smaller than that of frequent itemsets. MFCIDS-BD [15] is based on bit vector and digraph to mine frequent closed itemset in the transaction sliding window over data stream. It uses a bit vector table based data structure, an effective bit sequence representation of items, to dynamically maintain all information over transactions sliding window. It effectively saves the memory and improves the mining speed. The algorithms are all based on bit vectors, but they are all need auxiliary structure, and the mining process is complex, which affects the efficiency.
To mine frequent patterns in data streams more effectively with less storage space and simple mining process which means high efficiency. HB-FPS is proposed. It is an algorithm based on horizontal bit vector, by the idea of grouping, it can directly mine all the frequent 2-itemsets and generates less candidate itemsets, and these reduce the joining times also the scans of the database.
The remaining of the paper is organized as follows. Section 2 introduces the foundational definitions. Section 3 develops HB-FPS algorithm and gives some examples. Section 4 presents the performance study and the theory analysis of the storage space. Section 5 contains the concluding remarks.
Definitions
Let I= {I 1 , I 2 , I 3 ... I n } be a set of items, and I 1  I 2  I 3  ...  I n denotes their specified order. DB= {T 1 , T 2 , T 3 ... T N } is a transaction database. Each transaction T i is a set of items and T i ⊆I. X is an itemset whose support is the count of transactions containing X in DB. X is a frequent itemset if support(X) exceeds a given threshold ζ. If X contains k items, X is a frequent k-itemset.
HB-FPS

Horizontal expression of the transaction database by bit vectors
In online phase, each horizontal expressed transaction is horizontally expressed by bit vectors. Bit value 1 is used to indicate the occurrence of an item, and bit value 0 indicates the opposite. From T i to TN, when a transaction T i comes, if T i contains I j , the j-th bit value of the bit vector for T i is set 1, or the bit value is set 0.
Algorithm 1. Horizontally expressed the database
Example 3.1 Table 1 and Table 2 respectively show the transaction database DB and the transformed bit vectors. Among them, I = {I 1 , I 2 , I 3 , I 4 , I 5 }. 
HB-FPS
In offline phase, HB-FPS mines frequent patterns from the biggest item, and the mining is among the transactions that contain this item. First it mines frequent 2-itemsets, then it generates candidate itemsets and checks their frequency like apriori algorithm, when all the frequent patterns contain this item is mined, mining is moved to the smaller item next to it.
Transaction
Item list HB-FPS mines frequent patterns by item unit. From the biggest item I i , it puts all the transactions contain the item into a set C i and increases the count for I i (line 1-6). If the count for I i exceeds ζ, I i is a frequent item and is put into L (ling7-8), if the column k count for bit value 1 in C i exceeds ζ, I k I i is a frequent 2-itemset (line 10-11), if the number of frequent 2-itemset is more than 2, candidate k-itemsets are generated by frequent (k-1)-itemset according to apriori algorithm (line12-14). Transform the candidate itemset into bit vectors, and check whether the candidate itemset is frequent by And-operation (line15-16). Put the frequent itemsets containing I i into L, and output all the frequent patterns (line17-18).
Example 3.2 Mine frequent patterns in example 3.1 ζ= 2. Take I 5 as an example to mine all the frequent patterns that contain I 5 . First put all the transactions contain I 5 into a set, as Table 3 shows. Then calculate the number of I 5 , the number 2 is more than ζ, and I 5 is a frequent item. Continue to calculate each column for the number of bit value 1, column 1 and column 2 for I 1 , I 2 are 2, 2. I 1 I 5 and I 2 I 5 are frequent. The size of frequent 2-itemset is bigger than 2, so they are connected to generate candidate itemset. And-operation between the bit vector of candidate itemset I 1 I 2 I 5 and other bit vectors in Table 3 are used to check whether I 1 I 2 I 5 is frequent, and I 1 I 2 I 5 is confirmed to be frequent.
When the mining for I 1 is finished, all the frequent patterns are obtained. The result is given as follows. 
Item
Experiments and performance evaluation 4.1 The runtime and scalability
Experiments are performed on a PC with Intel(R) Core(TM) 2.93 GHz CPU and 2G main memory, running on Windows XP. The programs are written in C++. We evaluate the algorithm by both experiments and theory analysis.
Experiments are conducted to evaluate the performance of HB-FPS in runtime and scalability. In the first experiment, dataset T10.I4.D100K is used and the threshold is changed from 0.5% to 1.0%, the runtime is shown in Figure1. In the second experiment, dataset T40.I10.D100K is used and the threshold is changed from 5% to 10%, the runtime is shown in Figure2. As a result, HB-FPS has a high efficiency, which is mainly because its direct mining of frequent 2-itemset, less candidate generation and the fast calculation.
The scalability of generating is also tested by another two experiments. Datasets T10.I4.D100K with threshold 0.5% and T40.I10.D100K with threshold 5% are used when the transaction number grows from 0 to 100k. As is shown in Figure3, we can see the runtime is linear increased when the transaction number becomes larger, this indicates that generating has a good scalability. 
Analysis of storage space
Transactions of the data stream are recorded by bit vectors which can reduce the storage space a lot. The mining starts from the item with the biggest order number and mines the frequent patterns in this item unit, this can make less candidate generation and use less storage during mining. After each completed mining of a unit, HB-FPS moves to the next smaller item, and the column of the mined item can be deleted, and we conclude that HB-FPS has a good performance on storage space.
Conclusion
In this paper, an algorithm HB-FPS based on horizontal bit vector for mining frequent patterns in data streams is proposed. In online phase, it only transforms the transactions into bit vectors according to their items, this satisfies the single scan, time and storage requirement. Then it introduces the group idea, without any other structure, HB-FPS generates less candidate itemsets and reduces the check times. And-operation speeds the mining process, and frequent patterns are growth mined in each group. Experiments result shows that HB-FPS has a good performance in runtime and scalability, it also has a good space overhead.
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