Abstract. This paper presents our first experiments aimed at the automatic selection of the relevant documents for the blind relevance feedback method in speech information retrieval. Usually the relevant documents are selected only by simply determining the first N documents to be relevant. We consider this approach to be insufficient and we would try in this paper to outline the possibilities of the dynamical selection of the relevant documents for each query depending on the content of the retrieved documents instead of just blindly defining the number of the relevant documents to be used for the blind relevance feedback in advance. We have performed initial experiments with the application of the score normalization techniques used in the speaker identification task, which was successfully used in the multi-label classification task for finding the "correct" topics of a newspaper article in the output of a generative classifier. The experiments have shown promising results, therefore they will be used to define the possibilities of the subsequent research in this area.
Introduction
The field of information retrieval (IR) has received a significant attention in the past years, mainly because of the development of World Wide Web and the rapidly increasing number of documents available in electronic form. Recently the Internet has been looked upon as an universal information media, more than the text information source it becomes the multimedia information source. Especially since large audiovisual databases are available on-line, the research in the field of information retrieval extends to the retrieval of speech content.
Experiments performed on the speech retrieval collections containing conversational speech [11] [2] [7] suggest that classic information retrieval methods alone are not sufficient enough for successful speech retrieval, especially when the collections contain speech data in other languages than English. The biggest issue here is that the query words are often not found in the documents from the collection. One cause of this problem is the high word error rate of the automatic speech recognition (ASR) causing the query words to be misrecognized. This problem can be dealt with through the use of ASR lattices for IR. The second cause is that the query words was actually not spoken in the recordings and thus are not contained in the documents. To deal with this issue the query expansion techniques are often used.
One of the possible query expansion methods often used in the IR field is the relevance feedback method. The idea is to take the information from the relevant documents retrieved in the first run of the search and use it to enhance the query with some new terms for the second run of the retrieval. The selection of the relevant documents can be done either by the user of the system or automatically without the human interaction -the method is then usually called the blind relevance feedback. The automatic selection is usually handled only by selecting the first N retrieved documents, which are considered to be relevant.
In this paper we will present the first experiments aimed at the better automatic selection of the relevant documents for the blind relevance feedback method. Our idea is to apply the score normalization techniques used in the speaker identification/verification task [12] [14] , which was successfully used in the multi-label classification task for finding the threshold between the "correct" and "incorrect" topics of a newspaper article in the output of a generative classifier [13] , to dynamically select the relevant documents for each query depending on the content of the retrieved documents instead of just experimentally defining the number of the relevant documents to be used for the blind relevance feedback in advance.
Query Likelihood Model
Language modeling approach [8] was used as the information retrieval method for the experiments, specifically the query likelihood model with an linear interpolation of the unigram language model of the document with an unigram language model of the whole collection. The idea of this method is to create a language model M d from each document d and then for each query q to find the model which most likely generated the query, that means to rank the documents according to the probability P (d|q). The Bayes rule is used:
where P (q) is the same for all documents and the prior document probability P (d) is uniform across all documents, so we can ignore both. We have left the probability of the query been generated by a document model P (q|M d ), which can be estimated using the maximum likelihood estimate (MLE):
where tf t,d is the frequency of the term t in d and L d is the total number of tokens in d. To deal with the sparse data for the generation of the M d we have used the mixture model between the document-specific multinomial distribution and the multinomial distribution of the whole collection M c with interpolation parameter λ. So the final equation for ranking the documents according to the query is:
The retrieval performance of this IR model can differ for various levels of interpolation, therefore the λ parameter was set according to the experiments presented in [5] to the best results yielding value -λ = 0.1.
Query Expansion -Blind Relevance Feedback
Query expansion techniques based on the blind relevance feedback (BRF) has been shown to improve the results of the information retrieval. The idea behind the blind relevance feedback is that amongst the top retrieved documents most of them are relevant to the query and the information contained in them can be used to enhance the query for acquiring better retrieval results. First, the initial retrieval run is performed, documents are ranked according to the query likelihood computed by (3) . Then the top N documents are selected as relevant and the top k terms (according to some importance weight L t , for example tf-idf ) from them is extracted and used to enhance the query. The second retrieval run is then performed with the expanded query.
Since we are using the language modeling approach to the information retrieval, for the terms selection we have used the importance weight defined in [8] :
where R is the set of relevant documents.
In the standard approach to the blind relevance feedback the number of documents and terms is defined experimentally in advance the same for all queries. In our experiments we would like to find the number of relevant documents for each query automatically by selecting the "true" relevant documents for each query to dynamically define the number of top retrieved documents to be used in BRF.
Score Normalization for Relevant Documents Selection
The score normalization methods from the open-set text-independent speaker identification (OSTI-SI) problem were successfully used in the task of the multi-label classification to select the relevant topics for each newspaper article [13] in the output of a generative classifier. This is the same problem as in the information retrieval task, where as the result only the ranked list of documents with their likelihoods is returned. Usually the idea is, that the user of the retrieval system will look though the top N documents and therefore the specific selection of which document is relevant and which not is not needed. On the contrary when the blind relevance feedback is used, the selection of the true relevant documents can be very useful.
This problem is quite similar to the OSTI-SI problem. Similarly as in the speaker identification, the relevant documents selection in the retrieval results can be described as a twofold problem: First, the speaker model best matching the utterance has to be found and secondly it has to be decided, if the utterance has really been produced by this best-matching model or by some other speaker outside the set. The difficulty in this task is that the speakers are not obliged to provide the same utterance that was the system trained on.
The relevant documents selection can be described in the same way: First, we need to retrieve the documents which have the best likelihood scores for the query and second, we have to choose only the relevant documents which really generated the query. The only difference is that we try to find more than one relevant document. The normalization methods from OSTI-SI can be used in the same way, but have to be applied to all documents likelihoods.
Score Normalization Methods
After the initial retrieval run, we have the ranked list of documents with their likelihoods computed by (3) . We have to find the threshold for the selection of the relevant documents. A score normalization methods have been used to tackle the problem of the compensation for the distortions in the utterances in the second phase of the openset text-independent speaker identification problem [12] . In the IR task, the likelihood score of a document is dependent on the content of the query, therefore the beforehand set number of relevant documents is not suitable.
A frequently used form to represent the normalization process [12] can be modified for the IR task:
where P (d R |q) is the score given by the relevant document and P (d I |q) is the score given by the irrelevant document. Since the normalization score log P (d I |q) of an irrelevant document is not known, it has to be approximated.
World Model Normalization
The unknown model d I can be approximated by the collection model M c which was created as a language model from all documents in the retrieval collection. This technique was inspired by the World Model normalization [10] . The normalization score of a model d I is defined as:
Even when we have the likelihood scores normalized, we still have to set the threshold for verifying the relevance of each document in the list. Based on the experiments presented in [13] we have selected only the documents which are better scoring than the collection model and we have defined the threshold as 60% of the normalized score of the best scoring document. The documents which achieved better normalized score are selected as relevant. The threshold selected in this way was experimentally proven to be robust, the change in the range of percents does not influence the result.
Experiments
In this section the experiments with the score normalization method are presented. All experiments were performed on the spoken document retrieval collection.
Information Retrieval Collection
Our experiments were performed on the spoken document retrieval collection that was used in the Czech task of the Cross-Language Speech Retrieval track organized within the CLEF 2007 evaluation campaign [2] . This collection contains automatically transcribed spontaneous interviews (segmented by sliding a fixed-size window over the transcribed text into 22 581 "documents") and two sets of TREC-like topics -29 training and 42 evaluation topics. Each topic consists of 3 fields -<title> (T), <desc> (D) and <narr> (N) (an example of a topic can be seen on Figure 1 ). Both topic sets were used for our first experiments and the queries were created from all terms from the fields T, D and N since is has been shown to achieve better results than when only T and D fields are used [3] . Stop words were omitted from all sets of query terms. All the terms were also lemmatized, since lemmatization was shown to improve the effectiveness of information retrieval in highly inflected languages (as is the Czech language) [1] [9] [3] . For the lemmatization an automatically trained lemmatizer described in [4] [5] was used.
Evaluation Metrics
The mean Generalized Average Precision (mGAP) measure that was used in the CLEF 2007 Czech task was used as an evaluation measure. The measure (described in detail in [6] ) is designed for the evaluation of the retrieval performance on the conversational speech data, where the topic shifts in the conversation are not separated as documents. The mGAP measure is based on the evaluation of the precision of finding the correct beginning of the relevant part of the data.
Results
This section shows the results for our first experiment with score normalization methods. For the standard blind relevance feedback we have chosen the settings used for BRF in the paper dealing with the experiments on this collection [3] -take first 20 documents as relevant and extract 5 terms with the best score for the query enhancement. On the training topic set the experiments with the selection of another number of top retrieved documents to be chosen as relevant for standard BRF was also performed.
As can be seen from the Table 1 , for the training topic set the results for the BRF with the score normalization method used are better than with the standard BRF with the predefined number of documents. For the evaluation topic set the results with the standard BRF are even slightly worse than without BRF, but with the score normalization used, the results are better than without BRF. It can be also seen that the results for the standard BRF are almost the same for different number of documents. This is caused by the fact that for each query different number of documents is relevant. For one query the result for BRF with 10 documents was better than with 30 documents, for another one the other way around. The dynamic number of relevant documents chosen by the score normalization method deals with this problem.
Future Work
Since this were only our first experiments on this subject, there is a lot of future work which can be done. We plan to try different methods for the score normalization from the area of speaker identification task. The score normalization methods can also be tested with another IR method, for example the Vector Space method, where the Rocchio's relevance feedback can be used. We would like to use the score normalization method to dynamically find also the number of irrelevant documents used in Rocchio's relevance feedback formula. We would also like to try the query expansion with the different collection and use the terms extracted from the relevant documents from that collection (selected with the use of score normalization) to enhance the query. The number of terms to be selected for query expansion was chosen the same as used in [3] . We have performed experiments on the training query set for the BRF with score normalization with different number k of terms to be selected, the results can be seen in Table 2 . It can be seen that the number of terms significantly affects the retrieval results. The experiments on how to select this number automatically will also be the subject of our future research. 
Conclusions
This article has shown the first experiments with the use of score normalization method for selection of the relevant documents for the blind relevance feedback in speech information retrieval. The result are showing that with the score normalization better retrieval results can be achieved than with the standard blind relevance feedback with the number of relevant documents set beforehand. We have also confirmed that the blind relevance feedback in any form is very useful in the speech information retrieval.
The retrieval results are for each query the best with different number of documents used (because the number of truly relevant documents is different for each query). In the standard BRF the number of relevant documents is set the same for all the queries, therefore the mean results for the set of queries can not be the best which can be achieved. The use of score normalization methods for the automatic dynamic selection of relevant documents for each query independently solves this problem.
