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Abstract
In this paper, we investigate fast lower bounds for the deterministic one-dimensional bin packing problem.We present two variants
of a general lifting procedure which aims at systematically tightening a given lower bound. We describe several enhancements
which improve the efﬁciency of the proposed procedure. Extensive numerical experiments show that the proposed lifting procedures
consistently improve lower bounds from the literature.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the deterministic one-dimensional bin packing problem (BPP) which might be deﬁned as follows. Given
a set J of n items where each item j (1jn) has a positive integer weight wj , and a set of identical bins of capacity
C (with Cwj for all j = 1, . . . , n), the BPP is to assign each item to exactly one bin in such a way that the cumulated
item weight in each bin does not exceed C and the number of loaded bins is minimal. This problem is NP-hard
in the strong sense [10]. Moreover, there is no hope to ﬁnd any polynomial time BPP heuristic with a worst-case
performance guarantee strictly less than 32 unless P =NP. This negative result is an immediate consequence of the
NP-completeness of the well-known partition problem. For a survey of the main results and solutions procedures that
were developed prior to 1990, the reader might refer to the Chapter 8 of the excellent book of Martello and Toth [12].
During the last decade, various efforts have been devoted to the development of effective local searchmethods [7,1,9],
as well as more or less sophisticated polynomial time approximation algorithms. For an exhaustive survey of this latter
stream of research, the reader is referred to Coffman et al. [3]. However, there might be several practical situations
in which one is interested in investigating the empirical performance of BPP heuristics by resorting to computational
experiments. In this case, the standard measure is the average deviation ratio which is either computed with respect to
the optimal value or to a lower bound. Many exact algorithms have been developed so far for solving the BPP. These
methods include the branch-and-bound algorithms of Martello and Toth [12] and Scholl et al. [13], and the column
generation algorithms of Vance [15], Valério de Carvalho [14], Vanderbeck [16], and Elhedhli and Gofﬁn [6]. However,
not surprisingly, these exact algorithms require a substantial computational effort and fail to solve some hard instances.
Therefore, in order to get an accurate and practical estimate of the empirical performance of approximate algorithms,
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there is a need for computing fast and tight lower bounds. Moreover, a second important motivation for the investigation
of tight bounding strategies is the well-known fact that the quality of the lower bound is of primary importance for the
design of an efﬁcient exact branch-and-bound algorithm.
In this paper, we present an effective lifting procedure which aims at strengthening previously developed lower
bounds. We restrict our attention to lower bounds that can be computed in linear time for presorted items. We provide
empirical evidence of the effectiveness of our procedure andwe show that it yields new fast lower bounds that outperform
lower bounds from the literature. It is worth noting that the concept of lifting procedures has been recently introduced
in Haouari and Gharbi [11] to derive tight lower bounds for a multiprocessor scheduling problem.
The remainder of the paper is organized as follows. In Section 2, we review the best existing linear-time lower
bounds for the BPP. In Section 3, we present a basic lifting procedure which can be used to strengthen the existing
lower bounds. In Section 4, several enhancements of the lifting procedure are discussed. Finally, in Section 5 we present
the results of extensive computational experiments which illustrate the effectiveness of the proposed procedures.
In the sequel, it is assumed that the items are indexed in such a way that w1w2 · · · wn.
2. Lower bounds from the literature
Prior to describing lower bounds from the literature, we recall that given a lower bounding procedureL(.), let OPT(J )
denote the optimal number of bins of a BPP instance J. The worst-case performance ratio r(L) of L(.) is deﬁned to be
r(L) ≡ sup
{
r1 : L(J )
OPT(J )
r for all instances J
}
.
2.1. The trivial bound L1
A simple O(n) bound for the BPP is
L1(J )=
⌈∑
j∈J wj
C
⌉
.
The worst-case performance ratio of L1 is 12 . However, despite its simplicity, it has been found that L1 has a much
better average behavior for instances where the weights are small with respect to the bin capacity.
2.2. The bound L2 of Martello and Toth
A better bound which has been proposed by Martello and Toth [12] can be described as follows. For each integer
w ∈ [0, C/2], the subsets J1(w), J2(w) and J3(w) are deﬁned by
J1(w)= {j ∈ J : C − w<wj },
J2(w)=
{
j ∈ J : C
2
<wj C − w
}
,
J3(w)=
{
j ∈ J : wwj  C2
}
.
Deﬁne LMT (J,w) by
LMT (J,w)= |J1(w)| + |J2(w)| +max
(
0,
⌈∑
j∈J3(w) wj − (|J2(w)|C −
∑
j∈J2(w) wj )
C
⌉)
.
Then a valid lower bound is
L2(J )= max
w∈[0, C2 ]
LMT (J,w).
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Martello and Toth showed that the only relevant values of w are those which correspond to an item weight wj .
Interestingly, this result can be slightly improved as follows.
Proposition 1. Let w1 and w2 denote two consecutive item weights such that C/2<w1<w2. Let w0 =
minC−w2<wj C−w1 wj . Then, LMT (J,w0)=maxC−w2<wC−w1 LMT (J,w).
Proof. First, note that LMT (J,w) = max{|J1(w) ∪ J2(w)|, |J1(w)| + L1(J2(w) ∪ J3(w))} for all w ∈ [0, C/2].
Now, since for each item weight w such that C − w2<wC − w1 we have J1(w) = J1(w0), J2(w) = J2(w0), and
J3(w) ⊆ J3(w0), the result follows. 
Let w¯1, . . . , w¯p denote the set of the distinct item weightswj such thatwj >C/2 sorted according to the decreasing
order. Let w¯0=C and w¯p+1=C/2. For all i= 0, . . . , p deﬁne V i ={wj : C− w¯i <wj C− w¯i+1}. Also, if V i = ∅
then let wi =minw∈V i w. Let V = {w0, . . . , wp}. An immediate consequence of Proposition 1 is the following result.
Corollary 2. L2(J )=maxw∈V LMT (J,w).
Let q denote the number of distinct item weights which are less than or equal to C/2. Corollary 2 improves the result
of Martello and Toth [12] who proposed to consider the q values for the computation of L2. Indeed, we only need to
consider min(p + 1, q) values of w. Which means that at most n/2 values of w need to be considered.
Example 1. Consider the following instancewithn=12,C=32, and the followingweights {2, 3, 6, 7, 8, 10, 11, 15, 19,
21, 25, 28}. We have
w¯0 = 32, w¯1 = 28, w¯2 = 25, w¯3 = 21, w¯4 = 19, w¯5 = 16,
V 0 = {2, 3}, V 1 = {6, 7}, V 2 = {8, 10, 11}, V 3 = ∅, V 4 = {15}.
Therefore, the only values of w that need to be considered in the computation of L2 are 2, 6, 8 and 15.
L2 can be computed in O(n) time once the items are presorted byweight.Moreover,L2 has a worst-case performance
ratio of 23 . This ratio is the best possible for a polynomial time lower bounding procedure for the BPP, unlessP=NP(again, this result is an immediate consequence of theNP-completeness of the partition problem).
It is worth mentioning that L2 could be embedded within the so-called Martello-Toth reduction procedure (MTRP)
to yield a stronger lower bound L3 which runs in O(n3) time (see [12]).
2.3. The class of bounds of Fekete and Schepers L(p)∗
Firstly, for the sake of completeness, we recall that a function u : [0, 1] → [0, 1] is said to be dual feasible if for any
ﬁnite set S of positive real numbers, we have the relation∑
x∈S
x1 ⇒
∑
x∈S
u(x)1.
Fekete and Schepers [8] presented a clever approach to derive a class of lower bounds based on dual feasible functions.
To that aim, they normalize the bin capacity to 1 and the weight of each item j to xj = wj/C. Let u be a dual feasible
function and deﬁne u(J ) as the instance (u(x1), . . . , u(xn)). One can easily check that any lower bound for u(J ) is
also a lower bound for J.
Fekete and Schepers [8] use the two following dual functions u(h) (h ∈ N) and U() ( ∈ [0, 12 ]) to derive lower
bounds for the BPP:
• u(h)(x)= x for x(h+ 1) ∈ N and u(h)(x)= (h+ 1)x 1
h
otherwise.
• U()(x)= 1 for x > 1− , U()(x)= x for x1− , and U()(x)= 0 for x < .
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Using the dual feasible function U(), they introduced the following shorter formulation of L2:
L2(J )= max
∈[0, 12 ]
L1(U
()(J )).
It is worth noting that using Corollary 2 we get L2(J )=max∈V ′ L1(U()(J )), where V ′ = {w/C : w ∈ V } ∪ { 12 }.
Moreover, they proposed tighter lower bounds L(p)∗ (p2) computed in the following way:
L
(p)∗ (J )=max
{
L2(J ), max
2hp
L
(h)
2 (J )
}
,
where L(h)2 (J ) = max∈[0, 12 ] L1(u
h ◦ U()(J )). They show that for any integer p2, L(p)∗ can be computed in time
O(n) for presorted items. Also, they found that L(p)∗ has an asymptoticworst-case performance ratio of 34 , and that L
(2)∗
is equal to the optimal number of bins if xj > 13 for 1jn. At this point, it is worth recalling that prior to the work of
Fekete and Schepers [8], Chen and Srivastava [2] proposed an exact linear-time procedure to solve this particular case.
For the sake of completeness, it is worth mentioning that Dell’Amico and Martello [4] introduced an O(n2) lower
bound. Also, alternative procedures for computing lower bounds include linear programming (LP) relaxation, La-
grangian relaxation (LR), and Lagrangian decomposition (LD). We refer to Elhedhli [5] for a description as well as an
analysis of these lower bounds. In particular, it is shown that the best LR bound (which requires an exponential time)
dominates L2.
3. The basic lifting procedure
3.1. Preliminaries
Deﬁnition 1. A lower bound L(.) is said to be regular if for all S ⊆ J and i, j ∈ J\S such that wiwj , we have
L(S ∪ {i})L(S ∪ {j}).
The two following results immediately hold:
Remark 1. Let L(.) denote a regular lower bound and consider the subsets S = {j1, . . . , j|S|} and S′ = {j ′1, . . . , j ′|S′|}
such that
|S| |S′|,
wjhwj ′h for all h= 1, . . . , |S|.
Then,
L(S)L(S′)
Remark 2. If S ⊆ S′ and L(.) is a regular lower bound, then L(S)L(S′).
Note that all of the bounds that are described in the previous section are regular. In the sequel, we only consider
regular lower bounds. Also, we assume w.l.o.g. that any considered lower bound dominates the trivial bound L1.
3.2. The lifting procedure
Firstly, we restate the following lemma which has been provided by Haouari and Gharbi [11] in a slightly different
form within the context of multiprocessor scheduling.
Lemma 3. If a feasible solution of a BPP with n items ﬁlls up exactly b bins, then there is at least a set of k bins
(1kb) which must contain at least kn/b +min(k, n− n/bb) items.
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Proof. Consider any feasible solution and let i be the number of items packed in bin i (i=1, . . . , b). Assume w.l.o.g.
that 12 · · · b. Two cases have to be considered:
(i) If b−kn/b: that is, the b−k bins withminimum loads contain at most (b−k)n/b items. Thus, the remainder
k bins contain at least n− (b − k)n/b = kn/b + n− n/bb items.
(ii) If b−kn/b + 1: then, the k bins with highest loads contain at least k(n/b + 1)= kn/b + k items. 
Given a BPP instance deﬁned on a set J of n items, and m a lower bound on its optimal solution. Deﬁne for each
k = 1, . . . , m− 1
(k,m, n)= k
⌊ n
m
⌋
+min
(
k, n−
⌊ n
m
⌋
m
)
.
Let Sm,kn ⊂ J denote the set of the (k,m, n) lightest items in J. An immediate consequence of Lemma 3 is the
following lifting lemma which offers a practical alternative for improving a given lower bound L.
Lemma 4. Let L(.) denote a given lower bound andm=L(J ). If L(Sm,kn )> k for some k= 1, . . . , m− 1 thenm+ 1
is a valid lower bound for J .
Proof. Assume that the n items can be ﬁlled into m bins. Since L(Sm,kn )> k, then the (k,m, n) lightest items cannot
be ﬁlled into k bins. That is, there is no set of (k,m, n) items that could be ﬁlled into k bins. Which contradicts
Lemma 3. 
It is worth noting that a valid relaxation is obtained if a subset of J is considered. Therefore, a valid lower bound
can be computed by applying Lemma 4 to every subset of J . However, we do not need to consider all of the possible
subsets. Indeed, by virtue of the regularity property, the subset of the l heaviest items clearly dominates any subset of J
of cardinality l. Let Sm,kl denote the set of the (k,m, l) lightest items chosen among the l heaviest ones of J (1 ln).
The following lemma immediately holds:
Lemma 5. Let L denote a regular lower bound andm=L(J ). IfL(Sm,kl )> k for some k=1, . . . , m−1 and l=1, . . . , n
then m+ 1 is a valid lower bound for J .
Based upon these results, a possible way to improve a given lower bound L(.) is to solve the following optimization
problem:
Find the minimal value of m satisfying :
L(J )m
L(S
m,k
l )k for k = 1, . . . , m− 1; l = 1, . . . , n
m integer
(P)
The following iterative procedure solves (P) exactly and requires a polynomial number of computations of L(.).
Basic lifting procedure
Input: a BPP instance J with n items and a regular lower bounding procedure L(.)
Output: an improved lower bound L¯(J )
1. Set m= L(J )
2. For k = 1, . . . , m− 1 do
3. For l = 1, . . . , n do
4. If L(Sm,kl )> k then set m=m+ 1 and go to 1
5. End (for)
6. End (for)
7. Set L¯(J )=m
It is easy to check that L¯(J ) requires a polynomial number of computations of L(.). Indeed, for each value of
m (L(J )mL¯(J )), we have to consider at mostm−1 values of k, and for ﬁxedm and k, we have to consider at most
n values of l. That is, this straightforward way to solve (P ) requires
∑L¯(J )
m=L(J ) n(m− 1)=O(n3) computations of L(.).
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In the following, we present several results which aim at reducing the complexity of the above procedure. Indeed,
we prove that the computation of L¯(.) requires O(n) computations of L(.).
4. Enhancements of the basic lifting procedure
4.1. Reducing the number of considered subsets
Lemma 6. The only values of l that have to be considered in the computation of L¯ are those such that l = m + k,
where 1(n− k)/m.
Proof. It sufﬁces to prove that, for a given , we have L(Sm,km+k)L(S
m,k
m+h) for all h= 0, . . . , m− 1. For hk, we
have Sm,km+h ⊆ Sm,km+k and the result immediately holds by virtue of Remark 2. For h>k, we have Sm,km+k = {n− m−
k + 1, . . . , n− m+ k} and Sm,km+h = {n− m− h+ 1, . . . , n− m− h+ k + k}. The result holds by Remark 1.
Note that, for = 0, the lower bound L(Sm,kl ) is trivially less than or equal to k = |Sm,kl | and therefore need not to
be considered in the computation of L¯. 
4.2. Performing large improvements
Lemma 7. Assume that L(Sm,km+k) − k = k > 0 for some  min{k − 1, (n − k)/(m + 1)}, then a valid lower
bound for J is min{(n− k)/ + 1,m+ (k)/}.
Proof. It sufﬁces to prove that, if some m′ such that m + 1m′ min{(n − k)/,m + k/ − 1} exists, then
m′ + 1 is a valid lower bound for J . First, since m′(n − k)/, then (n − k)/m′ and therefore the subset
S
m′,k
m′+k exists. Note also that S
m′,k
m′+k ∩ Sm,km+k = ∅. Indeed, we have |Sm,km+k| = k+ kL(Sm,km+k). Thus, kk/
and m′m+ k − 1m+ k + (k − 1)/. That is, n− m− k + 1n− m′ + k <n− m+ k.
Now, assume that the k+k items of Sm′,km′+k can be packed in k bins. Then, a feasible solution can be constructed for
S
m,k
m+k by packing each item of the (m′−m) ones of Sm,km+k\Sm
′,k
m′+k in a new bin, and removing those of S
m′,k
m′+k\Sm,km+k .
The corresponding number of bins is less than or equal to k + (m′ −m)k + (k/ − 1)< k +k =L(Sm,km+k).
Which is absurd. Therefore, by Lemma 5, m′ + 1 is a valid lower bound for J .
It is worth noting that a necessary condition for the existence of m′ is m+ 1 min{(n− k)/,m+ k/ − 1}.
Which yields the condition  min{k − 1, (n− k)/(m+ 1)}. 
Example 2. Consider the instance with n= 24 and C = 100, where the weights are
{38, 46, 52, 52, 54, 58, 58, 60, 60, 62, 62, 62, 62, 66, 66, 67, 67, 67, 67, 67, 69, 69, 74, 77}.
We have L1(J ) = 1482/100 = 15. Let m = 15, k = 5 and  = 1. We have (k,m, m + k) = 10, Sm,km+k =
{54, 58, 58, 60, 60, 62, 62, 62, 62, 66} and k = L1(Sm,km+k)− k = 604/100 − 5= 2. Since  min{k − 1, (n−
k)/(m+ 1)} = 1, then a valid lower bound is
min
{⌊
n− k

⌋
+ 1,m+
⌈
k

⌉}
=min{20, 17} = 17.
The following lemma shows that a larger improvement could be reached if the particular subset Sm,kn is considered.
Lemma 8. If L(Sm,kn ) − k = k > 0 then a valid lower bound for J is (n − k)/(k/k − 1) + k + 1, where
k = (k,m, n)− k + 1.
Proof. First, we show that if (k,m′, n)k for some m′>m, then m′ + 1 is a valid lower bound for J . Assume
that the (k,m′, n) items of Sm
′,k
n can be packed in k bins. Then, the (k,m, n) ones of Sm,kn can be packed in
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Fig. 1. The plot of kn(.).
(k,m, n)− (k,m′, n)+ k bins. Which is absurd since L(Sm,kn )= k + k = (k,m, n)− k + 1+ k > (k,m, n)−
(k,m′, n)+ k. Therefore, by Lemma 4, m′ + 1 is a valid lower bound for J . In particular, if m¯ denotes the maximal
value of m′ such that (k,m′, n)k , then m¯ + 1 is a valid lower bound for J . Consider the continuous function
kn(x)= (k, x, n)= kn/x +min{k, n− n/xx}. We have:
kn(x)=


k(+ 1) if n
+ 1 <x
n− k

k+ n− x if n− k

x n

( ∈ N).
As it can be deduced from the plot of kn(.) (see Fig. 1), we have m¯= (n− k)/(k/k − 1) + k. 
Example 3 (cont.). Form=15 and k=5, we have (k,m, n)=10 and Sm,kn ={38, 46, 52, 52, 54, 58, 58, 60, 60, 62}.
Thus,k=L1(Sm,kn )−k=6−5=1 and k=10. A valid lower bound is therefore (n−k)/(k/k−1)+k+1=20.
4.3. Reducing the computational burden
Lemma 9. Let L denote a regular lower bound and m= L(I). Then,
L(Sm,kn )L(Sm
′,k
n ) for all m′>m and 1km− 1.
Proof. It sufﬁces to observe that, for any k (1km− 1), kn(.) is a nonincreasing function. 
Lemma 10. Let L denote a regular lower bound and m= L(I). Then,
L(S
m,k
m+k)L(S
m′,k
m′+k) for all m
′>m, 1km− 1 and 1
⌊
n− k
m
⌋
.
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Proof. For any k (1km− 1) and  (1(n− k)/m), we have
S
m,k
m+k = {n− m− k + 1, . . . , n− m+ k},
S
m′,k
m′+k = {n− m′ − k + 1, . . . , n− m′ + k}.
The result follows by Remark 1. 
An immediate consequence of the above lemma is that if, for given k, m and , we have L(Sm,km+k)k, then  has
not to be considered for larger values of m in the computation of L¯(J ). Moreover, assume that, for given k and m, we
have L(Sm,kn )k and L(Sm,km+k)k for all 1(n− k)/m, then k has not to be considered for larger values of m
in the computation of L¯(J ).
4.4. Synthesis of the enhanced lifting procedure
A pseudo-code description of the enhanced lifting procedure is the following:
Initialization
1. Set m= L(J ) and k = 1
Begin (main loop)
2. While km− 1, do
Begin (loop 1)
3. Compute k = L(Sm,kn )− k
4. If k > 0 then
5. Set k = (k,m, n)− k + 1 and m=
 n− k⌈
k
k
⌉
− 1
+ k + 1
6. Go to 3
End (loop 1)
7. Set = 1
Begin (loop 2)
8. While 
⌊
n−k
m
⌋
do
9. If wn−m−k+1> C2 then set k = k
10. Else, set k = L(Sm,km+k)− k
11. If k > 0 then
12. If  min
{
k − 1,
⌊
n−k
m+1
⌋}
then set m=min
{⌊
n−k

⌋+ 1,m+ ⌈k ⌉}
13. Else, set m=m+ 1
14. Go to 8
15. Set = + 1
16. End (while)
End (loop 2)
17. Set k = k + 1
18. End (while)
End (main loop)
19. Set L¯(J )=m.
At each iteration of the main loop, a value of k is ﬁxed. In loop 1, we compute the minimal value of m such that
L(S
m,k
n )k. In loop 2, we compute the minimal value of m such that L(Sm,km+k)k for all (n − k)/m. It is
worth noting that loop 1 is aimed to accelerate the convergence of the procedure by performing large steps (Lemma 8).
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Also, if all the items of Sm,km+k are heavier than C/2, then the procedure can be strengthened by considering the optimal
number of bins |Sm,km+k| = k + k, instead of L(Sm,km+k) (see line 9).
Lemma 11. If, for presorted items, the computation of L(Sm,kl ) requires O(f (n)) time, then L¯(J ) can be computed
in O(nf (n)) time.
Proof. There are L¯(J )− 1 iterations in the main loop. For a given k, deﬁne by m0k the value of m at the beginning of
loop 1, by m1k the value of m at the beginning of loop 2, and by m
2
k the value of m at the end of loop 2. We have
m01 = L(J ),
m0k =m2k−1 for all k2,
L¯(J )=m2
L¯(J )−1.
Also, for given k and , deﬁne by m0k, the value of m at line 9 and by m1k, the value of m at line 15. We have
m0k,1 =m1k ,
m0k, =m1k,−1 for all 2,

⌊
n− k
m0k,
⌋
.
Let k = (n− k)/m2k denote the largest value of  in loop 2. We have m2k =m1k,k .
Denote by 	1(k) and 	2(k) the number of iterations required by loop 1 and loop 2, respectively, and by 	(k) the
number of iterations required from line 9 to line 15. Clearly, we have
	1(k)m1k −m0k + 1,
	(k)m1k, −m0k, + 1.
Moreover, we have
	2(k)=
k∑
=1
	(k)

k∑
=1
(m1k, −m0k, + 1)
=
k∑
=2
(m1k, −m1k,−1)+m1k,1 −m0k,1 + k
=m1
k,k −m0k,1 + k
=m2k −m1k + k .
That is,
	1(k)+ 	2(k)m2k −m0k + k + 1.
210 M. Haouari, A. Gharbi /Discrete Optimization 2 (2005) 201–218
Note that the whole number of iterations is K =∑L¯(J )−1k=1 (	1(k) + 	2(k)). Each of these K iterations is computed in
O(f (n)) time. That is, the computation time of the procedure is O(Kf (n)). We have
K =
L¯(J )−1∑
k=1
(	1(k)+ 	2(k))

L¯(J )−1∑
k=1
(m2k −m0k + k + 1)

L¯(J )−1∑
k=2
(m2k −m2k−1)+m21 − L(J )+
L¯(J )−1∑
k=1
⌊
n− k
m2k
⌋
+ L¯(J )− 1
m2
L¯(J )−1 +
L¯(J )−1∑
k=1
⌊
n− k
m2k
⌋
+ L¯(J )
2L¯(J )+
L¯(J )−1∑
k=1
n− k
m2k
2L¯(J )+
L¯(J )−1∑
k=1
n
L(J )
= 2L¯(J )+ n
L(J )
(L¯(J )− 1)
2n+ L¯(J )
L(J )
n.
Since L(J )L1(J ), then
L¯(J )
L(J )
 L¯(J )
L1(J )
 m
∗
L1(J )
2.
Therefore,
K4n.
On the other hand, the minimal number of iterations occurs when L(J ) = L¯(J ). In this case, loop 1 is performed
L(J )− 1 times and loop 2 is performed at least one time (this occurs when n=L(J )+ 1). That is, KL(J )=O(n)
and the result holds. 
Remark 3. In case whereC/3<wn−m−k+1C/2, the lifted bound might be strengthened by computing the optimal
number of required bins L(2)∗ (Sm,km+k) instead of L(S
m,k
m+k).
The computation of this latter variant of L¯(J ), hereafter denoted by L(J ), requires O(n max{f (n), n}) time.
4.5. Worst-case performance
Lemma 12. Let L(.) denote a regular lower bounding procedure which can be computed in polynomial time. Then,
r(L¯)= r(L)= 23 unless P=NP.
Proof. It sufﬁces to prove that r(L¯) 23 . To that aim, let J0 = {j ∈ J : wj >C/2} and m = L(J ). Martello and
Toth [12] prove that max{L1(J ), |J0|} 23OPT(J ). Since we have L¯(J )mL1(J ), then it sufﬁces to prove that if
|J0|>m then L¯(J ) |J0|. Note that if |J0|>m thenwn−m >C/2. Hence, in the computation of L¯(J ) (cf. line 9), since
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k = 1 for  = k = 1 then m is adjusted to m + 1 (cf. line 13). Clearly, the process is reiterated until m |J0| holds.
Therefore, L¯(J ) |J0|. 
4.6. Efﬁcient implementations
In this section, we present speciﬁc results aimed at efﬁciently implementing the lifted lower bounds L¯1, L¯2 and L¯(p)∗ .
4.6.1. Efﬁcient implementation of L¯1
Proposition 13. The computation of L¯1(J ) requires O(n) time for presorted items.
Proof. Let F(0)= 0 and F(j)=∑jh=1wh = F(j − 1)+ wj for j = 1, . . . , n. Then, L1(J )= F(n)/C and
L1(S
m,k
l )=
⌈
F(n− l + (k,m, l))− F(n− l)
C
⌉
which can be computed in O(1) time. The result follows from Lemma 11. 
Interestingly, the computation burden of L¯1(J ) can be slightly improved using the following lemma:
Lemma 14. Let f (k)=∑(k,m,n)j=1 wj/C − k, 
= n− n/mm and k∗ = arg max1km−1 f (k). Then
k∗ ∈
{ {1,m− 1} for 
 ∈ {0, 1},
{1, 2,m− 1} for 
= 2,
{1, 
− 2, 
− 1, 
,m− 1} for 
3.
Proof. Let g(k)= f (k + 1)− f (k). It sufﬁces to prove that
g(k + 1)− g(k)0 on
{ [1,m− 1] for 
= 0,
[
,m− 1] for 
 = 0,
[1, 
− 2] for 
3.
(i) 
= 0: for all 1km− 1, we have
g(k + 1)− g(k)=
(k+2) nm∑
j=(k+1) nm+1
wj
C
−
(k+1) nm∑
j=k nm+1
wj
C

⌊
n
m
⌋
C
(
w(k+1) nm+1 − w(k+1) nm
)
0.
(ii) 
 = 0: for all 
km− 1, we have
g(k + 1)− g(k)=
(k+2) nm+
∑
j=(k+1) nm+
+1
wj
C
−
(k+1) nm+
∑
j=k nm+
+1
wj
C

⌊
n
m
⌋
C
(
w(k+1) nm+
+1 − w(k+1) nm+

)
0.
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(iii) 
3: for all 1k
− 2, we have
g(k + 1)− g(k)=
(k+2) nm+k+2∑
j=(k+1) nm+k+2
wj
C
−
(k+1) nm+k+1∑
j=k nm+k+1
wj
C

⌊
n
m
⌋+ 1
C
(w(k+1) nm+k+2 − w(k+1) nm+k+1)
0. 
It is worth noting that f (k∗)0 is equivalent to L1(Sm,kn )k for all k = 1, . . . , m − 1. Therefore, an immediate
consequence of the above lemma is that, for the computation of L¯1(J ), the only values of k that need to be considered
in loop 1 are those of k∗. Furthermore, a similar result could be used for computing L¯2(J ) and L¯(p)∗ (J ). Indeed, Lemma
14 remains valid if f (k)=∑(k,m,n)j=1 U(wj/C), where U(.) is a nondecreasing function.
4.6.2. Efﬁcient implementation of L¯2
It is worth noting that sinceL2(J )=maxw∈V LMT (J,w), then loop 1 and loop 2 can bemore efﬁciently implemented
in the computation of L¯2(J ). To that aim, we compute k = LMT (Sm,kl , w) − k for each w ∈ V ∩ Sm,kl instead of
k =L2(Sm,kl )− k. In this section, we show how the number of considered values of w could be signiﬁcantly reduced.
First, since LMT is regular, then for all w ∈ V and all S ⊆ J , we have LMT (S,w)LMT (J,w). Therefore, for any
ﬁxed value of k, the values of w such that LMT (J,w)k need not to be considered.
Let Vm,kl = {j ∈ Sm,kl : wj ∈ V,wj−1<wj }. The following three propositions provide further results in order to
reduce the number of considered values of w.
Proposition 15. For all ′, m′m and j ∈ Vm,km+k ∩ Vm
′,k
′m′+k , we have LMT (S
m′,k
′m′+k, wj )LMT (S
m,k
m+k, wj ).
Proof. Let j0 denote the maximal index in J satisfyingwj0C−wj . For all j ∈ Vm,km+k ∩Vm
′,k
′m′+k , 
′, andm′m,
we have
LMT (S
m,k
m+k, wj )=


min{j0,n−(m−k)}∑
h=j
wh
C

+max{0, n− (m− k)− j0}



min{j0,n−′(m′−k)}∑
h=j
wh
C

+max{0, n− ′(m′ − k)− j0}
=LMT (Sm′,k′m′+k, wj ). 
Note that by virtue of Corollary 2, we have L2(Sm,kl ) = maxj∈{n−l+1}∪Vm,kl LMT (S
m,k
l , wj ). An immediate conse-
quence of Proposition 15 is that if, for given k, we have LMT (Sm,km+k, wj )k, then wj has not to be considered (in
loop 2) for larger values of  and m.
Also, since
LMT (S
m,k
m+k, wj )=
⌈
F(min{j0, n− (m− k)})− F(j − 1)
C
⌉
+max{0, n− (m− k)− j0}
(where F(.) is deﬁned in the proof of Proposition 13), then LMT (Sm,km+k, wj ) can be computed in O(1) time.
Proposition 16. For all m′m and j ∈ Vm,kn ∩ Vm′,kn we have
LMT (S
m′,k
n , wj )LMT (Sm,kn , wj ).
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Proof. The proof of this proposition is similar to that of Proposition 15. 
Hence, if LMT (Sm,kn , wj )k holds for a given k, thenwj has not to be considered (in loop 1) for larger values ofm.
Proposition 17. Consider an item j ∈ Vm,km+k such that wj C − wn−(m−k), then
LMT (S
m,k
m+k, wn−m−k+1)LMT (S
m,k
m+k, wj ).
Proof. For all w ∈ V , deﬁne by
J ′1(w)= J1(w) ∩ Sm,km+k ,
J ′2(w)= J2(w) ∩ Sm,km+k ,
J ′3(w)= J3(w) ∩ Sm,km+k .
We have LMT (Sm,km+k, wj ) = max{|J ′1(wj ) ∪ J ′2(wj )|, |J ′1(wj )| + L1(J ′2(wj ) ∪ J ′3(wj ))}. The result follows since
J ′1(wj )= J ′1(wn−m−k+1)= ∅, J ′2(wj )= J ′2(wn−m−k+1) and J ′3(wj ) ⊆ J ′3(wn−m−k+1). 
Using Proposition 17, we only need to consider the values of wj (j ∈ Vm,km+k) such that wj >C − wn−(m−k).
4.6.3. Efﬁcient implementation of L¯(p)∗
It is worth noting that L¯(p)∗ (J )=max{L¯2(J ),max2hp L¯(h)2 (J )} can be computed in a similar way than L¯2(J ) by
replacingLMT (Sm,kl , w) byL
h
FS(S
m,k
l , w)=L1(uh◦U(w/C)(Sm,kl )) in the computation of L¯(h)2 (J ). Indeed, Propositions
15–17 are valid for L(h)2 for all h= 2, . . . , p.
Moreover, in the computation of L¯(h)2 (J ) (2hp), the value of m can be initialized to max{L(h)2 (J ), L¯(h−1)2 (J )}
(where L¯(1)2 (J )= L¯2(J )).
Proposition 18. Let mL¯(2)∗ (J ). If wn−m−k+1>C/3, then L(h)2 (Sm,km+k)k for all h> 2.
Proof. Note that for mL¯(2)∗ (J ), we have L(2)∗ (Sm,kl )k for all km − 1 and ln. If wn−m−k+1>C/3, then all
the item weights of Sm,km+k are larger than C/3. Thus,
L
(h)
2 (S
m,k
m+k)OPT(S
m,k
m+k)= L(2)∗ (Sm,km+k)k for all h> 2. 
A practical consequence of Proposition 18 consists in considering only the values of  such that wn−m−k+1C/3
in the computation of L¯(h)2 (J ) (h> 2).
Proposition 19. L¯(p)∗ (J )= L
(p)
∗ (J ) for p2.
Proof. Trivially, we have L¯(2)∗ (J ) = L
(2)
∗ (J ). Also, for all mL¯
(2)∗ (J ), km − 1 and ln we have L(2)∗ (Sm,kl )k.
Therefore, computing L(2)∗ (Sm,km+k) − k in the case where wn−m−k+1>C/3 yields no improvement of m in the
computation of L¯(h)2 (J ) (h> 2). That is, L¯
(h)
2 (J )= L
(h)
2 (J ) for h> 2. 
214 M. Haouari, A. Gharbi /Discrete Optimization 2 (2005) 201–218
5. Computational results
In order to assess the effectiveness of the proposed lifting procedures, we performed computational experiments on
two classes of instances randomly generated as described below:
Class 1: The problems are generated in a similar way as the hardest instances described in Fekete and Schepers [8].
The number of items as well as the bin capacity are set equal to 100. The weights are drawn from the discrete uniform
distribution on [20,K], whereK ∈ {80, 70, 60, 50, 40, 35, 30}. For each value ofK , 100 instances are generated. The
difﬁculty of deriving good lower bounds for these instances comes from the fact that there are neither “small” nor
“large” items.
Class 2: The problems are generated in a similar way as some hard instances described in Chen and Srivastava
[2]. The number of items is set equal to 50, 100, 200, 500 and 1000. The bin capacity is set equal to 120 and 150.
The weights are drawn from the truncated normal distributions N(50, 100) and N(60, 64). For each combination, 20
instances are generated.
All the computational experiments were carried out on a Pentium IV 2.8GHz Personal Computer with 1GB RAM.
For each lower bound L ∈ {L1, L2, L(20)∗ }, we evaluated the effectiveness of the lifting procedures by providing for
each lifted version L′ ∈ {L¯, L}:
Imp:The percentage of instances where L′>L.
Tgap:The total absolute gap L′ − L.
Mgap:The maximum absolute gap.
A summary of the results is displayed in Tables 1–3 . We see from these tables that the lifted bounds often strictly
dominates the original ones. More interestingly, although the bounding procedure of Fekete and Schepers is known to
perform remarkably well, the proposed lifting procedures were able to yield even tighter bounds. Indeed, we found that
L¯
(20)∗ >L(20)∗ for 4% of the instances of Class 1 (28 out of 700), and 43% of the instances of Class 2 (173 out of 400).
In addition, we investigated the tightness of the lifted bounds by computing for each lower bound L:
Tight:The percentage of instances where L yields the maximal lower bound (namely, L¯(20)∗ ).
Gap:The maximum absolute gap L¯(20)∗ − L.
The results are reported in Tables 4–6 . We observe that even when the original bound is rather poor, the lifted
one often equals L¯(20)∗ . For instance, Tables 5 and 6 show that for large-sized problems of Class 2 (n500) with
Table 1
Effectiveness of the lifting procedures on Class 1
[20,80] [20,70] [20,60] [20,50] [20,40] [20,35] [20,30]
L1 Imp 54 8 0 14 0 11 3
Tgap 166 18 0 14 0 11 3
Mgap 11 4 0 1 0 1 1
L2 Imp 0 0 0 14 0 11 3
Tgap 0 0 0 14 0 11 3
Mgap 0 0 0 1 0 1 1
L
(20)
∗ Imp 0 0 0 14 0 11 3
Tgap 0 0 0 14 0 11 3
Mgap 0 0 0 1 0 1 1
L1 Imp 78 16 0 14 0 11 3
Tgap 242 26 0 14 0 11 3
Mgap 11 4 0 1 0 1 1
L2 Imp 10 0 0 14 0 11 3
Tgap 12 0 0 14 0 11 3
Mgap 2 0 0 1 0 1 1
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Table 2
Effectiveness of the lifting procedures on Class 2 with C = 120
n N(50,100) N(60,64)
50 100 200 500 1000 50 100 200 500 1000
L1 Imp 75 95 100 100 100 55 55 80 70 70
Tgap 20 45 93 201 431 34 38 79 66 112
Mgap 2 5 7 12 26 5 7 13 13 16
L2 Imp 75 95 100 100 100 0 5 5 5 5
Tgap 20 45 93 201 431 0 1 1 1 2
Mgap 2 5 7 12 26 0 1 1 1 2
L
(20)
∗ Imp 60 90 90 100 100 0 0 0 0 0
Tgap 13 22 48 126 275 0 0 0 0 0
Mgap 2 2 5 9 18 0 0 0 0 0
L1 Imp 75 95 100 100 100 85 95 100 95 100
Tgap 20 45 93 201 431 41 59 102 107 186
Mgap 2 5 7 12 26 5 8 13 19 18
L2 Imp 75 95 100 100 100 5 5 25 45 55
Tgap 20 45 93 201 431 1 1 5 10 16
Mgap 2 5 7 12 26 1 1 1 2 2
Table 3
Effectiveness of the lifting procedures on Class 2 with C = 150
n N(50,100) N(60,64)
50 100 200 500 1000 50 100 200 500 1000
L1 Imp 5 0 5 5 0 100 100 100 100 100
Tgap 1 0 1 1 0 54 118 225 574 1147
Mgap 1 0 1 1 0 4 7 12 33 61
L2 Imp 5 0 5 5 0 100 100 100 100 100
Tgap 1 0 1 1 0 54 118 225 574 1147
Mgap 1 0 1 1 0 4 7 12 33 61
L
(20)
∗ Imp 5 0 5 5 0 50 65 95 100 100
Tgap 1 0 1 1 0 12 19 47 87 164
Mgap 1 0 1 1 0 2 3 4 8 12
L1 Imp 5 0 5 5 0 100 100 100 100 100
Tgap 1 0 1 1 0 54 118 225 574 1147
Mgap 1 0 1 1 0 4 7 12 33 61
L2 Imp 5 0 5 5 0 100 100 100 100 100
Tgap 1 0 1 1 0 54 118 225 574 1147
Mgap 1 0 1 1 0 4 7 12 33 61
wj ∈ N(50, 100), C = 120, and wj ∈ N(60, 64), C = 150, the bounds L1, L2 and L(20)∗ are always strictly less than
L¯
(20)∗ while their lifted versions systematically reached L¯(20)∗ . Interestingly, we observe that the trivial lower bound
L1 yields a remarkably tight lifted lower bound L1 which was found equal to L¯(20)∗ for about 94% of the generated
instances (1030 out of 1100).
In Tables 7 and 8, we report the average CPU time (in 10−3 s) required for computing each of the lower bounds. We
observe that the lifted lower bounds require very short computing times which suggests that they might be efﬁciently
embedded within a branch-and-bound algorithm.
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Table 4
Tightness of the lifting procedures on Class 1
L1 L2 L
(20)∗ L1 L2 L(20)∗ L1 L2
[20, 80] Tight 15 85 100 36 85 100 86 95
Gap 11 2 0 4 2 0 2 1
[20, 70] Tight 61 75 100 69 75 100 75 75
Gap 4 2 0 2 2 0 2 2
[20, 60] Tight 100 100 100 100 100 100 100 100
Gap 0 0 0 0 0 0 0 0
[20, 50] Tight 86 86 86 100 100 100 100 100
Gap 1 1 1 0 0 0 0 0
[20, 40] Tight 100 100 100 100 100 100 100 100
Gap 0 0 0 0 0 0 0 0
[20, 35] Tight 89 89 89 100 100 100 100 100
Gap 1 1 1 0 0 0 0 0
[20, 30] Tight 97 97 97 100 100 100 100 100
Gap 1 1 1 0 0 0 0 0
Table 5
Tightness of the lifting procedures on Class 2 with C = 120
n L1 L2 L
(20)∗ L1 L2 L(20)∗ L1 L2
N(50,100) 50 Tight 25 25 40 100 100 100 100 100
Gap 2 2 2 0 0 0 0 0
100 Tight 5 5 10 100 100 100 100 100
Gap 5 5 2 0 0 0 0 0
200 Tight 0 0 10 100 100 100 100 100
Gap 7 7 5 0 0 0 0 0
500 Tight 0 0 0 100 100 100 100 100
Gap 12 12 9 0 0 0 0 0
1000 Tight 0 0 0 100 100 100 100 100
Gap 26 26 18 0 0 0 0 0
N(60,64) 50 Tight 15 95 100 70 95 100 100 100
Gap 5 1 0 2 1 0 0 0
100 Tight 5 95 100 35 100 100 100 100
Gap 8 1 0 3 0 0 0 0
200 Tight 0 75 100 40 80 100 100 100
Gap 13 1 0 4 1 0 0 0
500 Tight 0 50 100 25 55 100 95 95
Gap 19 2 0 6 2 0 1 1
1000 Tight 0 45 100 20 45 100 95 95
Gap 18 3 0 12 2 0 1 1
6. Conclusion
In this paper, we presented a new approach for improving lower bounds for the BPP. We surveyed the existing lower
bounds, and we provided evidence of the practical usefulness of our lifting procedures. In particular, we found that the
proposed procedures are capable of consistently improving the best existing fast lower bounds. Moreover, we prove
that r(L1)< r(L¯1).
Future research needs to be focused on analyzing the asymptotic behavior of the lifted bounds. In particular, whether
the asymptotic worst-case performance ratio is improved by the lifting procedure remains an open question. A second
interesting issue that deserves further investigation is to implement the proposed lifted lower bounds within a branch-
and-bound algorithm for the exact solution of the one-dimensional BPP.
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Table 6
Tightness of the lifting procedures on Class 2 with C = 150
n L1 L2 L
(20)∗ L1 L2 L(20)∗ L1 L2
N(50,100) 50 Tight 95 95 95 100 100 100 100 100
Gap 1 1 1 0 0 0 0 0
100 Tight 100 100 100 100 100 100 100 100
Gap 0 0 0 0 0 0 0 0
200 Tight 95 95 95 100 100 100 100 100
Gap 1 1 1 0 0 0 0 0
500 Tight 95 95 95 100 100 100 100 100
Gap 1 1 1 0 0 0 0 0
1000 Tight 100 100 100 100 100 100 100 100
Gap 0 0 0 0 0 0 0 0
N(60,64) 50 Tight 0 0 50 100 100 100 100 100
Gap 4 4 2 0 0 0 0 0
100 Tight 0 0 35 100 100 100 100 100
Gap 7 7 3 0 0 0 0 0
200 Tight 0 0 5 100 100 100 100 100
Gap 12 12 4 0 0 0 0 0
500 Tight 0 0 0 100 100 100 100 100
Gap 33 33 8 0 0 0 0 0
1000 Tight 0 0 0 100 100 100 100 100
Gap 61 61 12 0 0 0 0 0
Table 7
Average computation time (in 10−3 s) of the lower bounds on Class 1
L1 L2 L
(20)∗ L1 L2 L(20)∗ L1 L2
Time 0.002 0.010 13.647 0.059 0.294 19.284 0.310 0.513
Table 8
Average computation time (in 10−3 s) of the lower bounds on Class 2
n L1 L2 L
(20)∗ L1 L2 L(20)∗ L1 L2
50 0.000275 0.001363 1.766750 0.007600 0.030475 1.873750 0.054288 0.067425
100 0.000488 0.002450 3.594125 0.015100 0.078325 3.813000 0.118675 0.159063
200 0.000900 0.004375 7.226625 0.030225 0.190375 7.675500 0.249138 0.375313
500 0.002113 0.009425 18.439750 0.075463 0.585038 19.671500 0.652738 1.083163
1000 0.004475 0.017800 37.598250 0.151288 1.286375 40.335250 1.345188 2.337038
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