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1. Introduction 
This article outlines a neural network theory of biological vision that suggests solutions 
to some long-standing problems concerning how we perceive a 3-D world, notably the clas-
sical figure-ground problem of biological vision. Illustrative explanations concern how a 
2-D image may generate a 3-D percept; how figures pop-out from cluttered backgrounds; 
how binocular fusion of objects at different depths can deform perceptual space by different 
amounts without destroying its seamless properties; how local properties such as multiple 
spatial scales and stereo disparities are transformed into global properties such as surface 
depth; how representations of occluded regions can be completed and recognized without 
usually being seen; how occluded regions can sometimes be seen during percepts of trans-
parency; how both color and depth can fill-in surfaces defined by sparse image contrasts; 
and how conjunctions of color-and-depth or other 3-D object properties may pop-out as 
single attributes during visual search. A unified analysis of these phenomena is provided by 
the theory. The analysis is developed around proposed explanations of many paradoxical 
psychophysical and neurobiological data that have heretofore eluded explanation, and makes 
experimental predictions whereby the theory's mechanisms can be further tested. 
2. DaVinci Stereopsis and Filling-In 
The theory may be motivated by the following example. When we view a farther surface 
that is partly occluded by a nearer surface, one eye typically registers more of the farther 
surface than the other eye does. Our conscious percept of the farther surface is often derived 
from the view of the eye that registers more of this surface. For example, under the viewing 
conditions depicted in Figure 1, observers see the right eye view in depth, even though the 
image region that lies between the vertical lines B and C is registered by only the right eye. 
This type of ubiquitous perceptual condition has been known since the time of Leonardo 
DaVinci, and is often called DaVinci stereopsis (Gillam and Bm·sting, 1988; Kay, 1978; 
Lawson and Gulick, 1967; Nakayama and Shimojo, 1990; Wheatstone, 1838). Some of the 
challenging perceptual properties that subserve this apparently innocuous percept will now 
be illustrated by considering them under simpler stimulus conditions. 
Figure 1 
Deformable Fusion by Allelotropia: Because each eye views the world from a dif-
ferent position in the head, the same material point on an object is registered at a different 
location on the two retinas, except for that object region which is foveally fixated by both 
eyes. In order to binocularly fuse such a disparate pair of monocular images, the two im-
ages must be deformed into one image. A simple case of this process is the phenomenon 
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of displacement, or allelotropia (Kaufman, 1974; von Tschermak-Seysenegg, 1952; Werner, 
1937). In this phenomenon, when a pattern EF G is viewed through one eye and a pattern E 
FG is viewed through the other eye, the letter F can be seen in depth at a position halfway 
between E and G. 
The amount of deformation needed to achieve fusion depends upon how far away the 
object is with respect to the retina, since images of closer objects are more disparate than 
images of further objects. Thus different parts of the left eye and right eye images are 
deformed by different amounts to generate a single binocular percept of the world. In 
particular, the vertical boundaries of regions AB and CD in the left eye and right eye 
images of Figure 1a need to be deformed in order to be binocularly fused. Given all this 
deformation of monocular boundaries to form fused binocular boundaries, with different 
amounts of deformation required to fuse objects at different distances from the observer, we 
need to analyse why no "holes" in binocular perceptual space are created. 
Distance of Zero-Disparity Points: Some other basic facts about binocular vision 
also have profound implications for vision theories. For example, the retinal images of objects 
at optical infinity have zero disparity on the two retinas, and the disparities on the two retinas 
of corresponding object points tend to increase as an object approaches the observer. This is 
the familiar reason for assuming that larger disparities are an indicator of relative closeness. 
For present purposes, a key fact is that zero disparity also occurs under monocular 
viewing conditions. In particular, the region BC in the right eye image of Figure 1a is 
monocularly viewed. Yet this region is perceived as a continuous extension in depth of the 
binocularly viewed region CD. How does the monocularly viewed region BC inherit the depth 
of the binocularly viewed region CD? Why, then, are unpaired monocularly-viewed regions 
of stereograms always seen in back (Julesz, 1971; Nakayama and Shimojo, 1988)? 
Equidistance Tendency and Emmert's Law: These properties of DaVinci stereop-
sis are closely related to the equidistance tendency that has been studied by Gogel (Gogel, 
1956, 1965, 1970). Gogel noted that if one object is monocularly viewed through a mirror ar-
rangement, whereas all other objects in a scene are binocularly viewed, then the monocularly 
viewed object seems to lie at the same distance as the retinally most contiguous binocularly 
viewed object. Emmert (1881) earlier reported the analogous percept that a monocular 
afterimage seems to be located on any surface that a subject binocularly fixates while the 
afterimage is active. Collett (1985) and Buckley et al. (1989) have studied this phenomenon 
psychophysically by using textured stereograms in which a pair of textured regions could 
be binocularly matched, but an intervening region was defined by monocular information to 
only one eye. 
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How does the region BC in Figure 1 inherit the depth of the region CD, and analogously, 
how do Gogel's equidistance tendency and Emmert's Law obtain? These effects may be 
explained by a filling-in process that selectively completes a BC surface representation at a 
depth corresponding to that of region CD. In order to explain how this occurs, we need to 
analyse the following types of processes: 
Binocular Fusion and Rivalry: We need to show how the boundaries A and B 
in the left and right images are binocularly fused, and how the boundaries within region 
CD are binocularly fused. Fusion of the AB boundaries and the CD boundaries causes 
different amounts of allelotropia. The monocularly viewed boundaries in region BC of the 
right eye view are not binocularly fused; hence, they do not register a binocular disparity 
in their internal cortical representation. The same is true for all horizontal boundaries in 
the image. Thus there are at least three ways in which an image can be registered with 
zero, or near-zero, disparity: as an occluded region during Da Vinci stereopsis, as an entire 
image that is monocularly viewed, or as a horizontal boundary during either monocular or 
binocular viewing. The present theory suggests that all such near-zero disparity boundaries 
are processed in a separate pool of near-zero disparity cortical cells. The following discussion 
indicates how the theory makes use of this property. 
The Near-Zero Disparity Cell Pool: How are the monocularly viewed, near-zero dis-
parity boundaries in region BC joined with the binocularly fused, large disparity boundaries 
in region DC to form the window frame in Figure 1a? Consider disparity-sensitive cortical 
cells that are each tuned to a limited range of disparities. I assume that active near-zero 
disparity cells, whether they are monocularly or binocularly activated, give rise to spatially 
organized boundary signals that are combined with the spatially organized activations of 
cells that code non-zero disparities to create a more complete boundary representation. The 
non-zero disparity cells are themselves assumed to be segregated into separate cell pools 
that correspond to different relative depths of an observed image feature from the observer's 
head. Thus near-zero disparity cells are assumed to add their boundary activations to mul-
tiple boundary representations, each corresponding to a differently tuned pool of non-zero 
disparity cells. This property suggests a new functional interpretation of psychophysical 
evidence (Regan, Erkelens, and Collewijn, 1986; Richards and Regan, 1973) and neurophys-
iological evidence (Poggio and Talbot, 1981) that near-zero disparities, crossed disparities, 
and uncrossed disparities are processed by separate cell pools in the visual cortex. 
The theory also segregates disparity-sensitive cells according to their receptive field sizes, 
or spatial scales, and suggests how, and for what functional purpose, different receptive 
field sizes binocularly fuse a different range of binocular disparities, as in the size-disparity 
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correlation (Kulekowski, 1978; Richards and Kaye, 1974; Schor and Tyler, 1981; Schor and 
Wood, 1983; Schor, Wood, and Ogawa, 1984; Tyler, 1975, 1983). Thus it is assumed that 
BC boundaries are added to the CD boundaries at those scales and disparities capable of 
computing binocularly fused CD boundaries. For those spatial scales and non-zero disparities 
at which all these boundaries exist, the composite BCD boundaries enclose connected regions, 
if the following problem can be solved. 
3-D Emergent Boundary Completion: Due to allelotropia, the binocularly fused 
boundaries within region CD may be positionally displaced relative to the monocularly 
viewed boundaries within region BC. As a result, gaps may occur between the cortical lo-
cations of cells that represent these boundaries. When the monocularly and binocularly 
viewed regions contain oblique contours, the responses of cortical cells may be both orienta-
tionally and positionally displaced. These gaps and misalignments need to be corrected by 
a boundary completion process. The theory explains how each pool of cells corresponding 
to a different range of non-zero disparities is capable of generating an emergent boundary 
segmentation that is triggered by the active cells in its disparity range augmented by the 
active near-zero disparity cells. Such a process realigns and connects the boundaries that 
join regions BC and CD, thereby generating boundaries that completely enclose the window 
frame in Figure 1a. 
Filling-In Surface Properties of Connected Regions: The connected boundaries 
within region BCD form a sparse and discontinuous representation of the scene. How are 
the scene's continuous surface properties generated, including their brightnesses, colors, and 
surface depths? The theory explains how boundaries that enclose connected regions in BCD, 
and only these boundaries, can trigger filling-in of surface properties of these regions that 
form part of the final visible 3-D percept. It is assumed that multiple filling-in domains exist. 
Each filling-in domain corresponds to boundaries that are sensitive to a restricted range of 
binocular disparities. Thus the filled-in representations combine properties of surface depth, 
position, orientation, brightness, and color. A key insight of the theory is to show how 
the monocularly viewed region BC selectively filled-in depthful surface properties from the 
binocularly viewed region AB within the filling-in domain corresponding to the binocularly 
fused boundaries of region AB. 
Near Boundaries Obstruct Filling-In of Occluded Regions: How does the monoc-
ularly viewed surface BC get filled-in only at the correct depth? The binocular boundary B 
is fused at a disparity corresponding to a nearer surface than are the boundaries of region 
CD. Without further processing, boundary B could not obstruct filling-in of the region AB 
within the filling-in domain whose depth corresponds to region CD. Filling-in would also 
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occur within the filling-in domain whose depth corresponds to region AB. If both filling-in 
events could occur, then AB would appear transparent. This example illustrates the general 
problem that, if filling-in is the basis for many surface depth percepts, then why do not all 
such surfaces look transparent? 
The theory suggests that this does not happen because the boundaries corresponding to 
closer objects are added to the boundaries corresponding to further objects in the filling-in 
domains. As a result, filling-in that is initiated in region BCD does not flow behind region 
AB. This restriction upon filling-in within the FCS does not prevent boundaries from being 
completed behind an occluding region within the BCS. Since direct interactions are assumed 
to exist from boundary representations to the object recognition system, some occluded 
objects may be recognized via their completed boundaries, even if visible surface properties 
are not filled-in behind the occluding object. 
3. 3-D Percepts of 2-D Images: Bregrnan-Kanizsa Pop-Out 
The mechanisms of the theory will be clarified below by analysing Da Vinci stereo in 
greater detail, as well as a famous example of how a 2-D image generated a 3-D percept 
of occluded and occluding objects. Inspection of the occluded B shapes (Bregman, 1981; 
Kanizsa, 1979) in Figure 2 illustrates that such occluded objects may function perceptually 
as image "figures" even though they are not the nearest objects in the scene. A comparison of 
Figure 2b and 2c shows that the existence of the black sinewy shape in front of the occluded 
B's is needed to readily recognize them as B's. How does a 2-D image create a 3-D percept 
of occluding objects in front of occluded objects, as in Figure 2b? How are the occluded 
objects recognized in Figure 2b but not Figure 2c even though they are equally well seen in 
both? 
Figure 2 
Our percepts of images such as these illustrate the extraordinary subtlety of biological 
vision. A comparison of Figures 2b and 2c illustrates that properties of form, color, and 
depth interact to generate a percept, and that this interaction may, as in Figure 2b, or may 
not, as in Figure 2c, generate a 3-D representation of a 2-D image. This 3-D representation 
enables the occluded parts of the B shapes to be completed for purposes of recognition in 
response to Figure 2b but not 2c, even though they occluded regions are not seen in either 
Figure 2b or 2c. 
4. FACADE Theory 
These and many others perceptual properties have recently received an explanation 
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within a neural theory of 3-D form perception that was introduced in Grossberg (1987). 
The theory has been called FACADE Theory because it suggests how visual representations 
of Form-And-Color-And-DEpth, or FACADES, are generated in area V4 of the prestriate 
visual cortex (Figure 3). The theory describes the neural architecture of two subsystems, the 
Boundary Contour System (BCS) and the Feature Contour System (FCS), whose properties 
are computationally complementary (Grossberg, Mingolla, and Todorovic, 1989). The BCS 
generates an emergent boundary segmentation of edges, texture, shading, and stereo infor-
mation at multiple spatial scales (Carpenter, Grossberg, and Mehanian, 1989; Cruthirds, 
Gove, Grossberg, and Mingolla, 1991; Grossberg, 1987a, 1987b, 1991, 1992; Grossberg and 
Marshall, 1989; Grossberg and Mingolla, 1985a, 1985b, 1987; Grossberg and Somers, 1991, 
1992). The FCS compensates for variable illumination conditions and fills-in surface prop-
erties of brightness, color, and depth among multiple spatial scales (Cohen and Grossberg, 
1984; Grossberg, 1987a, 1987b; Grossberg and Mingolla, 1985a; Grossberg and Todorovic, 
1988; Grossberg and Wyse, 1991, 1992). 
Figure 3 
The BCS has been used to analyse and predict neurobiological data concerning the 
parvocellular processing stream from the lateral geniculate nuclei (LGN) through cortical 
area V 4 via the Interblob and Inters tripe networks of cortical areas V1 and V2, respec-
tively (DeYoe and Van Essen, 1988). The FCS has been used to analyse and predict data 
concerning the parvocellular processing stream from the LGN through cortical area V 4 via 
the Blob and Thin Stripe networks of V1 and V2. Interactions between the BCS and FCS 
give rise to FACADE representations that are predicted to occur in area V 4. These the-
oretical results about monocular and binocular emergent boundary segmentation and the 
filling-in of surface properties have been tested with supportive results by a number of lab-
oratories (Beck, Graham, and Sutter, 1991; Beck, Rosenfeld, and Ivry, 1990; Brown and 
Weisstein, 1988; Buckley, Frisby, and Mayhew, 1989; Dresp, Lorenceau, and Bonnet, 1990; 
Eskew, 1989; Eskew, Stromeyer, Picotte, and Kronauer, 1991; Graham, Beck, and Sut-
ter, 1992; Humphreys, Quilan, and Riddoch, 1989; Kellman and Shipley, 1991; Meyer and 
Dougherty, 1987; Mikaelian, Linton, and Phillips, 1990; Nakayama, Shimojo, and Ramachan-
dran, 1990; Paradiso and Nakayama, 1991; Peterhans and von der Heydt, 1989; Prinzmetal, 
1990, Prinzmetal and Boaz, 1989; Ramachandran, 1992; Shipley and Kellman, 1992; Sutter, 
Beck, and Graham, 1989; Takeichi, Shimojo, and Watanabe, 1992; Todd and Akerstrom, 
1987; Watanabe and Cavanagh, 1992; Watanabe and Sato, 1989; Watanabe and Takeichi, 
1990). Data concerning the perception of moving forms by the magnocellular processing 
stream from LGN to cortical area MT via lamina 4B and Thick Stripe networks of cortical 
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areas V1 and V2 (DeYoe and Van Essen, 1988) are analysed in terms of a Motion BCS 
(Grossberg and Mingolla, 1992; Grossberg and Rudel, 1989, 1992). The motion BCS will not 
be further discussed here. In order to distinguish the BCS discussed here from the Motion 
BCS, it will be called the Static BCS. 
Figure 4 
The Static BCS suggests a new computational model and rationale for the neural circuits 
governing classical cortical cell types such as simple cells, complex cells, and hypercomplex 
cells in cortical areas V1 and V2 (Figure 4). Functional roles for additional cell properties, 
such as end-stopped simple cells (Grossberg and Mingolla, 1992) and reciprocal top-down 
pathways (Grossberg, 1980) have been described, but are not needed to explain the data 
discussed herein. The theory has predicted a new cell type, the bipole cell (Cohen and 
Grossberg, 1984; Grossberg, 1984; Grossberg and Mingolla, 1985a, 1985b) whose properties 
have been supported by subsequent neurophysiological experiments (von der Heydt, Peter-
hans, and Baumgartner, 1984; Peterhans and von der Heydt, 1989). The interactions within 
the simple-complex-hypercomplex cell module defines a static oriented contrast-sensitive fil-
ter, called the SOC Filter. As discussed in Sections 12 and 13, this filter compensates for 
uncertainties of positional localization in the output of simple cells that are caused by their 
oriented receptive fields. It also generates output signals from the complex and hypercom-
plex cells that are independent of direction-of-contrast, even though simple cell outputs are 
sensitive to direction-of-contrast. The interactions between bipole cells and the SOC Filter 
define a cooperative-competitive feedback network, called the SOCC Loop, that generates 
featural bindings, or emergent boundary segmentations, from combinations of edge, texture, 
shading, and stereo image properties. Consistent combinations of image data generate fused 
segmentations with coherent properties. Inconsistent combinations lead to suppression and 
rivalry. The FCS characterizes how on-cells and off-cells, interacting within shunting on-
center off-surround networks, compensate for variable illumination. The output signals from 
these networks activate networks wherein electrotonically coupled cells diffusively fill-in rep-
resentations of surface brightness, color, form, and depth within domains defined by BCS 
boundary signals (Figure 3). 
As a contribution to biology, this architecture's properties provide a unified explanation 
and predictions of a data base about psychophysics, visual perception, and cortical organi-
zation that has not yet been treated by any single alternative perceptual theory. To achieve 
this explanatory range, a qualitatively new computational vision theory has been developed. 
Thus, this neural architecture is not merely a more efficient way to represent prior vision the-
ories. Rather, it articulates several basic new uncertainty principles which the architecture 
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resolves through its parallel and hierarchical interactions. 
5. The Heterarchical Resolution of Complementary Uncertainties 
These uncertainty principles were discovered through a sustained analysis of the sensory 
uptake process. Such an analysis shows that there exist fundamental limitations of the 
visual measurement process at each stage of neural processing. When a neural processing 
stage eliminates one type of uncertainty in the input patterns that it receives, it often 
generates a new type of uncertainty in the outputs that it passes along to the next processing 
stage. Uncertainties beget uncertainties. It is not the case that informational uncertainty is 
progressively reduced by every stage of neural processing. 
Thus, low-level computations within the FCS reduce uncertainty due to variable illumi-
nation conditions, but create new uncertainties about surface brightnesses and colors. These 
uncertainties are resolved at a higher FCS level by a process of featural filling-in. Likewise, 
low-level computations within the BCS reduce uncertainty about boundary orientation, but 
create new uncertainties about boundary position that are resolved at a higher BCS level by 
a process of boundary completion. The theory describes how the visual system as a whole 
can compensate for such uncertainties using both parallel and hierarchical stages of neural 
processing. Thus the visual system is designed to achieve heterarchical compensation for 
uncertainties of measurement. 
6. Emergent Segmentation: Boundary Completion and Regularization in High 
Image Noise 
BCS operations occur automatically and without learning or explicit knowledge of input 
environments. A perceptual process is said to be preattentive if it occurs rapidly and auto-
matically without recourse to stored templates or learned expectations. Thus the emergent 
segmentations generated by the model are not the result of training on image exemplars. 
Nor do the equations embody a priori assumptions about such variables as direction of illu-
mination or the shapes of objects to be encountered. Instead, the model embodies a number 
of circuits specialized to perform emergent, context-sensitive segmentations of a wide variety 
of images. 
Figure 5 
By emergent segmentation is meant a partition of an image into boundary structures 
that may have no direct corollary in differences in gray level of the image itself (Figure 5). 
Boundaries perceived in this way are often referred to as "illusory" when seen by humans. 
The importance of one part of an image is evaluated by what surrounds that part of the 
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image. Image contrasts that may represent noise in one image context may represent features 
in another. Every scenic input provides its own context which the BCS uses to organize local 
contrasts. The proper weighting of signal against context is achieved by using properties of 
self-scaling and self-similarity at several levels of the BCS network. Moreover, the BCS is 
sufficiently flexible, where necessary, to maintain several potential groupings simultaneously, 
and sufficiently rapid, when realized in hardware, to quickly converge on the most favored 
grouping for a given visual scene. Regularization refers to the smooth completion of structure 
at a given scale despite noisy disruptions of the signal at a smaller scale. 
Figure 6 
Figure 6 illustrates the BCS's ability to detect, complete, and regularize sharp boundaries 
over long distances in the presence of severe noise, a type of capability useful in penetrat-
ing camouflage. Smaller spatial scales would generate the boundaries of individual black 
and white compartments. The BCS needs no external temperature parameter or a priori 
cost function to control this self-scaling its segmentation process, as in simulated anneal-
ing or other region-growing techniques. Instead real-time cooperative-competitive nonlinear 
feedback interactions in the SOCC Loop regulate a rapid convergence to an equilibrium 
configuration that automatically self-calibrates its criteria for grouping and segmentation 
according to the distribution of signal and noise in a particular image. 
Figure 7 
Figure 7 illustrates the BCS's capability for multiple scale segmentation. Figure 7a 
shows a curved textured surface. The equilibrated SOCC Loop outputs (Figure 7b) are 
not simply filterings of Figure 7a contrasts. Rather they detect the coherence of oriented 
contrasts at a given spatial scale in the form of a dense boundary web of oriented activity. 
In a multiple scale version of the BCS, multiple SOC Filters input to multiple SOCC Loops, 
each of which generates a different boundary web in response to the image. The totality of 
these boundary webs embodies a code for 3-D surface form. The worst correlation between 
human psychophysical judgments of 3-D shape-from-texture and theoretical BCS predictions 
based upon images such as in Figure 7a was .985 (Todd and Akerstrom, 1987). 
7. End Cuts Overcome the Positional Uncertainty at Line Ends that is Caused 
by Oriented Receptive Fields 
I now review the FACADE Theory concepts that are needed to extend the theory to 
explain the data summarized in Sections 1-3. First the concept of end cut is reviewed in 
order to explain how some boundaries get attached to figures and detached from backgrounds. 
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In order to effectively build up boundaries, the BCS must be able to determine the 
orientation of a boundary at every position. The simple cells at the first stage of the BCS 
thus possess orientationally tuned receptive fields, or oriented masks (Figure 8). These 
oriented receptive fields are oriented local contrast detectors that fire in response to properly 
oriented edges, textures, and shading. Orientationally tuned simple cells that are sensitive 
to different bands of oriented contrasts respond to each small region of the scene, as in the 
hypercolumn model of Hubel and Wiesel (1977). 
Figure 8 
The fact that simple cell receptive fields are oriented reduces the number of possible 
groupings to which they can respond. However, receptive field elongation also creates un-
certainty about the exact positions with respect to the receptive field of the image contrasts 
that fire the cell. This positional uncertainty becomes acute during the processing of image 
line ends, corners, and other contours that change rapidly across space with respect to re-
ceptive field size. In particular, oriented receptive fields cannot detect the ends of thin lines 
(Grossberg and Mingolla, 1985b) whose widths fall within a certain range, as illustrated in 
Figure 9a. This property illustrates a basic uncertainty principle which says: Orientational 
"certainty" implies positional "uncertainty" at the ends of scenic lines whose widths are nei-
ther too small nor too large with respect to the dimensions of the oriented receptive field. In 
the absence of subsequent processing within the BCS, the BCS boundary generated by such 
a line would contain a hole at the line end. Such a boundary could not prevent brightness 
and color signals from flowing out of the line end during FCS filling-in (Figure 9b). Many 
percepts would hereby become badly degraded by featural flow. 
Figure 9 
Later processing stages within the BCS are needed to close the holes at line ends and 
other positions of rapid change in the orientation of scenic contours. The process which 
completes the boundary at a line end is called an end cut (Figure 9c). End cuts actively 
reconstruct the line end at a processing stage cortical than the oriented receptive field. They 
are often, but not always, perpendicular to the line end, as they are in response to the 
horizontal lines in Figure 9a. Because line ends are constructed, much as illusory contours 
are, at a cortical processing stage, we say that all line ends are illusory. 
8. The SOC Filter: The Simple-Complex-Hypercomplex Cell Module 
The processing stages that are hypothesized to generate end cuts are summarized in Fig-
ure 8 (Cohen and Grossberg, 1984; Grossberg and Mingolla, 1985a, 1985b). First, pairs of 
10 
simple cells sensitive to like position and orientation, but opposite direction-of-contrast, gen-
erate rectified output signals that summate at the next processing stage to activate complex 
cells. The target complex cells are thus sensitive to the same position and orientation, but are 
insensitive to direction-of-contrast. These pairs of simple cells may be odd-symmetric and 
even-symmetric (Foster, Gaska, Nagler, and Pollen, 1985; Pollen, Foster, and Gaska, 1985; 
Pollen and Ronner, 1981, 1982; Spitzer and Hochstein, 1985). The complex cells maintain 
their sensitivity to amount of oriented contrast, but not to the direction or polarity of this 
oriented contrast. They pool inputs from receptive fields with opposite directions-of-contrast 
in order to generate boundary detectors which can detect the broadest possible range of lu-
minance or chromatic contrasts (De Valois, Albrecht, and Thorell, 1982). 
The rectified output from a complex cell activates a second filter which is composed 
of two successive stages of spatially short-range competitive interaction whose net effect 
is to generate end cuts (Figure 8). First, a complex cell of prescribed orientation excites 
like-oriented hypercomplex cells corresponding to its location and inhibits like-oriented hy-
percomplex cells corresponding to nearby locations. As a result, an on-center off-surround 
organization of like-oriented cell interactions exists around each perceptual location. This 
mechanism is analogous to the neurophysiological also process of end stopping, whereby 
hypercomplex cell receptive fields are derived from interacting complex cell output signals 
(Hubel and Wiesel, 1965; Orban, Kato, and Bishop, 1979). The outputs from these model 
hypercomplex cells activate a second competitive mechanism that inputs to model higher-
order hypercomplex cells. Here, at each perceptual location, cells cooperate that represent 
similar orientations, and compete if they represent dissimilar orientations, notably perpen-
dicular orientations. This competition defines a tonically active, push-pull opponent process. 
If a given orientation is excited, then its perpendicular orientation is inhibited. If a given 
orientation is inhibited, then its perpendicular orientation is excited via disinhibition. In 
summary, the hypercomplex cells at the first competitive stage compete across positions 
within each orientation; the higher-order hypercomplex cells at the second competitive stage 
compete within each position across orientations. 
The combined effect of these two competitive interactions is to generate end cuts as 
follows (Figure 10). The strong vertical complex cell activations along the edges of a vertical 
scenic line inhibit the vertical hypercomplex cells just beyond the line end. These inhibited 
hypercomplex cells disinhibit horizontal activations of higher-order hypercomplex cells at 
the line end to form an end cut. In summary, the positional uncertainty generated by the 
orientational tuning of simple cell receptive fields is eliminated by the interaction of two 
spatially short-range competitive mechanisms which convert complex cells into two distinct 
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populations of hypercomplex cells. 
Figure 10 
The properties of these competitive mechanisms have successfully predicted and helped 
to explain a variety of neural and perceptual data. For example, the prediction of the 
theory summarized in Figure 10 anticipated the report by von der Heydt, Peterhans and 
Baumgartner (1984) that cells in prestriate visual cortex respond to perpendicular line ends, 
whereas cells in striate visual cortex do not. The end cut process also exhibits properties of 
hyperacuity which have been used (Grossberg, 1987a) to explain psychophysical data about 
hyperacuity (Badcock and Westheimer, 1985a, 1985b; Watt and Campbell, 1985). A version 
of the double filter model in Figure 8 has been used to explain data about texture segregation 
(Beck, Sutter, and Ivry, 1987; Sutter, Beck, and Graham, 1989) in a way that supports the 
texture analyses of Grossberg and Mingolla (1985b, 1987a) see Section 12. 
9. The Role of End Cuts and End Gaps in Neon Color Spreading 
The emergent segmentation process has also enabled FACADE Theory to explain an 
extensive body of data about monocular neon color spreading (Grossberg, 1987a, Section 
31; Grossberg, 1987b, Section 21; Grossberg and Mingolla, 1985a). This explanation is 
reviewed herein because it includes key ideas for explaining figure-ground separation in gen-
eral, including the percepts reviewed in Sections 1-·3, 3-D neon color spreading (Nakayama, 
Shimojo, and Ramachandran, 1990), and the nearer appearance of higher spatial frequencies 
in suitable spatial configurations (Brown and Weisstein, 1988b). 
Figure 11 
Consider the Redies-Spillmann display in Figure lla. When such displays are properly 
prepared, the gray color of the cross fills-in a disk-shaped area whose boundary intersects 
the black-gray vertical and horizontal edges. Grossberg and Mingolla (1985a) described how 
BCS segmentations and FCS filling-in operations could explain this percept. In particular, 
in order for neon to spread out of the cross, the contrast of the inner cross with respect to 
the background must be less than that of the flanking branches of the cross with respect 
to the background (van Tuijl and de Weert, 1979). Accordingly, in Figure lla, the gray 
cross against the black background has less contrast than the white bars against the black 
background. For definiteness, consider a vertical branch of the cross, where the gray and 
white bars join. Within the BCS, the vertically oriented complex cells are more activated at 
the white-black contour than at the gray-black contour (Figure llb). 
Thus, the vertical hypercomplex cells at the white-black contour receive net excitation 
from the complex cells. However, the vertical hypercomplex cells at the gray-black contour 
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that are close to the end of the cross receive net inhibition from the complex cells. Thus 
gaps begin to form in the vertical BCS boundaries at the vertical gray-black contours near 
the end of the cross. In addition, inhibition of these vertical hypercomplex cells disinhibits 
horizontal higher-order hypercomplex cells at the end of the cross (Figure llc). Horizontal 
end cuts are hereby formed. A similar argument shows how horizontal gaps and vertical end 
cuts occur at the gray-black contours near the horizontal ends of the cross. Such gaps, called 
end gaps, are the locations at which gray color flows out of the cross into the surrounding 
black region during neon color spreading. Neither these gaps nor the BCS boundaries are 
fully formed until the long-range cooperative-competitive feedback interactions of the SOCC 
Loop are activated by, and equilibrate to, inputs from the SOC Filter, as summarized below. 
10. The CC Loop: Long-Range Cooperation, Boundary Completion, and Emer-
gent Features 
Hypercomplex cell outputs from the second competitive stage input to the bipole cells of 
the CC Loop. The bipole cells define a spatially long-range cooperative interaction that helps 
to generate sharp coherent boundary segmentations from noisy local boundary fragments. 
During this boundary completion process, hypercomplex cell outputs from (approximately) 
like-oriented cells that are (approximately) aligned across perceptual space cooperate via 
bipole cells to begin the synthesis of an intervening boundary. For example, such a boundary 
completion process can span the faded stabilized images of retinal veins and the retinal 
blind spot (Kawabata, 1984). Boundary completion also completes the illusory boundaries 
perceived in Figure 5. This process overcomes a different type of informational uncertainty 
than is overcome by end cuts (Grossberg, 1987a, Sections 15-18). 
The boundary completion process works as follows. As illustrated by Figure 4, pairs of 
similarly oriented and spatially aligned hypercomplex cells of the second competitive stage 
are needed to activate the intervening cooperative bipole cells. These bipole cells feed back 
excitatory signals to like-oriented hypercomplex cells at the first competitive stage which, 
in turn, activate higher-order hypercomplex cells that compete between orientations at each 
position of the second competitive stage. For example, in Figure 12, positive feedback signals 
are triggered in pathway 2 by a bipole cell if sufficient activation simultaneously occurs in 
both of the feedforward pathways labeled 1 from similarly oriented hypercomplex cells of 
the second competitive stage. Then both pathways labeled 3 can trigger feedback in the 
set of all bipole cells with pathways 4 both of whose receptive fields can get excited by the 
pathways 3. This feedback exchange can rapidly complete an oriented boundary between 
pairs of inducing scenic contrasts via a parallel exchange of bipole-gated feedback signals. 
Figure 12 
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Such a boundary completion process realizes a type of real-time statistical decision theory 
that chooses the globally most salient boundary segmentations and suppresses less favored 
groupings. Each bipole cell is sensitive to the position, orientation, density, and size of the 
inputs that it receives from the second competitive stage. Each bipole cell performs like a 
type of statistical "and" gate, since it can only fire feedback signals to the first competitive 
stage if both of its receptive field branches, or poles, are sufficiently activated. In response to 
a continuous image edge, the boundary completion process generates boundary activations 
simultaneously along the full length of the edge. In response to a widely separated pair of 
inducers, such as a Kanizsa square, only a subset of bipole cells may be able to bridge the gap 
on the first feedback cycle, followed by rapid parallel completion by simultaneously acting 
arrays of bipole cells on the second and subsequent cycles. The inward action of the bipole 
cells enables boundary segmentations to form over variable distances in a self-scaling fashion 
that maintains boundary sharpness, speed of formation, and insensitivity to image noise. 
Computer simulations showing boundary completion of a circle, a reverse-contrast Kanizsa 
square, and an Ehrenstein figure were first reported in van Allen and Kolodzy ( 1987). 
The existence of such bipole cells was predicted (Cohen and Grossberg, 1984; Grossberg, 
1984; Grossberg and Mingolla, 1985a, 1985b) shortly before von der Heydt, Peterhans, and 
Baumgartner (1984) reported their existence in the prestriate visual cortex, in the same 
report that confirmed that prestriate cortical cells respond to perpendicular line ends, to 
which striate cortical cells do not, as in Figures 9 and 10. Peterhans and von der Heydt 
(1989) have also observed the predicted cooperative sharpening of prestriate cell responses as 
an increasing number of colinearly arranged perpendicular line ends is added to the image. 
Eckhorn et al. (1988) and Gray et al. (1989) have shown that cooperative linking operations 
among similarly oriented cells can cause a resonant amplification of cortical activity, as also 
occurs in the SOCC Loop. See Sections 15 and 16. 
11. The CC Loop and Neon Color Spreading 
The CC Loop completes an illusory boundary that connects the four sets of end cuts at 
the ends of the gray cross (Figure lld). As these illusory boundaries form, their bipole cells 
supply positive feedback to the corresponding hypercomplex cells at the competitive stages. 
This positive feedback increases the inhibition across orientations at the second competitive 
stage (Figures 3 and 8). The hypercomplex cells at the white-black contours can withstand 
this inhibition, because they vigorously activate their own bipole cells. 
The inhibited hypercomplex cells at the gray ends of the gray-black contours cannot. 
The end gaps in the BCS boundaries at the ends of the gray cross are hereby fully formed. 
When this emergent boundary structure is mapped into the FCS, it allows gray color to flow 
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through the gaps and to fill-in the illusory boundary that surrounds the cross. The top-down 
feedback from bipole cells to hypercomplex cells also inhibits hypercomplex cells that code 
nearby positions (Figure 4). This negative bipole feedback helps to select the best positions 
of an emergent boundary, while the hypercomplex competition among orientations helps to 
select the best orientations (Grossberg and Mingolla, 1987a). 
This explanation of 2-D neon color spreading provides a foundation for explaining 3-
D neon color spreading and transparency. In particular, I suggest that the end gaps that 
initiate neon color spreading also initiate the phenomena of boundary detachment whereby 
the boundaries of the black occluder in Figure 2b are detached from the boundaries of the 
gray occluded regions. The remaining boundaries of the gray regions can then complete the 
B boundaries via emergent segmentation. 
Before addressing these 3-D phenomena, I review some properties of 2-D binding and 
segmentation in order to increase the reader's intuition as well as to illustrate additional 
evidence that supports the existence of BCS mechanisms in the brain. 
12. Textural Segregation and Grouping 
Grossberg and Mingolla (1985a, 1985b) proposed that data on textural segregation (Beck 
et al., 1983) could be accounted for through the interaction of cooperative and competitive 
interactions among orientation sensitive neural populations as described by the static BCS 
model. Since that time a number of psychophysical studies and similar computational models 
have supported this intuition, and provided extensive new quantitative data on textural 
segregation (Bergen, 1991; Sutter, Beck, and Graham, 1989). The work of Sutter, Beck, 
and Graham (1989) is both representative of these models and especially significant for 
its extensive parametric psychophysics and model simulations. In particular, the complex 
channel model of Sutter, Beck, and Graham (1989) contains an initial stage of linear, oriented 
filtering, analogous to the simple cells of the SOC Filter. The complex channel model then 
includes a rectification or squaring stage to generate insensitivity to direction of contrast, 
again as in the SOC Filter. Lastly the complex channel model employs another, spatially 
broader, linear filter. The on-center off-surround interaction from model complex cells to 
model hypercomplex cells of the SOC Filter provides an analogous filtering operation. One 
notable difference is that the second filter of Sutter, Beck, and Graham (1989) can be at any 
orientation, while that of the first competitive stage of the BCS is of the same orientation, 
but different spatial scale, as the first filter. On the other hand, the cooperative bipole cells 
of the BCS-which have no analog in the Sutter, Beck, and Graham model-can group 
signals over a variety of orientations, which may differ from the orientational preference of 
those active SOC Filter cells that send excitatory signals to bipole cells. 
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Graham, Beck, and Sutter (1992) were able to provide good fits to most of their data with 
the complex channel model, but noted that the effects of element-to-background contrast 
required an additional compressive nonlinearity. They suggested that this nonlinearity may 
occur either before or after the stages of oriented filtering in the complex channel, and 
concluded that the latter approach fits their data better. This compressive nonlinearity was 
achieved by a cross-orientation inhibition reminiscent of the second competitive stage of the 
BCS. Graham, Beck, and Sutter ended their paper with the remark that " ... higher level 
processes may turn out to play a substantial role in region segregation but such processes 
should not be invoked until they are needed." We presume that such "higher level" processes 
include the cooperative linking of elements mediated by bipole cells of the SOCC Loop into 
"emergent features" as described by Beck himself in his earlier work on textural segmentation 
(Beck et al., 1983), and illustrated in Figures 6 and 7. 
13. Cortical Dynamics of Reset and Visual Persistence 
The role of positive feedback is particularly important in understanding such a cooper-
ative feature binding process. The visual system needs a cooperative-competitive feedback 
process to rapidly choose from the infinitude of possible completions within a spatial distri-
bution of boundary signals. Models which do not include a feedback process (e.g. Peterhans 
and von der Heydt, 1989) cannot make such decisions and will either generate spurious sig-
nals all over the plane, or will use thresholds to chose only the strongest signals (von der 
Heydt, Heitger, Rosentholer, Peterhans and Kubler, 1992). Either situation is problematic. 
Without a threshold, too many boundary signals will clutter the percept. With a threshold, 
a weak but desirable completion cannot be distinguished from a spurious weak comple-
tion. In contrast, a feedback cooperative-competitive system has self-calibrating properties 
(Grossberg, 1973, 1983) which dynamically change with the input array so that appropriate 
completions, even if weak, are well represented but spurious ones are inhibited. 
While positive feedback enables coherent bindings of spatially distributed feature detec-
tors to rapidly form, it also creates hysteresis that could cause bindings to persist too long. 
As the visual scene rapidly changes, such persistence could degrade perception by causing 
massive smearing to occur. In Grossberg (1980, 1991), I suggested that many properties 
of the visual persistence that is described in psychophysical experiments are indeed caused 
by positive feedback in the visual cortical circuits that are responsible for the binding or 
segmentation of visual features into coherent visual forms. I also suggested how the degree 
of persistence may be limited by circuits that reset these segmentations at stimulus offset, 
notably by habituative transmitter gates embedded in the cooperative-competitive circuits. 
Such gates emtble off-cell rebounds to be activated in response to offset of inputs to on-cells. 
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These rebounds are used to rapidly inhibit the CC Loop bipole cells. In Francis, Grossberg, 
and Mingolla (1992), it is shown how the Static BCS model, augmented by habituative trans-
mitter gates, can be used to quantitatively simulate psychophysical data showing increase of 
persistence with spatial separation of a masking stimulus; inverse relation of persistence to 
flash luminance and duration; greater persistence of illusory contours than real contours, with 
maximal persistence at an intermediate stimulus duration; and dependence of persistence 
on pre-adapted stimulus orientation. Data concerning cortical cell responses to illusory and 
real contours are also analyzed, as are alternative models of feature binding and persistence 
properties. 
Figure 13 
Figures 13 and 14 summarize illustrative comparisons between psychophysical data and 
model simulations. Figure 13a summarizes data of Bowen, Pola, and Matin (1974) showing 
the inverse relation between visual persistence and stimulus duration and luminance. Figure 
14a summarizes data of Meyer and Ming (1988) showing greater visual persistence of illusory 
contours and real contours with a maximum persistence of illusory contours at an interme-
diate stimulus duration. Such simulations have provided support for every processing stage 
of the BCS model. 
Figure 14 
14. Synchronous Feature Binding in Visual Cortex 
The SOCC Loop is also capable of rapidly synchronizing the activities of spatially dis-
tributed cells within a single processing cycle. A theoretical rationale of such synchronization 
in vivo is suggested using Figure 15 as a guide. Figure 15 considers the processing of a visual 
image whose various parts are registered approximately synchronously at the eyes. Subse-
quent events at multiple processing stages may, however, destroy this synchrony, notably 
spatially inhomogeneous noise and habituation, say due to the various tonically active and 
transmitter gating actions that occur at several stages of visual processing. Thus, even if an 
external source of spatially distributed information is synchronous, it could be represented 
with spatially inhomogeneous phase leads and lags at subsequent neural processing stages. 
If these various parts of the processed image are not rapidly recombined into synchronized 
spatial patterns, then they cannot be correctly learned and recognized by the brain as part of 
the same event. Were this not to occur, then parts of different images that occur at different 
times could be scrambled together, leading to a maladaptive reorganization of scenic parts 
into the "wrong" visual objects. Synchronous binding of features into coherent spatial pat-
tern codes has also been described as part of the process whereby complex acoustic signals 
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are grouped into unitary auditory events (Bregman, 1990). 
Figure 15 
SOCC Loop mechanisms can reorganize temporally out-of-phase spatial data into a syn-
chronous spatial pattern, as part of their emergent segmentation properties, just so long 
as the phase lags and leads of these data lie within a critical time interval. In order to 
be effective during real-time perception, during which a series of rapidly changing images 
must be correctly processed, the synchronizer must be able to act quickly, within one or two 
processing cycles. This property holds in model, as well as in the data. We also showed how 
reciprocal adaptive filters can also give rise to fast synchronization. 
The relevant data were collected using simultaneous, multi electrode, extracellular record-
ings. Two labs (Eckhorn, Bauer, Jordan, Brosch, Kruse, Munk, and Reitbock, 1988; Gray 
and Singer, 1989; Gray, Konig, Engel, and Singer, 1989) reported stimulus-evoked synchro-
nized oscillations of 40-60 Hz in the primary visual cortex (Areas 17 and 18) of the cat. 
Coherence or synchrony of firing activity was found between cells within a cortical column 
(Eckhorn et al., 1988; Gray and Singer, 1989), in neighboring hypercolumns (Eckhorn et al., 
1988; Gray et al., 1989), in distant hypercolumns (Gray et al., 1989), and lying in two differ-
ent cortical areas (Eckhorn et al., 1988). Stimulus position, orientation, movement direction, 
and velocity were among the stimulus properties that yielded stimulus-evoked resonances. 
Synchronized oscillatory responses were frequently found at distant cortical positions when 
at least one of the primary coding properties was similar. 
Before our modelling work was carried out in 1989-1990 (Grossberg and Somers, 1991, 
1992), attempts to simulate these oscillatory phenomena had typically been restricted to 
formal equations for the phase relations among abstractly defined oscillators (Atiya and 
Baldi, 1989; Baldi and Meir, 1990; Kammen, Holmes, and Koch, 1989). Herein we note that 
SOCC Loop mechanisms and adaptive filter mechanisms can give rise to such oscillations 
as an emergent property of their real-time dynamics. Moreover, we use neural networks 
which had previously been derived to explain and predict behavioral and neural data other 
than the oscillatory phenomena themselves. A recent article by Eckhorn and Schanze (1991) 
analyses a model similar to the adaptive filter model (see below), which is one of the models 
that David Somers and I have also studied. 
15. Synchrony during Preattentive Visual Coding and Attentive Recognition 
Learning 
Our research on synchronized oscillations represents a confluence of several streams of 
research. I had predicted in the 1970's that cortical codes would be expressed by resonant 
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standing waves in which cooperatively linked cells oscillate in phase with one another (Gross-
berg, 1976, 1978c). The mathematical analysis of such synchronous oscillations was begun in 
Ellias and Grossberg (1975). It was also noted that these standing waves could be replaced 
by approach to an equilibrium point, or at tractor, if no "slow" variables, such as inhibitory 
interneurons or chemical modulators, exist in the network. Both standing waves and equilib-
ria can, in principle, support a feature-based cortical code. The standing waves were called 
"order-preserving limit cycles" to emphasize that the ordering, or relative importance, of 
feature detector activations should persist during each coding cycle, even if their absolute 
activations vary through time as the oscillation unfolds. 
Mathematical analyses of both the standing wave and equilibrium point models were 
initiated in the 1970's. Studies of equilibrium point models led to a series of mathemat-
ical theorems, including a general theory for globally analysing equilibria and oscillations 
in competitive neural networks (Grossberg, 1978a, 1978b, 1980), and the Cohea-Grossberg 
model and theorem for content addressable memory (Cohen and Grossberg, 1983; Gross-
berg, 1982a). The Cohea-Grossberg model was designed to include the additive model, 
subsequently studied by Hopfield (1984), as well as the shunting model that describes inter-
actions between cells that obey a membrane equation; see Grossberg (1988) for an historical 
overview. Our recent work on fast synchronization continues the analysis of standing waves 
that was initiated in Ellias and Grossberg (1975). 
The standing wave prediction was made in the context of a theory, called Adaptive 
Resonance Theory, or ART, which analyses the role of reciprocal top-down and bottom-up 
cortico-cortical and thalamo-cortical adaptive filters in the development of cortical feature 
detectors, recognition learning, attentional processing, and memory search (Grossberg, 1976, 
1978c, 1982b ). Within AHT, a resonant standing wave can occur when bottom-up and top-
down signals fuse into an attentional focus. Such an attentional focus can support new 
learning as it gives rise to a conscious perceptual experience. The predicted linkage between 
standing waves, attention, and conscious experience has recently attracted the interest of 
a large number of investigators; e.g., Crick and Koch (1990). The results of Eckhorn and 
Schanze (1991) and Grossberg and Somers (1991) illustrate how the ART standing waves 
predicted in Grossberg (1976, 1978c) can be generated by the type of bottom-up and top-
down feedback interactions among adaptive filters that are used in ART circuits. After ART 
was introduced in order to analyse attentive learning and recognition, subsequent research by 
Grossberg and Mingolla focused on processes of preattentive vision. As noted above, bipole 
cell were hereby predicted to cooperatively link perceptual features into emergent boundary 
segmentations via cooperative-competitive feedback signals within a SOCC Loop. 
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Figure 16 
Grossberg and Somers (1991, 1992) demonstrated that both the CC Loop and ART cir-
cuits can cooperatively link cells into stimulus-specific standing waves wherein cell activities 
may be synchronized within a single processing cycle to oscillate in phase with each other. 
We also showed that Nearest Neighbor Coupling, and Random Connection Coupling can 
also generate synchronous oscillations, but typically not within one processing cycle. The 
input stimuli in the data and these simulations were either long single bar images or short 
disconnected double bar images. The model neurons were given random initial activities. In 
the uncoupled case, where neurons do not interact, units receiving sufficient input exhibit 
stable limit-cycle oscillations, while units receiving insufficient input quickly approach a low 
equilibrium value (Figures 16a and 17a). Since the initial values were chosen randomly, the 
units oscillated in random phase with respect to one another. If all the inputs had the same 
amplitude, these phase relationships did not change over the time course of the simulation, 
since their frequencies were the same. 
Figure 17 
Using the Cooperative Bipole Coupling Architecture, coherent oscillations emerged with-
in one cycle or less for both the one bar (Figure 16b) and two bar (Figure 17b) stimuli. In 
the two bar case, oscillations were induced in the slit between the two bars to create an 
illusory contour, and these oscillators could be almost instantly synchronized with the others. 
In both stimulus cases, the bipole architectures did not induce a spreading of oscillatory 
activity to the outer regions beyond the stimuli. Inward boundary completion without 
outward spreading of oscillatory activity was found to be a robust property of bipole coupling. 
Adaptive Filter coupling also yielded rapid synchronization. 
Finer differences between the global structure of these oscillations may be used to infer 
their different functional roles, while also testing predictions of the preattentive BCS theory 
and the attentive ART theory. A preattentive BCS resonance is predicted to complete across 
gaps in two stimulus inducers, as during the Gray et al. (1989) two bar experiments and 
the perception of illusory contours (Grossberg and Mingolla, 1985a, 1985b). In contrast, an 
attentive ART resonance is predicted not to complete across gaps in stimulus inputs. It can 
"confirm the hypothesis" that input features are present and can bind them into coherent 
recognition codes, but it does not activate new features that are not already represented in 
the input data (Carpenter and Grossberg, 1991; Grossberg, 1987b; Grossberg and Stone, 
1986). Synchronized oscillations may thus be generated in different parts of the brain by 
circuits that carry out different functional tasks, such as preattentive vision and attentive 
visual object recognition. The existence of synchronized oscillations in two different parts of 
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the brain does not imply that they carry out similar functions. Rather, we suggest that they 
share a computational format for coherent processing of spatially distributed featural data. 
16. A Synthesis of Preattentive Vision and Attentive Recognition Networks 
The processes of the Static BCS start out as preattentive and automatic processes. These 
preattentive processes may, however, influence and be influenced by attentive, learned object 
recognition processes. A preattentively completed segmentation within the BCS can directly 
activate an Object Recognition System (ORS), whether or not this segmentation supports 
visible contrast differences within the FCS (Figure 18). The ORS can, in turn, read-out 
attentive learned priming, or expectation, signals to the BCS. In response to familiar objects 
in a scene, the final 3-D segmentation within the BCS may thus be doubly completed, first 
by automatic preattentive segmentation processes and then by attentive learned expectation 
processes. This doubly completed segmentation regulates the filling-in processes within the 
FCS that lead to a percept of visible form. 
Figure 18 
The analysis below suggests how the occluded B boundaries in Figure 2b are completed 
behind the black occl uder, and how such completed B boundary segmentations may be rec-
ognized within the ORS via direct BCS ~ ORS signals, even though they are not seen as 
visible surface properties at the FCS. It was suggested in Grossberg (1987a) that reciprocal 
BCS - ORS interactions could be attributed to ART mechanisms, including the adaptive fil-
ter mechanism capable of supporting synchronized oscillations that was described in Sections 
14 and 15. Recent neurophysiological evidence suggesting that regions of the inferotemporal 
cortex that play a role in visual object recognition may embody ART-like mechanisms are 
reviewed in Carpenter and Grossberg (1992), Desimone (1992), and Gochin (1990). 
17. Binocular Perception and 3-D Segmentation 
The original Static BCS model considered only monocular processing. Later research 
showed that the BCS could consistently be generalized to analyse binocular data. A key 
design insight was derived from psychophysical data showing that human stereo vision is not 
based upon matching of left and right image contrasts, as many AI vision theories propose. 
Rather, it is based upon matching of left and right emergent segmentations (Kaufman, 1974; 
Ramachandran and Nelson, 1976; Tausch, 1953; Wilde, 1950). This well-known fact could 
not be incorporated into a computational vision theory until it was shown how, as in the 
BCS, emergent segmentations arise. Then it was noted that the monocular SOC Filter could 
be generalized to a multiple-scale binocular filter whose outputs are automatically sorted by 
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the CC Loop into binocularly fused or supppressed segmentations (Grossberg, 1987b). By 
using properties of cortical ocular dominance columns, self-organizing feature maps, and 
monocular BCS mechanisms, it was shown how some spatial scales can exhibit binocular 
fusion while other scales exhibit binocular rivalry in response to the same stimulus, and 
how a size-disparity correlation may be obtained for the maximal disparity at which a given 
scale can binocularly fuse monocular pairs of boundaries (Grossberg, 1987b; Grossberg and 
Marshall, 1989). A variety of data about binocular vision were then tractable within this 
expanded binocular BCS theory. 
18. Interscale and Intersystem Interactions 
In its original form, this 3-D theory did not posit interactions between the different 
spatial scales of the BCS and the FCS, or from the FCS to the BCS. Such interactions were 
not needed to explain the data analysed in previous articles. The present work shows how 
suitably defined interactions within and between BCS and FCS scales lead to explanations 
of a much wider body of data about 3-D visual perception. These interactions are consistent 
with the previous theory and build upon it. Several investigators have described experimental 
evidence for the existence of interactions between scales (Tolhurst, 1972; Watt, 1987; Wilson, 
Blake, and Halpern, 1991). The present theory proposes interscale interactions that clarify 
the data which led to these proposals, but uses interactions which have not previously been 
described because their functional role can only be articulated within the context of BCS 
and FCS mechanisms. 
The present theory posits the existence of five new types of interactions which com-
plement, and are consistent with, previously defined BCS and FCS mechanisms. These 
interactions clarify how the visual system can generate globally unambiguous 3-D surface 
representations from image data which contain several different types of local ambiguities. 
The main observation to make about the interactions listed below is that larger scales tend 
to influence smaller scales, and larger disparities tend to influence smaller disparities. Thus 
the new interactions tend to be partially ordered across scale and disparity. Within the BCS, 
inhibitory competitive interactions are assumed to occur from complex cells that code larger 
disparities to complex cells that code smaller disparities at the same position and scale. 
These interactions are BE Intrasca/es. Between the BCS and FCS, inhibitory competitive 
interactions occur from the FCS cells that are activated by boundaries of filled-in connected 
surface regions to cells of the BCS that code smaller disparities at the same position and 
scale. These interactions are called FE Intrasca/es. Inhibitory competitive interactions also 
occur from these FCS cells to FCS cells corresponding to smaller disparities at the same 
position and scale. These interactions are called FF Intrascales. Excitatory cooperative 
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interactions of bipole cells occur to hypercomplex cells that code the same position and dis-
parity, across all scales. Due to the effect of these cooperative interactions on the competitive 
interactions of the OC Filter, larger scales inhibit smaller scales in the manner suggested by 
psychophysical data (Tolhurst, 1972; Watt, 1987; Wilson, Blake and Halpern, 1991). These 
interactions are called BB Interscales. Finally, the BCS boundaries that emerge from these 
interactions at a given scale and disparity add to the BCS boundaries of all smaller scales 
and disparities at the same position. These interactions are called BF Interscales. 
19. An Explanation of Bregman-Kanizsa Pop-Out 
These mechanisms help to explain how the occluded gray B's in Figure 2 are seen and 
recognized on a surface behind the occluding black bands. A sketch of the main ideas is 
given below. Mechanistic details are developed in Grossberg (1992). Consider the image in 
Figure 19a. The black-white contrast of the occluding black band with respect to the white 
background is greater than the gray-white and gray-black contrasts caused by the occluded B 
shapes. As a result, the activation of BCS simple cells is greater at the black-white contrast 
than at the gray-white and black-gray contrasts (Figure 19b and 20b). These simple cells 
activate binocular complex cells. Since the image is viewed by both eyes at a distance, it 
generates a binocular disparity at each image point. This disparity increases with retinal 
distance from the foveation point. Larger dis pari ties further from the foveation point and 
smaller disparities closer to the foveation point may all correspond to the same planar image. 
It is shown in the theory how all these disparities are combined to generate a planar surface 
percept by using properties of the cortical magnification factor (Hubel and Wiesel, 1977). 
For present purposes, let D1 represent the set of all disparities that correspond to this planar 
image surface. 
Figure 19 
In Figure 19c and 20c, the larger of the two receptive fteld sizes that are displayed 
represents the largest scale that can binocularly fuse disparity D1 . Complex cells at the same 
position and scale compete from larger to smaller disparities via BB Intrascales. Hence no 
complex cells fire at the smaller disparity D2 of the larger scale. On the other hand, smaller 
scales cannot binocularly fuse as wide a range of disparities as larger scales can, due to 
the size-disparity correlation (Kulikowski, 1978; Richards and Kaye, 1974; Schor and Tyler, 
1981; Schor and Wood, 1983; Schor, Wood and Ogawa, 1984; Tyler, 1975, 1983). The smaller 
scale in Figure 4c was chosen so that it cannot fuse D1 but it can fuse the slightly smaller 
disparity D2 . Because disparity cells are coarsely coded before BB Intrascale competition 
takes place, the smaller scale complex cells that are tuned to disparity Dz respond to the 
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image contours. This can happen because there are no smaller scale complex cells that can 
fuse disparity D 1, and thus no BB Intrascale competition from disparity D1 to D2 • Thus 
Figure 4c results from three properties: (a) a size-disparity correlation for binocular fusion; 
(b) coarse-coded non-zero disparity computations at binocular complex cells; (c) competitive 
sharpening of disparity-sensitive complex cell responses within each scale, with larger £usable 
disparities winning over smaller ones. 
Figures 19d and 20d show that end gaps are formed at the B boundaries as a result of 
CC Loop feedback. Both top-down bipole-to-hypercomplex competition between positions 
and hypercomplex-to-hypercomplex competition between orientations help to create these 
end gaps. 
Figure 20 
BCS boundaries act as filling-in generators within the FCS. In particular, in Figures 
19e and 20e, binocular BCS boundaries interact with monocular FCS signals to select those 
monocular FCS signals that are consistent with the binocular BCS boundaries. All other 
monocular FCS signals are suppressed. The selected FCS signals fill-in their respective 
filling-in domains, or syncytia. If end gaps in the regions exist, as in Figure 19d, then the 
filling-in signals cross the gaps and dissipate across space unless they are contained by other 
nearby boundaries, as in Figure 19e and 20e. Figure 20e shows that only the boundaries 
of the black occluding region can contain the filling-in process during the first phase of the 
processing cycle. 
The filled-in monocular FCS region generates contour-sensitive output signals, as in 
Figures 19f and 20f. Output signals are generated only at the boundaries of the black 
occluder. These FCS output signals activate parallel pathways that influence both the BCS 
and the FCS. The FB Interscales inhibit any BCS boundaries that may exist at the same 
positions and orientations of smaller disparities and scales. In particular, the boundaries 
of the black occluder are inhibited at disparity D 2 . After this happens, the incomplete B 
boundaries at disparity D2 can be colinearly completed by its CC Loop, as in Figure 19f. 
This completed boundary segmentation of B can then be directly relayed to the ORS for 
resonant recognition, as noted in Section 16. 
Why is the letter B not completely seen at the FCS? This is due partly to FF Interscales. 
As shown in Figures 19g and 20g, FF Interscales give rise to excitatory output pathways 
from both monocular filling-in dornains, or syncytia, of the FCS and combine them at the 
binocular ftlling-in domains of the FCS. This excitatory binocular interaction joins monocular 
signals that code the same position, scale, and disparity. These are the FCS signals that will 
be used to fill-in a multiscale representation of Form-And-Color-And-DEpth at the binocular 
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filling-in domain. In addition, FF Interscales inhibit those FCS signals at their position which 
correspond to smaller scales and disparities. These inhibitory interactions may be triggered 
within the binocular filling-in domains, as a secondary effect of the excitatory FF Interscales. 
As a result of these inhibitory FF Interscales, a surface that is filled-in at a nearer disparity 
cannot also be filled-in at a farther disparity unless suitably configured end gaps exist that 
generate a percept of transparency. 
Why cannot FCS signals from smaller disparities, but different positions, fill-in behind 
a nearer occluding surface? This is due partly to BF Interscales, which add their boundary 
signals to the binocular syncytia of smaller disparities and scales, as in Figures 19h and 20h. 
These BF Interscales to an FCS syncytium create barriers to filling-in at their target cells 
(Cohen and Grossberg, 1984; Grossberg, 1987, Grossberg and Mingolla, 1985, 1987a, l987b, 
Grossberg and Todorovic, 1988; Grossberg and Wyse, 1991). As a result, in Figure 19h, 
complete boundaries of both the occluding band and the occluded B exist at the smaller 
scale and disparity. 
The BF Interscales and FF Interscales of Figures 19g and 19h work together to generate 
the binocular filling-in events shown in Figures 19i and 20i. The B surface is filled-in at 
disparity Dz only where it is not occluded, clue to BF Interscales. The occluding surface is 
not filled-in at all at disparity D2 , clue to FF Interscales. The occluding surface is filled-in at 
disparity D1 because its FCS signals match BCS boundary signals that completely enclose 
them. Because D1 > D2 , the surface percept in the FCS is one of a black occluding surface 
that appears closer than the gray occl uclecl JJ surface. 
20. An Explanation of Da Vinci Stereopsis 
The same mechanisms can now be used to explain the 3-D percept of the DaVinci stereo 
image in Figure 21a, with one addition: the interaction of near-zero disparity cells with 
non-zero disparity cells needs to be included. Figure 21b-2lf outlines the main steps of 
the explanation. It is assumed that viewing conditions enable the vertical edges A and B 
to be binocularly fused with disparity D1 and the vertical edges within region CD to be 
binocularly fused with disparity D2 . These fused boundaries are represented in Figure 2lb. 
The larger scale is the largest scale that can just fuse D1. The smaller scale is the largest 
scale that can just fuse D2 . Figure 2lb shows the complex cell activations at both scales 
and disparities. 
Consider the larger scale first. Because this scale can fuse edges A and B at disparity 
D1 , BB Interscales inhibit activation of D2 disparity cells by these edges. The D2 disparity 
cells can, however, fuse the vertical edges within region CD. Now consider the smaller scale. 
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Because the smaller scale cannot fuse disparity D1, but it can fuse Dz < D1, edges A and 
B activate the D2 disparity cells, albeit perhaps not strongly. These activations are not 
inhibited by responses at larger disparities, because the smaller scale, by definition, has no 
cells that are maximally tuned to these larger disparities. 
Figure 21 
None of the complex cell activations in Figure 24b form a connected boundary. How-
ever, their activations are combined with output signals from the separate pool of near-zero 
disparity cells. Some of these near-zero activations are caused by horizontal edges. Others 
are caused by monocular viewing by the right eye of region BC. Adding the activations 
of near-zero disparity cells in Figure 21c creates some connected boundaries. The image 
representation in Figure 21c assumes that allelotropia has deformed the binocularly viewed 
regions AB and CD in such a way that the monocularly viewed region BC can fit in between. 
In situations where this is not true, binocular rivalry can ensue (Grossberg, 1987). 
The CC Loop does not substantially change the boundary representation of Figure 21c. 
Boundaries are not completed in the D1 representation because inhibition from Dz-disparity 
cells propagates into the CC Loop via complex off-cells and hypercomplex off-cells (Gross-
berg, 1991 ). 
Figure 2ld indicates the regions of Figure 21c that can be successfully filled-in within 
the monocular syncytia, as in Figure 20e. Figure 21e describes the boundaries that survive 
FB Interscales, as in Figure 21£. A similar inhibition of FCS signals for region AB occurs 
at disparity D2 due to FF Interscales, as in Figure 21g. Figure 20f shows the effect of BF 
Interscales, as in Figure 20h, and the final filling-in of the binocular syncytia, as in Figure 
20i. Surface AB selectively fills-in at disparity D1 and surface BCD selectively fills-in at 
disparity Dz. The ambiguous region BC hereby inherits the depth of region CD. 
21. Concluding Remarks 
These FACADE Theory mechanisms are used in Grossberg (1992) to analyse many 
more heretofore intractable data from visual psychophysics and neuroscience. As illustrated 
above, the theory characterizes how interactions between BCS and FCS, especially partially 
ordered interactions from larger scales and disparities to smaller scales and disparities, inhibit 
spurious boundary and surface signals. Key new ideas illustrated herein are that filled-in 
connected regions at a given disparity inhibit the boundaries and features of smaller disparity 
representations; near-zero disparity cell pools and non-zero disparity cell pools interact to 
generate boundary segmentations that organize the filling-in of surface representations; and 
segmentations of partiaJly occluded objects may be completed and recognized by the object 
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recognition system even though only their unoccluded parts are filled-in and seen within the 
vision system. These model mechanisms constitute predictions about the ordering and types 
of interactions that should occur between the Thin Stripe and Interstripe parvocellular cor-
tical processing streams from the lateral geniculate nucleus through area V 4 of the prestriate 
visual cortex. 
In addition, it was noted that previous FACADE Theory predictions have received in-
creasing experimental support. For example, the BCS model has been used to quantitatively 
simulate psychophysical data about texture segregation, 3-D shape-from-texture, and visual 
persistence, much of it collected after the BCS model was published. BCS predictions about 
prestriate end cutting and bipole completion also anticipated the supportive neurophysio-
logical data of von der Heydt, Peterhans, and Baumgartner (1984) and Peterhans and von 
der Heydt (1989). A variety of recent data about discounting the illuminant and filling-in 
of brightness, color, and depth surface properties have also been clarified and anticipated 
by the FCS model. These foundations provide a promising start for the difficult task of 
developing a comprehensive neural theory of preattentive vision. 
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FIGURE CAPTIONS 
Figure 1. Left and right eye views of a scene. Region AB is closer than region BCD. 
When the scene is viewed by both eyes, most of it may be binocularly detected, such as 
regions AB and CD, but part of it may be detected by only one eye, such as region BC. 
An appropriate depth of the monocularly viewed region is filled-in using information from 
retinally contiguous, binocularly viewed regions. 
Figure 2. Role of occluding region in recognition of occluded letters: (a) Upper case 
"B" letters; (b) same, except partially hidden by a black snake-like occluder; (c) same, 
except occluder is white, and therefore merges with the remainder of the white background. 
Although the exposed portions of the letters are identical in (b) and (c), they are much 
better recognized in (b) [reprinted with permission from Nakayama, Shimojo, and Silverman 
(1989)]. 
Figure 3. Macrocircuit of monocular and binocular interactions of the Boundary Contour 
System (BCS) and the Feature Contour System (FCS): Left eye and right eye monocular 
preprocessing stages (MP L and MP n) send parallel pathways to the BCS (boxes with ver-
tical lines, designating oriented responses) and the FCS (boxes with three pairs of circles, 
designating opponent colors). The monocular signals BCS L and BCS R activate simple cells 
which, in turn, activate bottom-up pathways, labelled 1, to generate a binocular boundary 
segmentation using the complex, hypercomplex, and bipole cell interactions of Figure 1. The 
binocular segmentation generates output signals to the monocular Filling-In Domains, or FI-
DOs, of the FCS via pathways labelled 2. This interaction selects binocularly consistent FCS 
signals, and suppresses the binocularly inconsistent FCS signals. The surviving FCS signals 
activate the binocular FIDOs via pathways labelled 3, where they interact with the binocular 
BCS segmentation to fill-in a multiple-scale surface representation of Form-And-Color-And-
DEpth, or FACADE. Compare MP L and MP R with LGN data, the simple-complex cell 
interaction with Vl data, the hypercomplex-bipole interaction with V2 and (possibly) V4 
data, notably about inter stripes; the monocular FCS interaction with blob and thin stripe 
data; and the FACADE representation with V4 data (DeYoe and Van Essen, 1988). Addi-
tional interactions from FCS to BCS and among FCS and BCS copies are described in the 
text. 
Figure 4. The monocular Boundary Contour System of Grossberg and Mingolla (Grossberg 
and Mingolla, 1985a; 1985b; 1987). The circuit is divided into a static oriented contrast-
sensitive filter (SOC Filter) followed by a cooperative-competitive feedback network (CC 
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Loop). Multiple copies of the circuit are used, each corresponding to a different range of re-
ceptive field sizes. Each copy models interactions of simple cells, complex cells, hypercomplex 
cells, and bipole cells. 
Figure 5. (a) The vertical line is easily recognized in the absence of a vertically oriented 
contrast difference; (b) a Glass pattern. The emergent circular pattern is recognized without 
being seen [reprinted with permission from Glass and Switkes (1976)]; (c) two line drawings 
(left column) with recoverable (middle column) and unrecoverable (right column) deletions. 
Completion of recoverable deletions facilitates recognition even though they are not seen 
[reprinted with permission from Biederman (1987)]. 
Figure 6. (A) (a) Distribution of noise in horizontal dimension of image; (b) binary image of 
a rectangle corrupted by noise whose distribution, as in (a), varies continuously; (c) responses 
of oriented contrast detectors to the image; (d) equilibrated responses of cooperative feedback 
cells of BC System. The rectangle is recovered and the ramped increase of noise in the 
middle of the figure is ignored. (B) (a) Distribution of noise in horizontal dimension of 
image; (b) binary image of a rectangle corrupted by noise whose distribution, as in (a), 
varies abruptly; (c) responses of oriented contrast detectors to the image; (d) equilibrated 
responses of cooperative feedback cells of the BC System. The rectangle is recovered and the 
abrupt increase of noise in the middle of the figure supports vertical segmentation responses. 
Compare with Figure 6A. 
Figure 7. (a) A textured, curved surface (adapted from Todd and Akerstrom, 1987); (b) 
equilibrated response of cooperative feedback cells of the CC Loop to the inputs from Figure 
7a. 
Figure 8. A simplified monocular model of the interactions that convert simple cells into 
complex cells and then into two successive levels of hypercomplex cells. The interactions 
(simple cell) _, (complex cell) and (complex cell) _, (hypercomplex cell) describe two suc-
cessive spatial filters which together form the SOC Filter. Simple cells form one filter. 
Their rectified outputs combine as inputs to complex cells. A second filter is created by the 
on-center off-surround, or endstopping, network that generates hypercomplex cell receptive 
ftelds from combinations of complex cell outputs. Higher-order hypercomplex cells further 
transform hypercomplex cell outputs via a push-pull competition across orientations. 
Figure 9. Responses of oriented receptive fields to lines of variable width: (a) Narrow lines 
and thick edges activate a connected band of oriented responses. Intermediate line widths 
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are not detected at the line end. (b) For such incomplete boundaries, filling-in could cause 
diffusion of visible signals out of the line end. (c) An end cut closes the boundary at a line 
end. 
Figure 10. Creation of end-cuts: (a) a line of intermediate width; (b) complex cell activa-
tions leave a gap at the line end; (c) the first competitive stage inhibits vertical hypercomplex 
cells at the line end; (d) the second competitive stage generates an end cut by disinhibiting 
horizontal higher-order hypercomplex cells at the line end. 
Figure 11. (a) The Ehrenstein pattern studied by Redies and Spillmann (1981) can induce 
a percept of neon color spreading as part of 2-D or 3-D percepts. (b) End gaps start to 
form at the boundaries of the gray cross that abut the boundaries of the white edges at the 
first competitive stage of hypercomplex cells. (c) End cuts start to form at the ends of the 
boundaries of the white edges at the second competitive stage of hypercomplex cells. (d) An 
illusory contour connecting the end cuts is created by the CC Loop. 
Figure 12. A cooperative-competitive feedback exchange leading to boundary completion: 
Cells at the bottom row represent like-oriented cells at the second competitive stage whose 
orientational preferences are approximately aligned across perceptual space. The cells in the 
top two rows are bipole cells in the cooperative layer whose receptive field pairs are oriented 
along the axis of the competitive cells. Suppose that simultaneous activation of the pair of 
pathways 1 activates positive boundary completion feedback along pathway 2. Then pairs of 
pathways such as 3 activate positive feedback along pathways such as 4. Rapid completion 
of a sharp boundary between the locations of pathways 1 can hereby be generated. 
Figure 13. (a) Visual persistence is inversely related to flash luminance and flash duration 
[reprinted with permission from Bowen et al. (1974)]. (b) Computer simulation by Francis, 
Grossberg, and Mingolla (1992) of the Bowen et al. (1974) experiments using the BCS. 
Figure 14. (a) Visual persistence of illusory contours is greater than persistence of real 
contours, and peaks at an intermediate duration of the stimulus [reprinted with permission 
from Meyer and Ming (1988)]. (b) Computer simulation by Francis, Grossberg, and Mingolla 
(1992) of the Meyer and Ming (1988) experiments using the BCS. 
Figure 15. Multilevel processing of an image in noise may lead to phase leads and lags in 
the processing of different image regions. These temporally out-of-phase activations may be 
rapidly recombined into coherent spatial patterns by synchronized oscillations. 
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Figure 16. (a) Uncoupled model cell activities in response to a single bar input. Three 
windows are displayed in which plots of cell activities X; versus time are overlaid. In window 
I, positions i = 1 through i = 18 are overlaid. In window II, positions i = 19 through i = 46 
are plotted. Positions i = 4 7 through i = 64 are shown in window III. The positions displayed 
in windows I and III correspond to the image background, while window II displays activity 
of X; along the bar. In this uncoupled case, the activities at positions corresponding to the 
background quickly approach the steady-state value, while positions along the bar oscillate in 
random phase. This uncoupled case represents the control simulation in response to a single 
bar input. (b) Bipole coupling in response to a single bar input. Using the same inputs and 
initial conditions which were used to generate Figure 16a, bipole coupling yielded rapid and 
sustained synchronization of oscillatory activity at positions along the bar without inducing 
oscillatory activity at positions corresponding to the background. Each bipole flank received 
input from six neighboring positions [reprinted with permission from Grossberg and Somers 
(1991)]. 
Figure 17. (a) Uncoupled model cell activities in response to a double bar input. Five 
windows are displayed in which plots of cell activities X; versus time are overlaid. In window 
I, positions i = 1 through i = 18 are overlaid, while in window II, positions i = 19 through 
i = 30 are plotted. Windows III and IV display positions i = 31 through i = 34 and i = 35 
through i = 46, respectively, and positions i = 47 through i = 64 are shown in window V. The 
positions displayed in windows I and V correspond to the image background, while window 
III displays activity in the slit between the two bars. Windows II and IV display activities 
of X; along the left and right bars respectively. In this uncoupled case, the activities at 
positions corresponding to the background and the slit quickly approach the same steady-
state value, while the activities at positions along both bars oscillate in random phase. This 
uncoupled case represents the control simulation for double bar input. (b) Bipole coupling 
in response to a double bar input. Using the same inputs and initial conditions which were 
used to generate Figure 17a, bipole coupling yielded rapid and sustained synchronization of 
oscillatory activity at positions along both bars and induced synchronous oscillatory activity 
at the positions between the two stimulus bars, but did not induce oscillatory activity at 
positions corresponding to the outer background regions. This may be interpreted as the 
completion of a disconnected image boundary, resulting in an illusory contour between the 
two bars. Each bipole flank received input from six neighboring positions [reprinted with 
permission from Grossberg and Somers ( 1991) ]. 
Figure 18. Completed boundaries within the BCS can be recognized within the ORS via 
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direct BCS --+ ORS interactions whether or not they are seen in the FCS by separating two 
regions with different filled-in brightnesses or colors. 
Figure 19. Bregman-Kanizsa figure-ground separation: (a) image; (b) monocular simple 
cell activations in the BCS; (c) complex cell activations after BB Intrascale competition from 
disparity D1 to D2 ; (d) CC Loop boundary segmentation at higher-order hypercomplex cells 
after end gaps form; (e) ftlling-in of connected components in monocular FCS syncytia; (f) 
FB Interscale inhibition to smaller scales and disparities, and CC Loop reorganization of 
the B boundary; (g) FF Interscale inhibition to smaller scales and disparities; (h) BF Inter-
scale inhibition adds boundaries to smaller scales and disparities; (i) filling-in of connected 
components in binocular FCS syncytia. 
Figure 20. Active network stages during processing of a 3-D scene: (a) discounting of 
the illuminant occurs in the monocular preprocessing stages, notably the lateral geniculate 
nucleus; (b) simple cell activation; (c) complex cell activation; (d) emergent boundary seg-
mentation by hypercomplex-bipole cell feedback in the CC Loop; (e) filling-in of the monoc-
ular syncytia due to convergence of consistent binocular BCS signals and monocular FCS 
signals; (f) FB Interscales inhibit boundaries at smaller scales and disparities; (g) FF Inter-
scales excite filling-in of the binocular syncytia and inhibit ftlling-in generators and filling-in 
barriers at smaller scales and disparities; (i) the final multi-scale filled-in representation of 
Form-And-Color-And-DEpth emerges within the binocular syncytia. 
Figure 21. (a) DaVinci stereopsis image of Figure 1; (b) binocularly fused complex cell 
responses of non-zero disparity cells at two scales and disparities; (c) combination of fused 
non-zero disparity responses with near-zero disparity responses; (d) ftlling-in of connected 
regions; (e) deletion of boundaries at smaller scales and disparities due to FB Interscales 
from connected regions; (f) overlay of ftnal BCS boundary representation and filled-in surface 
representations at the binocular syncytia. 
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