Abstract: In (Lawnik M., Generation of numbers with the distribution close to uniform with the use of chaotic maps, In: Obaidat M.S., Kacprzyk J., Ören T. (Ed.), International Conference on Simulation and Modeling Methodologies, Technologies and Applications (SIMULTECH) (28-30 August 2014, Vienna, Austria), SCITEPRESS, 2014) Lawnik discussed a method of generating pseudo-random numbers from uniform distribution with the use of adequate chaotic transformation. The method enables the " attening" of continuous distributions to uniform one. In this paper a inverse process to the above-mentioned method is presented, and, in consequence, a new manner of generating pseudo-random numbers from a given continuous distribution. The method utilizes the frequency of the occurrence of successive branches of chaotic transformation in the process of " attening". To generate the values from the given distribution one discrete and one continuous value of a random variable are required. The presented method does not directly involve the knowledge of the density function or the cumulative distribution function, which is, undoubtedly, a great advantage in comparison with other well-known methods. The described method was analysed on the example of the standard normal distribution.
Introduction
The generation of pseudo-random numbers is crucial in many elds of science like cryptography, where cryptographically secure pseudo-random numbers are needed e.g. [1] or scienti c computations, where often numbers from another than uniform distribution are crucial e.g. [2, 3] .
There are many published algorithms that enable the derivation of values from the given probability distribution. One of the most popular is the method of inverse cumulative distribution function determined by the equation [4] :
where U is a random variable from the uniform distribution on interval ( , ), F − is a quantile function and X is a random variable with distribution corresponding to F. Another very popular method for pseudo-random numbers generation is the rejection (also called acceptance and rejection) method, which is the implication of the following observation [5] :
if a random point (X, Y) is uniformly distributed in the region G f between the graph of the density function f and the x-axis, then random variable X has density f .
Additionally, in professional literature the methods which allow the generation of pseudo random numbers from a concrete distribution can be found, for example, from the normal one [6] [7] [8] [9] . One of such algorithms is the Box-Muller transformation given by the equations [6] :
where N and N are standard normal random variables, whereas U and U are random variables from uniform distribution. Apart from these classical methods, there are also ways of constructing chaotic maps solving the so-called inverse Frobenious-Perron problem [10] [11] [12] , which enables the construction of recurrences with prede ned invariant densities. Iterating such dynamical systems is an easy way of generating pseudo-random numbers. One of such recurrences is in the following form [13] :
where F is a given cumulative distribution function, F − is the inverse function to F and U is the skew tent map. The skew tent map (also called as the asymmetric tent map) is given by the relation:
For each value of parameter p ∈ ( , ), the recurrence (4) is chaotic and has a uniform distribution of the iterated variable. Due to these properties, reccurence (4) is very popular as a component of pseudorandom number generators in cryptographic applications [14] [15] [16] .
Transformations in the form of (3) were analyzed in [17] . The derived results indicate that for values of parameter p close to or , the desired probability distribution of the iterative variable cannot be derived. The reason is a small --close to zero -value of the Lyapunov exponent, which measures the rates of convergence or divergence of nearby trajectories. The Lyapunov exponent of the dynamical system x k+ = f (x k ) is given by the formula:
Furthermore, methods for generating pseudo-random numbers with the use of chaotic maps related only to a speci c distribution can be shown, for example the normal distribution with the use of the Weierstrass recurrence, which was rstly shown in [18] and futher analized in [19] . The Weierstrass recurrence can be expressed by the formula:
where < a < , b is a odd number and ab > + π. As shown in [19] , iterating (6) with parameter value a close to , generates values from the normal distribution. Another method which applies chaotic maps in pseudo-random numbers generation was shown in [20] , where values from uniform distribution are generated. This method may be described by the following procedure: Method 1. Let U n (x) denote the n-th iteration of the chaotic map with a uniform distribution starting from initial condition x. Furthermore, let:
be a certain pseudo-random set of numbers from continuous distribution with nite support. In such case, the set
where a is a normative coe cient, has the distribution similar to uniform.
The above procedure enables the " attening" of continous distribution, i.e. reducing it to the uniform distribution. Furthermore, the accuracy of this process depends on the number of iterations n -if it is too small, then the obtained distribution only " attens" the oryginal density functions of (7). The transformation f may be chosen as the skew tent map (4) . Other examples of chaotic maps with uniform distribution may be found in [21, 22] . Likewise, as recurrence (4), they consist of several independent functions, which may be called as branches.
While analyzing the above-described method a natural question arises: Is the process of reduction of any distribution to the uniform distribution reversible? If yes, then in consequence, a new method enabling the generation of pseudo-random numbers from any distribution could be derived. The fact that the transformation described in (8) is a 1D chaotic map means that it is irreversible. However, by additional assumptions the process may become reversible, which is discussed in the next section of this paper.
Method and analysis
The inversion of a chaotic transformation given, for example, by (4) does not render an unequivocal solution. Yet, knowing which of the branches of the transformation were iterated, the chaotic map may be inverted. This may be achieved by nding successive inverse images by means of a inverse function to an appropriate branch. Assuming that we have two branches that are denoted as "0" and "1" (see Fig. 1 ), any orbit starting from an initial point in (7) creates a certain binary sequence. Thus, by replacing every binary sequence with the appropriate integer number, in consequence, a set of integers is derived. Next, for such set it is possible to calculate the frequency of the occurrence w i of particular integers, in accordance with the dependence:
where n i denotes the amount of successive integers in the above-mentioned set and i = , , . . . , n − . An example of such numerical normalized frequency set is shown in Fig. 2 . Conducted numerical analysis has shown, that this set is invariant if the number of elements in (7) changes and the values of parameters p, a and n are xed. Changing values in the mentioned parameters provides a new set of elements in the form (9). Thus, the algorithm of generating pseudo-random numbers from the given distribution with the use of transformation f may be described by the following procedure:
1. Set the values of the frequency of the occurrence w i . 2. In accordance with w i , generate an adequate value of discrete random variable i from the set { , , . . . , n − }.
3. Generate a value of random variable u ∈ ( , ) from the uniform distribution. 4. In accordance with i inverse the value of u by calculating x = f −i (u), where f is the mapping used to get (9). 5. Return x.
Above-described algorithm is an approximate method of generation of pseudo-random numbers. It can be seen as a form of decomposition method of distributions. The accuracy of the method depends on the values of w i , which must be designated for properly large set X with adequate number of iterations n. Next, the derived values of w i may be catalogued. Then, to generate the values from the given distribution it is not necessary to know the density function or the cumulative distribution function. This eliminates the rst step in above proposed algorithm. In comparison with other methods, such as inversion of the cumulative distribution function, or method of acceptance-rejection, it is, undoubtedly, a great advantage. Nevertheless, the algorithm requires to generate two values of random variables (one discrete and one from uniform distribution) which in comparison with the inversion cumulative distribution method is a disadvantage.
Example
The implementation of the above-described method shall be presented on the example of standard normal distribution. Accordingly, taking advantage of (8) and (4) the frequency of the occurrence of speci c combinations of the branches w i (9) was calculated. The results are presented in Fig. 2 . Next, on the grounds of the frequencies using presented algorithm, a sequence of pseudo-random numbers was generated which numerically calculated density function shown in Fig. 3 . The obtained results show good matching of the obtained distribution with the standard normal distribution. Moreover, a series of statistical tests was carried out to verify the properties of the analysed method. The results are compiled in Table 1 , certifying that the discussed method enables the generation of pseudo-random numbers from standard normal distribution. . p = .
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Conclusions
The method discussed in the paper enables the generation of pseudo-random numbers from a given distribution. It requires the knowledge of the frequency of the occurrence of particular branches of the transformation during the process of generating the uniform distribution described in [20] . However, neither the density function nor the cumulative distribution function are directly used in the method. The method was numerically analysed on the example of standard normal distribution. The obtained results prove its accuracy. It may be applied to create a series of generators of pseudo-random numbers from continuous probability distribution. 
