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Abstract
An analytic function f (z) in the unit disc D is called stable if sn(f, ·)/f ≺ 1/f holds for all for
n ∈ N0. Here sn stands for the nth partial sum of the Taylor expansion about the origin of f , and
≺ denotes the subordination of analytic functions in D. We prove that (1 − z)λ, λ ∈ [−1,1], are
stable. The stability of
√
(1 + z)/(1 − z) turns out to be equivalent to a famous result of Vietoris
on non-negative trigonometric sums. We discuss some generalizations of these results, and related
conjectures, always with an eye on applications to positivity results for trigonometric and other poly-
nomials.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The notion of stable functions has been introduced in [4]. We denote by A the set of
analytic functions in the unit disk D := {z: |z| < 1}, and byA0 the set of f ∈A normalized
by f (0) = 1. Furthermore, for f,g ∈A we say that f is subordinate to g (f ≺ g) iff there
exists w ∈A satisfying |w(z)| |z|, z ∈ D, such that f = g ◦ w, and we shall write
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n∑
k=0
akz
k, n = 0,1, . . . , for f (z) =
∞∑
k=0
akz
k.
We call a function f ∈A0 n-stable with respect to G ∈A0 if
sn(f, z)
f (z)
≺ 1
G(z)
(1)
holds for some n ∈ N. In particular, f will be called n-stable if it is n-stable with respect
to itself. If f is n-stable (w.r.t. G) for every n ∈ N0 := N ∪ {0} then we say f is stable
(w.r.t. G).
Relations like (1) are known from geometric function theory. Let
fλ(z) = 1
(1 − z)λ
and
Fλ :=
{
f ∈A0: zf
′
f
≺ zf
′
λ
fλ
}
.
Note that zf is starlike of order 1 − λ/2 if and only if f ∈Fλ. The main results in [4] can
be interpreted as follows.
Theorem A [4]. For 0 λ 1 we have (1) fλ is stable; (2) f is stable w.r.t. fλ for any
f ∈Fλ.
In fact, for λ = 1 this has been known for long, compare [3], and has found interesting
applications in the context of Gegenbauer polynomial sums and the positivity of other
trigonometric sums.
Our first result is to extend the range for λ in Theorem A(1) slightly. However, a gener-
alization to a situation like Theorem A(2) does not seem to be obvious.
Theorem 1.1. fλ is stable for −1 λ 1, but for no other λ.
The main goal in this paper is the study of the stability of the functions
vλ(z) :=
(
1 + z
1 − z
)λ
.
We shall prove
Theorem 1.2. v1/2 is stable.
It is very interesting to observe that Theorem 1.2 is (essentially) equivalent to a cele-
brated theorem of Vietoris [5] about the simultaneous non-negativity of a general class of
sine and cosine sums, namely
Theorem B (Vietoris). Let a0  a1  · · · an and
2ka2k  (2k − 1)a2k−1, k  1. (2)
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n∑
k=0
ak cos(kx) > 0, x ∈ [0,π), (3)
n∑
k=1
ak sin(kx) > 0, x ∈ (0,π). (4)
There exist at least two proofs for Theorem B: beside Vietoris’ own proof another one
is due to Askey and Steinig [2]. They both use exclusively real analysis and produce their
result as the consequence of fairly delicate technical estimates, which do not really explain
the theorem’s greater meaning. Askey and Steinig [2] indicated that Vietoris’ theorem can
be restated in terms of positive Jacobi polynomial sums, thereby formally embedding it into
a larger group of inequalities. Nevertheless, also in this new context, the theorem remained
somewhat isolated. For a complete account of most related questions we refer to Askey’s
monography [1].
Our proof of Theorem 1.2 is just to show the equivalence to Theorem B. However, for
n odd, we can show that Theorem 1.2 (namely that v1/2 is n-stable) follows also from
Theorem 1.1. Actually we get a much more general version of it.
Theorem 1.3. Let f ∈ F1/2, and F(z) := (1 + z)f (z2), z ∈ D. Then, for n odd, we have
that F is n-stable w.r.t. f1/2. This result is generally false for n even.
Indeed, for n odd and f = f1/2 Theorem 1.3 says that v1/2 is n-stable w.r.t. f1/2. How-
ever, since f1/2 ≺ v1/2, this implies (and even refines) Theorem 1.2 for those n. Note also
that this implies—via summation by parts—a new proof for Vietoris’ Theorem B as well,
however only for the cases where we have the additional condition
a2k = a2k+1, k ∈ N0, and n odd. (5)
It might be of interest to see, what Theorem 1.3 in terms of inequalities for partial sums
actually means.
Corollary 1.4. Let F be as in Theorem 1.3. Then, for any z0 ∈ D¯ \ {−1} for which F is
analytic we have | argF(z0)| < 3π/4 and for n odd
argF(z0)
π
4
⇒ Im sn(F, z0) > 0, (6)∣∣argF(z0)∣∣ π4 ⇒ Re sn(F, z0) > 0, (7)
argF(z0)−π4 ⇒ Im sn(F, z0) < 0. (8)
Note that the choice f (z) = f1/2 and |z0| = 1, Im z0 > 0, gives Theorem 1.1 (under the
restrictions (5)) since argF(z0) = π/4.
In extension of Theorem 1.2 we propose
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We have so far only a proof (using computer algebra) for the following partial result.
Theorem 1.6. v1/4 is n-stable for n = 1, . . . ,5000.
Note that Vietoris type results will follow from taking summations by parts in the cases
where the conjecture is valid, for instance, as a consequence of Theorem 1.6 we find
Corollary 1.7. Let v1/4 =∑∞k=0 bkzk , and P(z) =∑5000k=0 akzk with ak  0 be such that{ak/bk}1k5000 is decreasing. Then P is non-vanishing in D and
0 <
5000∑
k=0
ak sinkφ <
5000∑
k=0
ak coskφ, 0 < φ < π.
Further evidence for Conjecture 1.5 is its truth in a (suitably chosen) limiting case
λ → 0. In fact, the stability condition for vλ can be stated as
1 − z
1 + zsn
((
1 + z
1 − z
)λ
, z
)1/λ
≺ 1 − z
1 + z ,
and in the limit this gives
Re
[
1 − z
1 + z exp sn
(
log
1 + z
1 − z , z
)]
> 0, z ∈ D, n ∈ N,
which can be translated into the trigonometric sum estimate
0
n∑
k=1
sin(2k − 1)θ
2k − 1 
π
2
, 0 θ  π, n ∈ N. (9)
This inequality is contained in the sharp one given in the following theorem.
Theorem 1.8. For 0 θ  π , n ∈ N, we have
0
n∑
k=1
sin(2k − 1)θ
2k − 1 
1
2
π/(2n)∫
0
sin 2nt
sin t
dt  1. (10)
All bounds are sharp.
Since we have not been able to locate the upper bound in (10) in the literature we enclose
a short proof of this theorem in Section 4.
2. Proof of Theorem 1.1
Theorem 1.1, for 0 λ 1, has been established in [4] already. Therefore we work with
−1 λ < 0 only. Essential parts of these two proofs are similar or identical. However, for
the sake of completeness, we give the full details. We fix λ and write f instead of fλ.
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(1 − z)λsn(f, z) ≺ (1 − z)λ ⇒ (1 − z)
(
sn(f, z)
)1/λ ≺ 1 − z,
which in turn is equivalent to∣∣(1 − z)(sn(f, z))1λ − 1∣∣ 1, z ∈ D. (11)
For n fixed we set
h(z) := 1 − (1 − z)Sn(f, z)1/λ.
First we shall show that in all cases under consideration∣∣h′(z)∣∣ h′(|z|), z ∈ D. (12)
Using the relations
sn(f, z)
′ = sn−1(f ′z), zsn(f, z)′ = sn(zf ′, z), f − (1 − z)
λ
f ′ ≡ 0,
we get
h′(z) = sn(f, z)1/λ−1
(
sn(f, z) − 1 − z
λ
sn(f, z)
′
)
= sn(f, z)1/λ−1
(
sn−1
(
f − 1 − z
λ
f ′, z
)
+ (λ + 1)n
n! z
n
)
= (λ+ 1)
n! z
nsn(f, z)
1/λ−1.
Note that (λ + 1)n/n! 0, but (λ)n/n! < 0. Hence
sn(f, z) = 1 +
n∑
k=1
(λ)k
k! z
k = 1 − a(z),
where all Taylor coefficients of a(z) are non-negative, and therefore
sn(f, z)
1/λ−1 =
∞∑
k=0
(1 − 1/λ)k
k! a(z)
k,
which implies that all Taylor coefficients about z = 0 of h′(z) are non-negative. (12) fol-
lows.
Using h(0) = 0 and h(1) = 1, we now get
∣∣h(z)∣∣=
∣∣∣∣∣
z∫
0
h′(t) dt
∣∣∣∣∣
1∫
0
∣∣h′(tz)∣∣dt 
1∫
0
h′(t) dt = 1, z ∈ D, (13)
which establishes (11).
That the range for which fλ is stable cannot be extended beyond |λ| 1 can be verified
looking at the case n = 1 already. We omit the details. 
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Proof of Theorem 1.2. It is well known that Vietoris’ Theorem B needs to be established
only for the special sequence
a2k = a2k+1 = (1/2)k
k! , k = 0,1, . . . , (14)
and it is readily verified that v1/2(z) = ∑∞k=0 akzk . Then it is clear that Theorem B is
equivalent to
sn(v1/2, e
iφ) = 0,
∣∣∣∣arg(sn(v1/2, eiφ))− π4
∣∣∣∣< π4 (15)
for 0 < φ < π . Taking squares on both sides of the equation
sn(v1/2, z) = v1/2(z)
v1/2(w(z))
, (16)
we see that w(z) is a rational function. Furthermore, v1/2 is univalent in D and maps D onto
the sector {ζ ∈ C: | argζ | < π/4}, so that w is analytic in D¯, except possible in z = −1.
Now (15) implies that |w(z)| < 1 for z ∈ ∂D \ {−1}, which shows that |w(z)| < 1 holds
in D as well. But this exactly the condition for v1/2 to be n-stable for every n. 
Note that the proof reveals that we have essentially equivalence between Theorem B
and Theorem 1.2.
Proof of Theorem 1.3. From Theorem A we know that f is stable w.r.t. f1/2, which
implies
sn(f (z), z)
f (z)
≺ √1 − z.
Replacing z by z2 on the left (which does not change the right-hand side) we get
s2n(f (z2), z)
f (z2)
≺ √1 − z. (17)
Applying a multiplication and division with 1 + z properly on the left of (17) (note how
the partial sum’s index is adjusted) we arrive at
s2n+1(F, z)
F (z)
≺ √1 − z,
the first assertion. The sharpness result will be given after the proof of the corollary. 
Proof of Corollary 1.4. It is well known that f ≺ f1/2 for f ∈F1/2, so that | arg(f (z20)|
π/4 and clearly∣∣argF(z0)∣∣< 3π4 (18)
(recall that z0 = −1).
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that also s2n(f (z2), z0) = 0 and consequently sn(f,w0) = 0, w0 = z20. However, the as-
sumption f ∈F1/2, implies zf starlike of order 1/4. It has been shown in [3, Theorem 1]
that the partial sums of such functions cannot vanish in the closed unit disc, a contradiction.
This conclusion implies that in the subordination representation
s2n+1(F, z0) = F(z0)
√
1 − w(z0)
we must have w(z0) = 1. Hence | arg√1 − w(z0) | < π/4, and we obtain∣∣arg s2n+1(F, z0) − argF(z0)∣∣< π4 .
The assumptions on | argF(z0)| combined with (18) complete our reasoning. 
We now complete the proof of Theorem 1.3. Choose f (z) := ((1 − z)(1 − iz))−1/4, so
that
F(z) := 1 + z
((1 − z2)(1 − iz2))1/4 .
For z0 := −eπi/11, we obtain
argF(z0) = −5π16 < −
π
4
,
Im s2(F, z0) = 14
(
cos
2π
11
+ sin 2π
11
)
− sin π
11
= 0.063 . . . > 0.
This contradicts Corollary 1.4 and shows that Theorem 1.3 cannot hold for n = 2. 
4. Remarks on Conjecture 1.5
Numerical calculations seem to indicate that Vietoris’ theorem contains Conjecture 1.5,
for λ 1/4, in the following sense: Conjecture 1.5 is equivalent to√
1 − z
1 + z sn(vλ, z)
1/(2λ) ≺
√
1 − z
1 + z .
This would be true if we can show that
sn(vλ, z)
1/(2λ) =
∞∑
k=0
a
(λ,n)
k z
k
is in the convex hull of the functions sk(v1/2, z), k = 0,1, . . . , or, equivalently, that the co-
efficients a(λ,n)k satisfy (the possibly infinite version of ) Theorem B, or that the sequences
a
(λ,n)
k
a
(1/2,∞)
k
, k ∈ N,
are non-negative and decreasing for all n ∈ N fixed. For the cases λ = 1/m, m =
4,6,8, . . . , this project may have some realistic chance.
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The first coefficients of v1/4
k bk k bk k bk
0 1 7 1872048 14
1308365
33554432
1 12 8
1843
32768 15
3278187
67108864
2 18 9
4859
65536 16
76546627
2147483648
3 316 10
12767
262144 17
189623891
4294967296
4 11128 11
32965
524288 18
565400891
17179869184
5 31256 12
181215
4194304 19
1387065793
34359738368
6 691024 13
460235
8388608 20
8419185989
274877906944
It is easy to show that the truth of Conjecture 1.5 implies that
0 < arg sn(vλ, eiφ) < λπ, 0 < φ < π, n ∈ N,
which clearly indicates in which direction Vietoris’ theorem would be generalized. Also,
using summation by parts, one would obtain theorems analogous to Theorem B, although
the resulting coefficient conditions may not look so striking. It is worth mentioning, how-
ever, that those new conditions do not necessarily require that the coefficients be decreas-
ing, so that other polynomials can be tested than those with Vietoris’ theorem. Even though
this may not sound too promising, one can get results, for instance, for polynomials of low
degree.
Theorem 1.6 and Corollary 1.7 are just examples for this approach, for λ = 1/4: direct
calculations using [6] show that the conjecture holds for n = 1,2, . . . ,5000 (note that here
only rational numbers are involved so that no rounding errors can occur).
For reference we give the first coefficients of v1/4 in Table 1.
Of course, this theorem is just a prototype and extends to larger polynomial degrees once
the n-stability for larger n (and other λ) has been verified (which should be no problem for
values of higher values of n if required).
5. Proof of Theorem 1.8
First note that
n∑
k=1
sin(2k − 1)θ
2k − 1 =
1
2
( 2n−1∑
k=1
sinkθ
k
+
2n−1∑
k=1
sink(π − θ)
k
)
> 0
for 0 < θ < π , n ∈ N, using the well-known Fejér–Gronwall–Jackson inequality
n∑ sin kθ
k
> 0, 0 < θ < π, n ∈ N.k=1
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n∑
k=1
sin(2k − 1)θ
2k − 1 =
1
2
θ∫
0
sin 2nt
sin t
dt.
Since the integrand is non-negative for 0 < t  π/(2n) it is clear that the asserted es-
timate holds for θ  π/(2n). In each of the intervals (2k − 1)π/(2n)  t  2kπ/(2n)
the integrand is  0, k = 1, . . . , n, while it is positive in the intervals 2kπ/(2n) < t <
(2k + 1)π/(2n), k = 1, . . . , n − 1. It is therefore sufficient to show that
1
2
(2k+1)π/(2n)∫
(2k−1)π/(2n)
sin 2nt
sin t
dt  0, k = 1, . . . , n − 1,
which is readily verified. It remains to establish
mn :=
π/(2n)∫
0
sin 2nt
sin t
dt  1.
Obviously m1 = 1, and we find that
mn = 12
π∫
0
sin x
x
x/(2n)
sin(x/(2n))
dx
is strictly decreasing with n (with the limit (1/2)Si(π) = 0.9259 . . .). 
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