that most long-distance information transmission in the nervous system is accomplished by the propagation of all-or-none spikes along axons, and further that this information is carried in a single axon by the timing of spikes. When a neuron is discharging with a constant mean frequency, information is probably contained in the length of interspike intervals which, however, are notoriously variable.
Much recent attention has been focused on the statistics of this variability. In part, this interest has reflected a concern for the accuracy of nervous system function (interval variability, from this point of view, represents noise in the signal being transmitted (8)), but perhaps a larger body of the literature (19) has been concerned with using the theory of stochastic processes to gain insight into the processes generating the spike trains.
To work backward from the statistics of interspike-interval variability to the mechanisms generating spike trains, however, involves making inferences about two separate mechanisms.
Properties must be proposed for 7) the synaptic input of the neuron, and 2) the mechanism which converts synaptic input into spike trains. Variability in the interspike interval thus could be due to fluctuations in 7) the synaptic input, and 2) the mechanism converting synaptic currents into spike trains. Although Junge and Moore (15) were able to establish that intracellularly observed fluctuations were consistent with the observed interval variability, they were forced to pool data from many A&vsia neurons whose firing frequencies were drifting. Thus none of the models in the literature has utilized the measured properties of either the steady-state synaptic input or of the spike-generating mechanism of the very neuron whose interval variability they wished to predict.
The purpose of the present work is to observe both the synaptic input and the conversion processes intracellularly and to evaluate their relative contributions to the interspikeinterval variability in a given neuron. Measurements of synaptic noise and of the observed properties of the spike generation process will be used to predict the interspikeinterval variability in the same neuron; predicted and actual interval variability statistics will then be compared without the use of "free" parameters.
Because the experiments to be described require long duration and unusually stable intracellular recordings, we have concentrated our efforts on cat spinal motoneurons. When a steady current is injected into the spikegenerating region of these cells, either through the recording microelectrode or by prolonged synaptic action, they exhibit a type of repetitive discharge typical of many tonically firing receptors and central neurons (see Fig. 4 ): following a spike, the membrane repolarizes and then undergoes a linearly increasing depolarization that continues until the firing level is reached; at the firing level, a new spike is generated and the entire process is repeated. In this way a constant current gives rise to a repetitive spike discharge which can have a constant average frequency for a long period of time.
Although motoneurons often discharge with a constant mean frequency, they invariably exhibit irregular fluctuations in the time between successive spikes (the interspike interval). The preceding description of repetitive firing in motoneurons suggests at once (22) two broad classes of sources for this variability: 7) random factors in the spike-generating mechanisms such as firing level fluctuations, "noise" in the processes generating the linearly increasing depolarization, and fluctuation in the repolarization level; and 2) noise that, for at least one class of motoneurons, synaptic noise alone is the m .ajor source of variability in the interspike interval, the other combined sources making contributions that are undetectable by our methods. A brief report of this work has appeared previously (4), and additional details are available elsewhere (2, 2a by stretching a muscle produces an increase in the noise amplitude. Second, increased depth of anesthesia results in a decrease in the noise amplitude, e.g., a reduction in noise variance from 7.8 mv2 to 2.3 mv2 with a supplementary dose of Nembutal equal to one-half the anesthetic dose. This indicates that at least two-thirds of the noise was of synaptic origin, assuming that the primary effect of the barbiturates was on synaptic inputs (18) and not on other possible sources of noise.
If one assumes random arrivals of PSPs it is possible to calculate from shot noise theory (20) the variability in the membrane potential to be expected (1, 2). When the average rate of occurrence of PSPs is sufficiently high the characteristic shape of a PSP can be completely obscured (since another PSP generally occurs before it can decay). Thus, though one can often identify individual PSPs in the synaptic noise, even homogeneous-looking noise can be of synaptic origin. For example, the noise data in Fig. 1 One would not expect the entire past history of a neuron's behavior to be relevant, but the possibility that the preceding few intervals influence the duration of an interval certainly must be considered. Our task of describing motoneuron interspikeinterval variability was greatly simplified by the fact that, for the cells we have studied, each interval is independent of preceding intervals. This independence is revealed by serial autocorrelograms done for the lists of intervals studied; as the typical correlogram in Fig. 2 demonstrates, the autocorrelation is essentially zero for all but the self-correlations. For our motoneurons, then, the interspikeinterval histogram offers a complete probabilistic description of the cell's interspike-interval behavior. To account for the cell's variability it is necessary only to account for the in- A distribution is an integrated probability density; thus ordinary interspike-interval histograms (see Fig. 7) are first cumulated and then plotted on the probability paper to obtain the above graph.
terspike-interval histogram.
Since we have dealt only with data meeting cri .teria for statistical stationarity, the variance of our interval histograms seems not to arise from drift or other similar causes; presumably the variance reflects random perturbations such as synaptic noise.
Because the presence of synaptic noise is such a conspicuous feature of all intracellular records, we expected from the outset that it would be interspike-i an important contr nterval variability.
butor to the To eval .uate the magnitude of the contribution from this source, however, seems in general to be quite a difficult problem.
The approach we have taken has scription been to develop an empi of the spike generation (which we ini tial .ly assume to be deterministic), and then to predict the interspike- 
Class ir motoneurons
This section presents an analysis of three segments of data from two motoneurons.
Interspike-interval histograms for the three segments of data are presented (crosses) in Fig. 3 . All three histograms are approximately gaussian, but all are obviously skewed.
Because intervals from these cells are independent of each other, we need only to understand the interspike-interval histograms presented in Fig. 3 to account for the interspike-interval variability.
Our first approach to the problem is to evaluate, by the procedure outlined earlier, the extent to which synaptic noise alone can produce the histograms; as indicated previously, this is accomplished by first developing a simple description for the spike generation process and then determining the effect the observed synaptic noise will have on the neuron's behavior.
In Fig. 4 superimposed traces of intracellular records from one of our neurons (the cell that generated histograms B and C in Fig.  3 ) reveal that the terminal portion of the depolarization is plausibly fit by a straight line. Further, the firing level shows no very remarkable fluctuations although firing level determinations are also comparatively imprecise, as is clear from Fig. 4 . A preliminary model for spike generation, then, is a linear increase of depolarization to a constant firing level.
Synaptic noise would be expected to produce interspike-interval variability by causing variations in the time that the membrane potential first crossed the firing level (Fig. 4) Fig. 1) . Second, the behavior of the cell was simulated on the computer by generating a linearly increasing "depolarization"
(with the slope indicated by dashed line in Fig. 4) to which was added "synaptic noise" with the same statistical structure as the real noise. Each time the process crossed the "firing level" (indicated by horizontal dotted line in Fig. 4) , the time since the last crossing was tallied, and the process restarted. In this way a sequence of artificial interspike intervals was generated.
Finally, these predicted intervals were compiled into an interspike-interval histogram which was compared with the motoneuron's interval histocg;ram (Pred icted points were plotted as open circles in Fig. 3 ). As is apparent from Fig. 3 , the agreement between the observed and predicted histograms is excellent; according to the Kolmogorov-Smirnov goodness-of-fit test (5), the predicted and observed histograms are not statistically different at the .20 level. This means that one time in five, two histograms generated by the same random process would by chance differ more than the observed and predicted histograms in Fig. 3 Fig. 3 , B and C. zation), decay constant for the noise autocorrelogram, etc., and it is important here to consider more fully how these parameters were obtained.
In the case of the two cells represented in Fig. 3 , the synaptic noise used in the simulation was noise from a commercial noise generator filtered to have the same autocorrelation function. Specifically, it was white gaussian noise passed through an RC filter which gave it the autocorrelation shown in the open circles in Fig. 1B this procedure has been validated with a number of cells from which synaptic noise samples are available and it has been found that the noise standard deviation in the quiescent cell is the same as that seen during activity (when activity is evoked by current injected through the electrode).
Because it was not possible to perform autocorrelations on noise superimposed on the increasing depolarizations-the samples of noise obtained from the membrane potentials in the interspike interval are too short-we have used the same noise autocorrelation function obtained in the previous cell (Fig. 1B) . Again, as is apparent from Fig. 3 length. An approximate description of spike generation for cells of this class, then, would consist of a linearly increasing depolarization to a firing level that is also increasing at a slower (but constant) rate. Plots of the type shown in Fig.  6 give no information about the behavior of the firing level for times shorter than those corresponding to the points located farthest to the left, except that the firing level must be sufficiently high so that the synaptic noise never crosses it at shorter times. As long as the membrane potential has no chance of crossing the firing level it makes little difference wh at value it is assi .gned; for convenience we have made it constant to the left of the earliest points shown in Fig. 6 , since that assumption is adeqt late to ensure that th e observed membrane potenti al fluctuations were never hand large in sirnl enough .tla tions.
to cause crossing beforeTo estimate the effect produced by the observed synaptic noise in these cells, we used the same procedures as before, with two modifications.
First, the firing level was made to increase at the rate estimated from the plot shown in Fig. 6 instead of being constant as in the preceding case; the slope constant for the linearly increasing depolarization was estimated as before. Second, instead of using artificial synaptic noise made by filtering the output of a commercial noise gen erator, a ta pe-record .ed segment of synaptic noise fro m the cell under consideration was sampled at 200~psec intervals and added to the computer-generated increasing depolarization.
The result of the simulations of motoneurons' behavior is shown in Fig. 5 : as before, the predicted and observed histograms appear to be in excellent agreement, an impression confirmed by the KolmogorovSmirnov goodness-of-fit test (.20 level). Final corrections of constants within the range of measurement error produced optimal agreement of predicted and observed histograms, with corrections less than 10% of the original estimates. For class 2 neurons, then, synaptic noise is suflicient to account for the observed interspike-interval variability. An interesting indication of the sensitivity of the procedures used here is provided by using a constant rather than increasing firing level when simulating the behavior of one of these motoneurons.
That is, the simulation leading to the good agreement in Fig. 5 is now modified only by adopting the cell's average firing level, i.e., a flat firing level as in class 1, thus ignoring the fact that it increases systematically with time. The result of this modification is illustrated in B of Fig. 5 process. In these cells, then, the only source of random behavior is still the synaptic noise: both components of the spike generator, the linear depolarization and the firing level, are still deterministic.
Except ions
For the neurons considered in the preceding sections the principal source of interspikeinterval variability appeared to be synaptic noise; it is our impression that this conclusion probably holds also for many neurons that we could not analyze because they yielded an insufficient number of intervals with stationary statistics. It is natural to inquire if, in some instances, a source other than synaptic noise is the dominant cause of interspike-interval variability.
Unfortunately, this question is very difficult to answer; one can state definitely that a noise source causes interval variability only when it is possible to account for the variability by using the measured properties of that source. Failure to account for the variability may mean only that one is using too simple a deterministic model for the spike generation process. For example, we could conclude that synaptic noise was the dominant source for interval variability in class 2 cells only when we had taken the accommodation into account.
Had we been unaware of the steadily increasing firing level and assumed it to be constant (as for the triangles in histogram B of Fig. 5 ), then it would have appeared that synaptic noise accounts for only a fraction of the interval variability. In this case, then, the apparent need for another source would have been the result constant firing level was in error by at most of an inappropriate deterministic model for spike generation.
In another case where synaptic noise appears not to account for the observed variability, it might either be that a second noise source exists or that we have failed to model the spike-generating mechanism with sufhcient accuracy. For instance, firing level rnight depend on the final rate of approach, or on some other property of the precise path taken by the increasing depolarization with superimposed noise. It seems not at all impossible that, in some neurons, the noise should interact with the spike-generating mechanism in some more complicated way than simple summation, as in the cases we have considered.
In this section we shall consider two instances where the simple model used previously fails. In one case the interspikeinterval histogram is dominated by haphazard occurrence of large events which are, at least at the descriptive level, quite different from anything considered earlier.
In the second exarnple we have identified a source of noise, presumably in the spike-generating mechanism, by measuring its properties and then including those properties in the simulation.
The upper part of Fig. 7 presents an interspike-interval histogram from the first of the exceptions we shall consider; rather than the approximately gaussian form encountered in earlier instances it is multimodal, with a number of identifiable peaks. It seems clear at once that the type of model employed earlier cannot predict this complicated behavior. The lower part of Fig. 7 gives sections of intracellular recordings from the cell that generated the histogram appearing above. These segments are aligned in time with the histogram and use the preceding spike as their reference time. Examination of the records reveals depolarizing wavelets that tend to occur at certain preferred intervals of about 17 rnsec, and that the peaks in the interspikeinterval histogram line up with the preferred time of occurrence of the wavelets. This correlation suggests that the haphazardly occurring wavelets are sometimes sufficiently large to bring the membrane potential to the firing level, thus giving higher probabilities for spikes at "harmonics" of 17 msec. Here, then, is an additional source of variability that is quite different from that considered earlier. One possibility for the 17 msec preference is, of course, 60 cycles/set artifact.
We have examined this possibility but can only conclude that if 60 cycle entered our batterydriven current source, it could have done so only in subnanoampere quantities at least one order of magnitude below those currents which normally cause action potentials (this conclusion follows both from the lack of 60 cycle visually observable in the records, and from considerations involving the design of the bridge circuit).
If "lock in" to the 60-cycle frequency, even in such small quantities.
Another exceptional case is the motoneuron whose cumulated histogram appears in Fig.  8 (crosses) . This histogram cannot be accounted for by the synaptic noise recorded from the cell, and the usual model of a linear increase of depolarization to the firing level (which in th is case is constant): the predicted variance is much smaller than the observed variance and the observed and predicted skewnesses are in opposite directions (triangles in Fig. 8 ). More careful examination of the intracellular records reveals that the slope of the increasing depolarization changes, apparently randomly, from one interval to the next (i.e., the slope is steep, then shallow, etc. See Fig. 8) . Here, then, is another source which can, along with synaptic noise observed in this cell, be evaluated as a contributor to the interspike-interval variability. Stimulation using 7) tape-recorded synaptic noise, 2) the firing level estimated from the intracellular recordings, and 3) a random sequence of slopes for the increasing depolarization (these were obtained by fitting straight lines to the spike generator depolarization in 35 successive intervals) yielded the cumulated histogram presented in Fig. 8 (open circles) Over all, we estimate that the error in evaluating our constants is less than approximately 10% of the mean value of the constant in question.
The range of plausible values for the firing level and depolarization slope can be evaluated by examining Fig. 4 ; it is clear, we believe, that a 10% departure (in either slope or firing level) from the model indicated by the dashed lines would be outside the range of uncertainty in fitting the model. In cells for which tape-recorded synaptic noise was used in the simulations, there were, in effect, only two constants which entered into the simulation: the first was the ratio of synaptic noise standard deviation to the total amplitude of the increasing depolarization, and the second was the slope of the depolarization.
When artificial synaptic noise was employed it was necessary also to select a value of the decay constant of the autocorrelogram (see Fig. 1B ). Since we estimated that the measurement error in both constants combined is less than about 10% (see Fig. 4 Because the physiological implications of synaptic noise depend in part on its origin we must briefly examine the question: is synaptic noise of synaptic origin? The possible noise sources in a quiescent neuron include asynchronous activation of synapses by arriving impulses (lo), central analogues of spontaneously occurring miniature end-plate potentials (16), thermal noise across the membrane impedance (7), "shot" noise arising from ions moving through the membrane, and other noise arising from the membrane (6). As noted in the RESULTS section, synaptic noise is increased by procedures that increase synaptic input to a cell and is decreased by anesthetics and tetrodotoxin, which presum-
The conclusion that impulse bombardment is the major source of noise has several implications for nervous system function. Firs t, it means that n .oise in the nervous system is the unavoidable consequence of integration of information from various (unsynchronized) inputs. As long as spatial and temporal summation of PSPs are to be used by a neuron for integrating information, noise is the inevitable. Thus, noise is not an imperfection in the machinery of the nervous system which could be eliminated or at least minimized by proper "design" of spike-generating membrane; rather, it is inheren t in the integra tion process . Second, because noise a rises in the temporal and spatial summation of PSPs from diverse inputs, it places a fundamental limitation on the accuracy of nervous system operation.
Thus, in order for an increase in the average depolarization of a neuron (decreasing the mean interspike interval) to be reliably detected within some relatively brief period, the ,increase must be large compared to the standard deviation of the noise. The ably decrease input activity; these observapresence of noise, then, places limits on the tions lend support to the notion that synaptic ability to rapidly detect changes in the input noise is primarily of synaptic origin. Further to a cell, and the noise in turn arises from the support also comes from estimating the consteady input upon which changes are supertributions from certain of the other potential imposed. The implications that noise in the sources: calculations of the thermal noise nervous system have for psychophysics have arising in a (lumped model) motoneuron been explored in recent years by psycholowith a capacity of 3 X lo-" farads reveals gists (see, e.g., 13); our results indicate that that it should be less than 5 pv rms. Further, there is a noise (and thus maximum accuracy if one assumes a 1-megohm cell resistance, for nervous system function) inherent in the takes the current necessary to cause a 20-mv use of finite-sized PSPs for integration of indepolarization, and supposes that ions jump formation. quickly through the membrane according to At the level of the input-output relation of a Poisson process, it can be shown that the a single motoneuron the significance of memshot noise contributed by this source would be brane potential variability has not been esless than 1 pv rms. Thus these sources can be tablished experimentally, although the overeliminated as significant contributors to all proportionality between firing frequency synaptic noise. Finally, since frog node memand injected current strength has been rebrane noise (6) has quite a different autocently examined by several workers (11, 12, correlation from synaptic noise, this too can 17). Some effect of synaptic noise on the be tentatively eliminated.
The remaining slope of such frequency-current curves can be sources of noise are then spontaneous miniaexpected merely from the general properties ture PSPs, and those caused by tonic bomof the time course of the membrane potential bardment of the cell. Presumably, tonic during repetitive firing (2). Furthermore,
