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3Abstract
Dynamical systems occur in many areas of science, especially fluid dynamics. One is often
interested in examining the structural changes in dynamical systems, and these are often
related to the appearance or disappearance of solution trajectories connecting one or more
stationary points. Homoclinic orbits are trajectories that connect a hyperbolic saddle-type
stationary point to itself, and often arise as the limiting case of periodic solutions. In global
bifurcation analysis, the occurrence of homoclinic orbits is closely tied to chaotic behaviour
in dynamical systems.
Numerical computation of homoclinic orbits requires solving a boundary value problem
(BVP) over a doubly infinite interval. There are three ways that this can be done. The
first is to truncate the problem to a large finite interval and create appropriate projected
boundary conditions to ensure that the solution over the infinite interval is approximated
well. The second is to transform the problem to one over a finite interval via an exponential
change of independent variable. The third is to use a method appropriate for an infinite
interval by discretising the problem using a set of approximating functions appropriate to
an infinite interval. In this thesis we will compare algorithms of all three types, and test our
implementations of them on several test problems.
• The first algorithm we will examine will be the original time method of Beyn. This
method truncates the infinite interval to a finite one, and produces projected boundary
conditions that force the endpoints of the trajectory to lie in the appropriate invariant
subspaces of the stationary point. This algorithm also includes a method for de-
termining whether or not the truncated interval is large enough to obtain a solution
accurate to a required tolerance.
• The second algorithm is called time + subspace, and is a variation on the original
time method that fixes the distance between the stationary point and the endpoint
of the solution, but allows the interval to vary – the reverse of which was true for
original time.
• The third algorithm is of the second type and is based upon the arclength paramet-
erisation of the orbits. This method uses the arclength of the trajectory as the in-
dependent variable to transform the problem to a finite interval. However, the BVP
formulated in this way can have a singularity at the end of the domain, and thus a
special collocation method is required to handle this.
• As this method does not perform well on orbits exhibiting ˇSilnikov behaviour, a
variation of this method called the partial arclength method which uses a different
exponential transformation of the independent variable near the stationary point is
presented to address the deficiency.
• The final algorithm presented in this thesis uses Laguerre polynomials to compute
points on the stable and unstable manifolds of the stationary point by solving a BVP
over a semi-infinite interval. These are then used to produce boundary conditions for
the truncated BVP that ensure that the endpoints are on the appropriate manifold and
not just the appropriate subspace.
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9Chapter 1
Numerical solution of boundary value
ordinary differential equations
1.1 Introduction
1.1.1 Boundary Value Problems
In this thesis we will be concerned with the numerical solution of autonomous Ordinary
Differential Equations (ODEs) of the form
dY
dx
= F(Y(x)), x ∈ [a, b] (1.1.1a)
where F : RN → RN is explicitly defined and Y : [a, b] → RN is the unknown to be
solved for. Here autonomous means that F is a function of Y alone, rather that a function
of both Y and x. The ODEs we will consider will also have boundary conditions of the
form
g(Y(a),Y(b)) = 0, g : RN ×RN → RNbc (1.1.1b)
The combination of the ODE with these boundary conditions is called a boundary value
problem (BVP). It should be noted here that for a given BVP there is no guarantee of
existence or uniqueness of a solution. If the number of boundary conditions is Nbc, then
N ≤ Nbc is a necessary, but not sufficient, condition for a unique solution to exist.
1.1.2 Example 1 Two Point BVP
This first example is a simple two point boundary value problem. The ODE
d2
dx2
y (x) + y (x) = 0, y : R→ R, x ∈ [0, π/2] (1.1.2)
y(0) = 1 y(π/2) = 1 (1.1.3)
has the solution
y (x) = sin (x) + cos (x) . (1.1.4)
In the next section we will describe how this example could be solved numerically.
1.2 Finite Difference approximation of BVPs
Although analytic solutions can be found for some BVPs, most can only be solved nu-
merically. One of the most common methods for doing this is to use a finite difference
approximation. This section will describe how we can use this to find a numerical approx-
imation of the analytic solution.
Partition the domain intoM subintervals, to give the mesh:
[x0, x1, x2, ..., xM ] where a = x0 < x1 < x2 < ... < xM = b, (1.2.1)
A finite difference approximation can be used to give an approximate solution to the BVP
(1.1.1a), (1.1.1b) at each point xi, i ∈ [0, ...,M ]. These approximate solutions will be
labeled
[Y0,Y1,Y2, ...,YM ], Yi ∈ RN ∀i. (1.2.2)
The finite difference schemes described in this chapter, and those used for all computa-
tions given in this thesis, will be one-step in nature. A one-step finite difference schemeFD
acts on each of theM subintervals [xi, xi+1] to give an approximation toY in the following
way:
Yi+1−Yi
hi
= FD(Yi, Yi+1, hi), FD : RN ×RN ×R→ RN , (1.2.3)
10
where hi = xi+1 − xi.
A simple example of a one-step finite difference scheme is the trapezium rule:
FD(Yi,Yi+1, hi) =
F(Yi) + F(Yi+1)
2
. (1.2.4)
A higher order scheme that will be used for some computations in this thesis is MIRK 4
(see [13]):
Yi+1−Yi
hi
=
1
6
(
F(Yi) + 4F(Yi+ 1
2
) + F(Yi+1)
)
, (1.2.5)
where
Yi+ 1
2
=
Yi+Yi+1
2
+
hi
8
(F(Yi)− F(Yi+1)) . (1.2.6)
1.2.1 Truncation Error
When solving a BVP with a finite difference scheme, an error known as the local truncation
error is introduced by the approximation of the solution over each subinterval. The local
truncation error is defined as

(i)
lte = Y(xi+1)−Y(xi)− hiFD(Y(xi),Y(xi+1), hi), (1.2.7)
where Y is the exact solution of the BVP. This gives the error over each subinterval. The
term truncation error reflects the fact that a difference operator can be viewed as a finite part
of the infinite Taylor series of the differential operator. The local truncation error can be
written as the difference between the finite difference approximation and the infinite Taylor
series and can be expressed in the following way

(i)
lte =
∞∑
j=qi
Di,j h
j
i , Di,j ∈ RN , qi ∈ Z>0. (1.2.8)
If FD is Lipschitz continuous with respect toY, and qi = q+1 for all i = 0, ...,M−1, then
the order of the method is said to be q (see [25] for more details). That is, if the leading
term in the error series is q + 1 on every subinterval, then the method is order q.
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The global error is defined as
ei = Yi−Y(xi), i = 0, ...,M (1.2.9)
=
∞∑
j=pi
Ei,j h
j
i , Ei,j ∈ RN , pi ∈ Z>0. (1.2.10)
If pi = p for all i then the finite difference scheme is of order p. If an order p finite difference
scheme is used, and the BVP is solved over two meshes, the second of which halves the
size of each mesh interval (we double the mesh), then the global error will asymptotically
be 2p times smaller in the second solution. Hence higher order methods will generally give
much smaller error if enough mesh points are being used, and are more efficient if high
accuracy is required. However, higher order methods require more work to compute (and
are generally much harder to derive), so are not necessarily better if only a rough solution
is required.
1.2.2 Numerical Solution of the Finite Difference Scheme
Solving a non-linear problem
If we need to solve the non-linear problem
dY
dx
= F(Y(x)), a ≤ x ≤ b g(Y(a),Y(b)) = 0, (1.2.11)
then we require an initial guess, Z = [Z0,Z1,Z2, ...,ZM ], for our solutionY. How accurate
this initial guess needs to be depends upon both the problem and the scheme being used,
this will be discussed more in 1.8. Assuming we have obtained Z we now seek to improve
the guess by finding δZ such thatY(x) ≈ Z+δZ.
To find δZ we first have to insert this expression into the full problem and linearise to
get
δZ′ =
∂ F
∂Y
∣∣∣∣
Z
δZ+F(Z)− Z′, (1.2.12)
∂ g
∂Y(a)
∣∣∣∣
Z(a)
δZ(a) +
∂ g
∂Y(b)
∣∣∣∣
Z(b)
δZ(b) = −g(Z(a),Z(b)), (1.2.13)
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and solve this linear problem for δZ.
Nowwe can takeZ = Z+δZ as our new guess and repeat this process until the solution
converges. This method of solving a non-linear problem by finding a direction vector, δZ,
by solving a linearised equation is Newton’s method in N dimensions. The vector δZ is
known as the Newton step. In the next chapter we will talk about changing the Newton
stepsize to improve convergence for non-linear problems.
The Linear Problem
If a problem is linear, then only one Newton step is required to find the solution. For non-
linear problems one would need to repeatedly solve a series of linear problems to apply
Newton’s method. In either case the equations that will need to be solved are:
FD(Yi,Yi+1, hi) =
Yi+1−Yi
hi
, i = 0, ...,M − 1 (1.2.14)
g(Y0,YM) = 0. (1.2.15)
We are now faced with the need to solve a linear system of algebraic equations. This system
ofM equations can now be represented as a block linear system:
D0 E0
D1 E1
.
.
.
.
.
.
DM−1 EM−1
A B


δZ0
δZ1
.
.
.
δZM−1
δZM

=

r0
r1
.
.
.
rM−1
s

, (1.2.16)
where
Di = hi
∂ FD
∂ Zi
(Zi,Zi+1, hi) + IN , Ei = hi
∂ FD
∂ Zi+1
(Zi,Zi+1, hi)− IN (1.2.17)
A =
∂ g
∂ Z1
(Z1,ZM), B =
∂ g
∂ ZM
(Z1,ZM), (1.2.18)
ri = Zi+1−Zi−hiFD(Zi,Zi+1, hi), s = −g(Z1,ZM). (1.2.19)
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and IN is the N × N identity matrix. The matrix given in (1.2.16) needs to be square so
that we have a unique solution to the system of equations. This means that the matrix will
have N(M + 1) rows/columns and we must insist that Nbc = N . The partial derivatives
∂ F
∂Y
, required for computing the terms given above, are generally supplied by the user, but
they can also be computed numerically using finite differences.
Solving this linear system gives us a solution for δZ, so now we take Z = Z+δZ and
repeat until both F(Y )−Z′ and g(Z0,ZM) are small enough, i.e. until they are less than a
given tolerance.
1.2.3 Deferred correction
High order finite difference schemes can be expensive to use. Deferred correction is a pop-
ular method for improving the accuracy of a low order scheme without being as computa-
tionally expensive as using a higher order scheme directly. Deferred correction also gives
an estimate of the error over each subinterval, which is very useful for adaptive meshing
algorithms, which will be discussed later. In what follows we will describe one particular
form of deferred correction.
Given a finite difference scheme φi of order i, we can solve the following
φi(η
i) = 0 (1.2.20)
to give a numerical solution of φi, ηi. Now we take a finite difference scheme φj , of order
j, with i < j (in this thesis generally j = i+ 2), and solve the following
φi(η
i) = 0, (1.2.21)
φi(η
j) = −φj(ηi). (1.2.22)
The first equation (1.2.21) solves for a solution ηi, which has order i. Then solution ηi is
then substituted into φj to give a sort of residue and then (1.2.22) is solved for the j th order
solution ηj . In fact we are solving the same system of equations twice but with a different
right hand side. Generally solving an ith order scheme twice is still computationally cheaper
than solving a j th order scheme once.
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There are several other advantages and disadvantages to deferred correction, only a few
of which will be mentioned here. The j th order solution obtained via this method will not
generally be as accurate as if a j th order scheme is used directly. Deferred correction can
also reduce the stability of the finite difference scheme, and this can lead to ηj being far
less accurate than ηi. However this is uncommon with the examples encountered in this
thesis. Higher order methods can often be solved on a coarser mesh than a lower order
method, so deferred correction may require more mesh points than using a higher order
method directly. A major advantage of deferred correction is that it automatically supplies
an error estimate for the solution without any extra computational work. i.e. we can take
error ≈ ‖ηj − ηi‖ (1.2.23)
This can be very useful when adaptive meshing is being used.
More than one deferred correction step can also be taken, if desired, in the following
way; if φi, φj and φk are finite difference schemes of order i, j, k respectively,
φi(η
i) = 0, (1.2.24)
φi(η
j) = −φj(ηi), (1.2.25)
φi(η
k) = −φk(ηj)− φj(ηi), i < j < k. (1.2.26)
Again only an order i scheme is actually being solved at each step.
1.2.4 Parameters
Many ODEs have constant unknown parameters in their definition and these, as well as the
solutionY, need to be solved for. In this case (1.1.1a) and (1.1.1b) become
dY
dx
= F(Y(x),p),
x ∈ [a, b], F : RN ×RNp → RN ,
Y : R→ RN , p ∈ RNp ,
(1.2.27a)
and
g(Y(a),Y(b),p) = 0, g : RN ×RN ×RNp → RNbc . (1.2.27b)
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We must now insist that Nbc = N +Np.
A simple yet inefficient way to deal with ODEs of this type is to turn each parameter in
to a differential equation to be solved. Since each unknown parameter has a constant value,
we have the following ODE
dp
dx
= 0. (1.2.28)
This increases the number of dimensions of the ODE from N to N +Np, and increases the
size of the matrix in (1.2.16) from N(M + 1) to (N +Np)(M + 1).
It is possible to solve for unknown parameters in a more efficient way that doesn’t
increase the number of dimensions of the ODE. If an initial guess of q for p is supplied,
then we can write p = q+δ q, and our block system (1.2.16) becomes

D0 E0 H0
D1 E1 H1
.
.
.
.
.
.
.
.
.
DM−1 EM−1 HM−1
A B G


δZ0
δZ1
.
.
.
δZM−1
δZM
δ q

=

r0
r1
.
.
.
rM−1
s

(1.2.29)
where
Hi =
∂ FD
∂ q
(Zi,Zi+1, hi,q), G =
∂ g
∂ q
(Z0,ZM ,q), (1.2.30)
and the other blocks are extended naturally:
Di = hi
∂ FD
∂ Zi
(Zi,Zi+1, hi,q) + IN , Ei = hi
∂ FD
∂ Zi+1
(Zi,Zi+1, hi,q)− IN (1.2.31)
A =
∂ g
∂ Z1
(Z1,ZM ,q), B =
∂ g
∂ ZM
(Z1,ZM ,q), (1.2.32)
ri = Zi+1−Zi−hiFD(Zi,Zi+1, hi,q), s = −g(Z1,ZM ,q). (1.2.33)
This implies that for every parameter appearing in the boundary value problem, an extra
boundary condition must be added if we wish to find a unique solution to the discretised dif-
ferential equation. The matrix given in (1.2.29) is square, and the number of rows/columns
is N(M + 1) +Np.
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Example 2 BVP with extra parameters
This example is a modification of the previous example and now includes one extra para-
meter that also needs to be solved for.
d2
dx2
y (x) + λy (x) = 0, y : R→ R, x ∈ [0, π], λ ∈ R (1.2.34)
y(0) = 1 y(π) = 0
d
dx
y(0) = 0 (1.2.35)
The modified ODE has the solution
y(x) = cos
(x
2
)
, λ =
1
4
. (1.2.36)
1.2.5 Integral Constraints
Some BVPs that occur in nature have additional constraints imposed upon the solution that
can be written in the form of an integral over the interval [a, b]. This can be written as:
K =
∫ b
a
f(Y(x))dx, f : RN → R, (1.2.37)
where K is a known constant and f is a given function. Of course there can be more
than one integral constraint for a given BVP that can be used simultaneously. Integral
constraints can be thought of in much the same way as boundary conditions; if we want a
unique solution then N ≤ Nbc + Nint, where Nint is the number of integral constraints, is
a necessary condition. We can now rewrite (1.2.37) to deal with integral constraints when
Nint > 1
K =
∫ b
a
Φ(Y(x))dx, Φ : RN → RNint , (1.2.38)
and this is the definition we will use for the rest of this section. However, in the later
chapters of this thesis we will always have Nint = 1.
A simple way to augment our BVP with an integral constraint, without changing our
solver in any way, is to write the integral constraint as an extra dimension in the ODE (in
the equations below only one integral constraint is being included, but it should be obvious
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how one would extend this to higher numbers of constraints)
dY
dx
= F(Y(x)), x ∈ [a, b], F : RN+1 → RN+1, Y : R→ RN+1, (1.2.39)
with
g(Y(a),Y(b)) = 0, g : RN ×RN → RNbc+2 (1.2.40)
where
FN+1 = f(Y), gNbc+1 = Y(a)N+1 and gNbc+2 = Y(b)N+1 −K (1.2.41)
However this method, by increasing the dimension of the system, increases the size of our
block system by adding inMNint extra rows, and a similar number of extra columns. It is
possible to include integral constraints by only adding Nint extra rows.
If we extend the definition of our finite difference scheme to include the problem for-
mulation Φ:
FΦ(Yi,Yi+1, hi) =
Yi+1−Yi
hi
, i = 0, ...,M − 1 (1.2.42)
we can perform a finite difference approximation of the integral constraints (1.2.38):
M−1∑
i=0
FΦ(Yi,Yi+1, hi) = K. (1.2.43)
If we make the substitutionYi = Zi+δZi, then expand we obtain:
∂ FΦ
∂ Z0
(Z0,Z1, h0)δZ0+
M−1∑
i=1
(
∂ FΦ
∂ Zi
(Zi−1,Zi, hi) +
∂ FΦ
∂ Z0
(Zi,Zi+1, hi)
)
δZi (1.2.44)
+
∂ FΦ
∂ ZM
(ZM−1,ZM , hM−1)δZM = K−
M−1∑
i=1
FΦ(Zi,Zi+1, hi),(1.2.45)
these equations can be incorporated into our system in the following way, (a more complete
derivation can be found in [10] or [3]):
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
D0 E0
D1 E1
.
.
.
.
.
.
DM−1 EM−1
A B
S0 S1 ∙ ∙ ∙ ∙ ∙ ∙ SM


δZ0
δZ1
.
.
.
δZM−1
δZM

=

r0
r1
.
.
.
rM−1
s
t

(1.2.46)
where
S0 =
∂ FΦ
∂ Z0
(Z0,Z1, h0), SM =
∂ FΦ
∂ ZM−1
(ZM−1,ZM , hM−1), (1.2.47)
Si =
∂ FΦ
∂ Zi
(Zi−1,Zi, hi) +
∂ FΦ
∂ Zi
(Zi,Zi+1, hi), i = 1, ...,M − 1 (1.2.48)
t = K −
M−1∑
i=0
FΦ(Zi,Zi+1, hi). (1.2.49)
The size of the matrix in (1.2.46) will be precisely the same as in (1.2.16) as we require
that N = Nbc + Nint so that we have a square matrix. This more efficient method is the
one we will be using in the computations later in the thesis.
Example 3 BVP with integral constraints
Now we consider our first example again with an integral constraint replacing one of the
boundary conditions
d2
dx2
y (x) + y (x) = 0, y : R→ R, x ∈ [0, π/2] (1.2.50)
y(0) = 1,
∫ π/2
0
y(x)dx = 0. (1.2.51)
This has the solution
y (x) = cos (x)− sin (x) . (1.2.52)
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1.2.6 Adaptive Meshing
When using a finite difference scheme the first step is select a mesh
[x0, x1, ..., xM ] where a = x0 < x1 < ... < xM = b. (1.2.53)
How to do this in such a way as to guarantee convergence of the method is unknown, but
convergence is not the only concern. If a mesh can be found such that the finite difference
scheme converges, then we have to be sure that the truncation error is acceptably small for
the user; that is,
lte < tol (1.2.54)
where tol is a user supplied error tolerance for the computed solution and lte is an estimate
of the error. Another consideration, if the solution is to be used as an initial guess for
another problem, is to make sure we are not using too many mesh points, as this will waste
computational effort. Adaptive remeshing algorithms are used to make sure our solutions
are always defined on an appropriate mesh.
A general description of this procedure is given below:
1. The user supplies an error tolerance tol, and an initial mesh x.
2. The BVP is solved over this mesh, and an error estimate i is computed for each
sub-interval [xi, xi+1] for i = 0, ...,M − 1.
3. If i > tol for any i then an algorithm is used to refine the mesh. This is done by
adding points in a subinterval [xi, xi+1] where i > tol and removing mesh points xi
if i ¿ tol and i−1 ¿ tol. Some algorithms do not add or remove mesh points but
redistribute them so that i ≈ j ∀i, j; however this does not guarantee that i < tol
∀i.
4. If the mesh has been refined then we return to step 2, otherwise we accept the solu-
tion.
There are many ways to estimate the error and to refine the mesh, and it is unclear which
method is best suited to our test problems in this thesis. Two adaptive meshing algorithms
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are used in this thesis, the one contained in the MATLAB package bvp4c, which will be
described later in this chapter, and another that will be used by NewNRK and is described
in the next chapter.
1.2.7 Multipoint Boundary Value Problems
Boundary value problems do not always have all their boundary conditions at the points a
and b, but can have them specified at any point in the range [a, b]. Given a set of boundary
points
a = a0 < a1 < ... < an = b (1.2.55)
then the points a1, ..., an−1 represent interfaces that divide [a, b] into regions. This problem
is then solved by specifying that there must be twomesh points at each ai for i = 1, ..., n−1,
labeled −→a i and←−a i. These two mesh points will have no D or E blocks relating them, as
h = 0, instead they will have their relationship defined by the boundary conditions
g(Y(a0),Y(
−→a 1),Y(←−a 1), ...,Y(an)) = 0. (1.2.56)
A common example of this type of problem is where the right hand side of (1.1.1a) is
given as two separate functions on either side of an interface point, but continuity of the
solution is still required. That is,
dY
dx
= F(Y(x)) =
F1(Y(x)), x ∈ [a, a1]F2(Y(x)), x ∈ [a1, b] . (1.2.57)
In this case it is likely that our F, and therefore dY
dx
, is discontinuous; however even though
its derivative is discontinuous we may require a continuous solution for Y. The internal
boundary condition to ensure continuity of the solution would be
Y(−→a 1) = Y(←−a 1). (1.2.58)
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Example 4 Multipoint BVP
This example is a multipoint BVP with 2 regions and internal boundary conditions forcing
the continuity of the solution and its derivative. The multipoint BVP
d2
dx2
y (x) + y (x) = 0, y : R→ R, x ∈ [0, π/2] (1.2.59)
d2
dx2
y (x) + 4y (x) = 0, y : R→ R, x ∈ [π/2, π] (1.2.60)
y(0) = 1, y(π) = 1, y(
−−→
π/2) = y(
←−−
π/2),
d
dx
y(
−−→
π/2) =
d
dx
y(
←−−
π/2). (1.2.61)
has the solution
y(x) =
cos(x)− sin(x), x ∈ [0, π/2],1
2
sin(2x) + cos(2x), x ∈ [π/2, π].
(1.2.62)
1.3 Continuous Solutions
A finite difference approach to solving a BVP yields a solution at a discrete set of mesh
points, but often a user wishes to compute a continuous solution instead. A common way
to achieve this is via piecewise polynomial interpolants. A fourth order interpolant for
the fourth order scheme MIRK 4 (given earlier) is given in [16]. This interpolant gives
a continuous fourth order accurate solution over the whole interval. In addition we want
certain derivatives of the interpolant to be continuous at mesh points and, as we will see
later, this requirement is normally straightforward to achieve.
1.3.1 Collocation
A more direct approach to obtaining a continuous solution is to use collocation instead of a
finite difference scheme, although there is of course a link between these two methods when
solving first order systems. With collocation we aim to compute a continuous solution of
a BVP by solving for coefficients of a continuous approximation over each subinterval.
Often the function used is a polynomial, as these are easy to work with and appropriate
22
for a large number of problems. However other functions can also be used as a basis if
required. We now explain a simple form of collocation.
As with finite difference methods we partition the domain into a set of points:
π : [x0, x1, ..., xM ], (1.3.1)
then seek a solution. The solution obtained with collocation will be in the form of a piece-
wise function
Yπ(x) =

Y0(x) x ∈ [x0, x1],
Y1(x) x ∈ [x1, x2],
.
.
.
.
.
.
YM−1(x) x ∈ [xM−1, xM ]
(1.3.2)
that satisfies the ODE exactly at each collocation point. The numerical solution of Yπ(x)
will have the form
Yπ(x) =
M∑
i=0
αiφi(x) (1.3.3)
where the φi(x) are pre-chosen linearly independent functions and αi are parameters to be
solved for.
If we consider a subinterval, we can think of the φi(x) as forming a basis for the de-
rivative Y(m)π (x), we restrict the rank of this basis (the number of linearly independent
functions) as being a constant we shall call k. For the case where φi(x) forms a monomial
basis, this is equivalent to the order of approximation of the derivative Y(m)π (x) being k.
We control k by introducing the collocation points ρ1, ..., ρk ∈ [0, 1], that govern which x
values of a subinterval [xi, xi+1] should be considered when constructing the solution. In a
similar manner to the φi(x), the ρi are chosen before solving the BVP.
The number of parameters,M, can be counted if we consider the conditions that need
to be satisfied by the numerical solutionYπ(x):
0 = g(Yπ(a),Yπ(b)), m conditions satisfied here, (1.3.4)
Y(m)π (xi) = F(Yπ(xi + hiρj)), i = 1, ...,M − 1, j = 1, ..., k, (1.3.5)
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therefore we haveM = m+ (M − 1)k.
1.4 MIRK and Lobatto
Capper [10] has given an excellent explanation of MIRK methods and in the following we
summarise his main findings.
An implicit Runge-Kutta method can be written as
k1 = F (Yi(xi+c1 + hi(a1,1k1 + ...+ a1,sks)) (1.4.1)
k2 = F (Yi(xi+c2 + hi(a2,1k1 + ...+ a2,sks)) (1.4.2)
.
.
. (1.4.3)
ks = F (Yi(xi+cs + hi(as,1k1 + ...+ as,sks)) (1.4.4)
Yi+1 = Yi+hi(b1k1 + ...+ bsks) (1.4.5)
where aj,k, bj and cj are real constants that define a particular Runge-Kutta scheme (for a
description of how to derive these constants to find a scheme of a given order see [10]). For
the sake of brevity, they are normally presented in a Butcher Tableau [9]:
c1 a1,1 a1,2 ∙ ∙ ∙ a1,s
c2 a2,1 a2,2 ∙ ∙ ∙ a2,s
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
cs as,1 as,2 ∙ ∙ ∙ as,s
b1 b2 ∙ ∙ ∙ bs
These methods are known as implicit Runge-Kutta methods because there is no explicit
formulation for the kj values.
1.4.1 Gauss Methods
Given s unique points cj ∈ [0, 1], j = 1, ..., s, the quadrature formula of maximum order is
the Gauss formula [10]. This has order 2s and is achieved when the cj are the zeroes of the
shifted Legendre polynomial:
ds
dxs
(xs(x− 1)s) . (1.4.6)
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Polynomial collocation schemes based on Gauss points are usually referred to as Gauss
schemes.
1.4.2 Lobatto Schemes
In a similar manner to Gauss schemes we choose s points cj ∈ [0, 1], j = 1, ..., s to
maximise the order of a quadrature formula, but with the added constraints that c1 = 0 and
cs = 1; the result is a Lobatto quadrature formula of order 2s−2, where the cj are roots of:
ds−2
dxs−2
(
xs−1(x− 1)s−1) . (1.4.7)
A great deal of work on deriving implicit Runge-Kutta schemes was carried out by Butcher
[9]. In this thesis, polynomial collocation schemes based on Lobatto points will be referred
to simply as Lobatto schemes.
1.4.3 MIRK Schemes
If one considers the 3 stage Lobatto scheme:
0 0 0 0
1
2
5
24
1
3
−1
24
1 1
6
2
3
1
6
1
6
2
3
1
6
From the first row of the Butcher tableau, it is apparent that k1 = Y′i and from the fact that
the last row is equal to b we see that k3 = Y′i+1. Denoting k2 by Y′i+ 1
2
, and re-arranging,
the Lobatto scheme can be rewritten as:
Yi+ 1
2
=
1
2
(Yi+Yi+1)− hi
8
(
Y′i+1−Y′i
)
, (1.4.8)
Yi+1 = Yi+
hi
6
(
Y′i+1+4Y
′
i+ 1
2
+Y′i
)
. (1.4.9)
For initial value problems Yi is considered to be known, and since there is an explicit
formulation for Yi+ 1
2
, the only unknown is Y′i+1. We have gone from three unknowns k1,
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k2 and k3 to only one, Yi+1. Attention was first brought to this re-arrangement of the 3
stage Lobatto formula by Cash and Moore [13]. Implicit Runge-Kutta methods consisting
of only one unknown (Yi+1) were subsequently classified as Mono-Implicit Runge Kutta
(MIRK) formulae by Singhal in her thesis [33] where she derived MIRK methods of orders
6 and 8. MIRK methods of orders 10 and 12 were derived by Capper in [10].
1.5 NewNRK
Full details of NewNRK can be found in [10], here we will give only a brief descrip-
tion of the original package, and explain some details of the modifications we have made.
NewNRK is written in fortran 95 by Steven Capper and allows the integration of two point
boundary value problems via a number of finite difference schemes. It is able to solve
problems with both parameters and integral constraints (efficiently), and perform deferred
correction.
The linear algebra performed by NewNRK solves each block using Gaussian elimina-
tion with partial pivoting, then computes the solution of the block matrix. The jacobians
used can be either analytic or computed numerically via a centered or forward difference
approach. The default is for NewNRK to use forward difference jacobians (unless ana-
lytic ones are supplied) with quadruple precision (128 bit), with a MIRK 4 finite difference
scheme. The reason forward differences are used when computing the jacobian is because
it requires less computational effort than centred differences, and when working in quad-
ruple precision the accuracy of a forward difference approach is more than sufficient. The
configuration we will be using as our default will be to use deferred correction with MIRK
orders 4, 6 and 8, but otherwise to use the default configuration.
As NewNRK lacks any ability to perform adaptive meshing, we have modified it to
incorporate an adaptive mesh strategy based on that of TWPBVP by J. Cash andM.Wright.
This modification will be described in the next chapter.
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1.6 bvp4c
bvp4c is the BVP solver built in to the software package MATLAB. It allows the solu-
tion of multipoint boundary value problems with parameters via a fourth order collocation
scheme. The standard release version of bvp4c requires integral constraints to be rewritten
as differential equations, but Jacek Kierzenka [26] has kindly modified bvp4c so that this
is not necessary and the number of dimensions of the system does not need to be increased
when we solve such problems. At this time this modified code is considered experimental
only, and is not on general release. It is undecided as yet whether or not this modification
will be included in future releases of MATLAB or be available for download online.
Unlike Fortran, MATLAB is not a compiled language, and therefore bvp4c is much
slower than NewNRK. Some common functions in MATLAB do use precompiled code,
but most functions (including bvp4c) are written solely in MATLAB. It also only supports
double precision and has only a fourth order integration scheme available. However bvp4c
does provide a different approach to adaptive meshing and is a very widely used code,
making it very useful as a test-bed for our algorithms.
1.6.1 Lobatto IIIa
The collocation scheme used by bvp4c is the fourth order Lobatto IIIa Runge-Kutta for-
mula. This formula is given by the equations
Yi+1−Yi
hi
=
1
6
(
F(Yi) + 4F(Yi+ 1
2
) + F(Yi+1)
)
(1.6.1)
where
Yi+ 1
2
=
Yi+Yi+1
2
+
hi
8
(F(Yi)− F(Yi+1)) (1.6.2)
which are precisely the equations given in (1.2.5) and (1.2.6) describing the MIRK 4
scheme. These equations are then solved in the same way as they would be for a finite
difference scheme, i.e. by solving a linear system such as (1.2.29). In this particular ex-
ample of collocation it can be seen to be precisely the same as finite differences, the reason
bvp4c is labeled as collocation is because it gives a continuous solution. The continu-
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ous solution is a MATLAB structure containing a discrete solution, and its derivative, at
the mesh points, along with an interpolating piecewise polynomial given in [16] which re-
quires no extra evaluations ofF to compute. However this scheme could also be considered
to be a finite difference scheme with an interpolating polynomial.
It should be noted that when bvp4c solves the block linear system (1.2.29) it does
not use a specialised block solver like NewNRK, but instead the in-built MATLAB sparse
matrix solver. It does this because the global Jacobian matrix is sparse and for sparse
linear algebra, MATLAB uses UMFPACK which is precompiled C-code. In most cases
the compiled code is much faster than any specialized block-diagonal solver written in
MATLAB.
1.6.2 Adaptive Meshing in bvp4c
bvp4c uses residual error control to achieve the error tolerance supplied by the user [26].
The residual is the amount by which the solution fails to satisfy the differential equation,
which can be expressed as
r(x) = (S′(x)− F(S(x))) (1.6.3)
where S : R → RN is the interpolant of the computed solution. The error measure used
by bvp4c uses an explicit expansion of this, which can be easily computed since the
interpolant is known. This expression of the residual is given in [26], but is too long to be
included here. Using a 5-point Lobatto quadrature formula, bvp4c then approximates
‖ r(x)‖i =
(∫ xi+1
xi
‖ r(x)‖22dx
)1/2
, (1.6.4)
and uses this as its error measure.
Now it adds equally spaced mesh points to each subinterval with ‖ r(x)‖i > T , adding
two points when ‖ r(x)‖i > 100T , and one otherwise. To reduce the computational cost,
it also removes points. One of its tactics is to replace three consecutive subintervals by
two because the residual is then evaluated at new points, increasing the robustness of the
scheme for assessing the size of the residual. Another is to test the consistency of the
behaviour of the residual on successive subintervals.
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1.6.3 Integral Constraints in bvp4c
In bvp4c the only way to include integral constraints is to rewrite the integral as an extra
dimension for the differential equation. Jacek Kierzenka has written an experimental mod-
ified version of bvp4c that computes integral constraints more efficiently, as described
earlier in this chapter.
It should be noted that computing the integral constraints in these two different ways
can lead to different results as well as a change in efficiency. The reason for this is that
the adaptive mesh algorithm (in NewNRK as well) ignores the integral constraint when
calculating the error measure. If the integral constraint is simply written as an extra dimen-
sion for the system, then it will be used in the calculation of the error measure. It is our
belief that it is unnecessary to consider the integral constraint when calculating the error
in a homoclinic orbit, as in general the accuracy of the constraint is not important to the
overall solution. This will be explained in more detail in chapter 4 where we use an integral
constraint that is used simply to guarantee the uniqueness of our solution rather than to cal-
culate an important quantity. There are other cases, such as when an integral constraint is
being used to compute the energy of a curve, where the accuracy of the integral constraint
is much more important, but we will not be considering any of these in this thesis. For now
we shall simply say that this modification to bvp4c allows the solution of some systems
to be computed with fewer mesh points than would otherwise be required.
1.7 Multi-point BVPs in bvp4c and NewNRK
Some BVP solvers allow boundary conditions to be specified at more than two points, that
is, multipoint boundary conditions. Among them are COLNEW [4] and others that adopted
the COLSYS [2] user interface. Many solvers (including bvp4c and NewNRK) do not, so
here we will present an algorithm outlined in [23] for converting a multi-point BVP into a
two-point BVP. In this thesis we will only be concerned with a specific type of multi-point
BVP where we have a piecewise continuous F, and the internal boundary conditions are
only to ensure continuity ofY.
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1. We need to solve the two-point boundary value problem
dY
dx
=

F1(Y(x)), x ∈ [a0, a1],
.
.
.
Fn(Y(x)), x ∈ [an−1, an],
(1.7.1a)
with boundary conditions:
g(Y(a0),Y(an)) = 0. (1.7.1b)
2. If F is discontinuous at n − 1 points a1, ..., an−1, then this becomes a multi-point
boundary value problem, with the extra boundary conditions
Y(−→a1) = Y(←−a1) (1.7.2a)
.
.
. (1.7.2b)
Y(−−→an−1) = Y(←−−an−1) (1.7.2c)
to enforce continuity at a1, ..., an−1. Here −→ai is the point ai approached from the left
hand side and←−ai is ai approached from the right hand side.
3. Now we redefine the problem as n coupled two point boundary value problems over
the interval ξ ∈ [0, 1]
dY1
dξ
= (a1 − a0)F1(Y1(ξ)), (1.7.3a)
.
.
. (1.7.3b)
dYn
dξ
= (an − an−1)Fn(Yn(ξ)), (1.7.3c)
with boundary conditions
g(Y1(0),Yn(1)) = 0, (1.7.3da)
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and
Y1(1) = Y2(0), (1.7.3db)
.
.
. (1.7.3dc)
Yn−1(1) = Yn(0). (1.7.3dd)
4. Now we have a two-point BVP in n×N dimensions with n×N boundary conditions.
To solve a multi-point boundary value problem bvp4c converts it into a two-point
boundary value problem automatically using the algorithm outlined above. We can also
use this algorithm to convert a multi-point BVP by hand, and thus solve it using NewNRK.
NewNRK does not currently do this automatically.
Example
The multipoint BVP
d2
dx2
y (x) + y (x) = 0, y : R→ R, x ∈ [0, π/2] (1.7.5)
d2
dx2
y (x) + 4y (x) = 0, y : R→ R, x ∈ [π/2, π] (1.7.6)
y(0) = 1, y(π) = 1, y(
−−→
π/2) = y(
←−−
π/2),
d
dx
y(
−−→
π/2) =
d
dx
y(
←−−
π/2). (1.7.7)
can be written as
dY
dx
=
[
Y2
−Y1
]
, x ∈ [0, π/2], (1.7.8)
dY
dx
=
[
Y2
−4Y1
]
, x ∈ [π/2, π], (1.7.9)
whereY1 = y(x) andY2 = dydx .
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This can be rewritten as the two-point BVP:
dY
dx
=
π
2

Y2
−Y1
Y4
−4Y3
 , x ∈ [0, 1], (1.7.10)
with boundary conditions
Y1(0) = 1, Y1(1) = Y3(0), Y2(1) = Y4(0), Y3(1) = 1. (1.7.11)
1.8 Continuation
Consider the ODE
Y′(x) = F(Y(x), β), Y ∈ RN , x, β ∈ R (1.8.1)
where β is a free parameter, and not a parameter to be solved for. Changing the value of β
can change how hard a problem is to solve. For example, consider the singular perturbation
problem (taken from [36]):
βy′′ − y = 0 (1.8.2)
with boundary conditions
y(0) = 1 and y(1) = 0 (1.8.3)
An analytic solution can be found to be
y(x) =
exp
(
−x√
β
)
− exp
(
x−2√
β
)
1− exp
(
−2√
β
) (1.8.4)
whose solutions for different values of β look like:
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–0.2
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
x
for the range of values (from top to bottom) β = 1, 0.1, 0.01, 0.001, 0.0001.
It is clear that the solution for β = 1 will be much easier to obtain a good initial guess for
than for β = 0.0001. However the solution for β = 1 could be used as an initial guess for
β = 0.1, which in turn could be used as an initial guess for β = 0.01, and so on. Such a
process is called continuation, and is often used to compute very difficult solutions of some
ODEs or to explore how a system changes as β is varied.
In 3.4 we will discuss continuation in more detail, including discussion of simple con-
tinuation, path-following continuation, and the automatic continuation software package
AUTO [21].
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Chapter 2
Comparison of Numerical BVP Solvers
The aim in this chapter is to verify that the BVP solvers we intend to use later on in this
thesis, namely bvp4c and NewNRK, are suitable for our purposes. That is, test that they
are capable of efficiently solving a range of difficult problems, and that their adaptive mesh-
ing routines work as expected, so that we are able to make valid comparisons between
different algorithms explored in the later chapters.
In this chapter we will also describe the modifications that have been made to NewNRK,
namely adding an adaptive meshing algorithm.
2.1 Adaptive Meshing in NewNRK
NewNRK does not have any ability to perform adaptive meshing, as it was created simply
as a test bed for a range of finite difference schemes to be tested on fixed grids. We have
modified the original NewNRK code to incorporate an adaptive mesh strategy based on that
of TWPBVP by J. Cash and M. Wright [14].
2.1.1 Getting a Solution
First we must consider what to do if the Newton iterations fail to converge at all. Without
a converged solution, we do not have an error estimate on each subinterval, so we cannot
use the algorithm described in chapter one. The following is a description of the algorithm
used when the Newton iteration fails to converge.
1. After each iteration a residual is computed, to determine if it has converged. As we
won’t find any useful information from a completely diverged solution, we choose
the solution with the smallest residual to work with.
2. To estimate where more mesh points are required to get a converged solution we use
the vector r, right hand side of (1.2.16).
3. First we find the largest and second largest elements, in absolute terms, of r.
4. If the largest element of r is less than 0.01 or less than ten times the average size of
elements of r then we simply double the mesh.
5. If the largest element of r is more than ten times the second largest and we have
already refined the mesh 4 times without doubling it, then we double the mesh.
6. If we have already refined the mesh 10 times in a row without doubling it, the we
double the mesh.
7. If we have not doubled the mesh, then we add mesh points in the subinterval where
we have the largest element of r. If it is the first or last subinterval then we add 14
equally spaced mesh points, otherwise we add 9 equally spaced mesh points in this
subinterval and 9 more in each of the subintervals on either side.
8. Now we attempt to compute a solution once more, and if the iteration fails to con-
verge, we start this procedure all over again.
This algorithm should allow us to find a solution even if the original mesh is far too
coarse; but of course this will not always be possible, which is why a good initial guess
with a sensible mesh is always preferable. Working within a continuation framework, if
the continuation step size is sufficiently small, this should not be a problem.
2.1.2 Linear Problems
For linear problems the Newton iteration will always converge in one step, however, it
will not necessarily give a solution that is anywhere near the true solution. To deal with
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converged solutions that are still so far from the true solution that performing deferred
correction will probably not help us to get any closer to the true solution, we have the
following algorithm:
1. If the Newton iteration has converged then we compute the deferred corrections
φ6(η
4) of our converged solution η4.
2. If the largest element of φ6(η4) is less than 0.1 then we accept the solution as good
enough. If not then we add points in the subinterval where this value occurs in the
same way as we would if the Newton iteration hadn’t converged.
Once we have a solution where every element of φ6(η4) is less than 0.1 then we move
onto trying to refine the mesh so that the error is less than a user defined tolerance.
2.1.3 Refining the Mesh in NewNRK
The mesh refinement algorithm in NewNRK (based on the algorithm used in TWPBVP)
uses deferred correction to estimate the error in the solution. Generally in our work we
have used the 4,6,8 strategy stated before, but this will work equally well with any set
of deferred correction stages. NewNRK also has 10th and 12th order methods available if
extra accuracy is required. In the description of this algorithm it will be assumed that a 4,6
deferred correction scheme is being used. We now describe this:
1. Solve
φ4(η
4) = 0 (2.1.1)
φ4(η
6) = −φ6(η4) (2.1.2)
where φ4, φ6 are of order 4,6 respectively. Define an error estimate for our solution
to be Eest = maxi,j abs(η6i,j − η4i,j), then we accept the solution η6 if Eest ≤ tol and
terminate the algorithm here. If Eest > tol then we must refine the mesh, so we
continue to step 2.
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2. Take E = −φ6(η4) ∈ RM×N to be the error estimate for η6 defined on the mesh sub-
intervals. This is not the error we used to decide whether or not we needed to refine
the mesh, but it is the one we will use to decide exactly where extra mesh points are
required.
3. Normalise the error measure
Eˉi,j =
Ei,j
di,j
(2.1.3)
where di,j = T ∙max(1, abs(Yi,j)),Y ∈ R(M+1)×N , and T is the user supplied error
tolerance.
4. Define
ei = max
j
(Eˉi,j) (2.1.4)
e = max
i
(ei) (2.1.5)
5. As mentioned in step 2, the error measure we are using here is not the same one we
used to decide whether or not to refine the mesh. So it is possible thatmaxi,j abs(Ei,j) <
tol even though we need to refine the mesh. For this reason we find the smallest pos-
itive integer k such that 5ke > 5, so that we can guarantee that 5k ei ≥ 1 for some i.
i.e. guarantees that at least some mesh points will be added.
6. If 5k ei ≥ 1 then ri = [5k e
1
p
i ] ∈ Z where p is the order of the final finite difference
scheme used in the deferred correction scheme – in this example p = 6. Otherwise
let ri = −1.
7. Now
∑
i ri provides an estimate of the number of points that will need to be added.
If
∑
i ri > 3M then there is a good chance that our estimate is too large, and so we
simply double the mesh and return to step 1 to avoid computing a solution over a
mesh that is much larger than required.
8. For each subinterval, if ri > 0 then add ri equally spaced extra points to the ith
subinterval. If ri < 0 then it is possible that a mesh point can be removed. The
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restriction we place here is that we must not remove more than 3 consecutive mesh
points, so that we don’t remove so many mesh points that we produce a mesh that is
too sparse.
9. Now we return to step 1 and continue until Eest ≤ tol.
Mesh points that are not to be removed can also be specified in this algorithm.
There are some extra checks that the code performs that have not already been docu-
mented. Most of them involve checking to see if anything has gone wrong, and doubling the
mesh and starting again if it has. For example, the mesh refinement algorithm may remove
points that perhaps it shouldn’t have, and we find that either the error on the new mesh is
larger than the old, or it may not converge to a solution at all. If this happens, then the
code goes back to the previous (better) solution, doubles the mesh, then starts again. The
reason we do this, is because if the mesh selection algorithm hasn’t worked as we might
have wanted, then there is also no guarantee that a modified version of the algorithm will
fare any better. However, doubling the mesh, i.e. halving the size of each mesh interval,
should nearly always produce a better solution.
2.2 The 35 test problems
The set of equations we are going to use to test our BVP solvers are a set of 35 singu-
lar perturbation ODEs used by Capper, Cash and Mazzia in [11]. A full listing of these
problems, along with their analytic solutions if they are known, can be found in the ap-
pendix. Most of these equations become more difficult to solve numerically as  → 0,
although problems 23, 32 and 34 become more difficult as  increases. To test the BVP
solvers we will attempt to solve each of the problems for nine different values of  - in most
cases the set {1, 0.1, 10−2, 10−3, 10−4, 10−5, 10−6, 10−7, 10−8} will be solved sequentially,
but for problems 23, 32 and 34 different sets are used. This process is repeated for three
different tolerance levels (10−4,10−6 and 10−8) to give a total of 945 possible solutions.
The BVP solvers we test will be unable to get acceptable solutions for all 945, and so the
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number of acceptable solutions each solver is able to compute will be a measure of how
well it performs.
2.3 TWPBVP
The 35 test problems were originally used to test the performance of TWPBVP. We will
run the various versions of TWPBVP over our test set to find out how many of the 945 test
cases it is possible to get an acceptable solution for. This number will give us something to
compare the results from bvp4c and NewNRK with, to make sure that the results we are
getting are acceptable for our needs. One should expect TWPBVP to do very well in this
test, as this same setup was used to test it as it was being developed, so it is quite tuned to
these particular problems. However, the results here should give an upper bound for what
can be achieved with these types of methods, and the other solvers should be considered as
doing very well to get results anywhere near these.
TWPBVP comes in 4 varieties, each of which will be tested here. The original version
of TWPBVP was written in FORTRAN77 by Jeff Cash and Margaret Wright. It solves
two point boundary value problems using MIRK schemes of orders 4, 6 and 8 in a deferred
correction framework, and then uses the variable mesh algorithm described in chapter 1.
A variant of TWPBVP, called TWPBVPL, uses fully implicit Lobatto IIIa schemes
of orders 4,6 and 8 in a deferred correction framework. Other than the change in finite
difference schemes, it works exactly the same way as the original TWPBVP. However, the
use of fully implicit Lobatto finite difference schemes should make it much more suitable
when solving stiff problems. This improvement comes at the cost of extra computational
effort, so for non-stiff or mildly stiff problems one is encouraged to use the MIRK based
TWPBVP instead.
Two further variants of TWPBVP are called TWPBVPC and TWPBVPLC. These vari-
ants take conditioning parameters of the problem into account when selecting a mesh, thus
a hybrid mesh selection algorithm is used. Conditioning parameters can be thought of as
a measure of the effect that perturbations in both the boundary conditions and derivative
function will have on the final solution. TWPBVPC uses MIRK based deferred correction,
and TWPBVPLC uses Lobatto based deferred correction.
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2.3.1 MIRK versus Lobatto
Out of the 945 possible successes, TWPBVP achieves 787 and TWPBVPL achieves 786.
These results look so similar that there is very little to choose between the two codes, but on
individual problems the two perform quite differently. Out of 27 solutions to problem num-
ber three, TWPBVP only succeeds in computing 19 of them, while TWPBVPL computes
all 27. Obviously the choice between whether to use MIRK formulae or Lobatto formulae
depends on the problem one is trying to solve, and these results do not indicate which one
we should be using.
2.3.2 Conditioning
Running the codes TWPBVPC and TWPBVPLC, we get, respectively, 793 and 803 solu-
tions out of a possible 945. Again the differences in the individual problems are more
pronounced than the overall result. TWPBVPC succeeds in finding 20 solutions out of 27
on problem 35, while TWPBVPLC only succeeds in finding 11. Overall both codes do
slightly better with conditioning, however on most problems it seems to make very little
difference, and on problem 33, for example, TWPBVPL does slightly better than TWPB-
VPLC.
Below is a graph showing how many solutions each variant of TWPBVP was able to
compute for each problem.
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2.4 bvp4c
The Matlab BVP solver, bvp4c, computes solutions using a 4th order Lobatto IIIa colloc-
ation scheme, and estimates the error in a computed solution by computing the residual at
each mesh point. One would expect that the number of successfully computed solutions
here would be very similar to TWPBVPL as they both use 4th order Lobatto IIIa to com-
pute a solution, and so if one fails to converge on a given mesh then one would expect the
other to also fail.
TWPBVPL uses deferred correction to obtain a more accurate solution with the same
mesh, so should (in cases where deferred correction is successful) be able to compute a
sufficiently accurate solution using fewer mesh points than bvp4c. However, this is not
the only difference between them, as bvp4c uses a completely different way of estimating
the error, and for selecting the mesh. This makes the comparison between these two codes
mainly a comparison between their variable mesh algorithms. This comparison is not com-
pletely fair though, as bvp4c is limited to double precision arithmetic, while TWPBVP
can use quadruple precision, and bvp4c is limited to using a maximum of 5000 mesh
points for its solution, while TWPBVP is only limited by the memory of the computer.
One of the solutions computed by TWPBVPL used more than 16000 mesh points. How-
ever, only 5 of the 786 solutions computed by TWPBVPL required more than 5000 mesh
points, so even if we were to impose a limit of 5000 mesh points on TWPBVPL, it would
still achieve a score of 781.
Running the same test set on TWPBVPL as before, but limiting it to only 5000 mesh
points and running it using double precision arithmetic, it achieves a score of 769, while
bvp4c achieves only 538. These results indicate that TWPBVP’s method for estimating
the error and for selecting the mesh is perhaps more efficient than those of bvp4c, however
the extra accuracy achieved by using deferred correction could also be an influencing factor
on these results.
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2.5 NewNRK
2.5.1 Deferred Correction Failure
A problem encountered on some of the singular perturbation problems in our test set, is that
of the deferred corrections failing. Problem number 3 is a problem with rapid transients
where the transients are kept out by the boundary conditions. It has been shown (see [12])
that deferred correction methods do not work on this kind of problem. When deferred
correction fails, TWPBVP uses Richardson extrapolation instead. We have not included
this feature in NewNRK as it is not necessary for the kind of problem we will be working
with later in this thesis. However, TWPBVP’s ability to deal with certain special situations
such as those that occur in some of the 35 test problems means that we cannot expect
NewNRK to perform as well on those problems. It should also be noted that bvp4c should
do quite well on problems where deferred correction fails, as this should not cause any
difficulties for its residual based error control.
2.5.2 Results
NewNRK has a range of finite difference schemes available to it for use in a deferred
correction framework. These include MIRK orders 4,6,8,10 and 12; Gauss orders 4,6,8
and 10; and Lobatto orders 4,6,8 and 10. This allows us to compare how well quite a range
of different finite difference schemes do when solving these test problems when put in a
deferred correction framework.
Finite Difference Schemes Number of Solutions Computed
MIRK orders 4,6 and 8 504
MIRK orders 4,6,8,10 and 12 504
MIRK orders 6,8,10 and 12 530
MIRK orders 8,10 and 12 481
Lobatto orders 4,6,8 and 10 438
Lobatto orders 6,8 and 10 422
These results show that we can do better by starting our deferred correct with a sixth
order method than with a fourth order method. However, solving a sixth order finite dif-
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ference scheme takes much longer than a fourth order scheme, so one needs to think about
how difficult a BVP is to solve and how quickly it needs to be done before making any
choices about which to use.
One result that is clear from this table is that within NewNRKMIRK formulae perform
much better than the Lobatto formulae. The results from TWPBVP and TWPBVPL show
that Lobatto formulae can perform just as well, and in some cases much better, than MIRK
formulae, however, NewNRK was written specifically for implementing high order MIRK
formulae and clearly performs better when they are being used.
MIRK4 vs. MIRK6
We have already seen that starting with a sixth order scheme allows us to compute more
solutions than starting with a fourth order scheme. However, doing this will be much more
computationally expensive, and makes no difference to the results on many of our test
problems. The question we now need to answer is: how much more expensive is starting
with a higher order finite difference scheme?
When NewNRK tries to solve a BVP and the Newton iteration fails to converge on the
initial mesh, then it will add more mesh points where it thinks they are needed and try
again. Eventually, if it keeps failing to converge, it will give up and stop trying to find a
solution. However, since it keeps trying for a very long time to get a solution, it can take a
very long time to fail. Thus when testing the speed of a deferred correction scheme, we do
not want to test it on any problems that fail to return a solution, as such timings would be
dominated by the time taken to fail rather than to solve.
To see how fast each of our deferred correction schemes is on a particular problem we
have chosen to time each one attempting to solve problem number 21. We have chosen
this problem because it is non-linear, has no special properties that could cause a problem
for deferred correction based codes and is able to get solutions using all 27 configurations
(three tolerances and 9 different values for ε).
First we will run the codes with tolerances 10−4, 10−6 and 10−8 with ε = {1, 0.1, 0.01, ..., 10−7}.
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Finite Difference Schemes Time Taken
MIRK orders 4,6 and 8 13.23
MIRK orders 4,6,8 and 10 9.73
MIRK orders 4,6,8,10 and 12 9.95
MIRK orders 6 and 8 17.05
MIRK orders 6,8 and 10 14.73
MIRK orders 6,8,10 and 12 15.94
MIRK orders 8 and 10 56.61
MIRK orders 8,10 and 12 58.66
With this configuration it is much faster to start with MIRK 4 rather than MIRK 6.
It is also clear that stopping deferred correction after MIRK 10 yields faster results than
stopping after either MIRK 8 or MIRK 12 irrespective of which finite difference scheme is
used first.
To see if MIRK 6 can perhaps out perform MIRK 4 when solving harder problems, we
ran the test again but this time using smaller values of ε. The values for this test will be
ε = {1, 0.1, 0.01, ..., 10−15} with the same tolerances as before.
Finite Difference Schemes Time Taken
MIRK orders 4,6 and 8 1198
MIRK orders 4,6,8 and 10 1264
MIRK orders 4,6,8,10 and 12 1258
MIRK orders 6 and 8 1205
MIRK orders 6,8 and 10 1052
MIRK orders 6,8,10 and 12 1172
MIRK orders 8 and 10 3875
MIRK orders 8,10 and 12 3846
When solving harder problems starting with MIRK 6 can actually be faster than starting
with MIRK 4. Again we see that stopping after MIRK 10 is faster than stopping after either
MIRK 8 or MIRK 12.
The final test we ran was to see how the deferred correction schemes performed when
a very small tolerance is used. This time we only used relatively large ε to keep the
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problems easy to solve, but took the tolerance much smaller. The tolerances used were
10−4, 10−6, ..., 10−20 and the ε values were {1, 0.1, 0.01, 0.001}.
Finite Difference Schemes Time Taken
MIRK orders 4,6 and 8 112.38
MIRK orders 4,6,8 and 10 28.98
MIRK orders 4,6,8,10 and 12 14.08
MIRK orders 6 and 8 174.63
MIRK orders 6,8 and 10 38.11
MIRK orders 6,8,10 and 12 20.95
MIRK orders 8 and 10 55.25
MIRK orders 8,10 and 12 21.00
These results demonstrate that if a high degree of accuracy is required, then higher
order deferred corrections produce much faster results.
The 29 test problems
As we stated at the beginning of this section, some of the 35 test problems cause problems
for deferred correction based algorithms. If we exclude these special cases from our test set
then we can get a much better idea of how well NewNRK is doing. The problems we will
be excluding are 3,5,6,7,11 and 16. These problems are all linear, so have less relevance
to the problems we will be working with later in this thesis, and possess special properties
that make them especially difficult for NewNRK.
Finite Difference Schemes Number of Solutions Computed
MIRK orders 4,6 and 8 449
MIRK orders 4,6,8,10 and 12 449
MIRK orders 6,8,10 and 12 457
MIRK orders 8,10 and 12 425
bvp4c 417
TWPBVP 647
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Even when we have removed all the special cases, TWPBVP still outperforms the
other codes by quite a margin. What is perhaps more interesting about these results is
that NewNRK now performs better than bvp4c, and the difference between starting with
MIRK 4 and starting with MIRK6 has closed significantly.
Small Tolerances
We have already seen that, with the test set we have been using, including higher order
deferred corrections makes no difference to the number of problems we can solve. Using
MIRK orders 4,6,8,10 and 12 fails to solve any more problems than when using MIRK
orders 4,6 and 8. The reason for this is because we are only testing using tolerances of
10−4, 10−6 and 10−8, and the higher order deferred corrections will only really begin to
make a difference when we use a very small tolerance. Higher order corrections allow us
to get solutions satisfying the same tolerance conditions with fewer mesh points. If one
can’t get a solution on a given mesh that converges with the lowest order method, then
higher order corrections will not be able to be applied. However, if one can get a solution
on a given mesh, then higher order corrections will give a solution with smaller error.
To test how well different deferred correction schemes perform for very small toler-
ances, we will try running problem number 2 on the set of tolerances {10−4, 10−6, ..., 10−22}.
This gives us a total of 90 problems to solve. We have chosen problem number 2 because,
for small values of epsilon, it requires many mesh points to satisfy the tolerances given in
the previous section, thus it should fail to get an accurate enough solution when a very small
tolerance is given. Below is a table showing how many problems were solved successfully.
Finite Difference Schemes Number of Solutions Computed
MIRK orders 4 and 6 50
MIRK orders 4,6 and 8 70
MIRK orders 4,6,8 and 10 70
MIRK orders 4,6,8,10 and 12 70
MIRK orders 6 and 8 87
MIRK orders 6,8 and 10 87
MIRK orders 6,8,10 and 12 87
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These results show that while starting with a higher order finite difference scheme may
allow us to compute solutions that we might not otherwise be able to compute, higher
order corrections (above MIRK 8) seem to make no difference to the number of solutions
computed. However, higher order corrections may allow us to get a solution that satisfies
the tolerance on a smaller mesh, so may be less computationally expensive overall. We
saw before, when testing the deferred correction schemes on problem 21 with very small
tolerances that using higher order deferred corrections produced much faster results.
Finally we ran the entire 35 problem test set but with tolerances of 10−10, 10−12 and
10−14 to see if higher order deferred corrections would now make any difference to the
number of solutions we are able to compute.
Finite Difference Schemes Number of Solutions Computed
MIRK orders 4,6 and 8 446
MIRK orders 4,6,8 and 10 454
MIRK orders 4,6,8,10 and 12 459
The results here show that the higher order corrections allow us to compute a few extra
solutions. Combining these results with the other results given in this section, it seems clear
that if highly accurate solutions are required, the high order deferred corrections are both
more likely to provide an acceptable solution, and will do so much faster.
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Chapter 3
Dynamical Systems
Definition: In [27] a dynamical system is defined as a phase spaceX and an evolu-
tion operator ψx : X → X satisfying the semigroup properties:
1. ψ0 = id, the identity operator,
2. ψx+z = ψx ◦ ψz.
The independent variable xmay be continuous x ∈ R, or discrete x ∈ Z.
The set {ψxY0 |x > 0} is called the (forward) orbit through the point
Y0.
The dynamical systems we will be studying in this thesis are all autonomous ordinary
differential equations
dY
dx
= F(Y(x),p), F : RN ×RNp → RN , Y : R→ RN , p ∈ RNp . (3.0.1)
Here p is a vector of parameters, the phase space X = RN , and the evolution operator ψx
takes initial statesY(0) ∈ RN to the solution (or flow)Y(x) of the differential equation at
x. In this thesis we will only be dealing with smooth F, so from now on it can be assumed
to be smooth.
Before we can define the different types of orbits that are of interest in a dynamical
system, there are a few more terms that will need to be defined. In the following definitions
it will be assumed that we are talking about an autonomous ODE in RN .
The following definitions are given in [27].
Definition: A phase portrait of a dynamical system is a partitioning of phase space
into orbits {Y ∈ RN : Y = ψxY0, x ∈ R}.
Definition: An invariant set of a dynamical system is a subset of phase space A ⊂
RN that is invariant under the dynamics: given Y ∈ A, then ψxY ∈ A
for all x ∈ R.
Definition: A closed invariant set A is called an attractor if it is asymptotically
stable in x: that is there is a set U ⊂ RN with A ⊂ U such that ψx(U)→
A as x→∞.
In this thesis the only type of attractor we will be interested in are equilibria or stationary
points. In the next section we will discuss this type of attractor, and certain types of orbits
that can connect them.
3.1 Attractors and Connecting Orbits
3.1.1 Stationary Points
Definition: A stationary point is defined in [27] as a pointY∗ where F(Y∗) = 0.
To classify our stationary points we will examine those present in linear systems. A
linear system can be written as
dY
dx
= AY, Y ∈ RN , A ∈ RN×N . (3.1.1)
If we assume that A is diagonalisable and non-singular, the general solution to such a
system is
Y(x) =
N∑
i=1
aivie
μix (3.1.2)
where μi and vi are the eigenvalues and corresponding eigenvectors of A, and the ai are
arbitrary constants. In such a system the origin will obviously be the only stationary point.
If our linear system is a 2D system and has only distinct, real, non-zero eigenvalues,
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then there are three types of stationary points possible:
1. μ1 < μ2 < 0 - stable node: a stationary point towards which all local orbits flow.
2. μ1 > μ2 > 0 - unstable node: a stationary point away from which all local orbits
flow.
3. μ1 < 0 < μ2 - saddle: a stationary point that has both stable directions and unstable
directions.
Of course there are many other types of stationary point, but these three will be sufficient
for our current discussion. Looking at the eigenvalues and eigenvectors of a linear system
can tell us a lot about the dynamics of the solution near the stationary point.
One way of studying the dynamics near a stationary point of a nonlinear system is to
linearise the system about the stationary point. That is
1. perform a translation so that the equilibrium is at the origin,
2. throw away the non-linear terms (in the manner described in the Hartman-Grobman
theorem given below),
3. calculate the eigenvalues and eigenvectors of the linear system.
But we need to know that this procedure is valid; i.e. that the information we get from the
linearised system still applies (locally) to the non-linear system. The following definitions
and theorem are all given in [27].
Definition: A stationary point is said to be hyperbolic if its linearisation has
no eigenvalues on the imaginary axis.
Definition: Two dynamical systems are said to be topologically equivalent
if there exists a homeomorphism (continuous transformation with
continuous inverse) mapping the phase portrait of one system onto
the phase portrait of the other.
The following result tells us that our procedure is valid for hyperbolic stationary points,
that is, linearising the system does not change the nature of a stationary point.
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The Hartman-Grobman Theorem: In the neighbourhood of a hyperbolic equilibrium
Y∗, a nonlinear dynamical system is topologically equivalent to its linearisation
dY
dx
= DF(Y∗)Y . (3.1.3)
where DF(Y∗) is the jacobian matrix of F evaluated at the stationary pointY∗.
One consequence of the Hartman-Grobman Theorem is that if all the eigenvalues are
in the left half plane then the stationary point is stable, and similarly, if they are all in
the right hand plane it is unstable. Hyperbolic stationary points with eigenvalues with
both positive and negative real parts are called saddle points. Even though the Hartman-
Grobman Theorem is local in that it only describes dynamics in the neighbourhood of the
hyperbolic stationary point, in the special case of a saddle point we can say something
more.
If we have a saddle point, then the subspace spanned by the eigenvectors corresponding
to the negative (real part) eigenvalues of DF(Y∗) is called the stable eigenspace, and the
subspace spanned by the eigenvectors corresponding to the positive (real part) eigenvalues
of DF(Y∗) is called the unstable eigenspace.
Suppose that a dynamical system dY
dx
= F(Y) has a saddle type stationary point Y∗
such that the linear system Y′ = DF(Y∗)Y has a stable eigenspace Es of dimension N s
and an unstable eigenspace Eu of dimension Nu. This now gives us the decomposition
Es ⊕ Eu = RN . (3.1.4)
Then we can define the ‘nonlinear’ versions of these stable and unstable directions using a
definition and a theorem from [27].
Definition: The stable manifoldMs(Y∗) is the set of all solutions that tend
to the saddle point as x → ∞. The unstable manifoldMu(Y∗)
is the set of all solutions that tend to the saddle point as x→ −∞.
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The Stable (Unstable) Manifold Theorem: The stable (unstable) manifold
Ms(Y∗) (Mu(Y∗)) is of dimensionN s (Nu), is tangent to Es (Eu)
nearY = Y∗, and is smooth.
Note that since we are dealing with hyperbolic stationary points, we know that N =
N s +Nu.
3.1.2 Periodic Orbits
Given an autonomous ODE
dY
dx
= F(Y(x),p), Y : R→ RN , p ∈ RNp , (3.1.5)
for a fixed value p, [27] defines a periodic orbit as follows.
Definition: A non-constant solution to such a system, Y(x), is periodic if
there exists a constant Xp > 0 such that Y(x) = Y(x + Xp)
for all x. The period of this solution is defined to be the minimum
such Xp. The image of the periodicity interval [0, Xp] under Y in
RN is called the periodic orbit.
In the next subsection we will discuss solutions (flows) that can connect one stationary
point to another, or back to itself. Such connecting orbits can also connect periodic orbits
together in the same way, and many of the techniques for finding such solutions can be
applied to either situation. However in this thesis we will only be dealing with connecting
orbits between stationary points, so connecting orbits between periodic orbits will not be
mentioned again. Periodic orbits will be mentioned again in a section on bifurcations,
where another relationship between periodic orbits and connecting orbits will be discussed.
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3.1.3 Homoclinic and Heteroclinic Orbits
Consider the autonomous parameter dependent system
dY
dx
(x) = F(Y(x),p), x ∈ (−∞,+∞) (3.1.6)
where Y : R → RN and p ∈ R are the unknowns. Let Yˉ(x) be a solution of (3.1.6) at
some p = pˉ such that there exists a hyperbolic saddle point Y∗ ∈ RN , i.e. F(Y∗, pˉ) = 0,
and the solution Yˉ satisfies
lim
x→+∞
Yˉ(x) = Y∗ and lim
x→−∞
Yˉ(x) = Y∗ (3.1.7)
Then {Yˉ(x) : x ∈ R} is a homoclinic orbit with base point Y∗. A homoclinic orbit is
the intersection of the stable and unstable manifolds of a saddle point (its base point).
The differential equation (3.1.6) is defined along the whole real line with conditions
imposed only at ±∞. This means that there is not a locally unique solution for p = pˉ,
since given any solution Yˉ(x), Yˉ(x + c) is also a solution ∀c ∈ R. In order to obtain a
unique solution to the problem, a phase condition such as the following [20] is generally
needed to augment (3.1.6) and (3.1.7)∫ +∞
−∞
〈Y′IG(x), Y(x)〉 dx = 0 (3.1.8)
where 〈∙, ∙〉 is the standard inner product in RN and YIG(x) is an initial guess for the
orbit. The initial guess YIG(x) is generally a nearby solution with the value of a constant
perturbed slightly. How one generates an initial guess for a solution without already having
a nearby solution is an open problem, but generally it is achieved with a shooting technique.
Once one has a solution for one parameter value, one can perform continuation to find
solutions for other parameter values and thus one will always have an initial guess to use.
Of course this is just one example of a possible phase condition, many others are possible.
The definition of a heteroclinic orbit is virtually the same as for a homoclinic orbit, ex-
cept that where a homoclinic orbit connects a stationary point to itself, a heteroclinic orbit
connects one stationary point to different stationary point. This causes a few extra com-
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plications. Neither of these stationary points have to be a saddle point, as we could have an
unstable point connected to a stable point. In this thesis we will mainly be concerned with
homoclinic orbits, and the notation used will reflect that, however some of the test examples
used will be heteroclinic orbits. The heteroclinic orbit examples will always be connecting
one hyperbolic saddle point to another hyperbolic saddle point, and the dimension of the
stable/unstable subspace will be the same for both stationary points.
3.2 Bifurcations
Definition [27]: A dynamical system is said to undergo a bifurcation at a parameter
value p = p0 if in any (small) neighbourhood of p0 ∈ RNp there is
a p-value where the phase portrait will contain dynamics that are
not topologically equivalent to those at p0.
For example, a bifurcation will occur when the number or stability of stationary points
or periodic orbits of a system change.
It is useful to divide bifurcations into two principal classes:
Definition [27]: A local bifurcation is a bifurcation that can be analysed purely in
terms of a change in the linearisation around a single invariant set
or attractor. A global bifurcation is a bifurcation that cannot.
A local bifurcation occurs when a parameter change causes the stability of a stationary
point to change, i.e. the real part of an eigenvalue passes through zero.
There are many different types of both local and global bifurcations, but we will not be
discussing any of them here. There are only two pertinent bifurcations to this thesis. One
is a homoclinic bifurcation, and we will now explain this.
Definition [27]: A homoclinic bifurcation is a global bifurcation which often oc-
curs when a periodic orbit collides with a saddle point, thus produ-
cing a homoclinic orbit. The point where this happens is called the
Takens-Bogdanov point.
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Following the solution of a periodic orbit using continuation towards a homoclinic bi-
furcation is one of the most common ways of finding an initial guess for a homoclinic orbit.
As the periodic orbit approaches the bifurcation point, the period of the orbit will tend to
infinity.
The other pertinent bifurcation is a local bifurcation.
Definition [27]: A ˇSilnikov bifurcation is a local bifurcation that occurs when a
system with purely real eigenvalues has two or more of them be-
come complex.
Figure 3.1: Two distinct real eigenvalues becoming a complex conjugate pair.
If the leading eigenvalues of the Jacobian at the stationary point are μ1 and μ2, with
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corresponding eigenvectors v1 and v2, then the homoclinic orbit can be approximated by
Y(x) = eμ1x + eμ2x. (3.2.1)
If these two eigenvalues become complex conjugates then we can write them as μ1 = ρ+iω
and μ2 = ρ− iω, with ρ, ω ∈ R. This now changes our approximation to
Y(x) = e(ρ+iω)x + e(ρ−iω)x = 2eρ cos(ω). (3.2.2)
The change from a simple (real) exponential function to an exponential function multiplied
by a trigonometric function is what causes the oscillations to appear in the figures shown
below.
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Figure 3.2: One dimension of the solution plotted against time as leading eigenvales change
from real to complex. Figures on top row show converging real eigenvalues, bottom row
shows complex conjugate eigenvalues with imaginary part increasing in magnitude.
3.3 ˇSilnikov behaviour
ˇSilnikov behaviour occurs when the real part leading eigenvalues of the jacobian at the
stationary point become very close together or even equal in the case of complex conjugate
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eigenvalues. If the eigenvalues are real and distinct then the homoclinic orbit is called
a saddle homoclinic, and if the are complex conjugates then it is called a saddle-focus
homoclinic.
Figure 3.3: Saddle-focus homoclinic orbit (left) and Saddle homoclinic orbit (right).
Of course to have ˇSilnikov behaviour we must have a system of at least dimension 3 to
allow at least two eigenvalues to have the same sign. In the case of a 3 dimensional system
there are only two possibilities for the eigenvalues:
1. We have three eigenvalues that are all real, λ1, λ2, λ3 ∈ R with λ1 < λ2 < λ3. Then
(for a homoclinic orbit to be possible) the must have either λ1 < λ2 < 0 < λ3 or
λ1 < 0 < λ2 < λ3, and in either case this means we have a saddle homoclinic orbit.
2. We have two complex conjugate eigenvalues, ρ±iω, and one real eigenvalue, λ, with
either ρ < 0 < λ or λ < 0 < ρ. In either case we have a saddle-focus homoclinic
orbit.
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In the case of a saddle-focus homoclinic orbit, these complex eigenvalues lead to a
spiraling behaviour of the solution (within the plane defined by the two leading eigenval-
ues), and the dominant behaviour of the solution becoming an exponential function multi-
plied by a trigonometric function, rather than just an exponential function. This behaviour
can cause problems for some of the algorithms explored in this thesis in later chapters (see
5.1.2 for more details).
3.4 Continuation: Computing Solution Branches of Stationary Points
Numerical continuation is a technique for finding solutions to a system while changing a
parameter in that system. Take, for example, the system
F(Y) =
(
Y2
Y1 − β
)
, F : R2×R→ R2 . (3.4.1)
Then it is easy to see that there is a stationary point at Y = (β, 0). If we start at a known
solution such as β = 0 (i.e. Y∗ = (0, 0)), then β can be changed, and a numerical al-
gorithm such as Newton’s method will be able to converge to the new solution as long as
the perturbation is kept small enough. Successive changes to β in a particular direction can
lead to successful computation of a previously difficult to compute solution.
Continuation is also often used to study the behaviour of a system as a parameter value
is varied, including detecting bifurcations.
If we are interested in solving and finding paths in the parameter space of smooth para-
metrised systems of N equations in N unknowns:
G(Y,p) = 0, G : RN ×R→ RN . (3.4.2)
The key idea behind numerical continuation is the following (given in [27]):
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Implicit Function Theorem: If for some p = p∗ we can find a local
unique solution Y = Y∗, then provided GY(Y∗,p∗) is nonsin-
gular, a smooth path of solutions Y(p) can be computed locally,
withY(p∗) = Y∗.
Here GY(Y,p) is the Jacobian derivative with respect toY.
3.4.1 Simple Homotopy Continuation
Definition [27]: Homotopy continuation is an approach to solving a system of
equations, S , by tracking the solutions of nearby systems of equa-
tions.
To solve the system S
1. Introduce a continuation parameter t, 0 ≤ t ≤ 1.
2. Construct a system S0 that is easy to solve, but still has some similarity to our original
system S .
3. Construct a set of systems St such that S1 = S , and St changes smoothly from S0 to
S1 as t increases.
4. Starting with t = 0 and increasing t by a small step size, we solve each St in turn,
using the previously computed solution as an initial guess, until we arrive at t = 1.
Instead of simply using the previously computed solution as an initial guess, often so
called predictor corrector methods are used. Such a method uses a predictor such as Euler’s
method to compute a better initial guess that the trivial predictor. Then the corrector part is
simply whatever was already being used to compute the solutions. This is covered in much
more detail in [1], but here we will not be using anything other than a trivial predictor so
we won’t go in to anymore detail here.
One way to construct a set of systems St that does as we desire is to define them as
St = tS + (1− t)S0. (3.4.3)
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Often the system we are attempting to solve already has in it a parameter that gives rise
to a system with a known solution at a particular value, but an unknown (desired) solution
at a another value. The example shown in (1.8.2) has a known solution for all values of β,
but if we examine the system from [14]
F(Y(x)) =
(
Y2
β sinh(βY1)
)
, x ∈ [0, 1] (3.4.4)
with boundary conditions
Y1(0) = 0, Y1(1) = 1 (3.4.5)
there is no obvious solution (and none known that the author is aware of). The solution to
the above equation for β = 1 is very close to Y1(x) = x, Y2(x) = 1, and so a numerical
BVP solver should be able to find an accurate solution with this (or even a worse) initial
guess. With the BVP solvers bvp4c and NewNRK it is possible to get a solution even
from an initial guess of Y(x) = 0. Computing a solution for very small β can be very
difficult, and any given BVP package will fail to find a solution if the desired solution is
for small enough β and it is only given an initial guess such as Y(x) = 0. However, if
continuation is used then it possible to find solutions for much smaller values of β than
would be possible with a ‘cold start’.
3.4.2 AUTO/HOMCONT and Bifurcation Detection
Continuation is often used to do more than solve difficult equations; it is used to study how
dynamical systems change in relation to a particular parameter. One may wish to follow
a branch of solutions until a bifurcation point is encountered. If one is following a branch
of stationary solutions as a parameter changes, and one or more of the eigenvalues of the
Jacobian crosses the imaginary axis, then this is fairly simple to detect by simply watching
the eigenvalues as the continuation is being performed. However, if one wishes to follow
a branch of periodic orbits to try to discover a homoclinic bifurcation, then this is much
more difficult and the previously described continuation algorithms will be of little use. In
this thesis we will not be attempting to do any bifurcation detection, and so no bifurcation
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detection algorithms will be described here. More about both continuation techniques and
bifurcation detection can be found in [1].
The most popular software package for automatic continuation and bifurcation detec-
tion in dynamical systems, is AUTO [20, 21]. An additional package, that is included with
AUTO, called HOMCONT [17], allows for the numerical computation, and detection, of
homoclinic and heteroclinic orbits.
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Chapter 4
Truncating Methods
Over the next three chapters we will describe and examine several algorithms for com-
puting homoclinic orbits. The homoclinic orbits we will be studying will arise from the
autonomous parameter dependent system
dY
dx
(x) = F(Y(x),p), x ∈ R, Y : R→ RN , p ∈ R . (4.0.1)
All homoclinic orbits in this thesis will be assumed to be connected to a hyperbolic saddle
point. In this chapter we will be examining methods for computing a homoclinic orbit by
truncating the interval we are solving over.
Most numerical packages designed for the solution of BVPs expect problems to only be
defined over a finite domain. In other words, the package expects the boundary conditions
to be given at finite values of x. This is not the case with homoclinic orbits, where the
boundary conditions are specified at ±∞. The most widely used and documented solution
to this problem is to truncate to a finite domain and only solve the differential equation
within this domain. This method reduces the problem to one that can be easily solved
by most BVP solvers, if the boundary and phase conditions are suitably modified. To
implement this method, two important questions must first be answered.
1. What is the best way to create projected boundary conditions now that the original
boundary conditions fall outside the domain of the problem?
2. How large must this domain be to guarantee that the error contributed by the trunca-
tion is sufficiently small?
In this chapter we will make some attempt to answer these questions.
4.1 Original Time Parameterisation
4.1.1 Truncating the Interval
Original time parameterisation [7] solves the homoclinic orbit over a truncated interval,
and is by far the most commonly used method for computing homoclinic orbits. In order
to solve (3.1.6), (3.1.7) and (3.1.8) the interval is truncated to [T−, T+], and hence (3.1.6) is
replaced by
Y′(x) = F(Y(x),p) x ∈ (T−, T+) (4.1.1)
and (3.1.8) is replaced by
∫ T+
T−
〈Y′IG(x),Y(x)〉 dx = 0. (4.1.2)
Replacing the boundary conditions is a little more complicated. A first order differen-
tial equation inN dimensions with one additional unknown parameter should requireN+1
boundary conditions or constraints to specify a unique solution. The integral phase condi-
tion counts as one of these constraints, so N further boundary conditions are required. The
conditions in (3.1.7) specify 2N boundary conditions, all of which fall outside [T−, T+].
The ideal boundary conditions would be to specify that the homoclinic leaves the sta-
tionary point via the unstable manifold, and returns via the stable manifold. This would
give N s boundary conditions at one end, and Nu boundary conditions at the other end.
More precisely these boundary conditions could be written as follows
Y(T−) ∈Ms(Y∗(p)) and Y(T+) ∈Mu(Y∗(p)) (4.1.3)
where Mu(Y∗(p)) is the unstable manifold and Ms(Y∗(p)) the stable manifold around
the stationary point Y∗(p). The stationary point Y∗ is now a function of p, and we are
assuming that F(Y,p) = 0 has a locally unique solution. Calculating these manifolds
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is very difficult, and hence a linear approximation to them will be used to construct the
boundary conditions. Higher order approximations to these manifolds will be discussed in
a later section.
IfY∗ ∈ RN is a stationary point for p = p∗, i.e.
F(Y∗,p∗) = 0, (4.1.4)
and the Jacobian matrix in non-singular at this point then, by the Implicit Function The-
orem, for p close to p∗ the equation
F(Y,p) = 0 (4.1.5)
has a unique solution near Y∗. This locally unique solution is denoted by Y∗(p). The
Jacobian at the stationary point, DF(Y∗(p)), is denoted by J(p), and its transpose is
denoted by JT (p). Using this notation we can now write down the boundary conditions.
The projected boundary conditions using a linear subspace approximation to the manifolds
are
BsJT (p){Y(T−)−Y∗(p)} = 0 and BuJT (p){Y(T+)−Y∗(p)} = 0 (4.1.6)
where BsJT (p) ∈ RN
s×N is defined such that its rows form an orthonormal basis for the
stable subspace of JT (p), and BuJT (p) ∈ RN
u×N is defined such that its rows form an
orthonormal basis for the unstable subspace of JT (p). An explanation of how to compute
these bases will come in a later section. Notice that the matrices are dependent upon p, and
it is important that they change smoothly with respect to p. If they don’t then every time
the BVP solver evaluates the boundary conditions with a new value of p, the recomputed
bases could be pointing in completely different directions, as there are an infinite number
of possible choices of bases. For example, the vectors [1, 0] and [0, 1] span R2, but so do
the vectors [−1, 0] and [0,−1]. If there is a sudden change from using one basis to the other
then the boundary conditions (which will hopefully converge to zero) could change from
positive to negative, possibly preventing the solver from converging. We will be applying
the implicit function theorem theoretically and Newton’s method practically to a system
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which includes (4.1.6), so at least a continuous derivative with respect to p is necessary.
How to make sure that the bases change smoothly with respect to p will also be explained
in appendix D.
4.1.2 Adapting the Time Interval
The boundary conditions specified above will introduce a truncation error, which must be
bounded by choosing T± appropriately. An algorithm for achieving this was given in [7],
and is shown below
1. Choose a tolerance tol. Start with an initial guess (Y(0),p(0)) on an interval
[
T
(0)
− , T
(0)
+
]
,
and an estimate for the new interval [T−, T+].
2. Calculate
α = min
{
Re(μ) : μ an eigenvalue of JT (p) and Re(μ) > 0
}
σ = min
{−Re(μ) : μ an eigenvalue of JT (p) and Re(μ) < 0}
3. Define T˜± = T (0)± ± 1min{α,σ} .
4. Solve for (Y,p) on the interval
[
T
(0)
− , T
(0)
+
]
with a tolerance of tol.
5. Solve again on the interval
[
T˜−, T˜+
]
for the same tolerance, and denote the new
solution by (Y˜, p˜).
6. Calculate the error estimates
err− = ‖Y˜(T−)−Y(T−)‖2 and err+ = ‖Y˜(T+)−Y(T+)‖2
7. If max{err−, err+} ≤ 23tol then accept
(
Y,p,
[
T
(0)
− , T
(0)
+
])
as a solution. If not
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then set
T+ = T
(0)
+ −
1
3σ
ln
tol
err+
T− = T
(0)
− +
1
3α
ln
tol
err−
and carry out the procedure again with the new T− and T+.
4.2 Time Plus Subspace
Time plus subspace [5, 19, 22] is a very similar method to the original time method. Both
solve for the homoclinic over a truncated interval, and use subspace approximations or the
stable and unstable manifolds to give the boundary conditions. They also both require a
very similar algorithm to test if the truncation is appropriate. The major difference here is
that rather than fixing the time interval before solving, it is the distance of the initial and
final Y values away from the stationary point that is fixed. This means that the section of
the orbit that is being computed is now fixed, and hence no phase condition is required.
4.2.1 Defining the System
First consider the time plus subspace method. Since the truncation interval is not fixed, we
will now need to solve over the interval [0, T ] where T is an unknown parameter. If we
normalise the interval to [0, 1] we get
dY
dx
= T F(Y(x),p) x ∈ [0, 1]. (4.2.1)
To fix the end points a certain distance from the stationary point, the boundary conditions
‖Y(0)−Y∗(p)‖− = ε− ‖Y(1)−Y∗(p)‖+ = ε+ (4.2.2)
are added to the system. Here ε± are fixed, and the norms used are defined so that the above
equations have a unique solution. The construction of these norms will be given in the next
chapter. This system has N dimensions and 2 extra parameters, and given above are 2
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boundary conditions, leaving only N currently unspecified. These N boundary conditions
are precisely those used in the original time method, namely
BsJT (p){Y(0)−Y∗(p)} = 0 and BuJT (p){Y(1)−Y∗(p)} = 0. (4.2.3)
4.2.2 Adapting ε±
The boundary conditions specified above will introduce a truncation error, which must be
bounded by choosing ε± appropriately. To do this we use a modified version of Beyn’s
algorithm [7]:
1. Choose a tolerance tol. Start with an initial guess (Y0,p0, T0) and values for ε±.
2. Solve for (Y,p, T ) with a tolerance of tol
3
.
3. Solve again with both values ε± halved, for the same tolerance, and denote the new
solution by (Y˜, p˜, T˜ ).
4. Define τ± by solving the equations
ε− = ‖Y˜(τ−)−Y∗(p˜)‖− and ε+ = ‖Y˜(τ+)−Y∗(p˜)‖+
5. Calculate the error estimates
err− = ‖Y˜(τ−)−Y(0)‖2 and err+ = ‖Y˜(τ+)−Y(1)‖2
6. If max{err−, err+} ≤ 23tol then accept (Y,p, T ) as a solution. If not then set
ε± = ε±
√
tol
3err±
Notice that step 4 requires the solution of an equation which may not fall on a mesh
point. Hence a polynomial interpolant of Y˜ must be constructed in order to solve this
equation, then a simple numerical method such as bisection or secant may be used.
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4.2.3 Problems with Time Dependant Algorithms
The time + subspace algorithm specified above suffers from a major defect, caused by time
parameterisation being used. The exponential behaviour of Y(x) around the stationary
point, means that if ε± are halved, then T could increase massively. Since the new T is not
known before the problem is solved, this can lead to the mesh becoming far too sparse over
most of the region. For example, if a solution is found for some given ε±, and the solution
has T = 10 and 11 equally spaced mesh points, then when ε± are halved T could increase
to 100. When this happens then the 11 equally spaced mesh points will all be clustered
towards the endpoints. The main region where most of the homoclinic orbit resides (the
initial solution), is now covered in just one subinterval.
To fix this problem a good approximation to the new value of T must be found. A
simple method is to approximate the solution between the endpoint and the stationary point
with a straight line. Then it is simple to use bisection or the Secant method to find λ such
that
‖(1− λ)Y(0) + λY∗ ‖− = ε−. (4.2.4)
Bisection is very easy to implement here as λ = 0 gives ‖Y(0)−Y∗ ‖ = 2ε−, and λ = 1
gives ‖0‖ = 0. Once a value for λ has been found so that ‖Y0−Y∗ ‖− = ε− define
Y0 = (1− λ)Y(0) + λY∗ . (4.2.5)
Since bothY(0),Y0 and their differentials are known, it is trivial to rearrange the trapezium
rule to find a T− such that Y(T−) = Y0. Similarly a T+ can be found, so that the new es-
timate for the truncation interval is T− + T + T+.
4.3 Arclength Plus Subspace
Another way to avoid the problems discussed during the previous section is to change the
independent variable from time to arclength as in [5]. When we change the value of ε± by
a small amount we know that the total arclength will also only change by a small amount,
leading to a possibly more stable algorithm.
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To make the change of variable (4.2.1) needs to be changed to
dY
ds
= L˜
F(Y(s),p)
‖F(Y(s),p)‖2 s ∈ [0, 1]. (4.3.1)
where L˜ is an unknown parameter representing the arclength of the solution - which is the
partial arclength of the homoclinic orbit. The boundary conditions will remain the same as
time plus subspace, as will the algorithm for adapting ε±.
During the next chapter we will discuss the problems that arclength parameterisation
can cause if we get too close to the stationary point. For now we will just say that as long
as ε± are not chosen to be too small then this algorithm should have no problems at all. If
ε± are chosen to be too small then this method may cause the adaptive meshing algorithm
to add a lot of extra mesh points towards the ends of the interval. Further details on this
will be given in the next chapter.
4.4 Conclusion
At the beginning of this chapter we posed two questions about truncating methods that we
hoped to answer. The first asked how best to create projected boundary conditions now
that the true boundary conditions fall outside the domain. All three methods given in this
chapter used linear subspace approximations of the invariant manifolds to create projected
boundary conditions. In chapter 7 we will show numerical results that show that in practice
this method of creating boundary conditions works quite well most of the time, as long
as it is only used within a small enough neighbourhood of the stationary point. However
in chapter 6 we will demonstrate how to construct more accurate approximations of the
invariant manifolds. In chapter 7 we will be able to compare if the extra computational
effort required to create more accurate projected boundary conditions is worth while.
The second question posed asked how large a domain we need to solve over to find
an accurate solution to the problem. In this chapter we used both Beyn’s algorithm and
a modified version of Beyn’s algorithm to find an interval that is both small enough to be
computationally inexpensive and large enough that the error caused by the truncation is
small enough. In the following chapters we will examine methods that do not require such
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an algorithm as no truncation is involved. In chapter 7 we will compare the performance of
these methods and see how well Beyn’s algorithm performs in practice.
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Chapter 5
Arclength
In this chapter we will examine methods that change the independent variable in (3.1.6)
from time to arclength. This change of variable means that we now only need to solve
the problem over a finite interval without truncation and thus will be able to use the true
boundary conditions and we will no longer need an integral constraint. Although this would
seem to solve all the problems faced by the truncation based methods, it does introduce new
problems.
In the following section we will see that the derivative at the stationary point is not
defined for the arclength equations, and we will examine the problems that the full arclength
method faces when presented with a problem that exhibits ˇSilnikov behaviour. The ques-
tions we will attempt to answer in this chapter are:
1. How do we define the value of the derivative at the stationary point when using and
arclength based method?
2. Is it possible to solve the problems faced by the full arclength method when dealing
with ˇSilnikov behaviour?
5.1 Full Arclength
The full arclength method [28] requires a change of independent variable that maps an
infinite interval on to a finite one. This allows us to solve the ODE over the full range, and
thus implement the boundary conditions exactly and incur no truncation error. The new
ODE after a change of variable is
s(x) ≡
∫ x
−∞
‖Y′(γ)‖2dγ, x ∈ (−∞,+∞) (5.1.1a)
y(s) ≡ Y (x (s)) , s ∈ [0, L] (5.1.1b)
y′(s) =
F(y(s),p)
‖F(y(s),p)‖2 s ∈ [0, L] (5.1.1c)
where x(s) is the inverse function of s(x), and L is the length of the homoclinic orbit
defined as
L =
∫ +∞
−∞
‖Y′(x)‖2dx (5.1.2)
However the total arclength of the orbit, L, is unknown, so the interval is normalised to
[0, 1] and the ODE becomes
dy
dσ
= L
F(y(σ),p)
‖F(y(σ),p)‖2 σ ∈ [0, 1] (5.1.3)
with boundary conditions
y(0) = y(1) = Y∗(p). (5.1.4)
Here both L and p are unknown parameters. At the moment we have specified 2N bound-
ary conditions and onlyN+2 equations, but this will be taken care of in the next subsection.
5.1.1 Collocation at the Endpoints
The function defined in (5.1.3) is not well defined at the end points. The derivative at the
stationary point is zero, hence F(y(0),p) = F(y(1),p) = 0, leaving the derivative in
(5.1.3) not well defined since we have a 0
0
term. To remedy this the definition of the ODE
at the end points changes, and is rewritten in terms of the stable and unstable subspaces
and an extra N − 2 free parameters. The ODE at the Nu dimensional unstable subspace
becomes:
dy
dσ
(0) = LBuJ (p)β with
Nu∑
i=1
β2i = 1 (5.1.5)
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where columns of BuJ (p) ∈ RN×N
u form an orthonormal basis for the unstable subspace
of J(p), and β is unknown. The extra condition on β ∈ RNu is imposed by the arclength
condition (norm of vector field = 1); but now we build it in automatically and therefore
reduce the number of extra parameters to Nu − 1:
1. Start with initial guesses for L(0), p(0), β(0) and BuJ
(
p(0)
)
.
2. Compute a new basis B˜uJ
(
p(0)
)
so that the new β(0) is e1.
3. ODE now becomes:
dy
dσ
(0) =
LB˜
u
J (p)√
1 +
∑Nu−1
i=1 υ
2
i

1
υ1
.
.
.
υNu−1

where υ is an unknown parameter to be solved for, with an initial approximation of
υ = 0, (υ ∈ RNu−1).
The same procedure is used for writing the differential at the other end-point in terms of
N s−1 extra parameters. This gives a total ofN−2 extra parameters, givingN parameters
and N dimensions to match up with the 2N boundary conditions.
5.1.2 ˇSilnikov Behaviour
Of course this method is not perfect - it does have one major disadvantage. When the
numerical BVP solver is presented with a homoclinic exhibiting ˇSilnikov behaviour (see
3.3), it will fail to solve it if it has been parameterised by arclength, because of a lack of
smoothness near the end points.
ˇSilnikov behaviour occurs when the real part of the leading eigenvalues of the jacobian
at the stationary point become too close together, or equal in the case of a pair of complex
eigenvalues. The leading eigenvalue for the unstable subspace, μ1, is the largest positive
(real part) eigenvalue. If the next largest positive (real part) eigenvalue, μ2, becomes close
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to μ1, the dominant behaviour of the solution, as x→∞, will be of the form
eμ1x + eμ2x (5.1.6)
and when the independent variable is changed to arclength we will have s ≈ eμ1x, thus
giving a solution of the form
s+ s
μ2
μ1 (5.1.7)
giving only a finite number of derivatives at s = 0. The closer the eigenvalues become, the
fewer derivatives exist, and hence the less smooth the solution becomes. In the case of a
pair of complex conjugate eigenvalues we will not have any derivatives at all.
To see the effect of ˇSilnikov behaviour upon the full arclength method consider the
following simple example:
x˙ =
(
x1+x2
x2−x1
)
. (5.1.8)
The stationary point for this system clearly lies at the origin and the jacobian for the
system is
(
1 1
−1 1
)
, which has eigenvalues 1 + i and 1− i.
A simple calculation reveals the the general solution to (5.1.8) is
Y(x) =
(
ex(A sin x+B cos x)
ex(A cos x− B sin x)
)
. (5.1.9)
Choosing the solution A = 1 and B = 0 for simplicity, the arclength can now be computed
s(x) =
∫ x
−∞
√(
d
dτ
(eτ sin τ)
)2
+
(
d
dτ
(eτ sin τ)
)2
dτ =
√
2ex (5.1.10a)
⇒ x(s) = log
(
s√
2
)
(5.1.10b)
⇒ y(s) =
s
(
sin
(
log
(
s√
2
)))
s
(
cos
(
log
(
s√
2
)))
 (5.1.10c)
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The first dimension of this solution is shown in the graph below:
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x
Figure 5.1: The first dimension of (5.1.10c).
It is clear that this solution has no derivative at s = 0 and the solution becomes rapidly
rougher as s→ 0.
5.2 Partial Arclength
5.2.1 Partitioning the Problem
The partial arclength method [5, 6] is essentially an attempt to overcome the major weak-
ness of the full arclength method, i.e. to cope with ˇSilnikov behaviour. As previously
stated, the problem the full arclength method has with ˇSilnikov behaviour is caused by
the roughness of the solution near the endpoints. To overcome this, the partial arclength
method partitions the homoclinic in to three sections I1, I2 and I3. The middle section,
I2, is parameterised by arclength, but the two sections near the endpoints, I1 and I3, are
75
parameterised in such a way as to smooth the solution. The two end sections still have a
complete exponential change of the independent variable, to map the solution on to a finite
interval, but this time causing less roughness near the endpoints. Near the endpoints we
can use the Jacobian eigenvalues to perform a better exponential change of independent
variable.
The ODE now becomes
y′(σ) =

1
μ−σ F(y(σ),p) if 0 < σ < σ−
L˜ F(y(σ),p)‖F(y(σ),p)‖2 if σ− < σ < 1− σ+
1
μ+(1−σ) F(y(σ),p) if 1− σ+ < σ < 1
(5.2.1)
where σ± are defined by ε± = ‖y(σ±)‖± and ε± are predefined constants that can be
changed by the user, and μ± are chosen such that 0 < μ− < α1 and 0 > −μ+ > γ1, where
α1 is the real part of the eigenvalue with smallest positive real part and γ1 is the real part of
the eigenvalue with largest negative real part of J (p). The three intervals are now defined
explicitly as I1 = (0, σ−), I2 = (σ−, 1− σ+) and I3 = (1− σ+, 1).
The change of variable that leads to (8.0.1) over the intervals I1 and I3 is
σ = exp(μ±x). (5.2.2)
This has been chosen to increase the smoothness of the solution, by increasing the number
of differentials that exist at σ = 0 when certain eigenvalues become very close together
(see previous section). If the two eigenvalues with largest positive real part are α1 and α2,
then the solution of (5.1.1c) will look like
σ + σ
α2
α1 , α1 < α2 (5.2.3)
for σ close to zero, if α1 and α2 become close together (see (5.1.7)). The for of the solution
of (8.0.1) can be found in the following way. We know that
Y′(x) = F(Y(x),p) (5.2.4)
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and that this equation has the form
Y(x) = eα1x + eα2x (5.2.5)
⇒ Y′(x) = α1eα1x + α2eα2x. (5.2.6)
If we substitute this into (8.0.1) and then substitute in (5.2.2) then we get
y′(σ) =
1
σμ±
(eα1x + eα2x) (5.2.7)
=
1
σμ±
(
σ
α1
μ± + σ
α2
μ±
)
(5.2.8)
=
1
μ±
(
σ
α1
μ±−1 + σ
α2
μ±−1
)
(5.2.9)
⇒ y(σ) = 1
α1
σ
α1
μ− +
1
α2
σ
α2
μ− . (5.2.10)
So if 0 < μ− < α1, then this will be smoother than the previous solution, as long
as α1
μ− >
α2
α1
. Clearly the above equation shows that the smoothness of the solution will
increase as μ− decreases.
The definition of the ODE in (8.0.1) clearly shows that once again the differential is
undefined at σ = 0 and σ = 1. The procedure for defining this is roughly the same as for
the full arclength method, only here β does not need to be rewritten in terms of Nu − 1
extra parameters, since Nu extra parameters are required as we are no longer imposing the
arclength condition. This also means that the number of boundary conditions (given later)
match the number of unknowns.
The solution of (8.0.1) is required to be continuous at the boundaries between partitions,
namely at σ = σ− and σ = 1 − σ+, even though the derivative is discontinuous at these
points. The discontinuous derivative causes a problem for any numerical BVP solver that
must be dealt with. Here we present two possible solutions to this problem.
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5.2.2 Iteratively Solving Partitions Separately
The first solution is to solve each of the three partitions separately. Of course if solved
separately we need to ensure that the solutions match up at σ = σ− and σ = 1 − σ+, thus
an iterative approach must be used to make the solutions join at these points.
Now that the problem is partitioned in to three, boundary conditions are required for
each of the three partitions. The middle section has both an extra parameter L˜ and is
the best place for solving for the extra parameter p, hence N + 2 boundary conditions
are required here. Just as with the original time method, the ideal boundary conditions
would be to specify that the end points fall on the appropriate manifolds. For the first
iteration a subspace approximation will be sufficient for the boundary conditions, but in
subsequent iterations more accurate conditions can be used by involving the information
from the solutions of the other two sections. The boundary conditions for the first iteration
will be
BsJT (p)
(
yI2(σ−)−Y∗(p)
)
= 0 (5.2.11a)
BuJT (p)
(
yI2(σ+)−Y∗(p)
)
= 0 (5.2.11b)
and for subsequent iterations will be
BsJT (p)
(
yI2(σ−)− yI1(σ−)
)
= 0 (5.2.11c)
BuJT (p)
(
yI2(σ+)− yI3(σ+)
)
= 0 (5.2.11d)
where yIk(σ±) is the solution at s = σ± taken from the interval Ik, where k = 1, 2 or 3.
The above conditions only give a total of N boundary conditions, and so two more will
be required. The other two conditions will fix the distance the endpoints are from the
stationary point
‖yI2(σ−)−Y∗(p)‖− = ε− (5.2.12a)
‖yI2(σ+)−Y∗(p)‖+ = ε+ (5.2.12b)
The definition of these norms will be given in the next subsection.
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The left hand section has Nu extra parameters, so N + Nu boundary conditions will
be required. Similarly the right hand section will require N + N s boundary conditions.
Both of these sections have one of their end points fixed at the stationary point, giving N
boundary conditions at one end. The other boundary conditions come from making the
other ends match up with end points of the middle section in the appropriate dimensions.
The boundary conditions of the middle section force the solutions to match in N s dimen-
sions at the left end, and Nu dimensions at the right end. The boundary conditions for the
other two sections will force the solutions to match in all the other directions, hence giving
Nu conditions in the left section, and N s conditions in the right. Explicitly the boundary
conditions are
Left-section:
y(0) = Y∗(p) (5.2.13a)
BuJT (p)
(
yI1(σ−)− yI2(σ−)
)
= 0 (5.2.13b)
Right-section:
y(1) = Y∗(p) (5.2.13c)
BsJT (p)
(
yI3(σ+)− yI2(σ+)
)
= 0 (5.2.13d)
Clearly the iteration must start by solving the middle section (I2), followed by the other
two sections. The iterations will stop when the solutions have converged, that is
max{‖yI1(σ−)− yI2(σ−)‖2, ‖yI3(σ+)− yI2(σ+)‖2} < tol (5.2.14)
This method of solving overlapping domains by solving each alternately until convergence
is known as the Schwarz alternating map [32,35].
5.2.3 Solving a Multi-point Boundary Value Problem
The major problem with the previous solution is that the iteration can take quite a while to
converge. However it does seem to be the only obvious way of solving the problem with a
two-point boundary value problem numerical solver. If instead we are using a BVP solver
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capable of solving a Multi-point BVP (such as MATLAB’s bvp4c) then it is possible to
solve (8.0.1) all in one go. This should be a much more efficient way of doing things.
Solving (8.0.1) in this way requires some extra boundary conditions to be applied at σ±
to ensure continuity of the solution. This is done by supplying an initial mesh with double
entries for both σ+ and σ−. If we label these as −→σ ± when considering the point from the
left hand side and←−σ ± from the right; our internal conditions become
y(−→σ −) = y(←−σ −) and y(−→σ +) = y(←−σ +). (5.2.15)
5.2.4 Computing an Appropriate Norm
During the previous section two norms have been used when specifying boundary condi-
tions, that have not yet been defined. It is important that there is a unique solution to both
(5.2.12a) and (5.2.12b) for the convergence of this algorithm. If a simple norm such as the
2-norm was used, then the uniqueness of this solution is not guaranteed. What is needed is
a semi-norm
‖v‖M+ =
√
vT M+ v (5.2.16)
that will decrease monotonically as the connecting orbit moves towards the stationary point.
That is
‖Y(x)−Y∗ ‖M+ → 0 monotonically as x→∞ (5.2.17)
for sufficiently large x. A similar semi-norm will also need to be constructed for approach-
ing the stationary point from the other end, i.e. as x→ −∞. The method for this is almost
identical, so only the former will be described here.
This norm will only be used near the stationary point, so it is only necessary to work
with the linearised version of (3.1.6)
Y′(x) = J(Y(x)−Y∗) (5.2.18)
where J is the jacobian at Y∗. Notice that the p dependence is omitted here for simplicity.
In fact all the matrices both above and below have a dependence upon p, but this will be
omitted for this whole section to simplify the notation. Combining equations (5.2.18) and
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(5.2.16) gives
d
dx
{‖Y(x)−Y∗ ‖2M+} = [Y(x)−Y∗]T (M+ J+ JT M+) [Y(x)−Y∗] (5.2.19)
Thus to achieve the aim of (5.2.17) decreasing monotonically, M+ must be chosen so that
M+ J+ J
T M+ is negative definite. For large x the dominant term inY(x)−Y∗ lies in Es,
the stable subspace of J . Hence the above condition simplifies to
vT (M+ J+ J
T M+)v < 0 ∀v 6= 0 ∈ Es (5.2.20)
In [5, 6] two different methods were presented for constructing M+. Here only the first
will be considered, as this is the one used in the test code for this algorithm. First the
restriction of J to Es achieved by computing the Schur decomposition of J
JQ = QR (5.2.21)
where the columns of Q ∈ RN×Ns form an orthonormal basis for Es and R ∈ RNs×Ns is
block upper triangular. The exact Schur factorisation chosen here will be the one where
the N s eigenvalues on the diagonal of R will be those with negative real part. Since M+ is
primarily acting upon Es,M+ is defined as
M+ ≡ QM˜+QT (5.2.22)
where M˜+ ∈ RNs×Ns is a symmetric positive definite matrix to be determined, and thus
M+ will be symmetric positive semi-definite. Since (5.2.21) and (5.2.22) imply
QT (M+ J+ J
T M+)Q = M˜+R+ R
T M˜+ (5.2.23)
the restriction ofM+ J+ JT M+ to Es; QT (M+ J+ JT M+)Q will be negative definite if and
only if M˜+R+ RT M˜+ is negative definite. Now a suitable M˜+ can be found by solving the
Lyapunov [24] equation
M˜+R+ R
T M˜+ = 2D (5.2.24)
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where the diagonal matrix D is the diagonal part of R. The justification given for obtaining
M+ in this way is that if the restriction of J to Es is normal, then the solution is M˜+ ≡ I,
i.e. the norm defined here is simply the 2-norm.
5.3 ε± and μ±
Equation (8.0.1) has four constants in it, ε± and μ±, whose values are currently unknown.
First we will examine μ±, but for simplicity of notation we will simply consider μ−, and
try to discover the ”best” value. We know that μ− is limited to the range 0 < μ− < α1, and
the solution to (8.0.1) will look like (5.2.10). When choosing values for μ− it is clear that
we have an upper limit, as we will need a certain amount of smoothness for our numerical
BVP solver to converge. For example, a fourth order method will require us to have at
least 4 or 5 derivatives well defined, so it would be best to choose μ− < α15 . However it
is unclear whether there is a lower limit on μ−, except 0 of course. There appears to be
no theoretical result that would tell us that taking μ− too small will cause any problems, or
that any value would work more efficiently than any other.
To test the efficiency of different values of μ− we will use MATLAB’s bvp4c to solve
the ODE
y′(s) =
1
μ−s
F(y(s),p) if 0 < s < σ− (5.3.1)
with boundary conditions
y(0) = Y∗(p) and BuJ (p) (y(σ−)− yˉ) = 0 (5.3.2)
where yˉ is a chosen point on the unstable manifold. The test problems used here are
described in the next section.
Let
μ− =
α1
κ
, (5.3.3)
the graph below shows how the number of mesh points required to solve (5.3.1) varies
against the value of κ. The results are from two different test problems for a range of
different values of ε−, each line normalised by dividing the number of mesh points used by
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the minimum number used, so the best value of μ− is where each line touches 1.
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Figure 5.2: Mesh points plotted against κ for a range of values of ε− for the Lorenz equa-
tions (left) and Chua’s equation (right).
The above graphs appear to indicate that choosing κ ≈ 8 will give the best results.
Values for ε± also need to be chosen carefully to ensure that a solution is found effi-
ciently. They need to be large enough that the arclength change of variable isn’t used too
near the stationary point, but small enough that the change of variable (5.2.2) isn’t used too
far away from the stationary point. The problem is how to balance these to find the most
efficient values for ε±.
To obtain an initial guess for ε± we propose to measure the distance between the solu-
tion and the appropriate subspace. When trying to determine a value for ε− the distance
between the subspace and a mesh point yˉ is
δ− = ‖BuJT TBuJT yˉ − yˉ‖2. (5.3.4)
Now let
ε− = ‖yˇ‖2 (5.3.5)
where we define yˇ as the solution of
‖yˉ −Y∗(p)‖2 = Kδ− (5.3.6)
and K is to be determined by numerical experimentation.
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To find an efficient value forK we have run the multi-point BVP partial arclength code
for several different orbits over a range of values forK.
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From the above graphs it appears that choosing K ≈ 20 will give the best results.
In practice we only need to perform such a calculation for ε for our initial solution,
as after that we will be working within a continuation framework. When working within
a continuation framework the values of ε± can be changed based on how well the BVP
solver is performing in any of the partitions. If there are too many mesh points being added
to the left of ε− or to the right of ε+ then they (ε±, that is) should be decreased, or if there
are too many mesh points clustering on the other side then they should be increased.
5.4 Conclusion
At the beginning of this chapter we posed two questions about the problems facing the full
arclength method. The first question asked how we could numerically define the derivat-
ive at the stationary point when both the numerator and the denominator were zero. We
proposed that the derivative could be approximated by using a linear combination of vec-
tors that formed a basis of the appropriate invariant subspace. By introducing N − 2 extra
parameters we can both define the derivative and make the number of unknowns match the
number of boundary conditions. In practice solving for all these extra parameters does not
significantly adversely affect the performance of the BVP solver, thus this method seems
to be both elegant and efficient.
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The second question we posed asked if it is possible to solve the problems faced by the
full arclength method when dealing with systems that exhibit ˇSilnikov behaviour. The par-
tial arclength method uses a change of indpentent variable that doesn’t introduce any rough-
ness when dealing with ˇSilnikov behaviour. Both implementations of the partial arclength
method given in this thesis have disadvantages. When using a Schwarz alternating map we
have to solve the problem multiple times, and when solving a multi-point BVP we increase
the number of dimensions of the system. It may be possible to solve the multi-point BVP
without increasing the number of dimensions, but we have unable to to this with methods
based on Lobatto points (which are required to use the extra parameters we introduced to
define the derivative at the stationary point).
The partial arclength method also introduces two new questions that need to be answered.
What is the best way of defining ε± and what is the best way of defining μ±? More work
needs to done to find a better way of defining these constants than we have right now before
this method can be more widely used.
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Chapter 6
Manifold methods
As stated in the abstract, when numerically solving a BVP over an infinite interval there
are three approaches that can be taken to deal with the interval.
1. The first is to truncate the problem to a finite interval and create projected boundary
conditions, as we did with both the original time and time + subspace algorithms.
2. The second is to transform the problem to one over a finite interval via an exponential
change of the independent variable, as we did with both the arclength and partial
arclength algorithms.
3. The third approach is to use a method appropriate for an infinite interval by dis-
cretising the problem using a set of approximating functions which themselves are
appropriate to an infinite interval.
It is this third approach that we will be investigating in this chapter.
The following methods will be using either time or arclength as the independent vari-
able on a truncated interval, just as with the time and arclength plus subspace methods. To
solve the problem over the remainder of the interval we will be using a Laguerre spectral
method. The two important questions to answer here are how we should decide where to
truncate the interval, and how to use the spectral approximations to form more accurate
boundary conditions for the truncated problem.
6.1 Time + Manifold
In chapter 4 we introduced the original time and time + subspace methods, both of which
truncated the BVP to a finite interval and then used subspace based projected boundary
conditions, i.e. boundary conditions based on linear approximations of the invariant man-
ifolds of the stationary point. In this chapter we will introduce a method for computing a
more accurate approximation of the invariant manifolds.
6.1.1 Improving the Projected Boundary Conditions
The ideal boundary conditions for (4.1.1) would be (4.1.3), that is, the endpoints of our
truncated interval would lie on the appropriate manifold. To achieve this we have to have
a method for mapping a point from an invariant subspace to a corresponding point on the
invariant manifold. This can be done by solving a BVP over a semi-infinite interval, and
we will show how this can be achieved in the next section.
We can rewrite (3.1.6) as three coupled equations
u′u(x) = F(uu(x),p), x ∈ (−∞, 0), (6.1.1a)
u′c(x) = T F(uc(x),p), x ∈ (0, 1), (6.1.1b)
u′s(x) = F(us(x),p), x ∈ (1,∞), (6.1.1c)
with boundary conditions
uu(0) = uc(0) and uc(1) = us(1), (6.1.2a)
and (3.1.7) is now written as
lim
x→−∞
uu(x) = Y
∗(p) and lim
x→+∞
us(x) = Y
∗(p). (6.1.2b)
We then approximate the homoclinic orbit by numerically solving the above equations. The
exact homoclinic orbit would solve these equations exactly, it is only when we approximate
them that we end up with an approximation of the homoclinic orbit.
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Extra conditions are still needed to allow (6.1.1) to have a unique solution, as the points
u(0) and u(1) are not yet unique. To fix the position of the points we will specify two extra
boundary conditions to fix the distance between these points and the stationary point just
as we did for time + subspace, arclength + subspace, and the partial arclength methods. We
choose
ε− = ‖u(0)−Y∗(p)‖− and ε+ = ‖u(1)−Y∗(p)‖+. (6.1.3)
The system of equations we now have is very similar to the equations we had for the par-
tial arclength method. Because the independent variable has been scaled to obtain (6.1.1b),
{u′u(0),u′c(0)} and {u′c(1),u′s(1)} have the same direction but different moduli in general.
Thus we have again introduced a discontinuity in the derivative of our orbit. How to solve
the first and third of these equations, (6.1.1a) and (6.1.1c), will be dealt with in the next
section, so for now we will consider only the second equation (6.1.1b).
6.1.2 Solving the Equations Iteratively
The equations defined in (6.1.1) cannot easily be solved simultaneously as we have a dis-
continuity in the derivative and we will be using different approximating functions over
each of the three sections; so we will start by solving (6.1.1b), as that can be solved by
itself quite easily. What we now have to solve is exactly the same equation as we had to
solve for the time + subspace method, but with different boundary conditions. However
the boundary conditions in (6.1.2a) involve the points uu(0) and us(1) which are still un-
known. So for the first iteration we will use the same boundary conditions as we did for
the time + subspace method, to get the iteration started, and then improve the boundary
conditions in subsequent iterations. Thus for the first iteration we will be solving
u′c(x) = T F(uc(x),p), x ∈ (0, 1), (6.1.4)
with boundary conditions
BsJT (p){uc(0)−Y∗(p)} = 0, BuJT (p){uc(1)−Y∗(p)} = 0, (6.1.5)
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and
‖uc(0)−Y∗(p)‖− = ε−, ‖uc(1)−Y∗(p)‖+ = ε+. (6.1.6)
The time + subspace method now uses an adaptation of Beyn’s algorithm to verify that
ε± have not been taken too large, and our projected boundary conditions are a good enough
approximation to the real boundary conditions. Here, however, we do not need to do this,
instead we will just compute more accurate boundary conditions by solving the two semi-
infinite problems, (6.1.1a) and (6.1.1c). The solution of these problems will map the current
end-points uc(0) and uc(1) from the subspaces they currently occupy on to their respective
manifolds, giving us the points uu(0) and us(1). We can now use these points to improve
the boundary conditions in the same way as we did for partial arclength (see (5.2.11c) and
(5.2.11d)),
BsJT (p) (uc(0)) = B
s
JT (p) (uu(0)) , (6.1.7a)
BuJT (p) (uc(1)) = B
u
JT (p) (us(1)) . (6.1.7b)
These equations can be solved using the Schwarz alternating method as follows:
Solve (6.1.4) for uc, T and p with
boundary conditions (6.1.5) and (6.1.6).
uc(0)
yuc(1)
Map the endpoints on to the appropriate manifolds by solving
(6.1.1a) and (6.1.1c) for uu and us with boundary conditions (6.1.2a).
uu(0), us(1)
y xuc(0), uc(1)
Solve (6.1.4) for uc, T and p with
boundary conditions (6.1.7) and (6.1.6).
After each mapping of the endpoints on the appropriate manifold we will test to see if
the endpoints u(0) and u(1) have been moved very far. If they have, that is, if ‖uu(0) −
uc(0)‖2 > tol or ‖us(1)−uc(1)‖2 > tol, then we will continue with the algorithm. If they
have not (if ‖uu(0) − uc(0)‖2 < tol and ‖us(1) − uc(1)‖2 < tol) then our iteration has
converged and we can accept the solution uc.
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The parameter p is only solved for when we are solving the central section, i.e. solving
for uc. When solving (6.1.1a) and (6.1.1c) p is fixed.
6.2 Approximating the Manifolds
In [31] and [30] an algorithm is presented for Laguerre approximation of stable manifolds.
It is this algorithm that we will be describing and using here. Other algorithms for comput-
ing a point on the manifold are discussed in [29].
6.2.1 Solving a semi-infinite ODE
In the following, for the sake of simplicity, we will describe the algorithm for approximat-
ing only the stable manifold. There is a corresponding algorithm for the unstable manifold
that we will outline later. We will also be assuming that the stationary point is at the origin,
as this can be achieved quite simply. We will also omit the p dependency of Y and F as
this will be solved for elsewhere and can now be assumed to be fixed, as described in the
previous section.
The semi-infinite BVP we need to solve is
u′(x) = F(u(x)) x ∈ (0,∞) (6.2.1)
with boundary conditions
P s u(0) = ξ and lim
x→∞
P u u(x) = 0, (6.2.2)
where P s and P u denote the projections, respectively, to the stable and unstable subspaces
taken from the Schur decomposition of the Jacobian; and ξ is the point we are trying to
map on to the stable manifold. If the solution of the above is denoted by us(x), then the
mapped point is given by us(0).
To solve (6.2.1) we now need to discretise the problem using a subspace of approximat-
ing functions appropriate to [0,∞). It was suggested in [31] that the natural such subspace
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consisted of functions of the form
e−
γ
2
xq(x) (6.2.3)
where γ > 0 is a constant to be chosen and q ∈ Xm (the space of polynomials of degree
m or less with coefficients in RN ). It is equivalent but simpler, however, to rescale the
independent variable in (6.2.1) and approximate the solution of
u′(x) =
1
γ
F(u(x)) x ∈ (0,∞) (6.2.4)
with the subspace of functions taking the form
e−
x
2q(x), q ∈ Xm. (6.2.5)
The boundary conditions (6.2.2) are unchanged by this rescaling and the point on the man-
ifold is still given by u(0). Of course we expect some choices of γ to lead to much better
approximation of the manifold than others, and this is discussed in 6.3.2.
If we defineG as the non-linear part of F, so we can rewrite F as
F(u) = Ju+G(u), (6.2.6)
where J denotes the Jacobian matrix at the origin; then it is convenient to remove the
leading term of us and consider Xm approximating
uˉ(x) ≡ e− γ2 x u(x) (6.2.7)
where uˉ satisfies
u′− [γ
2
I+ J
]
u = e
γ
2
xG (u) (6.2.8)
with boundary conditions
P s u(0) = ξ and
∫ ∞
0
e−γx‖u(x)‖2dx exists. (6.2.9)
Now the leading term has been removed, but the stable manifold will still be constructed
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as P uuˉ(0) = P u uc(1).
6.2.2 Laguerre expansion framework
To compute the solution to (6.2.1) a collocation or modal formulation is required. In [31]
both a collocation formulation with Lagrange polynomials and a modal formulation with
Laguerre polynomials are given. In this thesis we will be working the modal formulation
with Laguerre polynomials.
We can now find um approximating u using the modal representation
um(x) ≡ e−x2
m∑
k=0
akLk(x) (6.2.10)
where Lk are the Laguerre polynomials, with ask ≡ P sak and auk ≡ P uak, we have usm(0) =
ξ =⇒ ∑mk=0 ask = ξ. The Laguerre polynomials are defined in Appendix C, along with
some well know results regarding quadrature rules and tridiagonal eigenproblems.
To approximate the solution of (6.2.1), the equations we now need to solve are
m∑
k=0
ask = ξ (6.2.11a)
−ξ +
i−1∑
k=0
ask +
[
1
2
I− 1
γ
J(p)
]
asi =
1
γ
gsi , i = 0, ...,m− 1, (6.2.11b)
−
m∑
k=i+1
auk −
[
1
2
I+ 1
γ
J(p)
]
aui =
1
γ
gui , i = 0, ...,m, (6.2.11c)
with
m∑
k=0
gskLk(x) +
m∑
k=0
gukLk(x) ≡ Îm
{
ex/2G
(
e−x/2 um
)}
, (6.2.12)
where Îm is the polynomial interpolation operator at the points t0, ..., tm defined in ap-
pendix C.
In (6.2.11) we are imposing the initial conditions strongly. An alternate method is to
impose them weakly
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−ξ +
i−1∑
k=0
ask +
[
1
2
I− 1
γ
J(p)
]
asi =
1
γ
gsi , i = 0, ...,m, (6.2.13a)
−
m∑
k=i+1
auk −
[
1
2
I+ 1
γ
J(p)
]
aui =
1
γ
gui , i = 0, ...,m. (6.2.13b)
Later in this chapter we will see numerical results showing that there is no difference in
the performance of either the weak or strong formulations, but the weak formulation seems
aesthetically better.
6.2.3 Unstable Manifold
Up until now we have only shown the equations for approximating the stable manifold. To
adapt the algorithm to work for the unstable manifold one simply has to approximate the
stable manifold of the system
du
dx
= −F(u). (6.2.14)
If we apply the algorithm for approximating the stable manifold of this system, then we will
be approximating the unstable manifold of the original system. In the following section
on the efficient implementation of this algorithm we will again assume, without loss of
generality, that we are dealing with the stable manifold.
6.2.4 Strong Versus Weak Formulation
Earlier in this section we gave two different formulations for the boundary conditions; one
enforcing them strongly, and the other weakly. Neither the accuracy of the results nor the
efficiency of the algorithm should not be affected in any significant way when choosing
one formulation over the other. However, aesthetically we have a preference for the weak
formulation.
We have checked numerically that for our test problems it makes no difference which
formulation of the boundary conditions we use. Below is a graph showing how the error
behaves as we iterate for both the strong and weak formulations when computing the 2
dimensional stable manifold of the stationary point at the origin in the Lorenz equations.
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The above graph shows that there is no significant difference in the error of the solutions
given by either formulation.
6.3 Implementation
In this section we will describe exactly how to efficiently implement the algorithm for
Laguerre approximation of stable manifolds.
The first step is to calculate the Jacobian at the stationary point, J, and then compute its
Schur decomposition to find the matrices
BuJ ∈ RN×N
u
and BsJ ∈ RN×N
s
, (6.3.1)
the columns of which form an orthonormal basis for the unstable and stable subspaces of
J, Eu and Es. The decomposition will also give us the matrices
A+ ∈ RNu×Nu and A− ∈ RNs×Ns (6.3.2)
which denote the restrictions of J(p) to Eu and Es, respectively, with respect to the two
bases above.
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Next we need to define
W+ ∈ RNu×N and W− ∈ RNs×N , (6.3.3)
by [
W−
W+
]
=
[
BsJ(p) B
u
J (p)
]−1
. (6.3.4)
and compute the matrices S˜ and S˜T , as defined in appendix C. This allows us to use the
values w˜j for j = 0, ...,m, and the vectors S˜ and S˜T , which are also defined in appendix
C.
Now we are ready to form the practical implementation of (6.2.11) by setting
asi ≡ BsJ aˆsi , gsi ≡ BsJ gˆsi , aui ≡ BuJ aˆui , gui ≡ BuJ gˆui , ξ ≡ BsJ ξˆ (6.3.5)
where aˆsi , gˆsi ∈ RN
s
and aˆui , gˆui ∈ RN
u
. Then our equations with the strong formulation
become
m∑
k=0
aˆsk = ξ, (6.3.6a)
−ξ +
i−1∑
k=0
aˆsk +
[
1
2
I− 1
γ
A−
]
aˆsi =
1
γ
gˆsi , i = 0, ...,m− 1, (6.3.6b)
−
m∑
k=i+1
aˆuk −
[
1
2
I+ 1
γ
A+
]
aˆui =
1
γ
gˆui , i = 0, ...,m, (6.3.6c)
and with the weak formulation become
−ξ +
i−1∑
k=0
aˆsk +
[
1
2
I− 1
γ
A−
]
aˆsi =
1
γ
gˆsi , i = 0, ...,m, (6.3.7a)
−
m∑
k=i+1
aˆuk −
[
1
2
I+ 1
γ
A+
]
aˆui =
1
γ
gˆui , i = 0, ...,m, (6.3.7b)
95
where
gˆs = S cˆs with cˆs ≡ cˆs1, ..., cˆsm, (6.3.8a)
cˆsi ≡
√
w˜′iW−G
(
1√
w˜′i
[STa]
i
)
, (6.3.8b)
and
gˆu = S cˆu with cˆu ≡ cˆu0 , ..., cˆum, (6.3.8c)
cˆui ≡
√
w˜′iW+G
(
1√
w˜′i
[STa]
i
)
. (6.3.8d)
6.3.1 Solving a block upper-triangular system
The above equations require the solution of a linear system, with the matrices 1
2
I− 1
γ
A−
and 1
2
I+ 1
γ
A+. If all the eigenvalues of J are real, then these matrices will be upper tri-
angular, and only backwards substitution will be required to solve the equations. If J has
any complex eigenvalues then they will come in conjugate pairs, and will appear as a 2× 2
block on the diagonal of A±. In this case the system is still block upper-triangular, so the
solution can be found quite efficiently.
If we define a linear system
A z = b, A ∈ RN˜×N˜ , z,b ∈ RN˜ (6.3.9)
where A is block upper triangular, with each block either being 1×1 or 2×2; then our first
step must be to identify where the 2 × 2 blocks are, and perform row operations to reduce
A to upper-triangular form.
At this point one should note that although we could just identify the blocks and not
reduce A to upper-triangular form, we won’t do this. This would require us to solve for each
2× 2 block separately when we are performing the backwards substitution, thus requiring
more work at that stage. If the linear system only needed to be solved once, then this
approach would be more efficient, but since we need to solve multiple linear systems with
the same A but different b, then it is much more efficient to factor the matrix once and thus
reduce the amount of work being done when solving our equations.
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We now define a vector d ∈ RN˜−1 such that
di =
0, Ai+1,i = 0,Ai+1,i
Ai,i
, otherwise,
(6.3.10)
then perform the row operations Ai+1 = Ai+1−di Ai for each di 6= 0.
Our matrix A is now in upper-triangular form, so all we need to do is perform the same
row operations upon b, that is, set bi+1 = bi+1−di ∗bi for each di 6= 0, and then perform
backwards substitution to find z.
6.3.2 Choice of γ
In [31] it is shown that the asymptotic decay rate of the Laguerre coefficients depends on
how much less than 1 the spectral radius of (γ
2
I−A−)−1(γ2 I+A−) is. Given the eigenval-
ues of J, γ can be chosen to minimise the spectral radius by solving the minimax problem
min
γ>0
max
λ
∣∣∣∣ γ2 + λγ
2
− λ
∣∣∣∣ (6.3.11)
where λ are the eigenvalues with real part less than zero. The above equation assumes that
we are still working with the stable manifold, but as explained in 6.2.3 this can be done
without loss of generality.
In MATLAB this minimax problem can be solved by the function fminimax (part
of the optimisation toolbox), and in FORTRAN it can be solved by the SLICOT function
fsqp [37], among others. However, it is not necessary to invoke a call to these functions if
one has A− ∈ R2×2 with only real eigenvalues or if one has only a complex conjugate pair
of eigenvalues, as the solution can be computed directly.
Real Eigenvalues
If all the eigenvalues with real part less than zero are real and if λi < λj and γ2 > −λi then∣∣∣∣ γ2 + λiγ
2
− λi
∣∣∣∣ < ∣∣∣∣ γ2 + λjγ
2
− λj
∣∣∣∣ , (6.3.12)
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since 0 < γ
2
+λi <
γ
2
+λj and γ2 −λi > γ2 −λj > 0. If we label the eigenvalue with largest
real part λmax and the eigenvalue with smallest real part λmin, so that λmin < λmax < 0,
then we know ∣∣∣∣ γ2 + λiγ
2
− λi
∣∣∣∣ < ∣∣∣∣ γ2 + λmaxγ
2
− λmax
∣∣∣∣ , if γ2 > −λi. (6.3.13)
If λi < λj and γ2 < −λj then ∣∣∣∣ γ2 + λiγ
2
− λi
∣∣∣∣ > ∣∣∣∣ γ2 + λjγ
2
− λj
∣∣∣∣ , (6.3.14)
since 0 > γ
2
+ λj >
γ
2
+ λi and γ2 − λi > γ2 − λj > 0. Hence∣∣∣∣ γ2 + λjγ
2
− λj
∣∣∣∣ < ∣∣∣∣ γ2 + λminγ
2
− λmin
∣∣∣∣ , if γ2 < −λj, (6.3.15)
⇒
∣∣∣∣ γ2 + λiγ
2
− λi
∣∣∣∣ < max{∣∣∣∣ γ2 + λminγ
2
− λmin
∣∣∣∣ , ∣∣∣∣ γ2 + λmaxγ
2
− λmax
∣∣∣∣} ∀i. (6.3.16)
Thus the solution to the minimax problem will be γ∗ where γ∗ ∈ (−2λmax,−2λmin) and∣∣∣∣∣ γ
∗
2
+ λmin
γ∗
2
− λmin
∣∣∣∣∣ =
∣∣∣∣∣ γ
∗
2
+ λmax
γ∗
2
− λmax
∣∣∣∣∣ (6.3.17)
Since we know that γ∗ ∈ (−2λmax,−2λmin), we have
γ∗
2
+ λmin < 0 <
γ∗
2
+ λmax and γ
∗
2
− λmin > 0 and γ∗2 − λmax > 0, (6.3.18)
⇒ − γ
∗
2
−λmin
γ∗
2
−λmin
=
γ∗
2
+λmax
γ∗
2
−λmax (6.3.19)
⇒ γ∗ = 2√λminλmax. (6.3.20)
Complex Pair
If we have only two eigenvalues(i.e. A− ∈ R2×2), and they are a complex conjugate pair, λ
and λˉ, then the minimax problem becomes
minγ>0max
{∣∣∣ γ2+λγ
2
−λ
∣∣∣ , ∣∣∣ γ2+λˉγ
2
−λˉ
∣∣∣} = minγ>0 ∣∣∣ γ2+λγ
2
−λ
∣∣∣ , (6.3.21)
⇒ γ∗ = 2|λ|. (6.3.22)
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The reason we have solved the minimax problems directly for these two cases is firstly
because it will be more efficient to compute γ in this way if we are in one of these cases,
and secondly because all of the test problems we use in this thesis fall in to one of these
two cases.
6.3.3 Choice of ±
The values ± control how far the end points of our solution are from the stationary point,
that is, how far away from the stationary point our Laguerre approximation will take us. If
± are chosen to be too small then our BVP solver may have problems computing the solu-
tion near the stationary point. If they are chosen to be too large, the Laguerre approximation
may not give an accurate enough solution.
Within a certain radius of the stationary point, the manifolds will be very close to
their subspace approximations. It would seem sensible to set ± such that the manifold
is far enough away from the subspace that the improved boundary conditions are different
enough from the linear boundary conditions to make it worthwhile computing them, but
close enough that it can be approximated easily. In other words, it would seem sensible
to chose ± based on how far the manifold is from the subspace at a distance ± from the
stationary point. However, in practice, all attempts at such an algorithm have failed. If a
particular formulation works well on one problem at one end of the orbit, then, based on
experimentation, it seems unlikely to work on either the other end of the orbit or any other
problem. Although it may be possible to find an algorithm for choosing ± based upon a
manifolds relative distance from a subspace, one has not yet been found.
A much simpler way of choosing ± is to just keep it fixed. If the user chooses good
values for ± with their initial guess, then keeping them fixed may continue to work well.
However, with orbits such as the one found in the Lorenz equations (see Chapter 7 for
details), the size of the orbit grows very large as we perform continuation, so it may make
sense to perform some scaling of ± in the following way.
1. An initial guess, Y0, is provided by the user. From this one can compute initial
values (0)− = ‖Y0(0)‖− and (0)+ = ‖Y0(1)‖+.
99
2. We can now easily compute the arclength of the initial guess, L(0), and see how much
of the total orbit is being approximated by our Laguerre approximations.
3. If we assume that the initial guess has ± chosen sensibly (either by the user or by
the previous continuation step), then we can keep ± essentially fixed in proportion
to the arclength of the orbit:

(1)
± = L
(1) ±
L(0)
where (1)± are the values to be used for the next continuation step, and L(1) is the
arclength of our computed solution.
This simple algorithm allows ε± to be chosen to be an appropriate scale for the problem
even if the scale of the problem changes. The drawback of this method is that it requires
the user to find good starting values of ε± for themselves. Numerical experimentation has
show both this algorithm and the partial arclength algorithm to be quite sensitive to these
initial values; the performance of these algorithms changes significantly as these values are
varied.
6.3.4 A Modified Version of Beyn’s Algorithm
A more computationally expensive method for adapting ±, but one that is fully automatic,
is to use the same algorithm that we used for time + subspace (in 4.2). This is the method
for adapting ε± that is suggested in [6].
1. Choose a tolerance tol. Start with an initial guess (Y0,p0, T0) and values for ε±.
2. Solve for (Y,p, T ) with a tolerance of tol
3
using the time + manifold method.
3. Solve again with both values ε± halved, for the same tolerance, again using the time
+ manifold method, and denote the new solution by (Y˜, p˜, T˜ ).
4. Define τ± by solving the equations
ε− = ‖Y˜(τ−)−Y∗(p˜)‖− and ε+ = ‖Y˜(τ+)−Y∗(p˜)‖+
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5. Calculate the error estimates
err− = ‖Y˜(τ−)−Y(0)‖2 and err+ = ‖Y˜(τ+)−Y(1)‖2
6. If max{err−, err+} ≤ 23tol then accept (Y,p, T ) as a solution. If not then set
ε± = ε±
√
tol
3err±
In practice this algorithm for choosing ε± is both very slow and causes break downs far
quicker than our other method.
Numerical Results
In the next chapter there will be a description of each of the test problems we will use
to test our algorithms, along with numerical results comparing how well each algorithm
does on each problem. Here we will only provide a few brief numerical results to justify
not using our modified version of Beyn’s algorithm for choosing our ε± for the time +
manifold algorithm.
The Lorenz equations are most fully described in [34], and some more details about the
branch of homoclinic orbits we will be computing will be given in 7.1. The branch we will
be following starts at β = 0 and terminates at β = 14.5 [34]. We will start our continuation
at β = 8
3
and attempt to get as close to β = 14.5 as possible. As β gets larger the homoclinic
becomes harder to compute, and our continuation algorithm will break down.
Starting both our time + manifold algorithm both with Beyn’s algorithm (TPMB) and
without (TPM) and using the same initial guess, we get the following results:
tol = 10−4 tol = 10−6 tol = 10−8
TPM β = 14.077576 β = 14.113361 β = 14.113361
TPMB β = 12.128196 β = 2.666667 fails
The above table shows how far the algorithms are able to continue in β before breaking
down. When we tested the algorithms on other test problems TPMB performed even worse,
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often not able to converge to a solution at all. Future work on TPM should include finding
a way of choosing ε± automatically, but it is clear that our modified version of Beyn’s
algorithm is not the way to do this.
6.4 Arclength + Manifold
A variation of the Time + Manifold algorithm changes the independent variable from time
to arclength. This simple change is analogous to the change made to create the arclength +
subspace algorithm, and has the same advantages. As discussed in chapter 4, when fixing
± and solving for T , it can be hard for the adaptive meshing to find a good mesh if T is
changing rapidly. However, as ± changes only by a very small amount when compared to
the total arclength, L, the arclength won’t be affected as badly and it will be easier to find
a good mesh (see chapter 4 for more details). To approximate the homoclinic orbit with
arclength + manifold, we solve three coupled equations
u′u(x) = F(uu(x),p), x ∈ (−∞, 0), (6.4.1a)
u′c(x) = L˜
F(uc(x),p)
‖F(uc(x),p)‖2 , x ∈ (0, 1), (6.4.1b)
u′s(x) = F(us(x),p), x ∈ (1,∞), (6.4.1c)
with
uu(0) = uc(0) and uc(1) = us(1) (6.4.2)
Hence the equivalent of (6.1.4) is
u′c(x) = L˜
F(uc(x),p)
‖F(uc(x),p)‖2 , x ∈ (0, 1), (6.4.3)
with initial boundary conditions
BsJT (p){uc(0)−Y∗(p)} = 0 and BuJT (p){uc(1)−Y∗(p)} = 0, (6.4.4)
and
‖uc(0)−Y∗ ‖− = ε− ‖uc(1)−Y∗ ‖+ = ε+. (6.4.5)
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and improved boundary conditions
BsJT (p) (uc(0)) = B
s
JT (p) (uu(0)) , (6.4.6)
BuJT (p) (uc(1)) = B
u
JT (p) (us(1)) . (6.4.7)
These equations can now be solved iteratively in the same way as described in 6.1.2.
6.5 Conclusion
In this chapter we have shown how to approximate a homoclinic orbit near a stationary
point using Laguerre spectral methods, and then how to use these approximations to form
an algorithm to approximate the whole orbit.
Some questions raised in this chapter still require further research, such as how best to
define ε± so that the interface between the partitions falls both far enough away from the
stationary point that the BVP solver doesn’t struggle to solve the middle problem, yet close
enough that the Laguerre approximations are still valid and accurate. Once the selection of
ε± has been automated the next step is to tie together the different algorithms solving the
problem over the different partitions in to one algorithm that doesn’t require the iterative
process given in 6.1.2.
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Chapter 7
Numerical Results and Comparisons.
All the test problems will be written in terms of two parameters, namely p and β. The
parameter p will be the free parameter that is unknown and to be solved for, and β is
the continuation parameter. A solution at a given value of β is already known, so β will
be changed in small steps to find other solutions. Some of the problems given below are
heteroclinic orbits rather than homoclinic orbits. This means that two different stationary
points are connected to each other, rather than one being connected to itself. With the
heteroclinic examples the number of stable and unstable dimensions of the two station-
ary points will match, so there will be no extra difficulties encountered. In the following
problems the parameter vector p will always be a scalar, so we will rename it λ to avoid
confusion with other uses of p.
All these test problems are slightly special in the sense that the stationary point is inde-
pendent of the parameters β and λ. In theory the test code should not have any problems
when working with a problem where the stationary point is dependent on one or both of
the parameters, but this has not yet been tested.
To test how well each method performs on each test problem we need to test it within
a continuation framework. Since we are only interested in the performance of the method,
and not the results themselves, there is no need to use a sophisticated continuation algorithm
and so we will use a very simple continuation algorithm in this chapter.
The user will choose an initial continuation step-size, then, if the solver finds a solution,
it will multiply the step-size by 1.1. If the BVP solver fails to return a solution then it will
halve the step size and try again. This will allow us to see how far each method can
continue, and how many steps it takes to get to a particular solution.
7.1 Test Problem 1: A homoclinic in the Lorenz system
The function defining this ODE is:
F(Y(x), λ) =

10(Y2−Y1)
λY1−Y2−Y1Y3
−βY3+Y1Y2
 .
It has a stationary point at (0, 0, 0), and starts with an initial solution where β = 8
3
and
λ ≈ 13.92.
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Figure 7.1: Homoclinics in the Lorenz equations for various values of β
The Lorenz equations do not exhibit ˇSilnikov behavior as all the eigenvalues of the Jacobian
at the stationary point at the origin are real and distinct. The three eigenvalues can be found
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analytically as 
−11
2
+ 1
2
√
81 + 40λ
−11
2
− 1
2
√
81 + 40λ
−β
 . (7.1.1)
With corresponding eigenvectors
10
( 92− 12
√
81+40λ)
1
0
 ,

10
( 92+
1
2
√
81+40λ)
1
0
 and

0
0
1
 . (7.1.2)
The second two eigenvectors (those corresponding to the negative eigenvalues) tend
towards [0, 1, 0] as λ→∞.
The Lorenz equations contain many different branches of homoclinic orbits, but the
one we will be working with is the most famous of these, the branch of homoclinic orbits
connected to the origin starting at β = 8
3
and λ ≈ 13.92. This branch ceases to exist at
β = 14.5 [34], and both λ and the arclength of the solution tend towards infinity as we
approach this value. What we will be testing in this section is how close each algorithm
can get to β = 14.5 before the continuation breaks down. We will be testing each of the
algorithms for relative tolerances of 10−4, 10−6 and 10−8.
Note: Some of the algorithms required many more continuation steps than are shown
in the tables in this section, but these rows were removed to decrease the size of the tables
(some were too large to fit on one page) as they did not add anything important to the data.
7.1.1 Original Time
The original time algorithm does not perform as well as most of the other algorithms when
solving the Lorenz equations. Across all three tolerances tested, this algorithm is unable
to continue past β = 11.154. However, within this range we are able to obtain a good
solution, with acceptable levels of error, with fairly few mesh points. Most of these mesh
points are clustered towards the stationary point, and it is clear that T+ − T− is having
to become quite large, relative to the problem, to get an accurate enough solution, which
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causes the truncated solution to get very close to the stationary point. This suggests that
the linear projected boundary conditions are only accurate enough when taken very close
to the stationary point.
Tol = 10−4
Mesh β T− T+ λ error in λ
36 2.666667 0.051276 2.908575 13.926565 0.8158E-05
34 3.766667 0.171798 2.698748 18.553856 0.6764E-05
24 4.594853 -0.087827 1.336657 22.793250 0.1859E-05
29 5.642250 -0.332281 1.487562 29.528532 0.6785E-07
26 6.643625 -0.223356 0.825452 38.103726 0.1485E-05
25 7.307024 -0.170593 0.776798 45.499282 0.3401E-05
25 8.109737 -0.111475 0.730059 57.192059 0.2126E-05
36 8.595378 -0.077720 0.704041 66.348987 0.2358E-05
36 9.183005 -0.038333 0.662561 80.492088 0.1247E-04
33 9.894032 0.007628 0.653071 104.384228 0.2342E-05
31 10.303719 0.033598 0.622631 123.335663 0.2026E-05
33 10.869327 0.068992 0.641361 159.606158 0.1782E-04
Tol = 10−6
Mesh β T− T+ λ error in λ
64 2.666667 -0.271675 3.086690 13.926557 0.2289E-07
65 3.766667 -0.091773 3.029118 18.553857 0.3553E-10
53 4.976667 0.066466 2.810910 25.041468 0.1048E-07
46 6.307667 0.343097 2.262021 34.932162 0.1185E-11
50 7.771767 0.385771 2.296183 51.825429 0.2324E-06
49 9.382277 0.488780 2.204202 86.293852 0.3680E-07
272 11.153838 0.640124 1.861117 102.010770 0.1151E-07
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Figure 7.2: Mesh points of solution of the Lorenz equations obtained using original time,
with tol = 10−6 and β = 10.
Tol = 10−8
Mesh β T− T+ λ error in λ
118 2.666667 -0.594620 3.444015 13.926557 0.9965E-10
92 3.766667 -0.296198 3.382643 18.553857 0.4704E-10
83 4.976667 -0.037847 2.704631 25.041468 0.4439E-13
79 6.307667 0.175382 2.316738 34.932162 0.1282E-12
77 7.771767 0.367643 2.024045 51.825429 0.2349E-12
144 9.382277 0.549461 1.889943 86.293852 0.2014E-11
157 11.153838 0.731327 1.825746 184.505484 0.4043E-12
7.1.2 Time + Subspace
For tolerances of 10−4 and 10−6 time + subspace performs much better than original time in
terms of how far it is able to continue, going up to 12.66 and 12.08 respectively (compared
to only 11.15). However, it requires many more mesh points to obtain solutions as accurate
as those obtained by original time. It also performs far worse when we change the tolerance
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to 10−8. A possible explanation for both of these problems is that our adaptation of Beyn’s
algorithm does not work as well for this method as it does for original time.
A feature that this method has in common with original time is the distribution of the
mesh points. This method still clusters a lot of mesh points towards the ends of the solution,
and has a large proportion of the mesh points very close to the stationary point. Again this
suggests that ε± are having to be taken very small (relative to the arclength of the solution)
in order to have small enough error being caused by the projected boundary conditions.
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
93 2.666667 0.040117 0.025568 3.556789 13.926554 0.2932E-05
93 3.766667 0.046131 0.051136 2.512554 18.553853 0.3119E-05
93 4.976667 0.053092 0.102272 1.898433 25.041465 0.1886E-05
93 6.307667 0.061943 0.204543 1.461448 34.932158 0.4407E-05
93 7.771767 0.074269 0.409086 1.128029 51.825425 0.3126E-05
93 9.382277 0.093985 0.818172 0.859341 86.293841 0.9614E-05
93 11.153838 0.134672 1.636345 0.632738 184.50547 0.1016E-04
120 12.128196 0.179967 3.272690 0.493518 340.65007 0.2557E-04
120 12.664093 0.229460 6.545379 0.396398 540.40552 0.5296E-04
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Figure 7.3: Mesh points of solution of the Lorenz equations obtained using time + sub-
space, with tol = 10−4 and β = 10.
Tol = 10−6
Mesh β ε− ε+ T λ error in λ
64 2.666667 0.004013 0.051136 3.578729 13.926557 0.2436E-07
64 3.766667 0.004609 0.102272 2.588804 18.553857 0.1202E-07
64 4.976667 0.005311 0.204543 1.969473 25.041468 0.1029E-07
52 6.307667 0.006197 0.409086 1.519314 34.932162 0.1077E-07
52 7.771767 0.007430 0.534662 1.168858 51.825429 0.8454E-08
58 9.382277 0.009401 0.787650 0.925862 86.293852 0.2040E-07
70 10.268057 0.011024 0.974062 0.782400 121.48546 0.4058E-07
73 11.242416 0.013723 1.948123 0.663723 193.51082 0.7337E-07
73 11.778313 0.015986 2.130998 0.548690 266.40799 0.1410E-06
167 12.087794 0.017731 3.481510 0.489902 330.50152 0.5403E-06
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Tol = 10−8
Mesh β ε− ε+ T λ error in λ
144 2.666667 0.000401 0.102272 3.475651 13.926557 0.1037E-09
144 3.766667 0.000460 0.204543 2.665276 18.553857 0.4469E-10
123 4.976667 0.000531 0.150678 0.607439 25.041468 0.2281E-10
7.1.3 Arclength + Subspace
As the homoclinic orbits we are studying in the Lorenz equations do not exhibit ˇSilnikov
behaviour, we should expect all the arclength based algorithms to encounter no extra prob-
lems. The results below show that changing the independent variable to arclength has im-
proved performance drastically. The algorithm now performs well for all three tolerances,
and is able to continue as far as β = 14.37. The change in β may not sound that large, but
for this problem this is a huge increase. It is easier to see how much better this algorithm is
doing if we look at the increase in λ instead, which has increased from around 540 to over
100, 000.
The distribution of the mesh points is still clustering many of them close to the station-
ary point, and ε± are still being kept quite small, but overall fewer mesh points are required
to get a solution than were required when time was the independent variable. As discussed
in chapter 3, when changing the values of ε±, the value of L˜ changes much less than the
value of T , and mesh points will not be moved as far from their original location. This
problem is also encountered within the BVP solver itself, as it is being asked to solve for
T and L˜, so the solution changes less as it varies L˜ than it does when it varies T .
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Figure 7.4: Mesh points of solution of the Lorenz equations obtained using arclength +
subspace, with tol = 10−4 and β = 12.
Tol = 10−4
Mesh β ε− ε+ L˜ λ error in λ
45 2.666667 0.000020 0.003473 64.89 13.926557 0.3822E-08
45 3.766667 0.000196 0.034731 87.58 18.553856 0.2722E-07
45 4.976667 0.001958 0.175167 119.76 25.041467 0.3105E-07
45 6.307667 0.019575 0.239538 169.49 34.932159 0.2909E-07
45 7.771767 0.072763 0.338982 256.67 51.825425 0.1404E-07
45 9.382277 0.092704 0.513353 439.93 86.293838 0.4620E-05
45 11.153838 0.131993 0.879879 984.45 184.50547 0.3095E-04
32 13.102555 0.282978 0.774948 5137.84 889.63509 0.2827E-04
125 13.519995 0.395431 18.83698 10108.16 1719.9216 0.2644E-03
125 14.160651 1.082582 98.8812 80305.76 13117.651 0.8842E-03
125 14.264915 1.548769 160.612 165935.81 26897.534 0.1111E-02
411 14.379954 3.003276 331.872 631166.62 101278.96 0.5134E-02
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Tol = 10−6
Mesh β ε− ε+ L˜ λ error in λ
45 2.666667 0.000020 0.002403 64.90 13.926557 0.3948E-11
45 3.766667 0.000196 0.002109 87.58 18.553857 0.5960E-11
30 4.976667 0.001958 0.007176 119.84 25.041468 0.3790E-11
30 6.307667 0.008527 0.008461 169.84 34.932162 0.8610E-09
30 7.771767 0.010262 0.000761 257.15 51.825429 0.4150E-07
35 9.382277 0.013008 0.000438 440.65 86.293852 0.1696E-06
35 11.153838 0.018630 0.001498 985.53 184.50548 0.1027E-06
76 13.102555 0.039991 0.014984 5139.78 889.63513 0.1135E-06
76 13.751277 0.071603 0.149844 17120.87 2858.1329 0.179256E-05
151 13.913458 0.090341 1.498440 27547.73 4553.3855 0.683244E-05
151 14.100777 0.130748 76.06844 58489.64 9563.9878 0.118035E-04
178 14.154742 0.150513 94.21269 77566.28 12683.875 0.173120E-04
1984 14.255732 0.210973 196.8638 154175.29 24949.001 0.232192E-04
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Tol = 10−8
Mesh β ε− ε+ L˜ λ error in λ
49 2.666667 0.000020 0.000927 64.89 13.926557 0.4770E-12
49 3.766667 0.000196 0.001329 87.58 18.553857 0.5252E-12
49 4.976667 0.000516 0.003688 119.84 25.041468 0.7740E-11
49 6.307667 0.000602 0.003458 169.85 34.932162 0.6144E-10
51 7.771767 0.000723 0.005512 257.16 51.825429 0.6269E-10
51 9.382277 0.000918 0.005187 440.65 86.293852 0.4002E-09
54 11.153838 0.001316 0.024843 985.53 184.50548 0.1947E-08
46 12.128196 0.001774 0.036185 1883.02 340.65010 0.3983E-08
67 13.199991 0.003031 0.235846 5902.26 1016.4578 0.6186E-08
88 13.789478 0.005320 2.358465 18955.45 3157.1916 0.4196E-08
175 14.094739 0.009109 23.58465 56842.62 9289.5058 0.1376E-07
403 14.247369 0.014431 113.6852 144243.36 23355.009 0.4193E-07
859 14.327500 0.020992 397.8539 306667.56 49464.566 0.1728E-06
7.1.4 Full Arclength
Since the homoclinic orbits we are computing in this section do not exhibit ˇSilnikov beha-
viour, we are able to compute solutions using the full arclength method. Unlike the previous
three methods, this involves no truncation, so it should eliminate many of the problems the
other methods faced.
The results show that the full arclength method performs very well on this test problem
for all three tolerances, and is able to obtain solutions up to β = 14.38, at which point λ is
over 100,000 and L is over 600,000.
Many of the mesh points in these solutions are still clustered towards s = 1, but this is
probably caused by a slight lack of smoothness in the solution as we approach s = 1 [6].
Overall, accurate solutions are obtained with relatively few mesh points, with the mesh
points quite evenly spaced around the orbit.
What these tables don’t show is how much quicker this method is at computing these
solutions than any other method. A comparison of the speed and efficiency of these al-
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gorithms will be given later in this chapter.
Tol = 10−4
Mesh β L λ error in λ
23 2.666667 64.899376 13.926557 0.894258E-09
23 3.766667 87.592390 18.553855 0.188231E-05
23 4.976667 119.84875 25.041466 0.188296E-05
23 6.307667 169.86107 34.932165 0.327058E-05
23 7.771767 257.17059 51.825428 0.694754E-06
23 9.382277 440.66391 86.293841 0.115111E-04
23 11.153838 985.54535 184.50543 0.491067E-04
45 13.102555 5139.8116 889.63508 0.571672E-04
89 13.566225 11158.536 1883.2131 0.153960E-05
116 14.096832 57432.904 9383.2893 0.563465E-04
285 14.294229 216657.28 34945.596 0.154015E-07
758 14.381362 646435.52 103673.30 0.501306E-06
Tol = 10−6
Mesh β L λ error in λ
31 2.666667 64.899376 13.926557 0.227908E-09
31 3.766667 87.592396 18.553857 0.122257E-07
31 4.976667 119.84875 25.041468 0.358384E-07
31 6.307667 169.86105 34.932162 0.792771E-07
35 7.771767 257.17051 51.825429 0.909585E-09
43 9.382277 440.66397 86.293852 0.116867E-07
43 11.153838 985.54560 184.50548 0.426531E-09
32 12.128196 1883.0817 340.65011 0.317302E-05
49 13.199991 5902.3452 1016.4578 0.104917E-04
64 13.818952 20585.604 3422.4347 0.207117E-05
127 14.046310 45547.423 7465.5838 0.117115E-07
197 14.188434 95408.056 15495.498 0.735869E-09
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Figure 7.5: Mesh points of solution of the Lorenz equations obtained using full arclength,
with tol = 10−4 and β = 12.
Tol = 10−8
Mesh β L λ error in λ
76 2.666667 64.899376 13.926557 0.165375E-10
76 3.766667 87.592396 18.553857 0.613711E-11
76 4.976667 119.84875 25.041468 0.620771E-11
69 6.307667 169.86105 34.932162 0.732915E-13
69 7.771767 257.17051 51.825429 0.293608E-12
44 9.382277 440.66397 86.293852 0.911942E-09
50 11.153838 985.54560 184.50548 0.324591E-11
58 13.102555 5139.8117 889.63514 0.112565E-08
147 13.913458 27548.338 4553.3856 0.992778E-10
134 14.129709 67892.719 11068.715 0.525716E-07
134 14.176583 88636.488 14406.803 0.550491E-07
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7.1.5 Partial Arclength with Schwarz Alternating Map
The partial arclength was devised to deal with the situations where we expect the full
arclength method to fail, i.e. when computing a homoclinic orbit with ˇSilnikov beha-
viour. In many ways it is not important how well the algorithm performs on a problem
like Lorenz, as we would rather use the much less computationally expensive full arclength
method when we are dealing with a problem where we expect full arclength to work well.
Nonetheless, we will still test both implementations of the partial arclength method on this
problem, as it should encounter no difficulties on this type of problem.
The results below show that the partial arclength method is able to continue to solutions
with β > 14, which is much higher than any of the time based methods managed. It also
performs well on all three tolerances (although it does slightly better with tol = 10−6).
However, it also requires many more mesh points to obtain solutions than any other al-
gorithm so far. The mesh distribution graphs show that the majority of these mesh points
are found in the two partitions closest to the stationary point, and clustered very close to the
stationary point. The change of variable here seems to be causing much greater problems
for the BVP solver than we anticipated.
Further evidence of this algorithm encountering more difficulties than the full arclength
method is the number of very small continuation steps that were required to find solutions
above β ≈ 12. Many rows of data have been omitted from the tables below, as this method
required many more continuation steps once β was above 12 than the full arclength method
did.
Overall this method does not perform as well as the full arclength method on this prob-
lem, and is much more computationally expensive. We would recommend only using the
partial arclength method when ˇSilnikov behaviour is anticipated.
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Figure 7.6: Mesh points of solution of the Lorenz equations obtained using partial arclength
with Schwarz alternating map, with tol = 10−6 and β = 12.
Tol = 10−4
Mesh β L λ error in λ
193 2.666667 64.873037 13.926558 0.312774E-10
193 3.766667 93.902523 18.553809 0.275010E-09
193 4.976667 135.05649 25.041270 0.121011E-07
193 6.307667 198.83096 34.931974 0.284810E-07
193 7.844972 317.23350 52.927590 0.242128E-10
193 8.730752 427.36412 69.269261 0.247515E-10
193 9.705111 618.82603 97.096852 0.200467E-08
221 10.776905 1010.8207 152.63141 0.835895E-12
214 11.955879 2089.0578 300.48778 0.914612E-11
193 12.990244 5641.7428 771.89725 0.195938E-09
234 13.453349 11421.145 1520.6413 0.211211E-08
404 13.874585 31066.084 4027.0103 0.111707E-10
118
Tol = 10−6
Mesh β L λ error in λ
193 2.666667 64.873038 13.926559 0.840260E-06
193 3.766667 93.901799 18.553858 0.544844E-06
193 4.371667 113.02944 21.571659 0.539078E-07
231 5.769217 169.88654 30.480655 0.809526E-06
231 6.574472 214.98292 37.422984 0.563677E-06
231 7.460252 281.10922 47.465637 0.249692E-06
231 8.434611 385.85015 63.102924 0.128593E-07
231 9.506405 571.45704 90.225370 0.651391E-05
231 10.685379 965.05762 146.17923 0.170699E-06
258 11.982250 2131.2592 306.13413 0.325158E-08
422 13.408809 10547.182 1406.8308 0.253899E-05
464 13.904404 34189.364 4421.6823 0.155090E-04
478 14.028303 53980.614 6924.7902 0.297917E-04
592 14.096449 73341.468 9366.0296 0.749040E-06
Tol = 10−8
Mesh β L λ error in λ
113 2.666667 64.873035 13.926557 0.239158E-08
117 3.766667 93.871026 18.553857 0.313297E-09
117 4.976667 135.02221 25.041468 0.758480E-09
117 6.307667 198.79192 34.932162 0.312442E-10
109 7.771767 310.14110 51.825429 0.124708E-08
111 9.382277 544.28763 86.293852 0.937101E-08
188 11.153838 1240.1756 184.50548 0.447169E-06
181 12.128196 2387.3886 340.65010 0.899791E-09
543 13.199991 7526.8210 1016.4578 0.714352E-08
681 13.900000 33698.039 4359.7256 0.800150E-07
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7.1.6 Partial Arclength as a Multi-point BVP
This method is simply a different implementation of the previous method, so the transform-
ation of the independent variable is exactly the same; however, the results are now quite
different. This implementation is now able to use fewer mesh points to get an acceptable
solution, and is able to perform larger continuation steps, but the algorithm is not able to
continue as far when we use smaller tolerances. However, the solutions it does find, it finds
much quicker than the previous implementation even for smaller tolerances.
The distribution of the mesh points is very similar to that of the other implementation
of this algorithm, as one would expect when effectively solving the same problem.
Tol = 10−4
Mesh β L λ
65 2.666667 57.914283 13.926557
65 3.766667 80.594431 18.553857
65 4.976667 112.840398 25.041468
65 6.307667 162.849212 34.932163
65 7.771767 250.167207 51.825429
65 9.382277 433.682666 86.293852
35 11.153838 978.583303 184.505469
76 13.102555 5132.851150 889.635077
76 13.751277 17113.994969 2858.132151
76 13.913458 27541.376604 4553.385381
144 14.059579 44944.594350 7369.352492
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Figure 7.7: Mesh points of solution of the Lorenz equations obtained using partial arclength
solved as a multi-point BVP, with tol = 10−4 and β = 12.
Tol = 10−6
Mesh β L λ
65 2.666667 57.914283 13.926557
65 3.766667 80.594426 18.553857
65 4.976667 112.840391 25.041468
65 6.307667 162.849194 34.932162
65 7.771767 250.167207 51.825429
65 9.382277 433.682668 86.293852
55 11.153838 978.583385 184.505484
57 13.102555 5132.851520 889.635137
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Tol = 10−8
Mesh β L λ
74 2.666667 57.914283 13.926557
74 3.766667 80.594426 18.553857
74 4.976667 112.840391 25.041468
74 6.307667 162.849194 34.932162
74 7.771767 250.167207 51.825429
46 9.382277 433.682668 86.293852
7.1.7 Time + Manifold
One would expect that the time + manifold method should perform much better than the
time + subspace method. No error is being introduced by truncation anymore, and we
should be able to take ε± much larger. However, since the first step in this algorithm is
to solve the problem using the subspace boundary conditions, similar problems may be
encountered.
This algorithm is able to continue to β > 14 for all three tolerances tested, and peaks
at β = 14.11. However, this algorithm takes many more mesh points than most of the
other algorithms to compute an acceptable solution, which is probably caused by having to
compute the first step of the algorithm using the subspace boundary conditions with large
ε±. This step will require quite a lot of mesh points, and the adaptive mesh algorithm does
not remove them during the later stages of the algorithm as it does not alter the mesh if it
has converged to an acceptable solution on the supplied mesh.
Again, the mesh distribution graphs show that a lot of mesh points are clustering to-
wards the stationary point, and they suggest that perhaps ε± are being taken too small.
However, if one takes ε± any smaller, the first step of the algorithm, where we are using
the subspace boundary conditions, struggles to converge.
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Figure 7.8: Mesh points of solution of the Lorenz equations obtained using time + mani-
fold, with tol = 10−4 and β = 12.
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
185 2.666667 0.04269 0.07710 2.832959 13.926557 0.2217E-07
185 3.766667 0.04260 0.07694 2.213284 18.553857 0.1663E-07
185 4.976667 0.05755 0.10394 1.735707 25.041468 0.1039E-07
185 6.307667 0.07877 0.14226 1.380383 34.932162 0.2633E-07
185 7.771767 0.11166 0.20167 1.096563 51.825429 0.2716E-07
185 9.382277 0.16910 0.30540 0.856522 86.293852 0.2077E-06
396 11.153838 0.28981 0.52341 0.642909 184.50548 0.9925E-06
396 12.128196 0.64858 1.17135 0.491444 340.65010 0.2631E-05
396 13.120946 2.80217 5.06076 0.301340 911.59897 0.7323E-07
423 13.727906 9.04313 16.3320 0.188168 2696.2491 0.6888E-04
532 13.912598 16.9144 30.5476 0.137339 4540.6154 0.1867E-05
4093 14.077576 31.5378 56.9577 0.093502 8571.8843 0.8595E-05
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Tol = 10−6
Mesh β ε− ε+ T λ error in λ
185 2.666667 0.04269 0.07710 2.832959 13.926557 0.7369E-09
185 3.766667 0.04260 0.07693 2.213284 18.553857 0.7111E-08
185 4.976667 0.05755 0.10393 1.735707 25.041468 0.1092E-07
185 6.307667 0.07877 0.14225 1.380383 34.932162 0.2006E-07
185 7.771767 0.11166 0.20167 1.096563 51.825429 0.4753E-07
185 9.382277 0.16910 0.30540 0.856522 86.293852 0.1659E-06
396 11.153838 0.28981 0.52340 0.642909 184.50548 0.9925E-06
396 12.958837 2.00987 3.62985 0.338663 743.33148 0.3437E-05
423 13.799703 10.5850 19.1166 0.175699 3245.4928 0.8245E-05
845 13.912598 16.9146 30.5480 0.137337 4540.6154 0.1866E-05
1689 14.041791 25.7639 46.5299 0.108354 7323.9449 0.8175E-05
6834 14.113361 34.0882 61.5638 0.090563 10177.487 0.1936E-04
Tol = 10−8
Mesh β ε− ε+ T λ error in λ
185 2.666667 0.04269 0.07710 2.832959 13.926557 0.2597E-10
185 3.766667 0.04260 0.07693 2.213284 18.553857 0.7454E-08
185 4.976667 0.05755 0.10393 1.735707 25.041468 0.1059E-07
185 6.307667 0.07877 0.14225 1.380383 34.932162 0.1929E-07
185 7.771767 0.11166 0.20167 1.096563 51.825429 0.4703E-07
185 9.382277 0.16910 0.30540 0.856522 86.293852 0.1666E-06
396 11.153838 0.28981 0.52340 0.642909 184.50548 0.9927E-06
396 12.958837 2.00987 3.62985 0.338663 743.33149 0.3937E-05
423 13.495417 4.51566 8.15533 0.251363 1641.9249 0.1061E-04
845 13.809575 12.7965 23.1106 0.158215 3334.4230 0.2316E-06
1689 13.933759 18.0129 32.5314 0.132822 4871.6298 0.2012E-05
3377 14.075872 29.2899 52.8979 0.100063 8505.2967 0.1235E-04
6834 14.113361 34.0883 61.5638 0.090563 10177.487 0.1936E-04
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7.1.8 Arclength + Manifold
We saw with the arclength + subspace method that changing the independent variable
to arclength improved the performance of the algorithm. The same is true here for the
arclength + manifold method. This method is able to continue further in β than any other
method, getting as far as β = 14.47, at which point λ is almost 2 million, and the arclength
L is over 12 million. These results certainly seem to correspond to the results predicted
in [34], that both λ and L should tend to infinity.
This method performs equally as well at tol = 10−8 as it does at tol = 10−4, in fact,
strangely, it uses fewer mesh points for smaller tolerances. The distribution of these mesh
points is similar to what we have seen with arclength + subspace, which makes sense as
again the first step of this algorithm uses the subspace boundary conditions. The points are
clustered more towards s = 1 than s = 0, but this is probably for the same reason that we
saw similar clustering for the full arclength method.
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
43 2.666667 0.04269 0.07710 64.655626 13.926557 0.657955E-06
43 3.766667 0.04252 0.07679 87.349597 18.553856 0.100261E-05
43 4.976667 0.05744 0.10374 119.55310 25.041467 0.1453E-05
43 6.307667 0.07862 0.14199 169.48409 34.932159 0.2234E-05
43 7.771767 0.11146 0.20130 256.66032 51.825425 0.3949E-05
43 9.382277 0.16879 0.30484 439.90891 86.293843 0.8916E-05
43 11.153838 0.28931 0.52250 984.24290 184.50545 0.3210E-04
85 13.102555 0.64730 1.16903 5136.7182 889.63513 0.1487E-04
169 13.751277 3.37826 6.10112 17100.725 2858.1322 0.5670E-04
337 13.913458 11.2466 20.3113 27464.711 4553.3855 0.4403E-04
472 14.288095 36.7751 66.4158 204064.66 32983.760 0.4034E-03
1011 14.344048 134.207 242.377 373747.86 60355.940 0.2064E-01
1025 14.429755 415.040 681.954 1830269.1 293327.53 0.2693E-01
5845 14.473100 3301.13 5960.94 12424229. 1983733.3 0.1561E-01
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Figure 7.9: Mesh points of solution of the Lorenz equations obtained using arclength +
manifold, with tol = 10−4 and β = 12.
Tol = 10−6
Mesh β ε− ε+ L λ error in λ
43 2.666667 0.04269 0.07710 64.655629 13.926557 0.2425E-07
43 3.766667 0.04252 0.07679 87.349602 18.553857 0.3424E-07
43 4.976667 0.05744 0.10374 119.55311 25.041468 0.4253E-07
29 6.307667 0.07862 0.14199 169.48410 34.932162 0.5380E-07
29 7.771767 0.11146 0.20130 256.66034 51.825429 0.7036E-07
26 9.382277 0.16879 0.30484 439.90896 86.293852 0.3430E-06
26 11.153838 0.28931 0.52250 984.24308 184.50548 0.2814E-05
48 13.102555 0.64730 1.16903 5136.7183 889.63513 0.1244E-04
109 14.115500 8.9340 12.1953 62980.779 10287.732 0.3343E-05
271 14.255255 17.311 23.6308 153554.72 24853.655 0.1384E-04
351 14.393717 522.5 943.801 799196.19 128658.24 0.5536E-03
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Tol = 10−8
Mesh β ε− ε+ L λ error in λ
36 2.666667 0.04269 0.07710 64.65562 13.926557 0.1271E-09
36 3.766667 0.04252 0.07679 87.34960 18.553857 0.7852E-08
36 4.976667 0.05744 0.10374 119.55311 25.041468 0.1138E-07
47 6.307667 0.07862 0.14199 169.48410 34.932162 0.1923E-07
47 7.771767 0.11146 0.20130 256.66034 51.825429 0.4684E-07
47 9.382277 0.16879 0.30484 439.90896 86.293852 0.1658E-06
47 11.153838 0.28931 0.52250 984.24309 184.50548 0.9888E-06
47 13.102555 0.64730 1.16903 5136.7183 889.63513 0.1237E-04
69 13.796277 3.37826 6.10112 19293.919 3215.4918 0.6339E-04
217 14.182050 11.9056 16.2517 91576.914 14894.076 0.6321E-05
1297 14.370156 82.3406 112.399 539309.16 86707.509 0.8236E-05
444 14.465081 2861.281 4724.38 7371601.9 1178193.1 0.2101E-02
7.1.9 Timings for Lorenz
What the tables and graphs shown here don’t tell us is how quickly each of the methods is
able to return a solution. To test the speed of each algorithm we ran each method on the
Lorenz equations, continuing from β = 8
3
to β = 10, using a tolerance of 10−4, and starting
with a continuation stepsize of 1. The table below shows the results of this test.
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Method Time Taken
Original Time 5.328125
Time + Subspace 9.234375
Arclength + Subspace 1.546875
Full Arclength 0.8750000
Partial Arclength with Schwarz Map 10.70312
Multi-point Partial Arclength 6.187500
Time + Manifold 4.718750
Arclength + Manifold 1.531250
As with all the other results shown in this section, it is a clear victory for the arclength-
based methods. It is also interesting to note that the partial arclength method is faster when
solved as a 9-dimension ODE than 3 separate 3-dimension ODEs.
To make the previous test fair, we started each method with the same initial step size
so that they would have to take the same number of steps. However, some algorithms are
capable of taking larger continuation steps than others, so if the goal is to reach a particular
value of β then they may be able to get there faster. The next test we ran was to see how
large a continuation step each method could take. Again we have tol = 10−4 and we start
at β = 8
3
, then we try to find the largest continuation step each method can take. The table
below shows the results from this test.
Method Step size
Original Time 7.9315
Time + Subspace 1.7716
Arclength + Subspace 7.2741
Full Arclength 7.9115
Partial Arclength with Schwarz Map 2.5272
Multi-point Partial Arclength 6.7288
Time + Manifold 4.5950
Arclength + Manifold 4.5950
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On this test the two manifold methods gave exactly the same results. With the subspace
methods it was another clear victory for parameterising by arclength, and with the partial
arclength algorithms we again see better performance when solving it as a multi-point
BVP. What is interesting is that the two best results come from full arclength and original
time. From the previous results we would expect full arclength to perform very well on
this problem, and it does. What is surprising is that original time does slightly better here,
despite much worse on every other test.
Overall one would have to recommend the full arclength method when working with
this type of problem, unless one wishes to continue to very large λ and speed is less im-
portant, in which case the arclength + manifold method does better. One thing that is clear
from these results is that, on this type of problem, it is much better to use arclength as the
independent variable.
7.2 Test problem 2: A homoclinic with ˇSilnikov behaviour in Chua’s
Electronic Circuit
The function defining this ODE is:
F(Y(x), λ) =

λ(Y2+
1
6
(Y1−Y31)
Y1−Y2+Y3
−βY2
 .
It has a stationary point at (0, 0, 0), and we have an initial solution at β = 5where λ ≈ 4.35.
The jacobian at the stationary point has one real eigenvalue and a pair of complex con-
jugate eigenvalues. This causes ˇSilnikov type behaviour, and means that the full arclength
method will not work on this problem. However, it does now allow us to test how well
the partial arclength algorithms, as well as the other arclength based algorithms that did so
well on the Lorenz equations, fare when faced with this type of problem.
In order to make the results here comparable with those given in [6] we have performed
the same continuation, that is, we start at β = 5 and continue increasing β in steps of 3
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Figure 7.10: Homoclinic orbits in Chua’s equation for β = 5, 8, ..., 29
until the continuation breaks down. We also test each method using a variable step size, as
we did with in the previous section, to see if the methods can continue any further when
performing this type of continuation.
7.2.1 Original Time
The original time algorithm is once again able to get a solution to a tolerance of 10−4 using
very few mesh points, however this number increases dramatically for β > 20. For smaller
tolerances this method is only able to continue as far as β = 17. As we will see later in this
chapter, some other methods perform much better than this, however, since this method is
probably the most widely used, it provides a good baseline for comparison.
Interestingly, the mesh points seem to cluster towards the endpoints less with these
equations than they did for the Lorenz equations, and the solution is keeping much further
away from the stationary point.
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Figure 7.11: Mesh points of solution of Chua’s circuit obtained using original time, with
tol = 10−6 and β = 14.
Tol = 10−4
Mesh β T− T+ λ error in λ
12 5 -0.457220 5.498498 4.351640 0.389969E-06
13 8 0.627528 6.345149 6.596559 0.736138E-08
23 11 0.554941 6.817482 8.774904 0.140898E-05
21 14 1.083601 5.564973 10.918651 0.574230E-05
20 17 1.419194 5.479981 13.044368 0.729193E-05
19 20 1.739918 5.017131 15.162172 0.192009E-05
311 23 2.127959 5.568341 17.278885 0.370562E-04
4256 26 2.186473 5.014533 19.399467 0.260535E-03
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Tol = 10−6
Mesh β T− T+ λ error in λ
31 5 -3.094519 10.594916 4.351640 0.602961E-08
27 8 -1.116359 7.999153 6.596555 0.451599E-11
42 11 -0.593465 5.860870 8.774905 0.301331E-07
41 14 -0.859250 6.678869 10.918654 0.486167E-09
35 17 -0.147524 5.436330 13.044371 0.280814E-07
Tol = 10−8
Mesh β T− T+ λ error in λ
47 5 -4.139017 10.874995 4.351640 0.232204E-11
49 8 -2.806943 9.125805 6.596555 0.273888E-10
48 11 -0.331464 8.099299 8.774905 0.235721E-14
78 14 -1.461311 9.512726 10.918654 0.568581E-10
50 17 0.105730 7.270283 13.044371 0.312200E-12
When we tried running this algorithm with a variable continuation stepsize, we were
able to reach larger values of β, and the number of mesh points did not increase around
β = 23 as they did before. However, the number of mesh points does increase dramatically
just before it fails at β > 54. This suggests two things: firstly that perhaps this method
can do better if it takes smaller continuation steps; and secondly that once this method has
returned a solution with a lot of mesh points it is probably going to fail soon. It seems that
sometimes a continuation step is too large, but it returns a solution anyway, just one using
many more mesh points than would have been required if it had taken smaller steps. This
”bad” solution will then cause a failure a few steps later, by which point it is too late to go
back and try again. To improve the performance of this method on this problem, one would
need to find a way of detecting these ”bad” solutions, so that they can be rejected.
This same problem occurs to a lesser extent on all the methods that use truncation on
all the test problems here. Generally it returns an obviously incorrect solution, and then
fails at the very next step (for example time + subspace may return a negative value for T ),
but in cases like this one it can be much harder to spot.
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Tol = 10−4
Mesh β T− T+ λ error in λ
12 5 -0.457220 5.498498 4.351640 0.389969E-06
12 6.1 0.288483 6.064110 5.185808 0.170361E-07
13 7.31 0.373294 5.701914 6.087839 0.612835E-05
17 8.641 0.085115 6.779888 7.066125 0.204607E-05
12 10.1051 1.057247 5.440933 8.129741 0.828728E-07
16 11.71561 0.663869 6.654562 9.288632 0.379626E-05
18 13.487171 0.717812 6.429869 10.553838 0.163252E-04
14 15.435888 1.293734 5.287458 11.937652 0.843779E-07
35 17.579477 1.427445 5.432128 13.453814 0.280295E-05
25 19.937425 1.721030 5.184396 15.118027 0.281404E-05
23 22.531167 1.784061 5.160318 16.947944 0.532047E-04
23 25.384284 1.909939 5.089100 18.963727 0.223634E-04
79 28.522712 1.996160 4.838717 21.188468 0.407279E-04
80 31.974983 2.050026 4.961404 23.648757 0.923802E-04
71 35.772482 2.124970 4.657884 26.375284 0.475091E-04
70 39.949730 2.233766 4.793745 29.403837 0.452984E-04
279 42.247216 2.216388 4.863911 31.084348 0.461298E-03
1011 44.774451 2.239717 4.531890 32.946121 0.100077E-03
949 47.554410 2.350289 4.514220 35.011066 0.696850E-04
898 50.612365 2.351353 4.382018 37.304330 0.906060E-03
3520 53.976115 2.370627 4.691285 39.854909 0.146699E-02
7.2.2 Time + Subspace
On this problem time + subspace does much worse than original time, with the continuation
only able to get as far as β = 11 when using a fixed step and β ≈ 13.49 when using a
variable step, both for tol = 10−4. When computing a solution with tol = 10−6 it is unable
to continue at all, and for tol = 10−8 it was not even able to converge to the initial solution.
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Figure 7.12: Mesh points of solution of Chua’s equations obtained using time + subspace,
with tol = 10−4 and β = 11.
The distribution of the mesh points is very similar to that of original time, although as
with Lorenz, it uses more mesh points to obtain a solution to the same tolerance.
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
46 5 0.100756 0.088520 7.388824 4.351636 0.456441E-05
46 8 0.079301 0.136074 5.062144 6.596471 0.853109E-04
46 11 0.086366 0.104899 4.137785 8.774852 0.549538E-04
Tol = 10−6
Mesh β ε− ε+ T λ error in λ
91 5 0.023929 0.042039 8.840244 4.351640 0.304702E-07
134
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
91 5 0.036645 0.042039 8.840244 4.351640 0.3448E-06
91 6.1 0.109935 0.084078 6.890616 5.185815 0.7250E-05
162 7.31 0.083899 0.138538 5.398021 6.087793 0.4600E-04
162 8.641 0.086141 0.103214 4.753215 7.066080 0.4678E-04
162 10.1051 0.083615 0.131939 4.416719 8.129684 0.5997E-04
162 11.71561 0.083704 0.111111 3.978462 9.288541 0.9574E-04
162 13.487171 0.082451 0.123627 3.689224 10.553728 0.9756E-04
7.2.3 Arclength + Subspace
The results for arclength + subspace are almost identical to those for time + subspace,
the only difference visible is the distribution of the mesh points. Using arclength as the
independent variable causes the solution to become less smooth as s → 1 because of the
ˇSilnikov behaviour, thus extra mesh points are being used near that point.
Tol = 10−4
Mesh β ε− ε+ L˜ λ error in λ
44 5 0.084234 0.056953 4.534501 4.351604 0.362301E-04
44 8 0.086987 0.090690 4.782799 6.596523 0.341571E-04
36 11 0.079556 0.098870 4.922066 8.774786 0.120550E-03
Tol = 10−6
Mesh β ε− ε+ L λ error in λ
69 5 0.026849 0.038248 4.637762 4.351640 0.120680E-07
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Figure 7.13: Mesh points of solution of Chua’s equation obtained using arclength + sub-
space, with tol = 10−4 and β = 10.
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
44 5 0.084234 0.056953 4.534501 4.351604 0.3623E-04
44 6.1 0.090149 0.049884 4.629337 5.185787 0.2093E-04
33 7.31 0.086118 0.092587 4.734688 6.087798 0.4109E-04
33 8.641 0.085589 0.094694 4.786391 7.066082 0.4563E-04
33 10.1051 0.090928 0.095728 4.880192 8.129684 0.6026E-04
35 11.71561 0.081912 0.097604 4.966480 9.288529 0.1070E-03
35 13.487171 0.085326 0.099330 5.063702 10.553739 0.8703E-04
7.2.4 Partial Arclength with Schwarz Alternating Map
The two implementations of the partial arclength algorithm perform so much better than
any other algorithm on this test problem that most of the rows in the following table have
had to be removed so that they are able to fit on a single page.
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Figure 7.14: Mesh points of solution of Chua’s equation obtained using partial arclength
with Schwarz alternating map, with tol = 10−4 and β = 30.
Again we see that a lot of mesh points are being used in the partitions nearest the
stationary point, but at least at the right hand end of the interval this makes sense, as a lot
is happening there. With this type of problem one should probably use a hybrid method
of full and partial arclength methods, using full arclength at the end where there is no
ˇSilnikov behaviour, and partial arclength at the other end. Such a method would be much
more efficient, and could potentially perform much better.
It should be noted that the graphs shown at the beginning of each section in this chapter
were generated using the partial arclength method, as it is the only method that provides a
complete solution (one with no truncation) for all the test problems.
The only drawback of both this method, and of the two manifold methods, is that their
performance is very sensitive to the initial values of ε±, which have to be provided by the
user. We have been unable to find a good automatic way of finding good values for ε±, and
for these results they were found using experimentation. It is likely that even better results
could be found if better values for ε± were found.
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Tol = 10−4
Mesh β L λ error in λ
106 5 4.347870 4.351639 0.297651E-08
106 8 4.436570 6.596007 0.326377E-12
106 11 4.490474 8.773710 0.825342E-13
106 14 4.522087 10.917629 0.753614E-09
113 17 4.545027 13.043324 0.106552E-07
115 20 4.568099 15.159045 0.777439E-17
117 23 4.587761 17.279120 0.108334E-14
117 26 4.560245 19.396295 0.867448E-16
121 29 4.575868 21.524454 0.490902E-15
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
545 119 4.567189 97.301366 0.208836E-09
545 122 4.575925 100.561526 0.311632E-08
545 125 4.586155 103.714691 0.269514E-08
545 128 4.595807 106.964694 0.377884E-08
545 131 4.605412 110.259699 0.436878E-08
545 134 4.614837 113.615596 0.510564E-08
545 137 4.621057 116.909719 0.630999E-09
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
724 221 4.816992 247.993271 0.515045E-03
724 224 4.822003 254.522720 0.516843E-03
724 227 4.826917 261.222818 0.450620E-03
1069 230 4.829131 268.085866 0.274870E-03
1069 233 4.833645 275.224617 0.367330E-03
1069 236 4.838321 282.548444 0.359399E-03
1069 239 4.826216 288.927755 0.325203E-06
138
Tol = 10−6
Mesh β L λ error in λ
131 5 4.840507 4.351638 0.510322E-07
140 8 4.283351 6.596547 0.121065E-06
140 11 4.320241 8.774917 0.286289E-08
140 14 4.335142 10.918641 0.974977E-08
134 17 4.427495 13.044390 0.752574E-06
134 20 4.444518 15.162189 0.357444E-06
152 23 4.505265 17.278855 0.176853E-06
152 26 4.526802 19.399441 0.973888E-06
156 29 4.466151 21.527673 0.626955E-05
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
180 89 4.765432 68.552645 0.813036E-07
180 92 4.749312 71.225132 0.188510E-07
180 95 4.760461 73.936338 0.290785E-06
191 98 4.771383 76.688270 0.552185E-10
191 101 4.782071 79.482431 0.618861E-09
191 104 4.792538 82.319015 0.340250E-09
139
Tol = 10−8
Mesh β L λ error in λ
116 5 4.653708 4.351640 0.529559E-09
120 8 4.781631 6.596555 0.608076E-09
138 11 4.801457 8.774905 0.740311E-08
124 14 4.688201 10.918654 0.238715E-09
132 17 4.697230 13.044371 0.667137E-09
132 20 4.716891 15.162171 0.444414E-09
139 23 4.754942 17.278885 0.239010E-09
144 26 4.767188 19.399467 0.223775E-07
144 29 4.787059 21.527706 0.444202E-07
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
307 137 5.052201 116.770656 0.617410E-07
307 140 5.060504 120.240798 0.297936E-09
307 143 5.068643 123.775384 0.752547E-08
293 146 5.045106 127.376551 0.730429E-06
324 149 5.074047 131.046516 0.135109E-07
289 152 5.063158 134.787581 0.787040E-08
289 155 5.070742 138.602149 0.158492E-08
289 158 5.078195 142.492775 0.104022E-07
297 161 5.085518 146.462053 0.443782E-07
140
Tol = 10−4
Mesh β L λ error in λ
106 5 4.347870 4.351639 0.297651E-08
106 8.3 4.512116 6.817577 0.578488E-15
106 11.930 4.453474 9.441506 0.983423E-08
135 15.923 4.434521 12.281523 0.626718E-11
135 20.3153 4.583180 15.382282 0.136018E-10
150 25.14683 4.563121 18.792471 0.795060E-10
150 30.461513 4.852214 22.564768 0.138049E-07
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
100 163.175029 5.655549 149.428057 0.941892E-07
100 176.262081 5.675845 167.929480 0.781841E-07
93 190.657838 5.706548 190.486290 0.258024E-05
105 206.493170 5.674897 218.524332 0.657793E-06
105 223.912036 5.704934 254.211270 0.352337E-06
110 243.072789 5.730597 300.327672 0.251149E-05
129 264.149616 5.707569 363.534051 0.787974E-05
130 287.334127 5.731216 454.911731 0.142246E-04
131 312.837088 5.727592 597.975565 0.115525E-06
140 340.890346 5.684269 854.664894 0.145475E-04
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
179 390.366365 5.051702 2417.230947 0.243513E-07
322 405.089156 5.026954 4726.787911 0.117639E-06
322 407.449212 5.025005 5553.742460 0.543834E-07
7.2.5 Partial Arclength as a Multi-point BVP
The results when solving Chua’s equation with the partial arclength method formulated as
a multi-point BVP are even better than when using a Schwarz alternating map. In variable
step mode, it gets stuck a little sooner than the previous implementation, but in fixed step
141
mode it is able to go further. The difference is much more pronounced for smaller toler-
ances, perhaps suggesting that the Schwarz alternating map is struggling to converge to
good solutions for smaller tolerances.
Once again the distribution of mesh points is very similar for both versions of the partial
arclength algorithm, both taking many more mesh points than the other algorithms for small
β. However, the fact that we are able to continue so much further in β makes this extra
computational effort worthwhile.
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Tol = 10−4
Mesh β L λ
78 5 3.381318 4.351639
78 8 3.432340 6.596577
78 11 3.479032 8.774908
78 14 3.521370 10.918655
78 17 3.560044 13.044371
78 20 3.595686 15.162171
.
.
.
.
.
.
.
.
.
.
.
.
66 152 4.321891 134.787626
66 155 4.331407 138.602207
66 158 4.340771 142.492821
66 161 4.349989 146.462099
66 164 4.349989 146.462099
.
.
.
.
.
.
.
.
.
.
.
.
102 242 4.552788 297.675533
102 245 4.558832 305.703362
102 248 4.564783 313.990685
102 251 4.570641 322.551090
102 254 4.576406 331.399134
.
.
.
.
.
.
.
.
.
.
.
.
141 368 4.727464 1355.289402
141 371 4.729469 1443.337439
141 374 4.731350 1542.463652
117 377 4.733103 1654.919924
119 380 4.734726 1783.614477
143
Tol = 10−6
Mesh β L λ
78 5 3.381318 4.351640
45 8 3.432338 6.596555
45 11 3.479032 8.774905
53 14 3.521370 10.918654
55 17 3.560044 13.044371
55 20 3.595685 15.162171
.
.
.
.
.
.
.
.
.
.
.
.
305 332 4.694666 756.382013
305 335 4.697971 787.476055
305 338 4.701178 820.760255
305 341 4.704285 856.479630
305 344 4.707290 894.917246
144
Tol = 10−8
Mesh β L λ
58 5 3.381318 4.351640
58 8 3.432338 6.596555
58 11 3.479032 8.774905
66 14 3.521370 10.918654
66 17 3.560044 13.044371
72 20 3.595686 15.162171
72 23 3.628793 17.278885
72 26 3.628793 17.278885
78 29 3.688874 21.527706
.
.
.
.
.
.
.
.
.
.
.
.
645 272 4.609091 391.489821
645 275 4.614224 402.861868
645 278 4.619267 414.686041
645 281 4.624222 426.991139
645 284 4.629087 439.808476
645 287 4.633864 453.172158
645 290 4.638551 467.119401
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Tol = 10−4
Mesh β L λ
78 5 3.381318 4.351639
78 8.3 3.437223 6.816698
78 11.93 3.492592 9.442222
78 15.923 3.546539 12.282586
78 20.3153 3.599277 15.384591
78 25.14683 3.599277 15.384591
149 30.461513 3.702468 22.568226
.
.
.
.
.
.
.
.
.
.
.
.
176 352.754990 4.715465 1025.973304
7.2.6 Time + Manifold
The time + manifold method performs well up to β = 29 at which point it gets stuck and
is unable to continue further. It is noticeable that the estimated error in λ is much larger
at β = 29, perhaps leading to the breakdown. Interestingly several methods seem to get
stuck around this point, suggesting that the ODE becomes very hard to solve at around this
point. The only method to get further was the partial arclength method, which encounters
no difficulties at all until much large values of β.
The distribution of the mesh points is once again very similar to that of time + subspace.
The advantage that this method has over the time + subspace method is that it works much
better for smaller tolerances.
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Figure 7.15: Mesh points of solution of Chua’s equation obtained using time + manifold,
with tol = 10−4 and β = 25.
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
54 5 0.150000 0.050000 1.166153 4.351698 0.296531E-05
54 8 0.154509 0.051503 0.860583 6.597069 0.150124E-04
54 11 0.163219 0.054406 0.698672 8.776395 0.533222E-04
54 14 0.169545 0.056515 0.590809 10.921800 0.126920E-03
54 17 0.173845 0.057948 0.527913 13.049699 0.220465E-03
54 20 0.178874 0.059625 0.475829 15.170002 0.575674E-04
54 23 0.182497 0.060832 0.435786 17.289955 0.835241E-04
54 26 0.185748 0.061916 0.403801 19.414324 0.117507E-03
54 29 0.188700 0.062900 0.377843 21.546201 0.242075E-02
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Tol = 10−6
Mesh β ε− ε+ T λ error in λ
75 5 0.150000 0.050000 1.166151 4.351695 0.308104E-07
75 8 0.154610 0.051537 0.860496 6.597054 0.790891E-06
75 11 0.163315 0.054438 0.698611 8.776345 0.488861E-06
75 14 0.169645 0.056548 0.590770 10.921680 0.131040E-05
75 17 0.173944 0.057981 0.527872 13.049463 0.465425E-06
75 20 0.178984 0.059661 0.475790 15.170032 0.174808E-06
75 23 0.182608 0.060869 0.435750 17.290000 0.687039E-06
75 26 0.185865 0.061955 0.403764 19.414392 0.644059E-06
75 29 0.188822 0.062941 0.377799 21.546296 0.242076E-02
Tol = 10−8
Mesh β ε− ε+ T λ error in λ
75 5 0.150000 0.050000 1.166152 4.351695 0.322629E-09
75 8 0.154610 0.051537 0.860496 6.597054 0.583217E-06
75 11 0.163315 0.054438 0.698611 8.776345 0.508108E-06
75 14 0.169645 0.056548 0.590770 10.921680 0.138725E-05
75 17 0.173944 0.057981 0.527872 13.049462 0.674487E-06
75 20 0.178984 0.059661 0.475790 15.170031 0.686215E-06
75 23 0.182608 0.060869 0.435750 17.290000 0.645085E-06
75 26 0.185865 0.061955 0.403764 19.414392 0.558658E-06
75 29 0.188822 0.062941 0.377799 21.546296 0.242076E-02
148
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
54 5 0.150000 0.050000 6.799410 4.351698 0 .2965E-05
54 6.1 0.154509 0.051503 5.964796 5.185994 0 .7302E-05
54 7.31 0.157919 0.052640 5.302893 6.088239 0 .1353E-04
54 8.641 0.161291 0.053764 4.755103 7.066865 0 .2496E-04
54 10.1051 0.164535 0.054845 4.294841 8.130981 0 .3101E-04
54 11.71561 0.167675 0.055892 3.902508 9.290586 0 .5874E-04
54 13.487171 0.170728 0.056909 3.563940 10.556670 0 .1217E-03
54 15.435888 0.173712 0.057904 3.177549 11.941680 0 .8592E-05
54 17.579477 0.174589 0.058196 3.013446 13.459629 0 .2483E-03
54 19.937425 0.179632 0.059877 2.778238 15.125901 0 .5652E-04
54 22.531167 0.182382 0.060794 2.573106 16.958540 0 .7857E-04
54 25.384284 0.185239 0.061746 2.389314 18.977790 0 .1103E-03
54 26.131336 0.188351 0.062784 2.342674 19.508042 0 .1223E-03
7.2.7 Arclength + Manifold
The results from arclength + manifold are very similar to those for time + manifold on
this test problem. Time + manifold was able to continue slightly further (by one step) but
required more mesh points for solutions when using a smaller tolerance. Overall there is
not much difference between the results for these two methods on this problem.
As we would expect of any method based on arclength parameterisation, the mesh dis-
tribution graphs show the mesh points clustering towards the end with complex eigenvalues
– where the solution is rough.
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Figure 7.16: Mesh points of solution of Chua’s equation obtained using arclength + mani-
fold, with tol = 10−4 and β = 25.
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
44 5 0.150000 0.050000 4.466712 4.351695 0.290225E-09
44 8 0.147758 0.049253 4.728737 6.596997 0.448727E-06
87 11 0.156426 0.052142 4.912016 8.776178 0.401732E-06
87 14 0.162488 0.054163 5.032917 10.921324 0.131851E-05
87 17 0.166488 0.055496 5.183540 13.048858 0.653239E-06
87 20 0.171470 0.057157 5.288957 15.169128 0.497963E-06
87 23 0.174958 0.058319 5.384200 17.288740 0.722376E-06
87 26 0.178108 0.059369 5.471747 19.412725 0.139306E-05
150
Tol = 10−64
Mesh β ε− ε+ L λ error in λ
36 5 0.150000 0.050000 4.466699 4.351695 0.965224E-09
33 8 0.147757 0.049252 4.728742 6.596997 0.481605E-06
35 11 0.159496 0.053165 4.908348 8.776250 0.194299E-07
33 14 0.164372 0.054791 5.056663 10.921415 0.902452E-07
27 17 0.169369 0.056456 5.179381 13.049087 0.396066E-06
26 20 0.173160 0.057720 5.286366 15.169325 0.212695E-07
26 23 0.176488 0.058829 5.381611 17.288985 0.426559E-06
27 26 0.179492 0.059831 5.468996 19.413015 0.276658E-06
Tol = 10−8
Mesh β ε− ε+ L λ error in λ
48 5 0.150000 0.050000 4.466699 4.351695 0.854829E-10
95 8 0.147757 0.049252 4.728742 6.596997 0.482060E-06
50 11 0.156426 0.052142 4.912039 8.776178 0.357589E-06
50 14 0.162489 0.054163 5.032918 10.921324 0.139205E-05
42 17 0.166488 0.055496 5.183559 13.048858 0.587594E-06
42 20 0.171471 0.057157 5.288958 15.169128 0.617760E-06
43 23 0.174958 0.058319 5.384207 17.288740 0.607268E-06
43 26 0.178108 0.059369 5.471743 19.412726 0.571968E-06
151
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
44 5 0.150000 0.050000 4.466712 4.351695 0.290225E-09
44 6.1 0.147758 0.049253 4.575072 5.185970 0.190960E-06
44 7.31 0.151342 0.050447 4.672589 6.088186 0.467033E-07
44 8.641 0.154568 0.051523 4.766716 7.066761 0.390990E-07
42 10.1051 0.157682 0.052561 4.857857 8.130802 0.110488E-06
33 11.71561 0.160697 0.053566 4.946523 9.290296 0.186698E-06
33 13.487171 0.163630 0.054543 5.033230 10.556240 0.211007E-05
33 15.435888 0.166498 0.055499 5.052114 11.941216 0.358546E-05
33 17.579477 0.167123 0.055708 5.205691 13.458698 0.292512E-05
29 19.937425 0.172203 0.057401 5.285617 15.125025 0.190122E-05
29 22.531167 0.174847 0.058282 5.369248 16.957374 0.977367E-06
29 25.384284 0.177614 0.059205 5.453926 18.976266 0.666678E-05
29 26.953498 0.180415 0.060138 5.496153 20.088965 0.999654E-01
7.2.8 Timings on Chua
The performance of the partial arclength algorithms was much better than any other method
for Chua’s equation. We also saw in the previous section that solving the partial arclength
equations as a multi-point BVP is much faster than using a Schwarz alternating map. It
would appear that the choice should be fairly clear on which on to use, however, if we run
the same tests here as we did for the Lorenz equations we get quite different results.
To test these two methods we will run them starting from β = 5 up to β = 300 starting
with a stepsize of 3. The table below shows how much faster this solution is found using
the Schwarz alternating map.
Method Time Taken (seconds)
Partial Arclength with Schwarz Map 133.2656
Multi-point Partial Arclength 725.8594
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Again this table fails to tell the whole story, as the table below shows, solving the
equations as a multi-point BVP allows us to take a much larger initial continuation step.
Method Step size
Partial Arclength with Schwarz Map 5.3147
Multi-point Partial Arclength 30.0673
Given that the performance of the partial arclength algorithm when solved as a multi-
point BVP is much better when using smaller tolerances, one would have to recommend its
use when working with Chua’s equation.
Since the partial arclength method has been able to find solutions for such large values
of β, we are able to produce a graph showing how the solution behaves for large values of
β.
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Figure 7.17: Homoclinic orbits in Chua’s equation for β = 50, 100, ..., 400
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7.3 Test Problem 3: A Homoclinic Orbit with ˇSilnikov Behaviour in
the Electronic Circuit of Freire et al. [21]
The function defining the ODE is:
F(Y(x), λ) =

−(β+λ)Y1+βY2−0.328578Y31+0.933578(Y2−Y1)3
6
βY1−βY2−Y3−0.933578(Y2−Y1)3
Y2
 .
This system has a stationary point at (0, 0, 0), and this is where the branch of homoclinic
orbits we will be computing are located. The initial solution, taken from [21], starts at
β = 0.6 at which point λ ≈ −0.72.
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Figure 7.18: Homoclinics in Electronic Circuit of Freire et al for various values of β
As this system exhibits ˇSilnikov behaviour (it has one positive real eigenvalue and a pair
of complex eigenvalues with negative real part), we will not be able to use the full arclength
method. Also, as this problem is much harder for many of the methods to compute (time +
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subspace fails to get a solution at all), we will be able to see some methods that performed
well on Chua’s equation struggling to get solutions on this problem.
We will be performing continuation starting at β = 0.6 and then increasing β starting
with an initial stepsize of 0.01.
7.3.1 Original Time
The original time method is able to continue further, with fewer mesh points, than any other
method on the test problem. For a tolerance of 10−4 it is able to continue to β ≈ 0.77 and
get a solution using only 17 mesh points.
The mesh distribution shows that the mesh points are not clustering towards the sta-
tionary point, and Beyn’s algorithm for choosing T− and T+ seems to be working very
well.
Tol = 10−4
Mesh β T− T+ λ error in λ
86 0.600000 -37.100458 56.006845 -0.721309 0.100358E-10
79 0.611000 -18.478998 37.385384 -0.722665 0.221998E-07
57 0.623100 -7.962574 26.212508 -0.724437 0.933267E-08
45 0.636410 -9.312873 13.741322 -0.726728 0.891926E-06
14 0.651051 -10.113877 12.514712 -0.729669 0.317620E-05
13 0.667156 -10.802803 11.252025 -0.733426 0.126673E-05
13 0.684872 -13.216821 11.203328 -0.738207 0.111708E-06
12 0.704359 -10.413496 12.022979 -0.744285 0.645212E-07
15 0.725795 -16.535427 13.480471 -0.752026 0.225654E-07
17 0.749374 -26.823231 18.590087 -0.761957 0.137878E-05
17 0.755859 -24.291216 20.014815 -0.764983 0.392528E-05
19 0.766914 -36.163772 28.334469 -0.770482 0.619298E-06
17 0.774266 -46.534633 28.017684 -0.775218 0.416985E-06
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Figure 7.19: Mesh points of solution of Freire’s circuit obtained using original time, with
tol = 10−5 and β = 0.7.
Tol = 10−6
Mesh β T− T+ λ error in λ
96 0.600000 -40.062821 57.755788 -0.721309 0.114264E-12
84 0.611000 -20.499099 38.192066 -0.722665 0.761639E-14
61 0.623100 -9.330523 27.827715 -0.724437 0.195214E-10
23 0.636410 -15.680724 19.439033 -0.726728 0.350577E-08
20 0.651051 -15.347006 14.833466 -0.729670 0.696680E-09
27 0.667156 -26.239323 20.080016 -0.745094 0.922437E-26
87 0.677000 -29.336564 38.613876 -0.735997 0.225996E-11
73 0.719350 -15.746476 26.240617 -0.749577 0.163453E-10
26 0.742642 -26.960807 21.589134 -0.758958 0.343089E-09
30 0.755453 -34.850140 26.629128 -0.764790 0.523878E-08
34 0.768506 -52.410071 48.941353 -0.771312 0.235919E-08
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Tol = 10−8
Mesh β T− T+ λ error in λ
126 0.600000 -41.889189 55.416752 -0.721309 0.878608E-15
102 0.611000 -26.394226 35.955564 -0.722665 0.393252E-17
58 0.623100 -24.433626 30.176423 -0.724437 0.894652E-12
43 0.636410 -24.036886 26.883510 -0.726728 0.221387E-11
40 0.651051 -21.038640 22.023434 -0.729670 0.120790E-10
38 0.667156 -22.597416 19.085045 -0.733426 0.293827E-12
45 0.684872 -41.593744 28.912117 -0.738207 0.496950E-12
73 0.704359 -42.819669 28.808943 -0.744285 0.191193E-10
59 0.725795 -28.548792 18.280673 -0.752026 0.483618E-14
59 0.749374 -64.133868 22.577230 -0.775441 0.132598E-23
7.3.2 Arclength + Subspace
The time + subspace algorithm fails to converge to solution at all, so we now move on to
the arclength + subspace algorithm.
Since this algorithm is based upon arclength parameterisation, we would expect it to
have some problems on a problem of this type. While it does do better than its time based
counterpart (time + subspace), it does not do as well as the other methods used in this
section. It is only able to compute solutions up to β ≈ 0.63, and it takes many small
continuation steps to reach this value (many rows have been omitted from this table, as it
was larger than one page).
The mesh distribution graphs show a lot of clustering towards s = 1, which is to be
expected as that is the end where we have complex eigenvalues.
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Figure 7.20: Mesh points of solution of Freire’s equation obtained using arclength + sub-
space, with tol = 10−8 and β = 0.6.
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
298 0.600000 0.000269 0.000015 1.277478 -0.721309 0.762926E-12
595 0.611000 0.000639 0.000041 1.209487 -0.722665 0.648713E-09
1217 0.621071 0.000576 0.000576 1.147256 -0.724125 0.551885E-05
1217 0.628001 0.000557 0.000557 1.105305 -0.725239 0.547780E-13
Tol = 10−6
Mesh β ε− ε+ L λ error in λ
298 0.600000 0.000269 0.000015 1.277478 -0.721309 0.235814E-12
Tol = 10−8
Mesh β ε− ε+ L λ error in λ
106 0.600000 0.000269 0.000015 1.277478 -0.721309 0.694655E-14
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7.3.3 Partial Arclength with Schwarz Alternating Map
The partial arclength algorithms perform quite well on this problem, although when using
the Schwarz alternating map it struggles again for smaller tolerances. This time the partial
arclength methods are not able to continue quite as far as original time, but perhaps their
performance could be improved if different values of ε± or μ± were used.
Once again the mesh distribution graphs show a lot of mesh points being used in the
partitions closest to the stationary point, suggesting that the transformation of variables
being used there is causing problems for the BVP solver.
Tol = 10−4
Mesh β L λ error in λ
115 0.600000 1.277478 -0.721309 0.422696E-10
115 0.611000 1.200777 -0.722669 0.252942E-13
115 0.623100 1.109196 -0.724535 0.568009E-12
115 0.636410 0.971619 -0.726772 0.437256E-16
115 0.651051 0.872318 -0.729694 0.135709E-10
115 0.667961 0.746462 -0.733504 0.124262E-09
115 0.678192 0.690169 -0.736391 0.714019E-10
115 0.694138 0.595061 -0.740871 0.409517E-11
746 0.709876 0.506342 -0.746280 0.251946E-09
Tol = 10−6
Mesh β L λ error in λ
233 0.600000 1.277433 -0.721309 0.162096E-07
309 0.611550 1.197024 -0.722740 0.582536E-08
309 0.625525 1.115774 -0.724828 0.941425E-09
309 0.633981 1.062734 -0.726283 0.592814E-08
309 0.644211 0.995071 -0.728240 0.764951E-08
309 0.656591 0.915228 -0.730899 0.863012E-08
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Figure 7.21: Mesh points of solution of Freire’s equation obtained using partial arclength
with Schwarz alternating map, with tol = 10−4 and β = 0.7.
Tol = 10−8
Mesh β L λ error in λ
633 0.600000 1.277481 -0.721309 0.102045E-12
633 0.605500 1.240888 -0.721957 0.922360E-09
657 0.606787 1.232462 -0.722118 0.450097E-10
7.3.4 Partial Arclength as a Multi-point BVP
Solving the partial arclength equations as a multi-point BVP clearly works better on this
test problem. For tol = 10−6 it is able to find a solution up to β ≈ 0.75, which is the
second highest of any of the methods on test here. The distribution of the mesh points, as
we would expect, is still the same as that seen with the other implementation of the partial
arclength method.
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Figure 7.22: Mesh points of solution of Freire’s equation obtained using partial arclength
solved as a multi-point BVP, with tol = 10−4 and β = 0.7.
Tol = 10−4
Mesh β L λ
113 0.600000 1.036781 -0.721324
113 0.611000 0.979983 -0.722664
113 0.623100 0.919758 -0.724429
113 0.636410 0.854617 -0.726713
113 0.651051 0.783389 -0.729670
113 0.667156 0.704360 -0.733426
113 0.684872 0.615455 -0.738207
113 0.704359 0.513234 -0.744287
113 0.725795 0.391136 -0.752026
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Tol = 10−6
Mesh β L λ
113 0.600000 1.036710 -0.721309
113 0.611000 0.979977 -0.722665
113 0.623100 0.919788 -0.724437
113 0.636410 0.854687 -0.726728
113 0.651051 0.783389 -0.729670
113 0.667156 0.704360 -0.733426
113 0.684872 0.615453 -0.738207
113 0.704359 0.513220 -0.744285
113 0.725795 0.391136 -0.752026
113 0.737585 0.316569 -0.756793
113 0.750553 0.223513 -0.762497
Tol = 10−8
Mesh β L λ
113 0.600000 1.036710 -0.721309
113 0.611000 0.979977 -0.722665
113 0.623100 0.919788 -0.724437
113 0.636410 0.854687 -0.726728
113 0.651051 0.783389 -0.729670
113 0.667156 0.704360 -0.733426
113 0.684872 0.615453 -0.738207
113 0.704359 0.513220 -0.744285
113 0.725795 0.391136 -0.752026
7.3.5 Time + Manifold
For the time + manifold method we were forced to change our initial continuation stepsize
to 0.08, as with a stepsize of 0.01 it is unable to get away from the initial solution. Why
any method should find a larger continuation step easier than a small one, we have been
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Figure 7.23: Mesh points of solution of Freire’s equation obtained using time + manifold,
with tol = 10−4 and β = 0.6.
unable to resolve.
The time + manifold method is able to continue to β = 0.7122, but it requires more
than five thousand mesh points to obtain this solution. Perhaps a different choice of initial
guess or stating values of ε± would lead to better performance, but we were unable to find
any.
It is difficult to see, as so many mesh points were used, but the mesh is quite evenly
distributed across the range, although it does appear that ε± were both taken slightly too
small, and too much of the solution is very close to the stationary point.
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
363 0.600000 0.000782 0.006673 37.300006 -0.721309 0.353321E-09
1449 0.688000 0.000782 0.006673 43.672364 -0.739124 0.519779E-07
5793 0.712200 0.000458 0.003906 50.059370 -0.746983 0.285212E-03
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Tol = 10−6
Mesh β ε− ε+ T λ error in λ
363 0.600000 0.000782 0.006673 37.300006 -0.721309 0.353321E-09
1449 0.688000 0.000782 0.006673 43.672364 -0.739124 0.245006E-08
5793 0.712200 0.000458 0.003906 50.059370 -0.746983 0.102322E-07
Tol = 10−8
Mesh β ε− ε+ T λ error in λ
363 0.600000 0.000782 0.006673 37.300006 -0.721309 0.546825E-14
1449 0.688000 0.000782 0.006673 43.672364 -0.739124 0.245010E-08
5793 0.712200 0.000458 0.003906 50.059370 -0.746983 0.103515E-07
7.3.6 Arclength + Manifold
As one would expect with any arclength based method trying to compute a homoclinic
orbit with ˇSilnikov behaviour, the arclength + manifold method is not able to continue as
far as its time based counterpart. However, the solutions it is able to compute, it finds with
far fewer mesh points.
The mesh distribution graphs again show the expected clustering of mesh points to-
wards s = 1, suggesting that perhaps ε+ should have been taken larger. Although experi-
ence has shown that if ε+ is taken too large then the first step of the algorithm (where we
are using the subspace boundary conditions) will generally fail to converge.
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
108 0.600000 0.000027 0.000001 1.277478 -0.721309 0.317760E-07
108 0.602750 0.000027 0.000001 1.260448 -0.721626 0.302517E-07
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Figure 7.24: Mesh points of solution of Freire’s equation obtained using arclength + mani-
fold, with tol = 10−4 and β = 0.6.
Tol = 10−6
Mesh β ε− ε+ L λ error in λ
108 0.600000 0.000027 0.000001 1.277478 -0.721309 0.148801E-09
108 0.610933 0.000026 0.000001 1.210074 -0.722656 0.284685E-09
108 0.620276 0.000025 0.000001 1.153062 -0.723997 0.444639E-10
297 0.630032 0.000024 0.000001 1.094034 -0.725585 0.878659E-12
Tol = 10−8
Mesh β ε− ε+ L λ error in λ
108 0.600000 0.000027 0.000001 1.277478 -0.721309 0.855181E-12
171 0.612763 0.000026 0.000001 1.198865 -0.722905 0.594051E-13
341 0.621439 0.000024 0.000001 1.145994 -0.724176 0.606825E-14
341 0.630308 0.000023 0.000001 1.092366 -0.725633 0.646589E-14
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7.4 Test Problem 4: A Homoclinic in Sandstede’s Model [20]
This equation is one of the demonstrations given in the HOMCONT manual. The function
defining the ODE is:
F(Y(x), λ) =

βY1+Y2−βY21+λY1(2− 3Y1)
Y1+βY2−32 Y21−32βY1Y2−2λY2
−2Y3
 .
The homoclinic orbit we will be computing is centered around the stationary point at
(0, 0, 0). Since the homoclinic orbit in this system clearly has to have Y3(x) = 0 ∀x ∈ R,
all the graphs in this section will be in two dimensions.
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Figure 7.25: Homoclinic in Sandstede’s Model ∀β ∈ [0, 1)
To test the algorithms we will start with an initial solution at β = 0, where λ = 0
as well, and continue, starting with a stepsize of 0.1, towards β = 1 (where this branch
of orbits ceases to exist [21]). For all β in this range λ = 0 and the homoclinic orbit
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has precisely the same graph (but different Y(x)) . However, most of the methods find it
increasingly hard to find a solution as β increases.
The analytic solution of this test problem at β = 0 is
Y(x) =

1− (1−et)
2
(1+et)2
4
et(1−et)
(1+et)3
0
 . (7.4.1)
The Jacobian at the origin has eigenvalues β + 1 and β − 1 for β ∈ [0, 1), thus the second
of these eigenvalues tends to 0 as β → 1.
7.4.1 Original Time
The original time algorithm is only able to continue as far as β = 0.9 for tolerances of 10−4
and 10−6 and to only β = 0.8 for a tolerance of 10−8. This method also has to use a lot of
mesh points to get a solution above β = 0.6 for tol = 10−8, but we will investigate how
well each method does for small tolerances in 7.5.
The mesh distribution graphs show that even though the orbit looks quite simple, the
flow varies considerably. One would expect this to cause the arclength based methods to
perform much better on this problem.
Tol = 10−4
Mesh β T− T+ λ error in λ
24 0.000000 -6.062351 5.963249 0.000000 0.309370E-10
25 0.110000 -5.661726 6.470610 0.000000 0.327447E-06
26 0.231000 -5.301406 7.182997 0.000000 0.703041E-06
17 0.364100 -4.981665 8.251022 0.000000 0.862017E-06
22 0.510510 -4.701904 10.045237 0.000000 0.167657E-05
35 0.671561 -4.450649 13.515919 0.000000 0.179250E-05
27 0.848717 -4.235215 23.864807 0.000000 0.215557E-05
29 0.900000 -4.189054 31.993232 0.000002 0.217617E-05
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Figure 7.26: Mesh points of solution of Sandstede’s equation obtained using original time,
with tol = 10−4 and β = 0.9.
Tol = 10−6
Mesh β T− T+ λ error in λ
63 0.000000 -8.360024 8.271235 0.000000 0.493029E-12
63 0.110000 -7.733819 9.065954 0.000000 0.659876E-09
20 0.231000 -7.169018 10.186110 0.000000 0.515408E-09
27 0.364100 -6.665335 11.878860 0.000000 0.127531E-08
38 0.510510 -6.219261 14.764503 0.000000 0.189854E-08
85 0.671561 -5.825139 20.514927 0.000000 0.745424E-08
52 0.848717 -5.493186 38.762540 0.000000 0.179973E-07
56 0.900000 -5.396918 54.498771 0.000000 0.194054E-07
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Tol = 10−8
Mesh β T− T+ λ error in λ
86 0.000000 -10.668986 10.580086 0.000000 0.616034E-13
32 0.110000 -9.808506 11.653451 0.000000 0.808753E-13
34 0.231000 -9.039340 13.180523 0.000000 0.418448E-11
51 0.364100 -8.353352 15.512656 0.000000 0.594632E-12
79 0.510510 -7.743303 19.468016 0.000000 0.317277E-11
222 0.630025 -7.341873 24.792747 0.000000 0.407389E-10
228 0.704027 -7.121055 30.117097 0.000000 0.900657E-10
235 0.785430 -6.902105 39.851231 0.000000 0.122001E-09
237 0.800000 -6.866299 42.403345 0.000000 0.128129E-09
7.4.2 Time + Subspace
For the first time we see that on this problem, for a tolerance of 10−4, the time + subspace
method is able to continue further than the original time method. However, when using a
tolerance of 10−8 it fails to converge to a solution at all.
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
29 0.000000 0.007674 0.000002 23.101372 0.000000 0.132738E-07
29 0.110000 0.014915 0.000005 22.421392 0.000000 0.165070E-06
29 0.231000 0.015223 0.000009 22.812035 0.000001 0.518380E-06
29 0.364100 0.016055 0.000019 24.640212 0.000002 0.110158E-05
29 0.510510 0.020067 0.000037 28.119306 0.000002 0.195891E-05
29 0.671561 0.014066 0.000148 33.934543 0.000001 0.841110E-06
47 0.848717 0.017372 0.000297 57.780514 0.000002 0.170538E-05
187 0.983100 0.004690 0.009489 149.095178 -0.000001 0.764084E-06
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Figure 7.27: Mesh points of solution of Sandstede’s equations obtained using time + sub-
space, with tol = 10−4 and β = 0.9.
Tol = 10−6
Mesh β ε− ε+ T λ error in λ
57 0.000000 0.001467 0.000005 22.961385 0.000000 0.270456E-09
57 0.110000 0.001483 0.000009 23.136166 0.000000 0.747934E-09
57 0.231000 0.001500 0.000019 23.792370 0.000000 0.184113E-08
57 0.364100 0.001517 0.000037 25.255479 0.000000 0.397054E-08
57 0.510510 0.001537 0.000074 28.271627 0.000000 0.733791E-08
57 0.671561 0.001599 0.000148 35.160837 0.000000 0.124389E-07
52 0.848717 0.001602 0.000297 58.961419 0.000000 0.189193E-07
75 0.951000 0.001639 0.001186 117.958777 0.000000 0.216200E-07
7.4.3 Arclength + Subspace
As we expected, using an arclength based method works much better on this type of prob-
lem. The arclength + subspace method is able to continue all the way to β = 1 for a
tolerance of 10−4, and is able to get very close to this value for smaller tolerances as well.
The mesh distribution graphs show some clustering of the mesh points towards s = 1,
but this is not due to any roughness of the solution at this point. The mesh distribution
graphs for the full arclength method do not show any clustering at all.
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Figure 7.28: Mesh points of solution of Sandstede’s equation obtained using arclength +
subspace, with tol = 10−4 and β = 0.9.
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
21 0.000000 0.013847 0.013847 2.687639 0.000000 0.182280E-25
21 0.110000 0.014175 0.013467 2.687906 0.000000 0.516244E-07
21 0.231000 0.014491 0.012968 2.687962 0.000001 0.175573E-06
21 0.364100 0.014803 0.012308 2.688153 0.000002 0.116709E-05
22 0.510510 0.015088 0.011548 2.688517 0.000002 0.150146E-05
23 0.671561 0.015360 0.010402 2.689016 0.000002 0.188561E-05
26 0.848717 0.015617 0.018943 2.689932 0.000003 0.200453E-05
29 0.924359 0.015715 0.013693 2.681137 0.000003 0.208892E-05
37 0.962179 0.015794 0.014283 2.700919 0.000001 0.518698E-06
63 1.000000 0.015794 0.014283 2.685642 0.000003 0.215232E-05
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Tol = 10−6
Mesh β ε− ε+ L λ error in λ
21 0.000000 0.001376 0.001376 2.712837 0.000000 0.108161E-29
21 0.110000 0.001411 0.001335 2.712840 0.000000 0.492831E-08
22 0.231000 0.001445 0.001285 2.712846 0.000000 0.619357E-08
22 0.364100 0.001477 0.001229 2.712862 0.000000 0.384744E-08
21 0.510510 0.001508 0.001151 2.712886 0.000000 0.729140E-08
24 0.671561 0.001537 0.001026 2.712934 0.000000 0.119563E-07
35 0.848717 0.001565 0.001756 2.713030 0.000000 0.169779E-07
35 0.924359 0.001575 0.001377 2.712272 0.000000 0.197685E-07
95 0.992310 0.001584 0.001373 2.712635 0.000000 0.214162E-07
238 0.999712 0.001585 0.001373 2.714113 0.000000 0.538502E-08
Tol = 10−8
Mesh β ε− ε+ L λ error in λ
23 0.000000 0.000137 0.000137 2.715317 0.000000 0.106034E-30
31 0.110000 0.000141 0.000133 2.715317 0.000000 0.149833E-11
34 0.231000 0.000144 0.000129 2.715317 0.000000 0.469496E-11
35 0.364100 0.000148 0.000123 2.715319 0.000000 0.135194E-10
37 0.510510 0.000151 0.000117 2.715322 0.000000 0.298285E-10
37 0.591036 0.000152 0.000110 2.715324 0.000000 0.561994E-10
41 0.635325 0.000153 0.000107 2.715329 0.000000 0.665084E-10
43 0.737632 0.000155 0.000091 2.715327 0.000000 0.101589E-09
54 0.861424 0.000157 0.000133 2.715351 0.000000 0.152881E-09
90 0.974782 0.000158 0.000137 2.715325 0.000000 0.204527E-09
135 0.992051 0.000158 0.000121 2.715296 0.000000 0.212209E-09
234 0.998374 0.000159 0.000138 2.715440 0.000000 0.536614E-10
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7.4.4 Full Arclength
As one would expect purely based on the shape of the solution, by far the best method for
this test problem is the full arclength method. For all three tolerances it is able to continue
as far as β = 1, and it does so in very few continuation steps. The mesh distribution is
almost perfectly even, and shows no clustering due to roughness at all.
Tol = 10−4
Mesh β L λ error in λ
41 0.000000 2.715627 0.000000 0.368136E-27
41 0.110000 2.715592 0.000000 0.284392E-09
41 0.231000 2.715592 0.000000 0.570194E-09
41 0.364100 2.715592 0.000000 0.828574E-09
41 0.510510 2.715592 0.000000 0.108555E-08
41 0.671561 2.715592 0.000000 0.146409E-08
41 0.848717 2.715592 0.000000 0.207888E-08
41 1.000000 2.715637 0.000000 0.332552E-08
Tol = 10−6
Mesh β L λ error in λ
41 0.000000 2.715592 0.000000 0.100750E-29
41 0.110000 2.715592 0.000000 0.295455E-09
41 0.231000 2.715592 0.000000 0.587473E-09
41 0.364100 2.715592 0.000000 0.151326E-09
41 0.510510 2.715592 0.000000 0.214156E-09
41 0.671561 2.715592 0.000000 0.255189E-09
58 0.848717 2.715592 0.000000 0.154845E-09
58 0.924359 2.715592 0.000000 0.105579E-09
58 0.962179 2.715592 0.000000 0.844229E-10
60 1.000000 2.715592 0.000000 0.682656E-10
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Figure 7.29: Mesh points of solution of Sandstede’s Model obtained using full arclength,
with tol = 10−4 and β = 0.9.
Tol = 10−8
Mesh β L λ error in λ
41 0.000000 2.715592 0.000000 0.818873E-32
41 0.110000 2.715592 0.000000 0.252786E-10
41 0.231000 2.715592 0.000000 0.741317E-10
41 0.364100 2.715592 0.000000 0.178665E-09
43 0.510510 2.715592 0.000000 0.914305E-11
43 0.671561 2.715592 0.000000 0.153549E-11
47 0.848717 2.715592 0.000000 0.939190E-11
47 0.924359 2.715592 0.000000 0.290519E-10
7.4.5 Partial Arclength with Schwarz Alternating Map
Both partial arclength methods struggle to continue past β = 0.9 for all three tolerances.
As this homoclinic orbit does not exhibit any roughness towards either of the end points,
it is unnecessary to perform the partial arclength change of independent variable, so one
would always be better off using the full arclength method for this type of problem.
The distribution of the mesh towards σ = 0 is very clustered near to σ = 0 with a large
jump seen as we get to σ = σ−. The number of mesh points used increases dramatically as
β increases, a feature we did not see when using the full arclength method.
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Figure 7.30: Mesh points of solution of Sandstede’s equation obtained using partial
arclength with Schwarz alternating map, with tol = 10−4 and β = 0.9.
Tol = 10−4
Mesh β L λ error in λ
58 0.000000 2.715512 0.000006 0.565373E-05
58 0.110000 2.715545 -0.000004 0.430659E-05
118 0.231000 2.715607 0.000000 0.333325E-06
118 0.364100 2.715602 0.000000 0.989001E-07
145 0.510510 2.715602 -0.000001 0.562749E-06
145 0.671561 2.715597 0.000000 0.139973E-06
266 0.848717 2.715603 0.000000 0.571951E-07
1005 0.924359 2.715605 0.000000 0.715196E-07
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Tol = 10−6
Mesh β L λ error in λ
98 0.000000 2.715601 0.000000 0.511282E-19
112 0.110000 2.715603 0.000000 0.361295E-14
112 0.231000 2.715602 0.000000 0.716998E-08
139 0.364100 2.715602 0.000000 0.362265E-10
248 0.510510 2.715602 0.000000 0.285590E-07
248 0.671561 2.715601 0.000000 0.138083E-08
257 0.848717 2.715602 0.000000 0.178302E-08
292 0.924359 2.715602 0.000000 0.195346E-08
Tol = 10−8
Mesh β L λ error in λ
112 0.000000 2.715602 0.000000 0.464162E-14
126 0.110000 2.715602 0.000000 0.133778E-11
126 0.231000 2.715602 0.000000 0.308493E-11
153 0.364100 2.715602 0.000000 0.502293E-11
754 0.510510 2.715602 0.000000 0.978754E-11
754 0.671561 2.715602 0.000000 0.169923E-10
774 0.848717 2.715602 0.000000 0.304608E-10
7.4.6 Partial Arclength as a Multi-point BVP
When solving the partial arclength equations as a multipoint boundary value problem we
are still unable to continue past β = 0.9, but the number of mesh points used no longer
increases so dramatically as when using the Schwarz alternating map. The distribution of
the mesh points also no longer involves such a large gap around σ = σ−.
Again we point out that for this type of problem one would always prefer to use the full
arclength method, so the performance of the partial arclength methods is less important on
this type of problem.
176
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
Y
1
(x
)
x
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0 0.2 0.4 0.6 0.8 1
Y
2
(x
)
x
Figure 7.31: Mesh points of solution of Sandstede’s equation obtained using partial
arclength solved as a multi-point BVP, with tol = 10−4 and β = 0.9.
Tol = 10−4
Mesh β L λ
37 0.000000 2.172481 0.000000
37 0.110000 2.172481 0.000000
37 0.231000 2.172481 0.000000
37 0.364100 2.172481 0.000000
37 0.510510 2.172480 0.000000
37 0.671561 2.172475 -0.000001
40 0.848717 2.172481 0.000000
31 0.900000 2.172478 0.000000
Tol = 10−6
Mesh β L λ
19 0.000000 2.172481 0.000000
19 0.110000 2.172481 0.000000
19 0.231000 2.172481 0.000000
19 0.364100 2.172481 0.000000
20 0.510510 2.172481 0.000000
20 0.671561 2.172481 0.000000
63 0.848717 2.172481 0.000000
82 0.900000 2.172481 0.000000
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Tol = 10−8
Mesh β L λ
29 0.000000 2.172481 0.000000
29 0.110000 2.172481 0.000000
29 0.231000 2.172481 0.000000
29 0.364100 2.172481 0.000000
32 0.510510 2.172481 0.000000
47 0.671561 2.172481 0.000000
80 0.848717 2.172481 0.000000
112 0.900000 2.172481 0.000000
7.4.7 Time + Manifold
As with all the other time-based methods here, the time + manifold method does not per-
form as well as its arclength-based counterpart. It is not able to continue as far as β = 1,
and its performance gets worse as the tolerance gets smaller. However, it does still outper-
form the other time-based methods on test here.
The mesh distribution graphs suggest that perhaps ε+ is being taken too small, as a
large proportion of the solution is very close to the stationary point.
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Figure 7.32: Mesh points of solution of Sandstede’s equation obtained using time + mani-
fold, with tol = 10−4 and β = 0.9.
Tol = 10−4
Mesh β ε− ε+ T λ error in λ
57 0.000000 0.002558 0.000001 23.101373 0.000000 0.109069E-08
57 0.110000 0.002596 0.000001 24.162633 0.000000 0.710298E-07
57 0.231000 0.002595 0.000001 26.022898 0.000000 0.215600E-08
57 0.364100 0.002593 0.000001 29.192781 0.000000 0.626145E-08
57 0.510510 0.002588 0.000001 34.973904 0.000000 0.196783E-07
57 0.671561 0.002578 0.000001 47.489303 0.000000 0.394128E-07
30 0.848717 0.002554 0.000001 90.788740 0.000000 0.179029E-07
46 0.919359 0.002579 0.000001 157.236404 0.000000 0.734280E-07
103 0.954679 0.002588 0.000001 262.376553 0.000000 0.327492E-10
103 0.976755 0.002603 0.000001 476.803075 0.000000 0.122697E-08
316 0.996346 0.002603 0.000001 2492.200216 0.000000 0.217347E-07
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Tol = 10−6
Mesh β ε− ε+ T λ error in λ
57 0.000000 0.002558 0.000001 23.101373 0.000000 0.200099E-10
57 0.110000 0.002596 0.000001 24.162632 0.000000 0.665983E-09
57 0.231000 0.002595 0.000001 26.022897 0.000000 0.866643E-10
57 0.364100 0.002593 0.000001 29.192781 0.000000 0.289942E-09
57 0.510510 0.002588 0.000001 34.973903 0.000000 0.978831E-09
40 0.671561 0.002578 0.000001 47.489307 0.000000 0.280343E-10
61 0.848717 0.002590 0.000001 90.688560 0.000000 0.238047E-09
61 0.886288 0.002593 0.000001 116.186898 0.000000 0.271561E-09
61 0.912634 0.002577 0.000001 146.512679 0.000000 0.122217E-09
Tol = 10−8
Mesh β ε− ε+ T λ error in λ
357 0.000000 0.002558 0.000001 23.101373 0.000000 0.582132E-14
357 0.110000 0.002609 0.000001 24.152644 0.000000 0.400808E-13
357 0.231000 0.002609 0.000001 26.011524 0.000000 0.210510E-12
357 0.364100 0.002609 0.000001 29.178364 0.000000 0.735288E-12
357 0.510510 0.002609 0.000001 34.952451 0.000000 0.235537E-11
357 0.671561 0.002609 0.000001 47.446967 0.000000 0.555270E-11
357 0.848717 0.002606 0.000001 90.645217 0.000000 0.103748E-10
357 0.867502 0.002595 0.000001 101.693734 0.000000 0.112013E-10
111 0.877834 0.002592 0.000001 109.144630 0.000000 0.105854E-10
7.4.8 Arclength + Manifold
As with the full arclength and arclength + subspace methods, the arclength + manifold
method does very well on this problem – it is able to compute a solution at β = 1 for
a tolerance of 10−4. The performance of this algorithm does degrade as the tolerance is
decreased, but it still does better than most other methods even on the smaller tolerances.
As with the arclength + subspace method, this method shows some clustering of mesh
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Figure 7.33: Mesh points of solution of Sandstede’s equation obtained using arclength +
manifold, with tol = 10−4 and β = 0.9.
points towards s = 1, but this is not due to any roughness of the solution.
Tol = 10−4
Mesh β ε− ε+ L λ error in λ
21 0.000000 0.016964 0.016964 2.681663 0.000000 0.183628E-15
21 0.110000 0.017181 0.017181 2.681229 0.000000 0.877535E-08
21 0.231000 0.017179 0.017179 2.681235 0.000000 0.186483E-07
21 0.364100 0.017179 0.017179 2.681235 0.000000 0.314663E-07
21 0.510510 0.017179 0.017179 2.681237 0.000000 0.494197E-07
24 0.671561 0.017179 0.017179 2.681235 0.000000 0.687634E-07
25 0.848717 0.017179 0.017179 2.681237 0.000000 0.118773E-06
28 0.924359 0.008589 0.008589 2.698444 0.000000 0.156891E-06
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Tol = 10−6
Mesh β ε− ε+ L λ error in λ
21 0.000000 0.003393 0.003393 2.708806 0.000000 0.898925E-18
21 0.110000 0.003471 0.003471 2.708650 0.000000 0.512460E-09
19 0.231000 0.003471 0.003471 2.708650 0.000000 0.396333E-08
16 0.364100 0.003471 0.003471 2.708650 0.000000 0.388151E-08
17 0.510510 0.003471 0.003471 2.708650 0.000000 0.296712E-08
25 0.671561 0.003471 0.003471 2.708650 0.000000 0.790462E-09
29 0.848717 0.003471 0.003471 2.708650 0.000000 0.411153E-09
40 0.962179 0.003471 0.003471 2.708650 0.000000 0.111631E-08
44 0.981090 0.003471 0.003471 2.708650 0.000000 0.269226E-09
53 0.995272 0.003471 0.003471 2.708650 0.000000 0.629933E-09
Tol = 10−8
Mesh β ε− ε+ L λ error in λ
23 0.000000 0.003393 0.003393 2.708806 0.000000 0.123527E-19
25 0.110000 0.003471 0.003471 2.708650 0.000000 0.127933E-11
25 0.231000 0.003471 0.003471 2.708650 0.000000 0.288595E-11
24 0.364100 0.003471 0.003471 2.708650 0.000000 0.164672E-11
25 0.510510 0.003471 0.003471 2.708650 0.000000 0.473134E-11
28 0.671561 0.003471 0.003471 2.708650 0.000000 0.132131E-11
39 0.848717 0.003471 0.003471 2.708650 0.000000 0.452906E-10
46 0.924359 0.003471 0.003471 2.708650 0.000000 0.423810E-10
53 0.962179 0.003471 0.003471 2.708650 0.000000 0.537180E-10
7.5 Test Problem 5: A heteroclinic orbit in Nagumo’ s Equation
The function defining the ODE is:
F(Y(x), λ) =
(
Y2
λY2−Y21−βY21+Y31+βY1
)
.
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It has a heteroclinic orbit connecting the stationary points at (0, 0) and (1, 0).
This test problem is the only heteroclinic test problem we have in this thesis. It is also
the only test problem with an analytic solution. The heteroclinic orbit has the solution:
Y1(x) =
exp( x√
2
)
1 + exp( x√
2
)
and Y2(x) = Y′1(x) =
exp( x√
2
)
√
2
(
1 + exp( x√
2
)
)2 ,
with λ given by
λ = −√2(β − 0.5).
This branch of heteroclinic orbits exists for β ∈ [0.5, 1). The Jacobian at the stationary
point at (1, 0) has eigenvalues − 1√
2
and
√
2(1− β), and thus the second eigenvalues tends
to zero as β → 1.
This is a very easy problem to solve for all the methods presented here, and its original
inclusion was just to verify that each of the methods also worked for heteroclinic orbits.
However, since we have an analytic solution for this problem, it makes it ideal for testing
how well each of our methods does at computing solutions for a very small tolerance.
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Figure 7.34: Homoclinics in Nagumo’s Equation for various values of β
183
To test the methods on this problemwill will try to compute solutions starting at β = 0.5
and continuing to β = 0.9999999 for tolerances going between 10−6 and 10−24. Some of
the methods were unable to get as far as β = 0.9999999, so they instead only continued as
far as they could.
The table below shows how small a tolerance each method was able to work with; the
largest value of β it was able to compute at that tolerance; the number of mesh points used
to get that solution; and the actual error in λ in that solution.
Method Minimum tol Error Largest β mesh points
Original Time 10−14 0.379819E-14 0.9999999 139
Time + Subspace 10−10 0.561605E-13 0.637500 181
Arclength + Subspace 10−20 0.154141E-19 0.9999999 171
Full Arclength 10−24 0.741502E-29 0.9999999 311
Partial Arclength Schwarz 10−16 0.140429E-17 0.945368 1139
Partial Arclength MPBVP 10−14 0.3664E-20 0.864100 228
Time + Manifold 10−20 0.149206E-11 0.9999999 641
Arclength + Manifold 10−22 0.912784E-10 0.9999999 579
On this type of problem one will always expect the arclength based methods to outper-
form the time-based methods. By far the best performance comes from the full arclength
method, with the arclength + subspace not far behind. The worst performance comes from
time + subspace, as with nearly every other test problem. The two partial arclength meth-
ods do not fare that well in this test, both getting similar results to those of original time.
The two manifold methods are able to get solutions for very small tolerances, but the actual
error in these solutions is much larger than the tolerance. This is probably caused by the
lack of error control in our manifold approximation code. So although these methods are
very good at getting a solution, they may need some more work before they can deliver
solutions as accurate as those from the full arclength method.
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Figure 7.35: Mesh points of solution of Nagumo’s equation obtained using original time,
with tol = 10−6 and β = 0.9.
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Figure 7.36: Mesh points of solution of Nagumo’s equations obtained using time + sub-
space, with tol = 10−6 and β = 0.9.
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Figure 7.37: Mesh points of solution of Nagumo’s equation obtained using arclength +
subspace, with tol = 10−6 and β = 0.9.
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Figure 7.38: Mesh points of solution of Nagumo’s equation obtained using full arclength,
with tol = 10−4 and β = 0.9.
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Figure 7.39: Mesh points of solution of Nagumo’s equation obtained using partial arclength
with Schwarz alternating map, with tol = 10−4 and β = 0.9.
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Figure 7.40: Mesh points of solution of Nagumo’s equation obtained using partial arclength
solved as a multi-point BVP, with tol = 10−4 and β = 0.9.
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Figure 7.41: Mesh points of solution of Nagumo’s equation obtained using time +manifold,
with tol = 10−4 and β = 0.9.
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Figure 7.42: Mesh points of solution of Nagumo’s equation obtained using arclength +
manifold, with tol = 10−10 and β = 0.9.
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Chapter 8
Conclusions
In the previous chapter we gave numerical results on a range of problems for each of the
methods described in this thesis. We saw that for problems without ˇSilnikov behaviour the
full arclength method works incredibly well, and would be our recommended method for
problems of this class.
For problems that do exhibit ˇSilnikov behaviour we also presented the partial arclength
methods. The partial arclength methods outperformed every other method by a long way
on Chua’s equation, but were unable to perform quite as well on Freire’s equations. Future
work should focus on how best to choose ε automatically to try to improve performance
for all ˇSilnikov type problems. If this could be achieved then a hybrid method that uses full
arclength whenever there is no ˇSilnikov behaviour, and only switching to partial arclength
when there is, would perform very well across all our test problems.
Our implementation of the martial arclength method used a change of variable that
would not introduce any roughness when dealing with ˇSilnikov behaviour at both ends of
the interval even when ˇSilnikov behaviour only appeared at one end of the interval. We did
this to see how suitable the method was for all problems, even those without ˇSilnikov beha-
viour. If such a method were to be used as part of an automatic continuation and bifurcation
detection package then it would be preferable to only use the partial arclength change of
variable at the appropriate end of the interval, and continue to use the full arclength method
at the other end. For the sake of complete ness we will now give explicitly what these
equations would be.
If we assume, without loss of generality, that ˇSilnikov behaviour only appears on the
stable manifold, then the system we have to solve is:
y′(σ) =
L˜
F(y(σ),p)
‖F(y(σ),p)‖2 if 0 < σ < 1− σ+
1
μ+(1−σ) F(y(σ),p) if 1− σ+ < σ < 1
, (8.0.1)
with the derivative at σ = 0 defined the same way as it was in 5.1.1. The boundary condi-
tions now become
yI1(0) = Y
∗(p) (8.0.2a)
BuJT (p)
(
yI1(σ+)−Y∗(p)
)
= 0, (8.0.2b)
for the first iteration, and for subsequent iterations will be
yI1(0) = Y
∗(p) (8.0.2c)
(8.0.2d)
BuJT (p)
(
yI1(σ+)− yI2(σ+)
)
= 0. (8.0.2e)
The final condition will fix the distance the boundary between partitions is from the sta-
tionary point
‖yI1(σ+)−Y∗(p)‖+ = ε+. (8.0.3)
In the choice between whether to use a Schwarz alternating map or to solve as a multi-
point BVP for the partial arclength method, it seems that solving as a multipoint BVP is
better most of the time, especially for tolerances smaller than 10−4. Further improvements
could be made if one could use a BVP solver that solves multi-point BVPs without increas-
ing the number of dimensions of the system. In theory this should be possible, but the only
solvers we have been able to find that solve multi-point BVPs in this way use Gauss points,
and we require Lobatto points in order for our collocation conditions at the stationary point
to work. If both the problems involving the choice of constants and an appropriate BVP
solver that can solve multi-point boundary values problems efficiently can be either found
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or written, then the partial arclength method could be the most efficient method presented
in this thesis.
The time + subspace method performs worse than the original time method on nearly
every test problem. This could be due, in part, to that simple adaptation of Beyn’s algorithm
we used with the time + subspace method. But it is also likely that solving for T makes
the problem much harder to solve for numerical BVP solvers for the reasons discussed in
chapter 4.
The arclength + subspace method works well on non- ˇSilnikov type problems, and is
able to get some solutions on ˇSilnikov type problems. However, it does not perform as
well as the full arclength method when we do not have ˇSilnikov type behaviour, and it does
not perform as well as either partial-arclength or original time when we do. Overall, there
is a lot to recommend this method for many problems, but further work should probably
concentrate on the partial arclength and the manifold methods as these are already showing
better performance and have much more potential.
The manifold methods both work very well on all the test problems presented here. The
code for computing a point on the manifold using Laguerre approximation seems to work
very well, although it could be improved further with error control (which would probably
lead to better results for Freire’s equation). Using arclength as the independent variable
would be our recommendation whenever all the eigenvalues are real, but often using time
can give better performance when they are not. If ε± is kept large enough then arclength
parameterisation would probably be best for all types of problems, as solving for L seems
to cause the BVP solver fewer problems than solving for T .
There are two major problems facing the manifolds methods, and these should be the
focus of future work. The first is finding an algorithm for choosing efficient values of ε±
automatically. Having to experiment to find these manually is possibly the biggest barrier
to having them used on real problems.
The second problem is probably more easily fixed, as it involves the Schwarz alternating
map we use. For the first iteration of the manifold methods we use subspace boundary
conditions. This is often the step that fails to converge. If a specialised solver were written
that could solve this formulation of the problem as a multipoint BVP with different types
of numerical solvers being used on the different partitions, then this would eliminate this
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problem. Of course writing a program that uses different finite difference schemes on
different sections of the interval has been done many times before and should not be too
difficult. The problem we face here is that we are trying to combine a finite difference BVP
solver with a spectral method, and this may take considerably more work.
Another possibility to solve this second problem could be to derive a collocation scheme
to replace the spectral method, and then we could use different collocation schemes on
each of the three intervals, which should be much easier than making a finite difference
scheme work together with a spectral method. The possibility of using different schemes
on different parts of the interval may also be a possible solution to the problems faced
by the full arclength method when dealing with ˇSilnikov behaviour. If a finite difference
scheme or collocation method could be found that could deal efficiently with the rough
solutions caused by the change of variable, then this method could be as efficient with
ˇSilnikov type problems as it has been with all other problems. Since the solution near a
saddle-focus looks something like sin( 1
x
) it should be possible to find an appropriate set of
approximating functions to deal with this type of solution.
Until further work has been completed on improving either the partial arclength method
or the manifold methods it would be our recommendation to use the original time method
for most problems exhibiting ˇSilnikov behaviour, as these other methods still require a
certain amount manual adjustment to work well. When using Beyn’s algorithm the original
time method works quite well and completely automatically. However, if one is trying
to solve a sufficiently difficult problem and is willing to put in some extra manual effort,
then, as was shown in the previous chapter, the partial arclength and manifold methods can
produce much better results on every problem tested. It should also be noted that when
dealing with a problem that does not exhibit ˇSilnikov behaviour the full arclength method
is faster, more reliable, more accurate, and easier to use and implement than any other
method presented.
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Appendix A
Notation used in this thesis.
Y : R→ RN The dependent variable of the ODE.
x ∈ [a, b] The independent variable of the ODE.
p ∈ RNp The parameters of the ODE.
F : RN ×RNp → RN The function defining the derivative ifY, i.e. the right
hand side of the ODE.
g : RN ×RN → RNbc The function defining the boundary conditions of the
ODE.
FD : RN ×RN ×R→ RN A one-step finite difference scheme.
tol The error tolerance for the numerical solution of the
ODE.
Y∗(p) Stationary point of a systems of ODEs.
DF(Y) Jacobian at pointY.
Ms andMu The stable and unstable manifold of the stationary
pointY∗(p).
Es and Eu The stable and unstable subspace ofY∗(p).
J The Jacobian atY∗(p).
BsJ(p) and BuJ (p) A smoothly changing (with respect to p) basis of the
stable and unstable subspaces of J.
BsJT (p) and B
u
JT (p) A smoothly changing (with respect to p) basis of the
stable and unstable subspaces of JT .
YIG : R→ RN An initial guess for Y supplied by either the user or the
continuation framework.
[T−, T+] ⊂ R The truncated interval over which the ODE is solved for the
original time algorithm.
T ∈ R The unknown parameter defining the truncation interval for
both the time + subspace and time + manifold algorithms.
ε± The constants defining the distance of the end-points of our
solution from the stationary point for the time + subspace,
arclength + subspace, time + manifold, arclength + man-
ifold, and for the central partition of the partial arclength
methods.
‖ ∙ ‖± : RN → R≥0 Norms defined to make sure that ‖Y(x)‖± = ε± has a
unique solution.
L˜ ∈ R The unknown parameter defining the partial arclength for
the arclength + subspace, arclength + manifold and partial
arclength algorithms.
L ∈ R The unknown parameter defining the full arclength for the
full arclength algorithm.
s ∈ R or σ ∈ R The independent variable when transformed into arclength
(s for arclength + subspace and arclength + manifold, and
σ for full arclength and partial arclength).
y : R→ RN The dependent variable for full and partial arclength.
μ± ∈ R Constants used by the partial arclength method, defined
such that 0 < μ− < α1 and 0 > μ+ > γ1 where α1 is
the real part of the eigenvalue with smallest positive real
part and γ1 is the real part of the eigenvalue with largest
negative real part of J(p).
σ± ∈ R Constants used by the partial arclength algorithm defined
such that ε± = ‖y(σ±)‖±.
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u{u,c,s} : R→ RN The dependant variables for the three partitions of the
time + manifold algorithm.
G : RN → RN The non-linear part of F.
P s and P u Projections, respectively, to the stable and unstable
subspaces taken from the Schur decomposition of the
Jacobian.
A+ ∈ RNu×Nu and
A− ∈ RNs×Ns
Matrices, computed using the Schur decomposition,
which denote the restrictions of J(p) to Eu and Es, re-
spectively, with respect to BsJ(p) and BuJ (p).
γ ∈ R A constant used when computing a point on the mani-
fold for the time + manifold and arclength + manifold
methods. How it is chosen is defined in 6.3.2.
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Appendix B
The 35 Test Problems.
We now present the set of test problems used to verify the accuracy of the finite difference
schemes presented in this thesis. Problems 1-32, are taken from [15, 36] where Wright
proposes a set of 32 singular perturbation problems suitable for testing two point boundary
value problem solvers. Roughly half of the problems are linear, the rest are non-linear.
Where analytic solutions are known for the problems, they are presented. All the problems
are of the form:

dy
dx
= f(x, y), a ≤ x ≤ b, g(y(a), y(b)) = 0. (B.0.1)
Reducing  increases the stiffness of the problems making them harder to solve. When per-
forming numerical experiments on the schemes introduced in this thesis, varying  provides
a convenient mechanism with which to test their accuracy. For high order schemes the
rounding error of the computer’s floating point unit becomes significant compared to the
global truncation error of the solution to the BVP. Increasing the stiffness of the problem in-
creases the global truncation error of the solution allowing us to remain within the confines
of floating point accuracy, thus ensuring valid results.
Three more problems 33 − 35 were subsequently added to Cash and Wright’s test set
by Cash and Mazzia [11].
Test Problem 01: y′′ − y = 0, y(0) = 1, y(1) = 0.
Analytic solution: y(x) = (exp(−x/√)− exp((x− 2)/√))/(1− exp(−2/√)).
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
epsilon=1.0000000000000
epsilon=0.10000000000000
epsilon=0.10000000000000E-01
epsilon=0.10000000000000E-02
y(x) versus x.
Test Problem 02: y′′ − y′ = 0, y(0) = 1, y(1) = 0.
Analytic solution: y(x) = (1− exp((x− 1)/))/(1− exp(−1/)).
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
epsilon=1.0000000000000
epsilon=0.21544346900319
epsilon=0.46415888336128E-01
epsilon=0.10000000000000E-01
y(x) versus x.
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Test Problem 03: y′′+(2+cos(πx))y′−y = −(1+π2) cos(πx)−(2+cos(πx))π sin(πx),
Analytic solution: y(x) = cos(πx) y(−1) = y(1) = −1.
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
epsilon=1.0000000000000
epsilon=0.36840314986404
epsilon=0.13572088082975
epsilon=0.50000000000000E-01
y(x) versus x.
Test Problem 04: y′′ + y′ − (1 + )y = 0,
y(−1) = 1 + exp(−2), y(1) = 1 + exp(−2(1 + )/),
Analytic solution: y(x) = exp(x− 1) + exp(−(1 + )(1 + x)/).
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 0.7
 0.8
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epsilon=0.25000000000000E-01
y(x) versus x.
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Test Problem 05: y′′−xy′−y = −(1+π2) cos(πx)+πx sin(πx), y(−1) = y(1) = −1.
Analytic solution: y(x) = cos(πx).
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-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
epsilon=1.0000000000000
epsilon=0.21544346900319
epsilon=0.46415888336128E-01
epsilon=0.10000000000000E-01
y(x) versus x.
Test Problem 06: y′′ + xy′ = −π2 cos(πx)− πx sin(πx), y(−1) = −2, y(1) = 0.
Analytic solution: y(x) = cos(πx) + erf(x/
√
2)/erf(1/
√
2).
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y(x) versus x.
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Test Problem 07: y′′ + xy′ − y = −(1 + π2) cos(πx)− πx sin(πx), y(−1) = −1,
Analytic solution: y(x) = cos(πx) + x+ xerf(x/
√
2)+
√
2/π exp(−x2/2)
erf(1/
√
2)+
√
2/π exp(−1/2) , y(1) = 1.
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epsilon=1.0000000000000
epsilon=0.21544346900319
epsilon=0.46415888336128E-01
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y′(x) versus x.
Test Problem 08: y′′ + y′ = 0, y(0) = 1, y(1) = 2,
Analytic solution: y(x) = (2− exp(−1/)− exp(−x/))/(1− exp(−1/)).
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y(x) versus x.
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Test Problem 09: (+ x2)y′′ + 4xy′ + 2y = 0, y(−1) = y(1) = 1/(1 + ),
Analytic solution: y(x) = 1/(+ x2).
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y(x) versus x.
Test Problem 10: y′′ + xy′ = 0, y(−1) = 0, y(1) = 2,
Analytic solution: y(x) = 1 + erf(x/
√
2)/erf(1/
√
2),
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y(x) versus x.
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Test Problem 11: y′′ − y = −(π2 + 1) cos(πx), y(−1) = y(1) = −1,
Analytic solution: y(x) = cos(πx),
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y(x) versus x.
Test Problem 12: y′′ − y = −(π2 + 1) cos(πx), y(−1) = −1, y(1) = 0,
Analytic solution: y(x) = cos(πx) + exp((x+1)/
√
)−exp((−x−1)/√)
exp(2/
√
)−exp(−2/√) ,
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Test Problem 13: y′′ − y = −(π2 + 1) cos(πx), y(−1) = 0, y(1) = −1.
Analytic solution: y(x) = cos(πx) + exp(−(x+ 1)/√).
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y(x) versus x.
Test Problem 14: y′′ − y = −(π2 + 1) cos(πx), y(−1) = y(1) = 0,
Analytic solution: y(x) = cos(πx) + exp((x− 1)/√) + exp(−(x+ 1)/√).
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Test Problem 15: y′′ − xy = 0, y(−1) = y(1) = 1.
General solution: y(x) = AAi(x−1/3) + BBi(x−1/3).
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y(x) versus x.
Test Problem 16: 2y′′ + π2y/4 = 0, y(0) = 0, y(1) = sin(π/2),
Analytic solution: y(x) = sin(πx/2) (when 1/ is odd).
-1
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1
epsilon=1.0000000000000
epsilon=0.37444361936093
epsilon=0.14020802408011
epsilon=0.52500000000000E-01
y(x) versus x.
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Test Problem 17: y′′ = −3y/(+ x2)2, y(0.1) = −y(−0.1) = 0.1/√+ 0.01,
Analytic solution: y(x) = x/
√
+ x2.
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Test Problem 18: y′′ = −y′ y(0) = 1, y(1) = exp(−1/),
Analytic solution: y(x) = exp(−x/).
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y(x) versus x.
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Test Problem 19: y′′ + exp(y)y′ − π
2
sin(πx/2) exp(2y) = 0, y(0) = y(1) = 0.
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Test Problem 20: y′′ + (y′)2 = 1, y(0) = 1 +  ln cosh(−0.745/),
Analytic solution: y(x) = 1 +  ln cosh((x− 0.745)/), y(1) = 1 +  ln cosh(0.255/).
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Test Problem 21: y′′ = y + y2 − exp(−2x/√), y(0) = 1, y(1) = exp(−1/√).
Analytic solution: y(x) = exp(−x/√).
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Test Problem 22: y′′ + y′ + y2 = 0, y(0) = 0, y(1) = 1
2
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Test Problem 23: y′′ =  sinh(y), y(0) = 0, y(1) = 1.
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y(x) versus x.
Test Problem 24: A(x)yy′′ − (1+γ
2
− A′(x)) yy′ + y′
y
+ A
′(x)
A(x)
(
1− (γ−1
2
)
y2
)
= 0,
A(x) = 1 + x2, γ = 1.4, y(0) = 0.9129, y(1) = 0.375.
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Test Problem 25: y′′ + yy′ − y = 0, y(0) = −1
3
, y(1) = 1
3
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Test Problem 26: y′′ + yy′ − y = 0, y(0) = 1, y(1) = −1
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Test Problem 27: y′′ + yy′ − y = 0, y(0) = 1, y(1) = 1
3
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y(x) versus x.
Test Problem 28: y′′ + yy′ − y = 0, y(0) = 1, y(1) = 3
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y(x) versus x.
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Test Problem 29: y′′ + yy′ − y = 0, y(0) = 0, y(1) = 3
2
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y(x) versus x.
Test Problem 30: y′′ + yy′ − y = 0, y(0) = −7
6
, y(1) = 3
2
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y(x) versus x.
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Test Problem 31: y′ = sin θ, θ′ =M, M ′ = −Q, Q′ = (y − 1) cos θ −MT,
T = sec θ + Q tan θ, y(0) = y(1) = 0, M(0) =M(1) = 0.
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M(x) versus x.
Test Problem 32: y′′′′ = (y′y′′ − yy′′′), y(0) = y′(0) = 0, y(1) = 1, y′(1) = 0.
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Test Problem 33: z′′′′ = −zz′′′ − yy′, y′′ = yz′ − zy′,
y(0) = −1, y(1) = 1, z(0) = z′(0) = z(1) = z′(1) = 0.
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z(x) versus x.
Test Problem 34: y′′ = − exp(y), y(0) = y(1) = 0
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Test Problem 35: y′′ = xy′ − y, y(−1) = 1, y(1) = 2.
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Appendix C
Laguerre Polynomials, Quadrature and
Approximation.
This appendix collects together some well-known results that we used in the chapter on
manifold methods. These results are taken from [31].
The famous Laguerre polynomials LN , N = 0, 1, 2, ..., have the following properties:
1. Differential equation
tL′′N(t) + (1− t)L′n(t) +NLN(t) = 0.
2. Orthogonality ∫ ∞
0
e−tLN1(t)LN2(t)dt = δN1,N2 .
3. Recurrence relation
NLN(t) = (2N − 1− t)LN−1(t)− (N − 1)LN−2(t),
L0(t) = 1, L1(t) = 1− t.
(As is standard, the polynomial have been scaled so that LN(0) = 1 .) It then follows
that, if
pN(t) =
N∑
k=0
akLk(t) and p′N(t) =
N−1∑
k=0
bkLk(t),
we have
a0 = pN(0) + b0, ak = bk − bk−1, k = 1, ..., N − 1, aN = −bN−1 (C.0.1a)
or
bk = −
N∑
j=k+1
aj ≡ −pN(0) +
k∑
j=0
aj (C.0.1b)
In addition, the orthogonality property implies
∫ ∞
0
e−t [pN(t)]
2
dt ≡
N∑
k=0
a2k and
∫ ∞
0
e−t [p′N(t)]
2
dt ≡
N−1∑
k=0
b2k (C.0.1c)
C.1 Quadrature rules
In this thesis we are particularly concerned with the Gauss-Laguerre-Radau quadrature rule
∫ ∞
0
e−tf(t)dt ≈
N∑
j=0
wjf(tj), (C.1.1)
where t0 = 0. (This quadrature rule is exact if f is a polynomial of degree 2N or less.)
The classical formulae for these nodes and weights are
t1, .., tN are the roots of L′N+1, (C.1.2a)
and
wj =
1
N + 1
[LN+1(tj)]
−2
, j = 0, ..., N. (C.1.2b)
These quadrature weights decay exponentially; more precisely,
N∑
j=0
wje
βtj ≤ 1
1− β (C.1.3)
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for β ∈ [0, 1). For β = 1 there is very slow growth with N and it is convenient to define
w′j ≡ wjetj . (C.1.4)
C.2 Tridiagonal eigenproblems
These values are usually obtained from the solution of eigenproblems. Thus t0, ..., tN are
the eigenvalues of the (N + 1)× (N + 1) symmetric tridiagonal matrix
TN =

1 −1
−1 3 −2
−2 . . . . . .
.
.
.
.
.
.
.
.
.
.
.
. 2N − 1 −N
−N N

(C.2.1)
and, if SN denotes the corresponding orthogonal matrix of eigenvectors (with row/column
numbering 0, ..., N ),
wj = s
2
0j = (SN)20j , j = 0, ..., N. (C.2.2)
If the eigenvector matrix SN is chosen so that the first element in each column is pos-
itive, then SN also defines the mapping between expansion coefficients and scaled nodal
values for polynomials. Thus, if
pN(t) ≡
N∑
k=0
akLk(t) and cj ≡ √wj pN(tj), j = 0, ..., N,
then
a = SNc and c = STNa. (C.2.3)
Since a practical fast Laguerre transform has not been discovered, these mappings provide
the most convenient transformations.
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Appendix D
Computing a Smooth Basis.
Most of the methods for computing homoclinic orbits given here require a basis to be
computed for the stable and unstable subspaces around the stationary point. Since this
basis has a dependence upon p, they also require these computed bases to change smoothly
with respect to p. There are several methods for achieving this, see [8, 18, 24] for some
examples. The method outlined here is given by Beyn [7], and is the one used in all of
our test codes. Only the computation of the stable basis will be given here, as the same
algorithm works for both the stable and unstable subspaces.
The algorithm starts by computing one of the many possible bases using the Schur
factorisation of the jacobian at the stationary point, J(p),
J(p)Q = RQ (D.0.1)
Now the matrix R will contain all the real eigenvalues of J(p) on the diagonal, and the
complex eigenvalues in 2× 2 blocks on the diagonal. Next the Schur factorisation must be
recalculated so that the P eigenvalues with negative real part appear first on the diagonal
of R.
Now the first P columns ofQwill be Bs(p), an orthonormal basis of the stable subspace
of J(p). This only gives a basis for one value of p (which is not unique), to make sure that
the basis changes smoothly as p changes, the orthogonal Procrustes algorithm [24] is used.
That is, when a basis is required for a different (nearby) value of p, a basis is computed
using the method given above, then is transformed to be as close as possible to the original
basis in a least squares sense (i.e. minimising the Frobenius norm of the difference) using
the algorithm given below.
Using the Schur factorisation as above, we compute orthonormal basesBs(p0) ∈ RN×Ns
and B˜s(p1) ∈ RN×Ns for two nearby points p0 and p1. Then B˜
s
(p1) is ’smoothed’ into
Bs(p1) ∈ RN×Ns by making it as close to Bs(p0) as possible. This is achieved by forming
Cs = B˜
s
(p1)
T Bs(p0) ∈ RNu×Nu (D.0.2)
and the constructing its singular value decomposition
Cs = UsSsVs. (D.0.3)
Our new ’smooth’ basis is then defined by
Bs(p1) = B˜
s
(p1)U
sVs (D.0.4)
The only change to the above algorithm required to find Bu(p) is to reorder the Schur
matrix so that the positive eigenvalues appear first on the diagonal.
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Appendix E
Contents of CD-ROM
A CD-ROM can be found bound with the thesis. As well as an electronic copy of the thesis,
one should find the following on this media:
• 35 Test Problems directory:
This directory contains three further sub-directories: bvp4c, Ne wNRKand TWPBVP.
These directories contain all the code required to run the 35 test problems with each
of the three BVP solvers.
To run the test problems in bvp4c run the command runall35 within Matlab.
To run the test problems with NewNRK compile (we recommend in intel fortran
compiler for this) and run main35.f90 or main35timings.f90. The other fortran files
also need to be compiled in the right order, and there is a supplied Visual Studio
project file to help with this.
There are three versions of TWPBVP supplied: TWPBVP uses MIRK schemes
without conditioning; TWPBVPC uses MIRK schemes with conditioning; TWP-
BVPL uses Lobatto schemes without conditioning; and TWPBVPLC uses Lobatto
schemes with conditioning.
• Homoclinic Orbits directory:
This directory contains two sub-directories: FORTRAN95 andMatlab. These direct-
ories contain all the code required to compute any of the homoclinic orbits shown
in this thesis using any of the methods given in this thesis. The results given in this
thesis were all produced using the fortran code as it is both faster and more reliable,
and the Matlab code will not be able to reproduce the results contained in chapter 7.
Running the Matlab code should be quite simple as each algorithm is contained in a
file of the same name. To choose the problem to run simply enter the problem num-
ber (see table below).
In the FORTRAN directory the are five further subdirectories: lapack, LibHomer,
Ne wNRK, SLICOT and Timing Programs. The first four of these need to have all the
files compiled to run any of the algorithms with any of the test problems. The fifth
directory contains main programs that produced the timing results given in chapter
7. To run each of the different algorithms simply compile the .F90 file of the same
name (a visual studio project file has been included to help with this). The numbering
scheme of the test problems is the same in FORTRAN as in Matlab.
Number Test Problem
1 Lorenz equations
2 Sandstede’s model
3 Nagumo’s equation
4 Chua’s electronic circuit
5 Electronic circuit of Freire et al.
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