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Abstract. An overview of a new methodology, involving the application 
of artifical intelligence techniques to the design and implementation of 
some decision and control systems, is given. 
Introduction 
Semantic control theory deals with large scale control problems when 
formalization of the knowledge about the plant which is the object to 
be controlled and about the methods of control are particularly difficult, 
and, therefore, the classical control theoretic methods are not applicable 
any more. In particular the systems in the domain of this theory have 
the following characteristics: 
- Uniqueness: the control of system must deal with such characteristics 
of a particular plant under consideration which make the usual ab- 
stractions no longer valid. Consequently, there is very limited use of 
the standard, off-shelf, control procedures; 
- Lack, or fuzziness, or multiplicity of goals: consider, for example, 
giving a formal, precise, and complete mathematical description of 
the goal of a major university; 
- Lack of optimality: in view of the previous characteristic, the objec- 
tive function construction may become meaningless. The objective 
becomes subjective. Also, there may not exist a way to evaluate the 
quality of the decision because the number of states is too large. In 
addition to the above, the usually required “stability” feature of the 
decisions vanishes, i.e. the decisions often become very sensitive to 
any fluctuation in data; 
- Time-dependence: the plant, as well as its goals, are time-variant; 
- Fuzziness and incompleteness of the description: this happens because 
some of the characteristics may not be describable in quantitative 
terms, but only qualitatively; 
- Existence of free will and contradictory goals: when humans are part 
of the system, their goals may be different from those of the system. 
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This situation is similar to when several opposing groups of coop- 
erating players are engaged in a game. The subcases of preference 
ordered game playing and of the possibility of reprisal strategies are 
of particular importance. 
Now the classical framework of reference which the designers of control 
systems employ involve the following logical sequence: 
1. Describe the object to be controlled, 
2. Describe the goals of the object, 
3. Construct the measure of performance, corresponding to the goals, 
4. Analyze mathematically the model obtained in step 1, 
5. Apply the results of steps 3 and 4 and design the control system. 
In the classical control theory, steps 1, 2 and 3 are assumed to be 
performed in advance. In contrast, in situations within the domain of 
interest of semantic control theory as described earlier, the first 3 steps 
cannot be assumed as given in advance. The aim of semantic control 
theory is to develop methodologies for the creation of software support 
for dynamic systems which may have a time-varying description; their 
state is described by continuous, discrete, and symbolic (non-numerical) 
variables; they may consist of many subsystems; and their reliability and 
survivability are the key performance issues. The basic approach that 
is proposed here is to replace the classical open/closed loop dichotomy 
of control strategies with paradigms of a different nature, using mainly 
the tools of Artificial Intelligence. 
Semantic Approach To Control And Decisions 
We now give a more formal description of Semantic Control Theory. In 
particular, we show how it is related to the field of Artifical Intelligence. 
First, however, we define a formal model which corresponds to Clas- 
sical Control Theory. 
Definition 1: A Formal Model is a quintuple 
M = (E, R, S, A, P) 
where 
E is a set of Elements, 
S is a set of Syntactic rules, 
A is a set of Axioms, 
P is a set of Pragmatics (Semantics), 
R is a set of Relations. 
The set of syntactic rules provides the means to construct new syntac- 
tically correct sequences of elements. The semantic rules are also called 
deduction rules. The above definition is utilized as a formal basis of 
steps 1, 2 and 4 in the Logical Sequence mentioned on the previous 
page. Control System Theory based on the Formal Model is not con- 
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text or situation dependent, because the sets S, A, P and R are fixed in 
advance. 
Definition 2: A Semantic Model is a tuple 
SM = (M, C) 
where 
M is the formal model 
C = (+E, +R, $s> +A, tip), and ti ,- is a set of rules of change of set i, i 
= E, R, S, A, P. 
There are no restrictions placed on $i, except that S should remain 
consistent after every application of any $i. SM, in fact, describes a 
family of formal models. 
We now define the Semantic State Space, by first giving the definition 
of a classical one: 
Definition 3: Given a formal model M and a system X described in terms 
of M, a classical state Q of X consists of all of the information about its 
inputs, outputs and values of the describing terms. 
Definition 4: The Semantic State S of a system X is triple 
S = (SM, Q, G) 
where 
SM is the semantic model, used for the description of system X, 
Q is the classical state, and 
G is a set of goals of X, which is described as a set G = (SM,Q) 
Semantic states are described using a representation language, which 
can be defined graphically, using syntax diagrams. 
We assume that the system X under consideration is describable in 
the terms of a semantic model SM, and, therefore, we can also assume 
that the following five definitions of atomic structures are available: 
- concept, which serves as a basic notation for facts, events and other 
elements in the real world. Each concept is described by a set of its 
distinguishing characteristics and name; 
- action, which describes the dynamics of the real world, occurring on 
the instances of concepts; 
- feature, or characteristic, which is the atomic element of concept; 
- quantifier, which is a special characteristic describing events, such as 
all, some, exists, etc.; 
- value, which can take numeric, alphabetical, or fuzzy values. 
The definitions of these structures are problem context dependent, 
and, therefore, have to be defined for every problem-domain separately. 
The notions of relation, quantified concept, quantified action, atomic 
state, state, and goal can be defined using syntax diagrams. We shall 
not give those here. Then a goal is defined as a semantic state prefixed 
with the goal description. 
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We now turn to the issue of a Semantic Control System, which is 
responsible for transferring the system under consideration from a se- 
mantic state Si to a semantic state Sk, using control U,. We omit the 
issues of implementation here. 
A semantic control system consists of a classical control system and 
an automated/semi-automated designer. The function of the designer is 
to 
- Identify the current semantic state, 
- Select a (semantic) Goal, and 
- Design an appropriate (classical) control system. 
According to this functionality we represent the semantic control sys- 
tem in Figure 1. We represent the time-varying nature of the system by 
a set of plants and by a set of corresponding controllers. The designer 
is constructed of three blocks: 
1. Identifier, 
2. Selector, and 
3. Adapter. 
Each of these blocks in most abstract terms transforms some state in 
its search space to another state. In other words, the function of every 
block is represented by 
sig Sk 
e. 
The generic name for each of these blocks is “correlator.” 
The purpose of a correlator is to perform a search for the best system 
identification (or goal, or controller) according to the current data and 
specific knowledge for the conduct of the search. When the search space 
becomes large, which is usually the case, smart search techniques have 
to be designed. 
Artificial Intelligence methods now can be identified and applied to the 
successful design of a Correlator, because in our paradigm the functional 
structure of any correlator is exactly the structure of an Expert System. 
An expert system consists of the following: data base, knowledge base, 
inference engine, and interface (Figure 2). 
We found that the most appropriate organization of the knowledge base 
seems to be the rule-based form. The data base and the interface are 
self-explanatory notions. However, the inference engine which is a pro 
gram that actually performs the search can utilize several techniques 
developed in Artificial Intelligence; a subject that we cannot discuss 
here. 
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In conclusion of this very general report we note that we have imple- 
mented successfully, in several instances, the philosophy here described. 
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These implementations include a generalized version of the travelling 
salesman problem, pursuit evasion differential games, the robust identifi- 
cation and control of a time varying system, and the solution of collision- 
free path planning problem for robots, as reported, for instance, in the 
following two references. 
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