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Abstract
Visual texture has multiple perceptual attributes (e.g. regularity, isotropy, etc.), in-
cluding scale. The scale of visual texture has been defined as the size of the repeat-
ing unit (or texel) of which the texture is composed. Not all textures are formed
through the placement of a clearly discernible repeating unit (e.g. irregular and
stochastic textures). There is currently no rigorous definition for texture scale that
is applicable to textures of a wide range of regularities. We hypothesised that tex-
ture scale ought to extend to these less regular textures. Non-overlapping sample
windows (or patches) taken from a texture appear increasingly similar as the size of
the window gets larger. This is true irrespective of whether the texture is formed by
the placement of a discernible repeating unit or not. We propose the following new
characterisation for texture scale: “the smallest window size beyond within which
texture appears consistently”. We perform two psychophysical studies and report
data that demonstrates consensus across subjects and across methods of probing
in the assessment of texture scale. We then present an empirical algorithm for the
estimation of scale based on this characterisation. We demonstrate agreement be-
tween the algorithm and (subjective) human assessment with an RMS accuracy of
1.2 just-noticeable-differences, a significant improvement over previous published
algorithms. We provide two ground-truth perceptual datasets, one for each of our
psychophysical studies, for the texture scale of the entire Brodatz album, together
with confidence levels for each of our estimates. Finally, we make available an on-
line tool which researchers can use to obtain texture scale estimates by uploading
images of textures.
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Chapter 1
Introduction
We are all familiar with the concept of texture in the tactile / haptic sense. The moist
sponginess of a cake, the softness of velvet, and the roughness of a pineapple’s skin
are all examples of texture. As light reflects off these surfaces, the variation in
light intensity reaching our eyes enables us to perceive texture visually. Such visual
texture can also be perceived from flat surfaces, such as wood grain, or painted
patterns. Henceforth, when we say texture, we will be referring to visual texture.
Figure 1.1 shows some examples of visual textures found in the real world, and in
the lab.
Figure 1.1: Six images of textured or patterned surfaces.
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Texture has multiple attributes, such as regularity, isotropy, roughness, coarse-
ness and scale. Some attributes have had algorithms developed for their quantifica-
tion, and some have been validated psychophysically. We are interested in texture
scale. Scale, when referring to texture has been defined in numerous ways. It can be
defined as the size of a repeating unit, or equivalently, as the mean distance between
the repeating units (Malik et al., 2001). Ardizzone et al. (2013) define the scale
of texture as the smallest upright square window containing a consistent number
of image keypoints. Hong et al. (2008) define scale as the smallest upright square
window for which tiled neighbouring windows of the same size are similar.
All of these definitions have their limitations. A limitation of the definition by
Malik et al. (2001) is that it requires the texture to be formed of a repeating unit
placed in a grid-like fashion on the frame. Scale is thus ill-defined for non-regular
textures. The definitions given by Ardizzone et al. (2013) and Hong et al. (2008)
aim to identify the smallest upright square which could a priori apply to textures
not formed of a repeating element placed on a grid, but (i) require the windows to
be upright squares, and (ii) have not been validated perceptually.
Consider Figure 1.2. It shows upright square samples from the Brodatz texture
D23 (Brodatz, 1966b) of increasing size. We have chosen upright square windows
for illustration purposes, but these could be of any shape. It is clear that as the
window size increases, the samples appear increasingly similar. To illustrate this
further, consider the smallest window in the top half of Figure 1.2, and compare it
to the smallest window in the bottom half of the figure. The two samples do not
look consistent. Now consider the second smallest window in the top half of Figure
1.2 and compare it to the second smallest window in the bottom half of the figure.
The two samples look more similar than the two smallest ones did. In fact, as we
move from left to right on Figure 1.2, the samples appear increasingly consistent.
Our hypothesis is therefore that there must be a smallest window size beyond within
which texture appears consistently.
This hypothesis leads us to ask ourselves the following questions:
1. How do we characterise texture scale in such a way that it:
15
Figure 1.2: Increasing size samples from a texture look increasingly consistent.
(a) works for all textures;
(b) does not make any assumptions as to the structure of texture;
(c) can be used to verify our hypothesis of increasing similarity.
2. Provided we are able to characterise texture in such a way, are human ob-
servers able to assess the scale of textures consistently?
3. If so, what is a good way to capture human assessment of texture scale?
4. If we succeed in capturing it, can we devise an algorithm for estimating tex-
ture scale in a way that is consistent with human assessment?
5. If so, will researchers and other users find such a measure useful?
6. If they do, how can we enable experts from a range of disciplines, to benefit
from our work?
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To the best of our knowledge, there is no perceptually validated characterisa-
tion of texture scale in the literature that works for textures of all regularities. We
hypothesise that there must be a smallest window size beyond within which tex-
ture appears consistently. We characterise texture scale as per our hypothesis: the
smallest window size beyond within which texture appears consistently.
1.1 Motivation
Now that we have established our hypothesis, outlined the key questions that we
need to answer, and defined the key properties we want our characterisation and
algorithm to have, two further questions remain to be answered. The first is: “why
should we care about the scale of non-regular textures?”, and the second is: “why
should we care whether estimates are perceptually validated or not?”. We will an-
swer the first question by providing two possible use-cases for texture scale: one
hypothetical real-life example, and a second life-sciences based example. After in-
troducing the two use-cases, we will explain why, for each of them, it is important
for the derived scales to be perceptually validated.
Consider a merchant who trades in high-value luxury fabrics used for curtains
and upholstering. Given the high-value of her merchandise, prospective customers
come from far afield and require physical samples to be posted to them. The mer-
chant has to establish what size samples she needs to send to her prospective cus-
tomers. If the samples are too small, the customers will not be able to get a good
idea of what a curtain or sofa made using her fabric would look like, and they are
therefore less likely to make a purchase. If the samples are too large, she would
be wasting money on the 90% of customers who will not purchase from her. The
merchant needs to identify the scale of the fabrics so that she can send sample sizes
that are large enough to convert enquiries into sales but not so large that sending
samples becomes uneconomical.
Consider the image shown in Figure 1.3. It shows the cells of a new-born fruit-
fly undergoing specialisation to form its cluster-eye. When fly larvae are born, they
are completely blind. Where their eyes will later develop are undifferentiated cells
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(Greenwood and Struhl, 1999), which look like the ones in the bottom-left part of
Figure 1.3. Some time after birth, the cells develop a morphogenetic furrow which
is a wave-like invagination of the cells caused by the constriction of the upper part
of cells on a band. This wave is responsible for the specialisation of the undifferen-
tiated cells, giving rise to the clusters that form the eye of the adult fly, as shown in
the top-right of Figure 1.3 (Corrigall et al., 2007, Pichaud, 2014, Robertson et al.,
2012).
Figure 1.3: Drosophila eye undergoing morphogenetic furrow shows three distinct textured
regions: Large scale disorganised cells in the bottom left of the image, compact
disorganised cells on a diagonal band, and structured cells on the top right
portion of the image. Courtesy of F. Pichaud Lab.
While the above description is concise, it is purely qualitative. Figure 1.3 can
be treated as a texture. As we mentioned, texture has multiple attributes, such as
regularity, isotropy, roughness, coarseness and scale. Protonotarios et al. (2014)
propose an algorithm for the quantification of point patterns, which is validated
against human perception. They use their approach to quantify the order of a cell
tissue by treating each cell nucleus as a point. The three regions in Figure 1.3
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show variation in scale as well as in order. For a more comprehensive quantitative
description of the specialisation process, we would need to estimate the scale of
each of the three different regions in Figure 1.3. Unfortunately, none of the existing
definitions or methods for estimating texture scale are applicable to such images.
We have provided two use-cases for a measure of texture scale that are appli-
cable to textures of varying regularities so we can move on to answering the second
question: “why do we want our estimates to be perceptually validated?”. In order
for a measure to be useful to a wide range of disciplines, it needs to be commu-
nicable. What we mean by this is that the characterisation of scale ought to be
understandable to the naı¨ve reader. The definition proposed by Ardizzone et al.
(2013), “The smallest upright square for which the distribution of the number of
key-points becomes linear with the size of the square”, may be difficult to interpret
by an audience beyond the image analysis / vision spheres. We propose a charac-
teristic that is perceptual, and so it needs to be validated perceptually to ensure that
the estimates which our algorithm produces are meaningful to a reader.
1.2 Contribution
The five primary contributions presented in this thesis are the following:
We propose a new characterisation for texture scale that is devoid of any
assumption with regards to the structure or definition of texture, and that is applica-
ble to all textures, irrespective of whether they are formed by a repeating element
placed on the scene according to a regular grid.
We show that humans are able to assess texture scale irrespective of its
regularity. In particular, we show that human assessment is consistent within and
between subjects, and across methods of probing.
We measure human assessment of texture scale for the Brodatz dataset and
provide estimates of the variability of each of the estimates. We make this dataset
publicly available so as to enable researchers to make use of it as ground truth in
the validation of other candidate methods and other applications.
We develop an algorithm for estimating texture scale which is validated
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against human perception, and show that experts find the output of the algorithm
useful on images from a wide range of disciplines.
We make our research available by means of an online calculator to which
researchers and the wider public can upload images of textures and obtain estimates
of their texture scale.
1.3 Thesis Outline
In Chapter 2, we present the relevant literature on texture. The purpose of this sec-
tion is (i) to demonstrate the fit of our research in the realm of the existing literature,
and (ii) to provide the reader with a concise introduction, from a basic level, to all
relevant aspects of this work. Specifically, we present an overview of the relevant
literature on “texture scale”. Scale is highly important in image analysis, and as a
result, the property of “scale” has been used to refer to many different things in the
image analysis literature. We present some of the most commons definitions of tex-
ture scale, discuss how one relates to another, and review in detail certain methods
in the literature for quantifying texture “scale”, when used in a similar context to
our characterisation for “scale”.
In Chapter 3, we present two psychophysics experiments which we designed
in order to (i) verify whether people are able to assess texture scale consistently, and
(ii) measure human assessment. We then compare the two experiments and show
that the results were highly consistent. In doing so, we demonstrate that humans
perceive texture scale consistently for textures of all regularities. Furthermore, we
show that the perception of texture scale is also consistent across different meth-
ods of probing. This chapter also provides the perceptual measurements of texture
scale for all the textures in the Brodatz dataset and their corresponding confidence
bounds. This can be used by other researchers to validate candidate models for the
quantification of texture scale against human perception.
In Chapter 4, we present an algorithm for the quantification of texture scale.
We also present a simplified version of the algorithm with greater computational
tractability. We compare the performance of our algorithm to that of others in the
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literature, and a selection of physical scales (related to texel size). We find that
our method is able to predict human assessment of texture scale with a root mean
square error (RMSE) of 1.2 just noticeable differences (jnds) on the Brodatz dataset
(Brodatz, 1966b) (which contains textures of varying regularities). For a subset of
regular and near-regular textures within the Brodatz dataset, our algorithm is able
to predict human assessment of texture scale to within 0.7 jnds. A prediction with
an RMSE of 1.0 jnds indicates that the sensitivity of our algorithm to texture scale
is comparable to that of the visual system.
Given that this research was funded through an interdisciplinary research pro-
gramme, we believe that for it to be complete, it needs to be made available to the
research community. In Chapter 5, we present an online tool that we have created to
give researchers direct access to our work and we also present the feedback that we
have received from a test group which confirms that our predictions are reasonable
and deemed to be useful.
In Chapter 6, we conclude the thesis with a summary of our contribution, a
critical evaluation of it, and a proposal of what we believe the most natural extension
of this work would entail.
1.4 Publications and Dissemination
The findings of this work have been published or presented in the following ways:
1. Live technology demonstration at UCL CoMPLEX 2014 Cumberland Lodge
Retreat - May 2014
2. Oral presentation at the BMVA Student Symposium - March 2015
3. Poster presentation at UCL CoMPLEX 2015 Cumberland Lodge Retreat -
May 2015
4. Poster presentation at ViiHM Meeting, Bath - July 2015
5. Oral presentation at ICSIA, Liege (Belgium) - July 2015
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6. Extended conference abstract published in conference proceedings - Boure-
moum S., Protonotarios E. D., & Griffin L. D. (2015). Quantifying texture
scale. In Acta Stereologica. Proceedings of the 14th International Congress
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Chapter 2
Background Material
Having provided an introduction to our work in Chapter 1, we now provide an
overview of the relevant literature for the research contained in this work. We start
by presenting an overview of the literature on texture scale and regularity in Section
2.1 where we will discover that there are no definitions of texture scale which are
applicable to textures of all regularities. This will motivate our proposal of a new
perceptual characterisation. We will then follow with a brief introduction to mea-
surement theory and psychophysics, in Sections 2.2 and 3.3.2 respectively, which
will set the framework for our approach to measuring human assessment of texture
scale in Chapter 3. Next we will present an overview of texture databases (in Sec-
tion 2.4 and a brief taxonomy of texture methods (in Section 2.5). The purpose of
introducing these methods is to justify our choice of database, representation and
approach. We continue to review in detail the methods of Ardizzone et al. (2013)
and Hong et al. (2008) in Section 2.6 against which we compare the performance of
our proposed algorithm. Lastly, we provide a brief summary of the key takeaways
from our literature review in Section 2.7.
2.1 Texture, Scale, Regularity and Periodicity
We encounter texture everywhere, and while it is easy to perceive texture, there is
no consensus as to how it should be defined, so authors often choose to define it
according to the application at hand. Rosenfeld et al. (1982) define texture as a
“similarity grouping in an image”, Castellano et al. (2004) define texture as “the
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appearance, structure and arrangement of the parts of an object within the image”,
while Sklansky (1978) states that “a region in an image has constant texture if a
set of local statistics or other local properties of the picture function are constant,
slowly varying or approximately periodic”. Tamura et al. (1978) “regard texture as
what constitutes a macroscopic region. Its structure is simply attributed to the repet-
itive patterns in which elements or primitives are arranged according to a placement
rule”. Lizarraga-Morales et al. (2011) treat texture as “a conjunction of two com-
ponents i) a texture element (texel) and ii) a set of rules for texel placement into the
field of view”, while Hawkins (1970) argues that “the notion of texture appears to
be dependent upon three ingredients: (i) some local ’order’ is repeated over a region
which is large in comparison to the order’s size, (ii) the order consists in the non-
random arrangements of elementary parts, and (iii) the parts are roughly uniform
entities having the same dimensions everywhere within the textured region”. A
comprehensive collection of definitions for texture can be found in Coggins (1983).
However it is defined, the ubiquity of texture in the visual perception and image
analysis research is clear evidence of its importance. A fundamental reason behind
the importance of texture in the image analysis field, is that its multiple attributes
and properties have been shown to be useful in applications such as image segmen-
tation, image retrieval, and object identification amongst many others. Some of
these attributes, such as coarseness, regularity and isotropy, are perceptual (Rao and
Lohse, 1993, Tamura et al., 1978) and have been studied psychophysically. Some
have had algorithms proposed for their quantification. We are interested in the at-
tribute of texture “scale”; both its perceptual assessment and its quantification.
The scale of texture is intricately related to its regularity and periodicity. In
order to fully appreciate the limitations of the most common characterisations and
quantification approaches for texture scale, we must begin by looking at the regu-
larity and periodicity of texture. The most widely adopted paradigm for texture is
that it is composed of two elements, (i) a repeating unit, and (ii) a placement rule.
The study of texture regularity can be broken down into two main aspects. The first
is the study of the regularity (or consistency) of the repeating texture elements (i.e.
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an analysis of how similar texels are to one another). The second is a study of the
regularity of the placement rule (i.e. measuring how array-like the texels are placed
on the scene). This is often called periodicity. Before we introduce the concept
of scale, it is beneficial to discuss the concept of texture regularity, to which tex-
ture scale is closely related, and which has also been comprehensively studied and
characterised.
Nadler and Smith (1993) categorise texture as either regular or irregular, while
others argue that there is a continuum of degree of regularity (Efros and Leung,
1999, Liu et al., 2004b). For the purposes of this work, we consider four levels of
regularity: regular, near-regular, homogeneous and irregular. Regular textures are
formed through the arrangement of a repeating unit called a primitive or fundamen-
tal tile, which appears in its original form or is isometrically transformed (Conners
and Harlow, 1980, Schattschneider, 1978). Near-regular textures are often thought
of as geometric, photometric or statistical departures from regular textures where
the repeating elements can be easily identified (Lin et al., 2006a, Liu et al., 2004b).
Regular and near-regular textures together can be referred to as periodic textures.
Homogeneous textures are those where there is a similar repeating element but such
element is not periodically placed on the scene (Ardizzone et al., 2013, Stam, 1997).
In texture synthesis these are sometimes referred to as aperiodic textures. Figure 2.1
shows some example textures categorised according to their regularity.
The concept of scale is found throughout the image analysis literature. It has
been used to refer to the resolvable detail in the image (Koenderink, 1984), the
spatial resolution covered by each pixel (Marceau et al, 1990), the size of salient
regions (Kadir and Brady, 2001), or the scale of the underlying filters in image rep-
resentations (Griffin et al., 2009, Ojala et al., 2002b). Lindeberg (1994) noted that
although the findings are very important they do not provide a method for choosing
the most appropriate scale for further analysis.
Research on scale has focused on identifying scales of interest (scale selection,
scale identification and saliency), integrating information across multiple scales
(multi-scale methods), and on avoiding having to deal with scale selection (scale
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Figure 2.1: Regular, near-regular, homogeneous and irregular textures (left to right).
invariance). Scale identification methods can be further split into methods that aim
to identify global scales of a texture (Ardizzone et al., 2013, Bouremoum et al.,
2015), and those that aim to identify local scale. Local scale methods assign a
value to each pixel according to the scale of a neighbourhood centred at the pixel.
Local scale maps are useful for segmentation based on textural features (Brox and
Weickert, 2004, Hong et al., 2008).
A lot of work has been done trying to identify repeating elements and the
corresponding arrangement lattice. Leung and Malik (1996), Schaffalitzky and Zis-
serman (1999), and Turina et al. (2001) propose methods for detecting repeating
elements in a scene. These algorithms first aim to identify distinctive elements, and
then search for repetitions in the image, taking into account planar transformations,
such as perspective. They highlight that these could be texels on a texture, or more
generally an item that appears multiple times in an image, such as faces in a pho-
tograph showing a group of people. Park et al. (2009) propose a three-step method
for identifying the texton in regular and near-regular textures. They first extract in-
terest points, which they use in the second stage to propose a parallelogram-shaped
lattice unit. The second step in their method differs from that of Hays et al. (2006)
in that the proposed lattice unit is computed by consensus of all pairs of candidate
principal directions, instead of using a single location. Both methods then use the
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Mean Shift Belief Propagation algorithm proposed by Park (2010) in order to refine
the texel locations predicted using the two-principal directions calculated during
the first step. Having found a partial lattice, both use a thin-plate spline wrapping
method to expand the search for the repeating texel all the way to the edge of the
image.
There are numerous applications associated with these methods. Researchers
have used the spatial-structure of repeating elements in urban images to identify
where in the city the image was taken (Schindler et al., 2008, Torii et al., 2013).
Others segment textures based on the spatial arrangement of different texels in an
image (Todorovic and Ahuja, 2009). Setti et al. (2017) propose an algorithm for
counting repeating instances in an image. They first ask the user to manually locate
a few instances of the repeating element. Their algorithm then computes three bag-
of-word representations for each of the repeating elements selected by the user, and
compares the representations across the selected repeats to identify a set of key
features which are then used to look for other affine transformed repetitions of the
texel in the image. Forsyth (2002) and Lobay and Forsyth (2004) make use of the
spatial positioning of repeating elements in objects covered by a regular texture
(such as checked shirts or polka dot dresses) to infer the 3D structure on the object
being covered.
Specifically in relation to texture, scale is considered to be one of the most im-
portant features (Brox and Weickert, 2004). It is therefore not surprising that there
is an abundance of work on scale in the image analysis and vision literature. Ma-
lik et al. (2001) define texture scale as the average distance between neighbouring
texels. The theme of “repeating elements” is prevalent in scale definitions when
refering to texture. These are all aligned with the texture paradigm of a repeating
element put on a surface according to a placement rule of some sort. The primary
limitations of defining texture this way are that it not only implicitly assumes a
paradigm for texture, but such definitions are not suitable for textures with no dis-
cernible repeating elements. The way that Malik et al. (2001) define texture scale
also requires that the repeating element is placed periodically on the scene and is
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therefore also ill-defined for homogeneous textures.
Lin et al. (1997) use Gaussian smoothed autocorrelation functions together
with maximum likelihood in order to identify centres of primitive patches. They
then infer two vectors defining a parallelogram shape which they take to be the true
primitive.
A co-occurrence matrix (CM) C, for an image I is a square matrix giving the
relative frequency histogram of co-occurring pixel-values. For an 8-bit grey-scale
and m×n image I, and for a δx-pixel horizontal offset and a δy-pixel vertical offset,
the 256×256 (= 28×28)CM is given by:
C∆x,∆y(i, j) =
n
∑
x=1
m
∑
y=1
1, if I(x,y) = i and I(x+∆x,y+∆y) = j0, otherwise
The CM matrix can be computed for a range of (δx,δy) pairs. Statistics, such as the
(Pearson) χ2 and κ (Cohen, 1968, Cohen and others, 1960), measuring agreement
between rows and columns of C, can be calculated:
χ2 =
n
∑
i=1
n
∑
j=1
(Ci j−Ci·C· j)2
Ci·C·i
κ = ∑
n
i=1(Cii−Ci·C·i)
1−∑ni=1Ci·C·i
Parkkinen et al. (1990) compute a measure of agreement, κ (Cohen and others,
1960), from co-occurrence matrices for a range of displacements. Periodicity is de-
termined by inspecting the agreement vs. displacement curves. A similar approach
is adopted by Starovoitov et al. (1998), with the main difference being that they
binarise the texture before looking for periodicity. This reduces the co-occurrence
matrix for a given displacement from 256×256, for a typical 8-bit grayscale image,
to a more manageable 2×2 matrix. Oh et al. (1999) derive an agreement measure
that, for a given displacement, is equivalent to the inertia (Conners and Harlow,
1980, Peckinpaugh, 1991) of the co-occurrence matrix. In being able to compute
the agreement without having to explicitly determine the co-occurrence matrices,
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they show that their methods result in similar performance at a much reduced com-
putational expense.
Structural methods based on autocorrelation functions include Lin et al. (1997)
and Jan and Hsueh (1998). Both attempt to find the repeating texture primitive us-
ing autocorrelation functions and pixel gray-scale values. Lin et al. (1997) only
consider regular textures, whereas Jan and Hsueh (1998) approach works for both
regular and near-regular textures. Leu (2001) proposed a method based on the gra-
dient field of textures, which encode the variation in intensity values at each point.
Instead of simply searching for regular patterns of pixel intensities, Leu reports two
separate measures to determine regularity of textures: the similarity between texels
and the regularity of the texel locations on the texture. Liu et al. (2004a) identify
the repeat element and the symmetry rules governing its placement. To do so they
use autocorrelation functions, together with the definitions of the allowable trans-
formations in Frieze and wallpaper-group patterns.
Park et al. (2009) propose a MRF method based on belief-propagation to iden-
tify deformed texels of regular patterns in natural images. Lin and Liu (2007) use a
similar method for the identification and tracking of repeat units of deformed regu-
lar textures in video. Grigorescu and Petkov (2003) find the size of repeating units
in regular and near-regular textures. They do so by identifying the window size giv-
ing the smallest entropy, which corresponds to the window size with the smallest
number of visual patterns.
Near-regular textures are often treated as departures from regular textures.
Ardizzone et al. (2013) propose a method to detect the global scale in regular and
near-regular textures. Like us, they define the scale of the texture as the size of
a repeating unit. They begin by finding keypoints on the image. They try Scale
Invariant Feature Transforms (Lowe, 2004) (SIFT), Speeded Up Robust Features
(Bay et al., 2006) (SURF) and Harris corner detectors (Harris and Stephens, 1988)
and choose to use the keypoint detection method used in SIFT as this yields the best
performance. For windows of a range of sizes, they compute the modal number of
keypoints found in a random window of that size. They argue that there ought to
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be a linear relationship between the modal number of keypoints and window size
for windows of the repeat size and larger. Their scale estimate is therefore the point
at which the curve becomes linear. To validate their model they manually outline
texels in regular and near-regular textures.
We have found two methods in the literature that are applicable to a wider
range of textures. Ardizzone et al. (2013) define texture scale as the smallest region
for which the distribution of image keypoints becomes uniform (Ardizzone et al.,
2013). It is claimed that this method is applicable to homogeneous textures as well
as to regular and near-regular ones. Hong et al. (2008) define texture scale according
to the size of the smallest domain size for which the distribution of grayscale values
within this domain is similar to that of neighbouring domains. The authors claim
that this method works for textures of all regularities. We present these two methods
in detail in Section 2.6.
2.2 Measurement Theory
In this work we will attempt to characterise the scale of texture as a measure-
ment process. There are two aspects to any measurement process that need to
be addressed; the representational and the pragmatic aspects (Hand, 2004, 1996,
Towsend and Ashby, 1984).
The representational aspect refers to the process of attaching numbers to ob-
jects in such a way that the numbers represent the empirical relationships between
objects with reference to the attribute being quantified, in this case texture scale.
Examples of such relationships include A−B,a > B, or A+B = C where + sym-
bolises the concatenation of objects A and B. Depending on the structure of the
relationship between the different objects, different types of scales, each with dif-
ferent properties, may be used. There are four main types of scales (Stevens, 1946,
1951):
• Nominal scale: A scale in which the numbers associated with objects act as
labels. Only relations of equality may be made with these scales.
• Ordinal scale: A scale in which the numbers represent the rank of the ob-
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jects. This type of scale is invariant to any order-preserving transformations.
Relations of equality and rank-order may be made with these scales.
• Interval scale: A scale in which equal distance between the numbers asso-
ciated with objects correspond to equal differences between objects. Interval
scales have no absolute zero, and are invariant under linear transformations.
Relations of equality, rank-order and equality of intervals may be made with
these scales.
• Ratio scale: A ratio scale has the same property as an interval scale but com-
prises a well defined absolute zero. Relations of equality, rank-order, equality
of intervals and equality of ratios may be made with these scales. Ratio scales
are invariant under affine transformations.
The pragmatic aspect refers to the notion that the measurement process itself
will define the attribute being measured. One may measure the same attribute in
different ways. When the definition of the attribute being measured is open to inter-
pretation, such as our perceptual characterisation of texture scale, it is important to
check that the resulting values obtained represent the attribute accurately.
Perceptual estimates obtained through psychophysical experiments quantify-
ing the magintude of an attribute in stimuli placed on scale can constitute a full
measurement process as defined by Hand (1996), and thus comprise two aspects,
the representational and the pragmatic. According to the representational aspect,
the collection of data from humans in the psychophysical experiments is a way of
identifying the relationship between the scale of textures.
2.3 Psychophysics
Fechner introduced the idea that perceptual intensity could be measured using ex-
perimental techniques as a means to relate the physical to the psychological in 1860.
Since then a lot of work has been done in assessing human perception of the at-
tributes of objects. These attributes are represented numerically and studied analyt-
ically, just like any other physical quantities such as weight or distance (Luce and
Krumhansl, 1988).
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A large number of psychophysical methods are available in the literature, and
they can be categorised in a number of ways. One way to categorise psychophys-
ical methods is into “threshold” approaches vs. “scaling” approaches. Threshold
approaches aim to measure the limits of sensitivity. Scaling methods are one aim-
ing to quantify stimuli intensities, and place them on a numerical scale.
Threshold approaches include the “method of adjustment”, “method of limits”
and method of “constant stimuli”. The key idea behind these methods, is that for an
attribute of a stimulus to generate a sensation in an observer, the stimulus intensity
needs to be above a minimum threshold. Threshold methods aim to identify the
minimum intensity level of an attribute that generates a sensation. In a method of
adjustment experiment, the subject is able to adjust the stimulus stimulus attribute
intensity, and they are asked to either adjust the intensity until it becomes almost
imperceptible, or until the stimulus they are adjusting becomes most similar to a
reference stimulus.
Threshold methods suffer from response bias, e.g. subjects may pretend they
can perceive the attribute being tested in the stimulus when they do not (Ehrenstein
and Ehrenstein, 1999).
Psychophysical scaling methods were defined by Torgerson (1958) “proce-
dures for constructing scales for the measurement of perceptual attributes”. In psy-
chophysical scaling, we assume that every stimulus displays a given attribute to an
intensity level φ , and the set of all possible stimuli intensities live on a continuous
scale. In psychophysical experiments, one measures the magnitude of the sensation
ψ caused by the stimulus on a set of observers. In order to construct a perceptual,
one must first map the sensation magnitude, ψ to the stimulus intensity φ , and then
place the inferred intensities on a continuous scale.
Psychophysical scaling methods can also be categorised into “direct” vs. “in-
direct” approaches. The most common direct approaches include magnitude esti-
mation and absolute magnitude estimation. In a magnitude estimation experiment,
subjects are asked to assign a numerical value to describe the sensory magnitude of
the attribute being measured for various stimuli (Stevens, 1953, 1955).
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There are advantages of direct scaling methods, for example, the fact that the
value of the attribute being measured can be obtained either directly, or through a
power law transform, based on the observation of the subject (Gescheider, 1985,
Stevens, 1975, Thomas, 1981). However there are also some considerable disad-
vantages. Subjects’ observations in direct scaling method experiments have been
shown to be sensitive to calibration stimuli (by means of reference patterns), to
the order in which the stimuli are presented, and even the wording of the exer-
cise(Gescheider, 1985). The primary consequence of this, is that it is not possible
to determine what the spacing between the intensity levels of the attributes should
be on a scale (Gescheider, 1988).
In order to overcome these, perceptual sensation must be measured through
indirect methods (Gescheider, 1988, McKenna, 1985). Forced-choice methods are
the most common indirect scaling methods. In forced choice experiments, subjects
are presented with at least two stimuli, or stimuli groups, and are asked to choose
one of them. They are not able to skip the question, hence the word “forced”.
Experiments in which subjects have to make a choice between two options, are
called 2-alternative forced-choice experiments, 2AFC in short. Two of the most
common 2AFC tasks in visual psychophysics are pairwise comparison, and pair-of-
pairs comparisons. In pairwise comparison experiments, subjects are asked to rank
in turn pairs of stimuli with respect to the size of the estimated magnitude of the at-
tribute in question. In pair-of-pairs experiments, subjects are asked to judge whether
two stimuli in a pair are more different than two others in another pair with respect
to the attribute in question. Indirect scaling methods overcome the weaknesses of
the direct approaches, and more importantly, do not require consistent transitivity
in order to fit a scale.
An advantage of pair-of-pairs is that it requires fewer trials in order to fit an
interval scale compared to pairwise comparison, as it providers a relative sense of
distance between observations. The pairwise method relies on internal noise and
gives estimates on a discrimination scale. The scale will be in in units of discrimi-
nation noise. A scale constructed using data from a pair-of-pairs experiment, esti-
2.3. Psychophysics 33
mates appearance-based scales relying on appearance differences. It is worth noting
that while indirect scaling methods do not suffer from the same biases as the direct-
scaling methods, they (i) generally require a larger number of observations to reach
a given level of confidence on the estimates for any one stimulus (David, 1963), and
(ii) the derived scales are no longer of the ratio type, but rather of the interval type.
The two most common linear scaling methods for psychophysical paired data
are the Thurstone (Thurstone, 1927), and Bradley-Terry (Bradley and Terry, 1952)
models. The Thurstone models assume that each judgement made by an observer
is a noisy realisation (normally distributed) of the true value, while the Bradley-
Terry model assumes that the probability of judging that stimulus A is greater than
stimulus B is simply equal to the noisy realisation of the magnitude of the attribute
exhibited by stimulus A over the sum of the magnitude of the attribute exhibited
by stimuli A and B. The effective difference between the two models is that the
Thurston model assumes a probit functional form, while the Bradley-Terry model
assumes a logit functional form.
One advantage of the Thurstone model is that the difference (or preference)
between two stimuli is also normally distributed. There are five types of Thurstone
model. The difference between them surrounds the assumptions on the distribu-
tions of each observations. The simplest, and our preferred, case, is the Thurstone
Case V model. This model assumes that the variance of the assessments are ho-
moscedastic, i.e. have equal variance, σ . Under this assumption, the difference
DAB between stimulus A and B is given by Φ−1( fAB), where Φ−1 is the inverse
cumulative Gaussian and fAB is the proportion of times for which stimulus A was
preferred to stimulus B (Thurstone, 1927, Tsukida and Gupta, 2011). If we assume
that the probability of any given respondent to choose stimulus A over stimulus B is
constant, the number of time that stimulus A is preferred over B follows a binomial
distribution. Because each comparison between two stimuli is a random distribu-
tion, it is possible that two given stimuli result in different preferences. In order
to account for this difference, we carry out a maximum-likelihood optimisation in
order to fit the observed preferences on an interval scale (Mosteller, 2006). The
2.3. Psychophysics 34
log-likelihood is given by:
L(M| f ) =∑
A,B
fAB log(Φ(µA−µB)) (2.1)
It is possible that errors occur during an experiment, i.e. a subject making the
wrong choice either due to lack of focus or due to an accidental click. In order
to account for this, one can introduce an additional parameter to the optimisation,
λ , called the lapse parameter. The introduction of the lapse rate accounts for the
sensitivity of maximum likelihood methods sensitivity to frequencies near 0 and 1.
Consider stimuli A and B such that A>> B, and that a careless subject accidentally
judges B > A in one of the ten comparisons in the dataset, reducing the frequency
of time in which A was preferred to B from 100% to 90%. When fitting a sigmoid
shaped Gaussian CDF, the ML will penalise the other preference by adjusting the
point slope to capture the incorrectly low frequency. Including the lapse parameter.
The mathematical effect of introducing the lapse parameter, is that the preference
function Φ−1 gets rescaled from [0,1] to [λ ,1−λ ], and therefore does not unfairly
penalise correct response with incorrect responses near 0 and 1 (Swanson and Birch,
1992, Wichmann and Hill, 2001).
When designing a psychophysical study, the experiment needs to carefully
consider the set-up and conditions under which the experiment will be carried out.
In a controlled experiment, one can ensure that there are no differences in the dis-
play brightness, contrast, level of focus, etc. and that the distance to the display,
and viewing angle are kept constant. Controlled-conditions have been favoured in
experiments in which the attribute measured is sensitive to these features, for exam-
ples when assessing brightness (?). Running experiments online, in uncontrolled
experiments, offers more convenience, speed and variability of respondents. These
experiments are particularly useful for studies in which the results will be used in
applications that will not take place under controlled experiments. An increasing
number of experiments are being carried out in uncontrolled conditions, for exam-
ple, in colour naming exercises (Mylonas et al., 2010). While having controlled
conditions can be important in studies in which subjects are asked to make an ab-
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solute judgement, it is less so in forced-choice experiments in subjects are asked to
make relative assessments between multiple stimuli, as any pair, pair-of-pairs will
be viewed under the same conditions.
2.4 Textures, Databases and Applications
In this section, we will review some of the most commonly encountered texture
datasets in the literature. We will also examine a few applications in which these
datasets are used.
In order to evaluate a candidate method for estimating texture scale, it is nec-
essary to critically compare the candidate method to other methods in the literature
and assess its performance using standardised datasets. Depending on the task at
hand, or the desired properties of the method, one might want to evaluate a candi-
date method on more than one type of image. Fortunately, there are many texture
datasets available to researchers on which such a critical evaluation and perfor-
mance assessment can be based.
Hossain and Serikawa (2013) provide a comprehensive survey of common tex-
ture databases which is extended by Bianconi and Ferna´ndez (2014). Together,
these reviews survey in excess of 45 such databases, and organise them according to
a four-category taxonomy: (i) texture databases in bio-medicine, (ii) natural texture
datasets, (iii) texture of materials databases, and (iv) dynamic texture databases.
Most databases organise images according to categories and/or label images
according to their content. Some datasets contain one image per category (label)
(these tend to be larger images) while others contain multiple images per category.
Although we adopt a similar taxonomy when presenting these databases to
that adopted by Hossain and Serikawa (2013) and Bianconi and Ferna´ndez (2014),
we note that some of the databases could fall into multiple categories. We further
note that some of the databases could be categorised in different ways, for example,
relative to the type of application for which they are used.
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2.4.1 Natural Images
Natural images are images which show objects as they might be observed in the real
world. Examples include images from nature, such as foliage, mountains, trees, seas
and oceans, as well as built up environments, for example, images of people, build-
ings and satellite view images. Satellite images can be split into further categories,
for example, databases for remote sensing applications.
Natural texture image datasets show textured surfaces from the real world and
are popular for the evaluation of texture analysis methods. By far. the most well-
known natural texture image dataset by far is the Brodatz dataset (Brodatz, 1966a).
Originally intended as a repertoire for artists and designers, the Brodatz dataset is
composed of 112 gray-scale images. The images are highly varied and suffer few
illumination and contrast issues. Because of this, the Brodatz dataset has become
the defacto dataset for testing texture analysis algorithms. Figure 2.2 shows twelve
of the Brodatz textures.
Figure 2.2: Twelve original Brodatz textures
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Figure 2.3: Four examples from the coloured Brodatz dataset (Abdelmounaime and Dong-
Chen, 2013)
Ojala et al. (1996) use the Brodatz to compare the effectiveness of several
texture measures for classification. The Brodatz has also been used to evaluate the
effectiveness of image features in the proposal of new image features (Liao et al.,
2009, Manjunath and Ma, 1996, Smith and Chang, 1994).
There have been attempts to synthesise the Brodatz (Efros and Leung, 1999,
Paget and Longstaff, 1995, Wei and Levoy, 2000) and despite claims that the Bro-
datz is an easy dataset for retrieval, it is also widely used to test the performance
of textural features in retrieval tasks (Kim et al., 2002, Ojala et al., 1996, Po and
Do, 2003, Unser, 1995). Further, the Brodatz dataset has been coloured by Abdel-
mounaime and Dong-Chen (2013) so that it can be used to evaluate texture methods
designed to work on RGB images (some of the coloured Brodatz are shown in Fig-
ure 2.3).
Because the Brodatz are taken in controlled light conditions, they suffer few
defects (such as occlusions and background regions) and are very diverse. They are
also very popular in testing texture methods which requiring test images with few
non-textured regions. Although the database has been criticised by some as being
an easy choice for retrieval tasks, others argue quite the opposite: that it is not an
easy dataset to use due to its diversity (Lazebnik et al., 2005b).
Vistex (Picard et al., 2010) is another popular dataset containing 167 coloured
images. The images are not controlled for perspective or lightning conditions so
while they offer a larger intra-class variability than the Brodatz images, they also
contain non-textured portions of images and images with more than one textured
region per image. It is therefore considered more difficult to use in relation to
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(a) Mosaic texture 2 from USC-SIPI database (left) with ground-truth segmentation (right)
(b) Mosaic texture 3 from USC-SIPI database (left) with ground-truth segmentation (right)
Figure 2.4: Two USC-SIPI texture tiles and corresponding segmentations.
retrieval tasks. Similarly to the Brodatz, Vistex is also widely used for retrieval (Do
and Vetterli, 2002, Kim et al., 2002, Permuter et al., 2003).
USC-SIPI (Weber, 1997) comprises four texture mosaics and their ground-
truth segmentation. This dataset is primarily used for segmentation (Hsiao and
Sawchuk, 1989, Lin et al., 2006b, Wassenberg et al., 2009), edge-detection (Bas¸tu¨rk
and Gu¨nay, 2009), and image encryption (Pareek et al., 2006, Wu et al., 2012).
A more modern and unusual database is the “Mayang’s free textures” dataset.
It comprises over 4350 images grouped into 9 classes, each of which is then di-
vided further into sub-categories (Murni Adnin and Smith, 2001). Some of the im-
ages display constant texture (similar to the Brodatz), while others contain scenes
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with more than one textured region. The high variability within the classes and the
non-homogeneity of many of the images make it a challenging dataset to use for
classification tasks (Kumar et al., 2016, Ramakrishnan and Selvan, 2008).
Other natural texture databases discussed in the review by Bianconi and
Ferna´ndez (2014) include the Salzburg texture image dataset (STex) (Roland and
Meerwald, 2009), which contains 476 images taken around the city of Salzburg,
and USPTex which comprises 191 images of general scenes, such as textiles, walls,
vegetation and roads (Backes et al., 2012).
2.4.2 Material Textures
Material texture datasets can be similar to some of the natural texture datasets. Like
natural image datasets, they often contain multiple images for each class, they are
popular in texture classification tasks. Material texture datasets are the most preva-
lent type within the world of texture databases.
The CUReT (Columbia-Utrecht Reflectance and Texture) database comprises
images of 61 materials (classes). Each material has been photographed from a range
of orientations but with a single light source. There is a black background around
most samples and the mechanism/stand on which the photographed materials are
placed is visible in some of the images (Dana et al., 1999). The large number of
samples per class makes this a good database for classification tasks and it is used
by a large number of researchers (Guo et al., 2010, Hayman et al., 2004, Liu and
Fieguth, 2012, Varma and Zisserman, 2003, Zhang et al., 2006). Figure 2.5 shows
some examples from the CUReT database.
The KTH-TIPS (KTH Textures under varying Illumination, Pose and Scale)
database (Fritz et al., 2004) is composed of 10 classes. Each class contains 81
images taken with varying lighting directions (3 Illumination), angles (3 Poses)
and magnification (9 Scales) (3x3x9 = 81). The KTH-TIPS has an advantage over
CUReT in that the images have very little to no non-texture borders. Because of
their variety in the IPS dimensions, they are very popular for feature identification
and classification tasks (Crosier and Griffin, 2010, Hayman et al., 2004, Nowak
et al., 2006, Zhang et al., 2007). Figure 2.6 shows some examples from the KTH-
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(a) Eight distinct CUReT materials
(b) Eight distinct views of a CUReT texture
Figure 2.5: Eight CUReT textures (a) and eight views of CUReT sample 08-01
TIPS texture database.
KTH-Tips2 extends KTH-TIPS to include 432 samples for 11 texture classes.
Mallikarjuna and Targhi (2006) provide details on the Illumination, Pose and Scale
variation used for each class, as well as details on post-processing, such as cropping
boundaries and the methods used for dealing with poor quality images.
Photex contains images of the same surface taken at 40 different illumina-
tion directions (Various, 1999). It is used for classification tasks in Drbohlav and
Chantler (2005), Targhi et al. (2008). There is also a 3D version of the Photex which
includes real surface rotation as opposed to image rotation. Photex comprises 1680
images of 30 textured materials. This dataset is popular with shape from texture
methods (Dong and Chantler, 2004, Dong et al., 2007, Jian and Dong, 2011). Fig-
ure 2.7 shows some examples from the Photex dataset.
The UMD (University of Maryland Dataset) dataset contains 25 classes of im-
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(a) Eight distinct KTHTips materials
(b) Eight distinct views of orange peel from KTHTips database
Figure 2.6: Eight KTH-Tips textures (a) and eight views of orange peel from KTH-Tips
ages with 40 gray-scale images per class of varying viewpoints and zoom levels.
This is quite a challenging dataset because the illumination conditions are not con-
trolled and also because the images have been taken using a non-calibrated amateur
camera (Various, 2006). Image categories include several types of bark, wood,
brick, carpets, textiles, stone, as well as water. The fact that each image shows
a unique texture and the classes of image are well curated, make this a very good
dataset for both identifying texture features (de Siqueira et al., 2013, Xu et al., 2012,
2010) and evaluating their performance in classification tasks (Ji et al., 2013, Kong
and Wang, 2012, Liu et al., 2011, Quan et al., 2014).
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(a) Eight distinct PhoTex materials
(b) Eight distinct views of one PhoTex image
Figure 2.7: 8 PhoTex textures (a) and eight views of one PhoTex texture.
The Outex dataset (Ojala et al., 2002a) includes both natural images and ma-
terial textures. This dataset contains images of 320 textured surfaces organised into
29 classes. The dataset is very large as each of the 320 textured surfaces was imaged
under three different types of light source, nine rotations and six different resolu-
tions. There are therefore 51,840 samples, in both RGB and gray-scale. Like many
other material datasets, it is primarily used to evaluate the performance of texture
features in classification tasks (Arvis et al., 2011, Ma¨enpa¨a¨ and Pietika¨inen, 2004,
Ojala et al., 2002a,b, Ojansivu and Heikkila¨, 2008).
The UIUC database (Lazebnik et al., 2005b) contains 40 gray-scale images for
each one of 25 classes, with variation in magnification and viewpoint. This dataset
also suffers variation due to uncontrolled illumination conditions. It is considered
a challenging database for classification due to the large variations in viewpoint
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and magnification in the 40 images per class (Varma and Garg, 2007). The UIUC
dataset is most often used in evaluating the performance of textural features for
classification (Lazebnik et al., 2005a, Mellor et al., 2008, Sifre and Mallat, 2013,
Zhao et al., 2012).
The MEASTEX (MEASurement of TEXture) database contains a combination
of images of homogeneous-natural and artificial materials (Smith and Burns, 1997).
They are divided into three broad categories, namely grass textures, materials tex-
tures and surface textures. The grass category contains different types of grass in a
range of presentations. The materials category contains images of various classes
of mulch, sandstone, gravel, pebbles and sand. The surfaces category is divided into
various types of asphalt, concrete, corrugated iron and office partitions.
There are many other material databases available in the literature, such as
the The PSU-NRT (PSU Near Regular Texture) dataset (Liu et al., 2004b) and
the ALOT (Amsterdam Library Of Textures) (Geusebroek and Burghouts, 2009)
which are diligently reviewed in Hossain and Serikawa (2013) and Bianconi and
Ferna´ndez (2014).
2.4.3 Texture in the Biosciences
With the improvement of medical imaging over the last few decades, researchers
are able to see more inside living creatures. Images of cellular tissues have been
joined by others from X-Ray, MRI, and CT scans in the medical image analysis
fields. Many texture analysis methods have been used in bio-medical libraries for
the identification of (segmenting) organs and other body parts: organs in the ab-
domen (Koss et al., 1999), bone structures (Lorigo et al., 1998), knee (Sebastian
et al., 2003), carpal and hand (Sotoca et al., 2003) amongst many others.
Texture analysis methods have also been used for cell segmentation (Kong
et al., 2011, Sharma et al., 2008) and identifying tumours: malignant liver tumours,
(Xian, 2010), breast tumours (Chen et al., 2002) and colon carcinoma (Esgiar et al.,
2002).
Any image bank with pictures of cell cultures can be treated as a texture
database. Here we present a few large and publicly available datasets and show
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some images from these datasets in order to illustrate texture methods used on such
images.
A large and popular dataset in the biosciences is the IICBU biological image
repository. This dataset was proposed to be used as a benchmark dataset for compar-
ing the performance of image analysis algorithms for biological images. It contains
11 libraries of images. Figure 2.8 shows some example images from the IICBU
library.
(a) Some samples from the IICBU dataset
(b) Lymphoma cell tissues from the IICBU dataset
(c) Head of C Elegans roundworm 1, 2, 4 and 8 days after hatching
Figure 2.8: Examples from the IICBU Biological Image Repository
MESSIDOR is a dataset containing images of eyes with retinopathy collected
by three hospitals in France. Some examples are shown in Figure 2.9, and these im-
ages have been used to develop tools that automatically detect the disease (Acharya
et al., 2012, Jayasakthi and Rajaselvi, 2016) as well as to detect the formation of
new vasculature on the retina (Lee et al., 2013).
The USF database for screening mammographic mass (USF-DDSM) com-
prises mammography images which have been used in the development of tools
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Figure 2.9: Four retina images from MESSIDOR
for estimating mammographic mass (Bruynooghe, 2006, Zhang et al., 2011, 2010)
which helps clinicians identify regions of interest in the detection of suspicious
formations and malignant masses within breasts (Wang et al., 2007, Zhang et al.,
2012).
Bianconi and Ferna´ndez (2014) and Hossain and Serikawa (2013) present a
few more datasets for skin conditions (Rutgers) (Cula and Dana, 2004, Cula et al.,
2004), lung emphysemas (Sorensen et al., 2010), and epistromas (which show sam-
ples of bowel cancer) that can be accessed through an online interface. The common
feature of all these datasets is that they have been used to develop and validate tex-
ture analysis methods.
2.4.4 Dynamic Textures
In the previous three sections we considered static images of static objects.
Dynamic texture datasets refer to those in which the object is being pho-
tographed/recorded over time. In other words, dynamic textures are time-varying
textures that are often distributed in video format. Each video frame can be taken as
a sample of a class (Doretto et al., 2003a,b, Doretto and Soatto, 2003, Soatto et al.,
2001).
We will not review dynamic texture datasets in great detail as we do not discuss
them anywhere else in the work, but they have been included here as we feel that
it is necessary to acknowledge their importance in certain texture analysis applica-
tions, especially in recognition and synthesis applications (Costantini et al., 2008,
Efros and Freeman, 2001, Li et al., 2002, Yuan et al., 2004). The three most com-
mon datasets in dynamic texture analysis are DynTex, Dyn-Tex++ and the UCLA
2.4. Textures, Databases and Applications 46
Dynamic Texture Dataset, which we review briefly.
The UCLA dynamic texture dataset (Saisan et al., 2001) includes gray-scale
images sequences for smoke, a fountain, a flowing river, ocean waves and a flowing
curtain, as well as colour RGB sequences of a fountain, ocean waves, fire and small
waves on stagnant water (Doretto et al., 2003a). This dataset has been useful in
evaluating texture features on both texture synthesis as well as for use in classifi-
cation and recognition tasks (Chan and Vasconcelos, 2007, Derpanis and Wildes,
2010, Ghanem and Ahuja, 2010, Ji et al., 2013).
DynTex (Peteri and Chetverikov, 2005, Peteri et al., 2010) is a popular com-
prehensive dataset of dynamic textures maintained by the university of La Rochelle.
The creators intended for it to become the reference database for dynamic textures,
in the same way that Brodatz is the reference dataset for natural textures. DynTex is
certainly a large dataset: it contains over 650 sequences of not less than 250 frames
per sequence, making the dataset over 52GB in size. It has been used for recogni-
tion tasks (Fazekas and Chetverikov, 2007, Zhao and Pietikainen, 2007) as well as
for synthesis (Filip et al., 2006, Guo et al., 2013).
Ghanem and Ahuja (2010) have criticised the UCLA dataset for its small size
and the Dyntex dataset for a lack of labelling in relation to the sequence, panning
and zooming of the video (present within some of the sequences). Ghanem and
Ahuja further criticised the fact that the static and dynamic background has not
been cropped out, as well as the huge size of the data (as it was provided in RAW
format). They decided to run some pre-processing on the DynTex dataset and pro-
duced a curated dataset containing 3600 sub-sequences (1000 in each of 36 classes),
obtained by curating 345 of the DynTex sequences. None of the resulting sequences
show more than one dynamic texture, they contain no background, no panning or
zooming, nor do they include scenes with little or no motion. Ghanem and Ahuja
named the dataset Dyntex++. It is publicly available and has been used in texture
classification and recognition tasks (Pa¨iva¨rinta et al., 2011, Ren et al., 2013, Tiwari
and Tyagi, 2017). For a further review, the reader is referred to the comprehensive
work of Bianconi and Ferna´ndez (2014) and Hossain and Serikawa (2013).
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2.5 A Taxonomy of Texture Representations
We present a brief summary of some of the most common texture methods arranged
into four categories: structural, statistical, model-based and transform-based. Tex-
ture methods may fall into more than one category.
2.5.1 Statistical Texture Methods
Texture analysis methods often need to be applied on real-world, natural, images.
In the simplest case this refers to images of a single, uniform, (a priori) textured
surface. For a texture analysis method to be practical it often needs to be robust.
Robustness is often taken to be a proxy for invariance against properties irrelevant
to the task at hand. These are primarily manifested as grey-level variations within
and between images of the same texture (class) due to perspective shifts, rotations,
illumination and scaling variations. The human visual system is robust against these
properties; when presented with a texture, changing the angle, light and size of the
presentation will, in most cases, not affect our conviction that we are looking at the
same texture (class).
Many statistical methods consist of describing an image region as an histogram
of features found in said region. The standard process for this type of statistical
method is as follows:
1. Choosing a set of filters to apply to an image;
2. Choosing a set of features from the filter responses;
3. Choosing how to represent the features as an histogram.
Methods also vary depending on whether or not the histograms across all textures
are defined across the same alphabet. Methods based on feature distributions are
called bag of visual words or bag of textons methods.
Ojala et al. (1996) and Ojala and Pietika¨inen (1999) introduce the concept of
local binary patterns (LBP), as a gray-level difference based simplification of Wang
and He (1990) texture-spectrum local neighbourhood labelling method. An LBP is
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given by:
LBPnP,r =
nP
∑
i=1
2i−1δ (g(i)−g(0)), (2.2)
where nP is the number of equally spaced pixels at a radius r around the central
pixel, δ (x) = 0 for x < 0, δ (x) = 1 for x ≥ 0, and g(i) are the gray-scale values
of pixels with coordinates
(
−r sin(2piinP ),r cos(2piinP )
)
, given that the coordinates of
the central pixel g(0) are (0,0). In their later paper (Ojala et al., 2002b), they also
introduced a measure for the contrast of local texture regions, given by the variance
of the local pixels:
VARnP,r =
1
nP
nP
∑
i=1
δ (g(i)− g¯)2, (2.3)
where g¯ is the mean of the g(i)nPi=1 .
Ojala et al. demonstrate the rotation invariance and discrimination power of
LBPnP,r, VARnP,r and the ratio
LBPnP,r
VARnP,r
, via a series of classification tasks on the Ou-
tex database. The best classification performance, 97.9% is obtained using LBPnP,rVARnP,r
.
Ylioinas et al. (2013) propose a novel method for sampling LBPs, which they call
dense LBPs. Their sampling method consists of taking internal pixel corners in
an image as g(0) (centre of their LBP samples), as well pixel centres, in standard
LBP. For an m× n image, the standard, say, LBP8,r representation would contain
(m− r)(n− r) points. Ylioinas et al. (2013) equivalent LBP8,r variant would con-
tain (m− r)(n− r)+ (m− r− 1)(n− r− 1) points. This increase in density leads
to slightly improved classification performance (≈ 2− 8%) compared to standard
LBP. Liu et al. (2012) propose another extension to the standard LBP extension. In
their method, they calculate four LBP variants at every pixel centre. Their first two
LBP variants capture the intensity of the central and neighbouring pixels separately.
The other two variants capture pixel value difference in angular and radial direc-
tions. They report a significant improvement (≥ 8%) in classification performance
compared to standard LBP.
Lowe (1999, 2004) introduces the scale invariant feature transform (SIFT) key-
point detection and representation. He uses a difference of Gaussian (DoG) detector
to identify local extrema which he uses as keypoints. He then filters down the key-
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point sample by first deleting low contrast points and then deleting keypoints for
which the principal curvature is above a pre-set threshold, which he argues corre-
spond to edges. Next, he defines an image representation based on the identified
keypoints, using local gradients. He shows that this representation performs well
in object identification tasks. Ke and Sukthankar (2004) propose a method, PCA-
SIFT, to reduce the dimensionality of the SIFT representation and show that the
performance in a retrieval task improves compared to the standard SIFT method.
They also show that the computational cost in performing PCA on the SIFT repre-
sentation is small compared to the saving in the matching cost in retrieval tasks.
Bay et al. (2006) introduce a set of features, speeded up robust features
(SURF). Just like SIFT ,the features are based on local extrema keypoints. They
introduce an extrema detector that uses the Hessian of the image convolved with
a Gaussian kernel and show that, for an image of 800× 640 pixels, their method
finds a comparable number of keypoints to the DoG (1418 vs 1520) in under one
third of the time. They then introduce an descriptor, based on Gaussian weighted
wavelet responses, in horizontal and vertical directions. They show that their joint
detector-descriptor is up to 4× faster than SIFT and recall performance improves
by up to 10%.
Leung and Malik (2001) propose a method for obtaining textons from textures.
They apply a set of 48 DtG kernels to multiple images of the same surface under
different illumination and viewpoint conditions. They argue that by doing this they
are capturing both the geometric and photometric properties of texture, thus they
call their vocabulary 3D textons. They then concatenate the responses for all images
and all filters. They obtain their feature vocabulary by clustering the filter response
space (using k-means) and then joining tightly packed clusters for which there is
likely to be little data.
Zhang et al. (2007) use the affine invariant version of the Harris-Laplace and
Laplacian detectors (which capture corner-like and blob-like regions) together with
the SIFT, RIFT and SPIN descriptors to construct their keypoint space. They learn
a feature space by clustering their keypoints using a support-vector-machine (svm)
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classifier. They report improved classification performance when combining the
two detectors and three descriptors compared to using them individually on a range
of texture datasets.
Griffin et al. (2009) introduce the Basic Image Feature (BIF) texture represen-
tation which we review in detail in Section 4.1.1.3.
Zhang et al. (2015) introduce a scale invariant texture representation based on
frequency decomposition and gradient orientation. It consists of a 2D histogram
for the joint distribution of orientation-decomposed image-intensities (responses to
wedge filters) and a texture gradient. They compare classification performance on
two texture databases to the performance of other texture representations. They find
that their algorithm marginally outperforms (≈ +0.3%) the state-of-the-art (BIFs)
for one of the datasets, but performs considerably less well on another (≈ −4%),
compared to BIFs.
Other statistical methods include co-occurrence matrix methods (Clausi, 2002,
Gotlieb and Kreyszig, 1990) and autocorrelation methods Haralick (1979), Ulaby
et al. (1986).
2.5.2 Transform Based Methods
Campbell and Robson (1968) carry out a series of psychophysical experiments to
probe human perception of gratings. They argue that the results of the experiments
indicate that there are two separate perceptual mechanisms for frequency and ori-
entation in the human visual system. Similar to Fourier decomposition in signal
processing, the human visual system decomposes visual signals into multiple, fre-
quency and orientation tuned channels (Georgeson, 1979).
The Fourier transform, fˆ , for a one dimensional signal f is given by:
fˆ (ξ ) =
∫ ∞
−∞
f (x)e−2piixξdx (2.4)
One can introduce spatial dependency into the Fourier representations by re-
stricting it to a specific window. The short-time Fourier transform (STFT), fˆw, of a
one dimensional signal f , in a window w is given by:
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fˆw(ξ ) =
∫ ∞
−∞
f (x)w(x−ξ )e−2piixξdx (2.5)
The STFT in the special case for which w is a Gaussian function is called a
Gabor transform (Tuceryan and Jain, 1998). Features extracted from Gabor filters
composed of trigonometric functions with Gaussian envelopes have been used for
texture segmentation (Dunn and Higgins, 1995, Grigorescu et al., 2002, Jain and
Farrokhnia, 1991, Weldon et al., 1996) and classification (Arivazhagan et al., 2006,
Idrissa and Acheroy, 2002)
The wavelet representation Wf of a function f is its decomposition into an
orthonormal series:
Wf (ξ ) =
1√
a
∫ ∞
−∞
f (x)
¯
ψ(
x−ξ
a
)dx, (2.6)
where ψkl(x) = 2k/2ψ(2kx− l).
Features from wavelet transforms have also been successfully used in texture
classification (Arivazhagan and Ganesan, 2003, Chang and Kuo, 1993, Portilla and
Simoncelli, 2000) and segmentation (Unser, 1995) tasks. Wavelet representations
are often preferred to Gabor ones because its components are orthogonal, so there is
no redundancy in the extracted features (Materka et al., 1998, Teuner et al., 1995).
2.5.3 Model-Based Methods
Model-based texture methods model textures by a functional (not necessarily ex-
plicit) form. The models are parametrised by parameters that capture the essential
properties of the texture. Model-based texture methods often consist of identifying
the parameter values that lead to the most life-like synthetic copies of the original
texture. Model performance is often assessed by comparing synthesised textures
with the real ones. They are very common in texture synthesis methods. Common
methods include Markov Random Field -based and Fractal methods.
A Markov Random Field is an undirected network structure that represents de-
pendencies between random variables. Nodes in the network represent the random
variables. Edges connect pairs of nodes for which a statistical dependency exists
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(Li, 2012). When using MRFs for texture analysis, pixels (Paget and Longstaff,
1995) or pixel-regions (Cross and Jain, 1983) are represented by nodes in the net-
work. The pixel (regions) are connected with edges to other near-by pixel (regions).
The entire texture can be modelled by a Gibbs random field, for which the probabil-
ities depend on a set of parameters, say θ . The parameter values are representative
of the properties of the texture. MRF models have been used for texture synthesis
(Cross and Jain, 1983), classification (Chellappa and Chatterjee, 1985) and segmen-
tation tasks (Panjwani and Healey, 1995, Won and Derin, 1992).
Mandelbrot (1983) argues that a large proportion of natural scenes can be de-
scribed using fractals. Fractals are defined as a self-similarity group. They are
formed by the union of an object and scaled-down copies of the object. The scale ra-
tio, r, is kept constant for successive down-scaling steps (Mandelbrot, 1983). Early
attempts at texture classification based on fractal methods relied on properties of
the fractal dimension. The fractal dimension, given by the ratio of the log of repeat
elements to the log of 1r , is a measure of a fractal’s roughness/complexity (Pentland,
1984, Sarkar and Chaudhuri, 1992). Mandelbrot also explains that two very differ-
ent patterns can have very similar fractal dimensions. He introduces the concept of
lacunarity, which can be used as a measure of how many gaps a pattern has. Keller
et al. (1989) show that in two simple segmentation tasks, a segmentation based on
lacunarity performs better than fractal dimensions alone.
2.5.4 Structural/Geometric Methods
Structural methods are based on the assumption that textures are made from repeat-
ing entities, called texels, which constitute the microtexture. The macrostructure is
given by the set of placement rules that governs the arrangement of these entities
(Haralick, 1979). Structural texture analysis methods are often carried out in two
key stages. The first is the identification of the microtexture. The second step is to
infer the set of rules governing the arrangement of the microtexture. Because struc-
tural methods operate under the assumption that there is a repeating unit, the per-
formance of these models is often only useful for fairly-regular textures (Tuceryan
and Jain, 1998).
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A fairly recent structural/model-based approach is epitomic texture analysis.
The epitome of a textured region is defined as a mini-version of the texture, or a
condensed version of the texture. In epitomic analysis, a texture, or more generally
an image, can be defined by its epitome and a function mapping the epitome to the
image pixel values (Jojic et al., 2003). Epitomic analysis is very useful in image
compression. This is especially so for video compression where regions in consec-
utive frames in a video are likely to be similar. These regions, repeating from frame
to frame, can be represented by a single epitome.
2.5.5 Machine Learning Methods
Since high power computers have become available to researchers, an increasing
number of machine learning methods have been developed in image classification,
texture recognition and segmentation (Cimpoi et al., 2016, 2015), and medical im-
age analysis (Shen et al., 2017) in applications for facial recognition (Sun et al.,
2014), X-ray image analysis (Rogers et al., 2017), pedestrian detection (Ouyang
and Wang, 2013), and even kinship verification (Boutellaa et al., 2017). While
these methods have achieved performance levels far superior to more ‘hand-crafted’
methods (LeCun et al., 2015), edge cases are still not well understood (Andrews
et al., 2016, Tanay and Griffin, 2016). In this work we chose to err on the side
of predictability and intuition over performance so we do not explore these meth-
ods in learning. Not withstanding this, we acknowledge their feats in reaching the
performance levels they have.
2.6 Relevant Methods for Texture Scale
As discussed in Section 2.1, many of methods for estimating the scale of texture in
the literature aim to identify the repeating element (texel) within the image. The
size of the texel or distance between neighbouring texels is taken as a measure of
scale. These methods are ill-defined for irregular/stochastic textures which are not
formed by the placement of a repeating texel on the scene, and for homogeneous
textures, in which the texel is not placed on the scene according to a regular grid.
The exceptions to this are the methods of Ardizzone et al. (2013), which is designed
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Figure 2.10: Surf keypoints for Brodatz D88 (left) and D101 (right).
to work for homogeneous as well as for regular and near-regular textures, and that
of Hong et al. (2008) which is designed to work for textures of all regularities.
We present these two methods in detail in this section because we will compare
the accuracy of the estimates obtained using these two algorithms, to that of those
obtained using our own algorithm, which we present in Chapter 4.
Ardizzone et al. (2013) propose a method for estimating the global scale of
textures. They define texture scale as the size of the repeating unit forming the
texture, or texel. The algorithm they propose is designed to work for textures dis-
playing constant texture, i.e. containing a single type of texture, and formed by a
repeating unit, i.e. for regular, near-regular and homogeneous textures. The Bro-
datz images are known for displaying constant texture, so the authors use them in
the development of their tool.
The method comprises four steps:
1. Compute the image keypoints
2. Calculate ‘keypoint density maps’ for a range of window sizes
3. Plot the square root of the modal number of keypoints in the keypoint map vs.
window size
4. Identify the subset of window sizes for which the modal number of keypoints
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Figure 2.11: Keypoint density maps for radii of 11, 21, 31 and 41 pixels respectively on
Brodatz 88.
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Figure 2.12: Normalised number of keypoints vs. window size for Brodatz D88.
is closest to linear
Figure 2.10 shows the SURF keypoints for two Brodatz textures. For each
pixel in the image, and for a given window size, we can calculate the number of
points fitting in the windows centred at the pixel. Figure 2.11 shows the keypoints
maps for Brodatz D88 calculated using upright square windows of 11, 21, 31 and
41 pixels in height respectively, left to right.
For an image of R×C pixels, with p keypoints, the mean number of pixels per
keypoint, P¯ is:
P¯=
R ·C
p
(2.7)
Therefore, by construction, expected number of keypoints in an upright square
window of size Sx×Sx is x, where:
Sx =
√
x · P¯ (2.8)
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In practice the keypoints will not be uniformly distributed on the image, so
Ardizzone et al. (2013) calculate the modal number of keypoints, M(Sx) in a win-
dow of size Sx, for a range of window sizes. They then argue that the scale of a
texture can be read as the step-size S which minimises the distance between the
observed modal number of keypoints, and the window size. To identify the step-
size, they sub-sample M(Sx) at a range of step size; {xi}i, so that Mn(xi) =M(n ·xi).
The texture scale,S , is thus given by:
S = argmin
xi
∑
i
(Mn(xi)−n · xi)2 (2.9)
Hong et al. (2008) propose a method for estimating the scale of texture at
each pixel of the image based on energy minimisation. One of the ways in which
the authors demonstrate the efficacy of their method is by showing that the local
scale estimates obtained on Brodatz textures are approximately constant across each
Brodatz. This is expected as the Brodatz exhibit constant texture, i.e. they only
show one type of texture. This is very relevant for us, as we take the mean of the
local scales for each Brodatz obtained using this method as the global scale estimate
for the texture when comparing the performance of this algorithm to ours in Chapter
4. In their work, they showcase how their scale map can be used for segmentation
tasks on natural images.
For a given point p = (p1, p2) ∈ Ω in image I : Ω ⊂ R2→ [0,1], the window
Wp,r centred at p and with ‘radius’ r is defined as:
Wp,r =
{
q= (q1,q2) ∈Ω : max
1,2
{|p1−q1|, |p2−q2|}< r
}
(2.10)
The eight neighbouring windows to this Wp,r =
{
W Npi,r
}8
i=1 is defined as fol-
lows:
W Np,r ={W(p1+2r,p2+2r),r,W(p1,p2+2r),r,W(p1−2r,p2+2r),r,W(p1−2r,p2),r,
W(p1−2r,p2−2r),r,W(p1,p2−2r),r,W(p1+2r,p2−2r),r,W(p1+2r,p2),r}
(2.11)
Figure 2.13 illustrates this visually for r= 1 (right) and r= 3 (left). The central
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Figure 2.13: Hong et al. (2008) compare the energy between adjacent tiled regions of dif-
ferent sizes. Each dot corresponds to a pixel. Black region is Wp,r, mid
points of back region is p, and radii are 3 and 1 for left and right respectively.
Coloured arrays correspond to each of the 8 W Np,r.
black pixel in each of the two arrays corresponds to p, the black dots correspond to
Wp,r and the 8 coloured areas correspond to each of the eight neighbouring windows
in W Np,r.
The probability density function for each of the windows PWp,r is defined by
the gray-scale histogram of intensity values from Wp,r . An energy function E is
defined as follows:
Ep,r = D
(
PWp,r ,PW Np,r
)
−αH (PWp,r)+β r (2.12)
Where D(PW1,PW2) is a dissimilarity measure (distance) between PW1 and PW2 ,
and H(PW ) of the distribution, PW , of window W . The authors consider the
Kullback-Leibler divergence, and the Wasserstein distance as candidate measures
of dissimilarity. They opt to use the latter as the Kullback-Leibler divergence is
undefined when PW2 is zero, which occurs frequently with gray-scale histograms of
small regions. Figure 2.14 shows a synthetic texture (left) and the KL divergence
(red, right), Wasserstein distance (green, right) and entropy (blue right), of the syn-
thetic texture on the left side of the image, with varying window size. The window
size w, is defined as w= 2r+1. The values of design parameters α and β are tuned
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Figure 2.14: Texture scale method by Hong et al. (2008). Three energy function com-
ponents: KL divergence (red, right), Wasserstein distance (green, right) and
entropy (blue right) for a synthetically generated texture (left).
on the Brodatz and fixed as design parameters with values α = 0.001, and β = 0.1.
Figure 2.15 shows the Wasserstein distance (top left), KL divergence (top cen-
tre) and entropy for 10 points on Brodatz D101 (bottom left). The curves are com-
bined as per Equation 2.12, and the texture scale at p is given by:
S= inf
r
min
i
DW
(
PWp,r ,PW Np,r
)
−αH (PWp,r)+β r (2.13)
The firs component of the energy function that we are minimising finds a size
that minimises the distance between the histograms of neighbouring reasons. The
second component, with the entropy, tmaximises the complexity of the window
in order to avoid picking up constant regions within a texel. The third component
penalises for large windows so that the we avoid picking regions containing multiple
texels - these will generally be captured by subsequent local minima.
The bottom right of Figure 2.15 shows a texture scale heat-map for Brodatz
D101 (figure 2.15, bottom left). As expected by the authors, the scale is fairly
constant. We take the mean of the texture scale values across the image as a measure
of global scale on the Brodatz.
2.7 Summary from Literature Review
In this chapter we explored the relationship between texture scale, regularity and
periodicity, provided a brief introduction to measurement theory in the context of
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Figure 2.15: The three components of the energy curve, for Brodatz D101 and the corre-
sponding scale map according to Hong et al. (2008).
perceptual studies and introduced one of the most common psychophysics scaling
methods to set the scene around measuring human assessment of texture scale, the
first part of the research covered in this work (Chapter 3). We then introduced
some texture databases and applications in which they have been used and a brief
taxonomy on texture methods. Finally, in Section 2.6, we reviewed in detail the two
methods most similar to ours in scope. Next, we will introduce the two perceptual
studies we carried out in order to capture human assessment of texture scale before
presenting our empirical algorithm for the quantification of texture scale,
Chapter 3
Quantifying Human Perception of
Texture Scale
In the last two chapters we explored the literature on texture scale and the different
meanings of the term scale when used in the context of texture. In Chapter 2 we
showed how the definition varies according to the application at hand depending
on whether or not the texture is formed by a spatial arrangement of a discernible
repeating unit.
In this chapter we show that humans can assess texture scale consistently, irre-
spective of texture regularity, and measure their assessment of texture scale, without
making any claims on the physiological process behind it.
As previously mentioned, there are no well established definitions for texture
scale when referring to non-regular textures. Attempts at characterising texture
scale have been made by Ardizzone et al. (2013) and Hong et al. (2008). The
characterisation by Ardizzone et al. (2013) relies on the spatial distribution of image
features. Hong et al. (2008) use a pixel by pixel approach based on the similarity of
histograms of luminance values in neighbouring regions.
Neither of these definitions were suitable for our characterisation as they were
not perceptually validated and required the windows to be upright squares.
Instead we wanted to characterise texture scale perceptually, devoid of any
underlying models for texture or physiological mechanisms. We considered several
characterisations, but two of them are preferred. The first is “the length scale over
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which texture appears consistently”, and the second is “the window size beyond
within which texture appears consistently”.
Both contain the key idea of regions of consistent appearance. Although
perceptually motivated, such a characterisation is highly consistent with various
paradigms for texture (regions of constant statistics, a repeat element + a placement
rule, ...), without being too restrictive as to how these ought to be interpreted. In the
case of the definition of area with constant statistics, we do not specify what the
word constant is supposed to mean. When thinking of it as a repeating element +
placement rule, we do not impose the number of repeating elements that need to be
considered in order to understand the placement rule.
Given the lack of a mathematically rigorous definition for texture scale, we
have decided to propose a perceptual characterisation. When doing so, we are of-
ten asked “why should we care about the perception of a property, as opposed to
the property itself?”. While we understand the practical benefits of having a more
restrictive definition of texture scale, in situations where the objectives are to both
(i) quantify human perception (without introducing any form of experimental bias)
and (ii) devise a scale that is communicable and easily interpreted by researchers
across disciplines, it is often best to start with a perceptual characterisation.
A drawback of such an openly interpretable characterisation is that any mea-
surements we make will be affected by (i) the true scales, (ii) population wide bias,
and (iii) individual bias.
In this chapter we present two psychophysical experiments we have carried
out in order to (a) validate our hypothesis that people are able to assess texture
scale consistently, and (b) quantify their assessment with the aim of developing
an algorithm for the automatic quantification of texture scale. The subjects were
PhD students and academics from a range of scientific disciplines (vision, computer
science, biology, engineering, mathematics).
Before we introduce the experiments, we justify our choice of the Brodatz
dataset for this study in Section 3.1. There, we also explain how we have divided
the dataset according to regularity, and isotropy for a more detailed analysis of both
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the subjects’ responses and the performance of the proposed algorithm.
The first experiment, introduced in Section 3.2 is a direct scaling experiment
in which subjects were asked to make an absolute judgement on the scale of the
textured image with which they were presented. The results from this experiment
give us confidence that our hypothesis on the consistency of human assessment of
texture scale, irrespective of texture regularity, is correct.
While the results from the first experiment provide validation for our hypothe-
sis, there are two main drawbacks to such an approach in our case. First, in order to
obtain sufficiently narrow confidence intervals using a dataset the size of the Bro-
datz, each observer would be required to give a huge number of responses (in the
thousands). Second, when subjects are asked to make absolute judgements, their
responses may be affected by individual bias.
The second experiment, introduced in Section 3.3, is a two alternative forced
choice (2AFC) experiment which enabled us to derive an interval scale for percep-
tion, which has been shown to be useful (Protonotarios et al., 2014). However, this
method is not problem-free either. In addition to possible issues with data quality,
which we discuss later on, the main limitation of this method is that the derived tex-
ture scale values are on an internal-psychophysical interval scale. As a result, the
derived values do not represent a physical “distance” or “area”. This is particularly
problematic in light of the fact that we want to obtain a measure of texture scale that
can be easily communicated.
Nonetheless, it has been shown that the relationship between psychophysical
interval scales and physical unit scales obey Weber’s law (Fechner, 1966, Geschei-
der, 1997). Therefore, we can use the measurements in pixel units from the first
experiment to convert the estimates arising for the 2AFC task, in jnd units to pix-
els. The details of this, as well as the resulting values for the Brodatz dataset, are
presented in Section 3.4.
We conclude this chapter, in Section 3.5, with a discussion of the limitations
of using perceptual studies to derive ground-truth datasets, possible extensions to
the studies, and a more detailed analysis of the factors which affect subjects’ judge-
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ments.
3.1 Choosing a Suitable Dataset
In Section 2.4 we provided a detailed review of some of the most common texture
datasets found in the image analysis literature. Having compared these candidate
datasets across three dimensions (constancy within textures, variety between tex-
tures and dataset size), we chose to use the Brodatz dataset in our two perceptual
studies.
In order to measure a subject’s assessment of scale accurately, we wanted a
dataset that would enable the subject to isolate texture from other aspects of the
image. Therefore we looked for datasets with constant texture within images, no
backgrounds, perspective, or other image features. The Brodatz dataset satisfies
these requirements.
We wanted to verify subjects’ ability to assess the scale of a wide range of tex-
tures. The natural image and material datasets (e.g. Brodatz) are a lot more varied
than specialised datasets (e.g. tissue cell samples). While there are known biases
affecting subjective assessment of image properties when presented with familiar
objects (e.g. those found in natural images and material images), we did not believe
that such effect would be pronounced for the Brodatz due to their constancy within
textures.
In order to assess consistency within and between subjects, we needed a dataset
that was not only highly varied but also small enough for any given subject to pro-
vide responses more than once for each texture. The 112 strong Brodatz is an ap-
propriate size given the requirements.
Although we could have combined images from various datasets instead of
picking one of many, we did not do this for two reasons. First, it could lead to ques-
tions with regards to the images included (e.g. were images selected a posteriori
to optimise agreement with our hypothesis?). Second, we wanted our results to be
useful for further research, and reporting results for a complete and well established
dataset was more likely to achieve this.
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We use a version of the Brodatz textures which is freely available for download
and which has lightness inverted values. These images have a slight advantage
for psychophysical experiments as the imaged textures are harder to recognise so
may reduce the impact of semantic associations. We are happy to use a gray-scale
database because there is evidence that colour does not have significant influence
on the perception of texture complexity (Ciocca et al., 2015a,b).
The Brodatz dataset contains images with a range of regularities and isotropy
levels. We rank the Brodatz set according to these dimensions and report the levels
in Table 3.1. Textures are ranked 1-3 according to their regularity, where a score of
1 indicates irregular textures, and a score of 3 indicates regular textures. Textures
are ranked 1-5 according to their isotropy, where a score of 1 indicates textures that
are highly anisotropic and a score of 5 indicates textures that are highly isotropic.
3.2 Direct Scaling Approach
The first psychophysical experiment that we performed was a direct scaling one.
This means that subjects were asked to make an absolute assessment, in this case
about texture scale. The purpose of this first experiment was to provide us with
preliminary validation that there is consensus on the assessment of the scale of
textures, before we attempted automatic methods to estimate it, and validate those
against data from the second experiment.
3.2.1 Method
Subjects were presented with a single texture and asked to drag-and-select a “win-
dow of the smallest size within which the texture appears consistently”. The in-
terface restricted subjects to choosing upright square windows. Subjects were re-
stricted to dragging-and-selecting a square window in this study so that they were
forced to reduce their judgement to a single figure. An experimental run involved
a subject being presented with each of the 112 Brodatz textures in turn. Figure 3.1
shows a screen-shot of the interface. This was a web-based interface. Each subject
was asked to perform the experiment on their own machines over the internet. We
recorded the position and size of the selected window and the time it took subjects
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Tex Reg Iso Tex Reg Iso Tex Reg Iso Tex Reg Iso
D1 1 4 D29 3 4 D57 3 4 D85 1 1
D2 3 4 D30 3 4 D58 3 1 D86 3 3
D3 2 4 D31 3 4 D59 3 1 D87 2 2
D4 3 5 D32 3 5 D60 3 3 D88 2 3
D5 3 5 D33 3 5 D61 3 2 D89 2 2
D6 1 4 D34 1 4 D62 3 1 D90 3 2
D7 3 5 D35 2 3 D63 3 3 D91 3 1
D8 2 2 D36 2 3 D64 1 4 D92 3 5
D9 3 2 D37 3 1 D65 1 3 D93 3 1
D10 3 1 D38 3 1 D66 2 5 D94 1 4
D11 1 2 D39 3 1 D67 2 1 D95 1 4
D12 3 3 D40 3 1 D68 2 1 D96 2 1
D13 3 2 D41 2 1 D69 3 1 D97 3 2
D14 1 3 D42 2 1 D70 3 1 D98 3 4
D15 3 1 D43 3 1 D71 3 1 D99 3 2
D16 1 4 D44 3 1 D72 3 1 D100 3 3
D17 2 2 D45 3 2 D73 3 3 D101 1 5
D18 1 3 D46 1 1 D74 2 4 D102 1 5
D19 2 4 D47 1 1 D75 2 5 D103 2 5
D20 1 5 D48 1 4 D76 2 3 D104 2 5
D21 1 5 D49 1 1 D77 2 5 D105 2 2
D22 2 4 D50 3 1 D78 2 2 D106 2 2
D23 3 4 D51 3 1 D79 2 2 D107 3 4
D24 3 3 D52 1 4 D80 2 4 D108 3 4
D25 1 2 D53 1 4 D81 2 3 D109 3 4
D26 1 2 D54 3 5 D82 1 5 D110 3 4
D27 3 5 D55 1 3 D83 1 1 D111 2 5
D28 3 5 D56 1 2 D84 2 5 D112 2 3
Table 3.1: Brodatz textures scored according to regularity and isotropy. Regularity: 1 for
irregular, 3 for irregular. Isotropy: 1 for anisotropic, 5 for isotropic.
to perform each trial. There was no time limit for the experiment. The order and
orientation (in multiples of 90 degrees) of each image was randomised for each trial
and between subjects. Subjects were presented with each of the 112 Brodatz in turn
so that we could evaluate the consistency between experimental runs. In order to
evaluate within-subject consistency, we allowed each subject a cooling period of 48
hours before asking them to perform the complete experiment a second time. While
the experiment was performed in non-controlled conditions, we did not expect this
to have a major impact on the results. The Brodatz images are 640x640 pixels, so
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Figure 3.1: Interface used for the direct-scaling experiment. Subjects were asked to drag
and select a window on the main interface pane (left). The interface restricted
the subjects to selecting upright square windows. The selection was shown on
the left pane of the interface. Users could then submit their selection or make
another selection.
the likelihood of sub-sampling due to display resolution restrictions was very low.
In addition, because we perform a Procrustes transformation (Gower and Dijkster-
huis, 2004) to correct for individual bias when analysing the results (Section 3.2.2),
much of the systematic inter-subject variability is removed.
3.2.2 Response Analysis
The histogram of selected window sizes (measured in pixels), shown in Figure 3.2
(left), is strongly positively skewed. To facilitate statistical analysis of this data we
computed log window sizes, which resulted in a less skewed (more Gaussian look-
ing) histogram of values (Figure 3.2, right). Henceforth we will use log2 window
size, but refer to it simply as window size.
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Figure 3.2: Histogram of subjects’ responses to the direct-scaling experiment in pixels
(left) and log2 pixels (right).
Figure 3.3: Scatter plots between two distinct subject-pairs illustrate systematic differences
between subjects’ window selections, and y= x line (green).
We calculated the intra-subject Person’s correlation for each subject’s re-
sponses. These were all in the range 0.74-0.89, except for one subject for which
it was 0.54. Given that this subject responded much faster than all the other sub-
jects, the data was considered of poor quality and was discarded from all further
analysis. The mean intra-subject correlation was then 0.83. This suggested that
each subject had a consistent internal criterion for their selections.
We then averaged the two responses of each subject, and computed correlations
between each pair of subjects. The mean inter-subject correlation was 0.73. The
small difference (0.83 vs. 0.73) between the inter- and intra-subject correlations,
indicated a substantial consensus across subjects’ assessment of texture scale.
Further analysis of the responses revealed that the mean (over the 112 textures)
of the standard deviation (over the eight subjects) of the log-window settings was
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0.76, hence subjects’ settings were varying ±69% around the mean setting (ex-
pressed in pixel units). This seemed rather large so we examined the data further to
determine the cause. Figure 3.3 shows a scatter plot of the responses of two example
subjects. The left scatter plot shows that subject 1 set small windows smaller, and
large windows larger, when compared to subject 2. The correlation of the responses
between the two subjects is 0.69 for the the LHS graph, and 0.88 for the RHS graph
on Figure 3.3. Scatter plots for other subject pairs showed other, roughly linear,
relationships between subjects’ responses.
To deal with the subjects’ aversion to overly small and large window sizes,
we perform a procrustes transformation (Gower and Dijksterhuis, 2004); i.e. we
linearly transformed each subject’s data to agree maximally with the mean settings.
Post-alignment, the mean standard deviation of log-responses decreased to 0.34,
i.e. a variation of ±27% around the mean. Thus, the variation across subjects’
responses is due to a combination of (a) variation in what subjects consider the
best window size for a texture, and (b) variation in subjects’ aversion to very large
and very small window sizes. Our alignment process is intended to remove much
of variation source (b). Using both the raw responses, and the aligned dataset, we
calculate a mean window size and standard deviation for each texture, and display
some examples in Figure 3.4. For textures of high consensus across subjects with
regard to the best window size, the mean-alignment had little effect on the window
size (Figure 3.4, first column). For textures without a clearly discernible repeating
element, the effect of the variable aversion to very small or very large windows
was more significant. For these textures (Figure 3.4, second column) the effect of
alignment was pronounced.
The experimental set-up enabled us to calculate the variances of the perceptual
scale estimates for individual textures (across subjects). We found that the standard
deviation for all responses (after alignment) was 0.66 log2 pixels. The mean per-
texture standard deviation (after alignments) was 0.34 (see Figure 3.5). The ratio
of the mean per-texture standard deviation to the total standard deviation was 0.52
(= 0.340.66 ). This tells us how much signal we are capturing with this experiment.
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Figure 3.4: Mean (green) and mean ± 95% CI (red) of subject responses to the direct-
scaling experiment (top row), and mean-aligned responses (bottom row) for
four Brodatz textures.
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Figure 3.5: Distribution of the standard deviations of the mean-corrected subject responses
to the direct-scaling experiment for the 112 Brodatz textures.
Figure 3.6 shows the four Brodatz textures for which the recorded responses
had the largest associated standard deviations after alignment. We note that three
out of the four are not homogeneous and one is highly anisotropic. These features
explain the larger discrepancy between subjects’ responses leading to the wider
confidence intervals for the mean settings.
Subjects took on average 8.7 seconds to select a window size (standard devia-
tion 4.4s). Figure 3.7 shows the distribution of trial durations.
Respondents prefer to select windows from the centre of the images. Figure 3.8
shows the selections of four different subjects. For each response by each subject
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Figure 3.6: The four Brodatz textures (D76, D49, D38, D93) for which the recorded re-
sponses had the largest associated standard deviations after alignment in the
direct-scaling experiment.
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Figure 3.7: Distribution of number of seconds taken per response by subjects for the direct-
scaling experiment.
we have highlighted the area selected for each of the 112 Brodatz textures.
We used our labelling of textures according to isotropy and regularity to inves-
tigate how subjects’ responses varied across these dimensions. Figure 3.9 shows a
scatter plot of the average mean log window size and standard deviation for the 112
Brodatz coloured according to isotropy. We notice that most of the black points are
in the lower half of the plot while most of the red points are in the upper half. This
Figure 3.8: Each square shows the selections for each of the 112 Brodatz textures for four
different subjects.
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Figure 3.9: Variation of responses to the direct-scaling experiments according to isotropy.
indicates that subjects selected on average larger windows for the more anisotropic
textures. Given the square-window restriction imposed by the interface. This sug-
gests that subjects made larger, conservative selections, enabling them to see varia-
tion across the longer dimension of repetition.
Figure 3.10 shows a drop in the standard deviation of subjects’ responses as
textures become increasingly anisotropic (as per isotropy scores in Table 3.1). The
standard deviation for the strongly anisotropic textures is on average 34% larger
than that for the strongly isotropic ones.
3.2.3 Summary
Table 3.2 contains the linearly corrected perceptual based scales from the first,
direct-scaling, perceptual experiment in log2 pixels and their corresponding stan-
dard deviations. Table 3.3 shows the same values in pixel units for ease of interpre-
tation.
Through this experiment we have shown consistency in the assessment of tex-
ture scale across and within human observers. While these results provided us with
preliminary validation for our hypothesis, they are not free of drawbacks. One draw-
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Figure 3.10: The responses for isotropic textures have shown a lower standard deviation
compared to anisotropic textures in the direct-scaling experiment.
back is that subjects were restricted to selecting square windows which could affect
the results for highly anisotropic textures. A second drawback is that, similarly
to other direct scaling tasks, responses will reflect subjects’ individual preferences
(systematic bias). We performed a procrustes correction to account for this.
Our ambition was to devise an algorithm for estimating the scale of visual
texture. To do so we needed a ground-truth dataset that could be used for the training
and validation of our candidate algorithm. While the texture scale estimates derived
from this first algorithm are more than good enough for the purpose of validating
our initial hypothesis and motivating further work, the aforementioned limitations
of this approach, coupled with relatively large standard deviations in relation to the
estimates, do not make for an ideal ground-truth dataset.
In the next section (3.3), we present a second perceptual study devoid of these
limitations which we later used as ground-truth values in the development of our
algorithm.
3.3 Indirect Scaling Approach
In the previous section we presented the results from the first study (direct scaling).
The results showed that there is a consistency between and within subjects regarding
their assessment of texture scale for textures of all regularities.
The first study had two limitations, (i) the method is sensitive to systematic
personal bias, and (ii) the square window restriction imposed by the interface. Even
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Tex Scale SD Tex Scale SD Tex Scale SD Tex Scale SD
D1 6.36 0.29 D29 5.99 0.41 D57 5.82 0.42 D85 6.59 0.3
D2 6.72 0.33 D30 7.09 0.22 D58 7.14 0.35 D86 6.89 0.19
D3 5.94 0.32 D31 7.09 0.29 D59 7.43 0.28 D87 6.57 0.33
D4 5.78 0.35 D32 5.94 0.38 D60 6.86 0.3 D88 7.53 0.37
D5 6.6 0.19 D33 6.37 0.3 D61 7.17 0.31 D89 7.44 0.24
D6 5.41 0.17 D34 5.76 0.41 D62 7.12 0.3 D90 7.04 0.46
D7 7.02 0.25 D35 6.46 0.35 D63 7 0.27 D91 7.32 0.29
D8 6.88 0.18 D36 6.09 0.5 D64 6.66 0.28 D92 6.21 0.28
D9 5.98 0.32 D37 6.92 0.23 D65 6.25 0.28 D93 6.79 0.74
D10 7.01 0.39 D38 6.93 0.67 D66 6.27 0.12 D94 6.76 0.45
D11 6.88 0.17 D39 7.36 0.47 D67 6.52 0.57 D95 6.56 0.45
D12 6.6 0.39 D40 7.42 0.38 D68 6.49 0.27 D96 7.59 0.42
D13 6.95 0.25 D41 7.48 0.31 D69 7.05 0.38 D97 7.3 0.44
D14 5.56 0.22 D42 7.49 0.28 D70 7.07 0.26 D98 6.73 0.1
D15 6.71 0.39 D43 7.65 0.27 D71 7.19 0.3 D99 7.33 0.28
D16 5.9 0.39 D44 7.7 0.39 D72 7.2 0.27 D100 6.56 0.27
D17 6.46 0.5 D45 7.28 0.22 D73 6.63 0.29 D101 6.06 0.4
D18 6.59 0.23 D46 7.54 0.47 D74 6.67 0.19 D102 6.08 0.26
D19 6.62 0.32 D47 7.36 0.38 D75 6.65 0.2 D103 6.06 0.44
D20 6.23 0.31 D48 7.56 0.21 D76 6.21 0.42 D104 6.12 0.42
D21 5.1 0.32 D49 7.01 0.64 D77 5.34 0.19 D105 6.46 0.5
D22 6.05 0.18 D50 6.76 0.33 D78 5.74 0.25 D106 6.31 0.37
D23 6.72 0.32 D51 6.81 0.26 D79 5.87 0.32 D107 6.85 0.26
D24 6.17 0.26 D52 5.85 0.23 D80 6.4 0.3 D108 7 0.22
D25 7.86 0.46 D53 5.55 0.22 D81 6.51 0.23 D109 6.46 0.29
D26 7.29 0.42 D54 6.21 0.24 D82 6.2 0.26 D110 6.33 0.41
D27 6.66 0.19 D55 5.69 0.44 D83 6.69 0.26 D111 6.36 0.34
D28 6.35 0.28 D56 6.79 0.29 D84 5.91 0.22 D112 6.74 0.35
Table 3.2: Brodatz texture scale estimates and their standard deviation in log2 pixels ob-
tained from the direct-scaling experiment. Values shown are linearly-corrected
to population mean in order to correct for systematic subject bias.
though we proposed a proscrutes correction, we chose to perform another experi-
ment which is less sensitive to such variation which we present in this section.
Like in the previous study, this experiment was performed in non-controlled
conditions,given the resolution of the Brodatz (640x640 pixels), and the fact that the
judgements were relative, we expect little effect from sub-sampling environment-
related inter-subject variability.
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Tex Scale SD Tex Scale SD Tex Scale SD Tex Scale SD
D1 98 18 D29 86 21 D57 81 20 D85 112 20
D2 129 28 D30 154 22 D58 171 44 D86 137 18
D3 83 17 D31 155 30 D59 204 36 D87 116 22
D4 79 17 D32 85 18 D60 136 27 D88 211 39
D5 116 13 D33 104 18 D61 170 30 D89 194 23
D6 64 14 D34 73 21 D62 159 29 D90 160 50
D7 153 27 D35 109 27 D63 149 31 D91 187 40
D8 137 17 D36 92 28 D64 116 20 D92 93 17
D9 88 12 D37 140 27 D65 92 16 D93 146 63
D10 148 36 D38 164 66 D66 94 9 D94 130 43
D11 134 16 D39 194 53 D67 119 44 D95 113 38
D12 122 31 D40 201 50 D68 110 16 D96 219 51
D13 145 23 D41 206 41 D69 157 43 D97 186 49
D14 68 12 D42 206 33 D70 158 35 D98 121 6
D15 126 29 D43 230 45 D71 170 43 D99 180 30
D16 83 16 D44 247 70 D72 172 35 D100 115 23
D17 109 28 D45 180 34 D73 120 20 D101 85 21
D18 112 15 D46 210 54 D74 118 11 D102 85 15
D19 119 26 D47 183 37 D75 117 10 D103 89 21
D20 91 19 D48 210 31 D76 97 32 D104 92 20
D21 60 13 D49 159 47 D77 64 9 D105 114 31
D22 85 10 D50 131 35 D78 75 14 D106 101 18
D23 123 21 D51 132 21 D79 82 15 D107 135 23
D24 92 12 D52 77 14 D80 103 17 D108 149 30
D25 268 69 D53 69 13 D81 110 17 D109 108 17
D26 177 41 D54 94 12 D82 91 14 D110 103 27
D27 118 18 D55 72 21 D83 119 19 D111 101 23
D28 101 19 D56 125 20 D84 81 7 D112 130 34
Table 3.3: Brodatz texture scale estimates and their standard deviation in pixels obtained
from the direct-scaling experiment. Values shown are linearly-corrected to pop-
ulation mean in order to correct for systematic subject bias.
.
3.3.1 Method
This experiment is a 2AFC (two-alternative-forced-choice) type of experiment. This
means that subjects were asked to make a choice between two alternatives, and were
forced to do so (i.e. they were not able to skip a question, or select none or both al-
ternatives). Before the experiment subjects were provided with our characterisation
of texture scale (in writing) and then in turn presented with random pairs of Brodatz
textures, randomly oriented in multiples of 90 degrees, and were asked to select the
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Figure 3.11: Interface for the indirect-scaling (2AFC) experiment.
one that they judged to have the larger texture scale. A screen-shot of the interface
can be seen in Figure 3.11.
Subjects were asked to perform the experiment at home on their own machines.
We asked subjects to perform at least 100 comparisons, and no more than 500, but
did not exclude subjects who performed more than 500 or fewer than 100 com-
parisons. A total of 40 subjects participated in the study performing between 50
and 700 comparisons each. We collected a total of 13,950 judgements from forty
subjects. This experiment was devoid of any window shape restrictions.
3.3.2 Building an Interval Scale
In the direct-scaling experiment we recorded subjects’ absolute selections and were
able to obtain texture scale estimates by taking the mean and standard deviations
per subject. In this experiment, subjects are not asked to make absolute assess-
ments, but to select one texture from a pair. We analysed these responses using
an indirect scaling model (Protonotarios et al., 2014). The null hypothesis is that
the noise/error in each realisation is normally distributed (Thurstone model, case V,
Thurstone (1927)). The likelihood of the responses (e.g. texture D3 vs. D1) for each
pair of textures is computed from a binomial distribution. Under this assumption,
there exists a monotonic preference function, taking the form of a cumulative Gaus-
sian. This monotonic preference function maps signed differences between the two
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true-values to the probability that one will be preferred over the other. This model
assumes that each perception of the scale of texture i is a random zero-mean Gaus-
sian perturbation of a true attribute value, si. By assumption, the standard deviation
of the random perturbations is the same for all textures. Hence, according to the
model, a preference function P(i, j) = λ +(1−λ )erf
(
si−s j
0.477
)
gives the probability
that texture i will be judged as having a larger scale than the texture j. erf is the
Gauss error function, and λ is the lapse rate, the probability that a subject makes
an erroneous response (Wichmann and Hill, 2001). The constant 0.477 is chosen so
that a scale difference of 1.0 units gives rise to a preference probability of 75%. By
convention, such a distance is called a just-noticeable-difference (jnd) (Torgerson,
1958).
Figure 3.12: Four Brodatz textures on the derived interval scale from the indirect-scaling
responses.
The arising scale from this method has an interval-scale structure. This means
that equal distances at different parts of the scale correspond to equal discriminabil-
ity. Interval-structure scales are invariant under multiplication and shift by a con-
stant.
We used maximum likelihood (ML) fitting to estimate the texture scales and
the lapse rate, as outlined in . We used gradient descent and multiple random starts
to ensure that the optimum fit is found. Our fitting estimates a lapse rate of 6.4%
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and a range of scale values spanning 11.7 jnds.
Insert formulas
An obstacle that we encountered when fitting the data was that our maximum
likelihood approach was trying to assign overly large estimates to the four Brodatz
textures with the largest associated estimates. These are shown in Figure 3.13. We
looked at the raw data and found that there were 962 comparisons involving these
four textures, only 8 of which involved a comparison between two of them. These
8 comparisons did not allow the ML maximiser to converge despite trying multiple
start points and increasing the maximum number of steps which the maximiser was
allowed perform. To address this, instead of trying to solve for the texture scale
estimates, we solved for 20sinX , where X is the estimate. This trigonometric en-
velope function restricted the ML to assign values between -20 and 20 jnds to each
texture. A perceptual attribute on an interval scale spanning Y units indicates that
observers are able to distinguish Y levels of that attribute. We chose to restrict the
range of values to [−20,20] because (i) it is unlikely that observers would be able
to differentiate more than 40 levels of scale on the Brodatz (640x640 resolution),
and (ii) increasing the width of the range of allowable values did not result in an
increased range of the fitted values.
Figure 3.13: Four Brodatz textures with unusually large variances (D58, D44, D59, D43) in
the responses to the 2AFC experiment. One common feature of these textures
is that they are not formed from a discernible repeating element.
The goodness-of-fit of the model was assessed by comparing the empirical
deviance to the distribution of deviances that result from Monte Carlo generated
datasets from the ML model. Figure 3.14 shows the distribution of 10,000 Monte
Carlo generated deviances. The empirical deviance from our model, 4246, falls
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inside the 95% interval of acceptable deviances for 10,000 repetitions, [4018,4329],
thus the derived interval-scale model is accepted.
3900 4000 4100 4200 4300 4400 4500
Figure 3.14: Histogram of deviances for the 10,000 Monte Carlo generated datasets. The
empirical deviance (blue line) falls within the 95% confidence interval for the
10,000 generated dataset. This indicates that the derived interval scale from
the 2AFC interval scale can be accepted as valid.
3.3.3 Response Analysis
Due to the nature of the experiment we cannot collect sufficient data per subject to
assess the consistency of subjects and compute uncertainties from their variability.
To do so would require each subject to provide a very large number of responses
(in the thousands). Instead we calculate uncertainties for the estimates of texture
scale by re-fitting the interval scale to bootstrap re-samplings of our dataset. 1000
re-samplings were used and the estimates from model-fitting to each of these were
aligned by their means over the texture set before computing standard deviations
across the re-samplings. Figure 3.15 shows the interval scale values and standard
deviations; the points are arranged by increasing estimated texture scale. The me-
dian standard deviation is 0.29 jnds. Four of the textures had much larger uncer-
tainties as there were only a few trials in which a subject judged them as having
a smaller scale than another texture. If those trials are missing from a re-sampled
dataset then their scale values are poorly constrained by the model.
Figure 3.16 shows a scatter plot of the derived interval scale values for the 112
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Figure 3.15: 2AFC derived texture scale values (vertical axis) with vertical bars showing
a 95% CI of the estimates. The points have been ordered horizontally by
increasing texture scale estimate.
Brodatz vs. their standard deviation coloured according to their isotropy score. We
noticed that similarly to the first experiment, subjects judged anisotropic textures
to have a larger scale than isotropic ones. Another interesting observation was that
the standard deviation increased for textures with very small or very large scales
compared to those with intermediate scales. This suggests that there was higher
agreement between observers on the scale for the latter compared to textures with
either very large or very small scales.
3.3.4 Summary
Table 3.4 contains the texture scale estimates derived from the 2AFC study for each
of the 112 Brodatz and their corresponding standard deviations.
While we were able to validate our hypothesis on subjects’ ability to assess
texture scale consistently, irrespective of regularity, in our first perceptual study, the
estimates we obtained had wide confidence intervals and the responses were sen-
sitive to subjects’ personal systematic bias. In this section we presented a second,
2AFC, study. The responses to this experiment are not sensitive to the aforemen-
tioned bias and lead to much tighter confidence intervals. We noticed, similar to the
direct-scaling experiment, that subjects judge anisotropic textures to have a larger
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Tex Scale SD Tex Scale SD Tex Scale SD Tex Scale SD
D1 6.0 0.30 D29 3.1 0.42 D57 3.2 0.31 D85 5.6 0.29
D2 7.1 0.29 D30 9.3 0.26 D58 11.0 3.45 D86 7.6 0.26
D3 4.9 0.28 D31 10.0 0.39 D59 11.4 5.62 D87 6.5 0.28
D4 3.6 0.34 D32 2.1 0.69 D60 8.2 0.36 D88 10.5 0.37
D5 6.5 0.23 D33 4.8 0.25 D61 9.6 0.30 D89 9.4 0.30
D6 1.8 0.59 D34 4.4 0.28 D62 10.4 0.32 D90 10.0 0.81
D7 10.1 0.37 D35 5.8 0.25 D63 9.1 0.31 D91 11.7 0.64
D8 6.7 0.25 D36 5.0 0.29 D64 6.9 0.28 D92 5.4 0.24
D9 4.0 0.30 D37 8.0 0.23 D65 5.9 0.32 D93 5.3 0.30
D10 8.4 0.27 D38 4.8 0.38 D66 6.0 0.27 D94 7.1 0.29
D11 6.9 0.26 D39 9.6 0.33 D67 6.1 0.31 D95 6.3 0.26
D12 7.1 0.24 D40 9.8 0.34 D68 5.2 0.25 D96 9.1 0.29
D13 9.1 0.29 D41 9.6 0.34 D69 8.8 0.36 D97 9.2 0.47
D14 3.1 0.38 D42 10.6 0.41 D70 8.4 0.29 D98 8.0 0.24
D15 7.6 0.29 D43 11.7 6.05 D71 9.4 0.32 D99 9.9 0.29
D16 0.0 0.58 D44 11.4 3.52 D72 9.3 0.32 D100 6.7 0.23
D17 3.9 0.33 D45 10.4 0.38 D73 6.0 0.27 D101 5.2 0.31
D18 7.6 0.22 D46 8.0 0.29 D74 8.0 0.24 D102 5.3 0.26
D19 4.9 0.30 D47 8.2 0.34 D75 7.3 0.23 D103 4.8 0.26
D20 5.5 0.28 D48 9.1 0.38 D76 5.0 0.30 D104 5.1 0.26
D21 1.3 0.71 D49 4.5 0.34 D77 1.5 0.53 D105 5.1 0.31
D22 4.8 0.27 D50 7.7 0.24 D78 2.3 0.65 D106 4.3 0.32
D23 8.4 0.29 D51 7.9 0.26 D79 3.3 0.38 D107 8.5 0.28
D24 4.3 0.27 D52 4.0 0.30 D80 4.5 0.27 D108 9.0 0.32
D25 9.4 0.29 D53 2.2 0.50 D81 4.9 0.26 D109 5.8 0.26
D26 8.2 0.29 D54 5.5 0.23 D82 5.2 0.26 D110 5.6 0.27
D27 7.4 0.25 D55 3.4 0.32 D83 6.4 0.24 D111 6.4 0.21
D28 5.7 0.26 D56 6.0 0.24 D84 3.7 0.30 D112 6.8 0.22
Table 3.4: 2AFC texture scales (in jnds) for Brodatz dataset and their corresponding stan-
dard deviations.
scale on average than isotropic ones. We also noticed that there is higher agreement
across subjects for intermediate-scale textures compared to large and small-scale
textures. The main limitation of the scale values derived through this second exper-
iment is that they are on an interval scale and therefore do not translate directly into
physical units.
In the next section (3.4) we compare the two perceptually derived datasets in
detail, show that they are in high agreement, and propose a method to translate the
texture scale estimates derived from the second study (in jnd units) to pixel units.
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Figure 3.16: Scatter plot of 2AFC-derived scale values vs. standard deviation coloured
according to isotropy.
3.4 Comparison of the Two Approaches
In order to ascertain that our experiments are measuring a substantive aspect of tex-
ture perception, we need to verify that our two experiments are producing consistent
estimates. Figure 3.17 shows a scatter plot of the estimates of human perception
of texture scale (from the 2AFC experiment) vs. the estimates from the window-
selection experiment, and their corresponding 95% confidence interval. We see that
the relationship between log-window-sizes and the interval scale is strongly lin-
ear. The x-axis in 3.17 shows the perceptual texture scale estimates derived from
the 2-AFC experiment, which is a discrimination scale. The y-axis shows the tex-
ture scale estimates obtained from the direct-scaling experiment. These numbers
are actual measurements of scale on the image. Fechner (1966) and Gescheider
(1997) show that perceptual estimates derived on discrimination scales obey We-
ber’s Law (which states that increment magnitude detection thresholds are propor-
tional to stimulus magnitude), i.e. dII = c, where I is the stimulus intensity, and c
is a constant. Integrating both sides leads to the log-law for I. Therefore, a linear
relationship between the 2AFC interval scale based estimates, and the log window
sizes from the direct scaling experiment is as expected. The correlation between the
two datasets is 0.90, which is a high level of agreement for data of this type. The
confidence interval for the correlation can be computed using non-parametric boot-
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straps. With 10,000 bootstraps, the resulting 95% CI is [0.87,0.94]. We can also
observe, as discussed above, that the estimates arising from the 2AFC experiment
have noticeably smaller associated confidence intervals.
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Figure 3.17: Scatter plot of 2AFC-derived interval scale vs. log-window size with bars
corresponding to 95% CI (in log2 pixels). Diagonal is y= x lines.
Comparing the two experimental methods we note the following:
1. For window selection, 1792 responses took 3.5 hours of subject time; while
for 2AFC, 13,950 responses took 17.5 hours.
2. Subjects reported the 2AFC task to be less taxing.
3. The resulting uncertainties for 2AFC are on average one fifth of those for
window selection.
The data from the 2AFC task is useful for obtaining an interval scale with
relatively small uncertainties and therefore makes for a good ground truth dataset
against which to validate the algorithm for estimating texture scale which we present
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in the next section. However, an inconvenience of this dataset is that the units do not
represent a physical measure. We therefore used the data from the window selection
experiment to derive a linear function that transforms the perceptual interval scale
to log-window-sizes, which is easily interpreted. The slope of this mapping allows
us to estimate that a change in texture scale (measured in pixels) of 20% is roughly
a single jnd, hence a doubling in scale is roughly four jnds. Table 4.2 shows the
scales for the 112 Brodatz textures as derived from the 2AFC task, then linearly
transformed to maximally agree with the direct scaling data.
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Figure 3.18: Comparison of scales between 2AFC and direct-scaling experiments accord-
ing to isotropy.
3.5 Summary of Perceptual Studies
In Section 3.2 we presented our first perceptual study. It was a direct scaling study
in which subjects were asked to drag and select the smallest upright square window
beyond within which texture appears consistently. We restricted the shape of the
windows to be upright squares because we wanted (i) to force subjects to collapse
their assessment to a single value, and (ii) to be consistent with the methods of
Ardizzone et al. (2013) and Hong et al. (2008). We also observed that there was
a substantial amount of per-subject systematic bias leading to wide confidence in-
tervals for the estimated texture scales. Next, we performed a second experiment
which did not suffer from this bias, did not impose a restriction on the window
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Tex Scale SD Tex Scale SD Tex Scale SD Tex Scale SD
D1 6.49 0.06 D29 5.91 0.09 D57 5.92 0.06 D85 6.41 0.06
D2 6.72 0.06 D30 7.16 0.05 D58 7.52 0.71 D86 6.82 0.05
D3 6.27 0.06 D31 7.32 0.08 D59 7.59 1.15 D87 6.58 0.06
D4 6.00 0.07 D32 5.69 0.14 D60 6.94 0.07 D88 7.42 0.07
D5 6.59 0.05 D33 6.25 0.05 D61 7.24 0.06 D89 7.19 0.06
D6 5.64 0.12 D34 6.16 0.06 D62 7.39 0.07 D90 7.31 0.17
D7 7.32 0.07 D35 6.45 0.05 D63 7.13 0.06 D91 7.65 0.13
D8 6.64 0.05 D36 6.29 0.06 D64 6.68 0.06 D92 6.36 0.05
D9 6.08 0.06 D37 6.90 0.05 D65 6.46 0.06 D93 6.34 0.06
D10 6.97 0.05 D38 6.24 0.08 D66 6.49 0.06 D94 6.71 0.06
D11 6.67 0.05 D39 7.23 0.07 D67 6.52 0.06 D95 6.56 0.05
D12 6.73 0.05 D40 7.28 0.07 D68 6.34 0.05 D96 7.12 0.06
D13 7.12 0.06 D41 7.23 0.07 D69 7.07 0.07 D97 7.14 0.10
D14 5.90 0.08 D42 7.44 0.08 D70 6.98 0.06 D98 6.90 0.05
D15 6.83 0.06 D43 7.66 1.24 D71 7.18 0.06 D99 7.28 0.06
D16 5.26 0.12 D44 7.60 0.72 D72 7.16 0.07 D100 6.64 0.05
D17 6.06 0.07 D45 7.40 0.08 D73 6.48 0.05 D101 6.32 0.06
D18 6.82 0.04 D46 6.91 0.06 D74 6.91 0.05 D102 6.35 0.05
D19 6.26 0.06 D47 6.94 0.07 D75 6.75 0.05 D103 6.25 0.05
D20 6.39 0.06 D48 7.12 0.08 D76 6.29 0.06 D104 6.30 0.05
D21 5.53 0.15 D49 6.18 0.07 D77 5.56 0.11 D105 6.30 0.06
D22 6.25 0.06 D50 6.84 0.05 D78 5.73 0.13 D106 6.15 0.06
D23 6.99 0.06 D51 6.88 0.05 D79 5.94 0.08 D107 7.00 0.06
D24 6.15 0.06 D52 6.08 0.06 D80 6.18 0.05 D108 7.10 0.06
D25 7.19 0.06 D53 5.72 0.10 D81 6.26 0.05 D109 6.45 0.05
D26 6.94 0.06 D54 6.40 0.05 D82 6.32 0.05 D110 6.40 0.05
D27 6.78 0.05 D55 5.96 0.06 D83 6.57 0.05 D111 6.57 0.04
D28 6.43 0.05 D56 6.49 0.05 D84 6.02 0.06 D112 6.66 0.04
Table 3.5: Texture scale estimates (in log2 pixels) for the 112 Brodatz textures, as estimated
from the 2AFC experiment, and the corresponding standard deviations of the
estimates.
shape, and resulted in much narrower confidence intervals for the texture scale es-
timates. In Section 3.4, we showed that there is high agreement between the two
perceptually derived datasets, as expected from Weber’s law.
Given the advantages of the perceptual scales derived from the 2AFC study
over those derived from the absolute scaling one, as well as the ease of convert-
ing jnd units into pixel units for the Brodatz, we choose to use the dataset arising
from the 2AFC experiment as ground-truth in the development and validation of the
algorithm for estimating texture scale. We present this algorithm in the next chapter.
Chapter 4
Estimating Texture Scale
Our current characterisation of texture scale, “the smallest window size beyond
within which texture appears consistently”, was based on our observation that non-
overlapping domains from a texture look increasingly similar as the size of the
domain increases. We illustrated this in Figure 1.2 in the Introduction (Chapter 1).
By means of two psychophysical experiments (Chapter 3), we showed that human
observers are able to assess the scale of texture consistently irrespective of texture
regularity.
In this chapter we present an empirical algorithm for the estimation of texture
scale. In fact, we propose two algorithms: one “complete” algorithm that is more
accurate than any competing methods in the literature, and a “simplified” approach
which is more computationally tractable. We present here the “simplified” approach
which is implemented in our online interface to which researchers and the wider
public can upload images of textures and obtain estimates of their texture scale.
The interface is described in Chapter 5.
We opted for an empirical approach because we wanted to (i) remain true to
our characterisation and (ii) calibrate and validate the model using the texture scale
estimates for the Brodatz obtained in our perceptual studies (Chapter 3) as ground-
truth.
This chapter is organised as follows. In Section 4.1 we introduce the idea of
“texture curves”. These texture curves capture the consistency of non-overlapping
windows from a texture as the size of the windows varies. To do this we need to
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choose (i) a representation for texture, and (ii) a measure of similarity. We present
a few candidate texture representations and justify our decision to use Basic Image
Features.
In Section 4.2 we present our work in translating the information captured by
our texture curves into texture scale estimates. To do so we need to choose (i) what
information from the curves we will use (e.g. raw curve values, range, slope, ...),
and (ii) what approach we will use to convert the selected curve data into scale
estimates.
In Section 4.3 we provide a summarised view of our proposed algorithm for
estimating texture scale. We also present our more computationally tractable “sim-
plified” approach. For this, we manually select 24 Brodatz textures with clearly
discernible texels, segment the texels and record their sizes. Recall that the scale of
regular, near regular and homogeneous texture has been characterised by the size of
the repeating element from which the texture is composed.
In Section 4.4 we present a comprehensive evaluation of the performance of
our algorithm and that of the competition. We look at the consistency of our esti-
mates with the perceptual derived estimates, competing algorithm derived estimates
and the sizes of the manually segmented texels.
We conclude the chapter in Section 4.5 with a summary of our proposed
method and a discussion of its strengths and limitations.
4.1 Calculating Texture Curves
As mentioned in Chapter 1, we observed that the size of samples taken from a
texture appear increasingly similar as the size of the sample increases. We illustrated
this in figure 1.2. In this section we present our work on quantifying this observation
- a necessary step in the development of an algorithm for estimating texture scale
that is true to our characterisation.
Figure 4.1 is a visual representation of our observation regarding the similarity
of samples from a texture. As window size increases, the samples will become more
similar, or equivalently, less-dissimilar. We call ‘texture curve’ a curve measuring
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Figure 4.1: Illustration of the concept of texture curves: curves showing variation in simi-
larity or dissimilarity of texture samples with changing window size.
(dis)similarity vs. window size. In this section we present three texture curves that
we considered in the development of our texture scale estimation algorithm. In
order to calculate these curves we first compute a representation for these textures
(Section 4.1.1), and then define a measure of similarity (Section 4.1.2).
4.1.1 Representations
An image is an array of pixels, a grayscale image is an array of illuminance val-
ues - we need to choose a way to ‘represent’ (part of) images. There is a very
wide range of image/texture representations available in the literature which are of-
ten categorised into a four category taxonomy - statistical, model based, structural,
transform based (e.g. Fourier) (Materka et al., 1998).
In this section we present three representations. While we appreciate that there
is a much wider choice of texture representations available in the literature and that
our choice of three is neither exhaustive nor representative of the wider taxonomy,
our choice was carefully made. The first is histograms of gray-scale values. Under
this approach, an image region is represented by a histogram of its gray-scale values.
We choose to present this approach in Section 4.1.1.1, and trial it in the development
of our algorithm because of (i) its simplicity, and (ii) it is the representation of
choice by Hong et al. (2008), one of the two methods against which we compare our
algorithm performance in Section 4.4. The second representation (Section 4.1.1.2),
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is based on image keypoint density curves. This is the representation adopted by
Ardizzone et al. (2013), the second method against which we compare our algorithm
performance in Section 4.4. The third representation we present, in much greater
detail, in Section 4.1.1.3, is Basic Image Features (BIFs), our image representation
of choice. Although there is rich literature on human texture perception, there are no
measures that have been validated as capturing human perception for a wide range
of textures (Clarke et al., 2011). Therefore, we are restricted to selecting a texture
representation that has been proved to be effective at texture retrieval.
4.1.1.1 Histograms of Gray-Scale Values
Recall that in 8-bit images, each pixel can take one of 256 possible values. Each
pixel is encoded by a number ranging from 0 to 255 with 0 corresponding to black
(not-activated) and 255 to white (fully activated). The Brodatz images are 8-bit
grey-scale images. A region of a grey-scale image can be summarised by a his-
togram of the pixel values. Figure 4.2 shows Brodatz D83 and the grey-scale his-
togram for a region of the texture.
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Figure 4.2: Brodatz texture D78 (left) and the histogram of gray-scale values (right) for the
highlighted region in the left image.
Grey-scale histograms are easy to compute and summarise an image area into
256 or fewer values which is relatively manageable for image analysis methods.
The main limitation, for texture analysis, in using grey-scale histograms to represent
image regions is that these histograms do not take into account the structure of the
region. All the pixel values are pooled together so the histogram of a circle and a
rectangle using the same proportion of grey-levels are exactly the same. Because
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structure is crucial for texture, we do not use grey-scale histograms as a texture
representation in our work.
4.1.1.2 Keypoint Maps - SURF
Ardizzone et al. (2013) propose a method for identifying texture scale based on the
spatial distribution of image keypoints (or points of interest) on the image. At first,
this seems like a plausible representation for segmenting tasks, but not necessarily
scale detection. However, because we compare the performance of the algorithm
we propose in this chapter to that proposed by Ardizzone et al. (2013), we chose to
also test a representation similar to theirs.
Image keypoints are defined as ‘locations of interest’ within an image. They
are often used as an intermediary step in local descriptor methods. For each Bro-
datz we computed the keypoints used in Speeded-Up Robust Features (SURF) (Bay
et al., 2006) - the same keypoints used by Ardizzone et al. (2013). Figure 4.3 shows
SURF keypoints on Brodatz D83.
Figure 4.3: SURF keypoints for Brodatz D83 calculated with keypoint strength 0.0006.
The keypoints are found in a three-step process: first by computing the integral
image of the texture, second by convolving the integral image with second order
DoG kernels by taking its Hessian at each point in the image, and third by comput-
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ing the determinant of the Hessian. The determinant of the Hessian at a point in the
image represents the ‘blobness’ of the region around that point. Regions of interest
can then be determined by applying a threshold to the resulting matrix of ‘blobness’.
The two most common types of threshold are the number of keypoints thresholds,
and the keypoint strength thresholds. Under the number of keypoints threshold,
the pixels with the N highest ‘blobness’ will be labelled as image keypoints, where
N is decided by the researcher. Under the keypoint strength threshold, any pixels
with an associated ‘blobness’ higher than the set threshold will be labelled as a
keypoint. Figure 4.3 shows Brodatz D83 with SURF keypoints with strength higher
than 0.0006 - the keypoint strength was chosen for visualisation reasons in this case.
3 4 5 6 7 8
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Figure 4.4: Sqrt of number of keypoints (SURF) as we make window size larger for a range
of keypoint strengths (0.001, 0.005, 0.0003, 0.0005, 0.0001).
As the window size increases, the number of keypoints in a window will also
increase. Figure 4.4 shows the variation in the number of keypoints in upright
square windows of varying size for a range of keypoint strengths.
4.1.1.3 Basic Image Features
Basic Image Feature (BIF) histograms (Griffin et al., 2009) are an established and
effective representation for recognising texture (Crosier and Griffin, 2010), and even
texture segmentation (Jaccard et al., 2017). For a given scale of local image struc-
ture, not texture, the BIF representation classifies each pixel into one of seven tex-
ton classes according to the symmetry structure of that pixel’s neighbourhood. The
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classes are flat, slope, light blob, dark blob, light line, dark line and saddle. The
classification is based on the output of a family of derivative-of-Gaussian (DoG)
filters of the same standard deviation, and orders from 0 to 2. Figure 4.5 shows Bro-
datz D83 convolved with the derivative of Gaussian filters used in the calculation of
BIFs.
Figure 4.5: Six Gaussian blurs of Brodatz D83 used in the computation of BIF representa-
tion. Isotropic blur with σ = 2 of derivative order 0 to 2 in the x direction (left
to right) and 0 to 2 in the y direction (top down).
Let {g00,g10,g01,g20,g11,g02} be the set of 2D DoG kernels with variance σ2B,
of orders zero, one and two. Let {ci j} be the convolution of an image I with the DoG
kernel gi j, ci j = gi j
⊗
I. The n-jet of an image is defined as the set of responses of
an image to the convolutions with DoG filters up to order n. Figure 4.5 thus shows
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the 2-jet for Brodatz D83.
Griffin (2008, 2009) presents the automorphism groups of scalar functions for
both one and two dimensional Euclidean domains. This is the collection of trans-
formations for which a transformed image is indistinguishable from the original
structure. For a neighbourhood centred around any pixel, the following numbers
may be computed:
• l = arctan
(
c20+c02√
4(c210+c
2
01)+((c20−c02)2+c4c211)
)
• b= arctan
(
1
2
√
(c20−c02)2+4c211
c210+c
2
01
)
• a= 12 |arctan
(
2 (c
2
01−c210)c11+c10c01(c20−c02)
(c210−c210)(c02−c20)+4c10c01c11
)
|
The values {l,b,a} take values [−pi2 , pi2 ]× [0, pi2 ]× [0, pi2 ], and the set of all possible
{l,b,a} triplets define a bounded three-dimensional manifold. Using an appropriate
metric in jet space, this manifold is mapped to the second order local-structure-
solid (Griffin, 2007), shown in Figure 4.6 (left). Griffin et al. (2009) show that the
different highlighted regions on the orbifold correspond to symmetry sensitive areas
for seven distinct symmetry types (flat, slope, light blob, dark blob, light line, dark
line and saddle).
For single scale BIFs, every pixel in the image is then classified into one of
seven texton classes corresponding to the aforementioned symmetry types. The
classification algorithm is as follows:
1. Compute the responses to the filter ci j = gi j
⊗
I(x) for each of the {ci j};
2. Compute λ = σ2(c20+ c02) and ζ = σ2
√
(c20− c02)2+4c211;
3. Assign a label between 1 and 7 (corresponding to the seven symmetry types)
to each pixel according to which of the following is maximum at that pixel:
{γc00 ,2σ
√
c210+ c
2
01 ,λ ,−λ , ζ+λ√2 ,
ζ−λ√
2
,ζ}.
The seven classes correspond to regions in the Voronoi cell partitioning
(Voronoı¨, 1908) of the orbifold shown in Figure 4.6 right.
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Figure 4.6: Second order solid, with 10,000 points of D83, Voronoi tesselation. Figure
from Griffin et al. (2009).
BIFs are controlled by two parameters. The first, σBIF , is the standard devi-
ation of the Gaussian filters used to probe the local image structure. The second,
γ , is a flatness parameter that controls the amplitude of structure that needs to be
present, relative to the mean intensity, in order for the local structure to be consid-
ered non-flat. We compute the BIF representation for the images at five values of
σBIF = {0.5,1,2,4,8} and at five values of γ = {0,0.01,0.02,0.05,0.1}, hence at
25 BIF parameter settings. It is important to ensure that the BIF representation con-
tinues to capture the structure of the texture when choosing BIF parameters. If γ is
set too high, high frequency flat regions are not captured, but if it is set too low, too
granular regions are labelled flat leading to an increased histogram variance (com-
pare the left hand side to the right hand side columns on Figure 4.7). Too high a σB
would stop the BIFs capturing structure at the finer level while too low a σB would
not allow the BIFs to capture structure at the repeating element level (compare top
and bottom rows on Figure 4.7). The 25 parameters mentioned above were chosen
so as to maximise the amount of structure captured by the BIF representation at all
the relevant scales for the Brodatz library. In practice this is done through visual
inspection, i.e. we check that the BIF representation of a texture is visually similar
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to the actual texture. We have chosen to use Brodatz D83 in Figure 4.7 because
it shows the behaviour of BIFs with changing parameters well. Henceforth, we
will use the aforementioned 25 BIF paramter settings in all BIF calculations for the
Brodatz. We discuss the limitations of making this choice in Section 4.5.
Figure 4.7 shows the BIF representation of Brodatz D83 for 5 different BIF
scales (σB) and flatness thresholds (γ). Pixels are coloured according to the 7-
category BIF labelling: 1→ Pink (flat), 2→ Gray (slope), 3→ Black (dark blob),
4→White (light blob), 5→ Blue (dark line), 6→ Yellow (light line), 7→ Green
(saddle).
Similarly to grey-scale histograms, an image region is then represented by a 7-
bin histogram corresponding to the seven symmetry types, as shown in Figure 4.8.
However, BIFs capture the second-order structure of images as each pixel is labelled
according to the structure of the area around that pixel, and not simply based on the
single pixel value.
In order to capture the second order local structure of an image it is important
that the scale of the underlying Gaussian kernels in the BIF classification are ap-
propriate for the image in question. If σB is too small, the BIF representation will
pick up structure at too small a scale. Similarly if σB is too large, the resolution
of the BIF representation will be too low to capture the structure at the relevant
scale (Figure 4.7). Images may display multiple scales, and often different images
within a dateset display structure at different scales. In order to increase the overall
classification score in such tasks, the representation needs to capture structure at all
these scales. BIFs can deal with this using BIF columns. The BIF representation
is calculated at c different scales. The scales at which the BIF representations are
calculated are given by {σB×2 i2}ci=1. Every pixel is then assigned c labels between
1 and 7. The pixel labels are combined. Thus every pixel is classified into 1 of 7c
possible texton classes and every image region is represented by a 7c-bin histogram
(Crosier and Griffin, 2010). For example, a 3-column BIF representation classifies
the neighbourhood around each pixel according to one of 73 = 343 texton classes.
We make use of column BIFs for one of our texture curves in Section 4.1.2. BIF
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Figure 4.7: BIFs representations for Brodatz D83 for parameter settings σB in
{1,2,4,8,16} top to bottom, and γ in {0,0.01,0.02,0.05,0.1} left to right.
Colour legend: 1 → Pink, 2 → Gray, 3 → Black, 4 → White, 5 → Blue, 6
→ Yellow, 7→ Green.
columns can be combined to capture structure at an even larger number of scales
within an image. Crosier and Griffin (2010) introduce the concept of multiscale
BIFs - a collection of BIF columns computed at a range of σBs. The BIF columns
for different images are then aligned so as to minimise the distance between the
histograms at various scales.
4.1.2 Texture Curves
As mentioned in the introduction to Section 4.1, the purpose of texture curves is
to qualitatively capture the increase in similarity of texture regions as the size of
4.1. Calculating Texture Curves 96
Figure 4.8: BIF histogram (right) for the highlighted region are of the BIF representation
of Brodatz D83 (left) calculated using σBIF = 2 and γ = 0.05.
the region increases. There is no established way of capturing this change so we
consider three distinct approaches.
First we consider an indirect approach which we call the Odd-One-Out (OOO)
approach. In the OOO approach, for a fixed window size, we take two samples
from one texture and one sample from a different texture, and record the number of
times (as a percentage) that we are able to identify which sample comes from the
second texture based on the distances between the BIF histograms of the samples.
We present this approach in Section 4.1.2.1.
The second approach we consider is a direct approach which we call the Mean
Histogram Distance (MHD) approach. For a fixed window size, we take a large
number of non-overlapping sample pairs from a texture, calculate the distance be-
tween their BIF histograms, and take the average over a large number of pairs. We
present this approach in Section 4.1.2.2.
The first two approaches were selected because they are very true to our charac-
terisation of texture scale - they capture the increase in similarity of BIF histograms
for texture sample pairs as the size of the sample increases, as illustrated in Figure
4.9.
The third type of texture curves we present are Total Histogram Variance
(THV) curves. They show the total variance of BIF histograms through soft Gaus-
sian windows of varying size. While this approach does not explicitly involve the
comparison of sample pairs, it has numerous advantages - it is devoid of the upright
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Figure 4.9: Each of the four panels show, left-to-right, a patch from Brodatz D104, its BIF
representation, and the BIF histogram. The histograms are shown with square-
root transformed bar heights for visibility. The panels on the left are for small
patches and the histograms are quite variable. The panels on the right are for
larger patches and the histograms are much less variable.
square window restriction of the two previous methods, and is more computation-
ally tractable for larger textures. We present this approach in Section 4.1.2.3.
4.1.2.1 The Odd-One-Out Texture Curves
The OOO algorithm begins as a computational discrimination task. A pair of tex-
tures, A and B, are randomly selected from the Brodatz dataset. For a given window-
size, two upright square non-overlapping windows, SA1 and S
A
2 , are selected from
texture A. One window, of the same size, SB1 , is selected from texture B. The task
consists of identifying which of the three windows, SA1 , S
A
2 or S
B
1 , is the odd-one-out
(i.e. comes from texture B). This is illustrated visually in Figure 4.10.
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Figure 4.10: Illustration of the OOO method. We have used samples of the images instead
of histograms to illustrate that this could have been done for any property of
the textures.
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Once the windows are selected, BIF histograms are computed for each
of the three windows. The pairwise distances between the three sampled
windows, {d(SA1 ,SA2 ),d(SA1 ,SB1 ),d(SA2 ,SB1 )}, are calculated. If d(SA1 ,SA2 ) <
min{d(SA1 ,SB1 ),d(SA2 ,SB1 )} we say that we have correctly identified the odd win-
dow. For each texture and each window size, we record the percentage of times
we are able to correctly identify the odd-one-out for tasks involving that texture.
Figure 4.11 shows the OOO curve for Brodatz D83. We use a Euclidean metric to
compute the distances between histograms. We tested a few alternative metrics such
as the Bhattacharyya distance (Bhattacharyya, 1943) and a trigonometric distance,
and found little to no difference in the shape of the OOO curves resulting from the
change in metric.
s
Figure 4.11: OOO curve for the Brodatz D83.
When the window sizes are small, the samples do not contain enough infor-
mation to allow us to discern the odd texture, there is therefore only a chance prob-
ability (13 ) of correctly identifying the odd texture. For this reason, many of the
curves start around the 33% mark. As the window size increases, windows from the
same texture become increasingly similar, as do their BIF histograms. As a result,
the proportion of times we are able to identify the odd-one-out increases too and
approaches a limit near 100% for sufficiently large windows. Once we have the
classification scores for all the window sizes, we fit an error function to the points
(see Figure 4.11, right).
Figure 4.12 (left) shows the OOO curves for the 112 Brodatz computed using
single scale BIFs and 10,000 iterations. The figure shows that the curves are not
monotonic. Increasing the number of trials per texture and window size did not
help smooth out the curves. In addition, the calculation for larger windows can
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Figure 4.12: OOO curves obtained using single scale (left) vs. column BIFs (right). These
are the OOO curves for each of the 112 Brodatz averaged over BIF parameter
settings.
be computationally expensive so increasing the sample size did not prove to be
a viable way of making the curves more monotonic. Instead we opt to use BIF
columns over single scale BISs. Specifically we choose BIF columns computed
using σB = 0.5,1,2 and γ = 0.02. This leads to monotonic curves for all the 112
Brodatz using the same number of trials (10,000), as seen in Figure 4.12 (right).
4.1.2.2 The Mean Histogram Distance Texture Curves
For each texture in the Brodatz library, and for a given window size, we take 10,000
pairs of upright square window sample pairs. We then calculate the BIF representa-
tion for each of the samples, and calculate the distance between the histogram pairs.
The MHD for that texture and window size is the average of the distance between
the histograms pairs. Figure 4.13 shows the process visually.
These steps are then repeated for a range of window sizes and for each of the
112 Brodatz. Figure 4.14 shows the MHD vs. log2 window size for all 112 Brodatz
and for 25 BIF parameter settings (σB in {1,2,4,8,16} top to bottom, and γ in
{0,0.01,0.02,0.05,0.1} left to right). The shape of the curves is governed by the
BIF parameter settings as well as by the texture itself.
Figure 4.15 shows the MHD curves for two Brodatz textures and the corre-
sponding textures. Brodatz D8 (blue) is more regular and the repeating structure
happens at a smaller scale than for Brodatz D7 (red). Its corresponding MHD curve
sits below that of D7 indicating that, as expected, for a given window size, two
samples from D8 are more similar than two samples from D7.
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Figure 4.13: Illustration of the OOO method. We have used samples of the images instead
of histograms to illustrate that this could have been done for other texture
properties.
4.1.2.3 The Total Histogram Variance Texture Curves
The two previously presented texture curves (OOO and MHD) are respectively an
indirect, and a direct, set of curves which are true to our characterisation in the
sense that they involve comparing window pairs. One problem with comparing
window pairs is that the number of samples required to provide good coverage of
the texture is very large so the computation of the curves can be slow. In this section
we present a set of texture curves obtained from a more ‘traditional’ measure of
consistency/similarity - variance.
Having computed the 25 BIF representations (5γ × 5σ)B for each image, we
then compute the histograms of all local regions at a range of window sizes. We use
soft Gaussian windows whose size we measure by their standard deviation. We use
sizes
{
2
i−1
4
}
i=0...29
. We call this approach the ‘Total Histogram Variance’ (THV)
approach. Figure 4.16 shows the THV curves for the 112 Brodatz textures for our
standard 25 BIF parameter settings.
For any given texture, histograms for small windows will vary more than his-
tograms for larger regions, we therefore expect decreasing curves (as for MHD
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Figure 4.14: MHD curves for the 112 Brodatz for σB = 0.5,1,2,4,8 (left to right) and
γ = 0,0.01,0.02,0.05,0.1.
Figure 4.15: Mean histogram distance curves for two Brodatz D7 (red) and D8 (blue). The
dotted line illustrates how we obtain a window size estimate when MHD value
drops to a certain percentage of that with 2× 2 pixel windows, in this case
60%.
curves). Figure 4.17 shows the 25 TV curves, one for each of our BIF settings, for
two Brodatz textures. We notice that there is little variation in the curves for the
more regular and uniform texture (D102, Figure 4.17 bottom) than for the less reg-
ular and uniform texture (D38, Figure 4.17 top). One may observe that the curves
appear smoother than the OOO and MHD curves. This is due to two reasons. First,
by design, THV curves are computed for all regions in the texture, while the other
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Figure 4.16: These are the total variance curves for the 112 Brodatz across 25 BIF param-
eter settings (5σBIF × 5γ). The have been rescaled so that the variance for
single pixels is 1.
two methods are computed for a uniform sample of windows on the texture. Sec-
ond, because of the increased computational tractability, we sample window sizes
closer to one another (in multiplicative steps of 20.25 pixels) compared to the other
two methods (in steps of 20.5 pixels).
To capture the variability of the local histograms we sum the variances (across
histograms from windows at different positions) of each of the seven bins. This is
equivalent to computing the 7×7 covariance matrix of the histograms and calculat-
ing its trace, which is equal to the sum of its eigenvalues, but is simpler and quicker.
The sum of the eigenvalues of a covariance matrix is a measure of total histogram
variance. For each texture, and every window size, we compute the total variance
of the local histograms and plot them against window size. The curves are linearly
rescaled in order to make the variance of the histograms for windows of 1×1 pixel
equal to 1. The reasoning behind this is that subjects would find it equally difficult
to tell whether two individual pixels came from a given texture, irrespective of the
texture.
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Figure 4.17: Two Brodatz textures (D38, top, and D102, bottom) and their corresponding
THV curves for the 25 BIF settings.
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Figure 4.18: Log of the mean (across parameter settings) rescaled THV curves for the 112
Brodatz textures.
While the texture curves for the different Brodatz look different for different
textures, the variance for large windows is similar across textures, as can be seen
in Figures 4.16 and 4.17. When attempting to estimate texture scale using texture
curves, we found that the accuracy of our estimates was poorer for textures with
large repeating patterns. We attributed this to the compactness of the texture curves
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on the large window size end of the curves. In order to correct for this, in practice
we use log-THV curves, as shown in Figure 4.18. Taking the logarithm of the curves
widens the large values for larger window sizes thereby improving the texture scale
estimates for textures with a larger repeating pattern.
4.1.2.4 SURF Keypoint Curves
As an alternative to BIF-based curves, we used curves showing how the aver-
age number of SURF keypoints values with window size for a range of keypoint
strengths. For a given Brodatz, the curves are calculated as follows:
• Calculate the locations of SURF keypoints;
• Count the number of keypoints found inside a window of size w as it slides
across the image;
• Repeat for window sizes
{
2
i−1
4
}
i=0...29
.
Figure 4.19 shows the keypoint curves for each of the 112 Brodatz at the 4 pa-
rameter settings 0.0001,0.001,0.002,0.005 for window sizes
{
2
i−1
4
}
i=0...29
. When
the keypoint strength threshold is set to the lowest value we consider, 0.0001, the
curves are relatively similar to each other (top left of Figure 4.19). As we increase
the keupoint strength threshold to 0.005, the curves for the Brodatz become more
spread out (bottom right of Figure 4.19).
4.1.2.5 Discussion on Texture Curves
In Section 4.1.2 we presented three types of texture curves, OOO, MHD and THV,
which capture the variation in similarity/consistency across window size. The OOO
and MHD curves are more ‘true’ to the observation that motivated our characteri-
sation - samples from a texture look increasingly similar as the size of the window
increases. The OOO curves are an indirect measure of similarity as they do not
show distance or variance, instead they show the percentage of times for which the
content of the samples enables us to identify the odd one out. The MHD method
is a direct approach showing how the mean distance between BIF histograms of
samples from a texture vary according to the size of the sample. While these curves
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Figure 4.19: SURF keypoint density curves calculated for parameter settings
0.0001,0.001,0.002,0.005 left to right, top to bottom.
are more aligned to our initial hypothesis, they are more computationally expensive,
especially for larger window sizes, than the THV curves.
The third type of curve we presented are the THV curves. These curves show
the variance across all histograms across the texture for soft Gaussian windows
of different sizes. This method has multiple advantages over the OOO and MHD
methods. Firstly, it uses soft Gaussian windows instead of upright square win-
dows, which is more alike to a receptive field in human vision. Secondly, all win-
dows within a texture are taken into account, therefore THV curves capture vari-
ance across the entire texture, as opposed to a subset of windows across the texture
like the two other methods do. Thirdly, variance is a widely accepted measure of
consistency. Finally, it is less computationally expensive thus allowing us to obtain
smoother curves through more granular window size sampling. The additional com-
putational tractability allows us to make this algorithm available through an online
calculator which we present in Chapter 5.
The THV curves will be our texture curve of choice going forward. We com-
pared the accuracy of the estimates that can be obtained using the three types of
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curves and found that there is a small performance advantage in using THV curves
over OOO or MHD curves.
4.2 Algorithm for Estimating Texture Scale
Having converted our qualitative description of increasing similarity in texture scale
to quantitative texture curves, we have reduced the problem of obtaining texture
scale estimates from textures to one of obtaining texture scale estimates from texture
curves. In order to do so, three decisions need to be made:
1. Choice of curve summary: What information from the texture curves should
be passed to the empirical algorithm? We discuss the various options and our
choice in Section 4.2.1
2. Choice of mapping method: How do we map the curve summary values
into the perceptual ground truth? We discuss some candidate maps and assess
their merits and limitations in Section 4.2.2
3. Performance measure: How do we assess the performance of our method
and competing methods? We discuss a few candidate methods, and the care
that needs to be taken when evaluating the performance of a method on the
same dataset on which it is trained in Section 4.2.3
In Section 4.3 we will provide a summarised view of the algorithm for estimat-
ing texture scale, as well as a simplified version of the same algorithm implemented
in the online texture scale calculation (presented in Chapter 5) which is more com-
putationally tractable than the complete algorithm.
4.2.1 Choice of Curve and Data
In Section 4.1 we presented three types of texture curves: OOO, MHD and THV.
There were two primary objectives in computing the texture curves. The first was to
obtain a quantitative method to assess our observation that samples from a texture
become increasingly consistent as the size of the samples increases. The second
was to reduce the task of deriving texture scale estimates from the image to the
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task of deriving texture scale estimates from the texture curves which encode our
characterisation.
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Figure 4.20: Candidate metrics from texture curves.
Figure 4.20 shows six candidate metrics on a sample THV texture curve that
can be used to map to the perceptual ground-truth. They are:
1. Height: the height of the curve, i.e. the mean variance for histograms for
single pixel regions
2. Slope: the slope of the texture curve taken between the 1×1 pixel windows
and the window size at which the total histogram variance drops by 95% of
what it was for single pixel regions
3. Window size at 50% variance drop: the size of the window at which the
variance drops to 50% of what it was at the smallest window size
4. Variance at 50% window size drop: the variance of histograms for win-
dow sizes half-way between the smallest window size and the window size at
which the variance drops by 95% of what it was for single pixel regions
5. Average variance: the average variance across uniformly sampled window
sizes
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6. Raw curve data: the actual values on the curves can be passed to a regression
function, or similar, without any further pre-processing
We tested all of these options and a few more depending on the map we used.
Ultimately, for the sake of simplicity, we chose to use a linear regression map and
the raw curve data. A further consideration that needs to be made is regarding
how to deal with the 25 curves obtained for each texture, one for each of the BIF
parameter settings. For our complete method we chose to use all the points from
all 25 curves and let the regression function decide what to do. For the simplified
methods, we average the curves across BIF settings and select a single point from
the curve, reducing the computational complexity.
4.2.2 Translating Curve Data to Texture Scale Estimates
Once we have made a choice as to what data from the curve we use to map to the
perceptual ground-truth values, we need to make a decision as to which function to
use for the map. Figure 4.21 shows a scatter plot of the midpoints of the average
(across BIF settings) log THV curves. The relationship between the raw curve data
is approximately linear. We have overlaid four types of functions we have used to
map the THV curve data to the perceptual ground-truth:
1. Linear regression: linear regression line fitted through the scatter plot stan-
dard least-squares method.
2. Quadratic regression: a quadratic function is fitted through the scatter plot
using the standard least-squares method.
3. k Nearest Neighbours regression: the value at a point was estimated by the
the Euclidean average of the 10 nearest neighbours. Lowering the k would
result in a curve with more pronounced spikes.
4. Random Forest: regression: the value at a point is defined by an n part
piecewise linear function. The example shown in Figure 4.21 was ob-
tained using a 40-branch decision tree. We considered setting the number
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of branches manually but found that Mathematica worked well for selecting
a suitable number of branches.
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Figure 4.21: Candidate maps from curve data to perceptual ground-truth.
The points illustrated in Figure 4.21 are log-transformed values. This trans-
formation not only allows us to spread the variances for large window sizes (as
discussed in Section 4.1.2.3) but also makes the relationship between the midpoint
of the curves and the perceptual ground-truth linear. For the OOO curves introduced
in Section 4.1.2.1 we also used an error function (erf) mapping to the OOO curves.
In addition to these approaches, we considered using supervised machine
learning approaches such as deep learning but decided not to do so for the fol-
lowing two reasons. First, our dataset is small compared to the datasets required for
deep learning methods to be successful. Second, the methods we are developing are
intended to be used by life scientists who wish to understand how they work, and,
more importantly, when they do not work which is not always understood in deep
neural networks (Tanay and Griffin, 2016).
4.2.3 Performance Assessment
We assess the performance of the estimates obtained using both our, and compet-
ing, methods. To do so, we report RMSE between the algorithm-derived estimates
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and the perceptual ground-truth from the 2AFC dataset to the Brodatz collection.
Recall that the texture scale ground-truth measurements obtained for the Brodatz
through the 2AFC experiment are on an interval scale spanning 12jnds. A span of
12jnds indicates that the visual system is able to discern 12 levels of scale within the
Brodatz library. The number of scale levels that an algorithm can distinguish can be
estimated by dividing the span of the interval scale by the RMSE of the estimates.
Thus, an RMSE of 1jnd would indicate that an algorithm has a similar sensitivity to
texture scale which is similar to the visual system. This is the benchmark for which
algorithms designed to be practical aim.
Given that the parameters for the maps between the texture curve data and the
perceptual ground-truth values are tuned on the Brodatz, and that the performance
assessment is also carried out on the Brodatz, we perform a Leave-One-Out (LOO)
cross-validation approach to ensure that the RMSEs are not biased. To do so, we
exclude one texture from the Brodatz, and ‘train’ the map on the remaining 111
Brodatz textures. We then obtain a texture scale estimate for the excluded texture.
We repeat this process in turn for each of the 112 Brodatz. The result of doing this
is that none of the texture scale estimates are obtained for images already included
in the training set.
In addition to reporting the RMSE, we report the correlation between the per-
ceptual ground-truth datasets, the estimates obtained using our algorithm, those ob-
tained using competing algorithms, and the texel size for regular textures.
4.3 Algorithm for Estimating Texture Scale
Having discussed multiple choices of image representation, types of texture curves,
curve metrics, and mapping functions, we converged on a preferred method that of-
fers a good balance between performance and simplicity. In this section we present
a summarised view of our proposed algorithm for the estimation of texture scale.
In Section 4.3.1, we provide a step by step guide to our complete method (using
BIFs at multiple BIF settings), which is computationally tractable on a standalone
computer and offers competition-beating texture scale estimates performance. In
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Section 4.3.2, we present a simplified method which is around 10× less computa-
tionally expensive but 70−80% as accurate.
4.3.1 Complete Method
We propose the following algorithm for obtaining texture scale estimates that are
consistent with human assessment:
1. Pre-process:
(a) Convert image to gray-scale: if not already gray-scale
(b) Resize: the BIF parameters used in our algorithm are optimised for im-
ages of a size of around 640× 640 pixels. If the image you wish to
process is much larger or smaller than this, the image needs to be re-
sized or cropped. When resizing/cropping, the repeating elements (if
present) need to remain discernible (i.e. not too small) but not be larger
than 14 of the image
2. Compute THV curves:
(a) Compute the BIFs at 25 parameter settings:(σB in {1,2,4,8,16} top to
bottom, and γ in {0,0.01,0.02,0.05,0.1})
i. Compute the responses to the filter ci j = gi j
⊗
I(x) for each of the
{ci j}, where gi j is the a DoG kernel with mean 0 and standard de-
viation σBIF of order i in the x−direction and j in the y−direction;
ii. Compute λ = σ2(c20+ c02) and ζ = σ2
√
(c20− c02)2+4c211;
iii. Assign a label between 1 and 7 (corresponding to the seven sym-
metry types) to each pixel according to which of the following is
maximum at that pixel:
{γc00 ,2σ
√
c210+ c
2
01 ,λ ,−λ , ζ+λ√2 ,
ζ−λ√
2
,ζ}.
(b) Calculate the total variance curves at 29 window sizes, {wi} ={
2
i−1
4
}
i=0...29
pixels, for each of the 25 BIF representations:
4.3. Algorithm for Estimating Texture Scale 112
i. Convert the BIF representation, B− i j (a matrix with labels 1-7 for
each pixel representing texton classes corresponding to the predom-
inant symmetry type in the neighbourhood surrounding said pixel)
into 7 binary layers, {Bki, j}7k=1, one for each texton class;
ii. Blur the binary layers: convolve each of the binary layers with a
Gaussian kernel of variance 12wi;
iii. The total variance is then calculated as the average of the variances
of each blurred binary BIF layer. This is equivalent to computing
the 7× 7 covariance matrix of the histograms and calculating its
trace, which is equal to the sum of its eigenvalues. The sum of the
eigenvalues of a covariance matrix is a measure of total variance.
(c) Repeat: repeat for each of the 25 BIF settings
(d) Rescale and take logs: rescale the raw THV curves so that the variance
for the smallest window size is equal to 1, and take logs of the values
3. Linear transform: pass the 725 curve values (25 BIF settings × 29 window
sizes) through a linear regression
4. Convert to pixels (optional): the estimates produced by our algorithm are in
jnd units but these can be converted into pixels as described in Section 3.4
Estimates using this approach take approximately 3 minutes to compute for a
640× 640 pixel gray-scale texture using Mathematica on a mid-price Quad-Core
laptop with a processor running at 3GHz.
4.3.2 Simplified Method
The simplified method has two small differences compared to the complete method:
• Single window size: we only compute the BIFs at one window size (σB = 4)
instead of at the 29 window sizes used in the complete method
• Single descriptor regression: instead of passing the THV values at the 25
different window sizes to the regression function, we take the average over
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the 25 BIF settings and pass a single point per texture to the linear regression
function
In Section 4.4 we will find that the simplified method is 70−80% as accurate
as the complete method. Despite this, it is approximately 10× less computationally
expensive - estimates using this approach take approximately 20 seconds to compute
for a 640× 640 pixel gray-scale texture using Mathematica on a mid-price Quad-
Core laptop with a processor running at 3GHz.
4.4 Results and Performance
We assess the performance of our algorithm by reporting the root mean squared
error (RMSE) between the algorithm predictions and the 2AFC human perception
dataset. All reported RMSE values were calculated using a leave-one-out approach
for the regression mapping the texture curves to the perception-derived texture scale
estimates. We also report 95% confidence intervals for these values, which were
obtained by bootstrapping over the images in the sets. For each bootstrap, we repeat
the leave-one-out estimates and calculate a new RMSE. These confidence intervals
thus indicate the precision of our performance estimates given the finite collection
of textures used for evaluation. An RMSE of around 1.0 jnds will indicate that our
model predictions agree with the psychophysical data roughly at the precision level
of human judgement. Figure 4.22 shows a scatter plot of the estimates obtained
using both our complete algorithm (left) and simplified algorithm (right) vs. the
perceptual ground-truth from the 2AFC experiment. We see good overall agreement
between the estimates obtained using both methods. The points for the complete
method are closer to the y= x line indicating, as expected, better quality estimates.
One of the main differentiating factors of our algorithm (aside from perceptual
validation) is that it is designed to work for textures of all regularities. In order to
check whether our algorithm is behaving correctly for all types of textures, we have
manually labelled the Brodatz according to one of three regularity classes: ‘Fairly
regular’, ’Highly irregular’, or ’Neither’. Figure 4.23 shows the scatter plot of our
complete algorithm estimates vs. 2AFC ground-truth where the points, correspond-
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Figure 4.22: Scatter plot of algorithm derived scale vs. 2AFC ground-truth. The left scatter
plot shows the estimates derived using the complete version of our algorithm,
and the right scatter plot shows the estimates derived using the more compu-
tationally tractable simplified version of our algorithm.
ing to each of the Brodatz, have been coloured according to this three-category
labelling. We are happy to see that there is no clear pattern indicating that our pre-
dictions are any better or worse for regular textures compared to irregular textures,
and thus are satisfied that our algorithm performs well irrespective of texture regu-
larity. We do notice a minor trend in that there are more blue points, corresponding
to irregular textures, above the y = x lines than below it, indicating that our algo-
rithm has a mild tendency to underestimate the scale for such textures compared to
human assessment.
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Figure 4.23: Algorithm estimates vs. 2AFC coloured according to regularity.
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Another potential concern with our approach is that we use Gaussian or square
windows which are isotropic, but the repeating elements forming a texture are not
always isotropic. To check for any issues related to isotropy, we manually cate-
gorise each of the Brodatz into one of five isotropy classes: ‘Strongly Anisotropic’,
‘Fairly Anisotropic’, ‘Mildly Isotropic’, ‘Fairly Isotropic’ and ‘Strongly Isotropic’.
Figure 4.23 shows the scatter plot of our complete algorithm estimates vs. 2AFC
ground-truth where the points, corresponding to each of the Brodatz, have been
coloured according to this five-category labelling. While we are pleased that we do
not observe a pattern of one type of texture being further away from the y = x line
than another, there are more red and yellow points (anisotropic) above the y= x line
and more blue and black (isotopic) points below the y = x line. This indicates that
our algorithm has a tendency to underestimate the scale for anisotropic textures and
overestimate the scale of isotropic ones compared to human assessment.
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Figure 4.24: Algorithm estimates vs. 2AFC coloured according to isotropy.
We also evaluated the performance of the algorithm using the SURF curves
introduced in Section 4.1.2.4. The four log2 keypoint curves were mapped to the
perceptual ground truth texture scale estimates arising from the 2AFC task.
For comparison, we have implemented the methods of Ardizzone et al. (2013),
and Hong et al. (2008) reviewed in Chapter 2. The method of Hong et al. (2008)
gives estimates on a per-pixel basis. Given that the Brodatz set textures each have
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uniform scale, we take the mean overall local scale estimates in an image as a mea-
sure of global texture scale.
The scope of the Ardizzone et al. (2013) algorithm is narrower than ours, as it
is only intended for regular, near-regular and homogenous textures. So, to allow for
a fair comparison, we also report results for a subset of the Brodatz dataset. The sub-
set, selected by the authors, comprising 24 regular, near-regular and homogeneous
textures with not overly large or small repeating elements from the Brodatz dataset,
was chosen to match the scope of the method of Ardizzone et al. (2013) based on
the information provided in their work. The textures in this set are indicated by an
asterisk in Table 4.2.
All Brodatz Regular Subset
Baseline 2.5 [2.3 - 2.8] 1.6 [1.3 - 2.0]
Ardizzone et al. (2013) (n keypoints) 2.5 [2.2 - 2.8] 1.5 [1.1 - 1.9]
Ardizzone et al. (2013) (keypoint strength) 2.5 [2.2 - 2.8] 1.5 [1.1 - 2.0]
Hong et al. (2008) 1.7 [1.4 - 1.9] 1.1 [0.8 - 1.3]
This work - SURF curves 2.3 [2.0 - 2.6] 1.3 [1.1 - 1.6]
This work - simplified 1.4 [1.2 - 1.6] 1.0 [0.7 - 1.3]
This work - all curves regression 1.2 [1.0 - 1.4] 0.6 [0.3 - 1.0]
Table 4.1: RMS errors with 95% confidence intervals, measured in jnds, between
algorithm-predicted and 2AFC-estimated values on the perceptual interval scale.
Table 4.1 shows the RMSE between predictions and the 2AFC dataset for the
different methods assessed and for a baseline method. The left column labelled ‘Re-
peating Subset’ comprises the 24 aforementioned textures selected by the authors.
The first row, labelled Baseline, displays the RMSE obtained by predicting the scale
of each texture by the population mean. This is the optimum algorithm that provides
texture scale predictions without considering the texture. The second and third rows
of Table 4.1 show the RMSE for the method of Ardizzone et al. (2013), using a fixed
number of keypoints, and a fixed keypoint strength across images respectively. We
note that these algorithms fail to perform significantly above the baseline for the full
dataset and the repeating subset. The fourth row shows the performance obtained
using the SURF keypoint density curves. The performance is better than baseline,
and that or Ardizzone et al. (2013), but is behind the Hong et al. (2008), and the
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out algorithm based on BIF curves. The fifth row shows the RMSE for estimates
obtained using the method of Hong et al. (2008). The performance of this algo-
rithm is consistently better than baseline, and close to within human sensitivity for
the repeating subset. The sixth row shows that the performance of our simplified
approach is better than that of Hong et al. (2008), but not significantly, as there is
an overlap of the confidence intervals. The performance of this simplified method
validates our hypothesis that texture scale is determined by the increase in similarity
of the appearance of regions, as the region size increases, which is crudely captured
by this univariate feature. The bottom row shows the performance of our method
when using all the points on all the texture curves as features for the regularised
linear regression. The greatest improvement (0.2jnds) of our full method over our
simplified method is due to the regression extracting information from the variation
of the 25 curves, and/or from the shape of their fall, not just their initial slope. Our
full method performs significantly better than previous methods. On the full Bro-
datz dataset it does not quite achieve an error of 1.0, which would signal effective
agreement with human perception, but on the repeating subset it does.
In order to assess the agreement between the perceptually derived estimates,
the algorithm derived estimates, and real measurable scales (or texel-based texture
scale estimates), we report the pairwise correlations between these in Table 4.3.
The final column, ‘Sqrt Area’, is only assessed for the 24 repeating Brodatz textures.
These 24 textures are indicated in Table 4.2. The cropped texels are shown in Figure
4.25. We note that there is a high correlation between our perceptual estimates and
square-root area, and higher agreement between square-root area and the estimates
derived using our algorithm than competing algorithms.
4.5 Summary and Discussion
Having obtained ground-truth data against which to validate candidate models we
proposed an algorithm for estimating texture scale. To do so we first computed the
BIF representation of a texture at various BIF parameters, then we measure how
the variance across the position of the BIF histograms of local regions changes with
4.5. Summary and Discussion 118
Te
x
Sc
al
e (
jn
d)
Sc
al
e (
px
.)
Te
x
Sc
al
e (
jn
d)
Sc
al
e (
px
.)
Te
x
Sc
al
e (
jn
d)
Sc
al
e (
px
.)
Te
x
Sc
al
e (
jn
d)
Sc
al
e (
px
.)
D1R* 5.99 90 D29I 3.14 60 D57I 3.20 61 D85N 5.60 85
D2I 7.12 105 D30H* 9.29 143 D58I 11.01 182 D86I 7.61 113
D3N 4.94 88 D31H* 10.05 157 D59I 11.37 192 D87I 6.45 96
D4I 3.60 64 D32I 2.07 52 D60I 8.20 123 D88H* 10.54 171
D5I 6.50 97 D33I 4.82 76 D61I 9.65 150 D89H* 9.40 145
D6R 1.82 50 D34R 4.37 72 D62I 10.37 166 D90I 10.01 158
D7I 10.07 160 D35N 5.79 87 D63I 9.12 140 D91I 11.66 200
D8N 6.75 100 D36N 5.01 78 D64R* 6.94 103 D92I 5.36 82
D9I 3.99 68 D37I 7.98 119 D65R* 5.86 88 D93I 5.26 81
D10N* 8.36 125 D38I 4.77 76 D66H 5.99 90 D94N* 7.08 105
D11N 6.87 102 D39I 9.60 150 D67I 6.15 92 D95N* 6.33 94
D12I 7.15 106 D40I 9.85 155 D68I 5.25 81 D96N* 9.09 139
D13I 9.07 139 D41I 9.60 149 D69I 8.83 134 D97I 9.16 141
D14R 3.13 60 D42I 10.63 173 D70I 8.40 126 D98H 8.00 119
D15I 7.64 113 D43I 11.72 201 D71I 9.38 145 D99H 9.86 155
D16R 0.00 39 D44I 11.41 193 D72I 9.28 143 D100I 6.71 100
D17R 3.89 67 D45I 10.42 168 D73I 5.97 90 D101R* 5.19 80
D18N* 7.59 113 D46R* 8.02 120 D74H* 8.03 120 D102R* 5.33 82
D19N 4.89 77 D47R* 8.21 123 D75H* 7.27 108 D103N 4.80 76
D20R* 5.50 84 D48R* 9.07 139 D76I 5.04 79 D104N 5.09 79
D21R 1.29 46 D49R 4.47 73 D77R 1.47 48 D105I 5.09 79
D22N 4.84 76 D50I 7.71 115 D78N 2.30 53 D106N 4.34 71
D23H 8.44 127 D51I 7.89 117 D79N 3.29 61 D107I 8.46 127
D24I 4.32 71 D52R 4.02 68 D80N 4.46 72 D108I 8.97 137
D25R* 9.43 146 D53R 2.22 53 D81I 4.89 77 D109I 5.79 87
D26R* 8.21 123 D54H 5.53 84 D82N 5.17 80 D110I 5.57 85
D27H 7.40 110 D55N 3.41 62 D83R* 6.40 95 D111I 6.38 95
D28H 5.69 86 D56R* 6.02 90 D84I 3.72 65 D112I 6.84 101
Table 4.2: Texture scale ground-truth values (in jnds and pixels) for the 112 Brodatz tex-
tures (D1-D112), as estimated from the 2AFC experiment. Superscript denotes
regularity as per our taxonomy (R: regular; N: near-regular; H: homogeneous, I:
irregular). Asterisk indicates textures included in the repeating subset in Table
4.1.
window size, and finally we transformed these variances into texture scale estimates
with the help of a regularised linear regression.
Our method makes texture scale predictions with an RMS error, compared to
human ground-truth, of 1.2jnds. The error of our method is still more than the error
of 1.0jnds that would be considered a practical match, but it is good enough for
some applications and it is the only method that calculates texture scale for non-
regular texture to below 1.7jnds (Hong et al., 2008). Furthermore, we find that it
performs better than methods that work on regular, near-regular and homogeneous
textures, even in datasets that should favour the latter. Our method performs well
on textures of all regularities and both isotropic and anisotropic textures.
The estimates produced by our method are highly correlated to both perceptual
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Figure 4.25: 24 Texels cropped from Brodatz textures with a clearly discernible repeating
element as indicated in Table 4.2.
derived datasets and to the size of manually segmented texels for textures with a
clearly discernible repeating unit. This indicates that despite producing estimates in
jnd units, a linear transformation followed by an exponentiation enables us to get
estimates in pixels which are highly consistent with physically measurable scales.
We also proposed a simplified algorithm which is 10x less computationally
expensive yet 70− 80% as accurate, and still more accurate than the much more
computationally expensive algorithms by Ardizzone et al. (2013) and Hong et al.
4.5. Summary and Discussion 120
A
bs
ol
ut
e S
ca
lin
g
2A
FC
Th
is
w
or
k
- S
U
RF
cu
rv
es
Th
is
w
or
k
- f
ul
l
Th
is
w
or
k
- q
ui
ck
A
rd
iz
zo
ne
et
al
. (
20
13
)
H
on
g
et
al
. (
20
08
)
Sq
rt
A
re
a (
Re
g)
Absolute Scaling - 0.90 0.44 0.86 0.82 0.40 0.71 0.89
2AFC - 0.44 0.92 0.86 0.39 0.77 0.88
This work - SURF curves - 0.44 0.48 0.72 0.27 0.40
This work - full - 0.93 0.37 0.81 0.76
This work - simplified - 0.48 0.78 0.66
Ardizzone et al. (2013) - 0.32 0.17
Hong et al. (2008) - 0.60
Sqrt Area (Reg) -
Table 4.3: Pairwise correlations between the two perceptually derived datasets (Absolute
Scaling and 2-AFC); the estimates derived using the algorithm proposed in this
paper; the estimates derived using the methods by Ardizzone et al. (2013) and
Hong et al. (2008); and square-root texel area (manually segmented by author)
for 24 regular and near-regular Brodatz.
(2008).
One limitation of our approach is that the performance of the algorithm is
highly sensitive to the choice of the two parameters, σB and γ , controlling the BIF
representation. We have chosen a set of BIF parameters that gives the best perfor-
mance for images of a size similar to the Brodatz (i.e. 640× 640 pixels). Mag-
nifying an image significantly, say four fold, would require us to adjust the BIF
parameter settings to ensure that the BIF representation captures the structure of
images of that size. This in itself is a scale-selection exercise that we deemed to be
beyond the scope of this work, and we suggest it as an avenue for further research
in Chapter 6.
Chapter 5
An Online Tool for Calculating
Texture Scale
In Chapter 3 we showed that the human visual system is capable of assessing tex-
ture scale consistently for textures of all regularities. In Chapter 4 we presented an
algorithm for the quantification of texture scale and showed that the estimates pro-
duced by our algorithm are consistent with human assessment. Having done this we
thought that this work could be useful to researchers across the spectrum of scien-
tific disciplines, so we wanted to (i) make it available to researchers, and (ii) obtain
feedback from researchers on our work. The purpose of the feedback was to deter-
mine whether the estimates produced by our algorithm are in line with researchers’
expectations and why. In order to make our algorithm accessible, we created an on-
line tool (accessible via http://www.texturescalcalculator.com) to
which users are able to upload images of a texture, and obtain an estimate of the
scale for the uploaded texture.
5.1 The Interface
Figure 5.1 shows the landing page of our interface. It includes our characterisation
of texture scale and an image upload facility. Users have the option to either drag
and drop an image from their computer into the upload box, or to upload images
using a standard browse box (similar to the process for adding an attachment to
an email). The image needs to be in a standard picture format (e.g. JPG, PNG,
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BPM, ...), no smaller than 256×256 pixels and no larger than 4000×4000 pixels.
For optimal performance, we recommend uploading images larger than 512× 512
pixels and smaller than 1024× 1024 pixels. Our algorithm is designed to work
for images showing constant textures (i.e. only one type of texture which is fairly
consistent across the image), with no background regions and few image defects
(e.g. luminance features, perspective skew, ...).
Figure 5.1: Landing page for online calculator.
Once the image is uploaded, users can click on the “Submit” button. The
submitted image undergoes initial pre-processing. First, we check that the image
satisfies the size and format requirements, then it is converted to gray-scale (if the
original image was coloured), and resized to 640×640 pixels. We resize the images
because the BIF parameters used in our algorithm are optimised for images of this
size. After the pre-processing stages, the image is passed through our texture scale
algorithm. The algorithm is implemented using Wolfram Mathematica and runs on
the Wolfram Cloud platform. It takes approximately 20 seconds to get a texture
scale estimate, but can take up to 3 minutes depending on the size of the uploaded
image and internet connection speed. The scale is estimated using our “simplified”
algorithm because of computational tractability. Providing estimates using the com-
plete method would take 5-15 minutes per image to compute given the single-thread
processing restriction of Wolfram Cloud. The interface then outputs the cropped /
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resized gray-scale texture with an upright square window overlaid. The size of the
window corresponds to the texture scale and its position on the image is arbitrary.
We use a square window to show texture scale because our algorithm produces
estimates in jnd units. We then use the conversion rule presented in Section 3.4
to obtain an estimate in pixels. Recall that our empirical conversion rule was ob-
tained by comparing the perceptual texture scale estimates derived from our two
psychophysics studies, and that the estimates from the first experiment (absolute
scaling) were based on upright square windows. It would therefore be misleading
to show anything other than upright squares when using this conversion. Figure 5.2
shows the output of our interface for an example texture.
For confidentiality reasons, we do not ask users to identify themselves and we
do not store the images uploaded to the interface. A group of experts and prospec-
tive users were invited to try the interface in order to obtain some feedback. We
discuss the collected feedback in the next section (5.2).
5.2 User Feedback
In order to assess whether the estimates produced by our algorithm are in line with
end-user expectations, we carried out two rounds of user feedback on the output.
The first round was done through the online interface, and the estimates produced
using the simplified version of our algorithm. The second round,included A-B test-
ing, in which subjects were sometimes presented with either much larger or smaller
estimates than our algorithm would predict in order to ensure that volunteers were
not being overly positive in their feedback, and the estimates were produced using
the complete version of the algorithm. The two rounds are described in the sections
5.2.1 and 5.2.2 respectively.
5.2.1 First User Test
We collected feedback from a cohort of experts. The experts comprised PhD stu-
dents and Post-Doctoral students at UCL, as well as people working on image anal-
ysis products in the industry. PhD students from CoMPLEX, which covers a wide
range of scientific disciplines, were also part of the cohort. In total, 54 people were
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Figure 5.2: Interface output showing the cropped gray-scale converted texture and an over-
laid window of size corresponding to the texture scale.
invited to take part in the feedback round. We collected 65 feedback responses from
19 users over a month-long period. Figure 5.3 shows the feedback form. Respon-
dents were asked, “Given our characterisation of texture scale, how does the indi-
cated scale seem to you?”. They could select one of five possible options: “Much
too small”, “A bit too small”, “About right”, “A bit too large”, or “Much too large”.
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Figure 5.3: Feedback form shown below the interface output.
Respondents were then allowed to leave questions and comments in free-text form
and invited to share with us textures for which they considered the estimates to be
“Much too small” or “Much too large”.
Figure 5.4 shows a histogram of the collected feedback responses. There were
no “Much too large” responses, indicating that our algorithm does not often majorly
overestimate texture scale. There were four (out of 65, ≈ 6%) “Much too small”
responses. Three out of these four textures were shared with us and are shown in
Figure 5.5. The left image in Figure 5.5 shows a concrete brick pavement. The scale
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Figure 5.4: Histogram of feedback responses.
estimate is much too small as it is does not show a full slab. This is an isotropic
texture with strong perspective skew with which our algorithm could have struggled.
In addition, there is texture within the individual bricks (concrete) and our algorithm
could have picked up variation at the concrete scale instead of the brick scale. The
centre image in Figure 5.5 was submitted to us with a comment saying, “I would
have expected a window of at least 6 x 6 circles to capture the 3 x 3 tile pattern
variation”. Our algorithm was not trained on textures displaying regularity at more
than one scale, so we would not expect the algorithm to cope with this type of
texture. The algorithm appears to have selected an intermediate size window; one
that is a bit too large for the dot-scale regularity but much too small to capture
regularity at the 3x3 dot scale. The image on the right of Figure 5.5 shows a piece
of furniture with two very different regions that are highly magnified and do not
constitute a uniform texture, so we are not surprised to see that our algorithm was
not able to cope with such a region.
5.2.2 Second User Test
In order to ensure that respondents were not being overly generous with the feed-
back, we carried out a second round of end-user feedback. In the second round,
a cohort of 15 people were asked to send the author 3-10 images of textured sur-
faces. We received 33 images from 10 volunteers. The images were converted to
grayscale, cropped to a square shape and resized to 640×640 pixels.
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Figure 5.5: Three textures for which the estimates of our simplified algorithm were deemed
to be “much too small” by test users.
We calculated the texture scale for each as per our complete algorithm, and
recreated the same output as for the first round of feedback, i.e. a red box superim-
posed on the image. We produced three versions of the output:
• Texture scale estimate half the size of that predicted by our algorithm
• Correct size texture scale estimate
• Texture scale estimate twice the size of that predicted by our algorithm
Subjects were sent the processed versions images they submitted with one of
the three texture scales estimates mentioned above. In addition, they were some
additional images submitted by other volunteers in order to boost the number of
responses. For each image, they were asked to submit feedback on the window
size, in the same manner as per the interface feedback form. We collected a total
of 97 responses. Figure 5.6 shows the histogram of feedback on estimates half the
size of those from our algorithm (left), the correct size (middle), and twice the size
of those from our algorithm (right). The feedback contained more ”a bit too small”
responses when for the internationally smaller windows, and ”a bit too large” for
intentionally larger windows.
When participants were shown estimates half the size of those predicted by
our algorithm, most of the feedback was that the estimates were too small (Figure
5.6, left). When participants were shown estimates predicted by our algorithm,
most of the feedback was that the estimates were as expected (Figure 5.6, middle).
When participants were shown estimates twice the size of those predicted by our
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Figure 5.6: Histogram of feedback on estimates half the size of those from our algorithm
(left), the correct size (middle), and twice the size of those from our algorithm
(right). Columns are “much to small”, “a bit too small”, “about right”, “a bit
too large” and “much too large”, left to right in each bar-chart.
algorithm, most of the feedback was that the estimates were too large (Figure 5.6,
right). This feedback is consistent with that from the first feedback round, in which
there was no A-B alternative.
5.3 Summary
In Chapter 3 we showed that human observers are able to assess texture scale con-
sistently, irrespective of regularity, and in Chapter 4 we developed an algorithm for
estimating the scale of texture. In this chapter we presented an online tool that we
have made available to the wider public. Users can upload images of textures to our
online tool and obtain estimates of the scale of the uploaded textures. The estimates
are obtained using the simplified version of our algorithm (as per Section 4.3.2).
While the complete algorithm presented in Section 4.3.1 is more accurate, the single
thread computational restriction of the platform on which the tool is hosted (Wol-
fram Cloud) would take several minutes to produce an estimate using this method.
We collected feedback from a 17-strong cohort reported that the estimates pro-
duced by our algorithm were in line with their expectations approximately 80%
of the time, a bit too large or a bit too small approximately 15% of the time, and
much too small approximately 5% of the time. The cohort comprised PhD and
post-doctoral students at UCL CoMPLEX covering a wide range of scientific disci-
plines, and image analysis developers working in start-ups in London. We are very
satisfied with the feedback given that it was collected on non-controlled images.
Furthermore, the estimates were obtained using our simplified algorithm, translated
from jnd units to pixels, and illustrated by upright square windows. We have iden-
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tified that textures with more than one level of regularity are problematic for our
algorithm as these textures have multiple scales. We will provide a more detailed
critical review of our algorithm’s strengths and opportunities for further develop-
ment in Chapter 6. An additional limitation of the online calculator is inherited
from the algorithm itself - the BIF parameter settings have been fixed and optimised
for images of a similar size to the Brodatz (i.e. 640×640 pixels). As a result, if an
image larger than this size is submitted, only the central portion of the image is as-
sessed. This limitation is discussed in more detail in the critical evaluation provided
in Chapter 6.
Chapter 6
Summary & Conclusions
Scale is a highly important topic in the image analysis and vision literature which
we discussed at length in Chapter 2. The vast majority of the discussion on texture
scale in the texture analysis was under the paradigm that texture was formed by a
repeating element (texel) and a placement rule governing how the texel is placed on
the scene. Under this paradigm, texture scale was defined as the size of the texel,
distance between texels, window size at which the distribution of the number of
keypoints was most uniform, and as the smallest window size at which a function
of domain similarity dipped (amongst many other definitions). While these def-
initions are good enough for regular, near-regular and homogeneous textures, all
of which are formed by the placement of a repeating element on the scene, they
are ill-defined for irregular/stochastic textures lacking a clearly defined repeating
element. Does this mean that texture scale ought to be undefined for such irreg-
ular/stochastic textures? No, we observed that irrespective of whether a texture is
regular or not, samples of increasing size taken from a texture appeared increas-
ingly similar. There must therefore be a smallest window size beyond within which
samples taken from a texture appear consistent. We thus put forward the hypothesis
that the concept of scale ought to extend to textures of all regularities. In order to
test this hypothesis we needed a way to characterise texture scale; however, there
was no mathematically rigorous definition in the literature that extended to irregu-
lar/stochastic textures. Instead of devising an arbitrary, yet rigorous, definition, we
proposed a more relaxed perceptual characterisation of texture scale: the smallest
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window size beyond within which texture appears consistently.
Having characterised texture scale, we set ourselves three objectives for this
work:
1. To check whether humans were able to assess texture scale consistently as
per our characterisation, and if so, measure perceptual assessment of texture
scale for a gold-standard texture database;
2. To develop an algorithm for estimating the scale of textures that (i) was vali-
dated against human assessment, and (ii) worked for all textures, those which
are formed by a clearly discernible repeating element, and those which are
not; and
3. To make our research available to the wider scientific community for use,
critique and improvement.
We are pleased to have achieved the above objectives. By means of two per-
ceptual experiments, we confirmed that human observers are able to assess the scale
of texture consistently, irrespective of texture regularity. Through these two exper-
iments, we collected perceptual ground-truth texture scale values for the Brodatz
dataset. We then proposed an empirical algorithm capable of estimating texture
scale with an RMS error of 1.2jnds compared to the ground-truth for textures of all
regularities, and an RMS error of 0.6 jnds compared to the ground-truth for textures
with a clearly discernible repeating element. Both of these scores are significantly
higher than any other competing methods in the current literature. Our algorithm
is both (i) validated against human assessment, and (ii) able to handle textures of
all regularities. The error of our method is still more than the error of 1.0jnds that
would be considered a practical match, but it is good enough for some applications
and it is the only method that calculates texture scale for non-regular textures to be-
low 1.7jnds (Hong et al., 2008). Finally, we developed an online calculator to which
the wider public can upload images of textures and obtain texture scale estimates as
per our algorithm.
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In Section 6.1 we provide a critical appraisal of the contributions contained in
this thesis. In Section 6.2 we suggest candidate avenues for the further development
of this work.
6.1 Critical Appraisal of Contribution
The five primary contributions presented in this thesis are the following:
A new characterisation of texture scale: We propose a new characterisation
of texture scale that is devoid of any assumption with regards to the structure or
definition of texture, and that is applicable to all textures, irrespective of whether
they are formed by a repeating element placed on the scene according to a regular
grid or not.
Evidence that human observers are able to assess texture scale irrespective
of regularity: We show that humans are able to assess texture scale irrespective of
its regularity. In particular, we show that human assessment is consistent within and
between subjects, and across methods of probing.
Perceptually validated ground-truth texture scale values for the Brodatz
dataset: We measure human assessment of texture scale for the Brodatz dataset and
provide estimates of the variability of each of the Brodatz. We make this dataset
publicly available so as to enable researchers to make use of it as ground-truth in
the validation of other candidate methods and applications.
Image analysis algorithm for estimating texture scale: We develop an algo-
rithm for estimating texture scale which is validated against human perception, and
show that experts find the output of our algorithm useful on images from a wide
range of disciplines.
Online tool for estimating texture scale: We make our research available by
means of an online calculator to which researchers and the wider public can upload
images of textures and obtain estimates of their texture scale.
In the next sections we provide a brief summary of the contributions of this
work as well as a critical evaluation for each contribution.
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6.1.1 A New Characterisation of Texture Scale
Scale, when referring to texture, has been defined in numerous ways. It has been
defined as the size of a repeating unit, or equivalently, as the mean distance between
the repeating units (Malik et al., 2001). Ardizzone et al. (2013) define the scale
of texture as the smallest upright square window containing a consistent number
of image keypoints. Hong et al. (2008) define scale as the smallest upright square
window for which tiled neighbouring windows of the same size are similar. As
mentioned earlier in this chapter, these definitions only work under the paradigm of
texture being formed by the placement of a clearly discernible repeating element.
Our characterisation, the smallest window size beyond within which texture appears
consistently, has several advantages over the aforementioned, more rigorous, defi-
nitions. First, by virtue of being a perceptual characterisation, it is agnostic to the
paradigm of choice for texture. Second, it is well-defined for texture spanning the
entire regularity spectrum, from regular to irregular/stochastic textures. Third, it is
flexible, in the sense that it does not impose a measure for ‘consistency’ - this is
left up to the researcher. The main limitation of such a characterisation, true for
many other generic characterisations, is that there is no single correct way of mea-
suring texture scale as per its wording. We tried to remain as true to our perceptual
characterisation as possible by opting for an empirical algorithm.
6.1.2 Evidence of Human Ability to Assess Texture Scale Irre-
spective of Regularity
Having coined how we wanted to characterise texture scale and having observed
that samples of increasing size taken from a texture appear increasingly consistent
as we made the sample window larger, we wanted to check whether the human
visual system was able to make sufficiently consistent assessments (between and
within subjects, and across methods of probing) so as to enable us to measure human
assessment of texture scale for a gold-standard texture database, the Brodatz library.
We carried out a first direct-scaling experiment and found consistency between
and within subjects in the perception of texture scale on the Brodatz library. This
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first experiment suffered from two main limitations. First, there appeared to be
some systematic subject bias with some subjects selecting consistently smaller or
larger windows. This type of bias is common amongst direct-scaling methods so
we performed a procrustes analysis enabling us to correct for some of this effect.
Second, despite the procrusted correction, the standard deviations for some of the
estimates were a bit larger than we would wish them to be, we suspect due to the
small number of subjects (n= 8).
We carried out a second indirect-scaling experiment (2AFC type), devoid of
the systematic bias issue, with a much larger number of observers (n = 40) which
enabled us to obtain perceptual ground-truth texture scale values for all the Bro-
datz on an interval scale. The interval scale spanned 12jnds, indicating that subjects
were able to ditinguish 12 levels of texture scale within the Brodatz database. We
were pleased to see a correlation of 0.9 between the log window sizes (in pixels)
obtained in the first experiment and the 2AFC derived interval scale values. This is
consistent with Fechner (1966) and Gescheider (1997) who suggest that if increment
thresholds obeyed Webber’s Law (which states that increment magnitude detection
thresholds are proportional to stimulus magnitude), the underlying psychophysical
scale can be approximated by a logarithmic transform. The strong correlation be-
tween the jnd and pixel unit scales enabled us to convert jnd estimates produced by
our algorithm into estimates in pixel units.
6.1.3 Perceptually Validated Texture Scale Values for the Bro-
datz
We made available, in Chapter 3, the texture scale estimates for all Brodatz textures
obtained through each of these two experiments, as well as standard deviations for
each. While this is the only perceptually validated dataset for texture scales avail-
able in the literature, there is scope to extend it to other texture libraries and types
of image.
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6.1.4 Algorithm for Estimating Texture Scale
We proposed an empirical image analysis algorithm for the estimation of texture
scale. The algorithm estimates texture scale according to how the variance of BIF
histograms changes with window size. Our algorithm is able to estimate the scale
for the Brodatz with an RMSE of 1.2 jnds, and 0.6 jnds for textures with a clearly
discernible repeating unit. This performance is far superior to anything available in
the literature. The estimates obtained by our algorithm are also highly correlated
with the size of texels (manually segmented) for textures with a clearly discernible
repeating element. In addition to the complete algorithm, we proposed a simplified
version which is 70−80% as accurate as the complete algorithm but 10 times less
computationally expensive. These performance estimates are based on the code
being implemented in Mathematica. Further performance improvements are likely
to be realised if translated to lower level programming languages. To the best of our
knowledge, this is the only algorithm in the literature that is designed to estimate
the scale of textures of all regularities. It is also the best performing algorithm for
regular textures when compared to Hong et al. (2008) and Ardizzone et al. (2013),
the two most similar methods in scope from the literature. While the performance
of our algorithm is superior to its competitors, it suffers from two main limitations.
The first limitation is that its accuracy is reliant on the BIF representation capturing
the structure of the texture effectively. To accomplish this, the BIF parameters must
be carefully tuned. The consequence of this is that our algorithm is not zoom-
invariant. We selected the BIF parameters in our algorithm for optimal performance
on images the size of the Brodatz (640×640 pixels). The second limitation is that
textures often display regularity at multiple scales, and thus the scale of a texture
may not be captured by a single number. We propose two directions of further
research addressing these two limitations in Section 6.2.
6.1.5 Online Texture Scale Calculator
Very often, research carried out in the image analysis field never sees practical use,
beyond publication. Because this research was funded through an interdisciplinary
doctoral training centre, we wanted to make our research available to the wider aca-
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demic community for use, critique and improvement. We have therefore created
an online tool to which users can upload images and obtain estimates of texture
scale as per our algorithm. Unfortunately, due to the computational restrictions of
the platform on which it is hosted, we were restricted to implementing the simpli-
fied version of our algorithm. In addition, the interface does not allow for batch
computing, so textures need to be uploaded one at a time.
6.2 Suggested Direction of Further Research
This work has been submitted for publication to the Image, Vision and Computing
Journal and is currently under second round of review - corrections were submitted
to the journal on Jan 9th 2018.
The performance of our algorithm is sensitive to the choice of BIF parameters.
The BIF parameters used in this work were chosen so as to ensure that they capture
structure at all possible relevant scales present in images the size of the Brodatz
(640x640 pixels). The procedure we adopt when estimating texture scale for im-
ages of different sizes, is to rescale the test image to 640x640 pixels in such a way
that the structure of interest is clearly discernible at this resolution. Doing so leads
to good quality estimates overall, as indicated by the A-B feedback we collected on
images submitted by prospective users (Section 5.2). We would therefore discour-
age prospective users from adjusting the parameters to match the image size, and
instead encourage them to rescale their images, as this is quicker, easier, and the
results have been validated.
Textured images may have structure at multiple scales. This cannot be summa-
rized by a single number. We have made a well-defined and validated step towards
quantifying the scale of texture which performs well on images exhibiting a sin-
gle level of structure. 640x640 pixels is generally a large enough area to capture
variation at a single scale.
A possible next step in this line of research would be to develop a vector rep-
resentation of texture scale that would measure how strong the scale signal is at a
range of scales. Consider an image of a brick wall; there could be structure at the
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brick level, and at the brick-material level. A 640x640 pixel image could struggle
to capture structure at both the brick and material level. An algorithm looking to
successfully capture multiple scales within an image would, in all likelihood, need
to be able to handle images larger than 640x640 pixels.
A second consequence of fixed BIF parameters, is that our the performance
of our algorithm may be affected under magnification. To achieve magnification-
invariance, the BIF parameters need to be selected automatically for the image being
processed.
Another possible avenue of further research is the use of anisotropic windows.
Our algorithm uses isotropic soft-Gaussian windows which may not capture repeat-
ing elements of anisotropic textures.
Colophon
• This document was set in the Times Roman typeface using LATEX and BibTEX,
composed with a text editor.
• Zotero was used as a reference managing tool.
• The software development and implementations were done using Wolfram
Mathematica.
• The figures and graphs were produced using Wolfram Mathematica and
edited with Gimp, Inkscape and Windows Paint.
• The interface for the direct scaling experiment presented in Section 3.2 was
implemented using JavaScript, as well as the JQuery, JCrop and Ajax pack-
ages.
• The front-end of the interface for the second experiment, presented in section
3.3 was developed on JavaScript, and the back-end was managed using Stam-
play, which enable the responses to be stored in an easy to access Google
Sheet document.
• The texture scale calculator was developed using the Wolfram Mathematica
Cloud computing and deployment features. The website was built with Wix.
The feedback form was created using a tool provided by 123ContactForm.
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