We investigate the complexity of the satisfiability problem for the two-variable guarded fragment with transitive guards. We prove that the satisfiability problem for the monadic version of this logic without equality is 2EXPTIME-hard. It is in fact 2EXPTIME-complete, since as shown by Szwast and Tendera, the whole guarded fragment with transitive guards is in 2EXPTIME. We also introduce a new logic-the guarded fragment with one-way transitive guards and prove that the satisfiability problem for the two-variable version of this logic is EXPSPACE-complete. The two-variable guarded fragment with transitive guards can be seen as a counterpart of some branching temporal logics with both future and past operators, while the two-variable guarded fragment with one-way transitive guards corresponds to some branching temporal logics without past operators. Therefore, our results reveal the difference in the complexity of the reasoning about the future only and both the future and the past, in the two-variable guarded fragment with transitive guards.
Introduction

Modal logic versus first-order logic
First-order logic FO is a very natural and convenient language for expressing properties of many systems that can be encountered in various areas of computer science. Unfortunately, this convenience and expressive power are expensive and cause that decision problems for first-order logic are difficult to solve algorithmically. In particular, it has been known since works of Church and Turing in the 1930s that the satisfiability problem for first-order logic is undecidable.
In computer science (propositional) modal and temporal logics are widely used. Their satisfiability problems are decidable and they possess a lot of other good algorithmic and model-theoretic properties. Therefore, they have a lot of applications in database theory, artificial intelligence, verification of hardware and software, etc.
Propositional modal logic can be translated into first-order logic, and even, as observed by Gabbay [5] , into two-variable first-order logic. The image of this translation, the so-called modal fragment, is a very restricted fragment of first-order logic. Researchers in computer science would like to extend the modal fragment to obtain stronger first-order languages which are still decidable and retain good properties of modal logic. The examination of such extensions may also provide an explanation of good properties of modal logics.
Since the modal fragment is a two-variable logic, two-variable first-order logic FO 2 was considered a good candidate for such an extension. The decidability of the satisfiability problem for FO 2 was proved by Mortimer [18] . Later it turned out that it is NEXPTIME-complete. The lower bound was given by Lewis [17] and the upper bound by Grädel et al. [9] , who established the exponential model property. Unfortunately, though decidable, FO 2 lacks some good properties of modal logic. For example, if we extend FO 2 by fixed point operators, we obtain the logic which is undecidable [10] , in contrast to the -calculus [15] , propositional modal logic augmented with fixed point operators. A lot of algorithmic problems are also caused by the fact that FO 2 does not possess any kind of tree model property.
Another extension of the modal fragment, the so called guarded fragment, was proposed by Andréka et al. [1] .
Guarded fragment of first-order logic
In the guarded fragment GF, we do not restrict either the number of variables or the arity of relation symbols. Some restrictions are imposed on the usage of quantifiers, but we do not demand any special prefix of quantifiers, which is common in many known decidable fragments of first-order logic. In GF every quantifier has to be relativized by an atomic formula containing all the variables that are free in the scope of this quantifier. [1] ). The guarded fragment GF of first-order logic is defined inductively:
Definition 1 (Andréka, van Benthem and Németi
(1) Every atomic formula belongs to GF. (2) GF is closed under ¬, ∧, ∨, →, ↔. Atoms (x, y), which relativize quantifiers in Definition 1, are called guards. The order of the variables in a guard (x, y) can be arbitrary. We do not allow function symbols.
Let us consider some examples. It is easy to express in GF that a binary relation R is symmetric:
∀xy (Rxy → Ryx).
Unfortunately, the formula stating that a binary relation R is transitive:
is not in GF, since the formula Rxy ∧ Ryz, relativizing the quantifier, is not atomic. It has been shown that GF retains a lot of good properties of modal and temporal logics. In particular, Grädel proved that it has the finite model property, and that every satisfiable formula has a tree-like model [8] . The satisfiability problem is decidable and has double exponential complexity. The reason for such a high complexity is an unrestricted number of variables. In practical applications only several variables are usually used. The bounded version GF k of GF, allowing only k variables, is EXPTIME-complete. See [8] for proofs of the mentioned facts. In [11] Grädel and Walukiewicz investigated guarded fixed point logic GF. They proved that adding the least fixed point and the greatest fixed point operators to GF gives a decidable logic, and moreover, does not increase the complexity, i.e. the satisfiability problem for GF is in 2EXPTIME, and the satisfiablity problem for GF k is in EXPTIME. It is worth mentioning, that GF is a very powerful logic. For example even its two-variable version without equality allows to encode the -calculus with backward modalities.
Guarded fragment with transitive relations
In some modal logics transitivity axioms are built-in. Such logics would be conveniently embedded in the guarded fragment if we could specify that some binary relations are transitive. As we have seen, the straightforward idea of expressing transitivity of a binary relation leads to a formula which is not properly guarded. Moreover, Ganzinger et al. [6] presented a GF formula with a binary symbol <, which has only infinite models if < is interpreted as a transitive relation. This shows that transitivity cannot be expressed in GF in any way, since, as mentioned earlier, GF has the finite model property.
Grädel [8] considered the following extension of GF: we can require that some binary relations are transitive. He proved that GF 3 with transitivity statements is undecidable. This result was then improved by Ganzinger et al. [6] , who proved that even GF 2 without equality and with several transitive relations is undecidable. We sharpened this in [14] by reducing the number of required transitive relations to two (this result is optimal, since we also observe that GF 2 with one transitive relation is decidable). On the other hand it is observed in [6] that the two-variable monadic guarded fragment with transitivity MGF 2 +TG is decidable. A guarded formula is monadic if all of its non-unary predicates appear only in guards. It seems that MGF 2 +TG is very close to modal logic with transitivity axioms. However, it is stronger: the infinity axiom example from [6] is in fact a MGF 2 +TG formula, and it is well known that modal logic retains the finite model property when extended by transitivity.
Guarded fragment with transitive guards
In the acronym MGF 2 +TG the letters TG denote transitive guards. Indeed, if a formula is monadic, then, in particular, all binary and hence all transitive symbols can appear only in guards.
Ganzinger et al. did not give good complexity estimates for MGF 2 +TG since their proof was obtained by a reduction to Rabin's theory of k successors [20] . They also left another, natural open question -the decidability of GF+TG, the whole guarded fragment with transitive relations, where transitive relations are admitted only in guards, but where non-transitive relations and equality can occur elsewhere. The last question was answered by Szwast and Tendera [21] , who proved that GF+TG is decidable, and that its satisfiability problem is in 2EXPTIME.
Surprisingly, the two-variable guarded fragment with transitive guards is not in EXPTIME. By an elegant reduction from FO 2 Szwast and Tendera showed that it is NEXPTIME-hard. In [12] we slightly improved this bound. We introduced the two-variable guarded fragment with one-way transitive guards GF 2 + − → TG, which is a proper subset of GF 2 +TG, and showed that its satisfiability problem is EXPSPACE-complete. In [13] we closed the remaining gap and proved that the satisfiability problem for GF 2 +TG is 2EXPTIME-hard. Both these results are presented in this paper.
Our 2EXPTIME lower bound is obtained for a very restricted version of GF 2 +TG, denoted by minGF 2 +TG, which is a fragment of MGF 2 +TG. This logic does not allow equality and contains only one transitive relation ≺, which is the only non-unary symbol. The lack of equality reduces the expressive power of the logic since it is impossible to define cliques. In the presence of equality we can write a formula whose every model contains transitive cliques 1 of size exponential with respect to the size of the formula (see [21] ).
We believe that this lower bound is surprising for at least two reasons. First, it matches the upper bound for the whole GF+TG. It is not usual that the complexity of the two-variable version of a logic equals the complexity of the same logic with an unbounded number of variables. The second reason concerns the correspondence between the guarded fragment with transitive guards and branching temporal logics and is explained in the next subsection.
Guarded fragment with one-way transitive guards
What do we mean by the guarded fragment with one-way transitive guards GF+ − → TG? Consider a subformula of the form ∃y (x, y) ∧ (x, y), where a binary, transitive symbol ≺ is used in the guard . There are two possibilities: either (x, y) = x ≺ y or (x, y) = y ≺ x. In GF+ − → TG we allow only the first one. 2 As an example, the formula stating in the strightforward way that an element has both a transitive predecessor and a successor:
is not in GF+ − → TG. This is similar to the situation in most temporal logics where we can quantify points in the future, but not in the past. In this context our results become quite interesting: we expose the difference in the complexity of reasoning about the future only and about both the future and the past, in the two-variable guarded fragment with transitive guards.
If we interpret the only binary symbol ≺ in minGF+TG as a relation representing time, then we can consider minGF+TG a counterpart of a simple branching temporal logic with both future and past operators. This logic is 2EXPTIME-hard. On the other hand, when we disallow the past, then, even if we allow equality and additional, transitive and non-transitive, binary relations ("modalities"), we get a logic which is EXPSPACE-complete, thus having lower complexity. This is rather surprising because for temporal and process logics the complexities of the satisfiability problem for versions with past operators and versions without them usually coincide. For example, Kupferman and Pnueli [16] investigated two variants of CTL augmented with past operators. Both of them turned out to be EXPTIME-complete (exactly as CTL). Adding inverse modalities to the -calculus does not increase its complexity [25] . Also propositional dynamic logic PDL and its version with converse CPDL have the same complexities [4, 19] .
Observe that in GF+ − → TG we do not restrict the order of variables in non-transitive guards. Therefore, GF+ − → TG (GF 2 + − → TG) contains the whole GF (GF 2 ). In fact, restricting this order does not influence the complexity. Consider for example the two-variable guarded fragment with only oneway guards, but without transitivity statements. We can simply reduce to it the whole GF 2 . Indeed, for every binary symbol B we can introduce a new symbol B and add conjuncts ∀xy (Bxy → B yx) and ∀xy (B xy → Byx). Then, if a symbol B is used in a guard with a wrong order of variables, then it can be replaced by B with the proper order. In fact, it is easy to prove EXPTIME-hardness even for MGF 2 with only one-way relations in guards.
In this paper we investigate only the two-variable version of GF+ − → TG, because the complexity bounds for the version with the unrestricted number of variables are implied by the results from [8, 22] . Since pure GF is 2EXPTIME-hard and GF+TG is in 2EXPTIME we of course have 2EXPTIME-completeness of GF+ − → TG.
Diagram
To help the reader, we provide in Fig. 1 the diagram of containments between the discussed decidable variants of the guarded fragment, together with their complexities. The arrow from the box of a variant L 1 to the box of a variant L 2 means that L 1 is a fragment of L 2 .
We note here that GF+TG and our other variants of the guarded fragment with transitivity are not what we usually call "logic". For example, they are not closed under negation. In this place we also mention that an alternative way of defining guarded fragments with transitivity is suggested in [7] , where action guarded logics are introduced. In action guarded logics the vocabulary is divided into two (or even more) sets, containing, respectively, state and action relation symbols. The rules of building formulae are constructed in such a way that action predicates can appear only in guards. In variants of action guarded logics action predicates may be used in different ways, for example with counting quantifiers, functionality constraints or transitivity constraints. Variants with transitivity constraints are closely related to our family of guarded fragments with transitive guards. In particular, the variant with one-way transitive guards can be naturally defined. Our variants are slightly different, since we allow the usage of non-transitive symbols in guards.
Plan of the paper
The rest of this paper is organized as follows. In Section 2 we formally define the guarded logics we consider and recall the concept of and some results on alternating Turing machines and alternating complexity classes. In Section 3 we give an EXPSPACE-lower bound for the satisfiability problem for the two-variable guarded fragment with one-way transitive guards GF 2 + − → TG. Section 4 contains the proof of the 2EXPTIME-lower bound for the whole two-variable guarded fragment with transitive guards GF 2 +TG. In Section 5 we show how GF 2 + − → TG can be decided in EXPSPACE. Section 6 summarizes the complexity results concerning logics with transitive guards and compares them with results on some other guarded logics. Results from Section 3 and Section 5 were presented at STACS 2002 [12] . Results from Section 4 were presented at FOSSACS 2003 [13] .
Preliminaries
Variants of the guarded fragment
In Definition 1 we introduced the guarded fragment GF of first-order logic. Then we informally described some of its variants and extensions. In this section, we recall the notation and give the formal definitions.
Definition 2.
(1) Monadic guarded fragment MGF is the subset of GF containing exactly the formulae in which all non-unary relation symbols appear only as guards. (2 As usual, we write L k to denote the k-variable variant of the logic L, and L − to indicate that the equality symbol is not allowed in the logic.
We distinguish two restricted minimal versions of the logics with transitive guards, for which we prove our lower bounds: 
Alternating Turing machines
We use the concept of alternation which is a generalization of nondeterminism. An alternating Turing machine is a nondeterministic Turing machine with an additional power. Its states, and hence configurations, are split into four groups: existential, universal, accepting and rejecting. The run of an alternating Turing machine M on an input w can be represented as a computation tree, similarly to a run of a nondeterministic Turing machine. The root of such a tree is the initial configuration of M on w, and the successors of a node c are configurations that can be obtained from c after a single move of M . We assume that every existential or universal configuration has at least one successor configuration, so the leaves of the tree are either accepting or rejecting configurations.
The notion of accepting and rejecting configurations can be extended to the case of existential and universal configurations. This is done inductively: an existential configuration is accepting if at least one of its successor configurations is accepting; similarly, a universal configuration is accepting if all of its successor configurations are accepting. We say that a machine M accepts its input w if the root of the computation tree (the initial configuration) of M on w is accepting.
The time and space complexity of alternating Turing machines are defined as for nondeterministic Turing machines by taking maximum time or space used by any computation path of the computation tree. Let us define ATIME(f(n)) as the set of problems that can be solved by alternating Turing machines working in time bounded by f(n). Similarly ASPACE(f(n)) is the set of problems that can be solved by alternating Turing machines working in space bounded by f(n).
We need two alternating complexity classes: AEXPTIME and AEXPSPACE:
The relationship between deterministic and alternating complexity classes is established by the following theorem:
Theorem 4 (Chandra et al. [3] ). For f(n) n we have:
For f(n) log n we have:
In particular: AEXPTIME = EXPSPACE, AEXPSPACE = 2EXPTIME.
Alternating procedures can be described similarly to nondeterministic procedures. Moves in existential states are called guesses and moves in universal states universal choices. As an example we present an alternating procedure, working in polynomial time that checks if a given quantified Boolean formula in the prefix form is satisfied: For details about alternation see for example [2] .
The lower bound for the two-variable guarded fragment with one-way transitive guards
Now we start to investigate the computational complexity of the satisfiability problem for GF 2 + − → TG. We prove that it is EXPSPACE-complete. In this section, we give the lower bound for a very simple fragment of this logic minGF 2 + − → TG. Recall, that it does not allow equality and contains only one binary symbol ≺. In spite of the fact that minGF 2 + − → TG is weak, being a proper subset of MGF 2 +TG, it is still strong enough to encode modal logics with transitivity axioms, such as K4 or S4, 3 and in fact extends them in a non-trivial way, since, like MGF 2 +TG, minGF 2 + − → TG does not have the finite model property. For example, the formula:
with ≺ transitive, has only infinite models.
The proof of the following theorem and the proof of Theorem 6 use encodings of computations of the appropriate alternating Turing machines. Thus they are similar in spirit to the proof of the hardness result for CTL * from [26] .
Theorem 5. The satisfiability problem for minGF
Proof. By Theorem 4 it is sufficient to prove that every problem in AEXPTIME can be reduced in polynomial time to the satisfiability problem for minGF 2 + − → TG. Let M be an alternating Turing machine working in time bounded by 2 n k . We can assume, without loss of generality, that every non-final configuration of M has exactly two successor configurations, machine M accepts or rejects exactly in 2 n k -th step, and that the head of M never moves left from the initial position. Let w be an input of size n. We construct a formula whose every model encodes an accepting computation tree of the machine M on the input w.
Every configuration is represented by 2 n k elements of a model, each of them corresponds to a single cell of the tape. We introduce unary relation symbols C 0 , . . . , C n k −1 to encode the consecutive number of the configuration to which an element belongs. By a consecutive number of a configuration we mean its depth in a computation tree. We use unary symbols P 0 , . . . , P n k −1 to encode the position of the element, i.e. the consecutive number of a tape cell in a configuration. Formally, C i x is true if the i-th bit of the number of the configuration to which x belongs is 1, P i x is true if the i-th bit of the position number of x in the configuration is 1. C 0 and P 0 denote the highest bits. We use abbreviationsC(x) andP (x) to describe the numbers represented by C i -s and P i -s. It is not difficult to express the following properties with quantifier-free formulae of polynomial length:
For example, the last property can be expressed as follows:
. . q r } the set of states of M . Assume that a 0 is the symbol blank, q 0 the initial state and q r the only rejecting state. We describe a configuration in a standard way: for each symbol a i ∈ we use the unary relation symbol A i , for each state q i ∈ S we use the unary symbol Q i . We also have the unary symbol H describing the head position. For each element x representing a tape cell scanned by the head, Hx and Q i x, for some i, are true. Sometimes we write a, a , . . . (without indexes) for alphabet elements. We then assume that A, A , . . . are corresponding relation symbols. The similar convention is used also for states.
We begin the construction of by enforcing that its every model A encodes a binary tree of depth 2 n k . Every node of the tree consists of 2 n k elements of the model describing a single configuration of M . We define the relation ≺, such that x ≺ y if x and y belong to a description of the same configuration and x describes a tape cell with a smaller number, or y belongs to the description of a configuration reachable from the configuration to which x belongs. The relation ≺ is transitive. To distinguish between successors of a node we introduce a relation symbol L that is true for elements belonging to the left son of some node. We assume that for elements belonging to the initial configuration L is also true. To avoid using guards of the form x = x, we introduce additionally the special unary symbol N that is true for all elements belonging to the description of the computation tree. For further purposes we abbreviate the formulaC(x) =C(y) ∧P (y) =P (x) + 1 to Next(x, y). The structure of the tree is described by formulae 1 − 3 which are conjuncts of .
In Fig. 2 we give a representation of a configuration from the 7-th level. Fig. 3 gives a representation of the whole tree -vertical lines represent configurations and arrows indicate the orientation of relation ≺. Now we show formulae saying that a model has basic properties of an accepting computation tree. The formula 4 says that there is exactly one alphabet symbol in every tape cell:
¬A i x)) . 5 enforces that, in each configuration, at most one cell is scanned by the head:
6 says that exactly those elements that represent tape cells scanned by the head store information about state:
Now we define formulae 7 − 9 stating that the root of the tree describes the initial configuration of M , in the initial state q 0 , on the input w = a k 0 . . . a k n−1 . Recall, that A 0 denotes blank.
10 says that if a tape cell of a configuration is not scanned by the head, then the alphabet symbol in this cell of both successor configurations does not change:
Consider now a node t of a tree and a configuration c that is described by this node. The state of the machine in this configuration is either existential or universal.
We deal with the existential state first. We enforce that the configuration represented by the left son of t is created by applying one of the two possible transitions on c. We do not say anything about the right son of t in this case. Assume that for an existential state q and a letter a there are two possible transitions (q, a) → (q , a , →) and (q, a) → (q , a , ←). We put:
Other possible situations, when both transitions move the head forward or both transitions move the head backward, can be handled similarly.
Consider now the case of a universal configuration. We enforce that the left son of t is created by applying the first transition and the right son by applying the second one. For a universal state q, a letter a and transitions (q, a) → (q , a , →) and (q, a) → (q , a , ←) we put:
To finish our construction we ensure that the machine never enters the only rejecting state q r . This is done by the formula 11 .
11 ≡ ∀x (Q r x → false ).
We define as:
where q represents existential states and q represents universal states. Observe that the number of conjuncts, and the size of each of them are polynomial in |M | and |w|.
We claim that is satisfiable iff M accepts w. Indeed, if M accepts w, then an accepting computation tree can be transformed into a model M of in the following way. The root of the computation tree is transformed into the root of M in the obvious way. Then we proceed recursively. Let c be a configuration in the computation tree and let c be its code in M. If c is universal, then we transform its left subtree into the left subtree of c and its right subtree into the right subtree of c . If c is existential, then we transform its accepting subtree into the left subtree of c . Since we want to have a complete binary tree, we have to define somehow also the right subtree of c . We can for example construct all nodes of this subtree in such a way that they agree with c in predicates denoting alphabet symbols and for each element a from these nodes
It is easy to verify that M constructed according to the given rules is indeed a model of .
For the proof of the opposite direction we want to check that the existence of an accepting computation tree is implied by the existence of a model M of . The set of elements of M whose existence is enforced by 1 -2 is translated into the root of computation tree. It is the initial configuration of M on w because of 7 -9 . The construction of the further parts of the computation tree is recursive. Let us assume that we have constructed a configuration c whose depth in computation tree is d < 2 n k − 1 and let c be its code in M. Now 3 enforces that in M there exist elements a 0 , . . . a 2 n k −1 and b 0 , . . . b 2 n k −1 connected to elements from c by ≺, such that:
If c is universal, then we translate a 0 , . . . , a 2 n k −1 into the left successor of c and b 0 , . . . , b 2 n k into the right successor of c. Consider now the case of existential c. Because of the appropriate exists a,q conjunct, we can translate a 0 , . . . , a 2 n k −1 into one of the successors of c. At this moment we leave the second successor undefined.
At the end, for formal conformity, we substitute undefined subtrees of existential nodes with subtrees which agree with the transition function of M . This is not crucial since in existential nodes we demand only one accepting successor.
The construction of , in particular its conjuncts of type exists a,q
and univ a,q , implies that the tree obtained in the described way is indeed an accepting computation tree of M on w.
The lower bound for the two-variable guarded fragment with transitive guards
In this section, we answer the open question left by Szwast and Tendera [21] and close the gap in the complexity of the satisfiability problem for GF 2 +TG. Similarly to the lower bound for GF 2 + − → TG this lower bound is obtained for the restricted version minGF 2 +TG. Since this is the subset of MGF 2 +TG we also establish the exact complexity bounds for MGF 2 +TG. The idea of the proof is similar to the proof for minGF 2 + − → TG. It is based on the construction of a binary tree whose nodes represent configurations of an alternating Turing machine. However, this proof is more tricky.
Proof
Theorem 6. The satisfiability problem for minGF 2 +TG is hard for 2EXPTIME.
Proof. By Theorem 4, it suffices to prove that every problem in AEXPSPACE can be reduced in polynomial time to the satisfiability problem for minGF 2 +TG.
Let M be an alternating Turing machine working in space bounded by 2 n k . Let w be an input for M . We construct a minGF 2 +TG sentence which is satisfiable if and only if M accepts w. Without any loss of generality we can assume that in every configuration M has exactly two possible transitions, that on every computation path it enters an accepting or rejecting state at exactly 2 2 n k -th step, and that the head never moves left from the initial position. To simplify our proof we assume that after entering an accepting or rejecting state M does not stop. More precisely, we assume that accepting and rejecting states are universal. In each of such states M has two identical transitions: it does not write any symbol on the tape and it does not move its head. In other words, after accepting or rejecting, M stays infinitely in the same configuration. Every configuration is represented by a set of 2 n k elements, each of them corresponding to a single cell of the tape. To encode the position of an element in a configuration, i.e. the consecutive number of the tape cell it represents, we use the unary relation symbols P 0 , . . . , P n k −1 . Formally, P i (a) is true if the i-th bit of the position of the element a is set to 1. We use the abbreviationP (a) to describe this position (0 P (a) < 2 n k ).
The following properties can be expressed with formulae of polynomial length in the same way as in Section 3:
We connect each pair of elements a, b, such thatP (a) <P (b), belonging to a same configuration, with the transitive symbol ≺, i.e. we want a ≺ b to be true in our model. Fig. 4 gives a representation of a configuration.
We describe a configuration in a similar way to the case of minGF 2 + − → TG. Recall that a i -s are alphabet symbols, and q i -s are states, a 0 is the blank symbol, q 0 is the initial state, q r is the only rejecting state. Again we use H to describe the head position.
We begin our construction by enforcing that every model of contains a substructure that can be viewed as an infinite binary tree. The set of 2 n k elements describing a single configuration of M is treated as a "node" of this tree.
We organize the structure in such a way that elements belonging to an even configuration, i.e. a configuration whose depth in a computation tree is even, are smaller, with respect to relation ≺, than elements belonging to its successor configurations, and elements belonging to an odd configuration are greater than elements belonging to its successor configurations. We do not impose any relations between elements that do not belong to a same configuration or to two consecutive configurations. Additionally, we introduce unary symbols D 0 , D 1 , D 2 , D 3 and enforce that D i is true exactly for elements belonging to configurations whose number is of the form 4k + i. One more unary symbol L indicates that the element belongs to the left son of some node.
The structure of the tree is shown in Fig. 5 . Horizontal arrows represent configurations (that are internally ordered by ≺ as described above). Orientation of arrows represents the relation ≺.
First, we express that for every element of a model, at most one of the unary relations D i is true: For all elements of this node, the special unary symbol I is true. We assume that this configuration is a left configuration.
Formulae 4 − 5 express that for every element, except the first one, belonging to a description of an even configuration, there exists a predecessor in this configuration, and for every element, except the last one, belonging to a description on an odd configuration, there exists a successor in this configuration:
For every node of the tree there exist left and right successor nodes. For a node representing an even configuration, we connect successors directly to the element a which is the last element in this configuration and enforce that a is smaller than elements in successors. For a node representing an odd configuration, successors are connected to the first element a in the configuration and the element a is made greater than its successors. The existence of appropriate successors is implied by formulae 6 − 9 .
We introduce two abbreviations, which help to present some of the remaining formulae in a more succinct way. The formula SameLetter(x, y) says that elements x and y are marked with the same unary symbol from the set {D 0 , D 1 , D 2 , D 3 }. The formula Next(x, y) is true for two consecutive elements of a description of a configuration.
Now we say that a model of our formula satisfies several basic properties of a computation tree. 10 states that there is exactly one alphabet symbol in every tape cell.
Formulae 11 − 12 say that, in each configuration, at most one element is scanned by the head.
11 ≡ ∀x Hx → ∀y (x ≺ y → (SameLetter(x, y) → ¬Hy)) , 12 ≡ ∀x Hx → ∀y (y ≺ x → (SameLetter(x, y) → ¬Hy)) . 13 says, that exactly those elements that represent tape cells observed by the head store information about state.
Formulae 14 − 16 ensure that the root of the tree describes the initial configuration of M , in the initial state q 0 , on the input w = a k 0 . . . a k n−1 . Recall that A 0 denotes blank.
Formulae 17 − 18 express that if a tape cell of a configuration is not scanned by the head, then in the same cell of both successor configurations the alphabet symbol does not change.
Consider now a node t of a tree and a configuration c that is described by this node. There are two cases: the state of the machine in this configuration is existential or it is universal.
In the first case we enforce that the configuration represented by the left son of t is created by applying one of the two possible transitions on c. Assume that for an existential state q and a letter a there are two possible transitions: (q, a) → (q , a , →) and (q, a) → (q , a , ←). We put:
Other possible situations, when both transitions move the head forward, both transitions move the head backward, one of transitions does not move the head, etc., can be handled similarly.
Consider now the case of a universal configuration. We enforce that the left son of t is created by applying the first transition and the right son -the second one. For a universal state q, a letter  a and transitions (q, a) → (q , a , →) and (q, a) → (q , a , ←) we put:
Note, that if we had used only two types of nodes instead of four, distinguished by predicates
would have caused problems with distinguishing between successors and predecessors of a configuration.
To finish our construction, we give the formula 19 , stating that in none of the configurations represented in a model, M is in its only rejecting state q r . 19 ≡ ∀x (Q r x → false ).
We define as
We claim that is satisfiable iff M accepts w. Indeed, if M accepts w, then an accepting computation tree can be transformed into a model M of in the following way. The root of the computation tree is transformed into the root of M. Then we proceed recursively. Let c be a configuration in the computation tree and let c be its code in M. If c is universal, then we transform its left subtree into the left subtree of c and its right subtree into the right subtree of c . If c is existential, then we transform its accepting subtree into the left subtree of c . Since we want to have a complete binary tree, we also have to define somehow the right subtree of c . We can for example construct all nodes of this subtree in such a way that they agree with c in predicates denoting alphabet symbols and for each element a from these nodes
It is easy to verify that M is indeed a model of .
For the proof of the opposite direction, we want to check that the existence of an accepting computation tree is implied by the existence of a model M of .
The set of elements of M whose existence is ensured by 2 -3 is translated into the root of the computation tree. This is the initial configuration of M on w because of 14 -16 .
The construction of further parts of the computation tree is recursive. Let us assume that we have constructed the configuration c, which is encoded in M by c 0 , . . . , c 2 n k −1 . Let us for example go through the case when c is an even configuration and for all i we have M |= D 0 c i . Let a 0 and b 0 be the elements whose existence is ensured by 6 . We have M |= D 1 a 0 ∧ D 1 b 0 ∧ La 0 ∧ ¬Lb 0 . By 5 there exist a 1 , . . . , a 2 n k −1 and b 1 , . . . , b 2 n k −1 , such that: conjunct we can translate a 0 , . . . , a 2 n k −1 into one of the successors of c. At this moment we leave the second successor undefined.
At the end, for formal conformity, we substitute undefined subtrees of existential nodes with subtrees which agree with transition function of M . This is not crucial since in existential nodes we demand only one accepting successor.
The construction of , in particular its conjuncts of type exists a,q , exists a,q , univ a,q and univ a,q , implies that the tree obtained in the described way is indeed an accepting computation tree of M on w.
The lower bound we gave in Theorem 6 and the upper bound given by Szwast and Tendera [21] lead to the following corollary: 2 +TG is 2EXPTIME-complete.
Corollary 7. The satisfiability problem for the two-variable guarded fragment with transitive guards GF
A comment on the proof
In the preliminary version of the proof we implemented a counter, which was able to count up to 2 2 n k . This counter was used to number the depth of a configuration in a computation tree. Its value was encoded by values of the additional unary predicate B, in elements representing the configuration.
With such a counter, we could encode computations of a typical alternating Turing machine which stops after accepting or rejecting. As pointed out to me by Jerzy Marcinkowski, when we enforce the machine to work infinitely we can get rid of the numbering of configurations. This simplifies the presentation.
The upper bound for the two-variable guarded fragment with one-way transitive guards
In this section, we prove that the satisfiability problem for the two-variable guarded fragment with one-way transitive guards can be solved in exponential space. Since our proof is rather technical, we decided to consider first the simpler case of monadic, equality-free formulae. Such restrictions on the language allow us to present some of the ideas in a clearer way. Then we show that adding equality and allowing binary, non-transitive symbols outside guards does not increase the complexity.
In our proof, we assume that only unary and binary relation symbols are allowed in signatures. Grädel et al. proved in [9] that the satisfiability problem for FO 2 in an arbitrary signature can be reduced in polynomial time to the satisfiability problem for FO 2 with only unary and binary relation symbols. Szwast and Tendera observed in [21] that this proof works also for GF 2 +TG. In fact, it is not difficult to see that it works also for GF 2 + − → TG, so in our unrestricted case, bounding the arity of relation symbols can be done without any loss of generality.
We recall the concept of atomic types. Let be a signature. A 1-type t(x) is a maximal satisfiable set of atomic and negated atomic formulae over in the variable x. A 2-type t(x, y) is a maximal satisfiable set of atomic and negated atomic formulae over in the variables x, y. We often identify a type with the conjunction of its formulae. Let A be a structure over and let a ∈ A. We denote by typ e A (a) the unique 1
-type t(x), such that A |= t(a). Similarly, for a, b ∈ A, typ e A (a, b) is the unique 2-type t(x, y), such that A |= t(a, b). We say that a 2-type t(x, y) agrees with a pair of 1-types t 1 (x) and t 2 (y) if t(x, y) |= t 1 (x) ∧ t 2 (y).
Observe, that in our case, to define a model, it is enough to specify a 2-type for each pair of elements-from these 2-types you can read 1-types of all elements. However, during our construction, we usually explicitly define 1-types first.
We denote binary transitive relations by T , T , etc. Symbols B, B are used for relations that are not assumed to be transitive. We use R, R , etc. when it is not important if a relation is required to be transitive or not.
Normal form
Let us begin with an adaptation of the normal form theorem for GF+TG [21] .
Definition 8. A GF 2 +
− → TG sentence is in normal form if it is a conjunction of sentences of the following form:
where U stands for a unary relation symbol, B stands for a binary symbol which is not transitive, T stands for a transitive binary symbol and ϕ is quantifier-free.
A MGF 2 − + − → TG sentence is in normal form if it is a conjunction of sentences of the above form with the exception of the form (u4). Proof. For the case of GF 2 + − → TG we apply the proof given by Szwast and Tendera for GF+TG (see [21] , Lemma 3.2). It works in our case, since it retains the number of variables and does not change the "orientation" of (transitive) guards.
Remark
If this proof is applied to MGF 2 − + − → TG, then we obtain also formulae in the desired form, with the exception that conjuncts of type (u4) can also appear. In fact, such conjuncts do not cause any problems in constructing our upper bound, but for formal correctness we can simply eliminate them. This requires an additional step. Let i be a normal form formula obtained by the procedure of Szwast and Tendera. We introduce a new unary symbol N , and enforce, raughly speaking, that all important elements in a model satisfy N . More precisely, we construct i by replacing in i every conjunct of type (e1) by ∃x (Ux ∧ ϕ(x) ∧ Nx) and every conjuct of type (w1)-(w3) by ∀x (Ux → ∃y (ÿ(x, y) ∧ ϕ(x, y) ∧ Ny)). Every conjunct of the form (u1) ∀x (x = x → ϕ(x))) can now be safely replaced by ∀x (Nx → ϕ(x) ). It should be not difficult to see that i is satisfiable if and only if i is satisfiable.
The case of monadic, equality-free formulae
Simple regular forest-like models
We proceed in a usual way. We define a notion of a regular model and argue that from an arbitrary model of a MGF 2 − + − → TG sentence in normal form a regular model of can be constructed. Then we show how to check if a formula in normal form has a regular model. Our regular models are sets of trees, such that in every tree only first k levels is important, where k is exponential in the size of the formula. After at most such k levels the structure of the tree repeats. Moreover this initial, at most k-level long, fragment of every path in a tree can be built independently of other paths.
We work with trees whose nodes are elements of the model and edges are labelled with "oriented" binary relation symbols, i.e. symbols of the form For every node a of a tree we denote by L(a) the label of the edge connecting a with its father and by L(a) the relation symbol appearing in L(a). For the root of a tree we assume that L and L equal . By prec R (a) we denote the set of of the 1-types of elements that R-precede a.
By tree(a) we denote the subtree rooted at the element a; tree ¬R (a) denotes the fragment of tree(a) containing all subtrees rooted at those sons b of a, for which L(b) = R.
Definition 11.
We write tree(a) ∼ =tree(b) if there exists a bijection I from elements of tree(a) to elements of tree(b) with the following properties: 
.).
To obtain part 10 of the above definition we need the following construction: 
Remark. We use the operation tree(a) ← tree(b) when tree(b)
is not completely constructed. For example, it can happen that b is an ancestor of a. Therefore, this operation is recursive. It can be realized by creating a pointer from a to b and by unwinding the structure when the whole construction is finished. 
Lemma 14. Every satisfiable MGF
Sketch of the proof.
Let A be a model of . We begin with a somewhat informal description of the procedure constructing the regular model M of . Each element of M has a 1-type identical to the 1-type of an element from A. Each pair of elements has a 2-type based on the 2-type of a pair of elements from A. Such a 2-type contains at most one occurrence of a positive binary predicate.
Let us start by constructing Level 0 of our model. For every existential conjunct of the form (e1) ∃x ϕ(x), we find an element a in A, such that A |= ϕ(a) and add a copy of this element, i.e. an element of the same 1-type, to L 0 . Now, we proceed recursively in the following way: assume that we have constructed k levels of the model and we want to construct (k+1)-st level. Let a ∈ L k . We want to provide witnesses for a and conjuncts of the form (wi). If M |= Ua and M |= (a , a ) , then a witness for a and the formula ∀x (Ux → ∃y (x, y) ) is an element b = a, such that M |= (a , b) .
First we check, if one of the three possible special situations occurs. We illustrate them by simple examples. In the figures we represent 1-types of elements by shadings circles. See Fig. 6 . Note that symbol B is non-transitive. On the path from the root of the tree to a there is an element a of the same 1-type as the 1-type of a . We can take a copy of tree(a) as tree(a ), i.e. tree(a ) ← tree(a). Indeed, after such an operation the element a has all appropriate witnesses (since a has them) and copies of elements b, c, d and their descendants are not involved in any relation with e and its ancestors, which could caused violation of conjuncts of the form (b2). Case 2. Consider now Fig. 7 . It is very similar to the previous one, but this time a is connected with its father by a transitive relation T . Observe that we usually cannot repeat the previous idea, since, by transitivity of T , a copy of element b would be in relation T with the element e. This can sometimes violate a conjunct of the form (b2) ∀xy (Txy → ϕ(x, y)), since it is possible that the 2-type constructed from 1-types of e and b does not imply ϕ(x, y). Nevertheless, we can still take a copy of tree ¬T (a) as tree ¬T (a ), i.e. tree ¬T (a ) ← tree ¬T (a). In this case some T -witnesses for a may be missed. They will be constructed later.
Case 1.
Case 3.
In some variants of the situation from Fig. 7 we can do even more. This is illustrated in Fig. 8 . This time we can take a copy of tree(a) as tree(a ), i.e. tree(a ) ← tree(a). Again, the copy of the element b is in relation with e and f , but this time it cannot violate formulae of the form (b2) ∀xy (Txy → ϕ(x, y) ). The element b is in relation with e and f which have 1-types identical to 1-types of e and f respectively. Therefore, it has to be the case that in tree tree(a )) in such a way that they agree with 2-types of e , b and f , b respectively, so we also have typ e M (e, b ) |= ϕ(x, y) and typ e M (f , b ) |= ϕ(x, y). Observe that we cannot take a copy of tree(a ), instead of tree(a), as tree(a ), since element b would be in relation T with f and for their pair of 1-types we are not sure if they satisfy ϕ(x, y).
If a still requires a witness for a conjunct of the form (wi) ∀x (Ux → ∃y (x, y)) (i.e. M |= Ua and M |= (a, a), and none of the special situations is applicable or T is used in the guard of and we applied Case 2 when L(a) = − → T ), then we provide it in the following way. Let a ∈ A be the element whose 1-type is identical to the 1-type of a . 
Proof (of Lemma 14)
. Now we formalize the above ideas, and give a precise procedure constructing simple regular forest-like model M of , starting from an arbitrary model A. During the construction, a partial function h : M → A is defined. For a ∈ M the value h(a) is an element, which is in some sense similar to a, in particular it has the same 1-type. The purpose of h is to help in defining some 2-types in M. We construct M recursively: Finally we can bound l by r(r + 2)m T + r + 1 (at most m T transitive fragments, each of them of the maximal length r(r + 2) and additionally at most r + 1 elements connected with their fathers by edges labelled with non-transitive symbols). Since r can be at most exponential and m T at most linear with respect to the size of the formula, our estimation is also at most exponential with respect the size of the formula, so part 10 of Definition 12 is satisfied.
Alternating procedure
To check if a MGF 2 − + − → TG sentence in normal form is satisfiable, we need to check only if the initial, exponential number of levels of a simple regular forest-like model can be constructed. We know that all the paths can be constructed independently of each other (since there are no connections between elements from different paths) so we can guess and check these exponential fragments of paths one by one. This leads to a procedure working in nondeterministic exponential space.
Even simpler is an alternating procedure working in exponential time and such a procedure is presented in this subsection. It is naturally derived from the construction given in the proof of Lemma 14. During the execution of this procedure a single path of a tree is constructed. We use the notation introduced earlier, but we skip superscripts denoting structures. Additionally, we use [typ e(a 1 ), typ e(a 2 )] to denote the unique 2-type containing t 1 (x) -the 1-type of a 1 , and t 2 (y) -the 1-type of a 2 , in which there are no positive occurrences of binary relation symbols. 
The unrestricted case
We want to extend the ideas introduced in the previous section to the unrestricted case of GF 2 + − → TG. This means, we want to add equality and allow binary, non-transitive predicates outside the guards. Binary predicates do not cause almost any problems. Of course we are not able to define 2-types in regular models in such a way that they contain at most one positive occurrence of a binary predicate, but we construct them in such a way that they contain at most one positive occurrence of a transitive predicate, which is crucial for the proof. The situation becomes much more complicated when we allow equality. Then models of some formulae contain transitive cliques so some 2-types have to contain both Txy and Tyx.
The proof for GF 2 +TG is a combination of ideas from the previous section and some ideas from the proof of 2EXPTIME upper bound for GF+TG of Szwast and Tendera [21] . Unfortunately, this proof becomes very technical and difficult to follow for those who are not familiar with [21] .
Cliques and ramified models
Let us recall some definitions and facts from [21] . A T denotes the maximal T -clique containing a. Szwast and Tendera observed that in MGF 2 +TG we can define cliques of size exponential with respect to the number of relation symbols in . Such cliques can also be defined in MGF 2 + − → TG. Here is an example. The signature consists of unary relation symbols N , P 1 , . . . P n and a transitive binary symbol ≺. We use the abbreviationP introduced in the proof of Theorem 5:
Definition 17. Let be a GF 2 +TG sentence in normal form. A structure A is a ramified model for if the following conditions hold: A T is at most exponential with respect to the number of relation symbols in the language.
Theorem 18 (Szwast and Tendera [21] ). Every satisfiable GF 2 +TG sentence has a ramified model.
In our construction of a regular forest-like model for a satisfiable GF 2 + − → TG sentence we use only part 4 of Definition 17, but we obtain also the remaining properties.
Regular forest-like models
In this section, we are going to define the notion of a regular forest-like model for a GF 2 + − → TG sentence in normal form. This notion is somewhat more complicated than the notion of a simple regular forest-like model.
Again, we work with trees whose nodes are elements of the model and whose edges are labelled with "oriented" binary relation symbols. This time, for a non-transitive symbol B, the labels have the form 
T . Definitions of L(a), L(a), tree(a)
and tree ¬R (a) are identical to the ones from the simpler case (see Definition 10) . The notion of R-precedence is similar, but differs from the previous one. We redefine it in the definition below, in which we also introduce some other notions. If a T-precedes b, then typ e(a, b) contains Txy, moreover it contains Tyx if and only if a and b belong to the same T -clique. We construct models in such a way that 2-types of pairs of elements do not contain any other positive occurrences of binary transitive symbols.
All elements belonging to the same T -clique are stored in two consecutive levels of a tree. One of the elements, say a, belongs to the ith level and all the other elements of the clique belong to the (i + 1)-st level. There are edges between a and the remaining elements of the clique and these edges are labelled with ↔ T . Witnesses for an element a, belonging to the ith level, and formulae of the form (w1)-(w2), i.e. formulae with non-transitive guards, are located in the (i + 1)-st level. A situation can be different for formulae of the form (w3) ∀x (Ux → ∃y (Txy ∧ ϕ(x, y))). In this case we construct the T-clique of a first and add a witness only if there is no witness in this clique. We do so since the equality symbol can appear in formulae and for example it can be specified that on a T-path there can be at most one element of a certain 1-type.
Similarly to simple regular forest-like models all subtrees added after exponential number of levels are copies of some subtrees added before. Now we are ready to give a precise definition of the notion of a regular forest-like model.
before the structure of a tree begins to repeat we have at most 2m T r fragments of transitive T-paths (since for every transitive symbol there are at most 2 possible orientations). Similarly the number of non-transitive B-paths can be easily bounded by 2(m − m T )r by Step 2 of the Stage k. So, finally we have at most 2mr fragments of R-paths before the structure of the tree begins to repeat. Now, we estimate the length of a single T-path, for transitive T , before Step 1 of Stage k is performed. Consider an arbitrary type t. It can appear at most r + 2 times in nodes connected with their fathers by edges labelled with → T since between two consecutive appearances of t there must appear at least one fresh type (otherwise, Step 1 of Part 2 is performed). Since in a T-path two consecutive edges cannot be labelled with ↔ T , it follows that after at most 2(r + 2)r levels the structure of such a path will repeat. Finally, maximal length of a path in a tree, before repeating the structure, is at most 4mr 2 (r + 2). This number is clearly 2 O(| |) .
Alternating procedure
Below we present an alternating procedure that checks if a given GF 2 + − → TG sentence is satisfiable. During the execution of the procedure a fragment of a regular forest-like structure is constructed. More precisely we build a single path of a tree together with some R-cliques of elements belonging to this path. In the description of our algorithm we use notions and functions introduced earlier, but we omit parameters concerning models (M, A, etc.). The procedure is naturally derived from the construction of regular forest-like model given in the proof of Lemma 21 and in fact it checks if there exist a regular forest-like model of a special form, i.e. a model constructed according to the proof of this lemma. 
Conclusion
In this paper we proved that the satisfiability problem for the two-variable guarded fragment with transitive guards GF 2 +TG is 2EXPTIME-hard. This fact together with theorem of Szwast and Tendera [21] gives 2EXPTIME-completeness of this logic.
We also introduced a new logic -the guarded fragment with one-way transitive guards GF+ − → TG and proved that the satisfiability problem for GF 2 + − → TG is EXPSPACE-complete. In fact, this result can be extended to GF k + − → TG for an arbitrary integer k. In the table below we summarize the results on the complexity of decidable extensions of the guarded fragment of first-order logic.
GF -2EXPTIME [8] GF 2 -EXPTIME [8] GF -2EXPTIME [11] GF 2 -EXPTIME [11] GF+TG -2EXPTIME [21] GF 2 +TG -2EXPTIME [13, 22 ] GF+ − → TG -2EXPTIME [8, 22] GF 2 + − → TG -EXPSPACE [12] 
