INTRODUCTION
In their book [ 1, p. 45 ]l Gokhberg and Krein mention a paper of Dolberg [2] which claims to give (under severe restrictions) necessary and sufficient conditions for the quality sign to hold in the maximum-minimum theory of eigenvalues in the case of a positive integral operator K. However, we shall show that Dolberg actually solved a special case of an essentiah'y diferent problem, namely the optimization of the first eigenvalue of a perturbed integral operator obtained from K be adding a particular kernel of finite rank. The purpose of the present paper is to give a solution to the problem of optimization of all eigenvalues of more general perturbed operators, including a class of unbounded operators. Dolberg's procedure, which is strictly based on Fredholm's theory, and, moreover, has several limitations, cannot be generalized. A complete discussion is in Section 6.
Our approach will be based on the theory of intermediate problems and the new maximum-minimum theory which utilizes Weinstein's determinant, see [3] - [S] . In the present paper we shall use the analogous properties of the essentially different Weinstein-dronzajn determinant, so called because of its origin in the second type of intermediate problems. This second determinant, but not the first, could actually be called the determinant of a perturbation of finite rank since the theory developed by Aronszajn in the second type of intermediate problems can be applied without change to any perturbation of finite rank. This important point, though nearly obvious, was first explicitly emphasized by Kuroda [14] .
We shall show that perturbation theory does not yield the maximumminimum theory but instead it gives rise to other essentially different inequal-ities. \Ve shall establish these inequalities between the eigenvalues of the perturbed and unperturbed operators and give necessary and sufficient conditions for the equality sign to hold. In spite of the difference between the two types of inequalities, the criteria for equality are strikingly similar, but should not be confused.
For other recent inequalities connected with this subject see [6] .
DEFINITIONS AND NOTATIONS
Let 3j be a real (or complex) Hilbert space having the scalar product (u, TJ) and let d denote a selfadjoint operator defined on a subspace 3 dense in ij. We assume that .4 is bounded below and that the lower part of its spectrum consists of a finite number, say N, or infinite number of isolated eigenvalues A1 < A? .< ... each having finite multiplicity.
We denote by pi , ua ,... the corresponding orthonormal sequence of eigenvectors. Let h, denote the first limit point (if any) of the spectrum of -4. Let D, be a positive (or negative) semi-definite degenerate operator of rank Y and let Jr = -4 I D,. . We note that by a classical theorem of Weyl [7] the essential spectrum of A4, is the same as that of A. Moreover, we shall show in the next section that the lower part of the spectrum of d, also consists of isolated eigenvalues Air, hi",... . We denote by urr, ~a',... the eigenvectors corresponding to Xrr, &r,... . Operators of the type defined above appear not only in classical mechanics but in Schrijdinger theory as well. For notational convenience we sometimes write A as A, , & as h:, etc.
We shall denote by R," the resolvent of iii (i = 0, I,... r) tvith the understanding that if h is an isolated eigenvalue of --li having finite multiplicity, the operator R,,i = (-$ -XI)-i is defined only for vectors orthogonal to the eigenspace of h.
A REMARK ON NON-COMPACT (BOUNDED OR UNBOUNDED) OPERATORS
The content of this section would be trivial for compact operators. These results for the general operators of Schrijdinger type may be considered as a complement to the theorem of Weyl [7] . We shall consider the operator 9, = -4 + D,. where the range of the degenerate operator D, is the r-dimensional space $3, . While Weyl shows that the essential spectrum of A, is the same as that of ,4 we shall prove that moreover the lower part of the spectrum of A, also consists of isolated eigenvalues of finite multiplicity.
In the following we assume that A has sufficiently many eigenvalues at the beginning of its spectrum to make the indices meaningful. The lowest point in the spectrum of A, is given by A, = inf(d,u, u)/(u, u), u E 3, u f 0. Then we have However, the last quantity in (I) is actually a minimum, as was shown recently [8] , and by Weyl's principle [9] we have so that If A, were not an isolated eigenvalue of finite multiplicity, it would be in the essential spectrum of A, and therefore by Weyl's theorem also in the essential spectrum of A. In this case we would have A, < A, < h,+r < A, which contradicts our assumption. Therefore, we can conclude that A, is in fact the first isolated eigenvalue of A, , namely Ai7, and satisfies the inequality If we proceed in the above manner and introduce one by one the additional orthogonality conditions ul ul?, ue7,... we would obtain the inequalities, given by Weyl [9] in the compact case,
where i + Y cannot exceed N in the case when A has only N initial eigenvalues. The inequality AiT < hifl. should not be mistaken for the maximumminimum principle even though this principle is used in the derivation.
It should be noted that unlike so many of the results of perturbation theory which depend on the norm of the perturbation, the inequalities (5) hold regardless of the magnitude of D, and in fact, they hold even for any symmetric degenerate perturbation.
If we now make the additional assumption (used in all subsequent sections) that D, is positive (semi-definite), we have (Au, u) < (A,u, u) for all u E 33 so that either the maximum-minimum or minimum-maximum principle yields the classical complementary inequalities hi < A,' (i = 1, 2,...).
In Section 5 we shall give necessary and sufficient conditions for the equality sign to hold in the inequalities (5) and (6).
REMARKS ON THE WEINSTEIN AND WEINSTEIN-ARONSZAJN DETERMINANTS
In this section we consider perturbations of finite rank Y and discuss some properties of the corresponding Weinstein-Aronszajn determinant which parallel those given previously by Aronszajn for the Weinstein determinant. For the following some knowledge of the theory of intermediate problems is helpful.
Putting first Y = 1 we consider the problem A,u = Au which we can write as (see for instance [14, p. 81) Au -Au = -a(u, p)p; ci > 0, (P, P) = 1.
Let us first suppose that /\ is in the resolvent set for A. Then, if for such a h there is a vector u satisfying (7), we would have 24 = &I-44 P) PI = -4u, P) 4~.
Since h is by assumption not an eigenvalue of A, we can write 0 # (u, P) = -4~ PI C&P> ~1, which implies that
On the other hand, if (8) is true, then for any vector o E ID, (w, p) # 0, we can write Eq. (9) means that @A P) P + @,P, PI = 0.
(w + +, P> RP, P) = 0.
Let w = z, + E(V,P) R,+p. Then since (w,p) = 0, we have A,w -hw = Aw -hw = Av -hv + ct(w,p)p = A,v -Xv and therefore u = w -v = a(v, p) R,p = -OL(U, p) R,,p is an eigenvector for (7). Let us suppose now that h is persistent, i.e. that h is equal to an eigenvalue of A, say X, . We let m and M denote respectively the largest and smallest indices such that h, = h, = AM. If we consider the function ~o',,GV = 1 + @AP> PI, then there are three possibilities.
Case (i). If V&J = co, the vector p is not orthogonal to the eigenspace of X, . In this case the solutions of (7) are given by where the & are chosen so that (u, p) = 0. In this way the multiplicity of A,, is diminished by one.
Case (ii). If V,,,(k,J = 0, then the vector p must be orthogonal to each uj (j = m, m + l,..., n ,..., M). Let II = aR,, p. Since I'&,,) = 0, we have (~,p) = -1, so that u is a nontrivial solutfon of (7). This statement is of some interest because it clarifies a step in the corresponding proof of Aronszajn [lo, p. 521.
In fact, by following Aronszajn we would write the perturbation -CY(U, p) p simply as yp and treat y as an arbitrary parameter different from zero. Then Aronszajn's conclusion would be that u = yR, p is a nontrivial solution of (7). However, since y is a functional of the solutron II, it must be shown in the above manner that y is not zero for the actual solution. For non-persistent eigenvalues it is obvious that y # 0, a fact emphasized by Weinstein [18] . Besides aR,?p, each uj (j = m, m + l,..., n ,..., M) is a solution of (7) and since R,,p 1s orthogonal to the eigenspace of h, , the vectors aR,,p, u,,, , un,+l >..*, uM are linearly independent solutions of (7). Therefore the multiplicity of h, is increased by one.
Case (iii). If 0 < 1 V,,,(h) 1 < co then again the vector p must be orthogonal to each uj (j = m, m + l,..., n ,..., M). The general form of the solution would be u = &RA,P + f PPj * (10) j=m Putting this vector (10) into (7) n-e see that it must satisfy POP = -+"u?\J~ P) P which in view of the fact that 1~,,i(&) 7 0 is possible only if /3, .+F 0. Therefore, the only independent solutions are zc,,, , u ,,,, i ,..., u.~ , and the multiplicity is preserved.
The above discussion may be condensed into the following rule. 
which have the property that the difference between the multiplicity of h as an eigenvalue of -4, and Ak+i is given by the order of Vker+i at h, see Theorem 1.
However, we wish to solve the problem (11) solely in terms of the resolvent of A and not the resolvents of 4, , rl s ,..., A,-, . In order to accomplish this we use the following decomposition. 
j=O The notation For(h) is used to signify that this determinant links the spectrum of the operator A, with that of -4, . This determinant (14) where B is a positive operator, which led to lower bounds for the eigenvalues of -4 + B in terms of the operator rl. Obviously the W-A determinant is not the same as Weinstein's determinant W,,,(h) = det{(R,p, , pJ} (i, k = 1,2,..., r). Sometimes, but not always, there is a connection between them, see [14] , [15, p. 2441 , [8] , and [5] . Aronszajn in 1948 gave a decomposition of lVO,.(X) and later stated that the above analogous decomposition for the W-A determinant follows in the same way, see [23] and [ll, p. 531. Later Krein [13] mentioned T',,(h) without giving the decomposition (14) . He called VO,. the determinant of the perturbation. The decomposition (14) is useful in several ways. One way would be to combine it with Theorem 1, see [12] , to yield the following formulation of Aronszajn's Rule. (15) Krein [13, p. 6121 seemingly independently stated the simplest case of this rule in a footnote without proof exclusively for a perturbation of rank one, and gave no indication of the general rule.
Much later a generalization of Aronszajn's rule was obtained by Kuroda [14] who used a refined and penetrating application of the operational calculus for closed (not necessarily selfadjoint) operators instead of the decomposition (14) .
The paper of Kuroda has been discussed in detail in the book of Kato [ 15, p. 2441. Kato mentions briefly that the determinants he discusses originated in the theory of intermediate problems giving lower bounds for eigenvalues and that the formula (15) was used throughout for computations. However, it should be pointed out that in recent times with the advent of big computing machines, Bazley [ 161 and Bazley-Fox [ 171 did not use (15) , but applied other procedures, some of which have their roots in Weinstein's earliest work, see for instance [ 181.
CRITERIA FOR EQUALITY
We are now going to use the decomposition (14) in the discussion of the equality signs in the inequalities (5) and (6) . Let us first note that we can write det{cu,sj, + CX~CQ(R,,~~ , pJ} = a1V,,1~2PT12 -*a c+k',-,,, .
STENGER
Once we have Theorems 1 and 2 and the well known fact 115, p. 2731 that each function Fj,j+r(X) (j = 0, I,..., r -1) is meromorphic and monotonic on the lower part of the spectrum of Illj (j = 0, I,..., r -I), we see that this problem is in form the same as the problem of the equality signs in the new maximum-minimum theory [3, 4] and the related inequalities [5] . Therefore we can give immediately the following results. [2] which is based on the work of Krein and Noodelman [19] and which Dolberg mistakenly interprets as an investigation of the maximum-minimum theory. Dolberg's analysis is in two parts.
First of all he considers a symmetric perturbation of finite rank of a positve-definite (therefore symmetric) integral operator K having a continuous kernel. Dolberg's problem can be written as (17) where we have made obvious changes in notation and simplified his equation bY introducing . the orthogonalization (Kp, , pk) = 0 for j f K, (j, I2 = 1, 2 ,..., r). This equation (17) corresponds to equation (5) of [2, p. 1811 and with appropriate modifications is a special case of our Eq. (11). To solve (17) Dolberg uses classical Fredholm theory and a formula of Bateman [20] for the resolvent kernel of a perturbed integral operator.
Noting that K is positive and that for integral operators the eigenvalues are considered in the reciprocal sense, we denote by pi < pz < *a* and ply < cLzc < ... the eigenvalues of the unperturbed and perturbed operators respectively. Dolberg obtains a criterion for the equality sign in the inequality pi7 < p,+i only for T + 1 = min{j ( pj = pLr+r}. In this special case, after substitutions have been made, Dolberg's criterion could be made to coincide with our criterion given in Theorem 4, if we would put E = 0. However, if we would do this in our criterion, it would be invalid for for essentially the same reasons as given for an analogous situation in [4, p. 2151 .
Moreover, it is important to note that even for integral operators Dolberg's approach would not lead to a criterion for a general perturbation such as (1 l), since it is essential for him to have the unperturbed operator K in the degenerate perturbation.
Within these limitations the first part of Dolberg's paper remains valid. The second part of Dolberg's paper consists of an attempt to link Eq. (17) with the maximum-minimum theory. For the following discussion it suffices to put I = 1 and write (17) (18) is in no way connected with the variational problem (19) . A simple way to see directly that (18) cannot possibly be the eigenvalue equation for (19) is the following. Let us suppose that u,, is a minimizing function for (19) . This means that (uU , Kp) = 0. If u0 would be a solution of (18) we would have This would mean that for an arbitrary p, the minimizing vector of (19) is always an eigenfunction of the original problem Ku = (l/p) u, which is in general false. This can be seen by taking the case 0 < ,ui < pa < p3 and p = piz~ + pLzz+ . In this case the minimizing function, according to Dolberg's Eq. (18), must be pau:, with the corresponding minimum pi1 = pa , while we already know that pit < pa < pa .
It may be added that Dolberg recognizes that the problem (19) is not the standard maximum-minimum problem but can be transformed into the maximum-minimum problem, only by imposing severe restrictions on the orthogonality conditions and going through a chain of substitutions using the assumed positiveness of Kin an essential way. However, since the problem (18) is in any case not the problem connected with (19) , the transformation of (19) into the maximum-minimum problem is of no further significance. A short summary of this section and related remarks have appeared in [21] and [22] .
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