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1. INTRODUCTION 
We give a proof of the following theorem. 
MAIN THEOREM. Let G be a jinite group and p be a prime. Assume that G 
admits a $xed-point-free automorphism 01 of order p2. Then G is solvable. 
An important new tool that is brought to attack this problem is G. Glauber- 
man’s classification of finite groups that do not involve the symmetric group 
of degree 4 [7]. The methods of Higman and Stewart [16] and the classification 
of finite simple groups with no elements of order 6 [25, 6, 71, are also important. 
Yet further tools are the results of Section 3 which closely resemble, and were 
inspired by G. Glauberman [8] and M. J. Collins [2, Theorem 9.31. 
In order to greatly simplify the original proof obtained of this result, we use 
the following result of G. Glauberman which has only recently been obtained 
WI. 
THEOREM 1.1. Let G be a Jinite group and p be an odd prime. Let P be a 
Sylow p-subgroup of G. Then 
P n G’ = (P A N(K)‘: 1 # K char. P). 
The precise set of characteristic subgroups of P required to make Theorem 1.1 
work is complicated to define. We shall not need any more refined statement. 
Several authors have obtained the conclusion of the main theorem under 
additional hypotheses. Gorenstein and Herstein [12] did the case p = 2. 
Pettet [21] and Carr [l] independently settled the case Co(&) has odd order. 
The main theorem is a contribution to the continuing program of showing 




Copyright 0 1979 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
78 BENJAMIN RICKMAN 
We now discuss the proof of the main theorem. We assume that the main 
theorem is false and take a counterexample G to the main theorem of least 
order. In Section 6 we show that G cannot exist. 
To fix ideas, set /3 = c?’ and F = C&3). We observe that p r / G 1, so that 
Theorem 6.2.2 of [lo] applies to G. It follows that G has one and only one 01- 
invariant Sylow q-subgroup of G for each prime q that divides 1 G /. As remarked 
above, the case p = 2 is settled in [ll]. So we can suppose that p is odd. By 
minimality of G and Proposition 3.1 of [ 11, every a-invariant proper subgroup H 
of G can be expressed as F(H) . C&3). 
Now 01 acts on F as a fixed-point-free automorphism of prime order. By a 
theorem of Thompson [lo, Theorem 10.2.11, F is nilpotent. So G can also be 
considered as a finite group which admits an automorphism (/3 in this case) of 
prime order, p, whose fixed-point-set is a nilpotent PI-group. 
It has been conjectured that all such groups are solvable [2, p. 1351. This 
problem has been considered by several authors including Collins [2, and 31. 
Results of this type make up Section 5. The results of this section contain the 
main results required for the analysis in Section 6. 
In analogy with Sect. 3 of [3], we require some non-simplicity criteria. These 
are results 4.2, 4.3 and 4.4 stated at the beginning of Section 4. This section 
consists of proofs of these results and statements of well-known results that are 
frequently used, and the proofs of 4.2,4.3 and 4.4. The proofs of 4.2,4.3 and 4.4 
employ some of the results and techniques of Higman and others, as in [6, 161. 
Let P denote the unique a-invariant Sylow 3-subgroup of G. We deduce from 
[7] that P # 1, and can conclude that p >, 5. Let W* = L$(Z(P)) n F and 
define W as follows. If W* # 1, let W = W*. Otherwise let W = Ql(Z(P)). 
In Section 6 we apply Theorem 1.1 to prove that if q is an odd prime dividing 
/ G j and Q is the a-invariant Sylow q-subgroup of G, then N(Q) is a maximal 
a-invariant subgroup of G. In particular N(P) is a maximal a-invariant subgroup 
of G and we show that N(W) = N(P). 
Set K = CN&l), VT,, = rr(N(P)/F(N(P))), n = 7i-a - (2) and r* = {q E ST: 
O,(N(P)) # l}. We find, using 3.3, that if O,(K) is a Hall r-subgroup of N(P), 
then W is weakly closed in P with respect to G. We also derive that if q is a prime 
divisor of 1 F 1 and Q is the unique a-invariant Sylow q-subgroup of G, then 
F < N(Q). Using Theorem 6.2.2 of [IO], it follows that Q is also the only /?- 
invariant Sylow q-subgroup of G. This useful and possibly well-known result is 
the basis used in the formulation of Hypothesis 5.1 in Section 5. 
We also find that one of (l), (2) and (3) holds 
(1) W is weakly closed in P with respect to G and F < N(P). 
(2) W is weakly closed in P with respect to G, O,(iV(P)) = 1 and F is a 
3’-group. Furthermore each W-invariant 3’-subgroup of G is centralized by W. 
(3) F is a 3’-group and whenever H is a B-invariant solvable subgroup 
of G such that P n HE S,(H) and Z(K) < H then P n H 4 H. Furthermore, 
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if W is not weakly closed in P with respect to G, then the following holds. 
If qE7T*, Q is the unique a-invariant Sylow q-subgroup of G and W, = 
Qi(Z(Q)) A F, then W, is weakly closed in Q with respect to G, W, < Z(K) 
and N( W,) = N(Q) = QF. 
In order to obtain the condition on W-invariant 3’-subgroups of G mentioned 
in (2) we apply result 5.4 in Section 5. This result is proved by an argument 
similar to the proof of Theorem 3.1 of [13], and uses an observation of 
G. Glauberman [2, p. 1301. In the discussion leading to the condition on p- 
invariant solvable subgroups of G, mentioned in (3), we make use of results 2.11, 
2.14 and 2.16 of Section 2. 
The results of Section 2 are results on solvable groups that admit an auto- 
morphism with prescribed properties. These were inspired by unpublished 
work of G. Higman and N. K. Dickson. 
The need to eliminate possibilities (1) (2) and (3) leads to the formulation 
of results 5.6, 5.7 and 5.5 respectively. A minimal counterexample to 5.5 or 5.6 
satisfies Hypothesis 5.8 of Section 5. The main part of Section 5 is taken up 
by the proof of Proposition 5.14, which says that no group can satisfy Hypothesis 
5.8. The proof of 5.14 uses results 4.2 and 4.3 of Section 4. Result 5.7 is almost 
immediate from 4.4. We have shortened Section 5 by using a recent and in- 
teresting theorem of McBride [19]. 
We should like to thank the many pepople in Chicago and Oxford with whom 
we have discussed this problem. 
The notation is that of D. Gorenstein, “Finite Groups” [lo], with the 
following additions. For a finite group X, subgroups K, H < X such that K 4 H 
and a set of primes r, we let 0, (H mod K) be the pre-image in H of O,(H/K). 
For H < X we let Aut,(H) be the quotient group N,(H)/C,(H). An F[Xj- 
module is a vector space over the field F on which X acts as a (not necessarily 
faithful) group of linear transformations. For a prime p, we let S,(X) denote 
the set of Sylow p-subgroups of the group X. A p-nilpotent group is a group 
with a normal p-complement. 
In this paper the term “group” should be taken to mean “finite group” and the 
term “simple group” should be taken to mean “finite non-abelian simple group.” 
2. RESULTS ON SOLVABLE GROUPS 
In this section, we obtain the necessary results on the structure of solvable 
groups that arise in the proof of the theorem. We will also obtain some general 
results which will be applied often in later sections. We begin by restating 
Proposition 3.1 of [l]. 
THEOREM 2.1. Let S be a solvable group and p be an odd prime. Assume that S 
admits a jixed-point-free automorphism OL of order p2. Then S = F(S) Cs(aP). 
481/59/1-6 
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The next results are well known and useful. 
LEMMA 2.2. Let G be a group and A be a group of operators on G such that 
(I A /, ) G 1) = 1. Let H < Co(A). Then No(H) = Co(H). (No(H) n Co(A)). 
Proof. Now [H, N(H)] < H and [A, H] = 1. So [H, N(H), A] = [A, H, 
N(H)] = 1. By Theorem 2.2.3 of [lo], [N(H), A, H] = 1. So, by Theorem 
6.2.2 (iv) of [lo], the lemma follows. 
LEMMA 2.3. Let p be a prime and G be a group. Assume that G admits an 
automorphism 01 of order p such that Co( 01 ) is a p’-group. Then the following holds 
(i) G is a PI-group 
(ii) Let A be an a-invariant normal subgroup of G and B be an ol-invariant 
subgroup of G such that G = AB. Then Co(,) = C,(a) C,(U). 
Proof. (i) is clear as the elements of G - C,(a) are permuted by 01 in orbits 
of length p. 
We now prove (ii). By Theorem 2.4.1 of [15], G/A and B/(A n B) are 01- 
isomorphic. So CojA(ol) g Cel(Ane)(a). By (i) and Theorem 6.2.2 (iv) of [IO], 
Also Cc,A(a) z CG(a)/CA(a). Comparing orders and using the relation 
C&) C&J G Cd4 we have (ii). The result is proved. 
We next state, without proof, some well-known results from representation 
theory. 
LEMMA 2.4. Let G be a group, F be a Jield and M be a faithful and irreducible 
F[Gj-module. Let K be a fkite extension$eld of F and M* = M OF K. Let N be 
an irreducible K[G]-submodule of M*. Then 
(i) M* = (NO: u E Gal(K : F)). 
(ii) N is a faithfu2 K[G]-module. 
(iii) Let x E G. Then CM*(x) = C,(x) @r K. 
(iv) Let H < G. Then C,,(H) = C,(H) OF K. 
The next result appears as Theorem 7.6 of [2] and appears as (part of) Lemma 
2.8 of [3]. 
THEOREM 2.5. Let p, q, r be three distinct primes. Let H = X . A where X 
is an extra-special q-group and A = (a) is cyclic of order r. Assume that Cx(a) = 
x’. Assume further that H acts faithfully and irreducibly on a vector space V over 
GF(p) in such a way that C,(A) = 0. 
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Then q = 2 and there is an integer n such that 1 X / = 22n+1 and r is the Fermat 
prime2n + 1. 
We shall use the next result many times in what follows. 
LEMMA 2.6. Let p be a prime and G be a p’-group. Assume that G admits an 
automorphism (Y of order p such that C,( 01 is nilpotent. Assume that, for some ) 
prime q, O,(Co(or)) E S,(G). Then G is q-nilpotent. 
Proof. Let X < O,(Cc(or)). By 2.2, N(X)/C(X) is a q-group. But now, by 
Theorem 7.4.5 of [lo], G is q-nilpotent. The lemma is proved. 
We now discuss solvable groups which satisfy the following hypothesis. We 
will work under this hypothesis up to the last lemma of Section 2. 
HYPOTHESIS 2.7. S is a solvable group which admits an automorphism OL of 
prime order, p. Assume thatF = C,( 01 ) is a nilpotent p’-group. For any prime q, 
let F, = O,(F). 
By 2.3(i), p { ] S 1. We require three technical results. 
LEMMA 2.8. Assume that S = QUV, where Q = F(S) is an elementary 
abelian q-group, U is an ol-invariant special r-group and V is a non-identity (Y- 
invariant t-group, for primes q, r, t such that q # r # t. Asswne that 
(a) U * V * (a) acts faithfully and irreducibly on Q. 
(b) V . (a) acts irreducibly on U/@(U), or U = 1. 
(c) 01 acts irreducibly on V/C,(U), an elementary abelian group. 
(4 G(V) = T-9 
(e) Co(a) = 1. 
ThenU=l. 
Proof. Suppose that U # 1. Clearly U E S,(S) and so, by Theorem 6.2.2 
of [lo], F, < U. By Theorem 5.2.3 of [lo] and 2.3(ii), (Q * [Z(U), a]) n F = 1. 
By Theorem 10.2.1 of [IO] and (a), [Z(U), a] = 1. As U is special, U’ <F,. , 
so that F,. 4 U. By 2.2, 
U = F,. . C,(F,). (1) 
If U = F, then, as r # t and F is nilpotent, by 2.2, U = C,(V). By (d), 
U = @p(U) and so U = 1, a contradiction. So U $ F, . We note too that if U 
is abelian, U = Z(U) = F, . So U is not abelian. So, by (d), Z(U) < 
Z(U . V . (a)). By (a) and Theorem 3.2.2 of [lo], Z(U) is cyclic. So 
U is extra-special. (2) 
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As Z(U) = U’ < Z(F,), Z(F,) g U. By 2.2,Z(F,) = Z(U). By (l), Z(C,(EJ 
= Z(U). As U 3 F, , by (6), C,(F,) 4 F, . As Z(U) < F, , C,(I;,) is not 
abelian. So, using (2), we see that 
C,(F,) is extra-special and Z(C,(F,)) = Z(U). (3) 
By (a), as Z(U) < Z( U . V . (a)), C,(Z(U)) = 1. Let Q,, be an irreducible 
C,(F,) (a)-subgroup of Q. Then, by (e) and (3), Cu(Fr)(a) acts faithfully on Q,, . 
So, by 2.5, r = 2 and there is an integer n such that 1 C,(F,)) = 22”+1 and 
p =2n+ 1. 
If F, $ Z(F,) then, using (2), as Z(U) = .Z(F,), F, is extra-special. If F, = 
Z(F,.), as Z(U) = Z(F,), F, E Z, . S o, as r = 2, there is a non-negative integer 
m such that 
1 F, / = 22m+1. (4) 
Suppose now that CVlc,(u~(ar) # 1. By (c) and Theorem 6.2.2(iv) of [lo], 
V = C,(U) . Cr.(~). Let X = C,(a). By (d), C,(X) = a(U). As r # t and F 
is nilpotent, F, = Z(U). So U = C,(F,). By Corollary 33.6(3) of [4], U has 
2sn f 2” elements of order 4. As OL fixes no element of order 4 and p = 2” + 1, 
U has 2”~ elements of order 4. As X fixes no element of order 4, t 1 21”p. But 
t # r and t # p, a contradiction. 
So CV,c,~v~(~) = 1 and (V/C,(U)) . (a) is a Frobenius group. Let M = 
U/@(U) and K be a (finite) splitting field for (V/C,(U)) . (a) which contains 
GF(r). Let Z = GF( ) r and M* = M & K. By (b), (V/C,(U)) . (a) acts 
faithfully and irreducibly on M. So, by 2.4, M* is completely reducible and 
(V/C,(U)) . (a) acts faithfully on each irreducible submodule of M*. Let N be 
an irreducible (V/C,(U)) . (Lu)-submodule of M*. By Theorem 3.4.3 of [lo], 
there is a homogeneous component, W, of N with respect to V/C,(U) such that 
N = wg wa @ ... @ WcF-l, 
and 
C,(a) = W(1 + 01+ .*. + &-1)! 
We deduce that dim, N = p dim, CN(ar). As M* is completely reducible, by 
2.4, (4) and Theorem 6.2.2 of [lo], d im, M = dim, M* = p dim, C&(x) = 
p dim, C,(a) = 2mp. 
So 1 U 1 = 22”“P+1. Now, by (I), (2), (3) and (4), as 1 C,(F,)] = 22n+1 1 U 1 = 
22(m+n)+1. So mp = m + n. As p = 2” + 1, we get 
2” = n/m < 71, 
(note m > 0), in contradiction with a celebrated theorem of Cantor. The lemma 
follows. 
The next result is an argument due to G. Higman. 
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LEMMA 2.9. Let r, t be distinct primes which are both d&%ent from p. Suppose 
that S = UV where U is an a-invariant non-identity r-group and V is a non- 
identity a-invariant t-group. Assume further that U (1 S and that 
(4 Czd4 = 1. 
(b) S(a) is faithfully and irreducibly represented on a vector space M over 
a splitting Jield K for S(o). 
(c) C,(N) acts trivially on C,(a). 
Then C,(m) = 1. 
Proof. By Theorem 3.4.1 of [lo], there are a or p Wedderburn components 
of M with respect to S. 
Suppose that there is one Wedderburn component of M with respect to S. 
By Theorem 3.4.1 of [lo] applied to U . V acting on an irreducible submodule 
of M, we see that the number of isomorphism classes of irreducible U-sub- 
modules of M is a power of t. So OL fixes a Wedderburn component, W, of M 
with respect to U. Let K be the kernel of the action of U . (a) on W. 
If Z(U) < K then, by Theorem 3.4.l(iii) of [lo], Z(U) acts trivially on M 
and so, by (b), Z(U) = 1. But U # 1, a contradiction. So Z(U) $ K. 
But, by Lemma 3.2.1 of [lo], Z(U)K/K is represented on W as a group of 
scalar matrices. So orK centralises Z( U)K/K. So, by (a), Z(U) = [Z(U), o] < K, 
a contradiction. We conclude that there are p Wedderburn components of M 
with respect to S. 
Let X be a Wedderburn component of M with respect to S. Then, by 
Theorem 3.4.1 of [lo], 
M=X@Xol@...@Xor”-l. (5) 
We deduce that 
C,(a) = X(1 + ... + a,-1). (6) 
Let x E X and y E C,(a). Then, by (c), 
x(1 + *.* + (Y P-1) = x(1 + ... + OLD-1)y = xy(l + ... + &-1). 
As q E X, by (5), xy = x. We deduce that C,(a) acts trivially on M. By (b), 
CJOI) = 1. The lemma is proved. 
LEMMA 2.10. Let c be a set of primes. Assume that S does not have u-length 1, 
but that every or-invariant proper subgroup and every quotient of S by a non- 
identity a-invariant normal subgroup of S has u-length 1. Then there exists primes 
q, I, t such that q, t E r(S) n a and Y E m(S) n a‘. There also exist non-identity 
a-invariant subgroups Q, U, V such that Q is a q-group, U is an r-group and V is a 
t-group, and the following conditions hold. 
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(i) Q = F(S) and Q is elementary abelian. 
(ii) U V . (a) acts faithfully and irreducibly on Q. 
(iii) U is a special r-group. 
(iv) V(a) acts faithfuly on U/@(U). 
(v) V/C,(U) is an elementary abelian group acted on irreducibly by 01. 
(vi) C,(V) = D(U) and U = [U, V] # 1. 
(vii) If q = t then C,(U) = 1. 
(viii) If C,(a) + C,(U) then there is an x E F such that V = (x). 
(ix) GA4 # 1. 
(x) G(rA(4 = 1. 
Proof. If O,(S) # 1 then S/O,,(S) h as u-length 1. But then S has o-length 1, 
a contradiction. So 
O,,(S) = 1. (7) 
If O,,,,,,(S) has u-length 1, then O,,,,,,(S) = O,,,,(S). By Theorem 62.2 of 
[lo] applied to S/O,,,(S), S = O,,,(S), a contradiction. We deduce that 
s = O,,,~,,(S). 
Let U be an a-invariant Hall a’-subgroup of S. By the Frattini argument, 
S = O,(S) . N,(U). Let V be an a-invariant Hall o-subgroup of Ns( U). Then 
s = O,(S) . u . v. (8) 
If [U, V] = 1 then O,(S) . V g S and so S = O,,,(S), a contradiction. So 
[U, VI # 1. (9) 
Let Ml, M, be two non-identity m-invariant normal subgroups of S such 
that Ml n M2 = 1. Then S ,< (S/Ml) x (S/M,). As S/M, and S/M2 have 
u-length 1, S has o-length 1, a contradiction. It follows that 
S has a unique minimal ol-invariant normal subgroup. (10) 
Thus, by (7), there is a 4 E V(S) n u such thatF(S) is a q-group. Let Q = F(S). 
If CD(Q) # 1 then S/@(Q) has a-length 1. It follows that, [U, V] < Cs(Q mod. 
Q(Q)). By Theorems 5.1.4and6.1.3 of [lo], [U, V] < C,(Q) < Q.So [U, V] < 
U n Q = 1, in contradiction with (9). We have proved that 
Q(Q) = 1. (11) 
We have proved (i). 
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By (9), V $ C,(U). Let X4 = X < U and Ya = Y < V such that Y < 
N,(X) and Y < CJX) and 1 X ) is minimal subject to the preceding conditions. 
By Theorem 5.3.6 of [lo], X = [X, Y]. Let S,, = QXY. If S, # S then S, 
has o-length 1. By Theorem 6.1.3 of [IO], as F(S) is a q-group, O,(S,,) = 1. So 
QY 4 S, . But now X = [X, Y] < QY, a u-group, a contradiction as X # 1. 
So S = QXY. We deduce that, as QY is a o-group and X is a o’-group, 
S = QUV and u = [U, V]. (12) 
We have also proved the following two results. 
(‘) Let Ya = Y < v and X* = X T( U. Then, if Y < N,(X), 
y < C,(X). 
(**) Let Ya = Y < V such that QUY # S. Then Y < C,(U). 
Suppose that C,(U) # 1. By (11) and (12), C,(U) a S. So S/C,(U) has 
u-length 1. But now, by (12), U < C,(Q mod. C,(U)). By Theorem 5.3.2 of 
[lo], U < C,(Q). As Q = F(S) is a u-group, by Theorem 6.1.3 of [lo] and (9), 
we have a contradiction. So 
C,(U) = 1. (13) 
QnV=l. (14) 
Let i E rr( U) and a be a V-invariant Sylow r-subgroup of U. If a # U then, 
by (*), fi < C,(V). Therefore, by (9), Cr = 8. Thus U is an r-group for some 
T E r(S) n u’. By (*) and Theorem 5.3.8 of [lo], U is a special r-group, V * (a> 
acts irreducibly on U/@(U) and C,(V) = O(U). By (9) and (12) we have 
established (iii), (iv) and (vi). 
Let Y” = Y z< V. Then, by (14) ) QY! < 1 QV (. So QUY # S. By (**). 
Y < C,(U). It follows that V is a l-group for some t E r(S) n u. We also have 
(v) and (viii). 
If q ; t then, by (12) QC,( U) 4 S and so, by (14), C,(U) G Q n V = 1 
We have (vii). We just have to prove (ii), (ix) and (x). 
Let Qa be an irreducible U . V(a)-subgroup of Q. If QoUV has u-length 1 
then, by (12) 
U = [U, VI < O,~,,(Q,,W. 
So 7J < Q,,U V. But now, by (13) Q,, < C,(U) = 1, a contradiction. WI 
deduce that S -= Q,,UV, so that QoV = QV and Q = Q&V n Q). By (14) 
we have (ii). 
If Co(a) = 1 then, by what we have proved, S satisfies the hypotheses of 2.8 
But now U = 1 in contradiction with (vi). We have (ix). 
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Also, by (iii) and (vi), Ca(U)(~) < Z(C . V(a)). So Co(C,,,,(~)) is C’ P7 <e‘,- 
invariant. By (ii), Q is irreducible and so Co(c,,,)((~)) = 0 or Co(C,(,)(a)) = Q. 
Now, as F is nilpotent, CO&a) centralises Co(n). By (ix), we see that C&a) 
centralises Q. By (ii), CO(rr)(ol) = 1. We have (x) and the lemma. 
We next obtain the main results of this section. 
THEOREM 2.11. Let t be a prime and A < F, . Then [O,(S), A] < F(S). 
Proof. Assume false and let S denote a minimal counterexample. As 
O,,(F(S)) = F(O,+S)), 5’ = O,,(S) . A. N ow, by 2.2 and Theorem 6.1.3 of 
WI, as [Q,(S), AI < F(S), 
A < C,(F,(O,,(S) mod. F(O,(S)). 
It follows that O,(S) = Fz(Ot,(S)). 
Let Ha = H < S. By Theorem 6.2.2 of [lo] and Theorem 2.4.1 of [I 51, as F 
is nilpotent and H/(H n O,?(S)) = HO,,(S)/O,*(S) < AO,,(S)/O,,(S), H = 
(H n O,(S)) . Ot(CH(~)). Clearly Ot(CH(~)) = A n H. By minimality of S, 
as O,(S) n H < O,,(H), 
[O,,(S) n H, A n H] <F(H). 
It follows that H = F,(H). 
Let 1 #X=XeaS. For K<S, let R=KX/X. Then A,<O, 
(S mod. F(S)). S o, as O,(S) = F,(O,,(S)), S = F,(s). Assume that q, r E r(F(S)) 
and q # r. Then, as S 5 (S/O,(S)) x (S/O,(S)), S has Fitting height at most 2. 
But now [O,(S), A] <F(S), a contradiction. So r(F(S)) = {q}, some prime q. 
Set (T = {q, t}. Assume that S has u-length 1. As F(S) is a q-group, by 
Theorem 6.1.3 of [IO], O,(S) = I. As S = O,,(S) * A and O,,(S) = F,(O,,(S)), 
O,(S) E S,(S) and A E S,(S). But now O,(S) . A d S. So [O,(S), A] < 
O,,(S) n (O,(S) . A) = O,(S) = F(S), a contradiction, We deduce that S does 
not have u-length 1. 
As every a-invariant proper subgroup and every quotient of S by a non- 
identity a-invariant normal subgroup of S has Fitting height 2, all such have 
a-length 1. So S satisfies the conclusion of 2.10. We use the notation and results 
of 2.10. We note that by 2.10 (x), C@(&‘Y) = 1. 
Let 2 = GF(q) and K be a splitting field for U . V (a) which contains 2. 
Let N = Q & K and M be an irreducible K[U . V . (or)]-submodule of N. 
By 2.4(ii), M is also faithful. By 2.4(iii), as F is nilpotent, C,,(a) centralises 
Chdff). 
Suppose that U is not abelian. Then a(U) = Z(U) and CZcv)(a) = 1. By 2.9, 
C,,(a) = 1. But now, by Theorem 10.2.1 of [lo], [U, V] = I, in contradiction 
with 2.10 (6). So U is abelian. 
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As A E S,(S), V = A. By 2.10 (6), C,(V) = 1. So, asF is nilpotent, C,(a) < 
C,(V) = 1. By 2.9, we have that C&(Y) = 1. So A = 1. But now [O,(S), A] = 
1 < F(S), a contradiction. 
So no minimal counterexample to the theorem can exist and the theorem is 
proved. 
This next result is a generalisation of an unpublished result of G. Higman, 
using methods developed in unpublished work of N. K. Dickson. 
THEOREM 2.12. Let q be a prime such that F, is abelian. Then S has q-length 1. 
Proof. Assume false and let S denote a minimal counterexample. Then the 
result of 2.10 hold for S with 0 = {q}, so that q = t. We use the notation of 
2.10. By 2.1O(ix) and 2.10(x), Co(,) # 1 and COtv)(ol) = 1. 
As F, is abelian, F, < Z(F). It follows that C,(a) centralises C&a). Let 
2 = GF(q) and K be a splitting field for U . V . (a) that contains 2. Let M be 
an irreducible K[U . V . (a)]-submodule of Q & K. By 2.4, M is also faithful. 
Also C&(r) centralises C,(a). 
If U is non-abelian, @p(U) = Z(U). As Ciao) = 1, by 2.9, C,,(a) = 1. 
But, by 2.10 and Theorem 10.2.1 of [lo], C,,(a) # 1. We deduce that U is 
abelian. By 2.9, it follows that Cu(a) # 1. Suppose that Cv(ol) # 1. Then, by 
2.1O(vi), (vii), (viii), C,(a) < C,(V) = 1, a contradiction. So we have proved: 
U is abelian and C,(U) = C,(a) = 1. (15) 
Assume that there are p Wedderburn components of M with respect to UV. 
Let W be such a homogeneous component. Then 
M = W @ Wci @ Wa2 @ ... @ W&-l. (16) 
so C&f(a) = W(1 + a + ... + a p--l). Let w E W and x E C,(,)#. Then 
wx(l + *** + CP-1) = w(1 + ... + &1)X = w(1 + ..* + &F--1). 
By (16), as wx E W, wx = w. Using (16), we see that C&a) acts trivially 
on M. By 2.1O(ii), C,,(a) = 1, a contradiction. So M is a homogeneous 
K[UV]-module. 
As in 2.9, the number of distinct isomorphism classes of irreducible U- 
submodules of M is a power of q, So there is an or-invariant Wedderburn com- 
ponent, W, with respect to U. Let I(W) = {g E U . V . (IX): Wg = W}. 
Now, by Lemma 3.2.1 of [IO], as U is abelian, U is represented on W as a 
group of scalar matrices. If W = M then, by 2.1O(vi), U = C,(V) = 1, a 
contradiction. So Z(W) # U . V . (a). As U . (a) < Z(W), by 2.10(v), as 
C,(U) = 1, Z(W) n V = 1. Let V = (wl ,..., w,} where o, = 1. Then 
M = & Wvi (17) 
i=l 
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Each Wedderburn component of M with respect to U is a WV, , some i. As U 
is represented on Was a group of scalar matrices, U . (a>/C,.,,,( W) is abelian. 
By Theorem 3.2.3 of [IO], an irreducible U {a) submodule W,, of W has 
dimension 1. 
Let &I,, = &, W,v, . Th en M,, is V-invariant. Also, for 1 < i < n, 
W,,vp = W,,~&vp = Woviu < &I,, . So M,,a: < MO . Lastly, for u E U and 
1 < i < n, W,v,u = Wo(viuv~l)vi . As viz& E u, W,,v,u = W,v, . So M,, is 
U-invariant. But now M,, is U . V . (a)-invariant and so, as M, # 0, by 
irreducibility of M, M = MO . We conclude that W = W,, . 
Assume that, for some i, Wvp = Wvi . Then viavil E I(W). So clvic& E 
I(W)n V = 1. So vuia = vi and v~EC,(~) = 1. So Wvi = W. We deduce 
that W is the only a-invariant Wedderburn component of M with respect to U. 
Thus 01 permutes the remaining Wedderburn components in cycles of length p. 
Using (17), let v E V# and set 
Ml = WV @ Wva @ .a. @ WV~‘--~. 
Then CMI(a) = Wv(1 + ... + a p--l). Let u E C,(a)# and x E WV. (Recall 
that C”(a) # 1.) Then 
X(1 + **. + a p-1) = x(1 + *** + ap-l)Ic = xU(1 + *.. + a+l). 
As xu E WV, xu = x. So u acts trivially on each Wedderburn component of 
M with respect to U except W. As W = W, , W = (w) for some w E W. Set 
wi = wvi , 1 < i < n. Then w1 ,..., w, is a basis for M. Let X E K such that 






0 -1. I , 
with respect to wr ,..., w, . Clearly det u = h. But 2.1O(vi) yields that U = 
[U, V] < G’, so det u = 1. This is a contradiction. So no minimal counter- 
example to the theorem can exist and the theorem is proved. 
We now obtain a useful corollary. 
COROLLARY 2.13. Let q be a prime and W < Z(F,). Let B be an a-invariant 
q-subgroup of G such that B = [B, W’J Then B < O,,(F(S)). 
Proof. By 2.11, it is enough to show that B < O,(S). We may therefore 
suppose that O,(S) = 1. Using Theorem 5.1.4 of [lo], we see that we can 
suppose that @(O,(S)) = 1. By Theorem 6.1.3 of [IO], C,(O,(S)) = O,(S). So 
we can suppose that S = O,(S) . B . W. 
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As O,,(S) . WE S,(S), by Th eorem 6.2.2 of [lo], F, < O,(S) * W. Let 
X = O,(S) . F. By 2.3(ii), F, = XW. As O,(S) is abelian and W < Z(F,), F, 
is abelian. So, by 2.12, as O,(S) = 1, W < O,(S). But now 
B = [B, W] < B n O,(S) = 1 < O,,(S). 
The corollary is proved. 
The next result could be made stronger if we assumed that p is not a Fermat 
prime. 
LEMMA 2.14. Let q E n(S) - (2) and Q b e an a-invariant Sylow q-subgroup 
of S. Assume that F < NJQ). Then S = O,,,,(S) . F. 
Proof. Assume that 2.14 is false and let S denote a minimal counterexample. 
Using Theorem 6.2.2 of [lo], we find that O,(S) = 1. Clearly [Q, a] # 1. By 
Theorem 6.1.3 of [lo], there is an r E rr(F(S)) such that [Q, a] 4 C,(O,(S)). 
Set S,, = O,(S)[Q, a]. If S, # S then, by Theorem 5.3.6 of [IO], [Q, a] < 
O,(S,). But now [Q, a] < C,(O,(S)), a contradiction. So S = S, and 
S = O,(S) . Q and Q = [Q, 4 (18) 
Using Theorem 5.1.4 of [lo], we see that we may suppose @(O,(S)) = 1. 
Let D = O,(S) n C,(Q). By (18) as O,(S) is abelian, D 4 S. If D # 1 then, 
by minimality of S, [Q, a] < 0, (S mod. D). So [Q, a] < C,(O,(S) mod. D). 
By Theorem 5.3.2 of [lo], and (18) as O,(S) = 1, [Q, a] = 1, a contradiction. 
so 
O,(S) n C,(Q) = 1. (19) 
AS F, d N,(Q), by (18), [Q,FJ < Q n O,.(S) = 1. So, by (18) and (19), 
F, = 1. As O,(S) = 1, Q * (a) acts faithfully on O,(S). As O,(S) n F = 1, by 
Theorem 3.1 and Corollary 3.2 of [24], as q is odd, [Q, a] = 1. But now S is 
not a counterexample. The lemma is proved. 
We require an easy lemma before proceeding. 
LEMMA 2.15. Assume that F, < O,(S). Then S has q-length 1. 
Proof. By a standard argument using Theorem 5.1.4 of [lo], S has q-length 1 
if and only if S/@(O,(S)) has q-length 1. S o we may suppose that @(O,(S)) = 1. 
But now F, is abelian. By 2.12, S has q-length 1. The lemma follows. 
LEMMA 2.16. Assume that O,(S) n F is cyclic. Then S has q-length 1. 
Proof. Assume false and let S denote a minimal counterexample. Proceeding 
as in 2.15, we see that @(O,(S)) = 1. It follows from the main theorem of [18] 
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that S has Fitting height at most 3. So S = O,,,,,,,,(S). It follows that Oo.p,,a\S’) 
does not have q-length 1. So S = O,,,,.,(S). 
Let lJa = U be a Hall q’-subgroup of O,,,,(S) and l/a = V E S&N,(U)). By 
the Frattini argument, 
s = O,(S) .Ns( U) = O,(S) u v. (20) 
By Theorem 62.2 of [lo], U = [U, Y] . C,(V). Set Q = O,(S) . V. Then 
Q E S,(S). Let K = O,(S) . [U, V] . V. Suppose that K Z$ S. Eow K 4 
K . C,(V) = O,(S) . U . V = S. Th ere ore, f O,(K) a S, which yields that 
O*(K) = O,(S)* 
By minimality of S, K has q-length 1. As U = [U, V] . C,(V), [U, V, V] = 
[U, VI. So [U, VI < O,,(K) < Cs(O,(K)) = Cs(O,(S)). BY (20), [u, VI a & 
so that [U, VJ ,< O,*(S). 
For H < S, let w = HO,,(S)/O,,(S). Then 0 normalises O,(S) . V. So, as 
S = QU, S is q-closed. But now S has q-length 1, a contradiction. Thus 
K = S. So 
u = [U, V]. (21) 
Let D = O,(S) n C,(U). Suppose that D # 1. For H < S, set i? = HD/D. 
Then O,(S) = O,(S). So, by minimality of S and Theorem 6.2.2 of [lo], S has -- 
q-length 1. So, by (21), 0 = [U, V] < O,,,,(S). It follows that G’ < O,,(S), so - - 
[O,(S), U] = 1. Thus [O,(S), U] < D. But now [O,(S), U, U] = 1. By 
Theorem 5.3.6 of [IO], [O,(S), U] = 1. By (20), U 4 S. But now S has q- 
length 1, a contradiction. So 
O,(S) n C,(U) = 1. (24 
We have that [O,(S) n V, U] < O,(S) n U = 1. SO, by (2% 
O,(S)n V = 1. (23) 
Let X0 = X & V and S, = O,(S) . U . X. If Sx = S then O,(S) . X = 
O,(S) . V. So V = X . (O,(S) n I’). By (23), Y = X. We note that O&S,) 
is U-invariant. So, by Theorem 6.3.2 of [lo], O,(S,) = O,(S). Thus, if S,r s S, 
by minimality of S, Sx has q-length 1. So [U, x] < O,*(Sx). 
We deduce that [U, X] < C,(O,,(S)). But, by (20), Cu(O,(S)) = O,,(S). SO 
[U, X] < O,(S). It follows that X < 0, (S mod. O,,(S)) = O,,,,(S). So we 
have proved that 
(*) If X” = X s V then X < O,,,,(S). 
Let E = O,(S) n F. By 2.3(ii), Co(a) = E . C”(a). If C,(a) < O,,,(S) then 
F, = C,(E) < O,,,,(S). By Theorem 6.2.2 of [lo] and 2.15 applied to S/O,,(S), 
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S/O,(S) has q-length 1. But now S has q-length 1, a contradiction. So C,(a) $ 
Qim- 
Let x E CV(ol) - O,j.,(S). Then, by (*), V = (x). Let (a) = O,(S) n F. 
As @(O,(S)) = 1, (z) G 2, and (z) 4 F, . As F, = Co(a) = (z)(x), F,/Z(F,) 
is cyclic. So F, is abelian. By 2.12, S has q-length 1. So S is no counterexample. 
The lemma follows. 
We now drop Hypothesis 2.7. 
LEMMA 2.17. Let a be an integer such that a > 2. Let E be an elementary 
abelian 2-group of rank a. Let X be a cyclic subgroup of Aut(E) such that 1 X 1 = 
2” - 1 and X acts regularly on Es, let Y < Aut(E) such that 1 Y 1 = 3 and 
C,(Y) g Z, . Suppose that Y nmmalises X. Then a = 3. 
Proof. Now C,(Y) normalises C,(Y) E Z, . As X acts regularly on E#, 
C,(Y) = 1. 
Let K denote a splitting field for XY that contains GF(2). Let V = E @oF@. 
Let N be an irreducible K[XY]-submodule of V. As XY acts irreducibly on E, 
by 2.4, XY acts faithfully on N. Also C,(x) = 0 for each x E X# and 
dim, C,(Y) < 1. 
As C,(Y) = 1, no element of X can be represented on N as a scalar matrix. 
It follows from Lemma 3.2.1 of [lo] that N is not a homogeneous K[XJ-module. 
By Theorem 3.4.1 of [lo], there are three Wedderburn components of N with 
respect to -x. 
Let y E Y# and W be a homogeneous component of N with respect to X. 
Then N = W @ Wy @ Wyz. It follows that C,(y) = W(1 + y + y2) g W 
(as vector spaces). 
So dim, N = 3 dim, W = 3 dim, C,(Y). As N # 0, dim, C,(Y) = 1 and 
dim, N = 3. It follows from 2.4(i) that M = N. So a = dim, N = 3. The 
lemma is proved. 
3. WEAK CLOSURE RESULTS 
We introduce 
HYPOTHESIS 3.1. G is a group, p is an odd prime and P is a Sylow p-subgroup 
of G. Also W < Z(P) such that W a N(J(P)). Finally, if x E N(W) - C(W), 
then m([W, x]) > 2. If p = 3 then we require that m([ W, x]) > 3. 
The first theorem of this section appears as (a) of Theorem 9.3 of [2]. It is 
also a corollary of Theorem 14.14, p. 46 of [22]. 
THEOREM 3.2. Let G be a group, p be an odd prime and P be a Sylow p- 
subgroup of G. Let W < Z(P) such that W 4 N(J(P)), and (p - 1) 7 1 N(W): 
C( W)l. Then W is weakly closed in P with respect o G. 
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We also require 
THEOREM 3.3. Assume Hypothesis 3.1. Let rr = a(Aut,( W)) - (2). Assume 
further that if Y is a rr-subgroup of N( W) then 2 # a(Auto( Y)). Then W is weakly 
closed in P with respect to G. 
THEOREM 3.4. Assume Hypothesis 3.1. Assume furth that N(W) = N(P) = 
N(J(P)) is a solvable group. AZso assume that for no Y E z(Aut,( W)) - (2) and no 
2-element t E G is there an r-subgroup R of G such that the following four conditions 
are satisfied 
(i) O,(N(P)) < R < N(P). 
(ii) t E N(R). 
(iii) t2 E N(W) - C(W). 
(iv) [R, tl $ C(W). 
Then W is weakly closed in P with respect to G. 
Assume that at least one of 3.2, 3.3 and 3.4 is false. Let G be a group of 
smallest order such that G is a counterexample to 3.2, 3.3 or 3.4. 
It follows that no proper subgroup of G can violate these theorems. Also there 
is an odd prime p, a Sylow p-subgroup P of G and a subgroup W < Z(P) such 
that W 4 N(J(P)), W is not weakly closed in P with respect to G and G, P, W 
satisfy the hypotheses of one of 3.2, 3.3 and 3.4. 
Set M = N(W). Clearly M is a proper subgroup of G. We consider the set .z? 
which consists of p-subgroups, X, of H such that X > W but N(X) $ M. 
For ap-group Y, let 
e(Y) = max{ 1 A ] : A is an abelian subgroup of Y>. 
For HI, H, E x we say that H, < H, if one of the following holds. 
(a> Wd < G&J. 
(b) e(Hd = e(&) but I J(HdI -=c I .Wd- 
(4 e(Hd = e&J, I J(fG>l = I IWJI but I 4 I < I 4 I. 
After showing that Z? # 0, we consider a maximal member, H, of Z under 
the partial ordering <. Let C = C(Z(O,(G))) and G = G/C. We show that G 
and C satisfy Hypothesis I of [8], and also corollary 1 of [8] to get the structure 
of G. An easy argument then shows that G&r-mot exist. This argument resembles 
the proof of Theorem 9.3 in [2]. 
LEMMA 3.5. 3? # 0. 
Proof. As W is not weakly closed in P with respect to G, there is a g E G 
such that Wg < P but Wg # W. Let h = g-l and X = Ph n M. If N(X) < M 
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then N&X) < M n Ph = X. But now Ph = X < M. So there is an m E M 
such that Phm = P. As W 4 N(J(P)), we have 
hm E N(P) d N(J(P)) < M. 
So g E M. But now Wg = W, a contradiction. Thus N(X) $;< M. Also 
W < Ph n P = X. So X E %. The lemma is proved. 
LEMMA 3.6. Let R be a p-subgroup of M. Then 
(i) If W < R then W < Z(R). 
(ii) If R E S,(M) then N(R) < N(J(R)) < M. 
Proof. Now there is an m E M such that P < P. Suppose that W < R. 
Then 
W = W” < R” n Z(P) < Z(Rm) = Z(R)“. 
We deduce that (i) holds. 
Suppose that R E S,(M). Then R” = P. So, as W 4 N( J(P)), 
WJP”N = N(J(R)P = WI(P)) B M. 
We conclude that N(J(R)) < M. As N(R) < N(J(R)), we have (ii) and the 
lemma. 
Let H be a maximal member of .2’ under the partial ordering <. 
LEMMA 3.7. Let R be a p-subgroup of M such that R $ H. Then N(R) < M. 
.Furthermore, if J(R) 4 H, then N( J(R)) < M. 
Proof. Suppose that N(R) z& M. Then R E 2. So, by maximal&y of H, 
e(R) < e(H) < e(R). So e(H) = e(R) and J(H) < J(R). But, by maximal&y 
of &‘, 1 J(H)] > 1 J(R)1 so J(H) = J(R). But 1 H 1 < 1 R I, in contradiction 
with the maxima&y of H. So N(R) < M. 
Suppose that J(R) 4 Hand that N( J(R)) < M. By 3.6(i), W < Z(R) < J(R). 
So J(R) E &‘. Thus 
e(R) = 41(R)) < e(H) < e(R). 
So e(H) = e(R) and J(H) < J(R). But, by maximality of H, 
I J(JW)I = I I(R)I G I JVW 
We conclude that J(H) = J(R) < H, a contradiction so, if J(R) s$ H, 
N(J(R)) < M. The lemma follows. 
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We now establish the main minimality argument. Let E denote the core of 
O,(N(P)) in M (largest normal subgroup of M contained in O,(N(P))). 
LEMMA 3.8. Let K be a proper subgroup of G such that K 6 M, W < O,(K) 
and E < K. Assume that there is a Sylow p-subgroup Q of K n M such that 
Q E S,(K). Then ~KMQN 4 M. 
Proof. Suppose that NK(J(Q)) ,( M. We note that W < O,(K) < Q. By 
3.6(i), W < Z(Q). So W a N,(J(Q)). We now prove 
(*) W is weakly closed in Q with respect to K. 
For any subgroup X of K, we observe that, as C,(X) = N,(x) n C(X), 
1 NK(X) : C,(X)1 = 1 IVK(X) C(X) : C(X)/ which divides 1 N(X) : C(X)1 (1) 
Suppose that G is a counterexample to 3.2. Then, by (I), (p - 1) does not 
divide / NK( W) : C,( W)i. By minimality of G, (*) holds. 
Now suppose that G is a counterexample to 3.3. As NK(W) - C’,(W) C 
N(W) - C(W), K, Q, W satisfy Hypothesis 3.1. Let r* = n(Aut& W)) - (2). 
Let Y be a n*-subgroup of NK(W) 
By (l), n* C rr and 1 Aut,(Y)l divides 1 Auto(Y)1 But now Y is a a-subgroup 
of N(W) and so 2 $ rr(Aut,( Y)). So 2 $ rr(Aut,(Y)). Again, by minimality of G, 
(*) holds in this case. 
Lastly suppose that G is a counterexample to 3.4. As with 3.3, K, Q, W 
satisfy Hypothesis 3.1. Also Q a K n M. As IV&J(Q)) < M, we have that 
N&Q) = NK(J(Q)) = NK( W) < M, a solvable group. 
Let r* = a(Aut,( W)) - (2). Suppose that there is an Y E r* and an r-sub- 
group R of K such that, for some 2-element t E K, 
(9 OPK(Q)) G R G NdQ) 
(ii) t E N,(R) 
(iii) t2 E NK( W) - C,(W) 
(iv) [R tl 4 Cd W) 
As G is a counterexample to 3.4, E = O,,(N(P)). As E < K n M, O,(N(P)) 
< O,(N,(Q)) < R < IV&Q) < N(P). But now, as NK(W) - C,(W)C 
IV(W) - C(W), r, R and t satisfy conditions (i), (ii), (iii), and (iv) for G, P, W. 
By (i), .TT* C rr(Autn(W)) - (2). This is a contradiction. So no such I, R can 
exist and, by minimality of G, we have (*). We deduce that, in all cases, (*) 
holds. 
NowK$M.LetkEK-M.As W<O,(K)<Q, 
W” < O,(K) < Q, 
But, by (*), W” = W. So k E M, a contradiction. The lemma is proved. 
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LEMMA 3.9. l(H) a G. 
Proof. Let L = N(H) and R E S,(L n M). Suppose that R = H. Then 
HE S,(N,(H)) and so HE S,(M). But now, by 3.6(ii), N(H) < M, a contradic- 
tion. So 
R ;f H. (2) 
By 3.7, N(R) < M. SO N,(R) <L n M. Thus R E S,(N,(R)) and SO 
R E S,(L). (3) 
We now consider two cases as N(J(R)) 4 M and N(J(R)) < M. 
Case I. N(J(R)) 4 M. By 3.7, J(R) < H. So e(R) = e(J(R)) < e(H). As 
H < R, e(H) < e(R). Thus e(H) = e(R). As H < R, we have that J(H) = J(R). 
Let R* E S,(N(J(R))), R* > R. Then R* n M 3 R 3 H. So, by 3.7, 
N&R* n M) < R* n M. We deduce that R* < M. 
Suppose that J(R*) < H. Then, since H s R < R*, 
Thus 
e(R*) < e(H) < e(R) < e(R*). 
](R*) = l(H) < l(R) G I@*)- 
So J(H) = J(R) = JR*). So N(R*) < N(J(R*)) = N(](R)). As R* E 
%iW(W~ R* E WV*)) an d so R* E S,(G). As R* < M, by 3.6(ii), 
N(H) < W(H)) = N(l(R*)) < M> 
a contradiction. Thus JR*) 4 H. By 3.7, N(J(R*)) < M. 
Let L* = N(J(R)). Suppose that L * g G. As N(H) 4 M and J(H) = J(R), 
L* 4 M. As W < H, by 3.6(i), 
W < Z(H) < J(H) = J(R) < O,(L*). 
NOW R* E S,(L* n M) and R* E S,(L*). Also E < C(J(R)) <L*. So, by 
3.8, N,,(J(R*)) z& M, a contradiction. So L* = G and J(H) a G. 
Case II. N(J(R)) ,( M. Now, by (3), RE S,(L n M) and R E S,(L). 
Clearly L < M. Also W < H < O,(L) and E < C(H) <L. By 3.8, N,(J(R)) 
< M, a contradiction. 
The lemma is proved. 
LEMMA 3.10. There is an abelian subgroup A of P such that / A 1 = e(P) and 
A 4 O,(G). For such a &group A and my elementg E G - M, (A, E, l(H), g) = G. 
481/59i1-7 
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Proof. Suppose first that no such A exists. Then J(P) < O,(G). But now 
J(P) = JO,(G)) 4 G. As JVa N(J(P)), we have a contradiction. 
Pick such an A. Letg E G - MandL = (A, E, J(H), g). Let R E S,(L n M) 
such that R 3 AJ(H). Then 
e(R) = / A 1 = e(P). 
Suppose that R $ S,(L). Let R* E S,(L), R* 3 R. Then R s N,,(R), so 
that N(R) 4 M. Since W < J(H) < R, R E&‘. So, by maximality of H, 
e(H) 3 e(R), so that 
e(H) = e(R). 
Thus J(H) < J(R). But / J(R)\ < 1 J(H)I. Thus J(H) = J(R). But, by 3.9, 
J(H) < O,(G). So A < J(R) = J(H) < O,(G), in contradiction with the 
choice of A. Thus R E S,(L). 
Suppose that N(J(R)) 4 M. As W < A < J(R), J(R) E x. So e(H) = 
e(J(R)) = e(R) = 1 A 1 = e(P). Thus e(H) = e(R). As R > J(H), J(H) < J(R). 
As I J(R)1 = I J(JW < I I(H J(H) = J(R). But J(H) G O,(G). So 
A < J(R) = J(H) < O,(G), a contradiction. Thus N(J(R)) ,( M. 
Also, as g $ M, L $ M. Now Wg < J(H) < R and Wg # W. So W is not 
weakly closed in R with respect to L. So, by 3.8, L = G. The lemma follows. 
COROLLARY 3.11. M is a maximal subgroup of G. 
Proof. (AJ(H), E) < M. So 3.11 follows. 
LEMMA 3.12. Let V = O,(G), C = C(Z( V)) andX = Z( V)/(Z( V) n Z(G)). 
Then Cl V is a p’-group, X is an elementary abelian group and G/C acts faithfully 
on X. Moreover 
(i) There is an abelian subgroup A of P such that 1 A 1 = e(P) and 
A < O,(G). 
(ii) There is a field K of endomorphisms of X such that X is a vector space 
of dimension 2 over K and thegroup of automorphisms of X induced by G is SL(2, K). 
(iii) There is an integer n such that G/C g SL(2, p”) and j X 1 = pzn. 
(iv) Z(V) = (Z(V) n Z(G)) x [Z(V), Gl. 
Proof. Now C a G. For K < G, let if = KC/C. By 3.6(i), W < Z(H) < 
J(H). By 3.9, W < O,(G) < P. So W < Z(V) and C < C(W) < M. By 3.10, 
M is a maximal subgroup of G. Clearly P E S,(E). 
Choose A < P in accordance with 3.10. Then 2 # 1 and 2 is abelian. Also, 
by 3.10, as EJ(H) < C, if FE G --M then G = (2, g). In order to verify -- -- 
Hypothesis I of [8] for G, P, A, M and Z(V), we just have to verify that 
O,(G/C) = 1 and [Z(V), A, A] = 1. 
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Let D = O,(G mod. C) and Q = P n D. By the Frattini argument, G = 
DN(Q) = CQN(Q) = CN(Q). As C < M, N(Q) 4 M. Also, as Q 6 P, 
P < N(Q) and E < N(Q). So A < N(Q) and, by 3.9, J(H) < P. So, by 3.10, 
N(Q) = G. So Q < V < Cand D = C. Also V/ES,(C). So 
C/V is a $-group and O,(G/C) = 1. (4) 
Choose an abelian subgroup A of P such that / A 1 = e(P), A < V and 
1 A n Z( V)l is maximal subject to the preceding conditions. Suppose that 
[Z(V), A, A] # 1. By 7% eorem 4 of [8], there is an abelian subgroup A* of A 
such that / A* 1 = e(P), A n Z(V) $; A* n Z(V) and [A*, A, A] = 1. By 
choice of A, A* < V. Thus Z(V)A* is abelian. So 
I Z(V)A* / = I Z(V)1 I A* i/l Z(V) n A* j d e(P) = / A* j. 
So I Z(V)1 < I .Z(V)n A* /. Thus Z(V) <A* and [Z(V), A, A] = 1, a 
contradiction. So 
[Z(V), A, A] = 1. (5) 
We conclude that G, P,M, A and Z(V) satisfy Hypothesis I. Let A, = A n C. 
Then A&‘(V) is abelian and C,(A) = A. So 
I A I 3 I4,W)I = I4 I I -TM 4, n W’>l = I-4 I I Z(VM Cz~vbW 
Thus 
I AC/C I = I A l/I 4, I 3 I W’)I/I Gd4. 
By corollary 1 of [S], as p is odd, the lemma follows. 
Proof of 3.2, 3.3 and 3.4. We adopt the notation of 3.12. For L < G, let 
L = LC/C and l = L(Z( V) n Z(G))/(Z( V) n Z(G)). By the Frattini argument, 
NC(P) = N(P). Then I?’ admits NC(P). As M 2 G, W $ G and so fi # 1. 
By 3.12(iii), G e SL(2, p”). 
As W < Z(P), m < C,(P). Regard X as a 2-dimensional vector space over K. 
We can suppose that P = {[A y]: a E K} and Ne(P) = FD where D = {[“o ,“-I]: 
a E K - (0)) with respect to some basis Er , ~?a of X. 
Note that (a,) = Cx(P) and that W < (5,). As I@ admits D, 
Lv = Cx(P) = (a,). 
Let D be the pre-image in G of D. Then D < N(W). As W # 1 and 
C,(m) = 1, C,(W) = C. As pn - 1 = 1 D : C j, (pa - 1) divides I N(W) : 
C(W)l. But now (p - 1) divides 1 N(W): C(W)i. 
We deduce that G, P, W do not satisfy the hypotheses of 3.2. So G, P, W 
satisfy Hypothesis 3.1. Now D > C(W). Let h E D - C(W). Then m([ W, h])>, 2 
and, if p = 3, m([W, h]) > 3. So la 3 2 and, if p = 3, n 3 3. It follows that 
pn - 1 is not a power of 2. 
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So there is an odd prime q, a Sylow q-subgroup Q of H and some b E K such 
that Q = ([i-l i]) E S,(D). Now [-y i] E N&D). Let N be the pre-image in G 
of N&D). Then N = DN,(Q). Let t be a 2-element of NN(Q) such that 
t = [_: t]. Then t inverts Q. Also t2 = [-t -3 E Are(P). Thus t2 E N( IV) - C( IV). 
Also t E N(Q) - C(Q). 
As q E x(D/C) and D < N(W), q E +Aut,( IV)) - {2}. As 2 E n(Aut,(Q)), 
G cannot satisfy the hypotheses of 3.3. So G, P, W satisfy the hypothesis of 3.4. 
We deduce that E = O,,(N(P)). 
Also E < D < &I. Thus O,(N(P)) < O,(D) < Q < N(P). As i inverts -- 
Q, Q = [o, t]. So [Q, t] 4 C. As W < V < P, W < Z(V). So, as [Q, t] < D 
and C,(W) = C, [Q, t] 4 C(W). But now q, Q, t satisfy (i), (ii), (iii), and (iv) 
of 3.4. So G cannot be a counterexample to 3.4. 
It follows that G cannot exist. So 3.2, 3.3 and 3.4 are proved. 
4. PRELIMINARY RESULTS 
In this section we will discuss the properties of weakly closed subgroups of 
Sylow subgroups of groups. We will also need to discuss groups which satisfy 
the following hypothesis. 
HYPOTHESIS 4.1. G is a group such that 3 E n(G). Let P be a Sylow 3- 
subgroup of G. Assume that N(P) is solvable and N(P)/PC(P) is nilpotent. 
Assume further that there is a set of primes, r, and a Hall r-subgroup U of 
N(P) such that 3 $7 and, if .% = {X < U: C,(X) # l}, there is a subgroup 
W, , defined for each X E !E, such that the following holds. 
(Al) Wx < Qdz(c~(X))). 
(A2) If g E G such that (W,)Y < P then g E N(P). 
(A3) If n E N(P) such that X” < U then (W,)” = Wxn. 
(A4) If Y < N,(X) and u E N,(X) n N,(Y) then either m([Cw,( Y), u]) 
3 3 or u centralises C”JY). 
In Lemma 4.8 below we will discuss how the above hypothesis can arise. We 
now state what the principal results of this section are. We observe that, as 
1 E 3, W, is defined. 
THEOREM 4.2. Assume Hypothesis 4.1. Set W = WI . Assume further that 
(BI) 2~7r. 
(B2) N(P) = PC(P) U. 
(B3) If T E S,(U) then N(C,(P)) < N(P). 
(B4) Eeach W-invariant 3’-subgroup of G lies in C(W). 
Then P a G. 
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THEOREM 4.3. Assume Hypothesis 4.1. Assume further that 
(Cl) 2ETr. 
(C2) N(P) = PC(P)U. 
(C3) C(a) < N(P) for each a E Px. 
(C4) If q E -IT and v is a q-subgroup of u, then Oqv( V)) < C(V). 
Then G = O,(G) . N(P). 
THEOREM 4.4. Assume Hypothesis 4.1. Set W = W, . Assume further that 
(Dl) ,JT = (2). 
(D2) N(P) = PC(P)U. 
(D3) Each W-invariant 3’-subgroup of G lies in C(W). 
(D4) If V < U then 02(N(V)) < C(V). 
Then P 4 G. 
We now discuss the promised results on weak closure, and other well-known 
results. The first of these is Lemma 2 of [14]. 
LEMMA 4.5. Let G be a group and p be a prime. Assume that G is p-solvable 
and that P is a p-subgroup of G. Then O,(N(P)) 6 O,(G). 
LEMMA 4.6. Let G be a group and p be a prime. Let P be a Sylow p-subgroup 
of G and W be a weakly closed subgroup of P with respect o G. Then the following 
holds. 
(i) If X is a p-subgroup of G such that X > W then N(X) < N(W) and 
W is weakly closed in X with respect o G. Furthermore if W < Z(P) then W < 
-w9 
(ii) If x, y are elements of C(W) that are conjugate in G, then they are 
conjugute in N(W). 
(iii) If X, Y are subgroups of C(W) that are conjugate in G then they are 
conjugate in N(W). 
Proof. Let X be a p-subgroup of G such that X 3 W. Then there is a g E G 
such that Xg < P. Let h = g-r. Let k E G such that Wk < X. Then Wkg, 
Wg < Xg < P. By weak closure of W, k = (kg)h E N(W). So Wk = Wand W 
is weakly closed in X with respect to G. Clearly now N(X) < N(W). 
Suppose W < Z(P). As WQ < P, g E N(W). So h E N(W) and W = Wh < 
Z(Ph). But X < Ph. So W < Z(X). We have (i). 
Let X, Y be non-empty subsets of C(W) and g E G such that Xg = Y. Let 
h = g-l. The W < C(X) n C(Xg), so that W, Wh < C(X), a subgroup of G. 
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Let Q E S,(C(X)) such that Q > IV. Then there is a c E C(X-) such that 
WhC < Q. By (i), W = Whc. So hc E N(W). Set d = c-l. Then dg E N(W). But 
Y = Xg = Xdg. We have (ii), (iii) and the lemma. 
LEMMA 4.7. Let p, q, Y be distinct primes. Let A be a p-group, B be a q-group 
and R be an r-group. Suppose that d(A) 3 2 and that A x B acts as a group of 
operators on R in such a way that R = [R, B]. Then R = ([C,(a), B]: a E A#). 
Proof. Using Theorems 5.1.1 and 6.2.2 of [lo], we find that we may suppose 
0(R) = 1. As R = [R, B], by Theorem 5.2.3 of [lo], C,(B) = 1. But, by 
Theorem 6.2.4 of [lo], 
R = (C,(a): a E A#). 
Let a E A#. As B centralises A, B normalises C,(a). As C,(B) = 1, C,(a) = 
[C,(a), B]. The lemma follows. 
The conditions for the following lemma are derived from situations that 
occur in Section 5. 
LEMMA 4.8. Let G be agroup andp be a prime, p 3 5. Assume that 3 E a(G) 
and G admits an automorphism CL of order p such that F = Co(,) is a nilpotent 
p’-group. Let P be an a-invariant Sylow 3-subgroup of G, 2 = &(2(P)) and 
K = N(P) n F. Assume further that the following holds. 
(a) N(P) = PC(P)K = N(Z). 
(b) N(P) is a solvable group. 
(c) Z is weakly closed in P with respect to G. 
(d) If Q is a non-identity ol-invariant subgroup of P such that Q 3 Cz(ar) 
and Z(K) < N(Q), then N(Q) < N(P). 
Set r = ,(N(P)/PC(P)). Let 7J be an cx-invariant Hall n-subgroup of N(P). 
Let % = {X < U: C,(X) # 11. For X E %, set W, = QI(Z(C,(X))). Then G, 
P, m, U and W, satisfy Hypothesis 4.1. Furthermore N(P) = PC(P)U. 
Proof. By 2.3(i), as p does not divide 1 F 1, p does not divide 1 G /. By (a) 
and (b), N(P) = PC(P)U, N(P) is solvable and N(P)/PC(P) is nilpotent. We 
therefore just have to verify (A2), (A3) and (A4) of Hypothesis 4.1. 
Let X < U. By (a), Theorem 2.4.1 of [15] and Theorem 6.2.2 of [lo], as 
U/C,(P) = UPC(P)/PC(P), which is fixed by 01, 
u = Co(P) * Co(,). (1) 
For X < U, let X* = (C,(P)X) n Cc,(~). Then, by(l), C,(P)X = Co(P)X*. 
So C,(X) = C,(X*). We deduce that, if C,(X) # 1, W, is a-invariant and 
Z(K)-invariant. Also, by Theorem 6.2.2 of [IO], O,(F) < P and so, as F is 
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nilpotent, C,(a) < 2(0,(P)) < Z(P). Thus C,(a) = C,(X*). We conclude 
that Ca(o1) < W, . By (d), N( Wr) < N(P). 
Let g E G such that (W,)g < P. By (a), (c) and 4.6(iii), there is an n E N(P) 
such that (W,)g = (W,)n. So gn-l E N(Wr) < N(P), and g E N(P). We have 
W- 
LetXE%andnEN(P) such that X” < U. Then (Wr)” = $(Z(C,(X)))~ = 
sZl(Z(Cp(X)n)) = sZl(Z(Cp(Xn))) = W,,. We have (A3). 
Let u E U. Then, by (l), C,(P)u = C,(P)u* for some u* E C,(U). Suppose 
that X E 97, Y < N,(X) and u E Nu(X) n N,(Y). Now as with X*, let Y* = 
(C,(P)Y) n C,(a). Then C,(Y) = C,(Y*). Let W = Wxand D = [C,(Y), u]. 
So D = [C,(Y), u*] is an a-invariant subgroup of C,(Y). 
As F is nilpotent and 3 $ r, C,(a) < C,(u*). By Theorem 5.2.3 of [IO], as W 
is abelian, C,(u*) = C,(a) = 1. By the hypothesis of this lemma, p > 5. So 
D = 1 or m(D) > 3. We have (A4). The lemma is proved. 
We now prove some technical lemmas which are used to find the structure of 
a minimal counterexample to 4.2, 4.3 or 4.4. 
LEMMA 4.9. Assume Hypothesis 4.1. Let q be a prime and H be a normal 
q-subgroup of G such that H < N(P), P 4 H and H n P < Z(G). For any 
subgroup K of G, set K = KHIH. 
For X < a, let V, be the pre-image of x and S, = U n V, . If C,(X) # 1, 
let W, = W,, . Then the following holds. 
(i) Hypothesis 4.1 holds for G with P replaced by P, U replaced by 0, W, 
replaced by Wx and rr as before. Also NC(P) = N(P). 
(ii) Let W =-WI (note 1 E 3). Then, if each W-invariant 3’-subgroup of G 
lies in C(W), each W-invariant 3’-subgroup of G lies in Cc(W). 
Proof. We must firstly check that Wx is well-defined. Let X < i7, V = Vx 
and S = Sx . Then V = HS. 
Let R be the pre-image of C,(X). Then R = HQ, where Q = R n P. 
Clearly [Q, S] < P. But 
- - -- 
[Q, S] = [HQ, HS] = [C,(x), x] = 1. 
SO [Q,S]<PnH<Z(G). Also [Q,S]<PnH<PnR<Q. We 
deduce that S normalises Q and [Q, S, S] = 1. By Theorem 5.3.6 of [lo], as 
3$7r, [Q,S] = 1. So 
C,(X) = R = & < C,(S) 6 Cp(S) = C,(X). 
So we have proved that 
C,(X) = C,(S) = c&%d (2) 
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We deduce that, if C,(x) # 1, C,(S) # 1. So S E 3 and W, is defined. 
Hence Wx is well-defined. 
Now P E S&HP). So, if N is the pre-image in G of NC(~), HP 4 N and, by 
the Frattini argument, N = HPN(P) = HN(P). So 
m = NC(~) = N(P) 
-- 
(3) 
As H < N(P), H < PC(P). So, as PC(P) < PC,-JP), by(3), Nc(P)/PCc(P) --- 
is a homomorphic image of N(P)/PC(P) g N(P)/PC(P). By Hypothesis 4.1, 
N&P)/&Y&P) is nilpotent. By (3), NC(P) is solvable. 
We note that, as P 4 H, 3 E r(c). W e now verify (Al), (A2), (A3) and (A4) 
for G. By (3), u is a Hall rr-subgroup of NC(P). 
Fix X < 0 such that CP(x) # 1 and set S = Sx . Then, by (2) and (Al), 
We now have (Al) for G. 
Let g E G such that ( Wx)g < P. Then (W,)g < HP. But H < N(P). So 
Wsg < P. By (A2), g E N(P). So, by (3), EE N&P). We have (A2) for G. 
Let n E N(P) such that X” < u. Then S” < HU. As H < N(P) and N(P) is 
solvable, there is an h E H such that Ph < U. We deduce that, by (A3) and (2), 
asf% = 1, 
___ - __ 
( wxy = (F&y>, = ( W,)” = (Wp = w+. 
-- 
Set Z = SXi. We want to show that WSn’a = x = Wxe, as this would 
mean that (A3) holds for G. 
But 9% < U n Vp = Z. Also V~R =lVx)n. Let m = n-l. Then 2” < V, 
and 2” is a a-group. As H < N(P) and Vk = x < u, S is a Hall r-subgroup 
of v,. so 
/ZJ = /Z”J <IS/ = ISnhI. 
So , as Snh < Z, Z = Ph. But now G = wz = Wxrt. SO (A3) holds 
for G. 
Let F < N,(X) and u E U such that SE N,(X) n No(F). Set D = 
[C,(F), ti] and E = [Cw,(Sp), u]. We claim that E = D. Let F = Cw,(Sp). 
Then 
Let K be the pre-image in G of C,.JP) and T = P n K. As K < N(P), 
T E S,(K) and T a K. Also, by the same argument that established (2), 
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T < C,(S,). Furthermore T < HUI; . If q # 3 then, as H 6 N(P), Ws E 
S,(HW,) and W, a HW, . So T < W, . If q = 3, H < P. So H < Z(G). 
In any case 
T<(Z(G)nPnH)Ws. (5) 
We deduce that, if H, = Z(G) n P n H, as H0 < C,(Sy), by (4), 
T G C,&)n (f&,Ws) = @&,(SP) = HZ < K (6) 
So T=F. As i?<Dand TES,(K), 
D = [T, u] = [F, ii] = E < D. 
so D = [T, ti] = E. 
Now u normalises K. So, as T = O,(K), I( normalises T = F. By Theorem 
5.2.3 of [IO], as E = [F, u], En Z(G) = 1. As E is a 3-group, 
EnH=l. (7) 
As u normalises Vx and Vy , u normalises S and Sp . We deduce that (A4) 
applies and so E = 1 or m(E) 2 3. By (7), as D = E, either D = 1 or m(D) > 3. 
We have (A4) for G. So Hypothesis 4.1 holds for G and we have (i). 
(ii) is clear if q # 3. Suppose that q = 3. Let B be a w-invariant 3’-subgroup 
of G and B be the pre-image in G of i’?. As q = 3, H < O,(G) < P. So H = 
H n P < Z(G). Then B = H x C where C is a 3’-subgroup of B. But now, 
W normal&es C. 
If each W-invariant 3’-subgroup of G lies in C(W), then C < C(W). So 
B = c < C(W) < C&v). 
We deduce that (ii) holds. The lemma follows. 
LEMMA 4.10. Assume Hypothesis 4.1. Suppose that C(O,(G)) < N(P). Then 
Pg G. 
Proof. Set W = WI (note 1 E 9). Let tl E N(P). Then, by (A3), as 
1” = 1 < U, W = W,, = (WI)” = Wn. So W a N(P). By (A2), W is 
weakly closed in P with respect to G. By (A2), N(W) = N(P). 
BY (Al), W < Z(P) < C&(G)). As W,(G)) < W’), G(O,(G)) = 
O,(C(O,(G))) < G. By 4.6(i), G = N(P). So P 4 G. The lemma is proved. 
We note that the argument of 4.10 also proves 
COROLLARY 4.11. Assume Hypothesis 4.1. Let W = WI . Then W is weakly 
closed in P with respect o G, W < Q,(Z(P)) and N(W) = N(P). 
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LEMMA 4.12. Assume Hypothesis 4.1. Let H < G such that 3 E r(H) and 
W, < H for each X E FE. Suppose that U n H is a Hall m-subgroup of N,(P). 
Set Q = P n H. Then H satisjes Hypothesis 4.1 with P replaced by Q, U replaced 
by U n H and W, , r unchanged. Also NH(Q) = N,(P). 
Proof. Now W < Q. By 4.6(iii) and 4.11, N(Q) < N(P). As PC(P) is 
3-nilpotent, NH(Q) n PC(P) < SC,(Q). So NH(Q)/QCH(Q) is a homomorphic 
image of NH(Q)/(NH(Q) n PC,(P)) E NH(Q) PC,(P)/PC,(P), a subgroup of a 
nilpotent group. So NH(Q)/QCH(Q) is nilpotent. 
As NH(Q) < N(P), Q E S@,(Q)) and so Q E S,(H). Also, as NH(Q) < 
N(P), NH(Q) is solvable. By assumption 3 E r(H). We just need to verify (Al), 
(A2), (A3) and (A4) for H. 
By assumption U n H is a Hall r-subgroup of N,(P). But 
N,(P) G &(p n H) < NH(Q) G NH(P). 
We conclude that 
NH(&) = NH@‘). (8) 
Let9*={X<UnH:Co(X)#l}.AsQ<P,%*C%.By(8), UnH 
is a Hall r-subgroup of NH(Q). 
Clearly (Al) holds for H. Fix X E ?T *. Let h E H such that ( Wx)h < Q. By 
(A2), as Q < P, h E N(P) n H. By (8), h E NH(Q). We have (A2). 
But (A3) and (A4) for H are obvious. By (8), the lemma follows. 
LEMMA 4.13. Assume Hypothesis 4.1. Let X E .5? and suppose that NLT(X) is 
a Hall 7r-subgroup of N(X) n N(P). 
For Y < N,(X) such that C,(X) n C,(Y) # 1, let V, = W,, . Then N(X) 
satis$es Hypothesis 4.1, with P replaced by C,(X), U replaced by N,(Y), W, 
replaced by Vy and r unchanged. Also NN&Cp(X)) = N,(,)(P). 
Proof. Set N = N(X) and Q = C,(X). Now [Np(X), x] < P n X. As 
3 $ T, we conclude that 
NPW = Q- (9) 
But W, < Q. SO, by (A2), N(Q) d N(P). BY (9), Q E WV,(Q)) and so 
Q E WV and 
By (10) and Hypothesis 4.1, NN(Q) . IS solvable. As in the proof of 4.12, 
N,,,(Q)/QCN(Q) is nilpotent. As Q # 1, 3 E T(N). Clearly, by (9) and (lo), 
NdQ) = N,vW (11) 
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So Nu(X) is a Hall ?r-subgroup of N,(P). Let H = NV(X) and Y < H. 
Then 
Cp(XY) = c&k-) n C,(Y) = C,(Y). (12) 
So, if Co(Y) # 1, XY E 9” and I#‘,, is defined. So Vr is well-defined. 
Fix Y < H. By (Al) and (12), 
vr d Q,(Z(CP(XY))) = -Q,(Z(Co(W. 
We have (Al) for N. 
Let n E N such that (V,)” < Q. Then ( Wxr)n < P. So, by (A2) and (1 I), 
n E N(P) n N = NN(Q). We have (A2) for N’. 
Let m E NN(Q) such that Y” < H. Then (XY)m = XY” < U. By (A3), 
We have (A3) for N. 
Let Z $ NH(Y) and h E NH(Y) n NH(Z). Then [CVr(H), Z] = [C,,(Z), h]. 
But h E N,(XY) n NU(Z). So (A4) holds for N. The lemma is proved. 
LEMMA 4.14. Assume Hypothesis 4.1. Let X E 3. Then there is an n E N(P) 
such that NLI(Xn) is a Hall r-subgroup of N(P) n N(X”) and Xn E 9. 
Proof. Let H be a Hall n-subgroup of N(P) n N(X). Then, as N(P) is 
solvable, there is an n E N(P) such that Hn < U. As (N(P) n N(X))” = 
N(P) n N(X”), it follows that U n N(X”) is a Hall r-subgroup of N(P) n 
N(X”). Also X < O,(N(X) n N(P)) < H. SO Xn < Hn < U. Also C,(X”) = 
C,(X)” # 1. Thus X” E 3. The lemma is proved. 
LEMMA 4.15. Assume Hypothesis 4.1. Let W = W, (note 1 E X). Then we can 
suppose that the W, satisfy the following properties. 
(i) If X E X then W, > C,(X). 
(ii) If XE X such that W < C,(X) thetr Wx = W. 
Proof. For XE X, define V, as follows. If W $ C,(X), let V, = Wx * C,(X). 
If W < C,(X), then let I’, = W. 
We just have to verify (Al), (A2), (A3), (A4) for I’, . Fix XE X. By 4.11, 
C,(X) < Q1(Z(P)) n C,(X) < L$(Z(C,(X))). We deduce that, by (Al), 
Vx < f21(Z(Cp(X))). We have (Al) for I’, . By (A2), we have (A2) for V,. 
Let n E N(P) such that X” < U. By 4.11, W a N(P). SO C,(X”) = C,(X)“. 
By (A3), we may suppose that W 4 C,(X). So 
v,, = w,, . C,(X”) = (Wx)” . (C&q)” = (Vx>“. 
We have (A3) for V,. 
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Let Y < Nt,,(X) and u E NU(X) n N,(Y). By (A4), we may suppose 1;1;’ .k 
C,(X’). By 2.3(ii), 
C,(Y) = C,(Y) - (GdX) n C(Y)) = G+==(Y) . G&W. 
By (A4), we may suppose u does not centralise CVx( Y). Also u normalises XY. 
By (A4), it easily follows that (A4) holds for Vx . The lemma is proved. 
LEMMA 4.16. Let a be an integer such that a > 2 and G E PSL(2, 3”). Let 
& be an automorphism of G of order 2. Then C,(E) does not contain a Sylow 3- 
subgroup of G. 
Proof. Suppose that ol centralises a Sylow 3-subgroup R of G. Now there 
is a group H such that H g rL(2,3”) and G 4 H/Z(H). For K < H, let 
if = KZ(H)/Z(H). Then, as H/Z(H) induces Aut(G) on G, there is a 2-element 
t E H such that C,(f) contains R and t $2(H). 
Let L a H such that L g SL(2, 3”) and Q E S,(L . Z(H)) such that Q = R. 
Then [Q, f] = [R, i] = 1. So [Q, t] < Z(H). We deduce that t normalises 
QZ(H), an abelian group. So t normalises Q. But [Q, t, t] = 1. By Theorem 
5.3.6 of [IO], t E C,(Q). 
Let V denote a two-dimensional vector space over GF(39 on which H acts 
naturally, as a group of semilinear transformations. Let $ denote the Frobenius 
automorphism of GF(39 and (T denote the semilinear transformation 
xx H Mx, 
for h E GF(39 and x E V. 
Let M 4 H such that A4 z GL(2,39. Then H = M(u). With respect to 
some basis of V, we may suppose that Q 3 {[f :]: A E GF(39). Let H,, = 
Eij]: b E GF(39 - (0)). Then CH([: t]) = (a)H,Q. It follows that C,(Q) = 
0’ 
So t E Ho < Z(H), in contradiction with the choice of t. So no such ol can 
exist and the lemma is proved. 
LEMMA 4.17. Assume Hypothesis 4.1. Assume further that N(P) = PC(P)U. 
Let W = W, . Then 
(i) If U < C(P) then G = O,,(G) . P. 
(ii) If m(W) < 2 then U < C(W). 
(iii) If P is cyclic then G = O,,(G) . N(P). 
(iv) Suppose that m(W) > 3, Let q E ?I( U) and V < U such that V c 
Z, x Z, . Then there is an x E lrjr such that m(C,(x)) > 2. 
Proof. Suppose that U < C(P). Then 
N(P) = PC(P) = P x O,,(N(P)). 
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By 4.11, W < Z(P) < 2(](P)). By 4.11 and 4.6(i), N(Z(J(P))) = N(P). So 
N(Z(J(P))) is 3-nilpotent. By Theorem 8.3.1 of [lo], G is 3-nilpotent. We have(i). 
Suppose next that rrz( W) < 2. Let u E U. By (A4), m([W, u]) = 0. SO 
U < C(W). We have (ii). 
Suppose that P is cyclic. If W = 1 then, by (A2), G = O,(G) N(P). If 
W # 1 then, by 4.11, W = 52,(P). But, by (ii), as M(W) = 1, U centralises W. 
So, by Theorem 5.2.4 of [lo], U < C(P). By (i), G = O,(G) . N(P). We have 
(iii). 
Suppose that q E V(U) and V < U such that I’ z Z, x Z, . Suppose further 
that C,(X) is cyclic for each x E I’+-. 
Let x,y E V#. Then [C,(x),y] < C,(X). As C,(X) is cyclic, by (A4), 
C,(X) < C,(y). By symmetry of the argument we see that C,(X) = C,(y) 
for each x, y E I’#. 
Fix x E Vs. Then, by Theorem 6.2.4 of [lo], 
w = (C,(y): y E V#) = C,(x). 
As m(W) 3 3, we have a contradiction. So, for some z E I’#, m(C,(z)) 3 2. 
We have (iv) and the lemma. 
LEMMA 4.18. Assume Hypothesis 4.1. Let W = W, . Suppose that C(a) < 
N(P) for each a E W#. Let g E G such that Wg n P # 1. Then g E N(P). 
Proof. Let h = g-l and Y = W n Ph. Then Y # 1 and C(Y) < N(P). 
Also Wh < C(Y) < N(P). So Wh < P. By 4.11, h E N(P) and so g E N(P), 
which proves the lemma. 
LEMMA 4.19. Assume Hypothesis 4.1. Let W = W, , q E m(U) and Q E S,(U). 
Assume further that d(Q) > 2 and Q 4 S,(G). Also assume that the following 
conditions are satis$ed. 
(a) m(W) b 3. 
(b) Whenever 1 # X < Q such that X E ?E and m(C,(X)) > 2, N(X) < 
NW 
(c) WbergEGsuch that WgnP # l,gEN(P). 
Then the following holds. 
(i) d(Q) = 2. 
(ii) Ql(Q) = J&V(Q)) s Z, x Z, . 
(iii) There exists an element x E 52,(Q) such that C,(x) = 1. 
Proof. As U is a Hall rr-subgroup of N(P), Q E S&N(P)). So Q 6 S,(N(Q)). 
We deduce that 
(I) There is a g E N(Q) - Q such that g $ N(P) but ge E Q. 
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We also deduce from 4.17(iv) and (b) that 
(rr) If I/ < p such t at V g Z, x Z, , then there is an x E V# such that 
m(C,(x)) > 2 and C(X) < N(P). So C(V) < N(P). 
Suppose that d(Q) > 3 and let I/ < Q such that V g Z, x E, x E, . By (I) 
and 4.11, Q normalises Wg. So, by a well-known lemma, 
wg = (C,,(V(J: rn(V/V@) < 1). 
It follows from (II) that Wg ,( N(P). So Wg < P. By (A2), g E N(P), a 
contradiction. So d(Q) < 3. As d(Q) 3 2, we have (i). 
Let I’ < Q such that V E Z, x H, . Let H = No(V). Suppose that 
H = C,(V). By (i), V = lJl(H) = SZ,(Z(H)) 4 N,(H). So N,(H) = Hand 
H = Q. So, in order to prove (ii), we may suppose that H 2 C,(V). 
Let K = !&(Z(H)). As d(Q) = 2, &?,(Z(Q)) < K < V. We deduce that, in 
order to prove (ii), we may suppose that 
V > Q,(Z(Q)) = K z 7,. (13) 
If m(C,(K)) > 2, then, by (b), N(K) < N(P). But now, by (13), g E N(P), 
a contradiction. We deduce that m(C,(K)) < 1. By (a), K n C(W) = 1. As, 
by 4.1 I, C,(W) a Q, and, by (13), Co(W) n slz,(Z(Q)) = 1, we have that 
C,(W) = 1. So we have shown that we may suppose (13) holds, m(C,(K)) < 1 
and C,(W) = 1. 
By (II), we can find x E V - K such that m(C,(x)) > 2 and C(x) < N(P). 
Let g be as in (I) and h = g-l. By (c), 
1 = wg n P > C&y n P. 
But C,(Xh)g < C(X) < N(P). So C,(@)Q <P. We deduce that C&x”) = 1. 
Suppose that q = 2. As C,(W) = 1, H is represented faithfully on W. As 
C&z+) = 1 and o(xh) = q = 2, xh inverts W. So xh E K. But, by (13), h 
normalises K. As x $ K, we have a contradiction. So q is odd. 
Set R = Q . (g). We show that we may suppose V 4 R. SetL = &(Z,(Q)). 
If Z(L) g z, x z, ) we choose V = Z(L). Otherwise, as L has exponent q 
and class 2, and d(Q) = 2, L is extra-special of order qs. We conclude that L has 
(q + 1) subgroups isomorphic to 7, x Z, . As L a R, R permutes these 
subgroups and so R normalises one, which we can take to be V. 
AS~EI/T#,C~(V)<Q.AST/~~&XZ,~~~H~C,(V),~R:C,(V)J=~. 
So, as R 3 Q, 
q = 1 R: C,(V)1 = 1 R: Q /. 
So Q = C,(V) and H = C,(V), a contradiction. We conclude that (ii) 
holds. 
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Let V = &n,(Q) g Z, x i& and Y denote the set of subgroups of V of 
order q. Let g be as in (I) and R = Q . (g). By (II), there is an x E V# such 
that C(x) < N(P). So C,(x) = Q. 
Now g permutes the elements of 9. As 1 Y 1 = q + 1 and Cs((x)) = Q, 
there are two orbits of (g) on 9, viz. 8 and ((y}} where / 0 1 = q, (x) E 0 
and y E V. 
Let h E (g) such that C,(x”) # 1. Let T = Wcyh> and k = h-l. Then 
T” < C(x) < N(P). So Tk < P. By (A2), k E N(P). So h E N(P). We conclude 
from (I) that h E Q. So xh = x and we have 
(III) 1f x E 0 - ((x)} then C,(z) = 1. 
We have (iii) and the lemma. 
COROLLARY 4.20. Assume Hypothesis 4.1. Let W = WI , q E r(U) and 
Q E S,(U). Assume further that d(Q) > 2, Q 6 S,,(G) and that the following 
conditions are satisfied. 
(4 m(W) 3 3. 
(b) Whenever 1 # X < Q such that d(C,(X)) > 2 then N(X) < N(P). 
(c) Whenever g E G such that WQ n P # 1 then g E N(P). 
Then the following holds. 
(i) d(Q) = 2. 
(ii) Ql(Q) = Q&Z(Q)) = Z, x Z, . 
(iii) There are elements x, y E Q such that &(Q) = (x, y), P < C(x) and 
C,(Y) = 1. 
Proof. Clearly (i) and (ii) follow from 4.19. We observe that 4.19 applies 
and continue from the proof of 4.19(iii). 
Suppose C,(y) # 1. Let D = W,,, . Let BE 0 - {(x)} and 6 E B#. By 
(III), Cp(b) = 1. So, by (A4), m(Cp(y)) 2 m([G(y>, bl) 2 3. But, by (b), 
C(y) < N(P). Also g E C(y). So g E N(P), a contradiction. We deduce that 
C,(y) = 1. Now, by Theorem 6.2.4 of [lo], 
P = <C,(B): BE 9’). 
We conclude from (III) that P = 17,((x)) = C,(x). As fin,(Q) = (x, y}, we 
have (iii) and the corollary. 
LEMMA 4.21. Let G be a group and q, I, t be primes such that T # t. Let H 
be a normal q-subgroup of G such that H n O,(G) < Z(G). For any subgroup K 
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of G, let if = KHIH. Let R E S,(G) and S b e a t-subgroup of N(R). Suppose that 
H n O,(G) < S and H n O,(G) < Z(G). Then 
(i) NC(S) = N(S). 
(ii) CR(S) = C,(S). 
Proof. Let N be the pre-image in G of N&S). Then HS < N. If t 6 n(H) 
then S E S,(HS). Also, if t E rr(H), H = H n O,(G) < S. So S = HS E S,(HS). 
By the Frattini argument, 
N = HSN(S) = HN(S). 
-- 
So m = NC(s) = N(S). We have (i). 
Let T be the pre-image in G of C,(S). Set U = A n T. If q = Y then H < R. 
We deduce that U E S,(HR). Now [U, S] < [C,(S), S] = 1. So [U, S] < H. 
Now S normalises T and R. So S normal&es U. Now [U, S] < U n H < 
H n O,(G) < Z(G). So [U, S, S] = 1. By Theorem 5.3.6 of [lo], [U, S] = 1. 
so 
C&!7) = i7 < C,(S) < CR(S). 
We deduce that CR(S) = C,(S). We have (ii) and the lemma. 
LEMMA 4.22. Assume Hypothesis 4.1. Suppose that q is a prime different from 3 
such that O,(G) . C(O,(G)) < N(P). Then P 4 G. 
Proof. NOW [O,(G), P] < O,(G) n P = 1. SO P < C(O,(G)) <N(P). But 
now P = O,(C(O,(G))) a G, and the lemma follows. 
We can now prove 4.2. We therefore introduce 
HYPOTHESIS 4.23. G is a minimal counterexample to 4.2. 
We show that F(G) = I. We then argue that SCNa(2) = 4 and that P is 
abelian. We finally show that E(G) g Ls(37, a 3 2, and that there is an 
x E C,(P)# such that x induces an automorphism of E(G) of order 2 which 
fixes a Sylow 3-subgroup of E(G). We th en use 4.16 to get a contradiction. 
LEMMA 4.24. Assume Hypothesis 4.23. Then Z(G) = 1 and O,(G) = 1 for 
each q E n(G) - (2,3}. 
Proof. Let q be a prime. If q E (2, 31, let H = O,(Z(G)). Otherwise let 
H = O,(G). For K < G, let if = KHIH. As P +I G, P $ H. Choose W, in 
accordance with 4.15 and define Wx as in 4.9. --- 
NOW WI = W. SO, by 4.9, G, P, U, Wx, n satisfy Hypothesis 4.1 and (B4). 
Also (Bl) holds for G. By 4.9(i) and (B2), 
- -- -- 
NC(P) = N(P) = PC(P)U = PC,(P)U. 
So (B2) holds for G. 
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Let T E S,(U). Then T E S,(o). By definition of 29, H n O,(G) < O&V(P)). 
By (Bl), T E S,(N(P)). So H n O,(G) < C,(P). By 4.22, (B3) and 4.21(i), 
- - 
Nfl(CT(P)) = N&r(P)) < NW = Nm~ 
Hence (B3) holds for G. So G satisfies the hypotheses of 4.2. If P Q G then 
HP Q G. By (B4), if q # 3,‘H < C(W). By 4.11, H < N(P), and so P c~ HP. 
But, if q = 3, H < P. So P = O,(HP) 4 G, a contradiction. By minimality 
of G, H = 1. The lemma is proved. 
LEMMA 4.25. Assume Hypothesis 4.23. Let W, = (W,: Xf %> and W* = 
(Wt(“>. Let 2 be a 2-subgroup of C(P) such that C(Z) < N(P). Let H z( G 
such that W*Z < H. Then H & N(P). 
Proof. Observe that W* < P. Let Q E S,(H) such that Q 2 W*. By 4.11 
and 4.6(i), N(Q) < N(P). In particular Q = P n H. By (Bl), there is a Hall 
r-subgroup Y of N,(P) such that V > 2. As N(P) is solvable, there is an 
n E N(P) such that Vn $ U. Let K = H”. It follows that L = U n N,(P) is 
a Hall sr-subgroup of N,(P). Also Zn <L and C(P) = C(Z)” <N(P). Also 
W* = W*” < K. So we may suppose H = K, 2% = 2. 
Let S E S,(L). Then there is an m EL such that 2” < S. It follows that 
2” < C(P) n 5 < C,(Q). But now 
C(C,(R)) Q C(P) = C(Z)“” < N(P). 
SO C&,(Q)) G N(p) n H < W,(Q) G N(P). As Q G G(Q)), by the 
Frattini argument, 
N&,(Q)) = G&(Q)) - (NH(Q) n N&'s(QN G %W G NH(Q). 
By 4.12, H satisfies the hypotheses of 4.2. As H Z$ G, Q 4 H and so 
H < N(P). The lemma is proved. 
Fix T E S,(U) and set 2 = &+(2(T)) n C,(P). By (Bl) and the definition 
of U, T E S,(N(P)). 
COROLLARY 4.26. Assume Hypothesis 4.23. Then 
(i) N(Z) ‘< N(P). 
(ii) Let a E Z(P)*. Thw C(a) < N(P). 
(iii) F(G) = 1. 
Proof. By (B3), as P 4 G, 2 # 1. By 4.24, C(Z) s G. But PC,(P) < C(Z). 
So, by 4.25, C(Z) & N(P). By the Frattini argument, as P < C(Z), N(Z) = 
C(Z) . (N(Z) n N(P)) < N(P). We have (i). 
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Let a E Z(P)+. Then PC,(P) < C(a). By 4.24, C(a) 2 G. So, by 4.25, 
C(a) < N(P). We have (ii). 
Suppose that O,(G) f 1. Then Z(P) n O,(G) # 1. By (ii), C(O,(G)) < N(P). 
But now, by 4.10, P 4 G, a contradiction. So O,(G) = 1. 
Now suppose that F(G) # 1. Let q E n@‘(G)). By 4.24, q E (2, 3). By 4.11 
and (B4), O,(G) < N(P). As T E S,(N(P)), O,(G) < T. We deduce that 
PZ < C(O,(G). By 4.24, 4.25 and (i), C(O,(G)) < N(P). By 4.22, P g G, 
which is a contradiction. So F(G) = 1. We have (iii) and the corollary. 
LEMMA 4.21. Assume Hypothesis 4.23. Then 
(9 u/’ 4 CP(U). 
(ii) m(W) 2 3. 
Proof. By (A4), it is enough to prove (i). Suppose W < C,(U). By 4.15, 
we can suppose W, = W for each X E 3. Let 1 # V < T. Then, using the 
notation of 4.25, W* = W < N(V). Also Z < N(V). By 4.26(iii) and 4.25, 
N(V) < N(P). In particular, as T E S,(N(P)), T E &(N(T)) and so T E S,(G). 
Let N be the subgroup of G generated by all the involutions of G. By 4.26(iii), 
as N 4 G, N is not solvable. So, as N(P) is solvable, N 4 iV(P) and so not all 
involutions of G lie in N’(P). We conclude that N(P) is a strongly embedded 
subgroup of G. 
By the main theorem of [5], O(G) is solvable. So, by 4.26(iii), O(G) = 1. By 
the corollary on page 89 of [22], O(N(P)) = 1, a contradiction as P 4 G. Thus 
W $ C,(U) and the lemma is proved. 
LEMMA 4.28. Assume Hypothesis 4.23. Let 1 # X be a 2-subgroup of U such 
that X E 3. Assume further that each W&variant 3’-subgroup of G lies in 
C(W,). Then N(X) < N(P). 
Proof. By 4.14 there is an n E N(P) such that Xn E S and N,(X”) is a Hall 
r-subgroup of N(X”) n N(P). By (A3), W,, = (W,)“. It follows that we may 
suppose X < T and that NV(X) is a Hall P-subgroup of N(P) n N(X). 
Set N = N(X), D = N,(X), Q = C,(X) and adopt the notation of 4.13. 
By 4.13, N, Q, Vr , v satisfy Hypothesis 4.1 and 
NdQ) = N,v(P). (15) 
By (B2), O”(N,(P)) < OR(N(P)) < PC(P). As PC(P) is 3-nilpotent and 
Q E S,(N), On(N,(P)) < QCJQ). As D is a Hall n-subgroup of N,(P), we 
have (B2) for N. 
Now VI = W, . So, by (Bl) and the hypothesis of the lemma, (Bl) and (B4) 
hold for N. We now check (B3) for N. 
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Now 2 < C(P) n U n N 6 C,(Q). So, for S E S,(D), there is a d E D such 
that P < S n C(Q) = C,(Q). So, by 4.26(i) and (15), 
c,(c,(Q)) d C(P) n N = C(Z)d n N G N,(P) = NN(Q). 
So, by the Frattini argument, as Q E S,(C,.,(Cs(Q))), NN(Cs(Q)) < NN(Q). 
So N satisfies the hypotheses of 4.2. By 4.26(iii), N < G. So, by minimality 
of G, and (15), N = NN(Q) < N(P). The lemma is proved. 
COROLLARY 4.29. Assume Hypothesis 4.23. Let 1 # X < T such that 
m(C,(X)) 3 2. Then N(X) < N(P). 
Proof. Choose Wx in accordance with 4.15. Then W, > C,(X). Let B be 
a Wx-invariant 3’-subgroup of G. Then, by Theorem 6.2.4 of [lo], 
B = (C,(a): a E C,(X)+). 
By 4.11 and 4.26(ii), B < N(P). So [B, W,] < B n P = 1. By 4.28, the 
corollary follows. 
LEMMA 4.30. Assume Hypothesis 4.23. Suppose that T $ S,(G). Then 
(i) P is ubeliun. 
(ii) C(u) < N(P) for each u E P#. 
(iii) SCNs(2) = 0. 
Proof. As P $I G, by (B3), C,(P) # 1. If d(T) = 1 then sZ,( T) < C,(P). 
But, by 4.27(ii) and 4.29, N(T) < N(&( T)) < N(P). As T E S,(N(P)), 
T E S,(G), a contradiction. So d(T) > 2. 
By 4.27(ii), 4.29 and 4.18,4.19 applies to T. By 4.19(iii), there is an involution 
t E T such that Cp(t) = 1. So P is abelian. We have (i). By 4.26(ii), we have (ii). 
By 4.19(i), d(T) = 2. Let t be an involution of 2. By 4.25 and 4.26(i), as 
PZ < C(t), C(t) < N(P). Let SE S,(G), S > T. Let A E SCNJS). By 
considering the Jordan canonical form of t acting on O,(A), we see that 
m(C,(t)) > 2. As C(t) < N(P), Cs(t) = T. So, as d(T) = 2, t E CA(t). But 
now A < Cs(t) = T, a contradiction. Thus SCNa(S) = 0 and we havs (iii) 
and the lemma. 
LEMMA 4.31. Assume Hypothesis 4.23. Assume further that T E S,(G). Then 
there is a g E G - N(P) such that Zg < T. 
Proof. Suppose that whenever g E G such that .Zg < T, then g E N(P). As 
T E S,(N(P)), we have 
(I) Let g E G such that 29 < N(P). Then g E N(P). 
Set K = 02(G) * C,(P) and S = T n K. Then SE S,(K). 
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Let t E S and g E K such that tg E S. Then Z, Zg < CK(tg). Let F’ E 
S,(C,(tg)), V > Z. By (I), as Z < V n N(P), iVY( V n N(P)) < V n N(P). So 
V = V n N(P) < N(P). Let c E CK(tg) such that Zgc < V. Then, by (I), 
gc E N(P). As tg = toe, we have proved, 
(II) Let g E K and t E S such that to E S. Then there is an n E N,(P) such 
that to = tn. 
Now C,(P) 4 S. Let D be the pre-image in S of (S/C,(P))‘. Let 8 denote 
the transfer homomorphism K + S/D. Using the notation of Theorem 7.3.3 
of [lOI, 
where $ denotes the natural map S -+ S/D. 
As in 4.13, N,(P)/PC,(P) is nilpotent. For X < N,(P), let x = XPC&‘)/ 
PC,(P). Let 7t E N,(P) and t E T such that tn E T. Then TE Ss(N,(P)). As 
N,(P) is nilpotent, t” = i’, some s E T. So 
t-1p = f..qs 
So, for some a E PC,(P), t-ltn = t-9%. As tn E T, a E C,(P). SO t-ltn E D. 
we deduce that 
(III) If t E T and tt E N,(P) such that t” E T, then tD = t*D. 
By (II), (III) and (16), we see that if t E S, 
te = (t+)l”s’. 
As S E S,(K), tt9 # 1 if and only if tq% # 1. But now C,(P) Q ker 8. So, if 
H = 02(G), 
ker 0 = C,(P) . (ker 0 n H). 
But H/(ker 0 n H) g H ker t9/ker 0, a 2-group. As H = 02(H), ker 0 = K. 
So S = D and (S/C,(P)) = (S/C,(P))‘. We conclude that S = C,(P). 
By 4.25 and 4.26, C(t) < N(P) f or each t E C,(P)*. Let S* = C,(P) n H. 
Then S* E S,(H) and, for each t E S*#, C,,(t) < N,(P). 
Suppose that S* # 1. Then P < C,(S*) < N(P). By the Frattini argument, 
NH(S*) < N,(P). It follows as in the proof of 4.27(i) that O(G) = 1 and N,(P) 
is a strongly embedded subgroup of G. As H g G, O(H) = 1. But now, by the 
corollary on p. 89 of [22], O(N(P)) = 1, a contradiction. So S* = 1. But now 
H = O(H) < O(G) = 1 and G is a 2-group, also a contradiction. The lemma 
follows. 
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LEMMA 4.32. As&me Hypothesis 4.23. Then 
(i) P is abelian. 
(ii) C(a) < N(P) for each a E P#. 
(iii) SCNs(2) = 0. 
Proof. By 4.30, we may suppose T E S,(G). By 4.31, there is a g E G such 
that g $ N(P) but 28 < T. Let u E 2”. By 4.25 and 4.26, C(u) < N(P), so that 
P = O,(C(a)). so PB = O,(C(@)). 
Suppose that C,(ug) # 1. Then (ug) E x and so we can set D = Wcorj . As 
D < C(d), D < Pg. But now, by (A2), g E N(P), a contradiction. So C,(ug) = 1. 
As o(ug) = 2, P is abelian. We have (i). By 4.26(ii), we have (ii). 
Suppose that d(CT(d)) 3 3. Let V < C=(d) such that V is elementary 
abelian of order 8. By a well known lemma, 
Pg = (Cpg(VO): m(V,) = 2). (17) 
Let V, f V such that m(V,) = 2. By 4.17(iv), 4.27, and 4.29, there is an 
x E V,,# such that m(C,(x)) > 2 and C(x) < N(P). Thus C(V,,) < N(P). It 
follows from (17) that Pg < N(P). So Pg = P and g E N(P), a contradiction. 
We deduce that d(Cr(ug)) < 2. 
Using the proof of 4.3O(iii), we have that XX,(T) = 0. As T E S,(G), we 
have (iii) and the lemma. 
LEMMA 4.33. Assume Hypothesis 4.23. Then 
(i) E(G) is simple. 
(ii) m(P n E(G)) > 3. 
Proof. Let E = E(G). Suppose that 3 $ r(E). By 4.11 and (B4), E < N(P). 
But, by Hypothesis 4.1, N(P) is solvable. So E = 1. But now, by 4.26(iii), 
F*(G) = 1. So G = 1, a contradiction. 
Thus 3 E r(E). Let Q = P n E. Then Q E S,(E). Let El be a component of E 
such that 3 E n(E,). Then Q n E1 # 1. By 4.32(ii), as N(P) is solvable, C(E,) is 
solvable. It follows that El = E. By 4.26(iii), E is simple and we have (i). 
By 4.32(i), Q is abelian. Suppose that m(Q) < 2. By 4.32, P < C(Q) < N(P). 
So P = O,(C(Q)) a N(Q) and N(Q) < N(P). By (i), E is not 3-nilpotent. So, 
by Theorem 7.4.3 of [lo], NE(Q) > C,(Q). As Q is abelian and m(Q)< 2, 
1 NE(Q) : C,(Q)1 is even. Thus 1 NE(Q)1 is even. 
Set S = T n NE(Q). Now NE(Q) = N,(P n E) 4 N(P). So SE S,(N,(Q)) 
andsoS#l.Lett~S.Then[W,t]<PnE=Q.Som([W,t])<2.By 
(A4), [IV, t] = 1. So 
w < C(S). (18) 
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Let 1 f X < S. Then W = C,(X). By 4.27(ii), m(C&X)) 3 2. So, by 
4.29, N(X) < N(P). So 
NE(X) = N(P) n E < NE(Q). 
We conclude that NE(Q) is a strongly embedded subgroup of E. But now, by 
the corollary on p. 89 of [22], Q < 0(&(Q)) = 1, a contradiction. So m(Q) > 3 
and we have (ii) and the lemma. 
LEMMA 4.34. Assume Hypothesis 4.23. Let E = E(G) and Q = P n E. Then 
(i) E s PSL(2, 37, a > 2. 
(ii) Let t be an involution of C,(P). Then t induces an automorphism of E 
of order 2 such that Q < (Ye(t). 
Proof. By 4.32, SCrV,(2) = 0. By a result of MacWilliams (See introduction 
of [I l]), a Sylow 2-subgroup of G has sectional 2-rank most 4. By a result of 
Gorenstein and Harada [ 1 l] and a list of known simple groups with a strongly 
3-embedded subgroup compiled by McBride [20], m(Q) < 2 or E g L,(39, 
U,(~Q) or E is of Ree type. By 4.33(ii) and 4.32(i), Q is abelian and m(Q) > 3. 
So Es L,(3”), a > 2. We have (i). 
Let t be an involution of C,(P). By 4.26(iii), F*(G) = E. So, as C(F*(G)) < 
F*(G), t induces an automorphism of E of order 2 by conjugation. As P ,< C(t), 
Q < Cc(t). We have (ii) and the lemma. 
Proof of 4.2. Now 4.34 and 4.16 contradict each other. So no minimal 
counterexample to 4.2 can exist and so 4.2 is proved. 
Wr now prove 4.3. We therefore introduce the following hypothesis. 
HYPOTHESIS 4.35. G is a minimal counterexample to 4.3. 
We use an argument reminiscent of [6]. Noting that 1 E 3, set W = W, . 
LEMMA 4.36. Assume Hypothesis 4.35. Then 
(i) d(P) > 2. 
(ii) Z(G) = O,(G) = 1. 
Proof. (i) is immediate from 4.17(iii). 
Suppose O,(G) # 1. As O,(G) < P, by (C3), C(O,(G)) < N(P). By 4.10, 
P 4 G, a contradiction. So O,(G) = 1. 
Suppose that Z(G) # 1. Let q E r(Z(G)) and H = O&Z(G)). If K < G, let 
x = KHjH. Now H < N(P) and P < H. Let Wz be as in 4.9. By 4.9(i), 
G, P, U, Wx and rr satisfy Hypothesis 4.1. Also N,(P) = N(P). Clearly (Cl) 
holds for G. By 4.9(i) and (C2), 
-- ___ 
N,-(P) = N(P) = PC(P)U = &(P)U. 
We have (C2) for G. 
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Let a E P. By (C3), C(H . (a)) < N(P). So W < C,(H . <a)) = 
Os(C(H * (a))) 4 N(H * (a)). By 4.11 and 4.6(i), N(H * (a)) < N(P). But 
H - (a> a Cc(H - < a mod. H). So Cc(a) < N,(P). We have (C3) for G. > 
Let V be a r-subgroup of 0. Then V < HU. If q = r, H < O,,(N(P)) < U. 
It follows that if V, E S,( U n V) then V, E S,(V). By 4.21(i), NG( VT,) = N( V,). 
So, by (C4), 
We have (C4) for G. 
So, as H # 1, by minimality of G, G = O,(G) . NC(~). As q # 3, H < O,,(G). -- 
Also NC(P) = N(P). So G =0,(G) . N(P). But now G = HO,,(G) N(P) = 
O,(G) N(P), a contradiction. So Z(G) = 1. The lemma follows. 
LEMMA 4.37, Assume Hypothesis 4.35. Then 
(i) U is nilpotent. 
(ii) Let H rf< G such that H n U is a Hull n-subgroup of N,(P) and 
W, < H for each X E S. Suppose that d(P n H) > 2. Then H < N(P). 
(iii) F(G) = 1. 
(iv) G = Oe(G) for each q E n-(G) - (3). 
(v) Let q E r(U) and V < U such that V G Z, x h, . Then there is an 
x E V# such that d(C,(x)) > 2. 
Proof. By (C4) and Theorem 7.4.5 (a) of [lo], U is q-nilpotent for each 
q E r(U). So U is nilpotent and we have (i). 
Let H r< G such that U n H is a Hall rr-subgroup of N,(P), W, < H for 
each X E I and d(P n H) 2 2. Set Q = P n H. By 4.12, H, Q, U n H, W, 
and fl satisfy Hypothesis 4.1. Also N,(P) = NH(Q). 
Clearly (Cl) holds for H. As in 4.12, NH(Q)/QCH(Q) is isomorphic to a 
section of N,(P)/PC,(P). By (C2), N,(P)/PC,(P) is a n-group. So NH(Q)/ 
QC,(Q) is a r-group. As U n H is a Hall n-subgroup of N,(P) = NH(Q), 
(C2) holds for H. 
But, as N,(P) = NH(Q), (C3) and (C4) hold for H. By minimality of G, 
H = O,,(H) . NH(Q). 
By Theorem 6.2.4 of [IO], and (C3), as d(Q) > 2, O,(H) < N(P). As 
NH(Q) = N,,(P), H < N(P). We have (ii). 
By4.36(i), (C3) and Theorem 6.2.4 of [IO], O,,(G) 4 N(P). Let q E r(G) - (3) 
and suppose that O,(G) # 1. Then O,(G) < N(P). Set C = C(O,(G)). Then 
P < C and N,(P) 4 N(P). So U n C is a Hall r-subgroup of N,(P). By 4.36, 
as Z(G) = 1 and d(P) >, 2, C ~ < G and so, by (ii), C < N(P). But now, by 
4.22, Pa G, a contradiction. We deduce that O,,(F(G)) = 1. So, by 4.36(ii), 
F(G) = 1. We have (iii). 
118 BENJAMIN RICKMAN 
Let q E n(G) - (3) and H = O*(G). Then P ,< H. If H < N(P) then 
P = O,(H) g G, a contradiction. So H < N(P). As N,(P) a N(P), U n H 
is a Hall rr-subgroup of N,(P). By 4.36(i), d(P) 2 2. So, by (ii), H = G. We 
have (iv). 
Let q E n(U) and V < U such that V g Z, x Z, . Suppose that C,(x) is 
cyclic for each x E V#. Let x, y E V#. We claim that CP(3c) = C,(y). 
Suppose not and let x, y E V# such that C,(x) # C,(y). We may suppose that 
1 C,(x)1 3 1 C,(y)/. As V is abelian, y normalises C,(x). Also C,(x) # 1, so 
that (x) E Z. Let D = W<z, . Then [D, y] ,( CP(x), a cyclic group. By (A4), 
[D, y] = 1. By (A2), as G is a counterexample, D # 1. So D = QI(C,(x)). By 
Theorem 5.2.4 of [lo], C,(x) < C,(y), a contradiction. The claim is justified. 
Fix x E V#. By Theorem 6.2.4 of [IO], as m(V) = 2, P = C,(x). But, by 
4.36(i), d(C,(x)) 3 2, a contradiction. We deduce that (v) holds. The lemma 
is proved. 
LEMMA 4.38. Assume Hypothesis 4.35. Then thefollowikg holds. 
(i) Let r E V( U) and R E S,.(U). Then R $ S,(G). 
(iii) Let 1 # X < U such that d(C,(X)) 3 2. Then N(X) < N(P). 
Proof. Let Y E V(U) and R E S,(U). If R E S,.(G) then, by (C4), if S is an 
r-subgroup of G, N(S)/C(S) is an r-group. By Theorem 7.4.5 (a) of [lo], 
O’(G) z< G. As 3 $ rr, this contradicts 4.37(iv). So R # S,.(G). We have (i). 
Let 1 # X < U such that d(C,(X)) > 2. Let iV = N(X). By 4.14, we may 
suppose that U n N is a Hall r-subgroup of N,(P). Adopt the notation of 4.13. 
Let Q = C,(X). 
Then N, Q, U n iV, Vr , r satisfy Hypothesis 4.1. Also N,(P) = NN(Q). 
So N satisfies (Cl), (C3) and (C4). But, using the argument of the proof of 4.37 
(ii), (C2) also holds for N. So N satisfies the hypotheses of 4.3. 
By 4.37(iii), N s G. So, by minimality of G, N = O,(N) . NN(Q). But, by 
(C3) and Theorem 6.24 of [lo], as d(Q) = d(Cp(X)) 3 2, G(N) < N,dP). 
So, as N,,,(Q) = N,(P), N < N(P). We have (iii) and the lemma. 
LEMMA 4.39. Assume Hypothesis 4.35. Assume further that C,(U) # 1. Then 
the following holds. 
(i) Let r E 7r( U) and R E S,(U). Then C(R) 4 iV{P) and d(R) = I. 
(ii) C,(U) is cyclic. 
(iii) Let 1 # X < U. Then C,(X) = C,(U). 
Proof. As C,(U) # 1, UE~. Let D = W,. Let YE=(U) and RES,(U). 
Suppose that C(R) < N(P). Then D < C,(R) = O&C(R)) 4 N(R). By (A2), 
N(R) < N(P). But, as U is a Hall subgroup of N(P), R E S,(N(P)). So R E 
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S&V(R)). We conclude that R E S,(G), in contradiction with 4.38(i). So 
C(R) 4 W). 
Suppose that d(R) 3 2. Then, by 4.37(v), there is an x E R+ such that 
d(C,(x)) > 2. But now, by 4.38(ii), C(R) < C(x) <N(P), a contradiction. 
So d(R) = 1 and we have (i). 
Suppose that d(C,(U)) > 2. Then d(C,(R)) > 2. By 4.38(ii), C(R) < 
N(R) < N(P), a contradiction. So CP( U) is cyclic and we have (ii). 
Let 1 # X < U. In order to prove (iii), we may suppose that X is a q- 
subgroup of U, some q E V(U). Let Q E S,(U) such that Q >, X. By (i), 
C(X) 4 N(P). By 4.38(ii), C,,(X) is cyclic. Let P* = C,(X) and C = C,(P*). 
As X < C, C,(C) = P*. By (i) and 4.37(i), U is cyclic. So C a U. Thus U 
normalises P*. But 1 # C,(U) < P*. Then [IV,, u] < P*, a cyclic group. 
By (A4), [IV,, U] = 1. By (A2), as P +Z G, W, # 1. So W, = sZ,(P*) < 
C,,(U). ByTheorem5.2.4of [lo], U = C. So C,(U) < C,(X) = P* < C,(U). 
We conclude that C,(U) = P*. We have (iii) and the lemma. 
We now show that C,(U) # 1. 
LEMMA 4.40. Assume Hypothesis 4.35. Assumefurther that C,(U) = 1. Then 
(i) m(W) > 3. 
(ii) Each W-invariant 3’-subgroup of G lies in C(W). 
(iii) Let T E S,(U). Then C,(P) = 1. 
Proof. As C,(U) = 1 and P # 1, (i) is immediate from (A4). 
Let B be a W-invariant 3’-subgroup of G. By (C3) and Theorem 62.4 of [lo], 
B < N(P). So [B, W] < Bg P = 1, i.e. B < C(W). We have (ii). 
Let T E Sa( U) such that C,(P) # 1. Let N = N(C,(P)). Then P < N. By 
4.37(i), U < N. So, by 4.37(ii) and (iii), N < N(P). It follows that G satisfies 
the hypotheses of 4.2. But now P g G, a contradiction. So C,(P) = 1 and 
we have (iii) and the lemma. 
LEMMA 4.41. Assume Hypothesis 4.35. Assume further that C,(U) = 1. Let 
T E S,(U). Then 
(i) d(T) = 1. 
(ii) If t is an inwolution of T then CJt) = 1. 
(iii) G has no element of order 6 and P is abelian. 
Proof. We apply 4.20. Suppose d(T) >, 2. By 4.38(i), T $ S,(G). By 4.40(i), 
4.20 (a) holds. By 4.38(ii), 4.20 (b) holds. By (C3) and 4.18, 4.20 (c) holds. By 
4.2o(iii), there is an element x E T* such that P < C(x). So C,(P) # 1, in 
contradiction with 4.4O(iii). We have (i). 
Let t be an involution of T. Suppose Cp(t) # 1. If d(C,(t)) > 2 then, by 
4.38(K), C(t) < N(P). But, by (i), <t) = Q,(T). So N(T) < C(t) <N(P). 
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So T E S&V(T)) and so T E S,(G), in contradiction with 4.38(i). We deduce 
that Cp(t) is cyclic. 
As (t) = Q,(T), by 4.37(i), t E Z(U). Let D = W,,, . Now [D, v] < Cp(t), 
a cyclic group. By (A4), [D, U] = 1. But, by (A2), as P $ G, D # 1. 
But C,(U) = 1, a contradiction. So CJt) = 1 and we have (ii). 
By (ii) and Theorem 10.1.4 of [lo], P is abelian. Let g E G such that o( g) = 6. 
Let h = g” and K = g2. Then o(h) = 2 and o(k) = 3 and [h, k] = 1. We may 
suppose k E P. By (C3), h E N(P). By (Cl), as U is a Hall subgroup, T E S,(N(P)). 
So we may suppose h E T. By (ii), k E C,(h) = 1, a contradiction. So G has no 
elements of order 6. We have (iii) and the lemma. 
LEMMA 4.42. Assume Hypothesis 4.35. Then 
(i) E(G) is simple and 3 E a(E(G)). 
(ii) If C,(U) f 1 then P = (P n E(G)) - C,(U). If C,(U) = 1 then 
d(P n E(G)) 2 3. 
(iii) Suppose that L,(39 5 G. Then a < 2. 
(iv) C,(U) # 1. 
(v) S, is involved in E(G). 
Proof. Set E = E(G). If 3 # n(E) then, by (C3), 4.36(i) and Theorem 6.2.4 
of [lo], E < N(P), a solvable group. So E = 1. But now, by 4.37(iii),F*(G) = 1. 
So G = 1, a contradiction. So 3 E r(E). 
Let El be a component of E such that 3 E n(El). As El 4 E 4 G, P n El E 
S,(E,). But, by (C3), as N(P) is solvable, C(E,) < C(P n EJ < IV(P) and 
C(E,) is solvable. So E = El . By 4.37(iii), E is simple. We have (i). 
Let T = P n E and T* = Z(J( T)). Then, by (i), T E S,(E) and T* # 1. By 
(C3), C(T*) < N(P). So W < C,(T*) = O,(C(T*)) 4 N(T*). By 4.11, 
N,(T*) < N(P) n E < N,(T*). SO NE(T) = N,(T*) = N(P) n E. 
By (i) and Theorem 8.3.1 of [lo], N,(T) is not 3-nilpotent. As PC(P) is 
3-nilpotent, NE(T) 4 PC(P). By (C2), n n r(NE( T)) # 0. As N,(T) = 
N(P) n E 4 N(P), U n N,(T) is a Hall rr-subgroup of NE(T). So U n N,(T) 
# 1. Set V = UniV,(T). 
As V <N(P), by Theorem 5.3.5 of [IO], P = [P, V] * C,(V). Also [P, V] < 
P n E. So P = (P n E) . C’,(V). If C,(U) # 1, by 4.39(iii), P = (P n E) * 
C,(U). So suppose that C,(U) = 1 and d(P n E) < 2. 
Now [W, V] < P n E. So m([ W, V]) < 2. By (A4), [W, V] = 1. Let 
1 # X < V. Then W < C,(X) and so d(C,(X)) > 3. By 4.38(ii), N(X) < 
N(P). Let r E Z-(V) and V, E S,( I’). Then NE( V,) < N(P) n E = NE(T). As V 
is a Hall P-subgroup of NE(T), V,. E Sr(N,( I’,)) and so V,. E S,(E). But, by 
(C4), if X < V, , X(AutE(X)) 2 r(Aut,(X)) = {T). By Theorem 7.4.5 (a) of 
[lo], E is r-nilpotent, in contradiction with (i). As V # 1, we conclude that 
d(P n E) > 3. We have (ii). 
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Suppose that L,(39 5 E and a > 3. Let H < E such that HE L,(3”). Let 
Q E S,(H) and X < NH(Q) such that X is cyclic of order 3” - 1. Clearly we 
may suppose that Q < P. But, by 4.11 and (C3), W < C,(Q) = O,(C(Q)) a 
N(Q). So, by (A2), N(Q) < N(P). By (C2), X is a r-group. So, as N(P) is 
solvable, we can suppose that X < U. As a 3 3, 1 X / is not a power of 2. Let 
q E m(X) - (2) and X, E S,(X). Then Aut&X*) g 2, . But, by (C4), as X, < U, 
Aut,(X,) is a q-group. As 1 AutH(X,,)I divides I Aut,(X,)j, we have a contradic- 
tion. We have (iii). 
Recall that T = P n E E S,(E). Let x E T#. Then, by (C3), C,(x) < 
N(P) n E = NE(T). So N,(T) is a strongly 3-embedded subgroup of E. As 
N(P) is solvable, NE(T) is solvable. 
Now suppose that C,,(U) = 1. By 4.41(iii), G has no elements of order 6 and T 
is abelian. By (ii), as C,(U) = 1, m(T) > 3. So, by the main theorem of [25], 
we conclude that E s L,(37, a > 3. This contradicts (iii). So C,(U) # 1 and 
we have (iv). 
Suppose that S, is not involved in E. By (i) and Theorem C of Glauberman 
[7], E G L,(32n+1); L,(q), q = 3, 5(8); U,(2n), n 3 2; L,(2”), n > 2; Janko’s 
simple group of order 175,560 (Ii), or E is of Ree type. By (iii) and the discussion 
on p. 481 of [lo], E g L,(32n+1) and E is not of Ree type. Also, if E s L,(q), 
q = 3, 5 (8) q is not a power of 3. As NE(T) is strongly 3-embedded, using 
McBride’s list [20], we see that T is cyclic. 
It follows that N,(T) has even order. Recall that V = U n N,(T) is a Hall 
r-subgroup of NE(T). By (Cl), I’ has even order. If C,(T) has even order then 
V n C,(T) has even order. By (iv) and 4.39(iii), T < C,(U). By (ii), P = C,(U). 
But now 4.36(i) and 4.39(ii) contradict each other. So C,(T) has odd order. 
Now, by (C3), C,(&(T)) < N(P) n E = NE(T). By Theorem 5.2.4 of [lo], 
we see that C,(&(T)) has odd order, so that E has no elements of order 6. It 
follows that E c$ J1 . It also follows that NE(T) has a Sylow 2-subgroup of 
order exactly 2. So there is an involution t E V. 
We also have that CE(t) has order prime to 3. Also [W, t] < P n E = T, 
a cyclic group. By (A4), [W, t] = 1. So W normalises CE(t). In any case, CE(t) 
contains a Sylow 2-subgroup of E, S, such that S < CE(t). So C,(W) ,( 
S n N(P) = S n N,(T). AS iVE( T) h as a Sylow 2-subgroup of order 2, it 
follows that C,(W) = (t). 
If S is elementary of order 4 then, as C,(W) # 1, S = C,(W) = (t), a 
contradiction. So S is not elementary of order 4 and E c$ L,(q), q = 3, 5 (8). 
Thus E g U,(2”) or L,(2n). 
As W normalises S, W normalises NE(S). Let R E S,(N,(S) . W), R > W. 
Let R* = R n NE(S) E S,(N,(S)). By 4.11 and 4.6(i), R* < P n E = T. As 
E has no elements of order 6, W 4 E. Also R = R*W < P. 
Suppose that R* # 1. It follows that R is not cyclic. So, by (C3) and Theorem 
6.2.4 of [lo], S < N(P) n E = NE(T). So, as (t) E S&V,(T)), S = (t) E 2, , 
a contradiction. So R* = I and NE(S) has order prime to 3. 
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It follows that W normalises a Hall subgroup X of NE(S) of order 2’” - 1. 
Also X acts regularly on sZ,(S)#. It follows that XW acts faithfully on G,(S), 
an elementary abelian 2-group of rank n. Also Co,(s)(W) = (t) s Z? . So, by 
2.17, n = 3. 
If E E Us(2n) then E E U,(8). But now 3 divides 1 NE(S)J, a contradiction. 
We conclude that E r&(8). By 4.37(iii), F(G) = 1. So F*(G) = E and 
G 5 Aut(E) e PrL(2, 8). As P 3 TW and W 4 E, P is isomorphic to a 
Sylow 3-subgroup of lYL(2, 8), a non-abelian group of order 33. Also P = TW. 
By 4.11, P is abelian. This is a contradiction. So E involves S, and we have (v) 
and the lemma. 
LEMMA 4.43. Assume Hypothesis 4.35 and let C = C,(U). Then the following 
holds. 
(i) Let 1 # P,, < P. Then N(P,) < N(P). 
(ii) 2 E 7r( U). 
(iii) Let t be an inwoktion of U. Then C(t) is 3-nil!tent and C E S3(C(t)). 
(iv) Let a E P such that aNcP) n C = 0. Then C(a) < PC(P). 
(v) There is a Sylow 2-subgroup S of G such that N,(P) E S,(U) and 
C < N(S). 
Proof. Let 1 # P, < P. By (C3), W < C,(P,) = O,(C(P,,)) a N(P,,). By 
(A2), N(P,) < N(P). We have (i). 
Suppose that 2 $ ?r( U). Then, by (Bl), N(P) has odd order. By 4.42(v), S, is 
involved in G. Let H, K < G such that K 4 H and H/K s S, . Let L = 
O,s,,(H mod. K). Let P, E S,(L). Then P, # 1. By the Frattini argument, 
H = LN(P,). We may suppose P,, < P. 
By (i), N(P,,) < N(P) and so N(P,) h as odd order. So 1 H : L ( is odd. But 
1 H : L I = 2, a contradiction. So 2 E r(U) and we have (ii). 
Let t be an involution of U. By 4.42(iv), C # 1. By (i), C E S,(Nc(,r(C)) and 
so C E S,(C(t)). As C is cyclic, / N,(,)(C) : C&C)l < 2. But now, by (Cl), as 
U < C(G( U)) < N(G(U)) < N(P), I N(WU)) : C(G(U))l is odd. So 
C < Z(N&C)). By Burnside’s transfer theorem, C(t) is 3-nilpotent. We have 
(iii). 
Let a E P such that aNcP) n C = 0. Suppose that q E 7r and Q E S,(C(a)) such 
that Q # 1. We may suppose Q < U. But now, by 4.39(iii), a E C,(Q) < C, 
a contradiction. So C(a) is a a’-group. By (C2) and (C3), C(a) < PC(P). We 
have (iv). 
Let T E S,(U) and S be a maximal 2-subgroup subject to S 3 T and 
C < N(S). Let VE S,(N(S)) such that V > C. By (i), NV( V n N(P)) < 
VnN(P). So V<N(P). By (ii), T#I. Also [V,T]<SnP=I. So 
V < C,(T). By 4.39(iii), V < C,(U) = C. So V = C E S,(N(S)). 
BY (9, C < Z(N,dC)). So, by B urnside’s Transfer theorem, N(S) is 
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3-nilpotent. Let S* E Sa(Os(N(S))) such that C < N(S*). Then S* > S > T. 
By maximality of S, S* = SE Ss(N(S)). So S E S,(G). 
Certainly C < N(S). Also T = N,(P) E S,(U). We have (v) and the lemma. 
Set C = C,(U). For a E P such that a N(P) n C = 0, let Ya be the collection 
of non-identity 2-subgroups, R, of G such that a E N(R). We show that, for 
some a, Ya # 0. We then consider a maximal element A of $. We show that, 
if u = (2, 3), M = O”‘(N(A)) and K = O,(N(A)) and, for H < N(A), EI = -- 
HKIK, then M/A g SL(2,29, n 3 2. A standard “pushing up” argument 
gives us the required contradiction. 
LEMMA 4.44. Assume Hypothesis 4.35. Then, for some a E P such that o(a) = 3 
and UN(P) n C = 0, there is an R E 9@ such that N(R) involves S, and R 4 N(P). 
Proof. By 4.42(v), there are subgroups H, K of G such that Kg H and 
H/Kg S, . Let L = O,(H mod. K) and R E S,(L). Then R # 1. Also, by the 
Frattini argument, 
H = LN,(R) = KRN-(R) = KN,(R). 
So N,(R)/N,(R) GS S, and we may suppose R g H. Clearly we may also 
suppose P n H E S,(H). 
Suppose R < N(P). By (Cl), we may suppose R 6 U. By 4.39(i) and 4.43(iii), 
H = N(R) < C(SZ,(R)), a 3-nilpotent group, a contradiction, as H involves S, . 
So we have that 
R 4 N(P) and N(R) involves S, . 
Set Q = P n H and suppose that d(Q) 3 2. By (C3) and Theorem 6.2.4 of 
[lo], R < N(P), a contradiction. So Q is cyclic. Clearly Q # 1. Let a E Or(Q)* 
and suppose that uNfP) n C # 0. Then we can suppose a E C. 
By (Cl) and 4.43(i), a is not conjugate to a-l. So Q < Z(N,(Q)). By Burnside’s 
Transfer theorem, H is 3-nilpotent. But H involves S, . This is a contradiction, 
We deduce that uNtP) n C = 0. So R E Ya and the lemma follows. 
Fix a E P such that o(u) = 3 and uNcP) n C = 0 and fix R E Ya such that 
R 6 N(P) and N(R) involves S, . Let A be a maximal member of Ya with 
respect to inclusion such that A > R. 
LEMMA 4.45. Assume Hypothesis 4.35. Let Q E S,(N(A)) such that a E Q. 
Let T E S,(N(A)). Then 
(9 Q d P. 
(ii) Q is cyclic. 
(iii) A is twt a characteristic subgroup of T. 
(iv) A E &(0&N(A)). 
6’) NNAQ) $ CN(A)@). 
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Proof. Now Q n P # 1. By 4.43(i), No(Q n P) < Q n N(P) = Q n P. 
So Q < P. We have (i). 
Suppose that d(Q) > 2. By (C3) and Theorem 6.2.4 of [lo], R < .-i < N(P), 
a contradiction as R 4 N(P). So Q is cyclic and we have (ii). 
Suppose that A is a characteristic subgroup of T. Then N(T) < N(A). So 
T E S,(N( T)) and T E S,(G). By 4.43(v), there is ag E G such that CQ < IV(T) < 
N(A). So there is an 72 E N(A) such that CQn < Q. By 4.42(k), U E %. So 
Wt” < Cg” < Q < P. By (A2), gn E N(P). Also {a) = a,(Q). As C # 1, 
a E Cgn and aNtP) n C # 0, a contradiction. So A is not a characteristic subgroup 
of T. We have (iii). 
Let A* E S,(O,$V(A))) such that Q < N(A*). Then A* > A 3 R. By 
maximality of A, A* = A. We have (iv). 
Suppose that NN(A)(Q) = CNM(Q). Th en, by Burnside’s Transfer theorem, 
N(A) = O,,(N(A))Q. By (iv), we have that A E S,(N(A)). This contradicts (iii). 
So NNtA)(Q) 3 CN&Q) and we have (v) and the lemma. 
LEMMA 4.46. Assume Hypothesis 4.35. Let T E S,(U). Then C,(P) = 1. 
Proof. Assume that C,(P) # 1. By 4.37(i), C,(P) a U. So PU Q N(C,P)). 
By 4.37(ii) and (iii), N(C,(P)) < N(P). So C(T) < N(C,(P)) < N(P). By 
4.42(iv), C =$ 1. But now, by 4.39(i), we have a contradiction. So C,(P) = 1 
and the lemma is proved. 
For H < G, let S(H) denote the largest solvable normal subgroup of H. Let 
(J = {2,3} and M = O”‘(N(A)). Let K = O,,(iV(A)) and Q E S,(N(A)) such 
that a E Q. 
LEMMA 4.47. Assume Hypothesis 4.35. Then 
(i) C(a) and C(Q) have odd order. 
(ii) N(A) is not solwable. 
Proof. By 4.43(iv), C(a) < PC(P). By (Cl) and 4.46, C(P) has odd order. 
So C(a), and hence C(Q), have odd order. We have (i). Now supbose that N(A) 
is solvable. 
Let N = N(A). By 4.45(v), NN(Q) > C,(Q). By 4.45(ii) and (i), NJQ) = 
C,(Q) . (t) where o(t) = 2. By Theorem 6.3.3 of [lo], Q < O,,,,(N). As 
C,.,(Q) is 3-nilpotent, by 4.5 and the Frattini argument, 
N = O,,,,(N) . NN(Q) = Q,(N) . NN(Q) = Q,(N) * Q . (t>. 
By 4.45(iv), A E &(0,,(N)). We d e d uce that A . (t) E S,(N). By 4.45(Z), 
A is not a characteristic subgroup of A . (t). 
Consider A . (a, t). As C,(a) = 1 and <a, t) g D, , by Theorem 8.1 of 
[16], A z V,. So A . (t) g D,. Let SE S,(G) such that S 3 A . (t). Then 
FIXED-POINT-FREE AUTOMORPHISM 125 
C,(A) = A. By a well-known result (cf. p. 35 of [16]), S is dihedral or quasi- 
dihedral. 
By 4.43(v), there is a g E G such that C’g normalises S. So Cg < C(S). By 
(C3), if h = g-l, Rh < N(P). So there is an n E N(P) such that Rhn < U. But, 
by 4.39(i) and 4.43(iii), N(Rhn) < C(Gl(Rhn)), 3-nilpotent group. But N(R) 
involves S, , a contradiction. So N is not solvable and we have (ii) and the lemma. 
LEMMA 4.48. Assume Hypothesis 4.35. Then 
(i) S(M) = O,,(M). 
(ii) C,(Q) is a cyclic Hall subgroup of M. Also C(x) < N(P) for each 
x E C,(Q)“. 
(iii) NM(Q) is dihedral of twice odd order. 
(iv) N,(Q) n S(M) = 1. 
(v) S(M) is nilpotent. In particular S(M) = K x A. 
Proof. By 4.47(ii) and the Feit-Thompson theorem [5], M is not solvable. 
Let Q,, = Q n S(M). Then Q. E S,(S(M)). Suppose that Qs # 1. By the 
Frattini argument, 4.45(i) and 4.43(i), 
M = S(M) NM(Q,,) = S(M) * N,(P). 
As N(P) is solvable, M is solvable, a contradiction. So Q,, = 1 and S(M) < 
QQW 
Now O,,(M) < O,,(N(A)). By 4.45(iv), A E S,(O,t(M)). So, by the Feit- 
Thompson theorem, O,,(M)/A is solvable. So O,(M) Q S(M) and we have (i). 
Let x E C,(Q)+. We show that C(x) < N(P). By (C3) and 4.45(i), x E N(P). 
We can suppose that x is a n-element or x is a &-element. Also, by (C3), we can 
suppose that 3 f o(x). 
If x is a &-element then, by (C2), x E PC(P). By 4.37(iii), C(x) 2 G. We can 
suppose C,(x) is a Hall r-subgroup of NC&P). As x is a 3’-element and 
x E PC(P), x E C(P). So, by 4.37(ii), as P 6 C(x), C(x) < N(P). 
If x is a r-element then there is an n E N(P) such that x” E U. But, by 4.42(iv) 
and 4.39(iii), Qn < CP(x”) = C. But now a NV) n C # 0, in contradiction with 
choice of (1. We deduce that, in all cases, of x E C,(Q)+ then C(x) < N(P). 
Let r E .rr(CM(Q)) and T E S,(C,(Q)). Then 
Q < G,(T) < N(P) n M =G N&Q>. 
By the Frattini argument, as Q E S,(C,(T)), 
(19) 
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By 4.45(ii) and 4.45(v), 
I NM(Q) :CM(Q)1 = 2. (20) 
By 4.47(i), Y is odd. So, by (19) and (20), T E S,(N,(T)) and so T E S,.(M). 
We deduce that 
C,(Q) is a Hall subgroup of M. (21) 
Suppose that d(T) 3 2. Then, by Theorem 6.2.4 of [lo], A < N(P). 
But now R < N(P), in contradiction with the choice of R. So, by 4.47(i), 
C,(Q) has cyclic Sylow subgroups. (22) 
Set N = NM(Q). By (i) and (20), NM(Q) has cyclic Sylow subgroups. By 
Theorem 7.6.2 of [lo], N/F(N) is cyclic. Let r E r(N) - u and T E S,.(N). By 
(20), T E S,(C,(Q)). By (19) and and Theorem 7.5.2 of [lo], as M = OO’(M), 
N = Or(N). We deduce that T <F(N). 
By (20), there is an involution t E NM(Q). But, by 4.45(ii) and 4.47(i), t 
inverts Q. So Q = [Q, t] ,< F(N). By 4.47(i), C,(Q) has odd order. We conclude 
that C,(Q) is cyclic. By (21), we have (ii). 
As 1 N:F(N)I = 2, N = O’(N) f oreachrE?r(N)-uandQ = [Q,t] <N’, 
we deduce that N’ = F(N). As F(N) is cyclic, t acts fixed-point-freely on F(N) 
and N = F(N) * (t) is dihedral. By 4.47(i), we have (iii). 
Let r E ?I(N~(Q) n S(M)) and T* E S,(N,(Q) n S(M)). Then, by (i), 
[T*, Q] < Q n O,,(M) = 1. So T* < C,(Q). By (ii), 
Q d Cw(T*) G NM(Q). 
So, by the Frattini argument, NM(T*) < N,,.,(Q). By (ii), T* E S,(S(M)). 
But now, by the Frattini argument, 
M = S(M) . Nnn(T*) = S(M) . NM(Q). 
But now, by (iii), M is solvable, in contradiction with (i). So NM(Q) n S(M) 
= 1 and we have (iv). 
Now, by (C3) and (iv), 
c~&z) 6 S(M) n N(P) d S(M) n N,(P n M) = S(M) n NM(Q) = 1. 
By Theorem 10.2.1 of [lo], as o(a) = 3, S(M) is nilpotent. By (i), S(M) = 
O,,(M) < O,,(N(A)). By 4.45(iv), A E S,(O,,(M)). So A E S,(S(M)). We 
conclude that S(M) = K x A. We have (v) and the lemma. 
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LEMMA 4.49. Assume Hypothesis 4.35. Then M/S(M) z SL(2,2”), n > 2. 
Proof. For H < M, set f7 = HS(M)/S(M). Then S(n) = F(a) = 1. 
By 4.48(i), &i # 1 and so E(R) # 1. Let N = E(M mod. S(M)). By 4.48(i), 
3 E r(m). Let m* be a component of m such that 3 E n(m*). Let N* be the pre- 
image in M of m*. Then N* 4 N a M. It follows that Q n N* # 1. By 
4.43(i) and 4.45(i), as N(P) is solvable, N,,,(Q n N*) is solvable. By the Frattini 
argument, N = N* . NN(Q n N*). So N/N* is solvable. As N = E(M), 
N=N*, and N=N*. As S(m)= 1, mis simple. So QnN=QnN* 
and, by 4.43(i) and 4.45(i), 
NdQ n N) G M n N(p) G G(Q). (23) 
Clearly N is not 3-nilpotent. By Burnside’s Transfer theorem, NN(Q n N) $ 
C,(Q n N). By 4.45(ii) and (23) th ere is an involution t E N(Q) n N. By 
4.45(ii) and 4.47(i), C,(t) = 1. So, as N 4 M, 
Q = [Q, tl < N. 
By the Frattini argument, M = N . N(Q). As Q * (t) < N,,,(Q) 
1 M : N I = I N&Q) : N,v(Q)l / I NM(Q) : Q * <t>l. 
By 4.48(iii), 1 M : N 1 is prime to 2 and 3. As M = OO’(M), we deduce that 
M = N. (24) 
So M is a simple group. Now Q is a cyclic Sylow 3-subgroup of M. Let 
X < Q such that x # 1 and L be the pre-image in M of NM(X). By 4.48(i), 
X E S,(S(M) * X). By the Frattini argument, as S(M) . X 4 L, 
L = S(M) - X . N&k-) = S(M). NL(X). 
But, by 4.45(i) and 4.43(i), 
WX) < N(p) n L G K,(Q) n L = K(Q). 
We deduce that 
- ___ 
NdJf> = N&U < NM(Q) < NM(&) (25) 
So Nrr;l(Q) = N,(Q). By 4.48(iii) and (iv), NM(Q) is dihedral of twice odd 
order. By (25), Ca(a) < NJ@). So C;(Z) has odd order. Also there is an 
involution i such that t E Na(Q) and f inverts CM(a) = Cm(Q). As m is simple, 
by Theorem 2.2 of [17], M z SL(2,2”), n >, 2 or M z PSL(2, q), q = f5(12). 
Suppose that H g PSL(2, q), q E f5(12). Then q is odd. Let R < R such 
that aef7 andR= A,. Let H be the pre-image in !@ of H. Let H* = 
4W59/1-9 
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O,(H mod. S(M)) and A* be an a-invariant Sylow 2-subgroup of H”. Then 
A* > A > R. But now, by maximality of A, A* = A. So H* = S(JZ)A* = 
S(M), a contradiction. So M g SL(2, 2”), n > 2. The lemma is proved. 
For H < M, let i7 = HK/K. For a p-group X, let J,,(X) be the group 
generated by all elementary abelian subgroups A of X such that m(A) = d(X). 
We now prove 
LEMMA 4.50. Assume Hypothesis 4.35. Suppose that M/S(M) s SL(2, 2”), 
n > 2. Then A is elementary abelian of rank 2n. Let T E S,(N(A)). Then there 
is a normal elementary abelian subgroup B of T such that m(B) = 272 and the 
following holds. 
(i) T = AB. 
(ii) A n B has rank n. 
(iii) A n B = Z(T). 
(iv) Every involution of T lies in A u B. 
Proof. We claim that CA(~) = 1. Let A* < A such that A* = CA(Z). 
Then A* normalises K . (a). We deduce that [A*, a] < A n K . (a) = 1. 
So, by 4.47(i), A* = 1 and so CA(~) = 1. 
By 4.49 and 4.48(iv), M/A z SL(2, 2”). By Theorem 8.2 of [16], A is a direct 
sum of natural SL(2, 2n)-modules. In particular 2 is elementary abelian. 
As K has odd order, a Sylow 2-subgroup of M is isomorphic to a Sylow 
2-subgroup of M. It follows from 4.45(iii) that A is not a characteristic sub- 
group of s for any SE S,(M). Note that T < M and A z 2. 
But, if m(A) > 2n, by Theorem 8.2 of [16], 3 is a characteristic subgroup 
of T, a contradiction. So, as A E A, m(A) = m(d) = 2n. As 2 is not a charac- 
teristic subgroup of T there is a # E Aut(T) such that J* # 2. Set B = &+. -- 
Then BA/A -+ I. Also, as M/A acts naturally on A and 2 n B is centralised 
by BA/A, A n B < Z(T) g (Z,)“. Let B < T such that B = BK/K. Then 
B E B and so B is elementary abelian of rank 2n. Also 
__- 
AnBzAnB<AnB=Z(T)E(Z,)“. 
So 1 A n B / < 2”. As T s T, j T 1 = 23n. By considering 1 AB / we see -- 
that T = AB and A n B g (Z,>“. N ow Z(T) < Z(T) E (Z,)“. AS A n B < 
Z(T), A n B = Z(T) c (h#. W e ave h p roved (i), (ii), and (iii). 
Let t be an involution of T. By(i), t = cb for c E A, b E B. As o(c) and o(b) < 2, 
[c, b] = 1. In order to prove (iv), we may suppose b $ A. So 6 $ d But A is a -- 
natural M/A module. So An B = Cx(bA/A). We deduce that E E An B. So 
cEKBn T = B(Kn T) = B. 
So t = cb E B. We have (iv) and the lemma. 
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LEMMA 4.51. Assume Hypothesis 4.25. Then there is a g E G such that 
CQ < N(A). 
Proof. Let T E S,(N(A)) and n, B be as in 4.50. Let S* E S,(G) such that 
S* 3 T and set S = N,,(T). Let X be an elementary abelian subgroup of T. 
We claim that either X < A or X < B. 
Suppose that X $ A. By 4SO(iv), there is a b E (B n X) - A. Let x E X n A 
Then xb is an involution. By 4.5O(iv), xb E A or xb E B. If xb E A then, as x E A, 
b E A, a contradiction. So xb E B. But now x E B. So Xn A < B. By 4.5O(iv), 
X < B. The claim is justified. 
So S permutes {A, B). So / S : T / = i S : N,(A)1 < 2. If S = T then 
S* = T E S,(G). By 4.43(v), there is a g E G such that C’g < N(T). So 0 
permutes {A, B}. As 0 is a 3-group, Cg < N(A). 
We may therefore suppose / S : T 1 = 2. Let E be an elementary abelian 
subgroup of such that m(E) = d(S). Suppose that E $ T. Let e E E - T. 
Now, as 1 S : T) = 2, / E : En T I = 2. As e I$ N(A), A” = B. Also 
EnT<AorEnT<B.ButEnTTCC,(e)andsoasAe=B,EnT< 
A n B. By 4.5O(ii), m(E n T) < n. So 
272 = m(A) < d(S) = m(E) = m(E n T) + 1 = n + 1. 
So n < 1. But n > 2, a contradiction. We deduce that E < T. We conclude 
that, by 4.50(i), JJS) = Je(T) = AB = T. So T 4 N,*(S) and N,*(S) = S. 
Thus S* = SE S,(G). 
By 4.43(v), there is a g E G such that 
Cg < N(S) < We(S)) = We(T)) = N(T). 
So Cg permutes {A, B}. As C is a 3-group, 0 < N(A). The lemma is proved. 
Proof of 4.3. By 4.51, there is a g E G such that 0 < N(A). So there is 
an n E N(A) such that 0” < Q. By 4.42(iv), C # 1 and a E CF. Also U E 3. 
By 4.45(i), Wug,,, , < Q <P. So, by (A2), gn E N(P). But now aNcP) n C # 0, in 
contradiction with the choice of a. So no minimal counterexample to 4.3 can 
exist. We have proved 4.3. 
We now prove 4.4. We therefore introduce: 
HYPOTHESIS 4.52. G is a minimal counterexample to 4.4. 
We prove 4.4 in essentially the same way that we proved 4.2 and 4.3. Let 
W = W, (note 1 E Z). Observe that U E S,(N(P)). 
LEMMA 4.53. Assume Hypothesis 4.52. Then Z(G) = 1. 
Proof. Let q E n(G) and H = 0,(2(G)). Choose W, in accordance with 
4.15 and assume the notation of 4.9. Clearly H < N(P) and P $ H. 
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-- 
By 4.9(i), G, P, U, Wx , r satisfy Hypothesis 4.1. Also NC(P) = N(P). By 
choice of W, , Wi = W. So, by (D3) and 4.9(ii), (D3) holds for G. 
Clearly (Dl) holds for G. Also, by 4.9(i) and (D2), 
02(N#)) = 02(N(P)) < PC(P) < IQ(P). 
As u E S,(N(P)) = S,(Nc(P)), (D2) holds for G. 
Let p be a 2-subgroup of 0, V be the pre-image in G of r and V, E S,(V). 
By 4.21(i), NG(v) = N( I’,). So 02(Nc(r)) = 02(N(V2)). Now, as H < N(P), 
V < N(P). As V < HU and U E S,(N(P)), it follows that V, < U. So, by 
(D4), 
So (D4) holds for G. 
We conclude that G satisfies the hypotheses of 4.4. As H < N(P), P 4 G. 
By minimality of G, H = 1. We deduce that Z(G) = 1. The lemma is proved. 
LEMMA 4.54. Assume Hypothesis 4.52. Let H s G such that W, < H for 
each X E 2’. Assume further that U IT H is a Sylow 2-subgroup of N,(P). Then 
H < N(P). 
Proof. Set Q = P n H. By 4.12, H, Q, U n H, W, , TI satisfy Hypothesis 
4.1. Also NH(P) = NH(Q). By (D2), as PC(P) is 3-nilpotent, 
02(N&lN < 02(WN n H G PC(p) n H G Q&(Q). 
So (D2) holds for H. We conclude that H satisfies the hypotheses of 4.4. As 
H 2 G, by minimality of G, Q 4 H and H ,( N(P). The lemma is proved. 
LEMMA 4.55. Assume Hypothesis 4.52. Then 
(i) C(a) < N(P) for each a E Z(P)+. 
(ii) F(G) = 1. 
(iii) There is an a E P+ such that C(a) z& N(P). 
Proof. Let a E Z(P)+. In order to show C(a) < N(P), we may suppose that 
C,(a) E S,(C,,+)(a)). Also P < C(a). So, by 4.53 and 4.54, C(a) < N(P). We 
have (i), 
Suppose that O,(G) # 1. Then, as O,(G) < P, O,(G) n Z(P) # 1. By (i), 
C(O,(G)) < C(O,(G) n Z(P)) < N(P). By 4.10, P d G, a contradiction. So 
O,(G) = 1. 
Let q E @‘(G)). By (D3) and 4.11, O,(G) ,< N(P). So, as q # 3, P < 
C(O,(G)). As N(P) n C(O,(G)) 4 N(P), U n C(O,(G)) is a Sylow 2-subgroup 
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of N(P) n C(O,(G)). So, by 4.53 and 4.54, C(O,(G)) < N(P). By 4.22, we have 
a contradiction. We conclude that F(G) = 1. We have (ii). 
Suppose that C(a) < N(P) for each a E P#. By 4.3, G = O,(G) . N(P). 
But, by (D3) and 4.11, O,(G) < N(P). So G = N(P), a contradiction. We 
conclude that (iii) holds. The lemma is proved. 
LEMMA 4.56. Assume Hypothesis 4.52. Suppose that 1 # X < U such that 
m(C,(X)) > 2. Then N(X) < N(P). 
Proof. Let N = N(X). By definition X E .Y and W, is defined. Choose W, 
in accordance with 4.15. Then W, > C,(X). By 4.14, we may suppose that 
N,(X) E &Wiv(W A ssume the notation of 4.13 and set Q = C,(X). 
Then, by 4.13, N, Q, U n N, VY , rr satisfy Hypothesis 4.1. Also NN(Q) = 
N,(P). Clearly (Dl) and (D4) hold for N. As in 4.54, (D2) holds for N. 
Now V, = W, > C,(X). Let B be a VI-invariant 3’-subgroup of N. By 
4.11, 4.55(i) and Theorem 6.2.4 of [lo], B < N(P). So [B, VI] < B n P = 1. 
So B < C( V,). We have (D3) for N. We conclude that N satisfies the hypotheses 
of 4.4. 
By 4.55(ii), N $ G. So, by minimality of G, N = NN(Q) < N(P). The 
lemma is proved. 
LEMMA 4.57. Assume Hypothesis 4.52. Then 
(i) U # 1. 
(ii) G = 02(G). 
(iii) U $ S,(G). 
(iv) W 3X GM. 
(4 m(V) > 3. 
Proof. Suppose that U = 1. By 4.17(i), G = O,(G) * P. By (D3) and 4.11 
O,(G) < N(P). So Pa G, a contradiction. We conclude that U # 1 and w 
have (i). 
NOW P < 02(G). ASP 4 G, P $J 02(G). Also U n 02(G) E S,(N(P) n 02(G) 
So, by 4.54, G = 02(G). We have (ii). 
Suppose that U E S,(G). By Theorem 7.4.5 (a) of [lo] and (D4), as U # 
02(G) Z$ G, in contradiction with (ii). So U I$ S,(G) and we have (iii). 
Suppose that W < C,,(U). By 4.15, we may suppose that W, = W for eat 
X E b. But W < N(U) and U 6 N(U). By 4.55(ii) and 4.54, N(U) < N(P). E 
(Dl), U E S,(N( U)) and so U E S,(G), in contradiction with (iii). So W Q C,( T 
and we have (iv). 
By (iv) and (A4), we have (v) and the lemma. 
132 BENJAMIN RICKMAN 
LEMMA 4.58. Assume Hypothesis 4.52. Then 
(i) P is not abelian. 
(ii) d(U) = 1. 
Proof. (i) is immediate from 4.55(i) and (iii). 
Suppose that d(U) 3 2. By 4.57(iii), U 4 S,(G). We apply 4.19. By 4.57(v), 
4.19 (a) holds. By 4.56, 4.19 (b) holds. By 4.1 I, 4.55(i) and 4.18, 4.19 (c) holds. 
By 4.19(iii), there is an involution x E U such that C,(x) = 1. By Theorem 
10.1.4 of [lo], P is abelian, in contradiction with (i). So, by 4.57(i), d(U) = 1. 
We have (ii) and the lemma. 
Let t denote the unique involution of U. By 4.58(i) and Theorem 10.1.4 of 
[lo], Cp(t) # 1 and so (t) ES. Set W* = W,,, . 
LEMMA 4.59. Assume Hypothesis 4.52. Then the following holds. 
(i) If a E W* - 1 then C(u) < N(P). 
(ii) W* < C,(U). 
Proof. By 4.58(ii), t E Z(U). So, by (A3), U normalises W*. Let a E W* - 1. 
In order to prove (i), we may suppose that C,(a) E Ss(C,(,)(u)). Let X E 3. 
Then,ifX=l,by4.11, W<Z(P)<C(u).IfX#l then,by4.58,tEX. 
By (Al), W, < Cp(t) ,< C(W*) < C(u). By 4.55(ii), C(a) $ G. So, by 4.54, 
C(a) < N(P). We have (i). 
Suppose that m( W*) > 2. Let B be a W*-invariant 3’ subgroup of G. By (i) 
and Theorem 6.2.4 of [lo], B < N(P). So [B, W*] < B f~ P = 1, SO that 
B 6 C( W*). By the same argument as 4.56, we see that C(t) < N(P). 
By 4.58(ii), N(U) ,( C(t) < N(P). But now, as U E &(N(P)), U E S,(N( U)) 
and so U E S,(G). This contradicts 4.57(iii). So m(W*) ,< 1. By 4.58(ii), 
t E Z(U). So, by (A4), W* < C,,(U). We have (iii) and the lemma. 
LEMMA 4.60. Assume Hypothesis 4.52. Then C(u) < N(P) fm each a E P”. 
Proof. For X E %, define V, as follows. If X # 1, let V, = W*. If X = 1, 
let V, = W. We claim that the hypotheses of 4.4 hold with W, replaced by V, . 
It is sufficient to verigy (Al), (A3) and (A4) for Vx when 1 # X E 3. 
If 1 # X E 3 then, by 4.58(ii), t E X. So, by 4.59(ii), W* < C,(X) < Cp(t). 
By (Al), (Al) holds for V, . 
If 12~ N(P) such that Xn < U, by 4.58(ii), tV* = t. By (A3), W* = Wctn, = 
( Wct,)n = (W*)“, So Vxn = W* = (W*)” = (V,)“. So (A3) holds for V, , 
If Y < N,(X) and u E N,(X) n N,(Y) then, by 458(ii), Y < N,((t)) and 
u E N&(t)) n N,(Y). By (A4), we have (A4) for V, . 
So we can suppose W, = W* when 1 # X E .T”. Let a E Cp(t)+. As U 
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normalises Cp(t), we can suppose CU(a) E S&Vc&‘)). Also, by (Al), Wx < 
C(u) for each X E S. By 4.54, C(u) < N(P). We have proved. 
(*) Let a E Cp(t)#. Then C(a) < N(P). 
Let 6 E P+. If nNtP) n Cp(t) # 0 then there is an rz E N(P) such that bn E Cp(t)#. 
By (*), if m = 7t-l, C(b) = C(b”)” < N(P). 
So we can suppose bNfP) n CJt) = 0. As U E S,(N(P)) and, by 4SS(ii), 
(t} = sZ,( U), it follows that C(b) n N(P) h as odd order. By (D2), C(b) n N(P) < 
PC(P), a 3-nilpotent group. So C(b) n N(P) is 3-nilpotent. 
Now W < C(b). Let Q E S,(C(b)) such that Q > W. By 4.11 and 4.6(i), 
as Z(Q) G ZCKQN, Q < P, W < W(Q)) and Nc~-W(Q)N G C(b) n W’)7 
a 3-nilpotent group. 
So NCtP)(Z(J(Q))) is 3-nilpotent. By Theorem 8.3.1 of [lo], C(b) is 3-nilpotent. 
But, by (D3) and 4.11, as W < C(b), O,,(C(b)) < N(P). So, as Q < P < N(P), 
C(b) < N(P). The lemma is proved. 
Proof of 4.4. 4.60 and 455(iii) contradict each other. So no minimal counter- 
example to 4.4 can exist and so 4.4 is proved. 
5. RESULTS ON GROUPS THAT ADMIT AN AUTOMORPHISM OF PRIME ORDER 
We consider groups that satisfy one of the following hypotheses. We Iabe 
important hypotheses sequentially. 
HYPOTHESIS 5.1. G is a group and p is a prime, p 3 5. Assume that G 
admits an automorphism CL of order p and set F = C,(a). Assume that F is a 
nilpotent p’-group. For any prime q, let F, = O,(F). 
Let P be an a-invariant Sylow 3-subgroup of G and K = CNtp)(~). For any 
prime q, let K, = O,(K). Assume further that 
(Al) For any q E V(F) there is one and only one a-invariant Sylow q- 
subgroup of G. 
HYPOTHESIS 5.2. Assume Hypothesis 5.1. Assume further that there is a 
subgroup W < Q,(Z(P)) such that W is a-invariant and 
(A2) N(P) = N(W) = PC(P)K. 
(A3) W is weakly closed in P with respect to G. 
(A4) Either C,(a) = 1 or W G F. 
In Section 6 we shall require the following results. 
THEOREM 5.3. Assume Hypothesis 5.2. Assumefurther that K, < C(P). Then 
G = O,,(G) . N(P). 
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THEOREM 5.4. Assume Hypothesis 5.1. Let H be an a-invariant normal sub- 
group of G such that P < H. Let W be a non-identity or-invariant subgroup of Z(P) 
such that C,(a) = 1. Assume further that 
(a) N(W) = N(P) = N(Z(J(P))) = PC(P)K. 
(b) G(W) = f’C&‘). 
Let q E n(H) - (3) and I?Is( W; q) be the set of maximal W-invariant q-subgroups 
of H. Then the following holds. 
(1) The elements of %I$( W q) are permuted transitively by C,(W). 
(2) There is a Q E &I;( W; q) such that Q is ol-invariant and C,(W) E 
J%(GdW)~ 
(3) W’) = G(W) - P(P) n WQ>>,f~ Q a in (2). 
(4) For Q as in (2), N(P) n N(Q) contains an o-invariant Sylow q-subgroup 
of WY. 
THEOREM 5.5. Assume Hypothesis 5.1. Assume further that 
(a) F3 = 1. 
(b) N(P) = F(N(P))K. 
(c) Whenever His an ol-invariant solvable subgroup of G such that Z(K) < H 
andPnHES,(H),thenPnH(IH. 
Assume further that zf G does not satisfy Hypothesis 5.2, then there is a non- 
empty set rr* of primes, r* _C (2, 3}‘, such that whenever t err* and R is an (Y- 
invariant Sylow r-subgroup of G, then for some subgroup W, of Z(R) n K, 
(d) N(W,) = N(R) = RF. 
(e) W, is weakly closed in R with respect o G. 
(f) If t E v(N(P)/F(N(P))) - (2) such that [O&V(P)), a] # 1, then t E w*. 
Then Pa G. 
THEOREM 5.6. Assume Hypothesis 5.2. Assume further that F = K. Then 
[P, 4 a_ G. 
THEOREM 5.7. Assume Hypothesis 5.2. Assume further that 
(a) F3 = 1. 
(b) Each W-invariant 3’-subgroup of G lies in C(W). 
(c) O(K) < C(P). 
(4 Kz E WW))~ 
Th.enP(lG. 
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5.3 is proved by a method that appears in our thesis [23]. The proof of 5.4 is 
an adaptation of the proof of Theorem 3.1 of [13]. The proofs of 5.5 and 5.6 
will be discussed more fully below. 
In bief, we show that a minimal counterexample G to 5.5 or 5.6 satisfies the 
following hypothesis. 
HYPOTHESIS 5.8. (Bl) G satisfies Hypothesis 5.1. 
(B2) G satisfies the hypotheses of 5.5 or the hypotheses of 5.6. 
(B3) Whenever H is an a-invariant proper subgroup of G such that 
Z(K) < H and P n HE S,(H), then H is solvable and [P n H, a] 4 H. 
(B4) F(G) = 1. 
(B5) P = [P, a] # 1. 
The main results of this section is that no group can satisfy Hypothesis 5.8. 
This is Proposition 5.14. The proof is relatively long and will be discussed 
fully below. 
LEMMA 5.9. Let G be a group and p be a prime. Assume that G admits an 
automorphism OL of order p such that Co( OL is a p’-group. Assume further that G ) 
s’s non-solvable, but that every or-invariant proper subgroup of G is solvable. Finally 
assume that, whenever His a non-identity winvariant normal subgroup of G, G/H 
is solvable. Then G is simple. 
Proof. Clearly G is characteristically simple. So, by Theorem 2.1.4 of [lo], 
G = G, x Gz x **. x G, , where the Gi are isomorphic simple groups. Now 01 
permutes the Gi . By the condition on oc-invariant proper subgroups of G, 01 
acts transitively on the Gi . Clearly we may suppose n = p. 
LetF = {XX+ mm* x~‘-‘: x E Gi}. Then G, g F < C,(a). But C,(o) is solvable, 
a contradiction. The lemma follows. 
LEMMA 5.10. Let G be a group and p be a prime. Assume that G admits an 
automorphism o( of order p such that Co(,) is a nilpotent PI-group. Assume further 
that either G is Se-free or G has no elements of order 6. Then G is solvable. 
Proof. Assume false and let G denote a minimal counterexample. By an 
easy argument, using 5.9, G is simple. Using Theorem C of [7] and the main 
theorem of [251, we see that no counterexample to the lemma appears on their 
lists. The lemma is proved. 
The next lemma is an easy corollary of Theorem 6.2.2 of [lo]. 
LEMMA 5.11. Let G be a group and assume that G admits an automorphism a
of order p such that F = Co(a) is a nilpotent p’-group. Let q E p(G) and Q be an 
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ol-inwariant Sylow q-subgroup of G. Then Q 3 O,(F). Furthermore, ifF < N(Q), 
then the following holds. 
(i) Q is the only or-invariant Sylow q-subgroup of G. 
(ii) If X is an a-invariant q-subgroup of G then X < Q. 
(iii) If H is an ar-invariant subgroup of G then H n Q E S,(H). 
LEMMA 5.12. Let G be a solvable group that satis$es Hypothesis 5.2. Then 
G = O,,(G) . N(P). 
Proof. By Theorem 6.3.3 of [lo], W < O,,,,(G). Let Q = Pn O,<,,(G). 
Then Q E .9,(0,,,,(G)). As W d Q < P, by (A2), (A3) and 4.6(i), N(Q) ,( N(P). 
So, by the Frattini argument, G = O,,,,(G) . N(Q) = O,,(G) . N(Q) = 
O,(G) N(P). The lemma follows. 
We now prove 5.3 and 5.4. 
Proof of 5.3. As K, < C(P), 1 N(P) : C(P)1 is odd. Let P1 < P. Then 
C(P) G WI>. (1) 
Let Pz E S,(C(P,)), Pz > W. By 4.6(i), N(P,) < N(W) = N(P). By the 
Frattini argument, 
NV’,) = Vd * (W’d n NV’)). (2) 
By (1) and (2), / N(P,) : C(P,)/ is odd. By Sylow’s theorem we have that if X 
is a 3-subgroup of G then Auto(X) has odd order. 
Assume that De is involved in G. Let H, K < G such that K a H and 
H/K= D,. Let L = O,(H mod. K) and YE S,(L). Then, by the Frattini 
argument, H = LN,(Y) = KYN,(Y) = KNu(Y). So NH(Y)/NL(Y) ED, 
and 2 E n(Aut,(Y)), a contradiction. So D, and hence S, is not involved in G. 
By 5.10 and 5.12, G = O,(G) . N(P). 
Before proving 5.4, we require a preliminary lemma which will be useful 
later on as well. 
LEMMA 5.13. Assume that G satisfies Hypothesis 5.1. Assume that N(P) = 
(PC(P))K. Let H be an &nvariant subgroup of G such that Q = P n H and 
NH(Q) < N(P). Then NH(Q) = (QCdQN(K n HI and Q E SdW 
Proof. As NH(Q) < IV(P), NH(Q) is 3-closed. So Q = P n HE S,(N,(Q)), 
so that Q E S,(H). 
Let N = NH(Q). Then [N, a] ,< PC(P) = P x O,(N(P)). So [N, a] < 
Q x O,(N). By Theorem 6.2.2 of [lo], N = [N, a] . CN(cx) = (Q x O,(N)) 
(K n N). The lemma follows. 
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Proofof5.4. By Hypothesis 5.1,~ > 5. As C,(CX) = 1 and 1 # W = Ww < 
Z(P), m(W) 3 3. Let V < W such that m(W/V) < 2. We show firstly that 
C,(V) is 3-nilpotent. 
By 5.13, as P ,( H, 
b(p) = W%p)F n W. (3) 
Set L = K n H and C = C,(V) n NH(P). Then PC&‘) < C. So, by (3), 
c = PC,(P)(L n C). 
Let x E (L n C) - C,(W). Th en, as C,(a) = 1, m([W, x]) 3 3. But V < 
C,(X). By Theorem 5.2.3 of [lo], as P < C(V), we have contradicted the 
assumption m(W/V) < 2. So L n C < C,(W) and so, by (b), 
c = PC,(P) = C,(W) = P x O,@yP)). (4) 
Thus C is 3-nilpotent. Let D = C,( Y).Then P < D. As N(P) = N(Z(J(P))), 
%@WJ))) = Wp) = G(V) n h(p) = C. 
So N,(Z(](P))) is 3-nilpotent. By Theorem 8.3.1 of [lo], D = C,(V) is a 
3-nilpotent group, as claimed. 
Let %Zr ,..., V, be the conjugate classes of kI$(W, q), under the action of 
C,(W). We now show that n = 1. 
Suppose that A 3 2. Among all possible choices, let 1 < i, J’ < 12, Q1 E Vi 
and Qa E Vj such that ( Qr n Qa 1 is maximal. Set E = Qr n Qa and S, = NoK(E). 
Then W acts on S,/E and SJE. So there are subgroups VI , Vz of W such that 
1 W : Vi j ,< 3, 1 < i < 2 and CSIIE( Vk) # 1, 1 < 12 < 2. 
Set V = V, n V, . Then m( W/V) < 2 and so C,(V) is 3-nilpotent. Set 
R, = Csk( V), 1 < k < 2. Then R, $ E, 1 < k < 2. As CH( V) is 3-nilpotent, 
Rk G O,G(V) n W&O, 1 <k<2. (5) 
Recall E = Qr n Qa . Set M = E . (O,,(C,(V)) n N,(E)). Then R, < M, 
1 < k < 2. Clearly M is a W-invariant 3’-subgroup of H. Let Tk = ER, , 
1 < k < 2. By Theorem 6.2.2 of [lo], there is an x E C,(W) such that ( TI , T,“) 
is a W-invariant q-subgroup of H. Let Q* E II$(w q), Q* > (TI , Tzx). 
Then,asR,$E,l <k<2,/Q*nQ,j >IE/andIQ*“-‘nQ,I>IEI. 
As x E C,(W), by maximality of 1 E 1, Q* E Vi n gj , a contradiction. So n = 1 
and we have (1). 
It follows from (1) that / FIi(W; q)j divides I C,(W)I. By 2.3(i), p f 1 G 1 
and so p 7 ( PI$(W, q)I. As W = W” and H = Ha, OL permutes the members of 
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kIi(W, 4). So there is a Q E &!I$( W, 4) such that Q = Q. Let Qzu E S,(C,( IV)). 
Then there is an x E C,( IV) such that Qa” ,< Q. But Q,,” E S,(C,(W)). So 
C,(W) E S,(C,( W)). We have (2). 
As Ha G and N(P) = N( IV), N(P) p ermutes the members of &I$( W; q)by 
conjugation. Let 1z E N(P). Then Qn E IIz( IV; 4). So there is a d E C,( IV) such 
that Q” = Q”. So nd-l E N(Q) n N(P). We conclude that N(P) = C,(W) * 
(N(P) n N(Q)) and we have (3). 
By 5.4(2), 5.4(3) and an easy counting argument, we have (4). The result is 
proved. 
We now show that no group can satisfy Hypothesis 5.8. 
PROPOSITION 5.14. No group can satisfy Hypothesis 5.8. 
Until we prove 5.14, suppose not and let G satisfy Hypothesis 5.8. Let $’ 
denote the set of a-invariant normal subgroups H of G such that P < H. For 
HE e let a,, denote the set of Y E rr(Autx(P)) - (3) such that, for some 
x E (Kr n H) - C,(P), [Cp(x), a] # 1. Note that, by (B2), N(P) = PC(P)K. 
Also uH C V(K). 
It is easy to see that if H, L E &’ such that H <L then a,, C uL. We show 
first that a, = 0 for some HE .z?. We then apply 4.2 and 4.3 to such an H in 
order to obtain the desired contradiction. Our first task is to show that G satisfies 
Hypothesis 5.2. 
LEMMA 5.15. Assume that G satisfies the hypotheses of 5.5. Then, there is a 
W < l&(Z(P)) such that W is weakly closed in P with respect to G and N(W) = 
N(P). 
Proof. We require the following. (Note that F3 = C,(a) = 1.) 
(*) Let PO be a non-identity Z(K) . (a)-invariant subgroup of P. Then 
N(P,) < N(P). 
Assume that (*) is false. Let PO be maximal subject to violating (*). Let 
PI = N,(P,). Then PI is a non-identity Z(K) . (a)-invariant subgroup of P. 
Clearly PI > P,, . So, by maximality of PO , N(P,) < N(P). We conclude that 
PI E S,(N(P,)). But now, by (B3) and (B4),as Z(K) < N(P,J, N(P,,) < N(P,) < 
N(P), a contradiction. We have proved (*). 
We can suppose that 5.5(d), (e) and (f) apply. Set W = Ql(Z(P)). By (*), 
N(W) = N(P) = N(](P)). So 
W a WKPN. (6) 
By 5.5 (b), N(W) = C( W)K. Let x E N(W) - C(W). Then x = yz where 
y E C(W) and z E K. So W > [W, X] = [W, z], an a-invariant subgroup of G. 
By Hypothesis 5.1, p’> 5. By 5.5 (a), as W is elementary abelian, 
m([W, ~1) = m([K ~1) > 3. (7) 
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By 3.4, we may suppose that there is an Y E a(Auto( IV)) - {2}, an r-subgroup 
R of G and a 2-element t of G such that 
(9 WWV) d R f WV. 
(ii) t2 E N(W) - C(W). 
(iii) t E N(R). 
(iv) [R tl 4 C(W). 
Let R*= = R* E S,(N(P)). As N(W) = N(P), we may suppose that R < R*. 
BY 5.5 (b), 
[R,4 d [R*,oc] d O,(N(W)) <R. (8) 
So A is a-invariant. Let Sa = S E S,.(G) such that S & R*. 
If R <F then, by 2.2, as F is nilpotent, N(R)/C(R) is an r-group. This 
contradicts (iii) and (iv). So R < F. By (8), as N(W) = N(P) 
[QWW 4 z 1. 
By (iii) and (iv), R z& C(W). So 
(9) 
y~4WWVW'))) - G&3). (10) 
By 5.5 (f), Y E 7r*. 
Let X = [R, tz] and suppose that X # 1. We argue that N(X) < N(P). 
Let Ta = T E S,(N(P)). Then there is an n E N(P) such that (t2)n E T. So, if 
u = (t2)“, by 5.5 (b), u = ulu2 where ai E O,(N(P)) and ue E K, . Now, by 
5.5 (b), WW(W)) . IS nilpotent. So, by Theorem 5.3.6 of [lo] and (i), 
[R, t2] < [O,(N(P)), t2] < [R, t2].So X = [O,(N(P)), t2] and Xn = [O,(N(P)), U] 
= [O,(N(P)), u2] is a-invariant. 
Since X < O,(N(P)), P < N(X). By (B3) and (B4), as X” < O,(N(P)), 
N(X”) < N(P). As J/(X”) = N(X)n, N(X) < N(P). By (iii), t E N(X)< 
N(P). But N(P)/F(N(P)) is nilpotent. So [R,t] <F(N(P)) < C(W), incon- 
tradiction with (iv). So X = 1. 
Recall that there is an n E N(P) such that u = (t”)” E T. By 5.5 (b), u = ulu2 
where ui E O,(N(P)) and ua E K, . Let 2, be the unique involution of (u2). As 
X = 1, [R",u] = 1. So, by (i), [O,(N(P)),u] = 1. So [O,(N(P)),o] = 1. 
Recall that R* = R*a E S,(N(P)). By 5.5 (b), as F is nilpotent, R* = O,(N(P)) . 
K, < CW. 
Also, by (B3), (B4) and (9) 
WY = wXw)))* (11) 
Recall Sa = SE S,(G), S > R*. Then C,(R*) < C,(O,(N(P))) < N(P) A S 
= R*. By (10) and 5.5 (b), Y E w(F). So, by (Al), er EF < N(S). We deduce 
from Theorem 5.3.4 of [lo] that 
s < C(0). (12) 
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Clearly we can suppose that P is not abelian. By Theorem 10.1.4 of [IO], 
C,(U) # 1. Set C = C(v) and P,, = C,(v). Then P, is Z(K)(a)-invariant. By (*), 
N,(P,) < N(P) n c. 
Thus P,, E S,(N,(P,)) and so P,, E S,(C). By (B3) and (B4), P, 4 C. So 
c < N(P). (13) 
But now, by (12), S < N(P). By 5.5 (b), [S, a] < O,(N(P)). By (B3), (B4) 
and (9), N([S, a]) < N(P). As F < N([S, a]), F < N(P). We deduce from 
5.5 (d) that N(W,) = N(S) < N(P). 
Now W, < C(R). By (11) and (i), C(R) < N(P). Let R, E S,(C(R)), R, > W, . 
By 4.6(i), 5.5 (d) and 5.5 (e), 
(14) 
By (14) and the Frattini argument, N(R) = C(R)(N(R,) n N(R)) < N(P). So, 
by (iii), t E N(P). But, by 5.5 (b), N(P)/F(N(P)) is nilpotent. So 
in contradiction with (iv). We conclude that W is weakly closed in P with 
respect to G. The lemma is proved. 
COROLLARY 5.16. G satisfies Hypothesis 5.2. 
Proof. Immediate from (Bl), (B2) and 5.15. 
From now on let W denote an m-invariant subgroup of QJZ(P)) such that 
G, P, W satisfy Hypothesis 5.2. 
LEMMA 5.17. Assume that W <F. Then, if P, is a non-identity Z(K)(a)- 
invariant subgroup of P, N(P,,) ,< N(P). 
Proof. Now W ,< N(P,J. Let PI E S,(N(P,,)), PI > W. By 5.16 and 4.6(i), 
PI < P. So P n N(P,) E S,(N(P,)). By (B3) and (B4), [NJP,,), a] g N(P,,). 
But, by (A4), W < [NJP,), a]. Thus, by 5.16 and 4.6(i), N(P,,) < N(P). The 
lemma is proved. 
LEMMA 5.18. Let n = n(N(P)/PC(P)), 7-J b e an a-invariant Hall r-subgroup 
of N(P), E = {X < U: C,(x) # I} and, for X E SF, let W, = Sr,(Z(C,(X))). 
Then G, P, rr, U and W, satisfy Hypothesis 4.1. Furthermore 2 E x and N(P) = 
PC(P) u. 
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Proof. By (B3), (B4) and (B5), N(P) is solvable. So U exists. By (B2), 
N(P) = PC(P)K. By (B3) and (B4), if 2 = s2,(Z(P)), N(P) = N(Z). We have 
4.8 (a) and 4.8 (b). By 5.16, W < 2. If g F G such that .Zg < P then WY < P. 
So, by 5.16, g E N(P) and Z@ = 2. So 4.8 (c) holds. In order to verify 4.8 (d), 
by 5.17, we may suppose W < F. By 5.16, W < C,(a). Let Q be a non-identity 
Z(K)(a)-invariant subgroup of P such that Q > C=(a). Then Q > Wand, by 
5.16 and 4.16(i), N(Q) < N(P). We have 4.8 (d). 
By 4.8, we just have to show that 2 E V. If 2 $ ?T then, as N(P) = PC(P)K, 
Ka < C(P). By 5.3, G = O,(G) . N(P). Now, by 5.10, O,(G) is solvable. So, 
by (B4), O,(G) = 1 and P g G. By (B4) and (B5), we have a contradiction. So 
2 E r and the lemma is proved. 
LEMMA 5.19. Let q E m(K) - (3) and x E K,* such that C,(x) # 1. Then 
K =F. 
Proof. By (Al), we may suppose F3 = 1. By 5.17, N(C,(x)) < N(P). So 
C,(x) E S,(Nc&C,(x))) and so C,(x) E S,(C(x)). We conclude from (B3) and 
(B4), that 
W,) d C(x) d WC&)) < WY. (15) 
Thus C(K,) < N(P). Let Q” = Q E S,(G). If Q = F, then, by 2.6, G is 
q-nilpotent. So, by Theorem 6.2.2 of [lo], F, < N(P). As O,,(F) < C(K,) < 
N(P), F d N(P). 
So we may suppose that Q > F, . By Theorem 5.3.4 of [lo], Z = [C,(F,), a] 
# 1. By (Al), F < N(Z). By (B3), (B4) and 2.14, Z < O,(C(K,)). 
Let R = iV,.(K,). Then R normalizes [O,(C(K,J), a] = T (say). By (15), 
T < N(P). By 2.14, (B3), (B4) and (B5), T < O&V(P)) and so P ,< N(T). 
As Z < O,(C(K,)), by Theorem 5.3.6 of [lo], 1 f Z < T. So, by (B3) and (B4), 
N(T) < N(P). Thus R < N(P). But now R = Kq. So F, = K, , As, by (15), 
O,,(F) < C(K,) < N(P), F < N(P). The lemma is proved. 
LEMMA 5.20. Let q E n(K) - (2) such that d(K,) 2 2. Let Q be an ar-invuriunt 
Sylow q-subgroup of G and asmme that [Q, a] # 1. Let Y = (O,,(C(x)): x E F,#). 
Then 
(i) K = F. 
(ii) Y is a solvable q’-subgroup of G. 
(iii) Let A ,( F, such that d(A) > 2 and g E G such that A0 < N(Y), then 
g E w7. 
(iv) If q # 3, then P < N(Y). 
(v) If Y # 1 then Y = O&V(P)) and N(Y) = N(P). 
AZso N(Q) < N(P). 
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Proof. By Theorem 6.2.4 of [lo], C,(x) # 1 for some x E K,#. So, by (Al 
and 5.19, we have (i). 
Let 2 = [C,(F,,), a]. Now q E r(F). By (Al) and 5.11, F, ,< Q. By Theoren 
5.3.4 of [IO], 2 # 1. Also, by (Al), F < N(Z). Let x EF,#. By (i) and Theoren 
6.2.2 of [lo], C,(x) E S&C(x)). By (i), Z(K) < C(x). So, by (B3) and (B4), C(x: 
is solvable. Also 2 ,< C(x) and Cc(z)(~) < N(Z). By 2.14, 2 < O&C(x)). Thu: 
O,(C(x)) < C(Z) for each x EF*#. 
By (i) and Theorem 6.2.2 of [lo], NJ,.Z) E S,(iV(Z)). Also Z(K) < F < N(Z) 
So, by (B3) and (B4), as 2 # 1, N(Z) is solvable. By 4.5, O,(C(x)) < O&V(Z)). 
for each x eFg#. Thus Y < O&N(Z)) and so we have (ii). 
Let A < F, such that d(A) 3 2 and g E G such that Ag < N(Y). Then, by 
Theorem 6.2.4 of [lo], 
Y = (C&P): a E A”). (161 
Let Q E A#. We claim that Cr(a”) < O,(C(uQ)). Clearly we may suppose 
Y # 1. By (B4) and (ii), N(Y) < G. By (i) and 5.11, NP( Y) E Ss(N( Y)). Clearly 
Z(K) < F < N(Y). So, by (B3), N(Y) is solvable. Thus, by 2.14,Z < O,(N( Y)). 
Ley Qsa = Qs E S&V(Y)) and X = Z(QJ n O,(N(Y)). Then X # 1. By 
(Al) and Theorem 6.2.2 of [IO], F < N(Q,). Thus Z(K) < N(X). As before 
N(X) is solvable. By 4.5, as Z < N(X), 
Now there is an n E N(Y) such that Ag < Qon. Thus X” < C(a9). As before 
C(a) is solvable. But C(ag) = C(u)g. So C(d) is solvable. Thus, by 4.5, 
C&Z@) S O,QV(Xn)) n C(U~) < O,,(C(U~)) = O,,(C(U))B < Yg. 
By (16), Y < Yg and so g E N(Y). We have (iii). 
Suppose that q # 3. By 4.7 and (B5), 
P = ([C&), a]: x E I&#). 
Let x E K,#. Recall that C(x) is solvable. Then, by (i) and 2.14, [CP(x), a] < 
O,(C(x)) < O,(C(x)) < Y. Thus P < Y and we have (iv). 
Suppose that Y # 1. We note that, by (iii), N(Q,,) < N(Y). So Q,, E S,(N(Qs)) 
and Q0 E S,(G). By (Al) and 5.11, Qs = Q and N(Q) < N(Y). 
If q = 3 then P < N(Y). By (iv), P < N(Y) for any q. So, by (B3) and (B4), 
as F < N(Y), N(Y) < N(P). 
By 4.5 and (i), Y < O&N(P)) = L (say). Also Q < N(Y) < N(P). Now, 
by 2.14, as N(P) is solvable, Z < O&N(P)). So X* = Z(Q) IT O&N(P)) # 1. 
By (Al) and (i), F < N(X*). So, by (B3) and (B4), N(X*) = N(P). Thus 
L = O,,(N(X*)). For any x SF**, C,(x) < O,(N(X*)) n C(x). By 4.5, as 
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X* < C(Q) < C(x), C,(x) < O&C(x)) < Y. By Theorem 6.2.4 of [lo], 
L < Y. Thus Y = L = O,,(N(P)). 
As N(Y) < N(P), N(Y) = N(P). We have (v) and the lemma. 
LEMMA 5.21. Let q E w(F) - (2, 3) and H = O*(G). Let Q be an c&zwuriunt 
Sylow q-subgroup of G. Assume that N(Q) < N(P). Then q # n(Aut,(P)) end 
s?$%* 
Proof. Let R = Q n H. Then R E S,(H) and 
Q B NW. (17) 
Set N = N(K,(R)). We apply Glauberman’s p-factor theorem [9]. Clearly 
we may suppose R # 1. 
By (Al), F < N(Q) < N. As N(Q) < N(P), F < N(P). So, by 5.11, 
N n P E S,(N). By (B3) and (B4), N is solvable. Set Q* = [Q, a]. By 2.14, 
Q* d O,(N). (18) 
By solvability of N(P) and 2.14, Q* < O,(N(P)). As R # 1, by 2.6, Q* # 1. 
Thus, by (B3) and (B4), Pa N(Q*) and so N(Q*) < N(P). By (18), 
O,,(N) < N(Q*) < N(P). w-9 
Suppose that d(F,) 3 2. As F < N(P), d(K,) 3 2. If d(Co.(,)(ol)) > 2, then, 
by 52O(iii), (iv) and (v), N < N(O,(N)) < N(P). If d(Cos,,,,(ar)) < 1 then, by 
2.16, as q is odd, N has q-length 1. Similarly, if F, is cyclic then, by 2.13, N has 
q-length 1. So, by (17), Q f O,,,,(N). By the Frattini argument, (19) and the 
assumption that N(Q) < N(P), 
N = %,,W) NdQ) = O,W3 NdQ) G N(P). 
So, in any case, N < N(P). By Glauberman’s p-factor theorem [9], R < 
N n H = @(N n H) < Og(N(P)). By (B2), N(P)/PC(P) is nilpotent. So 
R < PC(P) and so R < C,(P). But now q $ T(AutH(P)) and so q $ a,. The 
lemma is proved. 
If (~c =#= 0, set H = (&,G O”(G). If uc - 0, set H = G. We will now show 
that a, = 0. Clearly HE &‘. 
COROLLARY 5.22. Let q E a, - {2}. Thaw d(K,) = 1. 
Proof. Now q E v(F) - {2,3). Supp ose that d(K,) 2 2. By 2.6, F, 4 S,(G). 
Thus, by 5.20 and (B5), if Q = Q E S,(G), N(Q) < N(P). So, by 5.21, if 
L = 00(G), q $ (TV. But H <L. As pointed out after the statement of 5.14, 
this means that uH C uL, a contradiction. We conclude that d(K,) = 1, proving 
the corollary. 
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LEMMA 5.23. Assume that W 4 F. Then o, C (2). 
Proof. By (B2), N(P) = PC(P)K. Let q E a, - (2) and Q = Q E S&V(P)). 
By (B2), Q = C,(P)K, . By definition of cr, , q E uG and there is an x E Kg - 
C,(P) such that [CP(x), a] # 1. By 5.22, Q/C,(P) is cyclic. 
Now an,(Q) GS’>/CoW G Qn,(Q/Co(W So
1 z [G(X), 4 < [CS4(Q>h 4. (20) 
As 4~ a,, by 5.19, K = F. By Theorem 6.2.2 of [lo], NP(sZ,(Q)) E Ss(N(sZ,(Q)). 
As q E r(F), it follows that Z(K) < N(G,(Q)). So, by (B3) and (B4), [NP(G1(Q)), a] 
4 N@,(Q)). By (20) and 5.17, as W 4 F, N&(Q)) < N(P). 
So N(Q) < N(P). Thus Q E S&V(Q)) and so Q E S,(G). As q E a, - (2}, 
q E n(F) - (2, 3). Thus, if L = OQ(G), by 5.21, q $ uL . But H <L and so 
0, C oL . This contradiction enables us to conclude that aH C (2). The lemma 
is proved. 
We now obtain the conclusion of 5.23 when W <F. We must show first 
that F3 is cyclic. 
LEMMA 5.24. Suppose W < F. Then F3 is cyclic. 
Proof. Suppose that d(F,) > 2. We proceed in a series of steps. 
(I) Let 1 # Q < Psuch that Q is Z(K) (a)-invariant and O&V(Q)) < N(P). 
Then N(Q) < N(P). 
By (Al), F < N(P). So, by Theorem 6.2.2 of [IO], NJQ) E S&V(Q)). By (B3) 
and (B4), N(Q) is solvable. 
Let R E S&V(Q)), R 2 W. By 4.6~‘) 1 , and 5.16, R = iVp(Q) and W < Z(R). 
By Theorem 6.3.3 of [IO], 
W d R n Q~,,W(Q>) = T (say). 
Clearly T E S,(O,,,,(N(Q))). By 4.6(i) and 5.16, N(T) < N(P). So, by the 
Frattini argument, as O&V(Q)) < N(P), 
proving (I). 
From (I) and 5.20(v), we have 
(II) C(a) < N(P) for each a EF/. Also N(F,) < N(P). 
By 5.10, O,(G) is solvable. So, by 5.3 and (B4), 2 E r(F). Let S” = SE S,(G). 
By (Al), F3 < N(S). So, by (II) and Theorem 6.2.4 of [lo], S < N(P). Let 
L=Os(G)andU=SnL.Wenotethat[U,Fs] ,(PnS= l,soF,<C(U). 
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Let u E lJ# and g EL such that us E U. Then F3 < CL(@). Let k = g-l. 
ThenFar’ < C,(u). AlsoF, < C,(U). Let R = C,(U). As R > F3, by(I) and(H), 
N(R) < N(P). So R E S,(NcL(,~(R)) and so R E S,(C,(u)). We conclude that 
there is a c E C,(u) such that F%C < R < P. 
By 4.6(iii), 5.16 and (II), hc E N(P). So, if d = c-l, dg E N,(P). As ug = z@, 
we have proved 
(III) y U E iY and g EL such that 249 E u, then theYe is an n E N,(P) such 
that UQ = un. 
By (III) and Theorem 7.3.4 of [lo], 
U = U n L’ = U n N,(P)’ G N(P)‘. 
By (B2), N(P) = PC(P)K. So, as K is nilpotent, U < C,(P). But now, by 
5.13 and 5.16, L satisfies the hypotheses of 5.3. Thus L = O,,(L) N,(P). 
But, by 5.10, O,,(L) is solvable. So, by (B4), O,,(L) = 1 and P 4 L. Thus 
P 4 G, in contradiction with (B4). Thus d(F,) = 1 and F3 is cyclic. The lemma 
is proved. 
LEMMA 5.25. Suppose that W < F. Then W = Q,(F,) z Z, . Let L be an 
a-invariant proper subgroup of G such that Z(K) < L. Then R = P n L E S,(L) 
and L is solvable. Also 
(i) L = F(L) IVL( W). 
(ii) L = F(L) N,(P). 
(iii) Let q E r(L). Then [O,(L), w] a L. 
Proof. By 5.16 and (B4), W # 1. By 5.24, W = O,(Fs) g Z, . Clearly now 
W<Z(K)<L. 
Let R E S,(L) such that R 2 W. By 4.6(i) and 5.16, R = P n L. As Z(K) <L, 
by (B3), L is solvable. Thus, by Theorem 6.3.3 of [IO], if U = R n O,,,,(L), 
By 4.6(i) and 5.16, N(U) < N(W). So, by the Frattini argument, 
L = O,*,,(L) N‘(U) = O,,(L) NL(U) = O,(L) NL(W). (21) 
But, by 2.11, [O,,(L), W] <F(L). By Theorem 6.2.2 of [lo], O,,(L) = 
[O,,(L), WJ. (O,,(L) n C,(W)). So, by (21) and 5.16, 
L = [O,,(L), WI NL(W) = F(L) NL(W) = F(L) N,(P), 
proving (i) and (ii). 
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Let q E n(L). As [O,(L), W] a O,(L), [O,(L), W] < F(L). But NL( W, 
normalizes [O,(L), W]. So, by (i), [O,(L), W] 4 L. We have (iii) and the 
lemma. 
LEMMA 5.26. uH C (2). 
Proof. By 5.23, we may suppose W ,< F. Let q E uH - (2). As a, _C uG , 
q E uo - (2}. By (B2), N(P) = PC(P)K so that q E r(F). Let Q = Q E S,(G) 
and R = N,(P). 
By (Al),F < N(Q). So, by Theorem 6.2.2 of [IO], R E S&N(P)). AsF < N(Q), 
W < N(Q). So 
W G N(Q) and [W,R] <PnQ = 1. (22) 
Suppose that C,(P) # 1. As K < N(R), Z(K) normalizes C,(P). So, by 
(B3), (B4) and (B5), C(R) < N(C,(P)) < N(P). So C,(R) < Q n N(P) = R. 
But now, by (22) and Theorem 5.3.4 of [lo], Q < C(W). By 5.16, Q <N(P). 
Also Q = R and C(Q) < N(P). Thus F(N(Q)) < N(P). But now, by(22) and 
5.25(ii), N(Q) < N(P). Let L = O*(G). 
As q E r(F) - (2, 3}, by 5.21, q $ uL. But H < L and so a, C uL, a contradic- 
tion. So C,(P) = 1. By (B2), N(P) = PC(P)K. By 5.25, F3 # 1. SO, by (Al), 
K = F. We have proved 
R = F, E S,(N(P)) and C,(P) = 1. (23) 
As q E o,, there is an x E K,# such that [Ca(x), a] # 1. Let N be a maximal 
or-invariant subgroup of G such that N > C(X). By 5.22, we may suppose 
x E Ql(F,) g Z, . By Theorems 5.3.4 and 5.3.6 of [lo], 
1 # [C,(x), a] = [Co(x), (~9 a] < N. (24) 
So N # N(P). Let T = P n N. By (Al) and Theorem 6.2.2 of [lo], T E S,(N). 
Also, as x E F, and F, is cyclic, 
F < C(x) < N and T E S,(N). (25) 
By (B3), N is solvable. So, by 2.14 and (24), [Co(x), a] ,< O,,(N). By 2.14, 
1 # [C,(x), CX] < O,(N). Suppose that O,(N) n F3 # 1. By 5.24 and 5.25, 
W = &(F,) < O,(N). So, by 5.16 and (24), [Co(x), CX] < R. But now (23) and 
(24) contradict each other. So O,(N) n F3 = 1. Also F < N(T). So, by 2.14, 
[T, a] < O,(N). We have proved that 
1 # [T, 4 = O,(N) and O,(N) n F3 = I. (26) 
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We now argue that Q < N. Clearly we may suppose that x $ Z(Q). As (x) = 
sZ,(F,), Cz(o,(a) = 1. But, by (26), 2.3(ii) and Theorem 10.2.1 of [lo], Z(Q) < 
C(WW 
Let L = N(Z(Q)). By 5.25 and (B4), L is solvable. By (Al), F < NL(P n L). 
So, by 2.14 and (26), O,(N) < O,(L). By 2.14, [Q, a] < O,(L). By (26) and 
maximality of N, N :: N(O,(N)). So, by Theorem 5.3.5 of [lo] and (25), 
Q = [Q, a] *F, < N(O,(N)) . F = N. So, in all cases, Q < N. 
Let M = W(G) and V = Z&(Q n M). We argue that F, n M 1. Clearly 
N(Q) < N(V). Suppose that V # 1. By 5.25, N(V) is solvable. Sow, by 5.16 
and (23), C( W) n O,(N) = F n O,(N) and C(W) n O,(N( V)) = F n O,(N( r)). 
By 2.14, as N and N(V) are solvable, [Q, a] -<, O,(N) n O,(N( V)). As 
W < N n N(V), we find that 1 # [Q, Z] := [O,(N), w] = [O,(N(I/)), W]. By 
5.25 and maximality of N, N(F) < N([Q, a]) < iV. 
Also, by Glauberman’s p-factor theorem [9], as Q n ME S,(M), Q n :Vl < 
O(N,+,( V)) < O(N). But, by 2.14, [Q, a] := O,(N). So, by 2.6 and Theorem 
6.2.2 of [lo], N/O,(N) is q-nilpotent. Thus Q n M < O,(N). Let X == 
(Q n M) n F. Then, as F < N(P), 
[X, T] < O,(N) n P =: I. 
By (26) and maximality of N, N = N(O,(N)). But now X < N(P) and 
C,,(T) < C,(O,(N)) < Pn N = T. So, by Theorem 5.3.4 of [IO], X < 
F, n C(P). By (23), X = I. So, whether V = 1 or V $- 1, 
F,nM=F,n(QnM)= 1. 
Butnowq$o,.AsH< M,u,CU~, a contradiction. Thus no such q can 
exist and u,, C (2). The lemma is proved. 
We next show that, when 2 E a, , P is not abelian. This means that CP(f) # 1 
for each involution t of N(P). This in turn enables us to show that N(P) contains 
a Sylow 2-subgroup of G. In the case W z& F we get a contradiction using a 
transfer argument. In the case W <F, an argument resembling the proof of 
5.26 enables us to conclude that (3” = 0. 
LEMMA 5.27. Suppose that 2 E uH . Then P is not abelian. 
Procf. Suppose that P is abelian. Then, by (B5) and Theorem 5.2.3 of [lo], 
F3 = 1. Set V = QR,(P). Clearly V is weakly closed in P with respect to G. By 
(B3) and (B4), N(v) = N(P). As P = Z(J(P)), N(P) = N(Z(J(P))). By (B2), 
N(P) =T PC(P)K. Also, by Theorem 5.2.4 of [IO], C(V) = C(P). 
Let q E +G) - (3). Using the notation of 5.4, we have from 5.4(2) that there 
is a Q E I$$( V, q) such that Q = p”. We claim that Q < C(V). 
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As 2~u~C0~, by 5.19, K = I? So Cov(oi) < N(V). As F3 = 1, by 2.14, 
v = [K 4 < o,K?q and so Q < C(V). By 5.4(l), V centralizes every 
V-invariant q-subgroup of G for each q E z-(G) - (3). By Theorem 6.2.2 of [lo], 
each V-invariant 3’-subgroup of G is centralized by V. 
As F3 := 1, by 5.17, 5.16 and what we have proved above, V, G and P satisfy 
the hypotheses of 4.8. Using the notation of 4.8, we have that G, P, rr, U and W, 
satisfy Hypothesis 4.1, W, = V and N(P) = PC(P)U. 
By 5.10, O,(G) is solvable. So, by (B4) and (B5), G # O,(G) N(P). Thus, 
by 5.3, 2 E rr. 
Let Ta = T E S,(N(P)). Suppose that C,(P) # I. As 2 E n(F), by (Al), (B3) and 
(B4), N(C,(P)) <N(P). So, by 4.2, Pa G, in contradiction with (B4) and (B5). 
We conclude that C,(P) = 1. By (B2), N(P) = PC(P)K. So T = K, . But, 
as 2 E a, _C gG , there is an x E K,# such that C,(x) # 1. By 5.19, K = F. So, 
by Theorem 6.2.2 of [IO], C,(x) E S,(C(x)). Also Z(K) < C(x). So, by (B3) and 
(B4), as F3 = 1, C,(x) a C(x). By 5.17, C(x) < N(P). 
Let Sol = SE S,(G) such that 5’ 2 Kz . Then S n N(P) = Kz . So, we 
have that, C,(K,) < C,(x) < 5’ n N(P) = Kz . 
So, by Theorem 5.3.4 of [IO], S < F. But now, by 2.6 and the Feit-Thompson 
theorem [5], G is solvable. By (B4) and (B5), we have a contradiction. The 
lemma now follows. 
LEMMA 5.28. Suppose thatF, # 1. Then Kz E S,(N(P)) and K, n C(P) = 1. 
Proof. Let T3 = T E S,(N(P)) and 9 = SE S,(G) such that S >, T. By 
5.10, O,(G) is solvable. So, by (B4) and (B5), G f O,,(G)N(P). By 5.16 and 
5.3, KS + 1 and so 2 E r(F). So, by (Al), Z(K) normalizes T. 
Suppose that C,(P) -f 1. Then Z(K) ,< N(C,(P)). By (B3) and (B4), 
N(C,(P)) < N(P). So C(T) ,< N(P). Now, by (Al), F3 normalizes T. So 
(F3 , T] < P n T = 1 and F3 < C,(T). 
By 5.16 and 4.6(i), if W < F, then N(C,(T)) < N(P). If W .$ F then, by 
5.17, N(C,(T)) < N(P). So, in all cases, N(C,( T)) < N(P). Thus C,(T) E 
Sa(Nc~T,(CP( T))) and so C,(T) E Sa(C( T)). By the Frattini argument, N(T) = 
WXWX TN n N(T)) G N(p). 
So T E S,(N(T)) and so T E S,(G). So T = S. Let L = 02(G) and U = 
T n L. Then U E S,(L) and U < N,(P). 
Let t E U# and R EL such that tg E U. Then, if h = g-l, F3h < C(t). By (B2), 
N(P) = PC(P)K. So, by Theorem 5.3.5 of [IO], U = [U, a] . C,(u) = 
C,(P) Cu(a). Thus t = zxu where z, E C,(P) and w E C,(a). 
We conclude that Cp(t) = CP(w), a Z(K)(a)-invariant subgroup of P. By 
5.17, if W 4 F, N(Cp(t)) < N(P). So, by 5.16 and 4.6(i) (for the case W ,< F), 
WC&)) G N(P). 
Thus Cp(t) E S3(N(Cp(t)) n C,(t)). So Cp(t) E S,(C,(t)). There is therefore a 
c E C,(t) such that Fp < Cp(t). Set d = c-l. Then, by 5.16 and 4.6(iii), there 
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is an n E N(F) such that ndg E N(F,). As before, N(Fa) < N(P). SO dg E N(P). 
As tg = tag, we have proved 
(*) If g EL and t, t@ E U then there is an n E iVL(P) such that tg = tn. 
By Theorem 7.3.4 of [lo], U = U n L’ = U n N,(P)’ < N(P)‘. By (B2), 
N(P) = PC(P)K. So U < C,(P). By 5.10, O,,(L) < O,(G), a solvable group. 
So, by (B4), O,,(L) = 1. Thus, by (B4) and (B5), L # O,,(L) N,(P). By 5.13 
and 5.16, 5.3 applies to L. So U 4 C,(P), a contradiction. 
We deduce that C,(P) = 1. As N(P) = PC(P)K, T = K, E S.&V(P)) and 
C,(P) = K, n C(P) = 1. The lemma is proved. 
LEMMA 5.29. Suppose that 2 E aH . Then W < F. 
Proof. Suppose that II7 $ F. We prove this lemma in a series of steps, 
ending in a transfer argument. Let TN = T E S&V(P)). 
(I) Let t be an involution of T. Then N(C,(t)) < N(P) and Cp(t) E &(C(t)). 
By 5.27, P is not abelian. So Cp(t) # 1. By (B2), N(P) = PC(P)K. So 
T = C,(P)K, . We d d e uce that t = uv where u E C,(P) and v E K, . So 
Cp(t) = C,(v). We conclude that 1 # C+,(t) = C,(v) is Z(K) . (ar)-invariant. 
By 5.17, WC,(t)) < N(P). So Cp(t> E S3(Ncct)(Cp(t))) and Cp(t) E &(C(t>>. We 
have (I). 
(II) Let t E F,#. Thea C(t) < N(P). Also F3 = 1 and K = F. 
By 5.19, as (sH # 0, K = F. Let x E K,# such that [CP(x), a] # 1. We may 
suppose O(X) = 2. By (I), as Z(K) < C(x), and by (B3) and (B4), [CP(x), a] 4 
C(x). By 5.17, as W 4 F, C(x) < N(P). 
If T = Fz and P = U E S,(G), U > T, then C,(Fz) < C,(x) < Fz. So, by 
Theorem 5.3.4 of [lo], U = F, . So, by 2.6, G is 2-nilpotent. By the Feit- 
Thompson theorem [5], G is solvable. But, by (B4), we have a contradiction. So 
F2 4 S&V(P)). By 5.28, F3 = 1. 
Let t EF~#. Then, in order to show that C(t) < N(P), we may suppose o(t) = 2. 
As K = F, t is an involution of T. By (I), Cp(t) E $(C(t)). Also Z(K) < C(t). 
By(B3)and(B4),asF, = 1, Cp(t) a C(t).So, by(l), C(t) <N(P). Wehave( 
(III) Let t E F,# and g E G such that t@ E T. Then g E N(P). 
We may suppose o(t) = 2. Let h = g-l. By (II), Cp(t@)h < C(t) <N(P). So 
Cp(tg)h < P. By 5.16 and 4.6(iii), there is an n E N(P) such that hn-l E N(Cp(t@)). 
So, by (I), h E N(P) and so g E N(P). We have (III). 
(IV) F2 # 1 and T E S,(G). 
As 2~ oH C go , 2 E n(F) and F, # 1. So, by (III), N(T) < N(P). But now 
T E S,(N(T)) and so T E S,(G). We have (IV). 
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Let L = 02(G) and S = T n L. Then S E S,(L). By 5.13 and (B2), N,(P) == 
PC,(P)(KnL). So, by Theorem 53.5 of [IO], 
S = C,(P) - (K, n S). (27) 
As H ,< L, a, C oL. So 2 E (TV and Kz n S 4 C(P). Let V = S/C,(P). As 
S’ < Q(S), V # S. Let B denote the transfer homomorphism L --) S/V and 4 
denote the natural map S -+ S/V. Then, by Theorem 7.3.3 of [IO], if t E K2 n S, 
n 
te = n (Xit~~X;l)l$, 
i=l 
for ri , n E P and xi EL. Also xitr*xil E S, 1 < i < n. Suppose that tTf = 1. 
Then x,t’dx;’ = (t$)‘i. Suppose next that tri # 1. By (III), xi E N,(P). As 
Wp) = PG(P)(K n L), 
t-%$~x;l E (PC,(P) s’) n S = V. 
So, in all cases, (xit~ix;‘)+ = (t$)‘i. So t8 = (tf9)zTi = (t$)lL:sl. But L/Ker B 
is a 2-group. As L = 02(L), L = Ker ~9. As j L : S / is odd, K, n S < V. So, 
by (27), S = V, a contradiction. So W <F and the lemma is proved. 
LEMMA 5.30. aH = 0. 
Proof. We proceed in a series of steps. Suppose that a,., # 0. By 5.26, 
a, = (2). By 5.29, W < F. So 5.25 applies. By 5.25, W # 1. So F3 # 1. By 
(Al), K = F. By 5.28, K, n C(P) = 1 and K, E S.&V(P)). As a, = (2) there is 
an involution t E K, such that [Cp(t), a] # 1. 
Let L be a maximal a-invariant subgroup of G such that L > C(t). Let 
To= TE&(G), T>K,. Suppose that C(t) ,( N(P). Then C,(K,) < 
N(P) n T = K, . So, by Theorem 5.3.4 of [lo], T = K, . Thus, by 2.6, G is 
2-nilpotent. By the Feit-Thompson theorem [5], G is solvable, in contradiction 
with (B4). So we have proved 
C(t) 4z WY and L # N(P). (28) 
As K = F, by Theorem 6.2.2 of [IO], Cp(t) E S,(C(t)). By 5.25, L is solvable 
and P AL E S,(L). So, by 2.14, 
1 # [G(t), 4 d [P nL 4 < O,(L). (29) 
Suppose that O,(L) n F f 1. By 5.25, W < O,(L). So, by 4.6(i) and 5.16, 
W a L and L < N(P), in contradiction with (28). So 
O,(L) nF = 1. (30) 
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We next show that T < L. In order to do this we must prove 
(I) F, is cyclic OY generalized quaternion. 
Recall that K = F. Suppose that d(F,) 3 2. Then, by 4.7 and (B5), 
P = ([CJX), a]: x EF$+). 
Let x EF~#. Then Z(K) < C(x). By Theorem 6.2.2 of [lo], as K = F, 
C&d E %(C(x)). BY 033) and (B4), C( x is solvable. So, by 2.14, [CJX), a] < ) 
O,(W). so 
P = (O,(C(x)): x EF&. (31) 
Let x E F,#. By 5.25, W < Z(F) < C(x). Also, by (B4), G is not solvable. So, 
by 2.6 and the Feit-Thompson theorem [5], T 4 F. By Theorem 5.3.4 of [lo], 
Z = [C,(F,), a] # 1. So Z < C(x). As K, E S,(N(P)), and W < C(x), by 
525(ii), Z = [Z, IVJ. So, by 2.13, Z < O,(C(x)). So [O&C(x)), Z] = 1. We 
deducefrom(3l)that[P,Z]=l.ButK,=TnN(P).SoZ~TnN(P)=K,. 
By Theorem 5.3.6 of [lo], we have a contradiction. Thus d(F,) = 1 and we have 
(1). 
(II) T <L. Also F <L. 
As o(t) = 2, by (I), <t) = QI(F,). As L 2 C(t), we may suppose that 
CZcT,(a) = I. Also F < C(t) < L. Now Z(T) < C(t). 
By (30) and 2.3(ii), OL acts fixed point freely on O,(L) * Z(T). By Theorem 
10.2.1 of [lo], O,(L) < C(Z(T)). It follows from 5.25(ii), as& E S,(N(P)), that 
K 4 S QQW’(W BY 5.25, N&V)) E WWV)~) and W7TN is 
solvable. 
By 2.14 and (30), O,(L) < [N,(Z(T)), a] < O,(N(Z(T))). We deduce that 
P-9 4 < C(O,(L)). But, by (29) an d maximality of L, [T, a] < N(O,(L)) = L. 
As F <L, by Theorem 5.3.5 of [IO], T = [T, a]F, <L. We have (II). 
By 5.25(ii), as W < L and K, E S,(N(P)), [T, a] < O,(L). Let X = O,(L) n F. 
AS F = K, X < N(P). By 5.25, P n L E S,(L). But [P n L, X] < P n O,(L) = 1. 
By (29) and maximality of L, L = N(O,(L)). So 
G(G(X>> G C,(p n L) G G@,(L)) G p n L G G(X). 
By Theorem 5.3.4 of [lo], P = C,(X). But now, by 5.28, X = 1. So we havt 
proved that 
P”, 4 = O,(L) and O,(L) nF = 1. (32 
We now prove 
(III) Let S be a non-iddity Z(K) . (ar)-inwariant subgroup of O,(L). Th 
N(S) < L. Also [T, m] # 1 # F, and F < N(T). 
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As in the proof that 2 # I in (I), [T, OL] # 1. Let S be maximal subject to 
violating (III). By (B3) and (B4), N(S) is solvable. As 2 E uH, 2 E V(F) and so 
Fs + 1. By (Al), F ,< N(T). As W < Z(K), W normalises S. So W < 
~owT(w 
By Theorem 6.2.2 of [lo], NT(S) E Ss(N(S)). By 5.16, Ks E S&V(W)). So, 
by 2.13, W(S), WI < i?h(W% WI < W&% WI and WV, WI = 
[NT(S), W] = [NT(S), a]. By (32), [N*(S), a] 3 S. So, by maximality of S, 
and 5.25(iii), N(X) < N([Nr(S), W]) = N([Nr(S), a]) <L, a contradiction. 
We have (III). 
(IV) Let M be an m-invariant proper subgroup of G such that Z(K) < M and 
[TnM,a] # 1. ThenM<L. 
As Z(K) < M s G, by 5.25, M is solvable. By (III), F < N(T). So, by 
Theorem 6.2.2 of [lo], T n ME S,(M). By 5.16, K,ES,(N(W)). So 1 # 
[T n M, a] = [T A M, W]. Also, by 2.13, [T n M, W] < [O,(M), w] < 
[T n M, w]. So, by 5.25(iii), 1 $1 [O,(M), w] a M. Also, by (32), [O,(M), w] 
< O,(L). SO, by (III), M <L. We have (IV). 
Let Y = l&(2(T)) n O,(L). W7e argue that Y is weakly closed in T with 
respect to G. By (III) and (32), Y # 1. As, by (II) and (III), F < N(T) n L, 
we have that F < N(Y). By (III), N(Y) < L. 
Let q E n(L) - (2) and Q = Q E S,(L). If q $ v(F) then, by (32) and 2.3(ii), 
01 acts fixed point freely on O,(L) . Q. So, by Theorem 10.2.1 of [IO], Q < 
C(O,(L)). But, if q E V(F), then, by Theorem 6.2.2 of [lo] and (Al), F < NL(Q). 
So, by 2.14, as L is solvable, [Q, CY] < O,(L) < C(O,(L)). 
We have therefore proved that if q E n(L) - (2) and Q = Q E S,(L) then 
[Q, a!] < C,(O,(L)) a L. So, as F <L, L = C,(O,(L)) . T . F. By maximality 
of L, L = N(O,(L)). By definition of Y, Y a L. So, as N(Y) .< L, we have 
proved that 
L = N(O,(L)) = C(O,(L)) . T. F and N(Y) = L. (33) 
By Theorem 5.3.5 of [lo], T = [T, a] . F, . By (32), T = O,(L) . F2 and 
O,(L) n F, = 1. By (I), a,(T) < O,(L) . (t).So, by (29), as Cp(t) is a-invariant, 
U = O,(L) n C(SZ,(T)) # 1. (34) 
NOW, as F <L n N(T), F < N(U). Also, O,(L) < C(U). By (32) and (III), 
[NT(U), a] # 1. So, by (34), (IV) and (B4), 
N(U) &L. (35) 
Let x E O,(L)#. We argue that O,(L) E S,(CL(x)). Let R E S,(CL(x)), R > O,(L). 
Suppose that R # O,(L). By 5.25, P n L E S,(L). So there is an E EL such that 
O,(L) < Iis < PnL. 
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By Theorem 5.3.5 of [lo], P n L = O,(L) . F8 . As R # O,(L), Ii2 n F3 # 1. 
So, by 5.25, W < Rz < C(d). So O,(L) n C(W) # 1. But, as K, E S,(N(P)), 
by 5.16, K, E S,(N( W)). So 1 # O,(L) n C(W) < O,(L) n F2 . This contradicts 
(32). We have therefore proved 
(V) Let x E O,(L)#. Then O,(L) E S,(CL(x)). 
We also require 
(VI) T = O,(L) * F, . Furthermore $g E G such that O,(L)* < L then g EL. 
As remarked after (33), T = O,(L) . F, . Let g E G such that O,(L)g < L and 
h = g-1. Then O,(L) ,< Th n L = T, (say). Now there is an 1 EL such that 
O,(L) < To1 < T. As T = O,(L) . Fz , To1 = O,(L) * (F2 n Toz). So T,,z is 
cl-invariant and Z(F) < N(T,,z). As K = F, Z(K) = Z(F) < N(T,,“). So, by (32) 
(III) and (IV), N(T,,z) <L. Thus N(T,,) <L. But now 
N&Th n L) d NJ To) < Th n L. 
So Th < L. Thus there is an m EL such that Th = T”. So mg E N(T). But, 
by (III) and (IV), N(T) <L. So, g EL. We have (VI). 
We can now show that Y is weakly closed in T with respect to G. Let g E G 
such that Yg < T and set h = g-l. As Y is elementary abelian, YO < G$(T). 
So U < C(Yg). By (33) Uh < C(Y) <L. So Uh < C,(Y). By (V), as Y < 
O,(L), Uh < O,(L). 
So O,(L) < C( Uh) = C(U)h. Thus, by (35) O,(L)8 < C(U) <L. By (VI), 
6 g EL. But finally, by (33), Yg = Y. So Y is weakly closed in T with respect to G. 
By Theorem 14.4.2 of [15] and (33), 
T n 02(G) = T n 02(L). 
But, by 2.6 and (32) L/O,(L) is 2-nilpotent. So T n 02(L) < O,(L). We 
conclude that O,(L) n 02(G) E .9,(0,(G)). But now, by (32), 2 $ n(F n 02(G)). 
However, 2 E O, and H < 02(G). This is a contradiction. So a, = 0 and the 
lemma is proved. 
We now show that C,(a) < N,(P) for each a E Pg. We then apply 4.3 to get a 
contradiction. For a E G, set uNfP) = {an : rz. E N(P)}. 
LEMMA 5.31. Let Q E P*. Then C,(a) < N,(P). AZso, if uNtP) n F3 = 0 
then C,(u) < PC,(P). 
Proof. We proceed in a series of steps. Let a E P#. We consider two cases 
as uNcP) n F3 # 0 and uNfP) n F3 = 0. 
(I) Suppose that uNcP) n F3 # 0. Then C(a) < N(P). 
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Let n E N(P) such that al2 E F3 . If W $ F then, by 5.17, C(a’l) < N(P). 
If W ,( F then, by 5.25, W < (an) an so, by 5.16, C(an) ,( N(P). As C(aq2) = d 
C(a)n, we have (I). 
In the next step we use 5.30. 
(II) Suppose that aNcP) n F3 = 0. Then C,(a) n N,(P) < PC,(P) and 
C&4 = OdCda)) . C&). 
Set C = C,(a) n N,(P). By (B2) and 5.13, as P < H, NH(P) = 
PC,(P)(K n H). Suppose that C z& PC,,(P). Let q E nfCP/PC,(P)). We argue 
that q E a, . 
Certainly q E r(Aut,(P)) - (3). Let Q E 5’,(C). Then C,(P) E S,(C,(P)). Let 
Rti = R E S&N,(P)). Th ere is an n E N(P) such that p < R. Also p n C(P) 
= R n C(P) E S,(C,(P)). 
But, as N,(P) = PC,(P)(K n H), by Theorem 5.3.5 of [IO], R = C,(P) . K, . 
As Q < C,(P), 8” n K, 4 C,(P). Let x E (p n Kr) - C,(P). Then 
a” E C,(x). As an;(P) n Fz = 0, [Cp(x), a] # 1. But now q E uH , which con- 
tradicts 5.30. So 
C < PC,(P) = P X O&N,(P)), a 3-nilpotent group. (36) 
Let D = C,(a). Now W ,< C,(a). So, by 4.6(i) and 5.16, N(C,(a)) < N(P). 
so Cp(a> E %(NdCh4)) and so C,(a) E S,(D). By 4.6(i), W < Z(C,(a)) < 
Z(J(Cp(a))). So, by 5.16, 4.6(i) and (36), 
No(Z(J(Cp(a)))) < D n N,(P) = C, a 3-nilpotent group. 
But now, by Theorem 8.3.1 of [lo], D = O,,(D) * C,(a). We have proved (II). 
Using (I) and (II), we have that 
(III) Let a E P#. Then C,(a) = O,$CH(a)) * (N,(P) n C,(a)). 
(rv) Let A E SCN,(P) and b E P# szrch that m(C,(b)) > 2. Set X, = 
(O,,(C,(a)): a E A#). Then X, is a 3’-subgroup of G and O&C,(b)) < X, . 
By (B3), (B4) and (B5), N(P) is solvable. So, by (III), C(a) is 3-solvable for 
each a E P#. Using the Proposition on p. 90 of [22], we see that O,,(CH(a)) is an 
A-signalizer functor on G. By a theorem of McBride [19], as m(A) > 3, X, is a 
3’-subgroup of G. 
Let b E P# such that m(C,(b)) 3 2. Then, by Theorem 6.2.4 of [lo], 
O,,(C,(b)) = <O,,(C,(b)) n C,(a): a E C,(b)#). But, by the argument on p. 90 
of [221, WC&)) < (%(C~(a)): a E CA(W) < XA . 
(V) Let A E SCN,(P). Then we may suppose that there is a b E Pj” such that 
m(C,(b)) = 1 and o(b) = 3. 
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Let X, be in (IV). Suppose that m(CA(b)) > 2 for each b E P# such that 
o(b) = 3. 
Let b E P# and c E Q,((b))#. By 4.5 and (III), as C,(C) is 3-solvable, Os(C&)) 
d O,,(C,(c)). But m(C,(c)) 3 2. So, by W), O&‘H@)) < OdGW) G XA - 
We deduce that 
x, = (O,(C,(b)): b E P”). 
So X, is a-invariant and N(P) < N(X,). By 5.10 and (IV), X, is solvable. 
By (III), we may suppose X, < N(P). But, by (B3), (B4) and (B5), X, < 
N(X,) < N(P), a contradiction. We have (V). 
(VI) SCN,(P) = 0, P has nilpotency class greater than 2 and W <F. 
Let A E SCN,(P) and b be as in (V). By considering the Jordan canonical 
from of b acting on In,(A), we see that m(C,(b)) > 1, a contradiction. So 
SCN,(P) = 0. 
Suppose that P has nilpotency class at most 2. Let A E SCN,(P) and 6 be as 
in (V). Then the Jordan canonical form of b on Qn,(A) cannot contain a block like 
1 1 0 
[ 1 0 11, 0 0 1 
as [G,(A), b, b] = 1. But this means that m(C,(b)) > 2, a contradiction. 
As p >, 5, by (A3), if W < F then m(W) > 3. But W 9 A E SCN(P). As 
W < Z(P), this contradicts (V). 
(VII) E ve-r y b 1 a e ian characteristic subgroup of P is cyclic. 
Let A be an abelian characteristic subgroup of P. By 5.24, we may suppose 
A 4 F3. But, by Theorem 5.2.3 of [lo], asp > 5, m([A, a]) >, 3. But AW < 
B E SCN(P). Clearly B > [A, a] x W. But now, m(B) 2 4, in contradiction 
with (Vl). We have (VII). 
By (VII) and Theorem 5.4.9 of [lo], P h as nilpotency class 2. This contradict5 
(VI). So C,(a) <N,(P) for each III E Pg. By (II), we see that if (I~(~) n F3 = 0 
C,(a) < PC,(P). The lemma is proved. 
LEMMA 5.32. Let ?r = n(N,(P)/PC,(P)). Then 
(i) N(P) is solvable. 
(ii) H is not solvable. 
(iii) H + O,,(H) . N,(P). 
(iv) 2 E 7f. 
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(v) Let Q be a non-identity a-invariant subgroup of P such that (2 2: 
0,(2(P)) n F. Then N(Q) < N(P). 
(vi) O,(K n H) is a Hall r-subgroup of N,(P). 
Proof. (i) follows from (B3), (B4) and (B5). 
By (B5), 1 # P < H 4 G. By (B4), F(G) = I and so F(H) = 1. But now 
H cannot be solvable. We have (ii). 
By 5.10, O,(H) is solvable. So, by (i), O,*(H) . N,(P) is solvable. By (ii), 
we have (iii). 
By (B2) and 5.13, N,(P) = PC,(P)(Kn H). By 5.16, H, P, I+’ satisfy 
Hypothesis 5.2. But now, if 2 $ V, by 5.3, H = O,,(H) * N,(P). By (iii), 2 E z- 
and we have (iv). 
Let 1 # Q be a Z(K) . (oc)-invariant subgroup of P such that Q > 
&$(2(P)) n F. By 5.17, if W $ F then N(Q) < N(P). If W <F then, by 5.25, 
W < Q. But now, by 4.6(i) and 5.16, N(Q) < N(P). We have (v). 
Suppose that F3 # 1. Let q E r and Ra = R E S&V(P)). Suppose that 
C,(P) # 1. By (B3), (B4) and (B5), N(C,(P)) d W’). So 
C(R) < WC,(P)) < WY. (37) 
Clearly q E r(F). By (Al) and Theorem 6.2.2 of [IO], K < N(R). So [Px , R] < 
R n P = 1 and C,(R) # 1. By (v), N(C,(R)) < N(P). So, by the Frattini 
argument and (37), 
N(R) = C(R) . (N(G(R)) n N(R)) < N(p). 
So R E S&V(R)) and R E S,(G). By 5.28, as C,(P) # 1 and F3 # 1, q > 3. 
Let L = O*(G). By 5.21, q # rr(Aut,(P)). But H <L and so r(AutH(P)) C 
rr(Aut,(P)), a contradiction. So C,(P) = 1. But, by (B2) and 5.13, N,(P) = 
PC,(P)(K n H). So R < K A H. We deduce that when F3 # 1, O,(K n H) 
is a Hall r-subgroup of N,(P). 
In order to prove the lemma, we may suppose Fs = 1. By (Bl), m(l2,(Z(P))) 
> 3. By 5.31 and Theorem 62.4 of [lo], we have 
(*) Each l&(Z(P))- invariant 3’-subgroup of H lies in C,(&(Z(P))). 
Using 5.16, (i) and (v), we find that H satisfies the hypotheses of 4.8. Using 
the notation of 4.8, we see that H, P, U, W, , rr satisfy Hypothesis 4.1 and 
N(P) = PC(P)U. 
Let Ta = T E S,(U). If C,(P) # 1 then, by (B3), (B4) and (B5), N,(Cr(P)) < 
N,(P). By (iv) and (*), H satisfies the hypotheses of 4.2. By (iii), we have a 
contradiction. So C,(P) = 1. 
So PC,(P) has odd order. By 5.31, C,(a) has odd order for each a E P#. 
But now H has no elements of order 6. By 5.10, H is solvable, in contradiction 
with (ii). The lemma is proved. 
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Proof of 5.14. We claim that H satisfies the hypotheses of 4.3. It follows 
from 5.16 and 5.32(i) and (v) that H and P satisfy the hypotheses of 4.8. So, 
using the notation of 4.8, H, P, U, W, , 7~ satisfy Hypothesis 4.1. 
By 5.32(iv), 2 ET. Also N,(P) = PC,(P)U. By 5.31, H satisfies hypothesis 
(C3) of 4.3. But, by 2.2 and 5.32(vi), H, P, U, W, and v satisfy the hypotheses 
of 4.3. But now, by 5.32(iii), we have a contradiction. So no such G can exist 
and 5.14 is proved. 
We now prove 5.5 and 5.6. We require a lemma. 
LEMMA 5.33. Assume Hypothesis 5.1, Let q E V(G) and Y = O,(G). For any 
subgroup H of G, let fl = HY/Y. Then, ij G # YF, 
-- 
(i) NC(P) = N(P). 
(ii) F = Cc(a). 
(iii) R = F n N&P). 
(iv) e satisfies Hypothesis 5.1 with P replaced by H. 
(v) Let Y E a(G) and R be an c&variant Sylow r-subgroup of G. Let 
W, < Z(R) such that N( W,) = N(R) and W, is weakly closed in R with respect 




IjG, P, W satisjies Hypothesis 5.2 then G, P, Wsatis$es Hypothesis 5.2. 
(vii) Suppose that whenever H is an cy-invariant solvable subgroup of G 
such that Pn HE&(H) and Z(K) <H then Pn Hg H. Then whe-nmer R 
is an or-invariant solvable subgroup of e such that P n R E &(ff) and Z(K) < EI 
thenPnf7gR. 
Proof. (i) follows as with 4.9(i). 
(ii) follows from Theorem 6.2.2 of [IO]. 
Let N be the pre-image in G of NC(~). By (ii) and Theorem 6.2.2 of [lo], 
c&) n NC(p) = C&) = p n h(p). 
By (i), N = YN(P). So, by 2.3(ii), C,(a) = Cr(a)K. So CN(or) = if. We 
conclude that (iii) holds. 
Suppose that G = F. Then G = YF and we have a contradiction. So G $T. 
Now P is an cY-invariant Sylow 3-subgroup of G. Let t E r(P) and & = 2 E S,(G). 
Let Q* be the pre-image in G of a and Q = Q E S,(Q*). By (ii), t E v(F). So, 
by (Al), Q is the only a-invariant Sylow t-subgroup of G. We conclude that 
(iv) holds. 
Let Y, R and W, be as in (v). Let g E G such that iV,% 9 i?. Then WRg < YR. 
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There is a y E Y such that Wgff < R. But now Wi’ = W, . So WRg = w, and 
VR is weakly closed in R with respect to G. By 4.6(i), 
We claim that NG(vR) = N(W,). By 4.21(i), we may suppose that q = r. 
Let L be the pre-image in G of Nc(iy,). Then YW, g L. As YW, is an r- 
group, by 4.6(i), W, 9 L. So, again, Nc(F,J = N( W,). 
As N( W,) = N(R), it follows from (38) that 
__- 
NC(&) = N(W,) = N(R) < NC(R) < Nc(pR). 
We have (v). 
By (iv) and (v), if G, P, W satisfy Hypothesis 5.2, then G, p, w satisfy 
Hypothesis 5.1, (A2) and (A3). But, by Theorem 6.2.2(iv) of [lo], C,(a) = 
CyW(a). By 2.3(ii), C,(U) = C,(a). By (A4), we have (A4) for G, p, W. We 
have (vi). 
Assume the hypothesis of (vii), Let R be an a-invariant solvable subgroup of 
G such that P n HE Ss(R) and Z(E) < i7. Let H be the pre-image in G of i7. 
Then H is a-invariant and solvable. By (iii), Z(K) < H. As O,(G) < P, 
P n HE S,(H). So, by the hypothesis of (vii), P n H g H. So P n If a fi 
and we have (vii). The lemma is proved. 
Proof of 5.5. Let G b e a minimal counterexample to 5.5. Let QE~(G) and 
set Y = O,(G). For H < G, set fii = HY/Y. Clearly G # YF. 
By 5.33(iv), G, P satisfy Hypothesis 5.1. By 533(ii), as F is nilpotent, 
O,(Ce(~)) = 1. Also, by 5.33(i), N,(P) = F(Nc(P)) * C~c(p)(a). By 5.33(vii), 
5.5(a), (b), (c) hold for G. 
Suppose that there is an a-invariant W < l&(2(P)) such that W weakly 
closed in P with respect to G and N(W) = N(P). By 5.33(v), wis weakly closed 
in P and NC(F) = NC(~). S o we can assume that r* exists and 5.5(d), (e) 
and (f) apply. 
Let r E n* and Ra = R E S,.(G), so that a E s,(G). By 5.33(v), 5.5(e) holds - - 
for G, P and ma and 
-- 
N&w,) = N,#) = N(R) = R . i? 
-- 
As W, < Z(R) n K, W, < Z(R) n K < Z(R) n K. So, by 5.33(iii), 
W, < Z(g) n C, ~~,(a) and 5.5(d) holds for G, P, W, . 
By 5.5(b), YN(.Z$ ’ IS solvable. So, by 5.5(c), Y < N(P) and so 
Y < W(P)). (39) 
An easy argument using (39) and 5.5(f) shows that 5.5(f) holds for G and p. 
We conclude that G satisfies the hypotheses of 5.5. By (39), as P < G, P 4 G. 
So G is a counterexample to 5.5. By minimality of G, Y = 1. We conclude that 
F(G) = 1. w 
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We now prove 
(I) Let Ha = H s G such that P n HE S,(H) and Z(K) < H. Then, if 
W&(Z(P n H)) d N(p), H < N(P). 
Let Q = P n H and 2 = @(Z(Q)). By Theorem 6.2.2 of [lo], as G, P 
satisfy Hypothesis 5.1, H and Q satisfy Hypothesis 5.1 or H < F. As N(Z) < 
N(P), we can suppose H 4 F. 
By 5.5(a), Oa(C,(or)) = 1. By 5.5(b) and 5.13, NH(Q) = QC,(Q)(K n H). 
As N(Z) < N(P) and N(Q) < N(Z), NH(Q) = N,(Z) = N(P) n H. Let 
X = NH(Q) n F and L be an a-invariant solvable subgroup of H such that 
Q n L E S,(L) and Z(X) <L. AS Z(K) < NH(Q) = N,(P), Z(K) < X < K, 
and SO Z(K) < Z(X) < L. Also P n L = Q n L E S,(L). By 5.5(c), Q n L g L. 
So 5.5(a), (b), (c) hold for H. 
Suppose that there is a W < &Z(P)) such that W is weakly closed in P 
with respect to G and N(W) = N(P). Let h E H such that Zh < Q. Then Z, 
Zh < P. By 4.6(iii), there is an 12 E N(P) such that Zh = Zn. So h E N(P) n H = 
NH(Z). So Zh = Z. Thus Z is weakly closed in Q with respect to G. 
So we can suppose that w* exists and 5.5(d), (e) and (f) apply. Let Y E V* and 
Rm = R E S,.(G). Set R, = R n H. As G is a counterexample, W, # 1 and 
Y ET(F). By (Al) and Theorem 6.2.2 of [lo], R, E S,(H). By 5.5(d), W, < 
Z(K) < H. So W, ,< RO < R. 
By 5.5(d), (e) and 4.6(i), N,(R,,) = N(R) n H = NH(W,) = RF n H. By 
Theorem 2.4.1 of [15], ZWn H = R&,(a). By 4.6(i), 5.5(d), (e) hold for H. 
But, asF(N(P)) n NH(Q) < F(N,(Q)),it quickly follows that 5.5(f) holds for H. 
So H satisfies the hypotheses of 5.5 and so, as H $$ G, Q 4 H. We conclude 
that H < N(P). We have (1). 
(II) Let Q be a non-identity Z(K) * (a)-inwariant subgloup of P. Then 
N(Q) G WY. 
Suppose that (II) is false and choose a counterexample Q such that / Np(Q)i 
is maximal. By (40), N(Q) z< G. Let R = P n N(Q) and S = li$(Z(R)). 
If N(S) < N(P) then N(R) < N(P).So R E S&V,.,(,)(R)) and so R E S,(N(Q)). 
BY (I), N(Q) G W’), a contradiction. So N(S) 4 N(P). By maximality of Q, 
So R = N,(R) and so A = P. Using the argument of (I), we see that N(Q) 
and P satisfy the hypotheses of 5.5. But, as N(Q) 2< G, P 4 iV(Q) and so 
N(Q) < N(P), a contradiction. We conclude that (II) holds. 
(III) Let H* = H $ G such that P n HE S,(H) and Z(K) < H. Then H is 
solvable and P n H 4 H. 
481/59/1-1x 
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By (I), (II) and 5.5(b), we may suppose that P n H == 1. But now 3 $ r(H). 
So, by 5.10, His solvable. We have (III). 
By 5.5(a), (40) and (III), G, P satisfy Hypothesis 5.8. By 5.14, we have a con- 
tradiction. So no such G can exist and the theorem is proved. 
Proof of 5.6. Let G be a minimal counterexample to 5.6. Set P* = [P, a]. 
Let q E r(G) and Y = O,(G). For H < G, set H = HY/Y. Clearly G # YF. 
By 5.33(vi), G, P, W satisfy Hypothesis 5.2. We conclude from 5.33(iii), that G 
satisfies the hypotheses of 5.6. 
Suppose that Y # 1. Then, by minimality of G, P* 4 G. So YP* g G. By 
2.6, G/YP* is 3-nilpotent. But now, by 5.10, G is solvable. By Theorem 6.3.3 
of [lo], W < O,,,,(G). Let Q E &(0,,,,(G)) such that Q > W. By 4.6(i), (A2) 
and (A3), N(Q) < N(P) < N(P*). So, by the Frattini argument, 
G = O,,,,(G) * N(Q) = O,,(G) - N(Q) = O,,(G) * N(P*). 
As P* 4 G, [P*, O,(G)] # 1. But, if q = 3, YP* < O,(G), a contradiction. 
So q # 3. Consider YPF. This is an or-invariant solvable subgroup of G. By 
2.14, P* < O,(YPF). So, as YP* a G, P* = O,(YP*) a G, a contradiction. 
So Y = 1. We conclude that F(G) = 1. 
We now prove 
(I) N(P*) = PC(P*)F. Also N(P*)/P* is 34”tent. 
Let N = N(P*). By 2.6, N/P* is 3-nilpotent. By 5.10, O,,(N/P*), and hence 
N, is solvable. So, by Theorem 6.3.3 of [lo], W < O,,,,(N). Let Q,, E Ss(O,,,,(N)), 
Q,, 3 W. By 4.6(ii), (A2) and (A3), N(Q,) < N(P). By (A2), N(P) < N(P*). 
So, by the Frattini argument, 
N = O,,,,(N) Nzv(QcJ = OsW * NdQoo) = WN) . N(P). 
But O,(N) ,< C(P*). By (A2), N(P) < PC(P*)F. So we have (I). 
(II) Let R be a non-identity cu-invariant subgroup of P. Suppose that C,(a) ,( R. 
Then N(R) < N(P). 
If W <F then, by (A2), (A3) and 4.6(i), N(R) < N(P). By (A4), we may 
suppose that C&(Y) = 1. Set M = N(R) and S = N,(R). Then W < S. By 
(A2), (A3) and 4.6(i), N(S) < IV(P). So SE S,(N,(S)) and so S E S,(M). We 
now verify the hypotheses of 5.6 for M with P replaced by S and W unchanged. 
By Theorem 6.2.2 of [lo], M and S satisfy Hypothesis 5.1. By 5.13, NM(S) = 
SC’,(S)(K n M). Clearly N,(S) = N(P) n ik?. So (A2) holds for S. By 4.6(i), 
(A3) holds for M. So M, S, W satisfy Hypothesis 5.2. But, as F = K, C,,,(a) ,( 
N,,,(S). So M satisfies the hypotheses of 5.6. 
But now, as M 2 G, [S, a] a M. Also W ,( [S, a]. By4.6(i), (A2) and (A3), 
M ,( N([S, a]) < N(P). We have (II). 
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(III) Let Ha = H 2 G such that C,(a) < H and P n HE S,(H). Then 
[P n H, a] a H. 
SetR=PnHandT* =Q&Z(R))nF.IfT* # l,setT= T*.IfT*=l, 
set T = Q,(Z(R)). AS W < s2,(Z(P)), C,(a) < T* < T. AS C,(a) < R, by 
(II), N,(R) = N(P) n H. SO, by 5.13, 
N,(R) = RC,(R)(K n H). (41) 
By (41), we have that T g N,(R). Let h E H such that Th < R. Then 
Th < P. By 4.6(iii), (A2) and (A3), th ere is an 11 E N(P) such that Th = Tn. 
SO h-l E N(T). AS C,(a) < T, by (II), h E N(P). SO h E N(P) n H = N,(R). 
It follows that, as T a N,(R), Th = T. So T is weakly closed in R with 
respect to H. We have shown that if h E N,(T) then Th < R, so that h E N,(R). 
As T 4 N,(R), and N,(R) = N(P) n H, we obtain that N,(R) = N,(T) = 
N(P) n H. Using Theorem 6.2.2 of [lo], as C,(a) = 1 or T <F, we see that 
H, R, T satisfies Hypothesis 5.2. 
But, as K = F, C,(a) ,( N(P) n H = N,(R). So H satisfies the hypotheses 
of 5.6. By minimality of G, [R, a] = [P n H, a] 4 H. We have (IV). 
(IV) P = p*. 
Set L = 03(G). We argue that L = G. Now P n L E S,(L). Set L* = LC,(a). 
Suppose that L* Y$ G. Then, by 2.6 and (III), L*/[P n L*, a] is 3-nilpotent. 
By 5.10, L* is solvable. We deduce that G is solvable, a contradiction as F(G) = 1. 
So L* = G. 
Suppose that L Z$ G. Then C&a) # 1. By (A4), W < F and G = LW. We 
claim that P* E S,(L) and P = P*W. Clearly P* < L. By (I), N(P*)/P* is 
3-nilpotent. So P* E S,(O,,(N(P*) mod. P*)). By (A2), (A3) and Theorem 
14.4.2 of [15], as 03(N(P*)) < O,,(N(P*) mod. P*), 
P n L = P n 03(N(P*)) < P n O,,(N(P*) mod. P*) = Ph. 
AS P* <L, P* = PnLeS,(L). As G =LW, P = (PnL)W= P*W, 
Let U* = sZ,(Z(P*)) n F. Define U to be U* if U* # 1. If U* = 1, let 
U = Q,(Z(P*)). By (A2), U ~1 N(P). It quickly follows that N(U) satisfies the 
hypotheses of 5.6 with P, W unchanged. As F(G) = 1 and U # 1, N(U) s G. 
By minimality of G, N(U) < N(P*). By (I), U a N(P*). We conclude that 
N(U) = N(P*) and N,(U) = N,(P*). (42) 
Letg EL such that lJg < P*. By 4.6(iii), (A2) and (A3), there is an 12 E N(P) < 
N(P*) such that Ug = U”. So gn-’ E N(U). By (42) g E N(P*) and Ug = U. 
So U is weakly closed in P* with respect to L. Using (I) and the argument of 5.13, 
N,(P*) = P*C,(P*)(K n L). (43) 
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By Theorem 6.2.2 of [lo], L, P* satisfy Hypothesis 5.1. By weak closure of U, 
(42) and (43), as F < N(P*), L, P*, U satisfy the hypotheses of 5.6. So P* a L 
and P* 4 G, a contradiction. We conclude that L = G. 
By Theorem 14.4.2 of [lo], as G, P, Wsatisfy Hypothesis 5.2, P = P n 03(G) 
= P n 03(N(P)). By 2.6, N(P)/P* is 3-nilpotent. As above, P < P* and so 
P = P*. We have (IV). 
By (III) and (IV), as F(G) = 1, G satisfies the hypotheses of 5.8. By 5.14, we 
have a contradiction. So no such G can exist and 5.6 is proved. 
Before proving 5.7, we need the following lemma. 
LEMMA 5.34. Assume that G satis$es Hypothesis 5.2. Let Y = O,(Z(G)). 
For H < G, let i7 = HYIY. Then the following holds, if P 4 G, 
(i) N&P) = N(p). 
(ii) G, P, w satisfies Hypothesis 5.2. 
(iii) If each W-invariant 3’-subgroup of G lies in C(W) then each m- 
invariant 3’-subgroup of e lies in C,(w). 
Proof. (i) follows as does 4.9(i). If G = YF then P 4 G, a contradiction. 
So G # YF. Now (ii) follows as 5.33(vi). (iii) follows as does 4.9(ii). The 
lemma is proved. 
Proof of 5.7. Let G be a minimal counterexample to 5.7 and Y = O,(Z(G)). 
For H < G, set ff = HY/Y. By 5.34(ii), G, p, w satisfy Hypothesis 5.2. By 
Theorem 6.2.2 of [lo], 5.7(a) holds for G. By 5.34(iii), (b) holds for G. By (c), 
(d) and 5.34(i), G satisfies the hypotheses of 5.7. But, as Y < P, P 6 67. So, by 
minimality of G, Y = 1. 
Suppose that O,(G) # 1. Then 1 # O,(G) 4 P. Let Z = Z(P) n O,(G). 
Then Z # I. Let C = C(Z). By 5.13, N,(P) = PC,(P)(K n C). It follows 
that C, P, W satisfy Hypothesis 5.2. It quickly follows that C satisfies the 
hypotheses of 5.7. As Y = 1, C $ G. By minimality of G, P 4 C. So C(O,(G)) 
< C(Z) < N(P). Thus 
W < C,(O,F)) = O,(C(O3(G))) a G. 
By 4.6(i), (A2) and (A3), P a G, a contradiction. We deduce that O,(G) = 1. 
We now prove 
(I) Let Q be a non-identity Z(K) * ( a -invariant subgroup of P. Then N(Q) ,< ) 
NV’). 
Let N = N(Q) and R = NP(Q). Then W < R. By 4.6(i), (A2) and (A3), 
N,,,(R) = N(P) n N. (44 
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We deduce from 4.6(i) that (A2), (A3) and (A4) hold for N, R, W. By 5.13, 
N,(R) = RC,(R) . (K n N). So N satisfies the hypotheses of 5.7. By minimality 
of G, R 4 N. By (44), N < N(P). We have (I). 
By 5.10, N(P)/P is solvable. By the hypothesis of 5.7 and (I), it quickly follows 
that G satisfies the hypotheses of 4.8. 
Adopt the notation of 4.8. By 4.8, v = {2}, U = K, and Hypothesis 4.1 
holds for G, P, m, U and W, . Now 1 E I and W, =&(2(P)). It follows from 
(b) that each W,-invariant 3’-subgroup of G lies in C( WI). By 2.2, as U = K2 , 
we have that if V < U then 02(N(V)) < C(V). So G, P, rr, U and W, satisfy 
the hypotheses of 4.4. 
By 4.4, P 4 G, a contradiction. So no such G can exist and 5.7 is proved. 
6. PROOF OF THE MAIN THEOREM 
Assume that the main theorem of this paper is false and let G denote a minimal 
counterexample. Then it follows from Theorem 6.2.3 of [lo] that G is of order 
prime top. Using Theorem 6.2.2 of [lo], we see that G is not solvable and G is 
characteristically simple. 
Set /I = &’ and F = C&). Then, by Theorem 10.2.1 of [lo], F is a nilpotent 
p’-group. For any prime Q, let F, = O,(F). 
Also, by Theorem 6.2.2 of [lo], there is one and only one a-invariant Sylow 
q-subgroup for each q E p(G). By 6.1, 3 E p(G). Let P denote the unique 01- 
invariant Sylow 3-subgroup of G and K = C,,,o&?). For any prime q, let 
K, = O,(K). 
LEMMA 6.1. 2, 3 err undp > 5. 
Proof. By 5.10, 2, 3 E p(G). As p 6 r(G), p >, 5. The lemma is proved. 
LEMMA 6.2. Let H be an winvariant proper subgroup of G. Then 
(i> H = V-4 GW. 
(ii) Let q E n(H) and Q be an cr-invariant Sylow q-subgroup of H. Then 
[Q, PI = P,Wh PI a H. 
Proof, (i) follows from 2.1 and minimality of G. 
Let q E n(H) and Q = Q E S,(H). Then O,(H) < Q. Also, by (i), [Q, /3] < 
O,(H). So, by Theorem 5.3.6 of [lo], 
[Q, PI = [Q, 8, Bl G P,W, PI G IQ, 81, 
By (i), [O,(H), /?] = [Q, /3] a H. We have (ii) and the lemma. 
We now apply Theorem 1.1. 
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LEMMA 6.3. Let q E r(G) - (2) and Q b e an or-invariant Sylow q-subgroup 
of G. Then N(Q) is a maximal ar-inoariant subgroup of G and N(Q) = N([Q, /I]). 
Proof. By 2.6, [Q, fi] # 1. Let C b e a non-identity characteristic subgroup 
of Q. Then, by 6.2(i), N(C) ,( N([Q, /?I). By Theorem 1 .I, 
Q=QsG=(QzN(C)‘:~ #Cchar.Q). 
So, by 6.2@), Q d F(N([Q, 81)). So N(Q) = N([Q, PI). But, by 6.W), 
N([Q, p]) is a maximal a-invariant subgroup of G. The lemma follows. 
We believe that the next lemma has been obtained by several other authors. 
LEMMA 6.4. Let q E v(F) and Q be an Anvariant Sylow q-subgroup of G. 
Then 
(9 [Q7B1 f 1. 
(ii) N(F,) d N[Q, 0 
(iii) F < N(Q). 
Proof. (i) is a consequence of 2.6, as G = Oq(G). 
Let N = N([Q, 81). Then, by 6.2(ii), N is a maximal a-invariant subgroup 
of G. Also, by (i) and 6.2(ii), 
1 f [Q, PI = [O,(N), PI a N- (1) 
Let W = Z(Q) n O,(N) and W* = W n F. Then W # 1. By Theorem 
6.2.2 of [lo], W* < Z(F). By 6.2(i), Q < O,,,,(N). So, by the Frattini argument, 
N = O,(N) . N,,(Q). By 6.2(i), as W* < Z(F), and by (I), we have that 
I#W4N and W*(iN. (2) 
If W* # 1 then, by maximality of N, N = N(W*). By Theorem 6.2.2 of 
[lo], Fq < Q- So 
O,,(F) < C(F,) < C(W*) < N. 
As F is nilpotent, F < N. But now, by 2.2, N(F,) < N. So, in order to prove 
(ii), we may suppose that W* = 1. 
Let L be a maximal or-invariant subgroup of G such that L > N(F,). Then 
W <L. By 6.2(ii), as W* = 1, W < O,(L). By (2) and maximality of N, 
N = N(W). Let L* = [O,(L), /3] and N* = [O&V), p]. 
Then O,*(L) < C(O,(L)) < C(W) < N. By 6.2(i) and Theorem 5.3.6 of [lo], 
L” < NC. (3) 
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But, by (2), 1 # W < [O,(L), /I]. So, by maximality of L and 6.2(ii), L = 
N((O*(Lh PI). BY 7% eorem 6.2.2 of [lo], O,(L) < Q < N. So, by 6.2(ii), 
[O,(L), /?] < O,(N). It follows that O,(N) <L. By 6.2(i), N* <L*. So, by 
(3), L* = N*. 
Suppose that L* # 1. By 6.2(i), 1 #L* 4 L and 1 # N* a N. So, by 
maximality of L and iV, L = N(L*) = N(N*) = N. So, in order to prove (ii), 
we may suppose that L * = 1. By 6.2(i), L = O,(L) F. As F is nilpotent, L is 
q-closed. It follows that O,(L) E 5’,(G). By Theorem 6.2.2 of [IO], Q = O,(L). 
But now, by 6.2(ii), L = N. We have (ii). 
By (ii), as F is nilpotent, F normalizes [Q, /3] and F* . By Theorems 5.3.5 and 
6.2.2 of [lo], Q = [Q, 61 . F, . Thus F < N(Q). We have (iii) and the lemma. 
LEMMA 6.5. Let q E a(F) - (2) and Q b e an or-invariant Sylow q-subgroup of 
G. Let Wo = llJZ(Q)) I-IF. Suppose that Wo # 1. Then 
(9 N(Wd = N(Q) = C(Wd- 
(ii) Wo is weakly closed in Q with respect o G. 
Proof. By Theorem 6.2.2 of [lo], Wo ,< Z(F,) < Z(F). So, by 6.2(i), 
Wo < Z(N(Q)). By 6.3, as Wo # 1, we have (i). 
Also, by 6.3, Wo 4 N(Q) = N(J(Q)). So, by 3.2 and (i), as (q - 1) does 
not divide 1 N( Wo) : C( Wo)l, we have (ii). The lemma is proved. 
Let Wo be as in 6.5. Define W < Z(P) as follows. If W, # 1, let W = W, . 
Otherwise let W = Oi(Z(P)). Let rr,, = n(N(P)/F(N(P))), v = rs - (2) and 
V* = {q E 7: O&N(P)) # l}. The set rr* corresponds to the m* of 5.5 as we 
shall see in 6.7 and 6.10. If m* = 0 then O,(K) is a Hall r-subgroup of N(P). 
In 6.6, we discuss this condition. 
LEMMA 6.6. Suppose that O,(K) is a Hall r-subgroup of N(P). Then 8, G, 
P, W satisfy Hypothesis 5.2. 
Proof. By 6.1 and 6.4(iii), /3, G, P satisfy Hypothesis 5.1. By 6.2(i), N(P) = 
PC(P)K. So, by 6.5, we may suppose that W, = 1. By 6.3, W 4 N(P) = 
N(J(P)). Let x E N(W) - C(W). By 6.3, N(W) = N(P) and so x E N(P) - 
WV% 
By 6.2(i), x = yz where y E F(N(P)) and z E K. Then [W, x] = [W, z], a j% 
invariant subgroup of W. AS W, = 1 and [W, x] # 1, by 6.1, m([ W, x]) 3 3. 
So G, P, W satisfy Hypothesis 3.1. 
We apply 3.3. Now rr(Autc(W)) - {2} C n. Let Y be a n-subgroup of N(P). 
As N(P) is solvable there is an 71 E N(P) such that Yn < O,,(K). So, by 2.2 
2 $ rr(Aut,( Y”)) = n(Auto( Y)). We deduce that G, P, W satisfy the hypotheses 
of 3.3. 
By 3.3, as N(W) = N(P) = F(N(P))K, the lemma is proved. 
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LEMMA 6.7. F3 = 1. 
Proof. Suppose thatF, # 1. Now r? C r(F). Let q E v* and p = Q E S,(G). 
Then, by 6.4(iii), F < N(Q). So F3 < N(Q). 
Suppose that W, # 1. By 6.5 and 6.1, 8, G, P, W satisfy Hypothesis 5.2. 
By 6.4(iii), F < N(P). So, by 5.6, [P, /3] a G. But O,(G) = 1. So [P, /3] = 1, 
in contradiction with 6.4(i). 
So W, = 1 and W = G@(P)). Let Q,, = Q n N(P). By Theorem 6.2.2 of 
[lo], Qc, E S,(N(P)). Let L be a maximal a-invariant subgroup of G, L > N(QO). 
We observe that [F3, QO] > Q n P = 1. So F3 < C(QJ. 
Also, as q E rr*, by 6.3, N(P) = N(O,(N(P))). So 
C(Qa,,) G W,(W))) G N(P). (4) 
Suppose that F3 E .Ss(C(Qe)). By 6.3 and 6.4(ii), N(Fs) ,( N(P). So, by the 
Frattini argument and (4) 
WQd = C(Qoo) * (WQcJ nN(Fs)) GW-9. (5) 
Now suppose that F3 $ Ss(C(Q,,)). Let P, = P n L. By 6.4(iii) and Theorem 
6.2.2 of [lo], P0 E S,(L). Then [P, , fl] # 1. By 6.2(ii), O,(L) # 1. By maxi- 
mality of L, L = N(O,(L)). B u now W < Z(P) < L. As Cw@) = 1, W & t 
O,(L) < P,, < P. So W ,( 2(0,(L)) < Z(F(L)). By 6.3, N(P) = N(W). So 
F(L) < N(P). By 6.2(i), 6.3 and 6.4(iii), as F3 # 3, L = N(P). So N(QJ < 
L < N(P), we have, by (5), that in all cases, 
N(Q,) G WY. (6) 
But So E WW’N~ So Qo E WVQ,)) and so Qo = Q E 4@). BY (6h N(Q) G 
N(P). But, by 6.3, N(Q) = N(P). So q $ rr and hence q 4 m*, a contradiction. 
We conclude that r* = 0. By 6.2(ii), O,(K) is a Hall ?r-subgroup of N(P). 
So, by 6.6, 6, G, P, W satisfy Hypothesis 5.2. Also, by 6.4(iii) and 6.3, F = K. 
So, by 5.6, [P, /3] 4 G. Thus P < F, in contradiction with 6.4(i). So F3 = 1 
and the lemma is proved. 
LEMMA 6.8. Let Q be a mm-identity a-invariant subgroup of P. Then N(Q) < 
NV’). 
Proof. Suppose not and choose Q of maximal order subject to violating 6.8. 
Then Q # P and so Q # NP(Q). We deduce that N(N,(Q)) < N(P). So 
NmANAQ)) G NV’) n N(Q)- W e conclude that NJQ) E Ss(N(Q)). By 
6.2(i) and 6.7, NP(Q) 4 N(Q). So N(Q) ,< N(P), a contradiction. The lemma 
is proved. 
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COROLLARY 6.9. Let H be an cu-invariant proper subgroup of G such that 
HnPfl. ThenH<N(P). 
Proof. Let Q = P n H. By 6.8, NH(Q) < N(P) n H. Thus Q E S@“(Q)) 
and so Q E S,(H). By 6.7 and 6.2, Q a H. So, by 6.8, H < N(P). The corollary 
is proved. 
LEMMA 6.10. Suppose that n* # 0. Let q E V* and Q be an u-invariant 
Sylow q-subgroup of G. Then 
(9 WO = QMQ)) G Z(K). 
(ii) N( W,) = N(Q) = QF. 
(iii) W, is weakly closed in Q with respect o G. 
Proof. As q err, N(Q) # N(P). So, by 6.3 and 6.9, P n N(Q) = 1. By 
6.4(iii) and Theorem 6.2.2 of [IO), we have that, 
3 t+ 4VQb (7) 
If Q < N(P) then, by 6.2(n), [Q, j3-J II N(Q). So, by 6.3, as N(P) # N(Q), 
we have that 
Q 4 N(P). (8) 
By 6.3, N(P) = N(O,(N(P))). By Theorem 6.2.2 of [lo], O,(N(P)) < Q. 
Set A = sZ,(Z(Q)). It follows that A < N(P). 
Suppose that [A, fi] # 1. Then, by 6.2(i), [A, /3] < O&N(P)). So, by 6.9, 
Q Q C([A, j?]) < N(P), in contradiction with (8). So A < F n N(P) = K. We 
conclude that A = W, . As W. < Z(Q), 
We have (i). 
By 6.3 and 6.5, it is enough to show that N(Q) = QF. By 6.2, we may suppose 
that there is an r E ?r(F(N(Q))) - (q> such that [O,(N(Q)), fl] # 1. By 6.3 and 
Theorem 6.2.2 of [lo], O,.(N(Q)) < C(Q) < C(O,(N(P))) < N(O,(N(P))) = 
N(P). By 6.2, [@(N(Q)), PI < WW’N. So> by (7), P < CWW(Q))$l). So> 
by 6.9, Q < C([O,(N(Q)), PI) < N([O,(WQ)), PI) < N(P), in contradiction 
with (8). The lemma follows. 
LEMMA 6.11. Let q E r. . Then C,(Z(K,)) = 1. 
Proof. Suppose that C,(Z(K,)) # 1. Let X = F, n N(K,J. By 6.2, rs C V(K). 
So, by 6.9, 
C(&) < WV-Q) < N(P). (10) 
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Let Q = Q E S,(G). By 6.2, 6.4(i) and Theorem 5.3.4 of [lo], 
By (10) and 6.2, P,(W,)), 81 < O&W’)). So, by 6.9, WO,(W,)h PI) < 
N(P). But X normalizes K, and so X normalizes C(K,). As X < F, 
It follows that F, = K, . But, by (lo), O,/(F) < C(K,) < N(P). So, as F 
is nilpotent, we have that 
F < N(P). (11) 
Let H be a p-invariant solvable subgroup of G such that P n HE S,(H) and 
Z(K) < H. Then, by (1 l), C,(p) normalizes P n H. By 6.7 and 2.14, P n H 4 H. 
By 6.7, 6.2, 6.6 and 6.10, the definition of V* and the above observation, it 
follows that /?, G, P satisfy the hypotheses of 5.5. But now, by 5.5, P g G. So 
P = 1, in contradiction with 6.1. So C,(Z(K,J) = 1 and the lemma is proved. 
LEMMA 6.12. 1 rrO 1 3 2. 
Proof. Suppose that 1 n,, 1 < 1. We argue that no = (2) and apply 5.3, 5.4, 
5.5 and 5.7. We consider three cases viz. 2 $ q, ; ~a = (2) and O,(N(P)) # 1; 
57-0 = (2). 
Note that O,(G) = 1 and that, by 6.7, F3 = 1. Also recall that 1 # W < Z(P), 
so that F(N(P)) < C(W). 
Case I. 26~~. Now ) N(P) : F(N(P))I is odd. By 6.2, W 4 N(](P)) = 
F(N(P))K = N(P). By 6.3, N(W) = N(P). So, by 3.2, W is weakly closed in P 
with respect to G. Also K, ,< C(P). But now, by 5.3, G = O,(G) N(P). As G 
is characteristically simple, by 6.1, we have a contradiction. So this case is 
impossible. 
Case II. n,, = {2} and O,(N(P)) # 1. Let Ta = T E S,(G). By Theorem 
6.2.2 of [IO] and 6.3, N(P) = N(O,(N(P))) and O&V(P)) < T n N(P) E 
S&V(P)). We deduce that Z(T) < N(P). By 6.2, [Z(T), /I] < O&V(P)). If 
[Z(T), /I] # 1 then, by 6.9, T < C([Z(T), 61) < N(P). So, by 6.11, 
Z(F,) < W’) ad WV’d = 1. (12) 
Now suppose that Z(T) < F. If C,(Z(T)) # 1 then, by 6.9, T < C(Z(T)) < 
N(P) and again (12) holds. 
Define X to be Z(F,), if Z( T) 4 F or C,(Z( T)) # 1. Otherwise let X = Z(T). 
By Theorem 6.2.2 of [lo], we have proved 
(*) X < Z[F,) n N(P) and C,(X) = 1. Also X ,< Z(K). 
FIXED-POINT-FREE AUTOMORPHISM 169 
Let H be a p-invariant solvable subgroup of G such that P n HE S,(H) and 
Z(K) < H. By (*) and 2.13, C,,,(X) = 1 and so P n H < O,(H) 4 H. So 
PnH(1H. 
We conclude that, by 6.1, 6.2, 6.4(iii), 6.6, 6.7, 6.10, the above observation 
and the definition of r*, that ,B, G, P satisfy the hypotheses of 5.5. By 5.5, 
P a G, in contradiction with 6.1. This eliminates Case II. 
Case III. r,, = (2) and O&V(P)) = 1. By 6.2, K, E S,(N(P)). Suppose 
that Y = K2 n C(W) # 1. By 6.9, N(Y) < N(P). Let Tm = T E S,(G). Then, 
by 6.9 and Theorem 6.2.2 of [lo], C,(K,) < C,(Y) < T n N(P) = K, . So 
T = K, . But this contradicts 6.4(i). So Y = 1. 
Now, by 6.3, F(iV(P)) < C(W) < N(W) = N(P). Now, as K, E S&V(P)), 
N(P) = F(N(P))K2. So C(W) = F(N(P))Y = F(N(P)). We deduce that 
C(W) = PC(P). By 6.2, 6.3 and 6.7, fl, G, P, W satisfy the hypotheses of 5.4. 
Adopting the notation of 5.4, we see that if q E r(G) - (3), IIz(w, q) is 
permuted transitively by C(W). N ow 01 permutes the members of kI*,(W, 4). So, 
as p # V(G), there is a Q E EI$(W; q) such that Q = Q. By 6.9, W a QW and 
so [Q, W] < Q n W = 1. We deduce that W centralizes every q-subgroup of 
G that it normalizes, for each q E n(G) - (3). 
By Theorem 6.2.2 of [lo], W centralizes every 3’-subgroup of G that it 
normalizes. Also, as rrO = (2) and K, E S&V(P)), by 6.6 and 6.7, /3, G, P, W 
satisfy the hypotheses of 5.7. So, by 5.7, P 9 G. But this contradicts 6.1. 
The lemma follows. 
Proof of the Main Theorem. Let H be a p-invariant solvable subgroup of G 
such that P n HE S,(H) and Z(K) < H. By 6.12, there are distinct primes q, 
Y E 7~~ . By 6.11, C,(Z(K,J) = C,(Z(K,J) = 1. 
Let t E n(F(H)) - {3}.We may suppose that q # t. Let S = O,(H) * (P n H) * 
Z(K,). NOW O,(H) . (P n H) G O&S). By 2.1 I, 
P n H = [P n H, Z(K,)] < [O,,(S), ZWI ,< %V (13) 
Let L = O,,(H). We have proved that 
[P n H, O@(H))] = [P n H,F(L)] = 1. 
By 2.2 and Theorem 6.1.3 of [lo], 
L = F(L) - C,(P n H) d C,(P n H). (14) 
By the main theorem of [18], H has Fitting height 3. Set Y = F,(H). By (13), 
P n H = [P n H, Z(K,)] < Y. By the Frattini argument, as P n H < O,,,,(Y), 
H = O,,,,(Y) . N,(P n H) = O,,(Y) - IV,(P n H). 
It follows from (14) that P n H 4 H. 
170 HENJAMIS RICK>IAN 
By 6.1, 6.2, 6.4(iii), 6.6, 6.7, 6.10, the definition of T* and the above observa- 
tion, /I, G, P satisfy the hypotheses of 5.5. By 5.5, P (1 G, in contradiction 
with 6.1. 
We conclude that no minimal counterexample to the main theorem can exist 
and so the main theorem is proved. 
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