Natural language understanding is a long-standing topic in artificial intelligence. With the rapid development of deep learning, most of current state-of-the-art techniques in natural langauge processing are based on deep learning models trained with largescaled static textual corpora. However, we human beings learn and understand in a different way. Thus, grounded language learning argues that models need to learn and understand language by the experience and perceptions obtained by interacting with enviroments, like how humans do.
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Introduction
Natural language processing (NLP) is an important and long-standing topic in artificial intelligence (AI), in which a core question is natural language understanding (NLU).
With the rapid development of deep learning (DL), most current state-of-the-art methods in NLP, e.g. [Socher et al., 2013 , Mikolov et al., 2013 , Kim, 2014 , are based on DL models trained on massive static textual corpora. From an information processing perspective, the information flow of NLP-based human-computer interaction systems is illustrated in Figure 1 .1 given as follow. As the diagram shows, the input of NLP systems are various kinds of textual materials generated by human beings to describe their experiences and perceptions. Under such a perspective, symbols in natural languages are actually feature representations of the original experiences and perceptions, whereas most current NLP systems directly take these symbols as original features. Considering the missing original experiences and perceptions, grounded language learning (GLL) argues that models need a grounded environment to learn and understand language [Matuszek, 2018] . However, natural languages of the time have been developed for at least tens of thousands of years [Berwick and Chomsky, 2016] and already became very sophisticated. Thus, to verify that computational agents can truly ground symbols in natural languages to corresponding experiences and perceptions, as well as be able to complete the specified tasks, it is necessary to help them to discover and develop various kinds of characteristics of natural language during autonomous communication of agents. There are already lots of works, e.g. [Batali, 1998 , Christiansen and Kirby, 2003 , Smith et al., 2003a , Havrylov and Titov, 2017 , Yu et al., 2018 , Kottur et al., 2017 , aiming to facilitate the emergence of "natural language" in multi-agent autonomous communication systems. However, one significant limitation of previous works is that, only referential objects/attributes in environments, e.g. shapes and colours, were considered and to which discrete symbols were grounded.
This project, on the other hand, aims to explore and analyse the grounding of abstractions which are non-referential 1 in the original experiences and perceptions of human beings. However, as it is too huge a topic to tackle, our project is limited to numeric concepts which correspond to cardinal numerals in natural languages for the following reasons: i) numeral systems are relatively simple and self-contained [Hurford, 1999] ; ii) concepts related to cardinal numerals are more straightforward to model with numeric representations; iii) functions of emergent cardinal numerals can be formalised and verified more reliably in simulation.
In this work, our main contributions are given as follows:
1. We propose a language game in which we can verify whether computational agents can communicate numeric concepts with each other, and successfully train agents to "invent" communication protocols that can autonomously transmit numeric concepts.
2. We further analyse and discuss the structure of the emergent communication protocols, and improve the compositionality by transforming iterated leaning proposed by [Smith et al., 2003b] to train the DL models.
3. We compare learning speeds of various kinds of languages as well as different representations, and propose an alternative hypothesis for explaining the emergence of words with different types and functions.
All our codes are released at https://github.com/Shawn-Guo-CN/EmergentNumerals.
Background
There are 2 almost disjointly developed research topics that motivates this project, i.e. computer simulation methods in evolutionary linguistics and multi-agent games in grounded language learning. Thus, in the following 2 sections, we will introduce works which are highly related to our project from these 2 different areas.
Computer Simulation Methods in Evolutionary Linguistics
One important issue in the field of evolutionary linguistics is to use quantitative methods to overcome the time limit on unpreserved pre-historic linguistic behaviours [Lieberman, 2006, Evans and Levinson, 2009 ]. Since it was first introduced by [Hurford, 1989] , computer simulation method has attracted a rapidly growing attention, e.g. [Hurford et al., 1998 , Knight et al., 2000 , Briscoe, 2002 , Christiansen and Kirby, 2003 , Bickerton and Szathmáry, 2009 , Cangelosi and Parisi, 2012 . As introduced in Chapter 1, one of our objectives is to facilitate the discovery and development of various kinds of natural language phenomena of computational agents, which shares a same objective and motivation of computer simulation methods in evolutionary linguistics.
To imply and verify a linguistic theory, there are 2 necessary component: i) environments, in which agents can execute actions and communicate with each other; ii) pre-defined elementary linguistic knowledge that can be manipulated and altered by agents. Further, we could categorise the environments into the following 3 different types according to their simulation objectives:
• Iterated learning introduced by [Kirby, 1999] which aims at simulating cultural transitions from generation to generation.
• Language games introduced by [Wittgenstein, 1953] which takes the emergent communication protocols in cooperation between individuals as a prototype of language.
• Genetic evolution introduced by [Briscoe, 1998] which aims at simulating evolution of languages as a kind of natural selection procedure [Darwin, 1859] .
With environments and pre-defined elementary linguistic knowledge, computational agents can then learn bi-directional meaningutterance mapping functions [Gong and Shuai, 2013] . With different kinds of resulting linguistic phenomena, this simulation procedure can be broadly categorised into 2 classes:
• lexical models, e.g. [Steels, 2005 , Baronchelli et al., 2006 , Puglisi et al., 2008 , whose main concern is whether a common lexicon can form during the communication in agent community;
• syntactic and grammatical models, e.g. [Kirby, 1999 , Vogt, 2005 , in which agents mainly aim to map meanings (represented in various ways) to utterances (either structured or unstructured ).
However, no matter how these mapping functions are learnt, e.g. by neural network models [Munroe and Cangelosi, 2002] or by mathematical equations [Minett and Wang, 2008, Ke et al., 2008] , the most basic elements of linguistics, e.g. meanings to communicate about and a signalling channel to employ, are all pre-defined.
In contract, although we also follow the framework of language games and train agents in an iterated learning fashion, the basic linguistic elements in our project are not provided from the outset any more and computational agents can specify meanings of symbols/utterances by themselves.
Multi-agent Games in Grounded Language Learning
Unlike how we human beings learn and understand language, the current DL-based NLP techniques learn semantics from only large-scaled static textual materials. Thus, grounded language learning argues that computational agents also need to learn and understand languages by interacting with environments and grounding language into their experience and perceptions. With the recent rapid development of deep reinforcement learning (DRL), it has been shown that computational agents can master a variety of complex cognitive activities, e.g. [Mnih et al., 2015 , Silver et al., 2017 .
Thus, several papers in grounded language learning apply DRL techniques to allow agents to learn or invent natural languages 1 , such as [Hermann et al., 2017 , Mordatch and Abbeel, 2018 , Havrylov and Titov, 2017 .
To verify language abilities of computational agents, previous works in grounded language learning usually follow the framework of language games, of which are mainly variants of referential games introduced by [Lewis, 1969] , e.g. [Hermann et al., 2017, Havrylov and Titov, 2017] . Also, some works are more motivated by the competition instead of cooperation such as [Cao et al., 2018] .
From another perspective, based on the number of participated agents, we can broadly categorise language games in GLL into the following 2 types:
• Single-agent games usually need to be done by one agent and a human participator, in which the main concern is to explore how computational agents could learn the compositionality of semantics.
• Multi-agent games are usually completed by an agent population, in which the main concern is to explore how various kinds of natural language phenomena emerge and evolve during communicating among agents.
However, like we mentioned in Chapter 1, whichever kind of language game they follow in previous works of grounded language learning, the objects/attributes the symbols grounded to are all referential. We, on the other hand, aim to explore the feasibility of grounding symbols to non-referential objects (specifically, numeric concepts) during the game.
Game, Models and Metrics
In this chapter, we first describe the proposed language game and the definition of numerals in our game. We then introduce the architecture of models we trained and also the transformed iterated learning framework for training models.
Game Description
Unlike traditional simulation methods in evolutionary linguistics introduced in Section 2.1, there are 3 necessary components in our architecture and they are given as follows:
• Environment: To imply our linguistic assumption as well as make the size of environment limited and thus analysable, all perceptions in the established environment are sequences of objects represented by one-hot vectors. For ease of demonstration, we denote these objects as o ∈ O where O = {A, B,C, . . . } is the universal set of all kinds of objects in the following sections.
• Agents: There are 2 kinds of agents in our project: i) speakers S that can observe objects in the environment and emit messages m i ; ii) listeners L that can receive the messages and generate a sequence of objects.
• Dynamics: In this project, the dynamics mean not only the manually designed reward function for agents but also all elements related to training them, e.g. iterated learning and blank vocabulary. The details will be introduced in Subsection 3.2.3 and Subsection 3.2.4.
It worth mentioning that one premise of our project is that we do not have any assumption about the architecture of computational agents, and we focus more on the representations from environments as well as how agents are trained.
Game Procedure
The first proposed game is to let listeners reconstruct sets of objects based on the messages transmitted by speakers, thus we call it "Set-Reconstruct" game. The overall view of the proposed Set-Reconstruct game is illustrated in Figure 3 .1 given as follow. According to the steps of playing games at iteration i, the components of our games are illustrated as follows:
1. Perceptions: the perception from environments is a set of objects, i.e. s i = 
where |M| is the maximum length of messages, t k ∈ V (k ∈ 1, . . . , |V |) are selected from a randomly initialised vocabulary such that the symbols in the initially meaningless vocabulary whose size is |V |, and M is message space;
3. Listener receiving message and perception reconstruction: after receiving and encoding the message m i , the listener would generate a sequenceŝ i = {ô i 1 ,ô i 2 , . . .ô i n } whose symbols are identical to those in the original perception s i ; 4. Reward and parameter update: by comparing s i andŝ i , we take the cross-entropy between them as the reward for both listener and speaker and update parameters of both speaker and listener with respect to it. 1
One thing that needs to be highlighted is that the perceptions s i are sets and thus order of objects would not make any difference. Further, we argue that the only important feature that need to be transmitted is actually the numbers of different objects which corresponds to the function of numerals in natural language.
Functions of Numerals in the Game
Broadly speaking, numerals are words that can describe the numerical quantities and usually act as determiners to specify the quantities of nouns, e.g. "two dogs" and "three people". Also, under most scenarios, numerals correspond to non-referential concepts[Da Costa and Bond, 2016] . Considering the objective of listeners L in our language game, we define a numeral as a symbol t n at position i indicating a function that reconstructs some object o i exactly n times:
Note that, the meaning of a symbol is not only decided by itself but also its position in message, as L would encode meanings of symbols according to their appearance in messages.
From the side of speakers S, a numeral is defined as a symbol t n at position i that represents the numbers of specific object o i , as we cannot tell whether agents realise the meanings of symbols are not related to their positions in the messages without specifically designed model architecture. Thus, we expect speaker S would first learn to count the number of different objects and then encode them into a sequence of discrete symbols. As [Siegelmann and Sontag, 1992] shows that Recurrent Neural Networks (RNNs) are Turing-complete and Long-short Term Memory (LSTM) model proposed by [Hochreiter and Schmidhuber, 1997 ] is a super set of RNN, it is safe to claim that LSTM is also Turing-complete and thus capable of counting numbers of objects. We illustrate the Set-Select game, a referential variant of Set-Reconstruct game, in Figure 3 .2 given above. The only difference is that listeners need to select the correct set of objects among several distractors 2 instead of reconstructing it. We illustrate the overall architecture of our models in Figure 3 .3 given above.
A Variant: Set-Select Game

Proposed Models
A speaker S consists of 2 components: i) a set encoder that takes a set of objects as input and outputs its vector representation h s s ; ii) a standard LSTM sequence decoder that can generate a message s i 1 , s i 2 , s i 3 , . . . based on h s s . As for a listeners L, it would first encode messages with a LSTM sequence encoder and get the feature vector h l m . Then, in the Set-Reconstruct game, L would take h l m as the initial hidden state and predict a sequence of objects with a LSTM sequence decoder, which is shown by the right upper part of Figure 3 .3. As for in Set-Select game, L would compare h l m with several sets which are encoded by set encoders of L, and select the one shown to S based on the dot product between h l m and feature vectors of all candidate sets.
Further details are shown in the following subsections.
Speaker
The architecture of our speaking agents is very similar to the Seq-to-Seq model proposed by [Sutskever et al., 2014] except that replace the encoder for input sequences with a set encoder whose details are introduced in the following subsubsection. As Seq-to-Seq model is quite popular nowadays, we skip details about how to generate sequences which correspond to the messages in our games, and focus on how to encode sets of objects.
Set Encoder
Our set encoder shares an almost same architecture of inputting sets proposed by [Vinyals et al., 2015] . However, as there is an addition in so f tmax function and it would introduce counting bias into the feature representation of sets, we replace equation (5) in [Vinyals et al., 2015] with the following operation in order to avoid exposing counting system to models:
where σ is sigmoid function.
Thus, assume the input for speaker S is a set
The first step is to read the set s i as a sequence and project all objects to dense vectors by an embedding layer. Based on the sequence {w s i 1 , w s i 2 , . . . w s i n } (where w s i k is the embedding vector of o i k for speaker where k ∈ {1, . . . , n}), the calculation of h s s can be given as follows:
where t ∈ {1, . . . , T } is the number of attention times, f is an affine layer, q s t and c s t are hidden and cell states in LSTM respectively.
Besides, in our implementation, T is set to be the same as the number of all types of objects, as we want to help models to represent number of each kind of objects as features in the vector representation of input set.
Message Generator
To generate the message m i , we follow [Havrylov and Titov, 2017] and adopt a LSTMbased sequence decoder with 2 different kinds of sampling mechanisms: i) direct sampling that directly sample from the corresponding categorical dist6ribution specified by so f tmax(W h s k + b) ∀k ∈ 1, 2, . . . , |M|; ii) Gumbel-softmax estimator proposed by [Jang et al., 2016] with straight-through trick introduced by [Bengio et al., 2013b] . Beside, the learning mechanisms also vary for these 2 different sampling methods, which is further discussed in Subsection 3.2.3.
Note that the length of each message m i is fixed to |M| and symbols t i 1 , . . . ,t i | M| are all one-hot vectors that represent different discrete symbols. The effect of number of all discrete message symbols |V | and length of messages |M| on the emergent language is further discussed in Chapter 4.
Listener
The architectures of listening agents are specifically designed for handling different kinds of tasks/games and thus vary from Set-Reconstruct game to Set-Select game.
Listener in Set-Reconstruct Game: The listener in Set-Reconstruct game has exactly the same architecture as Seq-to-Seq model proposed by [Sutskever et al., 2014] . And, when combined with speaker model, the overall model is called "Set2Seq2Seq".
Listener in Set-Select Game: The listener in Set-Select game would also first encode messages with a LSTM like it is in standard Seq-to-Seq model. However, as it needs to select among several candidates, it also needs to encode all these sets with Set Encoder introduced in Subsection 3.2.1.1. Then, the listener would make predictions based on the dot-products between embedding of message h r m and embeddings of each set of objects. Similarly, when combined with speaker model, the overall model is called as "Set2Seq2Choice".
Loss/Reward and Learning
In Set-Reconstruct game, as the predictions of listeners are a sequence of objectŝ s i = {ô i 1 , . . . ,ô i n }, we use cross-entropy between the original set and the predicted sequence as the objective function that needs to be minimised. Formally,
whereô −i k represent all predicted objects precedingô i k .
In Set-Select game, we still use the cross entropy between the correct candidate and as the loss to minimise, i.e.
where c k is the predicted logit score for candidate k among C candidates.
In the case that we use Gumbel-softmax to approximate sampling messages from speaker S, parameters θ S and θ L are learnt by back-propagation. In the case that we use direct sampling, θ L is still learnt by back-propagation, where as θ S is learnt by REINFORCE estimator [Williams, 1992] with cross-entropy scores as rewards.
Neural Iterated Learning
The evolutionary linguistic community has already studied the origins and metrics of language compositionality since [Kirby and Hurford, 2002] which points out a cultural evolutionary account of the origins of compositionality and proposes iterated learning to model this procedure. Thus, to facilitate the emergence of compositionality among the autonomous communication between agents, we also trained our agents in a iterated learning fashion. In the original iterated learning, an agent can both speak and listen. However, in this project, agent can be either a speaker or a listener, not both at the same time. Thus, we slightly transform the iterated learning framework and call the following one "neural iterated learning" (NIL).
Following the overall architecture of iterated learning, we also train agents generation by generation. In the beginning of each generation t, we would randomly re-instantiate a new speaker S t and a new listener L t and then execute the following 3 phases:
1. Speaker Learning phase: During this phase, we would train S t with the setmessage pairs generated by S t−1 , and the number of epochs is set to be fixed.
Note that there is no such phase in the initial generation, as there is no setmessage pair for training S t .
2. Game Playing phase: During this phase, we would let S t and L t cooperate to complete the game and update θ S t and θ L t with loss/reward illustrated in previous section, and use early-stopping to avoid overfitting.
3. Knowledge Generation phase: During this phase, we would feed all s i in training set into S t and get corresponding messages m i . Then, we would keep the sampled "language" for S t+1 to learn.
Baseline Models
To get the upper bounds of our multi-agent communication systems, we remove the communication between speaker and listener to be the baseline models.
In Set-Reconstruct game, our baseline is Set-to-Seq model which first encodes the input set s i with the set encoder introduced in subsection 3.2.1.1 and then directly generate the predicted sequenceŝ i following the sequence generation in standard seqto-seq model.
As for in Set-Select game, our baseline is Set-to-Choose model, in which speaker directly transmit representation vector h s s of set s i to listener. And, listener compare h s s with all candidate sets to make a selection.
Compositionality and Metrics
With the recent rapid development of grounded language learning, measuring the compositionality of emergent communication protocol attracts more and more attention nowadays, e.g. [Andreas, 2019] , [Lowe et al., 2019] .
First of all, to better define compositionality, we argue that if a language is said to be perfect compositional, then it should satisfy the following 2 properties:
• Mutual Exclusivity: Symbols describing different values of a same property should be mutually exclusive to each other. For example, "green" and "red" are both used to describe colour of an object and they should not appear at the same time as an object can not be green and red at the same time.
• Orthogonality: Appearance of symbols for describing a property should be independent from the appearance of symbols used to describe another property.
For example, the appearance of symbols used for describing colours of objects should be independent from the appearance of symbols used for describing shapes of objects.
As the setting of our game is simple and the space size is limited, we follow [Brighton and Kirby, 2006 ] and take the topological similarity between meaning space (space of all sets of objects) and message space as the metric of compositionality.
Briefly speaking, as much of language is neighbourhood related, i.e. nearby meanings tend to be mapped to nearby messages, the compositionality of language can be measured as the correlation degree between distances of meanings and distances of corresponding messages. "2A2B" and "4A3B" 3 respectively. However, in a non-compositional language, the messages may be "5B5A", "1C2E" and "3A4C", which are randomly sampled mappings between meaning space and message space.
In order to calculate the topological compositionality, we need define the distance metric for meaning space and message space respectively. Thus, for an input set s i , we could first count the number of each kind of object and then concatenate the Arabic numerals as the meaning sequence. Take a set s i = {A, A, A, B, B} for example, the corresponding meaning sequence would be "32" as there are 3 A and 2 B in s i . 4 As for the message space, we have several different settings which are further illustrated in subsection 4.2.2, and edit distance as in [Brighton and Kirby, 2006 ] is also included.
Meanwhile, as we could perfectly encode the meaning of a set into natural language, we could take the speaker as a machine translation model that translates a meaning represented in natural language into emergent language invented by computational agents themselves. Inspired by this point of view, we could also use BLEU score proposed by [Papineni et al., 2002] as a metric of semantic similarities between messages. For the sets that share more similar meanings, we expect their corresponding messages to share more uni-grams or bi-grams or so on. Following the above example, in a perfectly compositional language, as {A, A, A, B, B} locates very close to {A, A, B, B}, their messages ("3A2B" and "2A2B") share 3 uni-grams ("A", "B" and "2") and 2 bi-grams ("A2" and "2B") in common. However, in a non-compositional language, e.g. in which the messages for {A, A, A, B, B} and {A, A, B, B} are "5B5A"
and "1C2E" respectively, the messages share no uni-gram and bi-gram in common.
In our case, the BLEU score between m i and m j is calculated as follow:
ω n · Number of common n-grams Number of total different n-grams (3.6)
where n is the size of n-grams and ω n is the weight for similarity based on n-grams. In the following discussions, we would denote BLEU score based on n-grams as BLEU-n, e.g. BLEU score based on uni-grams would be represented as BLEU-1.
Chapter 4 Experiment Results and Discussion
Emergence of Language without Iterated Learning
First of all, we have to verify that the agents can successfully address the problems by communicating with discrete symbols. After tried several different settings, to avoid that the success of agents depends on fine-tuning hyperparameters, we find that it is better to make the size of message space much larger than the size of meaning space.
Thus, we set the size of message space |V | |M| to be 100 times of the meaning space |N o | |O| and show the performance of both "Set2Seq2Seq" and "Set2Seq2Choice" in Additionally, as the training procedure is time-consuming, all the shown performance are based on a single run, and thus the effects from hyperparameters and randomness cannot be completely filtered out. However, as we did not intentionally finetune the hyperparameters and we focus on the emergent communication protocols, we believe that the variabilities of performance is limited and would not affect our following discussions.
Beside the "REINFORCE" and "Gumbel" sampling methods introduced in subsection 3.2.1.2, we also tried the self-critic sequence training proposed by [Rennie et al., 2017] as a baseline for REINFORCE algorithm, which is denoted by "SCST".
Briefly speaking, SCST utilises the output of its own test-time inference algorithm to normalize the rewards received instead of estimating a separate baseline. Based on the performance shown in 
Structure of Emergent Language
Emergent Languages in Various Games
After verifying that computational agents are able to complete games through communication, we are curious about the messages produced during their communication. However, unlike what was shown by the previous works in grounded language learning, e.g. [Hill et al., 2017] and [Mordatch and Abbeel, 2018] , the emergent language during both Set-Reconstruct and Set-Select games are not "perfectly" compositional, which will be illustrated later. From our perspective, one alternative explanation for this phenomenon is that |M| > |O| in our game settings, which makes proportion of holistic languages 2 much larger than the proportion of compositional languages [Brighton, 2002] , and thus it becomes very hard to find compositional languages.
To have give an intuitive demonstration of the emergent language, we list all messages transmitted in a Set-Reconstruct game where |O| = 2, |N o | = 5, |M| = 4, |V | = 10 in Table 4 .2 given as follow. In the table, the first row and first column are the basic elements of meanings and each cell is the corresponding message for that meaning. Take cell "1A2B" for example, the original input set is s i = {A, B, B} and the corresponding 2 A holistic language is a language that needs to be learned as a whole and should not be analysed or compartmentalized. In this work, holistic languages are generated by randomly sampling mappings between meaning space and message space. message m i is "ttvz". Note that the alphabets in the message do not correspond to any symbol in natural language. Based on the 2 properties of compositional languages illustrated in Section 3.3, we could see that the emergent language shown in Table 4 .2 satisfies neither of mutual exclusivity nor orthogonality. To be specific, there is no common substrings of messages in every column/row, and some substrings, e.g. "tt" in column "0A", may be used in multiple columns/rows. Thus, the emergent language is not a perfectly compositional one as we expect. Thus, as we can see from Table 4 .2, there is no clear compositional structure in it.
However, as Set-Reconstruct game is a generation task, one possible hypothesis is that the agents may transmit more than numeric concepts in order that listeners could generate the original input. Thus, to verify whether this is the case, we illustrate an emergent language in a Set-Select game whose settings are exactly the same as the Set-Reconstruct game illustrated above, i.e. |O| = 2, |N o | = 5, |M| = 4, |V | = 10. The meanings and corresponding messages are shown in Based on the message contents in Table 4 .3, we could find that the referential game does not necessarily make the emergent language perfectly compositional.
According to [Kottur et al., 2017] , another alternative probability is that the message space is much larger in the previous game settings and thus it is over-complete for agents to encode the sets of objects in a compositional fashion. Thus, we re-train that agents with |O| = 2, |N o | = 5, |M| = 2, |V | = 10 3 (where the size of meaning and message space are 35 and 100 respectively), and the emergent language is shown in 
Topological Similarities
As introduced in subsection 3.3, we measure the topological similarity between meaning space and message space as a measure of compositionality. We list compositionality scores under different kinds of metrics in Table 4 .5 given as follow. Ham+Edit: We first follow the distance metrics in [Brighton and Kirby, 2006] : i) use hamming distances between meaning sequences as the similarity metric for meaning space; ii) use edit distances between corresponding messages as the similarity metric for message space.
Ham+BLEU 4 : In this setting, we use: i) hamming for meaning space too; ii) BLEU score illustrated in Section 3.3 as the the similarity metric for message space.
Euclid+Edit: In this setting, we use: i) Euclidean distance as the metric for meaning space, e.g. Euclidean distance between "4A2B" and "1A3B" is (4 − 1) 2 + (2 − 3) 2 = √ 10; ii) edit distance for message space.
Euclid+BLEU: In this setting, we use: i) Euclidean distance for meaning space; ii) BLEU score illustrated in Section 3.3 for message space.
To get the upper bound and lower bound of compositionality, we specifically designed: i) a perfectly compositional language, in which the message is exactly the same as meaning sequence, e.g. "4A2B" is represented as "wsyr" (A → s, B → r, 4 → w, 2 → y); ii) a holistic language, in which messages are randomly generated.
Then, from the above results, we could see that although the emergent languages in Set-Reconstruct and Set-Select games gain low topological similarity scores under
Hamming distance for meaning space, they obtain much higher similarity scores under Euclidean distances for meaning space. As for the compositional language, they obtain very low scores under Euclidean distances, which is caused by that the numerals in natural language encode numeric concepts as different symbols and thus the edit/BLEU distance between messages are all the same for different meanings. For example, although meaning "2A1B" is closer to "1A1B" than meaning "4A1B", the edit distance between "yszr" (message for "2A1B") and "zszr" (message for "1A1B") is exactly the same as the edit distance between "wszr" (message for "4A1B") and "zszr".
Significance Test of Same Numeric Concepts
Although the compositionality of emergent language is not like our natural language, we could also see that it may reflect the underlying structure of meaning space. Thus, to further verify this point of view, we further verify whether messages for meaning pairs that share same numeric concepts are more similar. To do this, we established 2 different datasets: i) meaning pairs sharing exactly same numeric concepts, e.g. "4A3B" and "3A4B", and corresponding BLEU similarity scores for their mes-sages; ii) pairs of meaning sequences that share no numeric concept, e.g. "4A3B" and "5A1B", and corresponding BLEU similarity for their messages. Thus, we have 1,190
(2 × (35 × 34 ÷ 2)) meaning pairs in total, of which half share same numeric concepts and the other half do not. We then calculate the BLEU-1/2/3 scores of the messages of these pairs and test whether these BLEU scores are correlated to sharing same numeric concepts.
Then, we establish the following hypotheses for significance test:
• Null hypothesis: The BLEU scores between messages are independent from whether meaning pairs share same numeric concepts.
• Alternative hypothesis: The BLEU scores between messages are not independent from whether meaning pairs share same numeric concepts.
To test whether there is a correlation between BLEU scores and sharing same numeric concepts, we calculate the Spearman correlation coefficient and the corresponding p-values. The results got on different types of languages based on different n-grams are given in The p-values under BLEU-1/2/3 for compositional language as well as emergent languages in both Set-Reconstruct and Set-Select games are all smaller than 0.05.
Thus, it is safe to reject null hypothesis and accept the alternative hypothesis. That is,
The BLEU scores between messages are highly correlated with whether their meaning pairs share same numeric concepts. To be more precise, as we can tell from Table 4 .6, the messages of meaning pairs sharing same numeric concepts have more uni-grams, bi-grams and tri-grams in common.
Generalisation of Emergent Language
A further question about the structure of emergent languages is to verify whether the emergent language can be generalised to unseen sets. If the emergent languages can be generalised, we then could say that these languages do capture the structure of meaning spaces.
Therefore, we train many randomly initialised listeners with several kinds of languages: i) compositional language; ii) an emergent language invented by other agents;
iii) holistic language. The game settings are |M| = 8, |V | = 10, |O| = 4, |N o | = 10.
We expose listeners with only the training set (which contains 80% sets of objects randomly sampled from the whole meaning space), but test their performance on evaluation set (which contains unseen 20% sets of objects left in the meaning space). Then, the generalisation ability of languages can be measured as the performance on evaluation set.Learning and performance curves of different languages on Set-Reconstruct and Set-Select games are given in Figure 4 .1 and Figure 4 .2 respectively.
Note that we run all experiments with 10 different random seeds to avoid the effect brought by different initialisations. The mean of 10 different runs are given as lines in Figure 4 .1 and Figure 4 .2, and the shadow areas are corresponding standard deviations. Meanings of y-axes are given as the title for each sub-plot, and the numbers in parentheses are length of messages in each language. Peculiarly, "emergent -reconstruct" and "emergent -select" represent emergent languages from Set-Reconstruct and Set-Select games respectively. This is also the case for all the following figures.
It is quite surprising that, although we cannot see any significant pattern in the emergent language, it actually can be generalised to unseen sets of objects by listeners, cannot generalise emergent language from Set-Select game, which is illustrated by the evaluation accuracies in Figure 4 .1. This phenomenon demonstrates that the information encoded by speakers in Set-Reconstruct games are richer than the information encoded by speakers in Set-Select games. As the only difference between candidates in Set-Select game is the numbers of different types of objects, if we assume that the different numbers of objects are encoded by speakers in Set-Select game, then we can infer that speakers in Set-Reconstruct game would encode more than only numeric concepts. Another possible explanation is that speakers in Set-Reconstruct encode only numeric concepts, then speakers in Set-Select game would encode less than that.
However, as agents could always get almost perfect performance on both training set and evaluation set, it is reasonable to believe that the later assumption is less possible.
Section Conclusion
To sum up from all above, although we cannot find observable patterns in emergent languages under various game settings, the emergent languages are actually easier for agents to learn and also can be generalised to unseen sets of objects. Thus, based on the previous topological similarity metrics and significance test, we claim that the emergent languages do capture the underlying structure of meaning space.
Learning Speed & Iterated Learning
From the previous sections, we could see that the emergent languages can reflect the underlying structure of meaning spaces, although they may not be as compositional as our natural languages. Thus, we are further curious about the motivation of the emergent language. Or, to say, the reasons why computational agents prefer to communicate in such a "non-natural" 6 way.
For Listener
First we attempted to verify whether the emergent languages are the most easy ones for listeners to understand. To verify this, we first trained agents with game setting |V | = 10, |O| = 2, |N o | = 5 and 2 different |M| (2 or 4), to got 2 different emergent languages. Then, we test the learning speeds of all kinds of languages with randomly initialised new listeners in both Set-Reconstruct game and Set-Select game. Again, we run experiments with 10 different random seeds, and draw the mean and corresponding standard deviations of performance results from Set-Reconstruct and Set-Select in We also trained a vanilla Seq-to-Seq model to get an upper bound of learning speeds and performance, as we assume that the original meaning space is the optimal message space for both speakers and listeners. However, as time is limited, we have not done the same experiment on Set-Select game. From the above figures, we could easily see that emergent languages are learnt faster than compositional and holistic language in Set-Reconstruct game, while they have very similar performance to the compositional language with length 2 in Set-Select game but still have lower loss.
For Speaker
We then test the learning speed of different languages on speaker, i.e. we randomly initialise several new speakers and let it learn to produce messages of input sets under different languages. Note that the architecture of speakers are identical in Set2Seq2Seq and Set2Seq2Choice model, and all the curves are drawn in one figure, i.e. Figure 4.5 given as follow. The game settings are the same as they are during testing listener leaning speed. One thing we need to mention is that we also test an emergent language in Set-Select game with |M| = 2, |V | = 10, |O| = 2, |N o | = 5 which is denoted as "emergent (len 2)". Meanwhile, by comparing learning emergent languages with length 2 and 4, we could easily see that larger message spaces are always easier to learn than the smaller ones for emergent languages, which is counterintuitive. Considering that facts that the original meaning space is always the easiest for both speakers and listeners to learn, which is demonstrated by Figure 4.3, Figure 4 .4 and Figure 4 .5, our explanation about this phenomenon is that the larger message spaces are easier to be shaped like the original set space for agents. To be specific, as the maximum size of sets is |N o | × |O| and the vacancies in the sets can all be represented by some special symbols (e.g. blank space in English), a larger |M| would make it easier for agents to create a message space that is highly similar to the original set space and becomes easier to learn for agents.
From the above figures, it is quite clear that compositional languages always converge faster than the same sized emergent languages, which is contradictory to the situation on listener side. However, it is still the case that the emergent languages have lower losses than the same-sized compositional languages. Our hypothesis is that compositional language is a smoother function for speaker to learn and thus it is easier to be optimised. As time is limited, this phenomenon is not further discussed in this work but will be explored in the future works.
Improvement by Iterated Learning
Iterated learning framework [Kirby and Hurford, 2002] has been proposed to explain the emergence of language structures more than one decade. Thus, we are curious about whether it could improve the compositionality of the emergent languages in our system. However, there are several obstacles for directly applying iterated learning into our neural agents:
1. we cannot feed prior probability that favours high compositional languages to neural networks; 2. the pre-training procedure in learning phase of original iterated learning need to be re-designed, as speakers and listeners in our game are not inverse functions to each other.
Thus, we adapt iterated learning into our project, which is illustrated in Subsection 3.2.4, and train agent population with respect to normal training mechanism and iterated learning. The results are shown in Figure 4 .6. It needs to be pointed out that the distance metric for meaning space is Euclidean distance for topological similarity, and metric for message space is edit distance. Reminds that the topological similarity of compositional language under this metric is 0.38.
By comparing the curves of iterated learning and normal training, we can see a significant improvement of topological similarity in iterated learning, about 0.1. However, although the messages emerged in iterate learning becomes more correlated with Euclidean distances between meanings, the numeric concepts in them are still not represented like numerals in natural languages.
Effects of Different Representations
Compared our results in Section 4.1 to 4.3 with previous works in grounded language learning, we argue that the different characteristics of emergent languages in our works are due to the feature representations of meanings.
To be specific, in our games, listeners need to generate object sequences or select the correct object sequence according to features representing each kind of ob- Reconstruct game. Note that one generation contains many epochs and we only test the topological similarity every 10 epochs or at the end of game playing phase, so the two plots have different scales on the x-axis. As we use early-stopping during game playing phase, every generation may contain different numbers of epochs.
Thus, to understand the message, the listener needs to correctly count the numbers of each kind of objects in the set and ground symbols to the counting results. During this procedure, there are 2 gaps between meanings (or perceptions) and messages: i) from meaning to numeric concepts; ii) from numeric concepts to messages.
To verify which step imports bias towards emergent language, we slightly change First of all, we test the learning speed of manually designed languages with different topological similarity scores on both speaker and listener side, and the results are shown in Figure 4 .7. Note that the metric for meaning distance is Hamming distance and thus languages with higher ρ-values would "look" more like our natural language.
A higher ρ means that the language is more compositional from perspective of human beings, e.g. ρ = 1 means that the language is perfectly compositional from our view.
As we can see in Figure 4 .7, language with higher ρ-values are much more easier to learn for both speaker and listener, under the current scenario.
Then, we are curious about probability distributions of languages generation by generation. Recall that a language is a mapping function from meaning space S to message space M , i.e. L ∈ S × M . Then, we can define the probability of a language p(L) as the product of probabilities of the message corresponding a given set in it, i.e. p( ) = ∏ i p(m i |s i ), ∀s i ∈ S where m i is the corresponding message in language for set s i . The probability of a message given an input set is then the product of probabilities of each symbol, i.e. p(m i ) = ∏ k p(t i k |h s s ,t i −k ) where h s s is the hidden representation of set s i and t i −k is the symbols that appear before t i k .
We track the probabilities of languages with different ρ-values during the iterated leaning procedure. To be specific, we manually designed many languages with different ρ and calculate their probabilities at the end of each generation. The results are shown in Figure 4 .8.
From the above figure, it is straightforward to see that high compositional languages gradually dominate among all kinds of languages generation by generation.
To have an intuitive feeling about the final emergent language with iterated learning and current feature representations, we illustrate it in Table 4 .7.
Then, it is straightforward to decipher the emergent language shown in Table 4 .7.
Basically, the symbols appeared in the first digit represent the numbers of "A" and the symbols appeared in second digit represent the numbers of "B". Of course, the language is still not perfect compositional, as there are some repetitive messages for different meanings, such as "3A5B" (sv) and "3A6B" (sv). Besides, it worth mentioning that the same symbol still represents different meanings if it appears at different positions.
Overall, we could say the the obstacle for the emergence of compositional languages in our Set-Reconstruct and Set-Select games is that symbols in messages do not directly correspond to numeric features in the original meaning spaces. As long as the features we want the emergent language to represent is established, the agents could invent almost perfect compositional language by iterated learning.
Further Discussion
Comparing the experimental results in this chapter with previous work in grounded language learning, e.g. [Kottur et al., 2017 , Havrylov and Titov, 2017 , Mordatch and Abbeel, 2018 , we propose an alternative hypothesis to explain the emergence of compositional language (some previous works call it natural language) during the autonomous communication among agents population.
First of all, we argue that the feature vectors of input experience and perceptions should be inherently disentangled, i.e. the feature vectors of these inputs should satisfy mutual exclusivity and orthogonality defined in Subsection 4.2.1, in order to facilitate the emergence of compositional language. Then, it could be an optimal method to use a single symbol as a feature representation of a disentangled element in feature vectors. By comparing the emergent languages in Section 4.1 to 4.3 with that in Section 4.4, it is straightforward to see that linear transformed feature representations would be much more optimal for the emergence of highly compositional languages. However, as lots of previous use images as the perceptions for speakers, there is still a gap between our 2 representing methods. Without further experiment, we are not sure about whether the emergence of compositional languages of those works are caused by that convolutional neural networks (CNN) can spontaneously encode images into disentangled representations. Previously, it has been widely believed that the success of unsupervised learning for CNNs depends on that models can automatically establish disentangled representations [Bengio et al., 2013a] . However, recently, this common assumption become questioned and challenged by researchers [Locatello et al., 2018] .
Thus, our hypothesis is that the emergence of compositionality is actually highly related to the disentangled representation of models.
Secondly, we argue that iterated learning is an effective method to amplify inductive bias into multi-agent autonomous communication systems, and thus improve the compositionalities of emergent languages. Considering the discoveries in [Locatello et al., 2018] , we claim that the compositional languages are highly correlated with the appearance of disentangled representations. Further, inductive bias towards compositionalities of different kinds of symbols (which correspond to words in natural languages) should be introduced to different spaces. For example, inductive bias towards the compositionality of symbols corresponding to objects/attributes that physically exists in real/virtual world can be introduced by iterated learning, as the feature values of these objects/attributes are mutually exclusive and independent (or to say, they are inherently disentangled). On the other hand, compositionality of function words, such as numerals in our project, requires the agents to first encode the input features in some specific ways and obtain disentangled representations. Thus, without specially designed training mechanism or data samples that could introduce such pressure, it is natural for agents to invent effective but non-natural "languages" during their autonomous communication.
Chapter 5
Conclusions
Express Numeric Concepts
With all experimental results shown in Chapter 4, we could conclude that the models illustrated in Chapter 3 can successfully transmit numeric concepts in whichever Set-Reconstruct or Set-Select game proposed in Chapter 3. Although the emergent languages are not compositional from the perspective of humans, they do capture the underlying structure of meaning space and reflect it into messages consist of sequences of discrete symbols, which is measured by the Euclidean distances between meaning pairs. Furthermore, the messages expressing same numeric concepts have higher similarities to each other, which is measured the BLEU score defined in Section 3.3. More importantly, the emergent languages can be successfully generalised to unseen meanings and they are not only effective but also efficient, as models can fit to them faster than other languages.
Therefore, we claim that the agents capture the numeric concepts during cooperating to complete the games , and successfully transmit these numeric concepts with a non-natural language.
Role of Iterated Learning
By transforming iterated learning to train our DL-based agents, it successfully improves the compositionality of emergent languages, which is measured by Euclidean distances in meaning space and BLEU score in message space, in our original set representations of objects. Then, by taking vectors that directly encode quantities of different kinds of objects as the input for speakers, the emergent languages become almost perfectly compositional under iterated learning.
Therefore, we claim that iterated learning is an effective method to improve the compositionality of emergent languages, w/o inherently disentangled feature representation of inputs. Even thought the emergent compositionality may not correspond to what it is in human natural languages.
Future Works
With the current exploration, there are still several open questions in our work and thus several interesting and meaningful future works:
1. Generalisation and meta-learning: [Smith et al., 2013] claims that language structure is an evolutionary trade-off between simplicity and expressivity. We assume that generalisation is another form of this trade-off. Further, emergence of numerals is a good candidate for discovering the role of generalising pressure in language evolution, as numerals can be used for whatever kind of objects.
More importantly, such pressure can be formalised by meta-learning.
Feature representations:
As discussed in Section 4.4, different kinds of representations have a strong effect on the compositional form of emergent languages.
Argued by [Locatello et al., 2018] , representation learnt without supervision are not disentangled. We further assume that inherently disentangled elements are not only important in the input feature space but also in the parameter feature space. Or, to say, some words in our natural languages directly correspond to elements in input feature representations, while others may correspond the features of specific functions, e.g. agents need to learn counting (a function) in our games.
