It is well acknowledged that the equation of radiative transfer (ERT) provides an accurate prediction of light propagation in biological tissues, while the diffusion approximation (DA) is of limited accuracy for the transport regime. However, ERT-based reconstruction codes require much longer computation times as compared to DA-based reconstruction codes. We introduce here a computationally efficient algorithm, called a diffusion-transport hybrid solver, that makes use of the DA-or low-order ERT-based inverse solution as an initial guess for the full ERT-based reconstruction solution. To evaluate the performance of this hybrid method, we present extensive studies involving numerical tissue phantoms and experimental data. As a result, we show that the hybrid method reduces the reconstruction time by a factor of up to 23, depending on the physical character of the problem.
Introduction
Diffuse optical tomography has emerged as a promising imaging modality that provides threedimensional imaging of optical properties in biological tissue. Knowledge of such optical properties in tissue is very important for monitoring biological and physiological changes in tissue and for detecting various diseases long before the macroscopic symptoms appear. Thus this optical imaging technique has been mainly applied to breast imaging, 1-3 brain imaging, [4] [5] [6] [7] [8] finger-joint imaging, 9-11 and small animal studies. [12] [13] [14] [15] This technique recovers the spatial distribution of optical properties in tissue from the outing radiation measured at boundary surfaces. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] are employed to find the optimal distribution of optical properties inside the medium, which requires a forward model of light propagation to predict the measured values on the boundary and the objective function that quantifies the difference between predicted and actually measured values.
So-called model-based iterative image reconstruction algorithms (MOBIR)
In the past decades, the diffusion approximation (DA) to the equation of radiative transfer (ERT) was most commonly employed as a light propagation model in tissue optics. It is however well known that the DA becomes less accurate for the cases of high-absorbing, low-scattering media, or small-tissue volumes, and is further compromised if fluid-filled regions, which contain cerebrospinal or synovial fluids, are considered. 27 These problems can be overcome by employing the ERT that provides accurate prediction of light propagation for all types of media. However, ERT-based reconstruction codes require much longer computation times as compared to DA-based reconstruction codes. Thus it remains a challenging problem to develop computationally efficient ERT-based reconstruction schemes since the reconstruction process requires a large number of repeated forward simulations that often lead to prohibitively long computing times.
In this work, we present a DA-ERT hybrid approach that makes use of the DA-and low-order ERT as a forward model of light propagation to obtain a better initial guess. This approach can be used to accelerate the ERT-based image reconstruction process while maintaining the reconstruction accuracy. To begin with a description of the method, we define here some terms: hereafter the term "low-order" in the ERT means an S 2 or S 4 order of the S N quadrature (i.e., discrete ordinates) method, and the term "conventional or full ERT" indicates an S8 quadrature ERT (not a hybrid scheme). The main idea behind this hybrid method is as follows: since the DA or low-order ERT is computationally much more efficient as compared to the full ERT, we start the reconstruction with these computationally inexpensive models to a certain level of the objective function. After that point we replace the DA or low-order ERT model by the full ERT and continue the reconstruction to full convergence. In this way the hybrid method can achieve an optimum of the spatial distribution of unknown parameters while taking a much smaller number of full-ERT-based function evaluations. Thus we can accelerate the full ERT-based reconstruction process by using the DA-and low-order ERT forward model.
In this work, we introduce two types of hybrid codes: one is the DA-based hybrid code that uses the DA model to obtain the intermediate solution, and the other is the low-order (S 2 or S 4 ) ERT-based hybrid code that uses the S 2 or S 4 ERT model to obtain the intermediate solution. In the following, we provide a detailed description of the new method and present numerical and experimental studies, with a focus on the code performance in terms of CPU time and accuracy, by comparing the results of the hybrid code to those of the conventional ERTbased code.
Forward Problem

Light propagation model
In this work, we employ frequency domain data. In this case the light source is amplitude-modulated by frequencies in the range of 50 to 1,000 MHz, and demodulation and phase shift of the photon density waves in tissue are measured.
Equation of radiative transfer (ERT)
The frequency-domain forward problem for light propagation in turbid media can be accurately modeled by the frequency-dependent equation of radiative transfer, given by Ref. 16 :
where i = √ −1, r and ω are the spatial position vector and the modulation frequency, respectively, c is the speed of light in the medium and Ω is the direction of photon propagation. The positive functions µ a (r) and µ s (r) are the absorption and scattering coefficients [cm −1 ], respectively, and the unknown quantity I(r, Ω, ω) is the complex-valued radiation intensity, defined at r as a radiant power per unit solid angle per unit area normal to the direction of propagation Ω modulation frequency ω. The normalized scattering phase function Φ(Ω → Ω) is the probability that photons traveling in the direction Ω scatter into direction Ω. We use the HenyeyGreenstein phase function 28 that is commonly used in tissue optics as:
where Θ is the angle between Ω and Ω and g is the anisotropy factor which measures how peaked the scattering is. In order to treat anisotropic scattering properly, we renormalize the phase function (2) according to the procedure of Kim and Charette. 25 In this work we implemented a partially reflective boundary condition which allows us to consider the refractive index mismatch at the air-tissue interface as 29 :
where R(Ω , Ω) is the reflectivity at Fresnel interface from direction Ω to direction Ω, I 0 b (r, Ω, ω) is the radiation intensity due to the external source function, and subscript b denotes the boundary surface of the medium, while n b is the unit normal vector pointing outwards from the boundary surface. The refraction index of the medium is fixed at 1.37 throughout this study. The spatial domain in Eq. (1) is discretized with an unstructured node-centered finite-volume method and the angular domain with the discrete ordinates formulation. The S N quadrature scheme is employed that fits well into the discrete ordinates method, which replaces the equation of radiative transfer by the set of N (N + 2) coupled discretized equations. The discretization equations for all control volumes form the linear equation given by AI = b, where the matrix A contains the coefficients resulting from discretization of Eq. (1) and the boundary condition comes into the vector b as a result of discretization on Eq. (3). The resulting algebraic equation AI = b is solved iteratively for the complex-valued intensity I(r, Ω, ω) through a Generalized Minimal Residual (GMRES(n)) solver, 30 where n denotes the number of iterations after which a GMRES solver is restarted. The complex-valued detector function, which predicts the detector readings at boundary surfaces, is defined as (4) where T (r w , Ω) is the transmissivity from the medium into the air, n is the outward vector normal to the surface and r w is the position vector of the detector.
Diffusion approximation (DA)
The light propagation in scattering-dominant (i.e., high-scattering and low-absorbing) media can be accurately described by the diffusion approximation (DA) that has been widely used in tissue optics. The frequency-domain version of the DA can be written as 16 
−∇ ·
where A is the correction coefficient with reflection due to mismatched refractive indices, U (r, ω) and D(r) are the radiation density and the diffusion coefficient given respectively as
We used the Robin-type boundary condition to take into account the photon leakage at the boundary surface. The boundary photon flux (4) can be rewritten for the diffusion approximation as
As before, Eq. (5) is discretized in the spatial domain with an unstructured node-centered finitevolume method. After discretization of Eq. (5), we solve the resulting linear system AU = b of algebraic equations by using the GMRES(n) solver as before.
Optical Tomographic Inverse Problem
The inverse problem associated with the estimation of the spatial distributions of unknown functions µ a (r) and µ s (r), can be solved by minimizing the following real-valued objective function that quantifies the difference between the predictions and the measurements as: in combination to an adjoint formulation 32 as described next. Differentiating the objective function with optical properties µ = (µ a , µ s ) is straightforward and leads to the following
where [·] Re denotes the real part of [·] and the symbol F represents the complex conjugate of F. Note that the discretized version of the forward model (be it the DA or the ERT) can be expressed in general terms as a following complex-valued linear algebraic equation:
where A are the coefficient matrix resulting from discretization on either the DA or the ERT. The boundary condition (with a source function) comes into b. Also differentiation of Eq. (10) with respect to the inverse variable µ gives
which leads to the following sensitivity coefficient as
since A is invertible. We thus have for the gradient of the objective function
Introducing a new variable λ called an adjoint variable gives the following equation
where λ T denotes the transpose of λ. The adjoint variable vector λ is the solution of the following adjoint equation of Eq. (15) given as
By substituting Eq. (14) into Eq. (13), we arrive at the following form for the gradient of the objective function with respect to the optical properties
which is very crucial for updating the inverse variables in the iterative procedure of reconstruction.
Hybrid Methods
As described in the preceding section, we minimize the objective function by iteratively updating the optical parameters as:
where the superscript k is the iteration number; α and d are the search step size and the direction of descent, respectively. We employed here the lm-BFGS method as an updating scheme that has been known to be the most efficient unconstrained gradient-based method among other gradient-type methods (e.g., conjugate gradient method) used in the optical imaging field. In the following, we present a detailed description of two hybrid algorithms with the lm-BFGS updating scheme: the DA-based hybrid scheme and the low-order ERTbased hybrid scheme.
DA-based hybrid scheme
In the DA-based hybrid method, the reconstruction is performed in two steps: first, the DA is used as a light propagation model until this DA-based reconstruction satisfies the prescribed stopping criterion. Next, the full ERT replaces the DA model and uses the DA-based inverse solution µ m as the initial guess for the full ERT-based reconstruction. In this way, we reach the optimum with less CPU times as compared to the conventional ERT-based code that uses the full ERT alone throughout the optimization process. A brief summary of this algorithm is as follows:
(1) Pick up a homogeneous initial guess µ 0 and set k = 0. 
Low-order ERT-based hybrid scheme: LOERT-H
As mentioned earlier, the DA is of limited accuracy as a light propagation model when high-absorbing, low-scattering or fluid-filled (i.e., void-like) regions are considered. In this case, the DA-based reconstruction does not perform well to make the good initial guess for the full ERT-based reconstruction.
As an alternative for such cases, we use here the loworder (i.e., S 2 or S 4 ) ERT as the forward model for the intermediate solution µ m . As compared to the DA, this low-order ERT requires a longer CPU time but is still much less expensive than the full ERT. For examples, the S 2 ERT is for only four angular directions while the S 8 ERT is for 80 angular directions. It is quite easy to see that the CPU time for the S 2 ERT solution reduces to one-tenth of the CPU time for the S 8 ERT solution, which leads to lots of time savings when this low-order ERT is combined into the reconstruction. Moreover, unlike the DA, the low-order ERT can be applied to the types of media with high-absorbing or void-like regions. Hence, we employ in this work the low-order ERT as an initial guessing tool in the hybrid scheme. Similar to the DA-based hybrid scheme, the low-order ERT-based hybrid scheme first obtains the intermediate solution µ m through the low-order ERT-based reconstruction and uses µ m as an initial guess for the full ERT-based reconstruction. This algorithm that is similar to the DA-based hybrid scheme has the following structure scheme: 
Stopping criteria
In both of the two hybrid schemes, we stop the optimization process when the following stopping criteria are satisfied:
where the prescribed tolerance ε t is chosen to have the same order of magnitude of the measurement error, which leads to sufficiently stable results in the principle of discrepancy. 32 When noise-free data are used, the tolerance ε t is assigned a very small number (typically 10 −6 ). The stopping criteria given by Eq. (18) are applied in the same way to the DAbased and low-order ERT-based hybrid methods. We use the same stopping criteria (18) with a loose tolerance for the intermediate solution µ m by either the DA-based or the low-order ERT-based reconstruction. The reason for this choice with a loose tolerance is because the attempts to full convergence could give rise to worse intermediate solutions when both DA-and low-order ERT-based codes are of limited accuracy. Note that the DA and the low-order (S 2 or S 4 ) ERT become inaccurate for the transport regime and for highly anisotropic scattering media, respectively.
Results and Discussions
Numerical experiments
In this section, we present numerical results of reconstructions of the spatial distributions of optical properties inside the medium by using the hybrid schemes. To evaluate the performance of the hybrid schemes, we compare the results of the schemes on various test problems, all with circular enclosures.
As shown in Fig. 1 , the test medium has two objects embedded in the background: one with inhomogeneity in the absorption coefficient and the other with inhomogeneity in the scattering coefficient. The circular enclosure is centered at (0, 0) and eight sources are located around the enclosure surface at equiangular intervals. The sources are amplitude-modulated with a frequency of 400 MHz, and are zero-phased so that the phases measured at detectors could directly represent the phase delay to the sources. The 56 detectors are equally spaced around the enclosure surface. This yields a total of 448 source-detector pairs for reconstruction. The optical properties of the background medium are varied depending on each case of the problems, all within the transport regime. See Table 1 for a detailed setup of the problem and the corresponding optical properties of the background medium and the target object. For the numerical experiments, we used the synthetic data: we first calculated the predictions of the measurements at specified detector locations by solving the ERT for a given set of optical properties for each of the problems, and added random noise of 15 dB to the exact "noisyfree" data. Note that all synthetic data are generated on a mesh that is two times finer than the mesh used for the reconstructions. To quantify the reconstruction quality, we use two metrics called a correlation factor ρ(µ e , µ r ) and a deviation factor δ(µ e , µ r ), as introduced in Ref. 21 :
whereμ and σ(µ) are the mean value and the standard deviation for the spatial function of the optical property that can be either the absorption coefficient or the scattering coefficient. Similarly, µ e and µ r are the exact and reconstructed distributions of optical properties, respectively. In terms of quality of the reconstruction results, ρ(µ e , µ r ) indicates the degree of correlation between exact and estimated quantities while δ(µ e , µ r ) describes the discrepancy in absolute values of exact and estimated quantities. Accordingly, the closer ρ(µ e , µ r ) gets to unity, and the closer δ(µ e , µ r ) gets to zero, the better is the quality of reconstruction. In the following, the two hybrid methods are applied to functional estimations of unknown optical properties for the three test cases. All the simulations are carried out on a Linux workstation with a 700-MHz Pentium Xeon processor. Note that the full ERT-based reconstruction is carried out with an S 8 angular quadrature. First, we consider the simple, isotropicscattering (i.e., g = 0) medium with inhomogeneity in the absorption coefficient (Case 1): it has a single object of µ a = 0.2 cm −1 embedded in the background as shown in Fig. 1(a) . We retrieve the spatial distribution of absorption coefficients inside the medium by using the four reconstruction schemes: the conventional ERT-based reconstruction scheme, the DA-based hybrid scheme, and the S 2 and S 4 ERT-based hybrid schemes. The homogeneous initial guess is assumed for all the reconstruction schemes, and the reconstruction results are shown in Fig. 2 . The measures of ρ and δ and CPU times are given with the number of function evaluations in Table 2 for each of the methods. As expected, the four methods gave very similar results: the location of the object is well identified and the absolute values of the absorption coefficient are accurately reconstructed. In terms of the CPU time, however, we found that the hybrid schemes converge much faster than the conventional ERT-based reconstruction scheme. In more details, the DA-based hybrid scheme reached convergence after 46 function evaluations with the DA (taking 129 s) plus additional three function evaluations with the full ERT (taking 821 s). The S 2 ERT-based hybrid scheme took 54 forward runs with the S 2 ERT (1,532 s) plus additional five forward runs with the S 8 ERT (1,345 s) . The S 4 ERT-based hybrid scheme converged after 47 function evaluations with the S 4 ERT (2,578 s) plus additional two function evaluations with the S 8 ERT (742 s). The conventional ERT-based reconstruction scheme reached convergence after a larger number of function evaluations, i.e., 92 forward runs taking 21,520 seconds. Thus the DA-based hybrid scheme reduces the reconstruction time by a factor of 23, and the S 2 (S 4 ) ERT-based hybrid scheme leads to the factors of 7.4 (6.2), respectively. It can also be noted that among the three hybrid schemes, the accuracy is the highest for the S 4 ERT-based hybrid scheme and the CPU time taken is the smallest for the DA-based hybrid scheme. Figure 3 shows the convergence characteristics of the hybrid schemes as compared to the conventional ERT-based reconstruction scheme. It can be clearly seen from the figures that the DA-(and low-order ERT-) based hybrid codes lead to a significant improvement in the convergence rate. This fact demonstrates that for such a medium as Case 1 (with the optical properties given in Table 2 ), the DA (or low-order ERT) can be used as a forward model of light propagation to find a good initial guess for the full ERT-based reconstruction. Next, we reconsider the previous case by increasing the anisotropic factor g and by decreasing the scattering coefficient µ s slightly. Two cases are considered: one with g = 0.5 and µ s = 7.5 cm −1 (Case 2) and one with g = 0.9 and µ s = 5.0 cm −1 (Case 3). With these examples we examine how well the DA and low-order ERT codes fit into such cases. The absorption coefficients for the background and the target object are kept the same as those in Case 1. As before, we reconstructed the absorption coefficient, and the accuracy of the results is given in Table 2 in terms of the correlation (ρ) and deviation (δ) factors. Although all the methods gave similar accuracy for these two cases, a difference can be observed in the performance between the three hybrid schemes.
For the case with g = 0.5 (Case 2), the DA-based hybrid scheme took 33 forward runs (110 s) with the DA plus additional 13 forward runs (3,812 s) with the S 8 ERT. The S 2 ERTbased hybrid scheme converged after 51 forward runs (1,521 s) with the S 2 ERT plus additional 39 forward runs (10,538 s) with the S 8 ERT. The S 4 ERT-based hybrid scheme reached convergence after 48 function evaluations (4,382 s) with the S 4 ERT and additional five function evaluations (1,351 s) with the S 8 ERT. Thus the DA-and S 4 ERT-based schemes still work well, reducing the total reconstruction time, while as shown in Fig. 4 the S 2 ERT-based hybrid code does not seem to work well in this case, i.e., it does not improve the speed of reconstruction [see also Fig. 3(b) ]. The reason for this can be explained by the fact that the S 2 ERT considers only eight angular directions to simulate an anisotropic scattering behavior with g = 0.5, and thus the S 2 quadrature is too coarse to capture the anisotropic scattering pattern properly. It should also be noted that among the three hybrid codes the S 4 ERT-based hybrid code gives the highest correlation factor ρ (0.79) and the smallest deviation factor δ (0.63) for this case.
For Case 3, we observed that only the S 4 ERT-based code produces the feasible intermediate solution µ m while the DA-and S 2 ERT-based codes do not converge to any reasonable solution [see Fig. 3(c) and Fig. 4 ]. In terms of function evaluations, the S 4 ERT-based hybrid code took 11 function evaluations with the S 4 ERT (2,438 s) plus additional 10 function evaluations with the S 8 ERT (6,712 s), which consequently leads to a speedup factor of only two. The reason for this observation can be understood by looking at the fact that this case with g = 0.9, µ a = 0.1 cm −1 and µ s = 5.0 cm −1 is far from the diffuse regime and thus can be considered to be closer to the transport regime. That is why the DA and S 2 ERT models fail for this case. As a result, for the low-scattering, high-anisotropic cases, it can be stated that the performance of the hybrid codes on the speedup of reconstruction is not significant as compared to the two previous cases. Next, we consider the case of reconstructing the scattering coefficient µ s inside the medium (Case 4). The absorption and scattering coefficients of the background medium are the same as for Case 1 and the anisotropic factor g is set to 0.5 as Case 2. The target object has inhomogeneity in µ s as shown in Fig. 1(b) (see Table 1 ). The three hybrid schemes are applied to the estimation of the spatial distribution of the scattering coefficient µ s inside the medium, and then the results were compared to those of the full (S 8 ) ERT-based code in terms of CPU time and accuracy. The CPU times and accuracy for this case are also summarized in Table 2 for all the codes used. Also the intermediate solutions µ m are displayed in Fig. 5 
Experimental study
In addition to the numerical studies, we have started to explore the performance of our hybrid codes on experimental data. For the experimental studies, we use a tissue phantom with optical properties similar to those used for the numerical studies. A 4.1 cm-in-diameter cylindrical phantom is filled with a 1% intralipid fluid whose optical properties are known as µ a = 0.023 cm −1 , µ s = 7.29 cm −1 and g = 0.73. Also the cylinder phantom consists of a simple absorption inclusion rod (with the same scattering properties as the background), filled with Indian ink whose µ a is not known. The cylinder is surrounded by two fiberholding rings, each with 12 sources and 12 detectors spaced at 15 • intervals. The data were acquired with a dynamic near-infrared optical tomographic (DYNOT) instrument. A more detailed description of the DYNOT instrument can be found in Ref. 33 . Since our instrument does not provide the absolute measurements due to the unknown calibration errors such as photon loss in fibers, we employed the following objective function [34] [35] : We reconstructed the spatial distribution of the absorption coefficient in the cylinder by using the hybrid schemes. Since we do not know the exact value of the absorption coefficient of Indian ink, we just provide the correlation factor ρ alone in Table 2 for a qualitative assessment of the reconstructed images to evaluate the performance of the codes. As shown in Fig. 6 , the intermediate reconstruction results from the DA-and S 4 ERT-based reconstructions follow well the result obtained from the S 8 ERT-based conventional method. In terms of CPU time, we observed that the hybrid schemes accelerate the reconstruction process by a factor of six to eight. As in the numerical studies, the S 2 ERTbased reconstruction did not make the reasonable initial guess in this case. These results demonstrate that the DA-and S 4 ERT-based hybrid codes lead to significant time saving while keeping reasonable accuracy.
Conclusion
We introduced here the three DA-ERT hybrid codes: the DA-based hybrid code, the S 2 ERT-based hybrid code, and the S 4 ERT-based hybrid code. To evaluate the performance of the codes, we presented numerical and experimental studies by comparing the results of the hybrid codes to those of the S 8 ERT-based conventional code.
We showed that the hybrid schemes are very useful for reducing the reconstruction time. The DA-based hybrid code accelerates the reconstruction process up to 23 times. The S 2 ERT-based hybrid does not work well for most of the cases considered here, and the S 4 ERT-based hybrid code always performs well for all the cases considered in this work, leading to a speedup factor of 6.2.
