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Abstract
In this paper we investigate the long-time behavior of the subor-
dination of the constant speed traveling waves by a general class of
kernels which appear in fractional kinetic. We use the Karamata-
Tauberian theorem in order to obtain the long-time behavior of the
Cesaro mean of the corresponding subordinated traveling wave.
KeywordsGeneral fractional derivative, subordination principle, Karamata-
Tauberian theorem, traveling waves.
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1 Introduction
One particular way to obtain kinetic equations for densities is the following,
see e.g., [FKK10] for details. Let us consider a Markov stochastic dynamics
for a continuous interacting particle system in Rd. The state evolution of
this system may be described by mean of a hierarchical system of evolution
equations for correlation functions. In a mesoscopic scaling limit (e.g., in
Vlasov type scaling) we arrive in the so-called kinetic hierarchy for correlation
functions. Note that, in general, this hierarchy is not more related to a
Markov dynamics. But the key property of the kinetic hierarchy is what
is called the chaos preservation in physical literature. In the mathematical
language, it means the following. If we start our system after the scaling with
a Poisson initial measure piρ with the intensity measure dσ(x) = ρ(x) dx, then
in the course of evolutions the state of the system will be again a Poisson
measure piρt with the density ρt(x) which satisfy a non-linear equation
∂ρt(x)
∂t
= V (ρt)
with the initial data ρ0(x) = ρ(x). This equation is called the kinetic equation
for the considered stochastic dynamics of an infinite particle systems. We
would like to stress that the kinetic equation is only one particular byproduct
of the kinetic hierarchy which may be considered as a new important system
of equations describing the dynamics, see comments by H. Spohn in [Spo80].
Let us consider a random time change in the initial Markov dynam-
ics. Then we have hierarchical system of evolution equations with a general
fractional derivative in time corresponding to the random time change, see
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[KKdS19], [KK17]. After a scaling we arrive in a kinetic hierarchy which
is the same as before but with generalized time derivatives instead of usual
ones. It is principal moment that this hierarchy has not more the chaos
preservation property. But due to general subordination principle the solu-
tion to the fractional kinetic hierarchy in nothing but the subordination of
the solution to the initial kinetic hierarchy by a particular kernel associated
with the random time. The latter is deeply related to the linear character
of the evolution in the kinetic hierarchies. As a consequence, we have the
evolution of the density in the fractional dynamics which is nothing but the
subordination of the evolution of the density corresponding to the initial
kinetic equation. Therefore, the kinetic dynamics of the density in the frac-
tional time is just the transformation of the solution to the kinetic equation
in the physical time. This statement supports our doubts that the study of
non-linear kinetic equations with fractional derivatives may be justified by
arguments coming from physical background. Of course, we can consider
non-linear evolution equations with fractional derivatives as mathematical
objects. But the physical sense of their solutions remain an open question.
For several particular models of Markov dynamics we already derived
and studied the related kinetic equations, see [FKK10, FKK11, FKKL11].
In particular, for certain class of such equation we obtained the existence
of solutions in the form of traveling waves, see [FKT19c, FKT19b]. There
appears a natural question about the properties of subordinated solutions in
the case of traveling waves. The physical sense of the fractional time may be
related to a friction included in the initial system. From the point of view of
such interpretation we shall expect that the motion of the subordinated wave
shall be slower comparing with the initial one. Actually, we will show that
this hypothesis may be justified for several classes of random time changes.
2 Preliminaries
In this section we introduce the general framework we work with. More
precisely, we will use the concept of general fractional derivative (GFD) as-
sociated to a kernel k ∈ L1loc(R+), see [Koc11]. We consider three classes of
admissible kernels k characterized in terms of their Laplace transforms K(λ)
as λ→ 0, see (C1), (C2) and (C3) on page 6 below.
Let S = {S(t), t ≥ 0} be a subordinator without drift, that is a process
with stationary and independent non-negative increments starting from 0, see
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[Ber96] for more details. The Laplace transform of S(t), t ≥ 0 is expressed
as
E(e−λS(t)) = e−tΦ(λ), λ ≥ 0,
where Φ : [0,∞) −→ [0,∞) is called the Laplace exponent which admits the
representation
Φ(λ) =
∫
(0,∞)
(1− e−λτ ) dσ(τ). (2.1)
The measure σ is called Lévy measure, has support in [0,∞) and fulfills∫
(0,∞)
(1 ∧ τ) dσ(τ) <∞. (2.2)
In what follows we assume that the Lévy measure σ satisfy
σ(0,∞) =∞. (2.3)
Given the Lévy measure σ, we define the function k by
k : (0,∞) −→ (0,∞), t 7→ k(t) := σ((t,∞)) (2.4)
and denote its Laplace transform by K, that is for any λ ≥ 0 one has
K(λ) :=
∫ ∞
0
e−λtk(t) dt. (2.5)
The function K is expressed in terms of the Laplace exponent Φ, namely
Φ(λ) = λK(λ), ∀λ ≥ 0. (2.6)
Example 1. 1. The classical example of a subordinator S is the so-called
θ-stable process α ∈ (0, 1) with Laplace exponent Φ(λ) = λα and Lévy
measure dσ(τ) = α
Γ(1−α)τ
−1−α dτ.
2. The Gamma process Y (a,b) with parameters a, b > 0 is another example
of a subordinator with Laplace exponent Φ(a,b)(λ) = a log
(
1 + λ
b
)
and
Lévy measure dσ(τ) = aτ−1e−bτ dτ.
Let E be the inverse process of the subordinator S, that is
E(t) := inf{s ≥ 0 : S(s) ≥ t} = sup{s ≥ 0 : S(t) ≤ s}. (2.7)
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For any t ≥ 0 we denote by Gkt (τ) ≡ Gt(τ), τ ≥ 0 the marginal density of
E(t) or, equivalently
Gt(τ) dτ = ∂τP (E(t) ≤ τ) = ∂τP (S(τ) ≥ t) = −∂τP (S(τ) < t).
As the density Gt(τ) plays an important role in the analysis below here
we collect some important properties.
Proposition 2 (cf. Prop. 1(a) in [Bin71]). If S is the α-stable process, α ∈
(0, 1), then the inverse process E(t) has a Mittag-Leffler distribution, namely
E(e−λE(t)) =
∫ ∞
0
e−tτGt(τ) dτ =
∞∑
n=0
(−λtα)n
Γ(nα + 1)
= Eα(−λtα). (2.8)
Remark 3. 1. It follows from the asymptotic behavior of the Mittag-Leffler
function Eα that E(e−λE(t)) ∼ Ct−α as t→∞.
2. Using the properties of the Mittag-Leffler function Eα, we can show
that the density Gt(τ) is given in terms of the Wright function Wµ,ν ,
namely Gt(τ) = t−αW−α,1−α(τt−α), see [GLM99] for more details.
For a general subordinator, the following lemma determines the t-Laplace
transform of Gt(τ), with k and K given in (2.4) and (2.5), respectively. For
the proof see [Koc11].
Lemma 4. The t-Laplace transform of the density Gt(τ) is given by∫ ∞
0
e−λtGt(τ) dt = K(λ)e−τλK(λ). (2.9)
The double (τ, t)-Laplace transform of Gt(τ) is∫ ∞
0
∫ ∞
0
e−pτe−λtGt(τ) dt dτ =
K(λ)
λK(λ) + p. (2.10)
For any α ∈ (0, 1) the Caputo-Dzhrbashyan fractional derivative of order
α of a function u is defined by (see e.g., [KST06] and references therein)
(
Dαt u
)
(t) =
d
dt
∫ t
0
k(t− τ)u(τ) dτ − k(t)u(0), t > 0, (2.11)
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where
k(t) =
t−α
Γ(1− α) , t > 0.
More generally, we consider differential-convolution operators(
D(k)t u
)
(t) =
d
dt
∫ t
0
k(t− τ)u(τ) dτ − k(t)u(0), t > 0, (2.12)
where k ∈ L1loc(R+) is a nonnegative kernel. The distributed order derivative
D(µ)t is an example of such operator, corresponding to
k(t) =
∫ 1
0
t−τ
Γ(1− τ)µ(τ) dτ, t > 0, (2.13)
where µ(τ), 0 ≤ τ ≤ 1 is a positive weight function on [0, 1], see [APZ09,
DGB08, Han07, Koc08, GU05, MS06].
From now on L always denotes a slowly varying function (SVF) at infinity
(see for instance [BGT87] and [SSV12]), that is
lim
x→∞
L(λx)
L(x)
= 1, for any λ > 0,
while C, C± are constants whose values are unimportant, and which may
change from line to line.
In the following we consider three classes of admissible kernels k ∈ L1loc(R+),
characterized in terms of their Laplace transforms K(λ) as λ → 0 (i.e., as
local conditions):
K(λ) ∼ λα−1, 0 < α < 1. (C1)
K(λ) ∼ λ−1L
(
1
λ
)
, L(y) := µ(0) log(y)−1. (C2)
K(λ) ∼ λ−1L
(
1
λ
)
, L(y) := C log(y)−1−s, s > 0, C > 0. (C3)
We would like to emphasize that these three classes of kernels leads to differ-
ent differential-convolution operators. In particular, the Caputo-Djrbashian
fractional derivative (C1) and distributed order derivatives (C2), (C3). In
the next section we establish the long-time behavior of the fundamental so-
lution corresponding to these differential-convolution operators. Working in
such generality a price must be paid, namely the replacement of the funda-
mental solution by its Cesaro mean. This is the key technical observation
that underlies the analysis of several different model situations.
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3 Long-time Behavior of the Subordination of
Traveling Waves
A monotone traveling wave u(t, x), t ≥ 0, x ∈ R with velocity v > 0 is defined
by a profile function ψ : R −→ [0, 1], that is a continuous monotonically
decreasing function such that
lim
x→−∞
ψ(x) = 1,
lim
x→∞
ψ(x) = 0,
and u(t, x) = ψ(x− vt), t ≥ 0 for almost all x ∈ R. For each ε > 0 introduce
x−ε , x
+
ε ∈ R as
∀x > x+ε , ψ(x) < ε and ∀x < x−ε , ψ(x) > 1− ε
and consider the two-side estimate of ψ(x, t) for any x ∈ R and t ≥ 0
ψ−ε (x, t) ≤ ψ(x, t) ≤ ψ+ε (x, t), (3.1)
where
ψ+ε (x, t) := 1(−∞,x+ε ](x− vt) + ε1[x+ε ,∞)(x− vt),
ψ−ε (x, t) := (1− ε)1(−∞,x−ε ](x− vt).
The functions ψ−ε (x, t) and ψ+ε (x, t) we will call lower and upper waves,
respectively, see Figure 1.
The subordination of ψ(x− vt) by the density Gt(τ) is defined by
ψE(x, t) :=
∫ ∞
0
ψ(x− vτ)Gt(τ) dτ. (3.2)
Remark 5. 1. In general, the function ψE(x, t) is not monotonic in t, that
will be needed to apply the Karamata-Tauberian theorem. Hence, we
define the t-increasing function∫ t
0
ψE(x, τ) dτ
and then will obtain the long-time behavior for the Cesaro mean of
ψE(x, t), that is
Mt(ψ
E(x, t)) :=
1
t
∫ t
0
ψE(x, s) ds.
7
Figure 1: Traveling wave ψ, upper bound ψ+ε and lower bound ψ−ε .
2. For any fixed time t, the subordinated traveling wave ψE(x, t) is de-
creasing and continuous in x. Hence, given β ∈ (0, 1) there is a unique
xEβ (t) ∈ (0, 1) which solves the equation
ψE(xEβ (t), t) = β.
We call xEβ (t) the propagation of the front of ψE(x, t) of the level β. For
a general definition of the propagation of the front of a function u(x, t),
which is solution of a certain differential equation, see [FKT19a] and
references therein.
Remark 6. We are interested in studying the long-time behavior of the sub-
ordination ψE(x, t) using the Karamata-Tauberian theorem. On one hand,
in (3.1) we have an upper and lower waves for ψ(x, t). On the other hand,
the Karamata-Tauberian theorem does not apply for inequalities. Hence, we
study the long-time behavior of the subordination of the upper and lower
bound separately. This will allows us to derive a two-side estimate for the
propagation of the front xβ(t) of the Cesaro mean of ψE(x, t) in (3.2), see for
example Theorem 8 on page 12 below.
8
3.1 The class (C1)
3.1.1 The Subordination of the Lower Wave
We start with the lower bound, namely the subordination
ψE,−ε (x, t) := (1− ε)
∫ ∞
0
1(−∞,x−ε ](x− vτ)Gt(τ) dτ. (3.3)
If we denote by θ−ε :=
x−x−ε
v
with x > x−ε , then ψE,−ε (x, t) is given by
ψE,−ε (x, t) = (1− ε)
∫ ∞
θ−ε
Gt(τ) dτ.
Computing the Laplace transform of ψE,−ε (x, t) and using (2.9) yields
(L ψE,−ε (x, ·))(λ) = (1−ε)K(λ)
∫ ∞
θ−ε
e−τλK(λ) dτ = (1−ε)λ−1e−θ−ε λK(λ). (3.4)
For the class (C1) we have K(λ) = λα−1, 0 < α < 1, hence
(L ψE,−ε (x, ·))(λ) = (1− ε)λ−1e−θ
−
ε λ
α
= λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = (1 − ε) exp(−θ−ε y−α) is a SVF. Then we conclude
that
Mt(ψ
E,−
ε (x, t)) ∼ (1− ε)L(t) = (1− ε) exp
(
−x− x
−
ε
v
t−α
)
, t→∞. (3.5)
Define the right hand side of the above by W−ε (x, t), that is
W−ε (x, t) := (1− ε) exp
(
−x− x
−
ε
v
t−α
)
.
It is clear that for any fixed x we have
W−ε (x, t)→ 1− ε, t→∞
and fixing t yields
W−ε (x, t)→ 0, x→∞.
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To find the propagation of the front x−ε,β(t) of the Cesaro meanMt(ψ
E,−
ε (x, t))
of the level β ∈ (0, 1− ε) we solve the equation
W−ε (x
−
ε,β(t), t) = β
to obtain
x−ε,β(t) = vt
α log
(
1− ε
β
)
+ x−ε =: C−t
α + x−ε , t→∞.
So, the propagation of the front of the Cesaro mean Mt(ψE,−ε (x, t)) of the
lower wave of the subordinated function is x−ε,β(t) = C−t
α as t→∞.
3.1.2 The Subordination of the Upper Wave
We are now interested in the upper bound, namely the subordination
ψE,+ε (x, t) :=
∫ ∞
0
(
1(−∞,x+ε ](x− vτ) + ε1[x+ε ,∞)(x− vτ)
)
Gt(τ) dτ (3.6)
=
∫ ∞
0
1(−∞,x+ε ](x− vτ)Gt(τ) dτ + ε
∫ ∞
0
1[x+ε ,∞)(x− vτ)Gt(τ) dτ
(3.7)
=: ψE,+,1ε (x, t) + ψ
E,+,2
ε (x, t). (3.8)
As before we study the Cesaro mean of each of the above functions, namely
Mt(ψ
E,+,1
ε (x, t)) :=
1
t
∫ t
0
ψE,+,1ε (x, s) ds,
Mt(ψ
E,+,2
ε (x, t)) :=
1
t
∫ t
0
ψE,+,2ε (x, s) ds.
If we denote by θ+ε :=
x−x+ε
v
with x > x+ε , then ψE,+,1ε (x, t) is equal to
ψE,+,1ε (x, t) :=
∫ ∞
θ+ε
Gt(τ) dτ.
Computing the Laplace transform of ψE,+,1ε (x, t) and using (2.9) yields
(L ψE,+,1ε (x, ·))(λ) = K(λ)
∫ ∞
θ+ε
e−τλK(λ) dτ = λ−1e−θ
+
ε λK(λ). (3.9)
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A similar procedure for ψE,+,2ε (x, t) produces the following Laplace transform
(L ψE,+,2ε (x, ·))(λ) = εK(λ)
∫ θ+ε
0
e−τλK(λ) dτ = ελ−1(1− e−θ+ε λK(λ)). (3.10)
For the class (C1), K(λ) = λα−1, 0 < α < 1, it follows from (3.9) that
(L ψE,+,1ε (x, ·))(λ) = λ−1e−θ
+
ε λ
α
= λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = exp(−θ+ε y−α) is a SVF. Then we conclude
Mt(ψ
E,+,1
ε (x, t)) ∼ L(t) = exp
(
−x− x
+
ε
v
t−α
)
, t→∞. (3.11)
For the second function ψE,+,2ε (x, t) we obtain
(L ψE,+,2ε (x, ·))(λ) = ελ−1(1− e−θ
+
ε λ
α
) = λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = ε(1− exp(−θ+ε y−α) is a SVF. Thus
Mt(ψ
E,+,2
ε (x, t)) ∼ L(t) = ε
(
1− exp
(
−x− x
+
ε
v
t−α
))
, t→∞. (3.12)
Putting (3.11) and (3.12) together we obtain
Mt(ψ
E,+
ε (x, t)) ∼ (1− ε) exp
(
−x− x
+
ε
v
t−α
)
+ ε.
Define the right hand side of the above by W+ε (x+ε , t), that is
W+ε (x
+
ε , t) := (1− ε) exp
(
−x− x
+
ε
v
t−α
)
+ ε.
For any fixed x we have
W+ε (x
+
ε , t)→ 1, t→∞
and if t is fixed we obtain
W+ε (x
+
ε , t)→ ε, x→∞.
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To find the propagation of the front x+ε,β(t) of the Cesaro meanMt(ψ
E,+
ε (x, t))
of the level β ∈ (ε, 1) we solve the equation
W+ε (x
+
ε,β(t), t) = β
for x+ε,β(t) and obtain
x+ε,β(t) = vt
α log
(
1− ε
β − 1
)
+ x+ε =: C+t
α + x−ε , t→∞.
So, the propagation of the front of the Cesaro mean Mt(ψE,−ε (x, t)) of the
upper wave of the subordinated function is x+ε,β(t) = C+t
α as t→∞.
Remark 7. For any x ∈ R and t ≥ 0 we have the following chain of inequali-
ties, cf. (3.1)
ψE,−ε (x, t) ≤ ψE(x, t) ≤ ψE,+ε (x, t).
As Gt(τ) is a density, the same type of chain for the Cesaro mean is also
valid, that is
Mt
(
ψE,−ε (x, t)
) ≤Mt(ψE(x, t)) ≤Mt(ψE,+ε (x, t)).
If xβ(t) ∈ (ε, 1− ε) denotes the propagation of the front of the Cesaro mean
Mt
(
ψE(x, t)
)
of the level β, then the following relation between the propa-
gation of the fronts of the level β hold
C−tα = x−ε (t) ≤ xβ(t) ≤ x+ε,β(t) = C+tα.
We have shown the following theorem.
Theorem 8. Let u(x, t) = ψ(x− vt) be a traveling wave with constant speed
v with two-side estimate, for any x ∈ R, t ≥ 0 and ε > 0
ψ−ε (x, t) ≤ ψ(x, t) ≤ ψ+ε (x, t), ε > 0.
The subordination ψE(x, t) of ψ(x−vt) with the density Gt(τ) (corresponding
to the class (C1)) has Cesaro mean Mt
(
ψE(x, t)
)
with a propagation of the
front xβ(t) of the level β that satisfies the two-side estimate
C−tα ≤ xβ(t) ≤ C+tα, C−, C+ > 0.
Remark 9. In Example 5 of [DSKT18] it is shown using a direct method, for
the particular example of the inverse stable subordinator from the class (C1)
the long-time behavior of the propagation of the front xβ(t) is given by
xβ(t) = Ct
α + o(tα), t→∞.
This shows that when the long-time behavior exists for the subordinated
wave, then the Cesaro mean gives the right result.
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3.2 The class (C2)
3.2.1 The Subordination of the Lower Wave
Here we have K(λ) ∼ λ−1L(λ−1) as λ → 0, where L(y) = µ(0) log(y)−1,
µ(0) 6= 0. It follows from (3.4) that
(L ψE,−ε (x, ·))(λ) = (1− ε)λ−1e−θ
−
ε µ(0) log(λ
−1)−1 = λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = (1 − ε) exp(−θ−ε µ(0) log(y)−1) is a SVF. From this
follows
Mt(ψ
E,−
ε (x, t)) ∼ (1− ε) exp
(
−x− x
−
ε
v
µ(0) log(t)−1
)
, t→∞.
For this class of kernels k, the propagation of the front x−ε,β(t) of the Cesaro
mean Mt(ψE,−ε (x, t)) of the level β ∈ (0, 1− ε) solves
(1− ε) exp
(
−x
−
ε,β(t)− x−ε
v
µ(0) log(t)−1
)
= β.
We obtain
x−ε,β(t) = log
(
1− ε
β
)
v
µ(0)
log(t) + x−ε = C− log(t) + x
−
ε , t→∞
from which follows the propagation of the front x−ε,β(t) = C− log(t) as t→∞.
3.2.2 The Subordination of the Upper Wave
We have K(λ) ∼ λ−1L(λ−1) as λ→ 0, where L(y) = µ(0) log(y)−1, µ(0) 6= 0.
It follows from (3.9) that
(L ψE,+,1ε (x, ·))(λ) = λ−1e−θ
+
ε λK(λ) = λ−1e−θ
+
ε log(λ
−1)−1 = λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = exp(−θ+ε log(y)−1) is a SVF. From this follows
Mt(ψ
E,+,1
ε (x, t)) ∼ exp
(
−x− x
+
ε
v
log(t)−1
)
, t→∞.
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For the function ψE,+,2ε (x, t) we obtain
(L ψE,+,2ε (x, ·))(λ) = ελ−1(1−e−θ
+
ε λK(λ)) = ελ−1(1−e−θ+ε log(λ−1)−1) = λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = ε(1− exp(−θ+ε log(y)−1)) is a SVF. Hence, we have
Mt(ψ
E,+,2
ε (x, t)) ∼ ε
(
1− exp
(
−x− x
+
ε
v
log(t)−1
))
, t→∞.
Putting together, we obtain the long-time behavior of the Cesaro mean of
ψE,+ε (x, t) for the class (C2), namely
Mt(ψ
E,+
ε (x, t)) ∼ (1− ε) exp
(
−x− x
+
ε
v
log(t)−1
)
+ ε, t→∞.
For this class of kernels k, the propagation of the front x+ε,β(t) of the Cesaro
mean Mt(ψE,+ε (x, t)) of the level β ∈ (ε, 1) is the solution of
W+ε (x
+
ε,β(t), t) = (1− ε) exp
(
−x
+
ε,β(t)− x+ε
v
log(t)−1
)
+ ε = β.
solving for x+ε (t) we obtain
x+ε,β(t) = log
(
1− ε
β − ε
)
v log(t) + x+ε = C+ log(t) + x
+
ε , t→∞
from which follows the the propagation of the front x+ε,β(t) = C+ log(t) as
t→∞. This agrees with the propagation of the front for the lower bound.
We have shown the following theorem.
Theorem 10. Let u(x, t) = ψ(x−vt) be a traveling wave with constant speed
v with two-side estimate, for any x ∈ R, t ≥ 0 and ε > 0
ψ−ε (x, t) ≤ ψ(x, t) ≤ ψ+ε (x, t), ε > 0.
The subordination ψE(x, t) of ψ(x−vt) with the density Gt(τ) (corresponding
to the class (C2)) has Cesaro mean Mt
(
ψE(x, t)
)
with a propagation of the
front xβ(t) of the level β that satisfies the two-side estimate
C− log(t) ≤ xβ(t) ≤ C+ log(t), C−, C+ > 0.
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3.3 The class (C3)
3.3.1 The Subordination of the Lower Wave
We now have K(λ) ∼ Cλ−1L(λ−1)−1−s, as λ → 0 and s > 0, C > 0. The
substitution of this K(λ) in (3.4) produces
(L ψE,−ε (x, ·))(λ) = (1− ε)λ−1e−Cθ
−
ε L(λ
−1)−1−s = λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = (1−ε) exp(−Cθ−ε log(y)−1−s) is a SVF. We conclude
that
Mt(ψ
E,−
ε (x, t)) ∼ (1− ε) exp
(
−Cx− x
−
ε
v
log(t)−1−s
)
, t→∞.
To find the propagation of the front x−ε,β(t) of Mt(ψ
E,−
ε (x, t)) of the level
β ∈ (0, 1− ε) we solve the equation
(1− ε) exp
(
−Cx
−
ε,β(t)− x−ε
v
log(t)−1−s
)
= β
and obtain
x−ε,β(t) = log
(
1− ε
β
)
v
C
log(t)1+s + x−ε =: C− log(t)
1+s + x−ε , t→∞.
Hence, the propagation of the front is x−ε,β(t) = C− log(t)
1+s as t→∞.
3.3.2 The Subordination of the Upper Wave
As K(λ) ∼ Cλ−1L(λ−1)−1−s, as λ→ 0 and s > 0, C > 0, the substitution of
this K(λ) in (3.9) produces
(L ψE,+,1ε (x, ·))(λ) = λ−1e−Cθ
+
ε L(λ
−1)−1−s = λ−ρL
(
1
λ
)
,
where ρ = 1 and L(y) = exp(−Cθ+ε log(y)−1−s) is a SVF. We conclude that
Mt(ψ
E,+,1
ε (x, t)) ∼ exp
(
−Cx− x
+
ε
v
log(t)−1−s
)
, t→∞.
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For the function ψE,+,2ε (x, t) we obtain
(L ψE,+,2ε (x, ·))(λ) = ελ−1(1− e−Cθ
+
ε L(λ
−1)−1−s),
where ρ = 1 and L(y) = ε(1 − exp(−Cθ+ε log(y)−1−s) is a SVF. Hence, we
conclude that
Mt(ψ
E,+,2
ε (x, t)) ∼ ε
(
1− exp
(
−Cx− x
+
ε
v
log(t)−1−s
))
, t→∞.
Therefore, the long-time behavior of the Cesaro mean of ψE,+ε (x, t) for the
class (C3) is
Mt(ψ
E,+
ε (x, t)) ∼ (1− ε) exp
(
−Cx− x
+
ε
v
log(t)−1−s
)
+ ε, t→∞.
The propagation of the front x+ε,β(t) of Mt(ψ
E,+
ε (x, t)) of the level β ∈ (ε, 1)
is computed solving the following equation for x+ε,β(t)
(1− ε) exp
(
−Cx
+
ε,β(t)− x+ε
v
log(t)−1−s
)
+ ε = β.
It is easy to find that
x+ε,β(t) = log
(
1− ε
β − ε
)
v
C
log(t)1+s + x+ε =: C+ log(t)
1+s + x+ε .
Hence, the propagation of the front is x+ε,β(t) = C+ log(t)
1+s as t→∞.
Theorem 11. Let u(x, t) = ψ(x−vt) be a traveling wave with constant speed
v with two-side estimate, for any x ∈ R, t ≥ 0 and ε > 0
ψ−ε (x, t) ≤ ψ(x, t) ≤ ψ+ε (x, t), ε > 0.
The subordination ψE(x, t) of ψ(x−vt) with the density Gt(τ) (corresponding
to the class (C3)) has Cesaro mean Mt
(
ψE(x, t)
)
with a propagation of the
front xβ(t) of the level β that satisfies the two-side estimate
C− log(t)1+s ≤ xβ(t) ≤ C+ log(t)1+s, C−, C+, s > 0.
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