The purpose of the paper is to investigate several subordination-and superordination-preserving properties of a class of integral operators, which are defined on the space of analytic functions in the open unit disk. The sandwich-type theorem for these integral operators is also presented. Moreover, we consider an application of the subordination and superordination theorem to the Gauss hypergeometric function.
Introduction
Let H be the class of functions analytic in the unit disk U {z ∈ C : |z| < 1}, and denote by A the class of analytic functions in U and usually normalized, that is, A {f ∈ H : f 0 1, f 0 1}. The function f ∈ H is said to be subordinate to F ∈ H, or F is said to be superordinate to f, if there exists a function w ∈ H such that f z as follows: where each of the functions f and h belong to the class A and the parmeters β ∈ C \{0}, γ ∈ C, Re γ β > 0, were so constrained that the integral operators in 1.9 exist.
Throughout this paper, we will denote by A β,γ the following analytic function class:
A β,γ f ∈ H U : f z z / 0, I β,γ z z / 0, z ∈ U .
1.10
This integral operator I h β,γ f defined by 1.9 has been extensively studied by authors 3-6 with suitable restriction on the parameters β and γ.
In particular, if we take γ 0 we get the integral operator defined by Bulboacȃ 7-12 and if we put h t t in 1.9 , we will get the results in 13 . In the present paper, we obtain the subordination-and superordination-preserving properties of the integral operator I h β,γ f defined by 1.9 with the sandwich-type theorem. We also consider an interesting application of our main results to the Gauss hypergeometric function.
The following lemmas will be required in our present investigation.
Lemma 1.4 Miller and Mocanu 14 . Suppose that the function
satisfies the following condition:
Re{H is, t } 0 1.12 for all real s and for all
1.13
If the function
is analytic in U and
Lemma 1. 5 Miller and Mocanu 15 . Let β, γ ∈ C with β / 0 and let h ∈ H with h 0 c. If 
If q is not subordinate to p, then there exist points
for which
Our next lemmas deal with the notion of subordination chain. A function L z, t defined on U × 0, ∞ is called the subordination chain or Löwner chain if L z, t is analytic and univalent in U for all t ∈ 0, ∞ , L z, t is continuously differentiable on 0, ∞ for all z ∈ U and L z, s ≺ L z, t z ∈ U; 0 s < t . 
is a subordination chain and
Furthermore, if
has a univalent solution q ∈ Q, then q is the best subordinat.
Lemma 1.8 Pommerenke 16 . The function
L z, t a 1 t z · · · , 1.32 with a 1 t / 0, lim t → ∞ |a 1 t | ∞, 1.33
is a subordination chain if and only if
Re z∂L z, t /∂z ∂L z, t /∂t > 0 z ∈ U; 0 t < ∞ . 1.34
Main Results
Our first subordination is contained in Theorem 2.1. To short the formulas in this section, let us denote
. Suppose that
Then the following subordination relation:
implies that Proof. Let us define the functions F and G by
respectively. Then
We first show that, if the function q is defined by
In terms of the function J h β,γ g , the definition 1.9 readily yields
We also have
By a simple calculation in conjunction with 2.10 and 2.11 , we obtain the following relationship:
We also see from 2.2 that
and, by using Lemma 1. 
2.22
Hence, by using Lemma 1.4, we conclude that
that is, the function G defined by 2.6 is convex in U. Next, we prove that the subordination condition 2.4 implies that
for the functions F and G defined by 2.6 . For this purpose, we consider the function L z, t given by
2.25
Since G is convex in U and Re γ β > 0, we obtain ∂L z, t ∂z
Re z∂L z, t /∂z ∂L z, t /∂t
Re γ β 1 t 1 zG z G z > 0 z ∈ U .
2.26
Therefore, by virtue of Lemma 1.8, L z, t is a subordination chain. We observe from the definition of a subordination chain that
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This implies that
2.28
Now suppose that F is not subordinate to G. Then, by Lemma 1.6, there exist points z ∈ U and ζ ∈ ∂U such that
Hence, we have
2.30
by virtue of the subordination condition 2.4 . This contradicts the above observation that
Therefore, the subordination condition 2.4 must imply the subordination given by 2.24 . Considering F z G z , we see that the function G z is the best dominant. This evidently completes the proof of Theorem 2.1.
Remark 2.2.
We note that δ given by 2.3 in Theorem 2.1 satisfies the following inequality 0 < δ ≤ 1/2. is the integral operator defined by 1.9 . Then the following superordination relation:
implies that
2.34
Moreover, the function I h β,γ g z /z β is the best subordinat.
where function q is defined by 2.8 . Then, by using the same method as in the proof of Theorem 2.1, we can prove that
that is, G defined by 2.6 is convex univalent in U. Next, we prove that the superordination condition 2.33 implies that
2.38
For this purpose, we consider the function L z, t defined by
Since G is convex and Re γ β > 0, we can prove easily that L z, t is a subordination chain as in the proof of Theorem 2.1. Therefore, according to Lemma 1.7, we conclude that the superordination condition 2.33 must imply the superordination given by 2.38 . Furthermore, since the differential equation 2.35 has the univalent solution G, it is the best subordinat of the given differential subordination. We thus complete the proof of Theorem 2.3.
If we suitably combine Theorems 2.1 and 2.3, then we obtain the following sandwichtype theorem. 
2.42
Moreover, the functions I Since 0 < δ ≤ 1/2, just as in Remark 2.2, the condition 2.43 means that ψ is a close-toconvex function in U see 17 , and hence J h β,γ f is univalent in U. Furthermore, by using the same techniques as in the proof of Theorem 2.4, we can prove the convexity univalence
