The paper introduces ensembles of accumulate-repeat-accumulate (ARA) codes which asymptotically achieve capacity on the binary erasure channel (BEC) with bounded complexity per information bit. It also introduces symmetry properties which play a central role in the construction of capacity-achieving ensembles for the BEC. The results here improve on the tradeoff between performance and complexity provided by the first capacity-achieving ensembles of irregular repeat-accumulate (IRA) codes with bounded complexity per information bit; these IRA ensembles were previously constructed by Pfister, Sason and Urbanke. The superiority of ARA codes with moderate to large block length is exemplified by computer simulations which compare their performance with those of previously reported capacity-achieving ensembles of LDPC and IRA codes. The ARA codes also have the advantage of being systematic.
Introduction
Error correcting codes which employ iterative decoding algorithms are now considered state of the art in the field of low-complexity coding techniques. By now, there is a large collection of families of iteratively decoded codes including low-density parity-check (LDPC), turbo, repeat-accumulate and product codes; all of them demonstrate a rather small gap (in rate) to capacity with feasible complexity.
The study of capacity-achieving (c.a.) sequences of LDPC ensembles for the binary erasure channel (BEC) was initiated by Luby et al. [1] and Shokrollahi [2] . They show that it is possible to closely approach the capacity of an erasure channel with a simple iterative procedure whose complexity is linear in the block length of the code [1, 2] . Following these works, Oswald and Shokrollahi presented in [3] a systematic study of c.a. degree distributions for sequences of ensembles of LDPC codes whose transmission takes place over a BEC. Jin et al. introduced irregular repeat-accumulate (IRA) codes and presented a c.a. sequence of systematic IRA (SIRA) ensembles [4] . A new sequence of c.a.
SIRA codes with lower complexity was also introduced in [5] . All of the aforementioned codes have one major drawback; their decoding complexity scales like the log of the inverse of the gap (in rate) to capacity, which becomes unbounded as the gap to capacity vanishes [5, 6, 7] .
In a previous paper [8] , Pfister, Sason and Urbanke presented for the first time two sequences of ensembles of non-systematic IRA (NSIRA) codes which asymptotically (as their block length goes to infinity) achieve capacity on the BEC with bounded complexity per information bit. The new bounded complexity result in [8] is achieved by puncturing bits and allowing in this way a sufficient number of state nodes in the Tanner graph representing the codes. We note that for fixed complexity, the new codes in [8] eventually (for large enough block length) outperform any code proposed so far. However, the convergence speed to the ultimate performance limit happens to be quite slow, so for small to moderate block lengths, the new codes are not record breaking.
In this paper, we are interested in constructing c.a. codes on the BEC with bounded complexity per information bit which are also systematic codes. We would also like these codes to perform well at moderate block lengths and have low error floors. To this end, we make use of a new channel coding scheme, called "Accumulate-Repeat-Accumulate" (ARA) codes, which was recently introduced by Abbasfar, Divsalar, and Yao [9] . These codes are systematic and have both outstanding performance, as exemplified in [9, 10, 11] , and a simple linear-time encoding. After defining an appropriate ensemble of irregular ARA codes, we construct a number of c.a. degree distributions. Simulations show that some of these ensembles perform quite well on the BEC at moderate block lengths. Therefore, we expect that irregular ARA codes optimized for general channels might also perform well at moderate block lengths.
Along the way, we study the symmetry of c.a. degree distributions and discover a new code structure which we call "Accumulate-LDPC" (ALDPC) codes. We show that c.a. degree distributions for this structure can be constructed easily based on the results of [8, Theorems 1 and 2] . This fact and structure was also proposed independently by Hsu and Anastasopoulos in [12] .
Accumulate-Repeat-Accumulate Codes
In this section, we present our ensemble of ARA codes. Density evolution (DE) analysis of this ensemble is presented in the second part of this section using two different approaches which lead to the same equation for the fixed points of the iterative messagepassing decoder (this equation will be called the "DE fixed point equation"). The connection between these two approaches is used later in this paper to state some symmetry properties which serve as an analytical tool for designing various c.a. ensembles for the BEC (e.g., ARA, IRA and ALDPC codes).
Description of ARA Codes
ARA codes can be viewed either as interleaved serially concatenated codes (i.e., turbolike codes) or as sparse-graph codes (i.e., LDPC-like codes). From an encoding point of view, it is more natural to treat them as interleaved serially concatenated codes (see Fig. 1 ). Since their decoding algorithm is simply belief propagation on the appropriate Tanner graph (see Fig. 2 ), this leads one to view them also as sparse-graph codes. (1) k k Figure 1 : Block diagram for the systematic ARA ensemble ("Irr." and "SPC" stand for "irregular" and "single-parity check", respectively, and Π stands for a bit interleaver.)
Treating these codes as sparse-graph codes also allows one to build large codes by "twisting" together many copies of a single small protograph [13, 14] . In general, this approach leads to very good codes and computationally efficient decoders.
In this work, we consider the ensemble of irregular ARA codes which is the natural generalization of irregular IRA codes [4, 8] . This ensemble differs slightly from those proposed in [9, 10, 11] . For this ensemble, we find that DE for the BEC can be computed in closed form and that algebraic methods can be used to construct c.a. sequences.
An irregular ensemble of ARA codes is defined by its degree distribution (d.d.). Nodes in the decoding graph will be referred to by the names given in Fig. 2 
i be a power series where L i denotes the fraction of "punctured bit" nodes with
i be a power series where R i denotes the fraction of "parity-check 2" nodes with degree i. In both cases, the degree refers only to the edges connecting the "punctured bit" nodes to the "parity-check 2" nodes. Similarly, let
pair from the edge perspective where λ i and ρ i designate the fraction of the edges which are connected to "punctured bit" nodes and "parity-check 2" nodes with degree i, respectively. We also assume that the permutation in Fig. 1 is chosen uniformly at random from the set of all permutations. The pair of degree distributions of an ARA ensemble is given by (λ, ρ).
It is easy to show the following connections between the d.d. pairs w.r.t. the nodes and the edges in the graph:
or equivalently, since
Density Evolution of ARA Ensembles
We consider here the asymptotic analysis of ensembles of ARA codes. We assume that the codes are transmitted over a BEC with erasure probability p and decoded with an iterative message-passing decoder. A single decoding iteration consists of six smaller steps which are performed on the Tanner graph of Fig. 2 . Messages are first passed downward from the "systematic bit" nodes through each layer to the "code bit" nodes. Then, messages are passed back upwards from the "code bit" nodes though each layer to the "systematic bit" nodes. 4 be the probabilities of an erasure message from the "punctured bit" nodes to the "parity-check 2" nodes and vice versa, and finally, let x (l) 2 and x (l) 3 be the probabilities of an erasure message from the "parity-check 2" nodes to "code bit" nodes and vice versa. As the block length goes to infinity, the cycle-free condition holds with probability 1 and this implies that the messages become statistically independent with probability 1. Under this assumption, we obtain the following DE equations (from Fig. 2 ) for the message-passing iterative decoder:
Algebra shows that if x 1 x, then we obtain the following equation for the fixed points of the iterative decoder:
For ensembles of ARA codes whose transmission takes place over a BEC, the DE fixed point equation (3) can be also derived using a graph reduction approach.
We start by noting that any "code bit" node whose value is not erased by the BEC can be removed from the graph by merging its value into its two "parity-check 2" nodes. On the other hand, when the value of a "code bit" node is erased, one can merge the two "parity-check 2" nodes which are connected to it (by summing the equations) and then remove the "code bit" node from the graph. This merging of the two "parity-check 2" nodes causes their degrees to be summed. Now, we consider the degree distribution (d.d.) of a single "parity-check 2" node in the reduced graph. This can be visualized as working from left to right in the graph, and assuming the value of the previous "code bit" node was known. The probability that there are k erasures before the next observed "code bit" is given by p k (1 − p). The graph reduction associated with this event causes the degrees of k + 1 "parity-check 2" nodes (from the d.d. R(x)) to be summed. Therefore, the new d.d. of the "parity-check 2" nodes after the graph reduction is given by
A similar graph reduction can be also performed on the "systematic bit" nodes in Fig. 2 . Since degree 1 bit nodes (e.g., the "systematic bit" nodes in Fig. 2 ) only provide channel information, erasures make them worthless. So they can be removed along with their parity-checks (i.e., the "parity-check 1" nodes in Fig. 2 ) without affecting the decoder. On the other hand, whenever the value of a "systematic bit" node is observed (assume the value is zero w.o.l.o.g.), it can be removed leaving a degree 2 parity-check. Of course, degree 2 parity-checks imply equality and allow the connected "punctured bit" nodes to be merged (effectively summing their degrees). This gives a nice symmetry between the information bits and parity bits. Now, we consider the d.d. of a single "punctured bit" node in the reduced graph. This can be seen as working from left to right in the graph, and assuming the value of the previous "systematic bit" node was erased. The probability of the event where the values of k "systematic bit" nodes are observed and the value of the next "systematic bit" node is erased by the channel is given by (1 − p) k p. The graph reduction associated with this event causes the degrees of k + 1 "punctured bit" nodes (from the d.d. L(x)) to be summed. Therefore, the new d.d. of the "punctured bit" nodes after graph reduction is given by
After the graph reduction, we are left with a standard LDPC code with new edgeperspective degree distributions given by
After the aforementioned graph reduction, all the "systematic bit" nodes and "code bit" nodes are removed. Therefore the residual LDPC code effectively sees a BEC whose erasure probability is 1, and the DE fixed point equation is given by
Based on (6) and (7), the last equation is equivalent to (3). We note that although λ and ρ which are given in (6) and (7), depend on the erasure probability of the BEC (p), for simplicity of notation, we do not write this dependency explicitly in our notation. However, in Section 3, when discussing symmetry properties and replacing p by 1 − p, the erasure probability is written explicitly in these tilted degree distributions.
In this section, we discuss the symmetry between the bit and check degree distributions of c.a. ensembles for the BEC. First, we describe this relationship for LDPC codes, and then we extend it to ARA codes. The extension is based on analyzing the decoding of ARA codes in terms of graph reduction and the DE analysis of LDPC codes.
Symmetry Properties of Capacity-Achieving LDPC Codes
The relationship between the bit d.d. and check d.d. of c.a. ensembles of LDPC codes can be expressed in a number of ways. Starting with the DE fixed point equation
where p designates the erasure probability of the BEC, we see that picking either the d.d. λ or ρ determines the other d.d. exactly. In this section, we make this notion precise and use it to expose some of the symmetries of c.a. LDPC codes. A few definitions are needed to discuss things properly. Following the notation in [3] , let P be the set of d.d. functions (i.e., functions f with non-negative power series expansions around zero which satisfy f (0) = 0 and f (1) = 1); this set is defined by
Let T be an operator which transforms invertible functions f :
where f −1 is the inverse function of f . The function T f is well-defined on [0, 1] for any function f which is strictly monotonic on this interval, and therefore for any function in P. We will say that two d.d. functions f and g are matched if T f = g (since T 2 f ≡ f , the equality T f = g implies that T g = f ). Finally, let A be the set of all functions f ∈ P such that T f ∈ P, i.e.,
The connection with LDPC codes is that finding some f ∈ A is typically the first step towards proving that (f, T f ) is a c.a. d.d. pair. Truncation and normalization issues which depend on the erasure probability of the BEC must also be considered. When p = 1, many of these issues disappear, so we denote the set of d.d. pairs which satisfy (9) by
The symmetry property of c.a. LDPC codes (with rate 0) asserts that
One can prove this result by transforming (9) when p = 1. First, we let x = 1−ρ −1 (1−y), which gives λ(y) = 1 − ρ −1 (1 − y), then we rewrite this expression as ρ 1 − λ(y) = 1 − y and finally, let y = 1 − z to get ρ 1 − λ(1 − z) = z. Comparing this with the DE fixed point equation (9) when p = 1 shows the symmetry between λ and ρ.
Symmetry Properties of ARA Codes
The decoding of an ARA code can be broken into two stages. The first stage transforms the ARA code into an equivalent LDPC code via graph reduction, and the second stage decodes the LDPC code. This allows us to describe the symmetry property of c.a. ARA codes in terms of the symmetry property of c.a. LDPC codes. For f ∈ P, let us define
One can write the d.d. pair ( λ, ρ) after graph reduction by combining (2), (6) and (7) which gives
This allows graph reduction to be interpreted as a mapping G ARA from an ARA d.d. pair to an LDPC d.d. pair which can be expressed as
The inverse of the graph reduction mapping is represented by a dashed arrow because this inverse mapping, while always well-defined, does not necessarily preserve the nonnegativity of d.d. functions. Referring to ensembles of ARA codes, the set of d.d. pairs which satisfy the DE fixed point equation (3) is given by
where the equivalence to (3) follows from (6), (7) and (11) . The symmetry between the bit and check degree distributions of a c.a. ARA ensemble follows from the symmetry relationship in (10) , and the equivalence between a d.d. pair (λ, ρ) for ARA codes and the d.d. pair ( λ 1−p , ρ p ) for LDPC codes.
The complete symmetry relationship is therefore given in the following diagram:
The inverse of the graph reduction mapping is represented by the dashed arrow because this inverse transformation is only valid if it is known ahead of time that the power series expansions of λ and ρ are non-negative. It turns out that this symmetry is very useful in order to generate new d.d. pairs which satisfy the DE equality in (8) . An alternative way to show this symmetry explicitly is rewriting (8)
and using the symmetry property (10) for LDPC codes to rewrite it as
From (6) and (7), the expansion of the last equation gives
Since the swapping L(x) ↔ R(x), λ(x) ↔ ρ(x), p ↔ 1 − p, and x ↔ 1 − x maps this equation back to (3), then we can take any d.d. pair (λ, ρ) which satisfies (3) for p = p * and swap λ with ρ (and hence, L and R are also swapped) to get a new d.d. pair which satisfies (12) for p = 1 − p * (equations (3) and (12) should be satisfied for all x ∈ [0, 1], so switching between x and 1 − x has no relevance).
Symmetry Properties of NSIRA Codes
Now, we consider the graph reduction process and symmetry properties of non-systematic irregular repeat-accumulate (NSIRA) codes (for preliminary material on NSIRA codes, the reader is referred to [8, Section 2] ). In this respect, we introduce a new ensemble of codes which we call "Accumulate-LDPC" (ALDPC) codes. These codes are the natural image of NSIRA codes under the symmetry transformation. In fact, this ensemble was discovered by applying the symmetry transformation to previously known c.a. code ensembles. Their decoding graph can be constructed from the ARA decoding graph (see Fig. 2 ) by removing bottom accumulate structure.
Since an NSIRA code has no accumulate structure attached to the "punctured bit" nodes, the graph reduction process affects only the d.d. of the "parity-check 2" nodes. Therefore, graph reduction acts as a mapping G NSIRA from the NSIRA d.d. pair (λ, ρ) to the LDPC d.d. pair (λ, ρ p ). This yields that for ensembles of NSIRA codes, the set of d.d. pairs which satisfy the DE fixed point equation is given by
An ALDPC code has no accumulate structure attached to the "parity-check 2" nodes, and therefore the graph reduction process only affects the d. 
The symmetry between NSIRA and ALDPC ensembles follows from the symmetry relationship in (10) The symmetry relationship is therefore given in the following diagram.
As before, the inverse of each graph reduction mapping is represented by a dashed arrow because this inverse transformation is only valid if it is known ahead of time that the power series expansions of λ and ρ are non-negative.
Connections with Forney's Transform
In [15] , Forney introduces a graph transformation which maps the factor graph of any group code to the factor graph of the dual group code. For factor graphs of binary linear codes which only have equality and parity constraints (i.e., no trellis constraints), this operation is equivalent to swapping equality and parity constraints (e.g., bit nodes and check nodes). Forney's approach represents observations by half-edges, and these remain attached to the original node even though the nature of that node has changed. For example, Forney's transform maps an LDPC code with parity-check matrix H to a low-density generator-matrix (LDGM) code with generator matrix H and the half-edges attached to the bit nodes of the LDPC code are attached to the parity-check nodes of the LDGM code. Using Forney's transform, we see that the swapping of λ and ρ described by our symmetry mappings actually transforms the original code ensemble into the dual code ensemble. Let the design rate of the original ensemble be R, then the design rate of the dual ensemble is 1 − R. This means that if we want to have any chance of achieving capacity, we must also map the channel erasure probability p to 1 − p. Therefore, our symmetry relationships show that ARA, NSIRA, and ALDPC ensembles which are c.a. on BEC under iterative decoding also have dual ensembles which are c.a. on the BEC under iterative decoding. Finally, we note that the basic structure of ARA codes is preserved under Forney's transform. In particular, this means that we can construct self-dual ARA codes (i.e., rate 1 2 ) by choosing the square connection matrix between the "punctured bit" nodes and the "parity-check 2" nodes to be symmetric. This section gives explicit constructions of c.a. ARA ensembles for the BEC, where these ensembles are either bit-regular or check-regular. As will be observed, these ensembles possess bounded complexity (per information bit) as the gap to capacity vanishes. The symmetry property in Section 3.2 allows one for example to design an ensemble of high rate ARA codes, and get automatically (by switching between the pair of degree distributions) a new ensemble of ARA codes which is suited for low rate applications. We will rely on this symmetry property in Section 4.2 when we transform a bit-regular ARA ensemble designed for a BEC with erasure probability p ∈ (0, p * ] into a checkregular ensemble designed for p ∈ [1 − p * , 1). We also rely on the fact that the method in Section 4.1 for computing the function R given the function L can be easily inverted using the symmetry property. This means that given an algorithm to solve for R(x) in terms of L(x) for a certain p 0 , the inverse algorithm which solves L(x) in terms of R(x) is exactly the same, except that p 0 is replaced by 1 − p 0 .
Solving for R(x) in terms of L(x)
Given L(x), we start with the calculation of λ(x) = L ′ (x) L ′ (1) . Then λ(x) is calculated from (6) , and ρ(x) = 1 − λ −1 (1 − x) is calculated from (8) . Further algebra gives
As long as we have ρ(1) = 1, then evaluating (13) at x = 1 gives ρ(1) = 1. Therefore, there is no need to truncate the power series of ρ. As we noted above, a very similar approach can be applied to solve for L(x) in terms of R(x); due to the symmetry property, one can simply apply the above procedure to a parity-check d.d. R(x) with an erasure probability of 1 − p. [2] . The plots refer to block lengths of n = 8192 and 65536 bits (see upper and lower plots, respectively) and a design rate of 0.5 bits per symbol. Since the ensemble averaged performance is simulated, high-rate outer codes (rates 8179/8192 and 65520/65536, respectively) are used to lower the error floor due to small stopping sets. These outer codes are chosen uniformly at random from the ensemble of the binary linear block codes and their rate loss is neglected. 
