Abstract. The strong consistency of least squares estimators of unknown amplitudes and angular frequencies of the sum of harmonic oscillations observed in a strongly dependent Gaussian stationary noise is proved in the paper.
Let a stochastic process (1) X(t) = g(t, θ o ) + ε(t), t∈ [0, T ],
be observed, where . . , N; here ε(t), t ∈ R 1 , is a stochastic process defined on a complete probability space (Ω, , P) and satisfying the following condition.
A1. ε(t), t ∈ R 1 , is a real, measurable, mean square continuous, stationary, Gaussian, zero-mean stochastic process. We also assume that at least one of the following two conditions holds.
A2. The correlation function of the process ε(t), t ∈ R
1 , is such that
where L(t) is a function slowly varying at infinity and B(0) = 1. A3.
(5)
B(t) = cos κt
The statistical estimation of unknown amplitudes and angular frequencies (3) of a sum of harmonic oscillations (2) observed in a random noise ε(t) is a probabilistic setting of the problem of detection of hidden periodicities. Investigations of this problem as well as of its deterministic counterpart (ε(t) ≡ 0) are initiated by Lagrange. Many applications of this problem in numerous scientific fields are also known (see [1] ).
The literature devoted to this question is rather extensive. We mention only a few mathematical publications [2] - [6] , where the consistency and asymptotic normality are studied for various statistical estimators of unknown amplitudes and angular frequencies under different assumptions concerning the stationary random noise ε(t) in the model of observation (1), (2) with N ≥ 1. Both cases of discrete and continuous time are studied in those papers. Similar problems are solved in [7, 8] for some other statistical models generalizing (1), (2) .
The strong consistency of the least squares estimator of the parameter θ o is studied in the present paper under conditions A1 and A2 or A3. The correlation function (4) is widely used in statistical applications (see, for example, [9, 10] ). Properties of stochastic processes with the correlation function (5) are studied in [11] .
We arrange the frequencies
In other words, we assume that the parametric set where we search an estimator of unknown angular frequencies is of the following form:
According to the standard definition, the least squares estimator of the parameter θ o constructed from observations after the process X(t), t ∈ [0, T ], is any random vector
that minimizes the functional Q T (θ) in the set of parameters Θ ⊂ R 3N (the amplitudes A k , B k , k = 1, . . . , N, can assume arbitrary values in Θ) for ϕ ∈ Φ c , where Φ c is the completion of the set Φ(ϕ, ϕ).
When proving the consistency of the estimator θ T (see the theorem below) we face the problem of studying the behavior as T → ∞ of the ratios (9) sin
However, the above definition of the estimator ϕ T = (ϕ 1T , . . . , ϕ NT ) makes it impossible to determine the behavior of the differences ϕ kT − ϕ jT and ϕ kT − ϕ o j , j = k, as T → ∞. Therefore the question on the behavior of ratios (9) remains open.
Walker [3] proposed a modification of the definition of the estimator ϕ o which guarantees the convergence to zero of the ratios (9). In its turn, this implies the consistency of the least squares estimator.
The Walker idea is to define the estimator (8) as a point of minimum of the functional (7) in a set where one can well separate the parameters ϕ k .
Consider a nondecreasing family of open sets
We assume that these sets contain the true value of the parameter ϕ o and satisfy the following conditions:
In view of the above remark, we say that a vector θ T is the least squares estimator if θ T is a point of minimum of the functional Q T (θ) in the set Θ T for which (in contrast with Θ) ϕ ∈ Φ c T . Condition (12) obviously holds if ϕ > 0. If Φ T ⊂ Φ(0, ϕ), then one can consider the parametric sets such that (13) inf
in order to satisfy (11) 
3. First we prove two auxiliary results.
Lemma 1. If assumptions A1 and A2 with a nondecreasing slowly varying function L(t), t ≥ 0, hold, then
Proof. Note that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Each term on the right hand side of (19) is estimated separately. Put
Then we make the change of variables in the integral Ψ 3 (u), namely t → t/T , s → S/T , and finally t − s → t:
Since the correlation function B is even,
and hence
The monotonicity of the slowly varying function L involved in condition A2 implies that
for all ε > 0 and for all sufficiently large T (say, for T > T 0 ). Thus
The right hand side of (24) converges to zero as
The latter inequality follows from the assumptions of the lemma. Similar reasoning proves a bound for Ψ 2 (u). This bound is, in fact, a particular case of inequality (21) corresponding to u = 0:
On the other hand,
whence (27)
The right hand side of (27) converges to zero as T → ∞ if
as T → ∞. Let T n = n β , where the number β > 0 is such that
Consider a sequence of random variables (30)
It is clear that ζ
In its turn, the convergence of the latter series implies that
Using equality (29), we obtain
.
By assumption, ρ > 1 − α/6. If ρ is fixed, then one can choose Δ > 0 such that inequality (32) holds. Note that inequality (32) obviously holds if ρ ≥ 1. Let
Then, for example, Proof. Similarly to (21)- (24) we obtain
The same bound holds for I 2 (T ), too. Further,
The proof of the theorem uses the ideas of the paper [5] . Let
We show that k = 1, . . . , N, where o(1) denotes, generally speaking , different stochastic processes approaching zero almost surely as T → ∞.
Differentiating the functional Q T (θ) with respect to the variables A 1 , . . . , A N and  B 1 , . . . , B N we obtain the following system of linear equations for the least squares estimators A kT and B kT , k = 1, . . . , N:
where we used the notation
Considering the properties (11) and (12) of the parametric set Φ T (whose completion contains the value of the least squares estimator ϕ T = (ϕ 1T , . . . , ϕ NT )) we derive the following relations:
and moreover, d Since |x kT |, |y kT | ≤ 1, relations (38) imply that
. By the definition of the least squares estimator,
in view of Lemmas 1 and 2 and bounds (44). Taking into account inequality (45), we obtain from (46) and (47) that
Using the above reasoning and bounds (44), we find that
Substituting relations (38) into (51) and considering (50), we deduce that (52) 
Corollary. Conditions A1 and A4 imply (14).
Proof. Indeed, an inspection of the proofs of Lemmas 1 and 2 shows that relation (15) holds for the correlation function of the form (55).
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