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ABSTRACT
SIMULATIONS OF POLYMER CRYSTALLIZATION AND AMYLOID
FIBRILLIZATION
SEPTEMBER 2008
JIANING ZHANG, B.E., TONGJI UNIVERSITY
M.S., FUDAN UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor M. Muthukumar
This dissertation describes computer simulations and theoretical analyses of
polymer crystallization and amyloid fibrillization. Langevin Dynamics simulations of
polymer chains in dilute solutions suggest that chains are prefolded before
crystallization, in contradiction with the traditional view that chain folding occurs only
on the growth front. The prefolded chain reveals a thickness plateau in low-temperature
region (solving the puzzle of "5L catastrophe"), suggesting that lamellar thickness
might be a predetemiined equilibrium result. Based on the above prefolding and
predetermined thickness concepts, the prefolded chains are then taken as the smallest
dynamic units in Monte Carlo simulations, where an anisotropic aggregation model is
proposed to study single crystals, shish-kebab crystals, and crystal melting. This model
is fiirther extended to amyloid fibrillization.
The single crystal study shows a rough-flat-rough habit transition, solving a
long-standing puzzle for the existing theories. The lamellar growth rate is confirmed to
vary exponentially with temperature and concentration. The shish-kebab study confirms
that the distribution of kebab spacings is lognormal. In contrast to Pennings' and Hill's
V
models, a new model is proposed to describe the relation between the spacing and
temperature: the logarithm of the spacing growth rate is proportional to the inverse of
temperature. The spacing is also found to be proportional to the inverse of polymer
concentration. A broad melting transition for shish-kebab crystals is observed in
simulations. The melting point is confirmed to be proportional to the square root of
heating rate, increase exponentially with crystallization temperature, and increase with
the logarithm of crystallization time in sigmoidal fashion. It is proposed that the melting
point is related to the lamellar diameter, rather than the lamellar thickness in the
traditional view. The seeding phenomenon for amyloid fibrils is reproduced in
simulations. It is proposed that nucleation of the amyloid fibril is due to its semi-two-
dimensional nature, because a pure one-dimensional growth does not require nucleation
and does not exhibit sigmoidal curves. The importance of the second layer of P-sheet is
stressed. It is proposed that Ostwald ripening (bigger fibrils grow at the expense of
smaller ones) is the dominating mechanism for amyloid fibril growth.
vi
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CHAPTER 1
INTRODUCTION
1.1 Organization
Due to the interdisciplinary nature of this dissertation, the literature review
commonly found in the Introduction is to be given in later chapters together with
relevant data and discussions. Instead, Chapter 1 covers the organization and common
themes of all the research work. The research goals and the philosophy guiding my
research are also presented here.
Chapter 2 utilizes Langevin Dynamics simulations to test the most basic
assumption in Lauritzen-Hoffman theory " of polymer crystallization - chains fold only
on the growth front, i.e., "template folding", where the growth front is the edge of the
polymer crystal preformed by other chains that might be longer or stochastically lucky.
In contrary, our simulation results clearly demonstrate that, in a dilute solution where
chains are far away from one another, chains undergo "self folding" without the facility
of the growth front, and then these prefolded chains aggregate into a polymer crystal.
1
This "prefolding" concept is contradictory to the Lauritzen-Hoffman theory, " where
chain folding and polymer crystallization occur simultaneously on the growth front. To
test this "prefolding"/"self-folding'* concept, we then perform systematic Monte Carlo
simulations for various aspects of polymer crystallization in Chapter 3, 4, and 5.
Chapter 3 focuses on polymer single crystals. The prefolded chain serves as the
smallest dynamic unit in the Monte Carlo simulations. The simulation results resolve
the long-standing dilemma regarding crystal habit (shape). Lauritzen-Hoffman theory
1
can explain the low-temperature (low-T) roughening of the crystal outline, but can not
explain the high-temperature (high-T) roughening well. On the contrary, Sadler-Gilmer
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model " can explain the high-T roughening, but can not explam the low-T roughening.
Our simulation results naturally reveal both high-T and low-T roughenings, which can
be explained by the different local binding energies. Besides crystal habits, crystal sizes,
induction time, and growth rates are evaluated as functions of both temperature and
polymer concentrations in solution. All simulation results are compatible with
experimental results. In addition, because the nucleus size can be explicitly specified in
simulations, we are able to deduce, for the first time, a phase diagram of critical nucleus
sizes from the data of induction time.
Chapter 4 focuses on shish-kebab polymer crystals. The shish is pre-set to serve
as the nucleation sites. Following the same methods in Chapter 3, the prefolded chains
diffuse and aggregated on the shish to form kebabs. The kebab spacing (distance
between neighboring kebabs) and diameters are investigated as functions of time,
temperature, and concentrations. The experimental fact that the kebab spacing enlarges
as time elapses is confirmed by our simulations and explained by Ostwald ripening
mechanism (i.e., evaporation-condensation mechanism). A new temperature-spacing
relation is proposed and compared with the existing two theories. We also predict that
the kebab spacing is inversely proportional to the polymer concentration in solution.
Chapter 5 focuses on melting of multiple crystals (shish-kebab crystals as a
model system). The melting point is defined as the temperature at which the last trace of
polymer crystals disappears. The dependences of melting points on crystallization time.
2
crystallization temperature, and heating rates are investigated. The results are consistent
with experimental results and reveal some new features.
Chapter 6 utilizes a similar Monte Carlo model to simulate amyloid fibril
formation which is relevant to Alzheimer's and Huntington's diseases. Although
polymer crystallization and amyloid fibrillization belong to entirely different fields,
they are both certain types of aggregation (either aggregation of prefolded chains, or
aggregation of folded/extended peptides). Surprisingly, nucleation and Ostwald
ripening mechanisms also play important roles in the amyloid fibrillization process. For
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the first time, we are able to reproduce the "seeding" phenomenon ' (the lag time of
fibril growth is reduced by adding preformed fibrils) which has been widely seen in
many amyloid experiments but not fully understood. In addition, we are able to
reproduce many experimental observations including time evolution of fibril size
distributions and disassembly upon dilution. The temperature and concentration
dependences of fibril elongation rates agree well with experiments.
1.2 Research Philosophy and Goals
1.2.1 Computer Experiments
Computer simulation is a bridge between theory and experiment. Simulation is
similar to theory in that it is usually based on certain equations. For example, Langevin
Dynamics is based on the Newtonian equation of motion with a random noise term
included to simulate collision of solvent molecules. Metropolis algorithm in Monte
Carlo simulations is based on the equation of acceptance probability which depends
exponentially on the energy change. Simulation is also similar to experiment, in the
3
sense that once you input parameters you have to allow the simulation to run (evolve
like an experiment) to a final unpredictable result (because of the uncertainty introduced
by the noise term or the probability term). Simulation is better than theory in one aspect
- simulation makes far lesser assumptions than theory does. The world is simple. The
lesser assumptions (usually arbitrary or subjective) you make, the closer you are to the
truth. Simulation is better than experiment in one aspect too - simulation is a totally
apparent process but experiment is usually performed in a black box. in simulations,
you keep the track of each individual particle so that you can calculate whatever
quantity you want. In experiments, on the contrary, you normally get only one or two
ways of characterization outputs. However, simulation is worse than theory in one
aspect - simulation is more difficult to be tested against experiment than theory is. It is
much easier and less time-consuming to use an equation than to run a simulation.
Simulation is secondary to experiment, because experiment is the king of science. If
simulation wants to predict and guide experiment, it has to prove itself first by
reproducing certain amounts of experiments. If simulation and experiment give
contradictory results under the same conditions, experiment is always right.
Based on the above beliefs, we intend to make as less assumptions as possible in
our simulations. In polymer crystallization research, only anisotropic interaction and
Metropolis algorithm are assumed. Unlike other simulations,'^'" we make no
assumption on how the crystal front grows, and did not artificially disable certain types
of desorption or rearrangement events. In fact, the program can not distinguish all four
events (adsorption, desorption, diffusion, and rearrangement) based on their physical
meanings. All four events are treated by the program as a single type of Metropolis-
4
weighted random walk. When we first set up and run the simulations, we have no idea
what the results would be, such as the temperature-dependent roughness or the
dependence of melting points on crystallization temperature. We just tried to explore
the parameter space as widely as possible (over wide temperature and concentration
ranges) and honestly recorded the simulation results, and then compare with
experimental results - to find out what is consistent and what is inconsistent and figure
out why. So it is more like a computer experiment. No attempt has been made to add an
additional energy term, like some theorists do, to modify the simulation results, in order
to fit the experiments. Because simulation is apparent and the trajectories of each
particle are recorded, we are able to count the rates of 1-, 2-, 3-, 4-neighbor desorption
events separately. This is very helpful for us to figure out why both low-T and high-T
roughenings exist. The transparency of simulation is also helpful for proposing a
theoretical equation for growth rates (we can count the adsorption and desorption rates
separately and see how each depends on environmental parameters).
1.2.2 Big Picture
Unlike an experimentalist, a good simulationist has to be aware of the
progresses in all three areas: simulations, theories, and most importantly experiments.
The simulationist has to read tons of references and figure out what experimental
findings are commonly observed and reliable, and what experimental findings are ad-
hoc and unreliable. Only reliable experimental data are compared with the simulation
results. Because of the easiness in running simulation experiments (in comparison with
running real experiments), simulations are usually performed over a wider range of
5
parameter space, revealing a bigger picture than most experiments can do. For example,
a Ph.D. thesis of an experimentalist focuses on only one subject, the nonlinear
Hoffman-Weeks plot, where the plot of melting points versus crystallization
temperature is used to extrapolate the equilibrium melting point. In our simulations
which cover a wider temperature range (130°C) than theirs (20°C), we have found that
the line deviates and reaches a plateau at low temperatures (which was seen in
experiments for certain polymers too). And we found out that the slope of the plot
strongly depends on the heating rate. Both our findings seriously challenge the validity
of doing such a nonlinear extrapolation based on the data over a narrow temperature
range and at a fixed finite heating rate. In our simulations, we have studied not only the
effects of crystallization temperature, but also the effects of crystallization time, heating
rate, polymer concentration, and crystal sizes. Standing at a higher altitude (exploring a
wider parameter space), it becomes easier to see a bigger picture, thus leading to a
"more likely" correct conclusion. The other way to see the big picture is to do
interdisciplinary research. I would like to thank my advisor. Prof Muthukumar, who
first pointed out the similarity between the growth curves of amyloid fibrillization and
polymer crystallization and introduced me into this new field. As I delved into the
amyloid field deeper, I gradually realized that two facially different fields actually share
the same underlying principles, such as the existence of induction time (or lag time), the
seeding (or nucleation) phenomenon, and the Ostwald ripening growth mechanism.
Both fields are concerned with an attractive- interaction-driven aggregation process into
a more ordered structure (either two-dimensional lamella or semi-one-dimensional
fibril). Performing interdisciplinary research is very beneficial and exciting, because
6
certain known ideas or facts in one field could be entirely new or unknown to another
field. For example, the bell-shaped dependence of growth rates on temperature is a
known fact for the polymer crystallization field, but remains unnoticed in the field of
amyloid fibrillization. The corresponding inverse-bell-shaped dependence of lag time
on temperature in the polymer crystallization field leads us to propose that there are two
types of lag times for the amyloid fibrillization field. Another example is the Ostwald
ripening mechanism which has been widely recognized in the fields of grain growth and
polymer phase separation. However, Ostwald ripening remains unnoticed by the
amyloid community. In the present dissertation, it is a key mechanism we would
propose to explain some puzzles encountered by the amyloid community.
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CHAPTER 2
CHAIN PREFOLDING
2.1 Introduction
Among the numerous theoretical attempts to understand the various
experimental results on polymer crystallization, two popular models have been
extensively attempted to interpret experimental data. These are the Lauritzen-Hoffman
(LH) surface nucleation model' " and the Sadler-Gilmer (SG) rough surface model. ^"^
Both theories assumed that chains have tofold on the growth front (the edge of the
preformed polymer crystal), in contrast to the view in the present dissertation that
chainsfold before approaching one another. Figure 2.1a illustrates the secondary
nucleation concept behind the LH theory.' In dilute solutions where polymer chains are
isolated from one another, the primary nucleus is formed first from a single polymer
chain. Once the primary nucleus has been formed, its flat side surface can serve as the
growth front so that other polymer chains can grow on it via a secondary nucleation
mechanism. The secondary nucleation concept is essentially a one-dimensional (ID)
stem nucleation, where the length of the first stem of the chain attached on the growth
front fluctuates with time until it is longer than the critical length, L > L . After the
first stem is formed with certain surface energy penalty, additional stems can quickly
attach next to the first stem one by one without paying surface energy penalty. This
. .
* *
critical length L is analogous to the critical nucleus size R employed in the
traditional three-dimensional (3D) nucleation theory. Sadler"* criticized this secondary
(stem) nucleation concept based on the fact that there should be no nucleation barrier
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for 1 D growth. Anyway, the LH secondary nucleation theory was successful in
explaining two key results to a certain degree: temperature dependences of lamellar
thicknesses and lateral growth rates, as described in the following two equations,
L = L +6L =^ + 6L (2.1)AT
and
{ -K \G oc exp
TAT
(2.2)
where A is a constant, 6L is a small value in comparison with L . The supercooling
AT" is defined by TJ' —T, where TJ' is the extrapolated equilibrium melting
temperature for an infinitely large crystal, T is the crystallization temperature, G is the
radial growth rate of lamellae, and K is the nucleation constant. The exponential
dependence of G on T suggests the existence of nucleation, which was actually one of
the motivations for Lauritzen and Hoffman to propose the secondary nucleation concept.
Unfortunately, based on current experimental techniques, it is not able to see
directly how polymer chains in solutions diffuse, change their conformations, and
aggregate into a two-dimensional (2D) crystal lamella. Simulation becomes a handy
tool to study the chain folding process at microscopic scale. Single chain self folding
has been observed in many simulations.'""'^ If the polymer solution is dilute enough, it
is reasonable to assume that chains prefold before they meet and interact with one
another, as illustrated in Figure 2.1b. In addition, polymer chains were observed in
simulations to adsorb onto the growth front spontaneously without invoking any energy
barrier,'^ '^ in direct contradiction with the stem-nucleation-based LH theory. When two
bundles of chains come closer, they simply attract each other and merge into a bigger
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bundle (lamella).'" In experiments, there is increasing evidence of the presence of
nodular (bead-like) structures in polymer crystals grown from either melt'^ or solution'*^,
which is a further support to our prefolding concept. Moreover, Equation (2.1 ) is
actually not valid over a wide temperature range, as observed in experiments.^^ It was
found that the lamellar thickness L reaches a constant plateau at low temperatures."
Simulations by two independent groups'^"' have confirmed that the finite thickness is
actually at the global minimum of free energy, rather than kinetically trapped in a local
minimum (arguments in the LH theory). This suggests that a finite thickness is an
equilibrium result. The concept of the "predetermined thickness" is further supported by
"isochronous decoration" experiments,"" " where L and G was found to be
independent of the previous substrate upon alternative heating and cooling.
2.2 Model and Simulation Algorithm
There are two major groups of force field (potential energy) parameters for
studying chain folding. The major difference lies in the setting for the torsion energy. In
Welch's model, the torsion potential parameters are so set that the difference of the
energy levels between gauche and trans conformations is large. A typical fold can be
formed by four gauche conformations at the folding point and fifty trans-conformations
along the extended stem. If the gauche energy level is too high, the chain becomes fiilly
extended (all trans conformations). If the gauche energy level is too low, the chain
collapses into a globule (many gauche and trans conformations coexist). In the models
by Paul,"'' Chester,'' and Waheed,'^ the energy level difference between gauche and
trans conformations is small. In order to form chain folding, bead 1 and 4 (next next
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nearest neighbors, separated by three bonds) have to interact with both torsion and van
der Waals forces. Existence of a repulsive van der Waals interaction between bead 1
and 4 actually favors the trans conformation and essentially enlarges the energy gap
between gauche and trans conformations, thus leading to a similar result as Welch's
model. Although there is no consensus on the force fields for chain folding, we are
more interested in kinetics of chain folding and aggregation. The choice of the exact
force fields should not affect our general results regarding the kinetics. In the present
dissertation, the force field parameters are modeled after the paper by Chester and
Muthukumar.'"
The united atom model for polyethylene is chosen for a polymer chain, where
each methylene unit is modeled as a bead in a bead-spring model. The typical chain
length in our simulations is 500 united atoms. The simulation is performed under
periodic boundary conditions. The total potential energy consists of the potential
energies arising from bond stretching U, , bond angle bending Ug, bond torsion U^,
and nonbonded Lennard-Jones interaction The potential energy associated with
bond stretching is taken to be
U,=K,{1-1,)' (2.3)
where / is the bond length and is the equilibrium bond length. The spring constant
Ki is taken to be 350 kcal/mol/A"^ and 4 = 1 .53 A. The potential energies associated
with bond angle 9 and torsion angle (p are assumed to be of the form
u, = K,{e-e,f (2.4)
and
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= K,{\-cos<f>) + K,{\-cos2<f>) + K^{\-cos3<^) (2.5)
where 0^ = \09\ K^= 60 kcal/mol, = 0.8 kcal/mol, = -0.43 kcal/mol, and
= 1 .62 kcal/mol. The Lennard-Jones potential U,j is
12
-2
I f )
where the interaction strength £: = 0. 1 1 2 kcal/mol, and the equilibrium distance is 4.5A.
The Lennard-Jones interaction contains a coefficient of 2 for the attractive part so that
the minimum of this potential occurs at r = cr « 3/q . Therefore bead 1 and 4 are
repulsive so that trans conformation is preferred (as a tradition, the Lennard-Jones
interactions between the nearest or the next-nearest neighbors are disabled, because
those interactions are already included in bond stretching and bond angle potentials).
For the actual computation, reduced units are used throughout and all data presented are
expressed in ternis of the reduced units. The units have been renormalized to a united-
atom mass m of 1, an equilibrium bond length 1^ of 1, and a Lennard-Jones s of 1. It
follows that the reduced temperature, T*
,
is equal to kf^T I s , the reduced energy is
E I £ , and the reduced time is t^s I ma' .
The equations of motion are integrated according to Langevin Dynamics. "^^ The
motion of the particles is described by the Langevin equation which consists of inertial
terms, force field, friction drag, and noise, respectively.
r,=-VU,-Yi--WXt) (2.7)
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The effects of solvent molecules are implicitly included in the friction term and the
noise term. The friction coefficient F is related to the autocorrelation function of W
through the fluctuation-dissipation theorem,
(w,(t)*W,{t')) = S,/{t-t')6k,Tr (2.8)
where F is set to 1, between the over-damped regime and the purely deterministic
regime. Velocity verlet fmite-differencing scheme is used for integration."^ The average
time step used in the data presented is about 0.01 . One time unit in the simulation is
estimated to be about 10 '" second. The precise relationship between the simulation
time unit and the actual time is not yet established.
2.3 Results and Discussion
Since the melting temperature was estimated as 1 1 .0±0.2,'" we have chosen T*=S and
perfomied simulations in the simulation box of different sizes. For the box length of
200, it is shown in Figure 2.2a that five chains of 500 beads quickly fold by themselves
into ordered bundles. Because it takes too long time to observe aggregation of these
bundles, smaller box lengths have been tried, as shown in Figure 2.2bc. In Figure 2.2b,
it is observed that a prefolded bundle approaches and slide in another bundle. In Figure
2.2c, the last prefolded chain attach laterally on the growth front fornied by the previous
four chains. Both slide-in and lateral attachments are not hindered by any barrier, but
instead are driven by van der Waals attractive interactions. These observations support
early simulation results'" and the prefolding concept, in direct contradiction with the
secondary nucleation concept in the LH theory.'
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In addition, we calculated the radius of gyration (which should be proportional
to the lamellar thickness) of single chain of 500 beads at different reduced temperatures,
as depicted in Figure 2.3a. Clearly, there is a plateau in the low-T range. This plateau
was actually confirmed in experiments and led to a so-called "5L catastrophe".
According to Equation (2.1), the 5L term should increase quickly in the low-T range,
which has never been seen in experiments. Instead, the lamellar thickness shows a wide
plateau in the low-T range. These low-T experimental data can not be fit by Equation
(2.1) no matter what parameter value is input, as illustrated by the upswing curves in
Figure 2.3b. So 5L catastrophe has seriously undermined the foundation of the LH
theory. In contrast, we propose that the lamellar thickness obtained is an equilibrium
result based on the competitions between torsion energy, van der Waals interactions,
and kT (i.e., the heat bath). Unlike the view in the LH theory that the critical thickness
Z' is strongly correlated with the growth rate G , our simulation results suggest that the
lamellar thickness is predetermined before aggregation, and thus L and G are
uncorrelated.
2.4 Conclusions
Langevin Dynamics simulations of polymer chains in dilute solutions suggest
that chains are prefolded before aggregation, consistent with single-chain simulation
studies. The aggregation of prefolded chains occurs by either slide-in or lateral
attachment mechanism. Either way, the aggregation is driven by van der Waals
attractions and not hindered by secondary nucleation barrier, in agreement with other
simulations'^ but in contradiction with the LH theory. The LH theory is further
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criticized by 5L catastrophe - a plateau of lamellar thickness in the low-T range which
can not be fitted by the existing theory. Our simulation results are consistent with
experimental results by showing a thickness plateau in the low-T range, suggesting that
the lamellar thickness might be a predetermined equilibrium result and uncorrelated
with crystal lateral growth. The prefolding concept is also supported by observations of
nodular structures in polymer crystals.'^ In the next three chapters, these prefolded
chains are to be taken as the smallest dynamic units in our Monte Carlo simulations,
where the prefolding concept is further tested by comparing simulation results with
experimental ones in terms of macroscopic properties such as morphology, growth rates,
and melting points.
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Template folding + crystallization simultaneously
^^^^ t
^
step 1: prefolding Step 2: aggregation(crystallization)
Figure 2.1 : (a) Chain folding occurs during the crystallization process and is facilitated
by the growth front template, i.e., secondary nucleation. (b) Chain folding occurs before
the aggregation (crystallization) process and is not facilitated by other chains or the
growth front, i.e., self prefolding.
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Time = 0 391 2951
Box length = 200
(b)
Time = 0 16091 16531
Box length = 150
4131 5091
Box length = 1 00
j.
0
Figure 2.2: Five chains of 500 beads prefold by themselves into bundles. These bundles
aggregate by attractive van der Waals interactions (no stem nucleation barrier).
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Figure 2.3: (a) Time-averaged radius of gyration of single chain of 500 beads at
different temperatures. Each data point is averaged over five different runs, (b)
Lamellar thickness as determined by low-angle x-ray diffraction as a function of
crystallization temperature for isotactic polystyrene from dimethyl phthalate.
Theoretical relation in Equation (2.1) can not fit with experimental results even for
different parameter values.
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CHAPTER 3
SINGLE CRYSTAL
3.1 Introduction
As described in the previous chapter, the exponential dependences of lamellar
thickness L (Equation (2.1)) and lateral growth rate G (Equation (2.2)) on temperature
are two key results and motivations for the LH theory. Equation (2.1) has encountered
the 8L catastrophe. Equation (2.2) is not perfect either. First, the key term AT in
Equation (2.2) requires the knowledge of the equilibrium melting point 7^" of an
infinite large crystal. 7^„° is an ideal value extrapolated from the plot of versus ML.
However, 7j„° has not been determined accurately and uniquely for most polymers
(except polyethylene)," " presumably due to the problem of continuous lamellar
thickening during the measurements. The second problem with Equation (2.2) is that
the plot of log G vs. 1 / TA T is not necessarily linear but showing slope changes or
curvature.^^ The concept of 1-11 and 11-111 ^' regime transitions were introduced,
where the slope K in Equation (2.2) decreases or increases with lowering T
,
respectively. The LH theory interpreted three regimes as a result of competition
between the surface nucleation rate i of the first stem and the substrate completion rate
g of subsequent stems:^" Regime 1 at high temperatures corresponds to a
mononucleation region where i <^ g . The surface nucleation i is the rate-determining
step and the substrate completion g is so rapid that the growth face tends to be flat;
Regime 11 at intennediate temperatures corresponds to a multiple-nucleation region
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where i ^ g and the growth front starts to show some roughness; Regime III at low
temperatures corresponds to an excessive-nucleation region where i » g such that the
niche separation is of the order of the stem width. Apparently the above analysis leads
to a conclusion that the crystal outline becomes rougher at lower temperatures, a
phenomenon known as "kinetic roughening". In experiments, most of the regime
transitions were found to be I-II and II-III types, "" with a few exceptions where III-II-
I
^^^^
and III-II-I-II ^^ ^^ type transitions were also observed.
The concept of regime transitions was criticized by Point and Janimak^^ in
terms of unrealistic values of the substrate length and kinetic length. Another problem
with the LH regime transition theory is that the slope change in the plot of log G vs.
1 / TAT is not concomitant with the morphological change at the same regime
transition temperature.^"*'^^ More importantly, the LH theory can only account for
"kinetic roughening" phenomenon (roughness at lower temperatures), but encounter
difficulties in explaining "thermal roughening" phenomenon (roughness at higher
temperatures). In experiments, the axial ratio and the curvature of polyethylene crystal
outlines were observed to increase with temperature,^^''*^ raising serious doubts on the
validity of the LH theory at higher temperatures.
In order to account for thermal roughening at higher temperatures, Sadler and
Gilmer applied the "rough surface growth" model developed for crystal growth of small
molecules to the case of polymers and proposed an alternative model for polymer
crystallization.^"^ In this model, the surface roughness requires that the binding energy
between units in the crystal, e , is comparable with kT , where k is the Boltzmann
constant and T is the absolute temperature. Hence the smallest dynamic unit was
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estimated to be a segment of a polymer chain (ca. 6 -CHi-) in the SG model rather than
a complete stem (ca. 80 -CH?-) in the LH theory. Sadler argued that nucleation may be
a more important barrier at low temperatures but not at high temperatures. However, the
original rough surface growth model for small molecules predicted that the growth rate
G is linear with supercooling,^
GocAT (3.1)
which apparently contradicts with the experimental fact that the growth rate of polymer
crystals varies nonlinearly with temperature conforming to Equation (2.2). In order to
account for this discrepancy, Sadler and Gilmer^ introduced another new concept, a
pinning entropic barrier, to replace the surface nucleation barrier in the LH theory. The
pinning barrier represents a trap created by crystallization of a stem shorter than L* in
Equation (2.1). Further crystallization next to this short stem with L > L* has a
disadvantage due to the expense for the creation of new side surfaces. Therefore
crystallization is interrupted by the short stem, and this pinning stem has to be removed
by fluctuations in order to resume the crystallization.^ The thicker the lamella is, the
less likely the pinning stem is removed by fluctuations. In this sense, the pinning effect
was considered as an entropic barrier whose magnitude increases linearly with lamellar
thickness. Hence the growth rate limited by this pinning effect has the same exponential
dependence on the supercooling as that limited by nucleation. By introducing pinning
effects into the rough surface growth, the SG model can qualitatively reproduce the
temperature dependences of both L in Equation (2.1) and G in Equation (2.2) without
invoking secondary nucleation concepts, as demonstrated by Monte Carlo simulations'*'^
and rate equation approach. ^'^
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However, the pinning concept becomes questionable because pinning should
result in a tapered edge,"* which contradicts with direct AFM observations.""'"^' More
importantly, the SG model only takes thermal roughening into account and leaves
kinetic roughening unexplained, in the direct opposite direction with the LH theory. Our
Monte Carlo simulations described below demonstrate that both kinetic and thermal
roughenings can be realized by merely varying temperature, without invoking either
surface nucleation or entropic pinning concepts. Our simulation results also reproduced
the exponential dependence of G on T in Equation (2.2). We argue that Equation (2.2)
is merely a good fitting function as long as an appropriate is chosen.
The salient assumptions of our Monte Carlo simulations for polymer
crystallization from dilute solutions with polymer concentrations below the overlap
concentration may be summarized as follows:
1. The smallest dynamic unit is a complete chain (a prefolded bundle), rather than a
stem in the LH theory or a segment in the SG model.
2. The crystal thickness is mainly predetermined in Step 1 and is assumed to be
decoupled with the crystallization kinetics in Step 2, distinct from the underlying
assumptions in the LH/SG models that L and G are strongly correlated.
3. The crystallization (adsorption) and melting (desorption) are fully reversible, in
line with the SG model^"^ but in contradiction with the LH theory. Hence the
adsorption process is not hindered by a barrier but favored by van der Waals
attractions.
4. An anisotropic interaction is introduced, distinct from the isotropic binding energy
in the SG model. This leads to a roughness on the lateral surface alone for our
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model, instead of the roughness on both lateral and fold surfaces for the SG
model. ''^
3.2 Model and Simulation Algorithm
We model the crystallization of polymers in dilute solutions as an anisotropic
aggregation process, belonging to the same category as the g'-state Potts model with
conserved order parameter. Our model shares some features with other models used in
simulations of grain growth in liquid phase sintered materials,''^"'*^ crystal growth in a
transdermal drug delivery system,"*^ and diffusion-limited polymer crystallization in the
thin film.'°
Simulations are performed in a cubic simulation box with length Z,/,,,^ , under
periodic boundary conditions. The box is further discretized into L^J cubic lattices,
each with length 1. L,,„, varies from 100 to 500 in this work. Each cubic lattice is
assigned a state from five possible states, as shown in Figure 3.1: state 5,,, solvent
cubic lattice; state 5, ~ , x-, y-, and z-oriented free chain (diffusing prefolded
bundle in solutions); state , z-oriented crystalline chain which serves as the nucleus
for subsequent crystal growth.
The simulation procedure is as follows:
1 . Put a small z-oriented seed nucleus {S^) with length at the origin of the
simulation box. The initial seed nucleus is fixed and not movable throughout the
simulation.
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2. Put a specific number ( L,„„ ' x C , where C is the initial polymer concentration) of
free chains with random orientations (5,^ ,) at random locations in the simulation
box. The rest of lattices are assigned to solvent ( S^^ ).
3. Randomly pick one chain (5,^^ , where appears after the crystallization in Step
6). Let it undergo random walk and randomly change its orientation (5]^;,). Note
that a crystalline chain (S'4 ) has to be converted to a free chain (S',^., ) in this step.
4. If the random walking direction is blocked by another chain, quit the walk and go
back to Step 3.
5. Calculate its energy state before (£'„ ) and after ) such a random walk. Decide
whether to accept such a random walk based on the acceptance probability in the
classical Metropolis algorithm
1 when A£; < 0
exp
P
-AE\ (3.2)
when A£ > 0
kT
where the energy change A£' = —£",)
6. If the chain after the random walk is z-oriented ( S^^ ) and has at least one crystalline
chain (S'4) in its 4 nearest neighbors along x and y directions, this chain (5;,) will
be further converted to a crystalline chain ( ).
Repeat Step 3-6 for several billion times. The number of iterations is given in
units of Monte Carlo step (MCS). At 1 MCS, the number of attempted random walks is
equal to the total number of chains {S^^^ ) in the simulation box. As is conventional for
Monte Carlo simulations, all temperatures are given as kT . The initial random
configuration of free chains is to mimic the athermal state of polymer solutions above
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the melting temperature. Then kT parameter is set to a constant value so that the whole
process of simulation is to mimic an isothennal crystallization process at kT after
quenching from a temperature above the melting temperature. It is to be noted that a
5/(7) :i Step (\ Step 3
chain may crystallize (5,^;, S-^ —> ), melt ( —> ^i^, ), rearrange along the
step :! Steji (i Step :!
growth front ( 5*4 S^ —> ), or diffuse ( S*,^;, —> 5,^3 ) depending on whether the
criteria in Step 6 are satisfied.
The energy state of the chain before/after random walk is calculated by counting
how many crystalline chains ( 5*4 ) are in its 6 nearest neighbors and what interaction
these neighbors give:
E = e„ (S,S^ ) + E,, (S,S^ ) + 5, {S,S^) + E,^, {S,S^ ) + (S,S^ ) + e^,{S,S^)(3.3)
where xl, x2, yl, y'2, 2I, z'2 correspond to 6 nearest neighbors, and the subscript i
denotes the current state of the chosen chain. Here the local anisotropic interaction is
simply defined as attraction ( e^, < 0 ) between two neighboring parallel chains and
repulsion (e„ > 0 ) between two neighboring non-parallel (end-to-end or perpendicular)
chains. Since only the dimensionless ratio AE / kT is employed in calculating the
acceptance probability, we reduced e^, to unity and determined kT values by trial and
error. It turned out that meaningful results were obtained only in the range of
kT = 0. 13 ~ 0.20 , below or above which the crystal grows too fast or melts. After
setting Ej, = — 1 , for simplicity, we further set e„ = +1 . Different magnitudes of
= +1 ~ +5 have been tried and the results showed no difference as long as a
certain repulsion exists to avoid non-parallel aggregation of chains. The following
equation gives more detailed energy setting:
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parallel:
end-to-end:
perpendicular:
(3.4)
where the subscript :r, y, z correspond to 6 nearest neighbors along x, y, z directions.
Only the interaction with crystalline chains (S^) was considered, i.e. omitting
interactions between free chains (^i^ j ) to avoid forming multiple crystals. So the
present study focuses on single crystal growth starting only from a preset seed and to
mimic heterogeneous nucleation in nature. In contrast, homogeneous nucleation and
competitive growth of multiple crystals will be the focus of future work.
For simplicity, we assume that is a constant. In both experimental" and
simulation " results, the lamellar thickness increases slightly at higher temperatures,
suggesting that s^, should also increase slightly in the high-T region. However, as the
thickness increases, the width of the prefolded bundle decreases, and the chain
conformation becomes less ordered. The latter two effects might compensate for the
contribution of larger thickness to the van der Waals attraction, leading roughly to a
constant e^, over the whole temperature range.
3.3 Results and Discussion
3.3.1 Crystal Habit
In spite of the fact that the microscopic details at length scales less than a chain
are completely ignored, it turns out that the present simulations are able to capture the
general trends in the crystal habits at different temperatures and concentrations. First,
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we give a summary of key experimental results extracted from the literature. Next, we
give the simulation results, followed by a discussion.
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The study of Wunderlich et al. showed that polyethylene grows from dilute o-
xylene in the form of faceted lozenge-like crystals at 84°C [Figure 3.2(2)]. Below 80°C
the angle of the crystal apex becomes increasingly sharpened with decreasing
temperature, leading to a sharpened-apex lozenge at 75°C. At even lower temperature''^
or higher concentrations,"*^ the crystal becomes more dendritic, resulting in a hedgehog
dendrite. Similarly, Holland and Lindenmeyer^° observed a transition from faceted
lozenges at 80°C to dendritic structures at 40°C [Figure 3.2(1)]. This trend was further
confirmed by Kloos et al.'s observations^' that truncated, faceted, and sharpened-apex
lozenges were formed at 82°C, 75°C, and 45°C, respectively. The transition from
faceted habits to sharpened-apex lozenges and then to dendrites indicates a transition of
underlying mechanism from nucleation-controlled to diffusion-limited growth.^" Free
chains with random diffusion path prefer landing on the outer region of the lozenge (the
apices sticking out) to the inner part (screened by the apices), which results in
sharpened apices or even dendritic structures. Regarding the kinetic roughening (i.e.
low-T roughening), Tanzawa'^^ observed that the outline of the lamella grown from
isotactic polystyrene solution transformed from a hexagon at 130°C to a more rounded
circle at 1 10°C [Figure 3.2(3)]. Yamashita et al/'^ also observed that the morphology of
isotactic poly(butene- 1 ) in the melt film transformed from a square faceting shape at
100°C to a rounded and wavy habit at 85°C. Hitherto, the kinetic roughening has been
explained as a result of z » in the LH theory. For the thermal roughening (i.e., high-
T roughening). Organ and Keller^^'**^ found that at higher temperatures, the crystal habit
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becomes more rounded and elongated [Figure 3.2(4)], in direct contrast to the
prediction of the LH theory. Several mechanisms have been advanced^ to
understand the thermal roughening. Sadler^ argued that the crystal outline become
thermally roughened at molecular scale when the binding energy between segments
becomes comparable with kT
.
The middle part of Figure 3.2 presents our typical simulation results. With
increasing temperature and lowering concentrations, the crystal habit exhibits five
different types: dendritic structure sharpened-apex lozenge —> kinetic roughening
faceting —> thennal roughening. At high C = 0.004 and low kT = 0.10 , the crystal
outline is dendritic, as seen in Figure 3.2(5). At intermediate C = 0.0005 and low
kT — 0.09, a sharpened-apex lozenge is formed [Figure 3.2(6)]. At low C — 0.00002,
a well-defined faceting is formed at intennediate kT = 0.135 [Figure 3.2(8)]. At the
same concentration, the rounding habit caused by kinetic roughening [Figure 3.2(7)] or
thermal roughening [Figure 3.2(9)] appears at lower or higher temperatures,
respectively. The lower part of Figure 3.2 gives schematic drawings of the
corresponding habits. By comparing the upper, middle and lower parts in Figure 3.2, the
one-to-one correspondence between simulation results and experimental pictures is
clearly seen. The reason why the faceting of Figure 3.2(8) deviates from a lozenge
shape is because the building block in simulations is in a square shape, while in reality
chain stems in the orthorhombic unit cell are stacked in a lozenge shape. Therefore a
coordination transformation will eliminate the difference. One might consider dendrites
and sharpened-apex lozenges as the extreme cases of kinetic roughening. This
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classification, however, is deemed inappropriate because the former two are diffusion-
limited in nature while kinetic roughening should be interface-controlled.^^
In order to quantify the above observations, a roughness parameter (RP) is
defined as the average number of crystal-solvent interfaces along the x, y directions per
edge crystallite:^
RP =
^.x3 + n,x2 + n,xl
^^^^
nj + + n,
where n, is the total number of /-neighbor crystallites, where "/-neighbor" denotes how
many crystal-crystal interfaces it has (see Figure 3.8 for the definition). The asymptotic
values of RP are 1 and 2, respectively, for fully facetted and fully serrated habits. The
temperature dependence of RP at different concentrations is given in Figure 3.3. The
RP depends on temperature non-monotonically. As the temperature is increased, RP
decreases from a higher value, reaches a minimum, and then increases again. This result
is a representation of the rough-fiat-rough transition observed experimentally. This
trend is noted for all concentrations in Figure 3.3, although it is more pronounced at
lower concentrations. Figure 3.3 also offers a plausible explanation of why a perfect
33
faceting is obtainable only in dilute solutions and within a narrow temperature
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range.
3.3.2 Time Evolution of Lamellar Size
Figure 3.4 presents time evolution of the lamellar size 7? as a function of
temperature. The lamellar size is defined as the square root of the number n^. of chains
in the lamella, i.e. R = yfn~ It is observed that R initially increases linearly with time
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and then attains a plateau value as the polymer chains become exhausted, in agreement
with experimental results. ^'^^'^ At high temperatures, there emerges an additional stage
right before the crystal growth, i.e. a nucleation stage, where the crystal is observed to
grow and redissolve back until its size exceeds a critical nucleus size R, . It is
noteworthy that the shape of the nucleus is not necessarily in a faceted shape, and can
be rough and irregular from time to time. For R > R, , the crystal has a greater
tendency to grow than to shrink. For the conditions in Figure 3.4, the critical nucleus
size is in the range, V75 < R, < V90 . In general, the behavior of R vs. t can be
divided into three stages: (1) nucleation stage; (2) linear growth stage; and (3)
equilibrium stage. Our results are in full agreement with the recent scattering data of
Wang.^° Both our simulation results and Wang's experimental data exhibit the
following features: As temperature is raised, the length of the nucleation stage becomes
longer, the slope of the linear growth stage becomes shallower, and the height of the
final equilibrium stage becomes lower.
3.3.3 Induction Time and Critical Nucleus Diagram
The duration of the nucleation stage, called the "'induction time", r , is measured
in experiments as the time at which the crystal Unity becomes detectable. Here we make
the choice of the detector limit as i? = 10 for reporting r . This arbitrary choice is
made for the convenience of correctly discounting wild fluctuations in crystal size, e.g.,
the size fluctuation of sub-critical nucleus (R < R,) can be as high as V75 = 8.7 , as
shown in Figure 3.4. After performing 50 independent runs with different random
number seeds, it is found that r has a lognormal distribution and such a distribution
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becomes broader at higher temperature (data not shown). The average values of r are
given in Figure 3.5a as functions of temperature and the nucleus size. As seen in Figure
3.5a, T increases exponentially with an increase in kT , in good agreement with
experimental results.^' Surprisingly, the r - T curve also depends significantly on the
seed size i?,, . For larger i?„ , the r - T curve shifts to higher kT , as expected for the
seeding phenomenon (i.e., only larger seeds can grow crystals at higher temperatures).
And the shifting distance is increasingly narrower as i?,, increases evenly. According to
the classical nucleation theory, the induction time must correspond to the time required
for the formation of the crystal with the critical size . If the seed size is much
smaller than R^., r tends to infinity. On the other hand, if R^ is much larger than R^., r
is zero. For R^^ comparable to R^ , r is a finite value close to zero. Therefore, the
transition point of r from very large values to the constant plateau is taken as 7?,, ^ .
Here we choose the transition points as intersects of the horizontal line
r = 100 X lO^MCS with the four t - T curves in Figure 3.5a. For different i?,, = 1-7,
the transition point R ^ R^, occurs at different temperature A-T =0.146, 0.179, 0.189,
and 0.195. respectively. This information is utilized to construct temperature
dependence of the critical nucleus size R^ in the inset of Figure 3.5a, where i?, is
observed to increases exponentially with temperature. Such nonlinear dependence of
R^ on kT is expected to be unaffected by the choice of the intersecting horizontal line,
as long as the r — T curve shifts to higher kT with increasingly narrower distance for
larger 7?,,
.
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Using the same method as that in the inset of Figure 3.5a ( C = 0.00020), the
temperature dependences of R for four other concentrations ( C =0.00005,0.00035,
0.00050, and 0.00065) are collected. Therefore R, as functions of both kT and C can
be constructed in the T - C plane, as illustrated in Figure 3.5b. It is evident that R^
increases sharply as kT is increased or C is decreased, tending to diverge at some
asymptotic points. Here we identify the asymptotic points as the melting points (the
dashed curve), where even a very large crystal nucleus (R^, oc) would melt
gradually rather than induce crystallization. Thus the two curves of i?, = 1 and
i?, ^ oo divide the plane into three regions for the growth of crystals from seeds: no
growth region where <§C R, (infinite barrier), metastable region where nucleation
might occur \f R^ < R^ (finite nonzero barrier), and spontaneous growth region where
> i?, (zero barrier). The width of the metastable region is wider at lower
concentrations. If we take i?, as an additional coordinate orthogonal to the T — C
plane, the four curves of i?, = 1 —> 7 constitute a surface, as shown in the inset of
Figure 3.5b. Any state point (i?„,T',C) below this surface corresponds to i?,, < R^ and
r > 0 ; any state point above this surface corresponds to i?„ > R^ and r = 0
.
Therefore, in order to reduce r
,
any state point below the surface can penetrate through
the surface by any of three directions: (I ) increasing i?„ ; (2) decreasing kT ; (3)
increasing C . To our best knowledge. Figure 3.5b is of great importance because it is
the first time to construct a phase diagram of critical nucleus sizes on the T - C plane.
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3.3.4 Lamellar Growth Rate
The lamellar growth rate G is calculated as the initial slope of R versus time in
Figure 3.4. The temperature dependence of G is presented in Figure 3.6a for five
different concentrations. It is found that G decreases exponentially with kT
,
consistent with the experimental results shown in Figure 3.6b.
As regards the concentration dependence of G , it is generally expressed by^"
G (xC" (3.6)
where cv is a constant normally ranging from 1/3 to j -''^^'^-^^ y^jth some exceptions
where a is as high as 2.^' Figure 3.6c presents our simulation results on the
concentration dependence of G , which are very similar in shape to the experimental
curves shown in Figure 3.6d. It is found that q = 1 at low temperatures and at high
concentrations, indicating that G is proportional to C when the crystal growth is
diffusion-limited. With increasing temperature or decreasing concentration, a shows a
transition from 1 to 2 or even higher values. As Keller and Pedemonte^" suggested,
a = 2 indicates that a successful attachment requires the simultaneous arrival of two
chains onto the growth front. There is much higher tendency for a single chain to leave
the flat growth front, unless another chain arrives soon enough to stabilize both chains.
The results presented in Figure 3.6c reveal several important trends which are fully
consistent with experiments: (1) cv increases with increasing temperature. (2) a
increases with decreasing concentration.^"^"^^ (3) All curves at various temperatures
converge at higher concentrations.^" (4) At lower temperatures, the crystal growth can
take place at even lower concentrations. ^"'^^ In fact, closer inspection reveals that a is
not constant but varies smoothly with lowering C . So, in a strict sense. Equation (3.6)
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is not valid due to the nonconstant c\ . Although Toda et al."^""^^ claimed that the plot of
logG vs. log C with their data exhibited two intersecting straight lines, closer
inspection on their raw data reveals no apparent kinks but smooth curves. In literature,
the cilia nucleation concept^^"^^ has been introduced into the nucleation theory to
explain the increase of a with an increase in temperature or a decrease in concentration.
The present model, however, can capture these two trends without invoking the cilia
nucleation concept.
3.3.5 Mechanism of Rough-flat-rough Habits
Figure 3.7 gives the total number of /-neighbor desorption events (/=1~3) in the
late stage when the crystal outline has reached equilibrium. Because the desorption
probability P =
^^pI"^ j
'
3-neighbor crystallites have different thermal
stability and tend to desorb at different temperatures, thus leading to different habits. At
very low kT < 0.10, even 1-neighbor crystallites are stable so that once-adsorbed
chains will never desorb. Now the crystal growth is dominated by diffusion of the free
chains but not by the interface, thus leading to dendritic structures. For kT > 0.10 , 1-
neighbor crystallites start to become unstable so that 2-neighbor crystallites dominate to
form a sharpened-apex lozenge. The sharpened apices are the remnants of the diffusion-
controlled dendrites. For kT > 0.12 , diffusion becomes unimportant and kinetic
roughening shows up, where 1-neighbor crystallites are totally unstable and 2-neighbor
crystallites are still partially stable. At kT = 0.16
,
both I and 2-neighbor crystallites
are unstable so that 3-neighbor crystallites dominate to form a faceted habit. For
kT > 0.19
,
2-neighbor crystallites are totally unstable and 3-neighbor crystallites start
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to become unstable, where desorption/adsorption occurs so frequently that the crystal
outline become fluid and themially roughened. Therefore, the rough-flat-rough
transition is due to different thermal stabilities of /-neighbor crystallites, and the
diffusion dominates when the desorption rate becomes zero. Finally, it should be noted
that concentration also influences habits by adjusting adsorption rates. At very high
concentrations, the incoming free chains are so numerous that the edge crystallites will
have less chance to desorb or rearrange themselves into a more faceted habit before
being buried by other incoming chains. This burying effect at high concentrations
explains why the dendritic structure is often observed at high concentrations, and why
the roughness of crystal outline increases with concentration.
3.3.6 Mechanism of Nucleation
Two nuclei with different sizes R = 3, 5 are compared to illustrate the
mechanism of nucleation, as shown in Figure 3.8. Here the 4-neighbor crystallites are
almost impossible to desorb so that we will focus only on desorption of edge crystallites.
The average binding energy (^E) for the edge crystallites of size R is
(E) =^, = 3 (3.7)
^ ^ (4/?-8) + 4 R-\
where (47?
-8) is the number of 3-neighbor edge crystallites, and 4 is the number of 2-
neighbor corner crystallites. So the average binding energies for R=3 and 5 are
(^E) =2.5 and 2.75, respectively. This means that the edge crystallites of R = 5 have
stronger binding energy than those of R = 3 so that the former is much stabler than the
latter. As the nucleus size increases, it is deduced from Equation (3.7) that (£) will
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become saturated and approach the limiting value 3. In other words, increasing the
nucleus size from R„= \ to 3 will make more difference than increasing the nucleus
size from 3 to 5, as supported by the simulation results in Figure 3.5a. For each
adsorption/desorption site, the probability of adsorption should be independent of R
but dependent on the solute concentration, while the probability of desorption strongly
depends on R through the dependence of E on R in Equation (3.7) (As R is smaller,
the binding energy E becomes weaker, and therefore the desorption probability
P = exp|
—
I increases significantly). In our view, the competition between the R -
independent adsorption probability and the /? -dependent desorption probability
constitutes the mechanism of nucleation.
3.4 Conclusions
We have introduced a simple anisotropic aggregation model for polymer
crystallization from solutions at concentrations below the overlap concentration.
Starting from a seed of square shape of linear dimension R,^ , we follow the aggregation
of prefolded chains to form lamella by using a 5-state Potts model.
The present model is distinct from the previous LH and SG models in several
aspects. First, the smallest dynamic unit is a whole chain in our model, instead of a stem
in the LH theory or a segment in the SG model. Second, the nonlinear dependence of G
on T is not caused by the exponential increase of L with T , but by the exponential
dependence of desorption rates on T . In contrast, the LH theory and SG model assume
that G is strongly correlated with L
,
with assumptions of an enthalpy barrier when
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Z > Z* (the LH theory) or an entropic barrier from pinning effects when Z < Z* (the SG
model). Third, reversible crystallization and melting is allowed in the present model,
which is similar to the SG model but different from the LH theory. Fourth, our model
puts polymer crystallization from dilute solutions into the same general framework of
classical crystallization of small molecules. The only distinction between crystallization
of polymers and small molecules is the anisotropic interactions introduced here, which
confines polymers crystallization into a 2D lamella and slows down both crystallization
and melting rates.
The crystallization behavior exhibited by our model is remarkably analogous to
the experimental facts. Such a correlation is surprising, given the simplicity of the
model. We now list the major correlations between the results of the anisotropic
aggregation model and phenomenology of polymer crystallization from dilute solutions.
In tenns of crystal habits, both kinetic roughening in the LH theory and thermal
roughening in the SG model can be reconciled by our model with producing the rough-
flat-rough transition by merely varying temperature. Two more typical habits, the
sharpened-apex lozenge and the dendritic structure, are also observed in our simulations.
And it is further confimied that the roughness increases with polymer concentrations.
The mechanism of the rough-flat-rough habit transition is explained by different
thermal stabilities of /-neighbor crystallites (which have different local binding
energies). Consistent with experiments, time evolution of the lamellar size shows three
or two distinct regions: nucleation, linear growth, and equilibrium regions. In terms of
the temperature dependence of the growth rate, our simulations reproduce the
exponential dependence of G on T An terms of the concentration dependence of G
,
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our simulations successfully agree with the experimental fact that the growth exponent
a increases with increasing T or decreasing C . In fact, closer inspection shows that a
is not a constant. The mechanism of2D nucleation (in contrast to the ID stem
nucleation in the LH theory) is explained by the competition between /? -independent
adsorption rates and R -dependent desorption rates. The effects of R^, T and C on
induction time r and critical nucleus sizes are all consistent with experiments. Based
on induction time, for the first time, a phase diagram of critical nucleus sizes on the
T-C plane is constructed depicting the various regions of different nucleation barriers.
It must be noted, however, that our model assumes a predetermined equilibrium
thickness, instead of a kinetically trapped L as in the LH and the SG models. While this
assumption is gathering acceptance due to data from isochronous experiments" and
free energy calculations by single-chain simulations'^'"', it is desired to verify it by
multiple-chain simulations and figure out the underlying mechanism for the finite
thickness.
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(z-oriented free chain)
Figure 3.1 : polymer solutions for single crystal growth are mapped onto a 3D array of
lattice sites. Each lattice site takes one of five possible states. ^4 serves as the nucleus
for subsequent crystal growth. 5,^ , and S^^ are interconvertible by adsorption and
desorption. Interactions between S^^.^ are disabled in order to form a ''single" crystal.
For clarity, the solvent site 5,, is invisible herein except one example shown in the
bottom-right comer.
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Temperature
Figure 3.2: Five typical habits for solution-grown polymer crystals. The upper part (1-4)
shows experimental observations: (1) 0.01% polyethylene in xylene solution. (2) 0.1%
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polyethylene in o-xylene solution. (3) 0.1% isotactic polystyrene in dimethyl phthalate
solution. (4) 0.05% polyethylene solution.'"^ The middle part (5-9) presents our typical
simulation results at various temperatures and concentrations. Note that a rough-flat-
rough transition of habits occurs by merely adjusting temperature at (7 = 0.00002. The
lower part (10-14) gives sketches of habits.
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lire 3.3: Roughness parameter (RP) as functions of temperature and concentration.
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Figure 3.4: Time evolution of the lamellar size at various temperatures with a fixed
C = 0.0002
. The initial nucleus size is Z?,, = 5 . The simulation box size is
Z/i„, = 200 . The four micrographs illustrate how the nucleus grows and redissolves
with time until a fluctuation in size is large enough to overcome the nucleation barrier,
where the number of crystalline chains in the crystal is equal to 25, 75, 25, 90 for
t = 207, 448, 57 1 , 784 ( X 10^ MCS), respectively.
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Figure 3.5: (a) Induction time r as a function of temperature kT for various seed sizes
R^,.C = 0.0002 . The inset presents tlie critical nucleus size R, as a function of
temperature, which is obtained by intersects of a horizontal line r = 100 x lO^MCS
with four curves at positions kT =0.\ 46, 0.1 79, 0. 1 89, 0. 1 96 for i?;, =1,3,5,7,
respectively, (b) R, is plotted as functions of both kT and C , resulting in a phase
diagram with three regions.
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Figure 3.6: (a) Temperature dependence of the lamellar growth rate G at various
concentrations, (b) Logarithmic of crystal growth rate against crystallization
temperature for solution crystallization of Poly(ethylene oxide) of different molecular
weights.^^ (c) Concentration dependence of the lamellar growth rate G at various
temperatures, (d) Logarithmic growth rate (|im/hr) versus concentration of crystals for
polyethylene sample grown from octane at different temperatures.^'
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Figure 3.7: The total number of /-neighbor desorption events occurred during the late
stage of crystallization at various temperatures. 1-, 2-, 3-neighbor crystallites become
unstable at kT =0.10, 0.12, 0.16 respectively, resulting in different crystal habits.
C = 0.0002.
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Figure 3.8: Mechanism of nucleation and stability of edge crystallites, (a) 3x3 nucleus;
(b) 5x5 nucleus. The number in each square designates how many neighboring
crystallites it has.
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CHAPTER 4
SHISH-KEBAB CRYSTAL
4.1 Introduction
Flow-induced polymer crystallization is of considerable technical importance
because it occurs practically in all industrial molding and extruding processes. The
typical morphology found in polymer solution or melt subjected to flow is so-called
"shish-kebab"^^'^' or "row" structures'""^'' It is widely believed that the "shish", an
extended-chain type of backbone which serves as the nucleus for subsequent growth,
formed first under flow from the relatively longer chains^^^^ (because the coil-stretch
transition depends critically on the chain length). The "kebabs", a folded-chain type of
lamellae, formed next from the relatively shorter chains by secondary nucleation and
epitaxial growth onto the shish.^^'^^
Although shish-kebab crystals have been studied for forty years, the mechanism
of kebab fonnation is still a matter of controversy. Pennings et al.^^"^^ proposed that the
kebabs are formed by "hairdressing" the cilia which are partially incorporated in shish
threads by velocity gradient. The cilia model was further modified by the distinction
between macro- and micro-"shish kebabs" introduced by Barham and Keller. The
macro-kebabs are removable, while micro-kebabs are permanent, indicating intimate
molecular connectedness with an essentially extended chain core. The TEM
80 8
1
micrographs by Liu et al. also suggested that micro- and macro-kebabs are
reversible via melting and recrystallization, due to the differences in their thermal
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stability. Nagasawa and Shimomura ' proposed that the i<ebabs grow by a screw
dislocation mechanism, and then are deformed by the shear stress to form the shish-
kebab structure. It is also proposed that there exists periodic density modulation of shish
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defects, which pre-determines the kebab spacing. ' TEM Dark Field micrograph
showed many structure defects distributed randomly along both the shish cores and the
overgrown kebabs.^°'^' It is possible that the dense regions along the precursor shish
give rise to the periodic kebab lamellae. Another model is related to the early
observations of nodular structures by Geil et al.,^^^^ where strain-induced crystallization
occurs by rotation, alignment and perfection of internal order of paracrystalline ball-like
structures (7.5-10 nm in diameter) originally present in the amorphous material. In light
of the above different models, one of the motivations in the present work is to test
whether Geil's model (diffusion and alignment of prefolded bundles on the shish) is
consistent with other experimental results such as kebab spacings and diameters. If so,
this would be a strong support to Geil's nodular structure as well as our prefolding
concept introduced in the forgoing chapters.
Another motivation is to figure out the real temperature dependence of kebab
spacings. The isothermal crystallization by Pennings et al.^^ and Hill et al.^°^''^^ showed
three interconvertible morphologies. At lower temperatures, "closely spaced shish
kebabs" (type II) are formed over a wide temperature range. The kebab diameters and
spacings keep constant with increasing temperature until some point they experience
drastic augmentation over a narrow temperature range, which corresponds to "widely
spaced shish kebabs" (type III). Beyond these two regions, at very low temperature or
very high temperature, only "smooth shish threads" (type I) are formed. These three
48
types of morphologies are interconvertible by dissolving the kebabs at higher
temperature and recrystallization under different conditions. The type of morphology
obtained solely depends on the final storage temperature, showing history-free
characteristics. Pennings et al. were interested in the narrow temperature range where
large spacings (type III) occurred and proposed a model based on the nucleation
theory:^^
In^"-— (4.1)
where 5" is the average kebab spacing, T is isothermal crystallization temperature, and
the supercooling AT" = T^^ - T . Later on. Hill et al. repeated Pennings' experiments and
proposed a new model after further considering depletion of materials:^°^'
In ^ ^— (4.2)
Nevertheless, by plotting the same data according to the two different models. Hill et al.
can not tell which model is more correct as the temperature range studied is too narrow.
The data plotted against Equation (4.1 ) and Equation (4.2) both show good linearity.
The present study aims to find out which model is better.
Another important feature which should be taken into account is that the kebab
spacing is not fixed but evolves with fime. Preliminary work by Hill et al.^° showed that
closely-spaced kebabs transformed into widely-spaced kebabs when the storage time
prolonged from 2 to 48 hours. When transferring the sample from hot xylene to cool
xylene for quenching purpose, if the transfer lasted longer, fibers which they expected
to be smooth started to show overgrowths. Subsequent studies by Hill et al.^' revealed
that the average spacing increase linearly with washing time at the first stage and then
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reach an equilibrium value. Moreover, the initial slope of spacing versus time (i.e., the
spacing growth rate ) increased with increasing the washing temperature. For
nonisothermal experiments, TEM observations by Petermann and Gleiter^'' in the film
of polystyrene melts indicated that the kebab diameters decreased with increasing
quenching rate (less crystallization time). At the highest quenching rate, long rod-
shaped crystals (shish) were observed. The three types of morphologies aforementioned
are reversible depending on the quenching rate too. The present simulation aims to
monitor how the kebab spacing and diameter evolve with time.
In line with the prefolding concept, we propose a new model for shish-kebab
crystallization. Under shear stress, due to the coil-stretch transition, longer chains are
extended to form shishs while shorter chains remain coiled and gradually prefold into
bundles. The shish provides nucleation sites onto which the prefolded bundles adsorb to
form kebabs. The kebab spacing varies with time because these prefolded bundles can
desorb from the shish or the growth front reversibly.
4.2 Model and Simulation Algorithm
The model is very similar to the model employed in the single crystal study in
the previous chapter. The only distinction is to extend a 1 x 1 seed in the single crystal
study along z direction to fonn a 1 x ] x 100 shish. The effect of the shish diameter is not
investigated for the time being. All simulations are performed in a cubic box with
length 100x100x100 under periodic boundary conditions, which is discretized into 10^
cubic lattices with length 1x1x1. Each cubic lattice is assigned to a state from five
possible states, as shown in Figure 4. 1 : empty/solvent cubic lattice (invisible here), x-.
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y-, z-oriented free chain (prefolded bundle), and z-oriented crystalline chain (shish or
kebab crystallite). The only difference between shish and kebab chains is that the shish
chain is fixed immobile while the kebab chain are indexed dynamic units,
interconvertible with free chains. Similar to the single crystal study, there are four types
of random walks: diffusion, adsorption, desorption, and rearrangement along the growth
front. The other details such as energy settings and procedures can be consulted with
the previous chapter.
4.3 Results and Discussion
4.3.1 Morphology
As mentioned in the Introduction, the kebab diameter and spacing increase with
time.^°'^' Such time dependences are indeed observed in our simulations. As seen in
Figure 4.2, in all cases, nucleation and growth of kebabs take place very quickly
(< lO^MCS) at the beginning. The initial kebab diameters and spacings are relatively
small. Then, kebab diameters and spacings increase gradually over a long period of time
by the Oswald ripening mechanism (or Evaporation-condensation mechanism). Detailed
analysis on morphological evolution reveals that bigger kebabs grow at the expense of
smaller ones and only the biggest kebab survives if enough time is allowed, which is a
typical characteristic of the Ostwald ripening process. In experiments,^' the time
required to crystallize the overgrowth is about one minute, while the time required to
achieve larger spacings is about two days. AFM in-situ study of polyethylene shish-
kebabs^''^^ revealed that the growth rate of individual lamella varies from time to time
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and differs from lamella to lamella, consistent with our simulations and the Ostwald
ripening mechanism.
By comparing Figure 4.2a and b, it is clearly seen that the kebab spacing and
diameter increase with increasing temperature.^' By comparing Figure 4.2b and c, it is
evident that the kebab spacing decreases whereas the kebab diameter increases with
increasing polymer concentrations. Row structures grown in the melt is a somewhat
inappropriate example for concentration effects. The primary difference between
solution-grown shish kebabs and melt-grown row structures is that row structures
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usually have considerably wide kebabs and narrow spacings . So the row structure can
be regarded as the extreme case of the shish-kebab structure where polymer
concentration is very high.
Another important characteristic of morphologies is that the spacings and
diameters of kebabs are not uniform but show irregular distributions. The existence of
distribution is consistent with many experiments and reflects the random nucleation
nature of kebeb formation. The model ideally allows for random nucleation and growth
anywhere on the shish backbone or on the existing kebab growth front. Close inspection
on kebabs reveals that the shish is not necessarily located at the center of kebabs. Some
kebabs appear to stick out with a preferred growth direction, as also noted in the TEM
. J- 80,81
Studies.
4.3.2 Kebab Spacing Distribution
Direct observation of shish kebabs by AFM^^ and TEM^°^' showed that the
lamellae are not equally but irregularly spaced along the shish backbone. The more
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quantitative studies by Pennings et al. ' revealed that tiie spacing distribution is
actually a lognormal distribution or a positive skewed distribution, which is indicative
of a random nucleation process. It is noteworthy that frequency distribution of long
periods for the row structure in the melt also showed a skewed distribution^^. The
spacing distribution counted in our simulations is displayed in Figure 4.3a, in good
agreement with the experimental data shown in Figure 4.3b.^^ As time elapses, the
skewed spacing distribution becomes broader and broader.
4.3.3 Time Evolution of Kebab Spacings
As mentioned in the Introduction, the kebab spacing is strongly dependent on
time or quenching rate. In Hill's experiments (Figure 4.4b), the spacing increases
linearly with washing time and then reaches an equilibrium value. Moreover, higher
washing temperature results in a higher spacing growth rate at the beginning. This is in
good agreement with our simulation results shown in Figure 4.4a, where each curve can
be roughly divided into two stages. The initial linear stage corresponds to the Ostwald
ripening process. The final equilibrium stage of value 100 corresponds to the case
where only one biggest kebab survives in the simulation box. Similar to Hill's
experiments, the initial slope (the spacing growth rate G^. ) increases with increasing
temperature.
4.3.4 Temperature vs. Spacings
Temperature dependence of the average kebab spacing at different times is
presented in Figure 4.5a. At the early stage / = 1 x 10^ MCS, the spacing is essentially
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constant over a wide temperature range. At late stage / = lOOOx 10' MCS, however, the
spacing is constant in a narrow low-T region and increases significantly with T in a
high-T region. Surprisingly, similar time dependence of temperature effects on spacings
was observed in isothermal crystallization of shish-kebabs in polyethylene solution, as
shown in Figure 4.5b.^' It is evident that the spacing for the sample held for only one
minute is constant (2 1 0±1 2nm) over T = 9 1 .5 ~ 96 °C, whereas the spacing for the
sample held for two days increases significantly from 200nm to 691nm. The invarant
spacing in the low-T region can be explained by the slow Ostwald ripening process at
low temperatures. The desorption probability of crystallites, P = exp(-A£' / kT) , is
almost zero for low kT so that the kebabs appear frozen without any change in
spacings (see Figure 4.2a).
Using the same data in Figure 4.5a, three different models regarding the
temperature dependence of kebab spacings are given in Figure 4.6a (Pennings' model),
b (Hill's model), and c (our model), respectively. Apparently, Pennings' and Hill's
models did not take time effects into account. As time elapses, the slopes of two models
increase continuously. Even for a fixed time, both models do not exhibit good linearity
over the entire temperature range. The lines become curved at both ends. Different 7]„°
values have been tried. But the problems of time-dependent slopes and nonlinearity still
remain. On the other hand, if we plot the logarithm of the spacing growth rate
S — S
= (i.e., the initial slopes in Figure 4.4a) as a function of 1 / T , a good
time
linearity and time invariant are both observed, as illustrated in Figure 4.6c and the
following equation:
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InG, (4.3)
4.3.5 Concentration vs. Spacings
As shown in Figure 4.7a, the average spacing grows Hnearly with time. The
spacing growth rate (which are obtained from the slopes in Figure 4.7a) is found to be
proportional to the inverse of polymer concentration (Figure 4.7b):
G, ~1/C (4.4)
leading naturally to the relation 5 ~ 1 / C , which is to be tested by experiments.
4.3.6 Kebab Diameter Distribution
In contrast to the spacing distribution, the kebab diameter distribution is
symmetric, as shown in Figure 4.8a. As time elapses, the diameter distribution becomes
broader and broader. Interestingly, if the diameter distributions in Figure 4.8a are
normalized by the average diameter in X axis and the total number of counts in Y axis,
all the curves will overlap onto one another (Figure 4.8b), indicating self similarity
inherent in the kebab growth.
4.3.7 Time Evolution of Kebab Diameters
Figure 4.9a displays time evolution of the average kebab diameter at different
temperatures. The log-log plot reveals the scaling law R ~ /° in the late stage. It has
been established that Ostwald ripening follows the scaling law R ~ in the late
stage.'^'*
''^ The exponent 0.38 obtained here is close to 1/3 scaling law, in good
agreement with the Ostwald ripening mechanism. If shifting each curve in Figure 4.9a
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horizontally by a proper distance log a, , all curves can overlap and form a master curve.
This is actually a well known phenomenon called "time-temperature superposition" in
the polymer field, which means that increasing temperature has similar effects as
prolonging time.
4.4 Conclusions
A new model based on the prefolding concept is proposed to study the shish-
kebab polymer crystallization. It is surprising that such a simple model can reproduce
so many experimental findings.
Both spacings and diameters become larger with time. The growth rate of
individual kebab varies with time and from lamella to lamella. The shish is not
necessarily located at the center of kebabs. The distribution of kebab spacings is found
to be lognormal, consistent with experiments. The kebab spacing increases linearly with
time and then reaches equilibrium later. For a short period of time, the spacing remains
constant over a wide temperature range. For a long period of time, the spacing is
constant in the low-T region but increases exponentially in the high-T region. Both
behaviors are confirmed by experiments. In contrast to Pennings' and Hill's models, we
propose a new model to describe the relation between spacings and temperature,
S — S
In ~ 1 / r , where = is the spacing growth rate and Sq is the initial spacing
time
or the low-T spacing. We also propose that the relation between spacings and
concentration follows ~ 1 / C and S ~\/C , which is to be tested by future
experiments.
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On the other hand, the distribution of kebab diameters is found to be symmetric,
which needs to be tested in experiments. If the diameter distributions are normalized,
they will overlap on one another, indicating self-similarity in kebab growth. The kebab
diameter follows the scaling law R ~ t"^^ , which is close to the 1/3 law commonly
observed in the Ostwald ripening process. We propose that Ostwald ripening is the
dominating mechanism for polymer shish-kebab crystallization.
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Figure 4.1 : Polymer solution for shish-kebab crystallization is mapped onto a three-
dimensional array of lattice sites with length lOOx lOOx 100 . Each lattice takes one of
five possible states: x-, y-, z-oriented free chains, z-oriented crystalline chain (shish or
kebab crystallite), and empty lattice site (invisible here).
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Figure 4.2: Time evolution of kebab formation, (a) kT=0.12, C=0.001; (b) kT=0.15
(higher temperature results in larger spacings and bigger kebabs), C=0.001 ; (c) kT=0.15,
C=0.005 (higher concentration results in narrower spacings and bigger kebabs).
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Spacing
Figure 4.3: (a) Time evolution of skewed distribution of kebab spacings. All the curves
are under conditions kT=0.14 and C=0.001. (b) Lognormal distribution of kebab
spacings by Pennings et al.^^^^
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Figure 4.4: (a) Time evolution of the kebab spacing at different temperatures in our
simulations, (b) Time evolution of the kebab spacing at different washing temperatures
in experiments.^'
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Figure 4.5: Time evolution of temperature dependence of the kebab spacing, (a)
Simulation results at C=0.001 . (b) Experimental results extracted from Table 2 in Ref.
[71].
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Figure 4.6: (a) Pennings' model: In 5 ~ 1 / TAT . (b) Hill's model: In 5 ~ 1 / TAT' . (c)
Our model: In ~\/T , where =[S -S^)/ time is the spacing growth rate, is
the initial spacing in Figure 4.4a, or the constant minimum spacing in the low-T region
in Figure 4.5a.
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Figure 4.7: (a) Time evolution of the average kebab spacing at different concentrations.
kT=0. 1 5. (b) The spacing growth rate, the slope in (a), is proportional to the inverse of
polymer concentration, i.e., ~\/C .
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Diameter / <Diameter>
Figure 4.8: (a) Time evolution of symmetric distribution of kebab diameters. kT=0.14
and C=0.001 . (b) The diameter distribution in (a) normalized by the average diameter
X axis and the total number of measurements in Y axis becomes invariant with time.
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Figure 4.9: (a) Time evolution of the average kebab diameter at different temperatures,
(b) The curves in (a) are horizontally shifted into a master curve.
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CHAPTER 5
CRYSTAL MELTING
5.1 Introduction
The melting behavior of polymer crystals is quite different from that of small
molecule crystals. For small molecule crystals, the melting transition is very sharp. The
melting point is well-defmed and independent on many factors. In contrast, for
polymer crystals, the melting transition is very broad, making definition of the melting
point difficult. Even if the last trace of the melting transition is defined as the melting
point 7],, for polymer crystals, is observed to vary considerably depending on many
factors, such as crystallization temperature T
,
crystallization time and heating rate
/?, polymer concentration, the degree of crystallinity, the lamellar thickness L , and so
on. The large variation in 7^,, of polymer crystals makes the quantitative study on
theories of polymer crystallization very difficult. In light of this, people defined an ideal
temperature as the reference temperature, which is independent on the above factors.
This ideal temperature, namely the equilibrium melting temperature 7j°, is defined as
the melting point of lamellae of infinite thickness and infinite large lateral dimensions
so that all surface effects are negligible. is so critical for polymer crystallization
research because the supercooling depth is defined by Ar = 7^° - T , which is believed
to be the driving force for polymer crystallization and included into most crystallization
theories. Due to the infinite size, actually serves as the upper limit for all observed
for any polymer (e.g. polyethylene). The depression of 7^„ from 7^° was explained
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by the fact that real polymer crystals can never be as perfect as the ideal crystals with
infinite size and 100% perfection. The extent of depression of is strongly dependent
on the aforementioned factors. The quantitative dependence of r„, on the factors and the
ways to extrapolate is to be described briefly in the following paragraphs.
Polymer crystals tend to melt out well below 7^° because of a restriction of one
crystal dimension, lamellar thickness Z , to a small size. Normally the thicker the
lamella is, the higher is. The dependence of on L was described by Gibbs-
Thomson (GT) equation i*'^
'-p '-T'O
m m (5.1)
where cr^ is the fold surface free energy and A/? is the heat of fusion per volume.
Therefore a plot of versus 1 / L can be extrapolated to the intercept .
Another way to extrapolate is Hoffman-Weeks (HW) plot^''^", before which
two more equations have to be introduced first. At the very beginning of nucleation, a
virgin lamella (i.e. primary nucleus) is formed and possesses a small and temperature-
dependent thickness Z*
:
.
2cr.T"
L =
—
-^ + 51 (5.2)
^h^T
Where 5L is small and omitted in the HW equation. The virgin thickness L* is chosen
because a crystal of this thickness has the maximum rate of growth in lateral directions,
but not because a crystal with this thickness is the most stable at the crystallization
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temperature.*" ^~ So lamellae tend to increase its stability by thickening from I* to Z,
.
Normally a thickening coefficient y is defined as:
L
(5.3)
Another assumption in the HW equation is that thickening is not serious and thickening
coefficient / is a constant close to unity. Combining Equations (5.1), (5.2), and (5.3)
by omitting 5L and assuming a constant /, the HW equation is given by
Therefore a plot of versus T^. is linear with slope 1 / / and the extrapolated
intersection with the = T line is taken to be 7^°. Because the thickening coefficient
7 > 1 , the slope of versus T should be in the range 0 < I / / < 1 . According to the
HW equation, should increase linearly with T^, which is to be tested in our
simulations.
Although the GT and HW plots were successful in fitting a straight line for
experimental data in the narrow 7 range, nonlinear behaviors are more often observed
over a wide range. Alamo et al.^^ pointed out that the versus T^. data can be
divided into three regions: in the low-T region, is constant with T ; in the
intermediate- r^. region, r,, increases linearly with T : in the high- 7 region, T,,,
deviates from a straight line and curves upward with increasing T^, even parallel to the
= r line. Such an exponential growth of T,,, with T was declared as a general
phenomenon observed over a wider temperature range for many polymers.
(5.4)
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Although this upward curvature obviously raises a serious question on validity
of the HW equation, people tried to explain this discrepancy by thickening and
superheating effects. There are two types of thickening mechanisms.'^' One is melting
out of thin crystals followed by recrystallization to form thicker ones (melting-
recrystallization mechanism), which usually occurs at lower heating rate P and
becomes more pronounced at lower T^.. Another type of thickening is chain sliding in
the crystal, which is generally more pronounced at higher T . The superheating effect is
a phenomenon that 7^,, increases with increasing the heating rate p ^'^''^'^ normally
following the relation'^^'^'^
T,„~P'' (5.5)
The superheating effect is explained by the case when the heating rate is much faster
than the melting rate of lamellae. On the other hand, when the heating rate is extremely
slow p ^0 (called "slow heating technique"), Roberts and Mandelkem'^° pointed out
that r„, (defined by the temperature at which the last traces of crystallinity disappear)
thus obtained is well-defined, reproducible, and independent of any previous thermal
history of the sample. This temperature was actually identified as the true equilibrium
melting temperature at that time (unfortunately, this concept was not accepted by the
polymer community, probably due to the tediousness in performing slow heating
experiments). Besides heating rate dependence, T,,, was observed to depend on the
initial crystallization time r as follows~^''°'
L~iogt, (5.6)
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As Weeks pointed out,'^^ the relation T^^ ~ log/^ may be a result of lamellar thickening
L ~ \ogt^ , In order to make the GT and HW plots more accurate, people tend to exclude
any possibility of thickening or superheating by choosing narrow T^. range, low degree
of crystallinity, intermediate heating rate, and extrapolating T^[/3j^) to
T,„{P = QY^'^^^'^^^ dLwd T^„{t^ = r) where r is the induction time corresponding
to crystallinity equal to zero or heat of fusion equal to zero at early stage. Besides
extrapolation methods, a nonlinear HW plot was proposed by Maraud et al.'°^ They
revised the HW equation by taking the SL term into account, assuming / is not
constant, and using M-X fitting to extrapolate 7^° by ensuring no thickening y = \:
M = r{X + a) (5.7)
where M =—-^— , X =—r^— , and a = is a dimensionless constant."^
t:,-T,„ t:-T la,
Normally the nonlinear HW plot shows an upward curvature and extrapolates to a
higher value than the linear HW plot does.
All the experimental results aforementioned, such as the exponential growth of
with and ~ log/^. , were generally ascribed to the one-to-one correspondence
between and the lamellar thickness L . In the present work, we shall give an entirely
different explanation for the observed variations based on the one-to-one
correspondence between r,„ and the lamellar diameter R . In line with the prefolding
concept and the concept of predetermined equilibrium thickness, our model with fixed
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lamellar thickness but variable lamellar diameters can reproduce most experimental
results including the exponential dependence of on T , ~ /?°', and ~ log/^.
.
5.2 Model and Simulation Algorithm
The model is exactly the same as the model employed in the shish-kebab studies.
After the shish-kebab crystallization has occurred at crystallization temperature for
certain crystallization time t^ , the whole system is heated stepwisely (e.g. increasing kT
by 0.0001 every 10000 MCS) until the previously formed kebabs are all melted. The
time/temperature point at which the last trace of kebab crystals disappears is denoted as
the melting point . The details about the model parameters and settings can be
referred to the previous chapters.
5.3 Results and Discussion
5.3.1 Morphology
As shown in Figure 5.1a, the starting random configurations for prefolded
chains in the simulation box is to mimic the athermal state above the melting
temperature. When the simulation starts, the chains quickly nucleate onto the shish to
form small kebabs, as depicted in Figure 5.1b. After continuing isothermal
crystallization at temperature T for time / , the kebab diameters become larger, as
shown in Figure 5.1c. It is noteworthy that how large the kebabs can grow depends on
both and t^.. Then the system is heated stepwisely. Because desorption probability
increases significantly with kT, the kebab crystals start to melt gradually. Figure 5. Id
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shows the last trace of kebab crystals. At this time point, the corresponding temperature
is recorded as the melting point .
5.3.2 Broad Melting Transition
It is observed that the degree of crystallinity (proportional to the total number of
crystallites) increases quickly to reach an equilibrium value during the initial
crystallization time , and then decreases gradually upon heating, showing a broad
melting transition. Figure 5.2 shows typical results of time evolution of crystallinity
upon heating, kT (converted from the heating time) being the abscissa. For clarity, the
initial increase in crystallinity during t^. is not shown.
It is evident from Figure 5.2 that T,, increases with increasing t^, T , and ft
.
The melting transition becomes broader with increasing and /3 . However, the
melting transition becomes broader with decreasing T . The broadness of mehing
transitions for T =0. 1 2, 0. 1 6, and 0.20 are roughly 0. 1 2, 0. 1 1 , and 0.09, respectively.
All these trends are fully consistent with experimental results.^ The broad
melting transition shown here is quite different from the sharp melting transition of
small molecule crystals. The big difference could be explained by different geometric
confinements for two systems. Polymer crystals are confined in 2D lamellae, whereas
small molecule crystals are 3D objects in principle. The layer-by-layer melting of
lamellar crystallites is confined in the ID growth front, whereas melting of small
molecule crystals happens over the 2D surface, e.g., spherical surface. This might be the
main reason why polymer crystals tend to melt much slower than small molecule
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crystals. In spite of the difference in the extent of melting rates due to different
geometric confinements, both melting transitions should be the same in nature, i.e., both
belong to the first order transition. Note this explanation is different from the traditional
viewpoint that broad melting transitions correspond to broad distributions of lamellar
thickness or perfection, each of which has different thermal stabilities and melting
points.^^''°'"'°^ In our opinion, even a single lamella without thickness distributions
shows a broad mehing transition.
5.3.3 Effects of Heating Rate
defined by the last trace of crystallinity was plotted as functions of both
heating rates and crystallization temperatures in Figure 5.3a. It can be seen that is
proportional to the square root of heating rates for all T "s. The curves in the low-
region overlap on one another. At the slowest heating rate = 1 0"^ /MCS, becomes
independent of T and equal to 0.238+0.001.
The increase of with ft observed in Figure 5.3a was virtually termed as
"superheating" effects,^'*'''^ which is essentially a matter of supplying heat to the crystal
faster than the crystal can melt (the heating rate greater than the melting rate of
lamellae). Recently superheating was described by theoretical equation of "melting
kinetics":'^^''°3
T,„{P) = T^{P = ^)^bp" (5.8)
where T^[p = Q) is defined by the extrapolation of the T,,, vs. fi" line to axis of P = Q,
b and n are constants. Many experiments revealed w = 0.5 , viz. ~ 96-99,i04,i09
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is noteworthy that various vs. 0^^ lines at different T 's in Figure 5.3a have
different slopes and they converge into a single point for the slowest heating rate. This
is in contradiction with some experiments.'^^'^^''^'*''^^ where the slopes at different
crystallization temperature are assumed to be parallel (e.g., Figure 5.3b). Actually it
was assumed that these lines at different T 's have identical slopes and can be
extrapolated to T„\P = 0) 's, which is in turn used to construct a better HW or GT
plot.'^^^'^ Such a discrepancy is attributed to the fact that experiments are usually
performed within much narrower T and fi ranges than our simulations do. For
example, A^r =0. 1 2-0.20 correspond to roughly a range of 130°C, ten times larger than
the normal temperature range (10-20°C) employed in experiments. In experiments, the
heating rate normally varies from 1 to 50°C/min. However, in our simulations, f5
changes more than 1000 times. The converging effect at the slowest heating rate is not
totally new. As mentioned in the Introduction, the "slow heating technique"'"" (e.g.
increasing 1°C per hour) revealed T,,, thus obtained is independent of T
,
corresponding
to the converging point in Figure 5.3a. Thus the vs. ff" plot needs to be re-
evaluated in experiments over a much wider 7 and f5 ranges to test this converging
effect. If it is true, the forgoing methods of extrapolation of the r,„ vs. ^ lines to
P = Oand the more "correcf HW or GT plots based on the extrapolations all become
questionable.
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5.3.4 Effects of Crystallization Temperature
Figure 5.4a depicts the HW plot using the same data in Figure 5.3a in order to
obtain T^. At the slowest heating rate, is constant with increasing T^., in accord with
the observations in slow heating technique. At faster heating rates, T^, remains
constant in the low- 7 region, whereas increases linearly with T in the high-T region.
The best linearity is achieved at the highest heating rate /3 = 1 000 x 1 0 / MCS , where
the slope of r„, vs. T in the high- 7 region is shown to be K = 0.55 . A consensus has
been reach that, for the HW plot, K is usually in the range of 0.3-0.6,'°^ "° " ' most
likely in the order of 0.5.^''^"^ ' According to Equation (5.4), K = 0.5 corresponds to
the thickening coefficient / = 2. However, there is no a priori reason for this unique
value of 7 = 2, i.e., the thickness of the crystallites that is melting is exactly double that
of the initial virgin thickness.*^^ In Figure 5.4a, for different heating rates, kT°
extrapolated by linear or nonlinear HW plot might be any value above 0.24, raising a
serious question on validity of the HW plot. The exponential dependence of T^^ on T
and the inability of the HW plot to extrapolate T° are both consistent with experimental
results,^"*'^^
'"^ '"'"^
as an example shown in Figure 5.4b.
5.3.5 Effects of Crystallization Time
The dependence of r„, on is depicted as symbols in Figure 5.5(left). It
appears that the linear relation ~ \ogt^ is valid only for intermediate time range.
Over the entire time range, the plot of versus log/^ shows sigmoidal shapes. Such a
sigmoidal behavior is not entirely new. Recent work by Maraud et al."^^ revealed that
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increases with log/^ in sigmoidal fashion. The sigmoidal shape was attributed to
primary and secondary crystallizations though. Earlier work also revealed that the linear
relation r„, ~ log/^ is not universal over the full time landscape. The slope of 7^„ vs.
log/^ was found to change with time (either becomes steeper'^^ or shallower'°'^ '°^).
Sometimes 7]„ is constant with time.'^^ "' Now we understand that the slope change
behavior is only a part of the sigmoidal behavior.
The sigmoidal dependence of 7]„ on \ogt^ reminds us of the sigmoidal
dependence of log 7? on log/^ in Figure 4.9a. We tried to put two data together. The
lines in Figure 5.5 are data of log/? taken from Figure 4.9a. Both and log/? data
share the same abscissa log/^ in the same range. The one-to-one correspondence
between r„, and log/? is evident. Both them show a sigmoidal dependence on log/^.
To further confirm this correspondence, we plot vs. log/? directly, and the results
show very good linearity (figure not shown), i.e., T^^ ~ log/?
.
5.4 Conclusions
A broad melting transition is observed in simulations and attributed to the
geometric confinement inherent in 2D polymer lamellae (slow layer-by-layer melting).
The melting transition becomes broader with decreasing crystallization temperature T^.,
increasing heating rate /? or crystallization time .These trends are universal but their
extents strongly depend on the setting of other parameters because the effects of , T^. ,
and P are correlated. The melting temperature T,,, depends on , and T^. as follows:
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1. r„, ~ /?"^ . At extremely slow /?, becomes history-free (independent of 7 and
), consistent with the slow heating technique.
2. is constant in the low-temperature region and then increases linearly with T in
the high-temperature region (with a slope in the range of 0-0.55), challenging the
validity of the HW plot.
3. increases with log/^ in sigmoidal fashion. This suggests ~\ogR , in direct
contradiction with the traditional view that 7]„ and lamellar thickness L are
strongly correlated.
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Figure 5.1: T is isothermal crystallization temperature, is crystallization time, and
/? is heating rate. The melting point is obtained as the temperature at which the last
trace of crystals disappears.
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Figure 5.2: Melting transition upon heating: time evolution of crystallinity in (a) and
endotherm in (b). kT (converted from heating time) is the abscissa. C=0.001 . The upper
part shows effects of with unit x 1 0' MCS. All four curves are under the conditions
= 5 X 1 0"' /MCS and 7=0.16. The intermediate part shows effects of T^.
.
y9 = 5 X 1
0"^
and = 5 x 1 0*^ MCS. The lower part shows effects of P with unit
xIO VMCS. r =0.16 and = 5x10' MCS.
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Figure 5.3: Melting temperature is proportional to the square root of heating rate, (a)
Simulations, (b) Experiments.
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Figure 5.4: The dependence of melting temperature on crystallization temperature
(Hoffman-Weeks Plot), (a) Simulations, (b) Experiments.^^
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Figure 5.5: increases with \ogt^ in sigmoidal fasiiion. The one-to-one correlation
between 7]„ and \ogR is evident. values are represented by the symbols and log/?
values by the lines, sharing the same abscissa log/^ in the same range. \ogR data are
extracted from Figure 4.9a in the previous chapter.
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CHAPTER 6
AMYLOID FIBRILLIZATION
6.1 Introduction
Deposition of amyloid fibrils is associated witli a variety of serious diseases,
including Alzheimer's disease, Huntington's disease, and prion diseases."'*
Identifying the key steps in the formation of amyloid fibrils may reveal important
information for inhibition or reversal of fibril formation. Furthermore, recent reports
suggested that the toxicity of A(3 and other amyloidogenic proteins is not due to mature
fibrils, but rather prefibrillar oligomers."^'"^ Therefore, an understanding of the
detailed molecular mechanism of amyloid fibrillogenesis is critical.
Despite little sequence homology, all amyloidogenic proteins exhibit fibrillar
morphology and share a common cross-P sheet structure, with p strands perpendicular
to and inter-strand hydrogen bonds parallel to the fibril axis. The morphologies of
amyloid fibrils are typically unbranched fibrils of 10 nm in width and of 0.1-10 |im in
length."^ The cross-^ structure is demonstrated by two characteristic scattering bands
produced at 0.5 and 1.0 nm, corresponding to the inter-strand and inter-sheet
distances."^ Several structural models have been proposed and can be roughly
classified into two major categories: (1 ) Ribbon-like model such as polar zippers, "
continuous zippers, ' pair-of-sheets steric zipper, "" and double-layered P-sheets. (2)
Helical model such as water-filled nanotudes,'""* double helix,'"^ and helical array of P-
1 ^6
sheets. " Unfortunately, even for the ribbon-like model alone, it is still uncertain about
whether intra-sheet neighboring strands are parallel or anti-parallel;' uncertain about
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the nature of inter-sheet interactions (van der Waals?''" hydrophobic?'"^ or steric
interdigitation?'"'); and uncertain about functions of side chains (H-bonding?'"°
interdigitation? " or tt-tt aromatic stacking? " ). This situation is further exemplified by
the fact that two entirely different models have been proposed for the exactly same
diffraction data.'"' From the above analysis, it is evident that there is no universal
molecular-level structure model for all amyloid fibrils."^ The only consensus we can
reach now is that they all form the fibrillar morphology with the cross-P structure,
where the inter-sheet interactions are always weaker than the intra-sheet H-bonding
interactions. This consensus will serve as the basis for our above-molecular-level
coarse-grained model.
It has been widely accepted that formation of amyloid fibrils is nucleation-
dependent. Three criteria as the evidence of nucleation were proposed:^'^ (1) There is a
critical protein concentration below which no aggregation occurs. (2) Above this critical
concentration by a small amount, there exists a lag time before fibrillization occurs. (3)
The lag time can be reduced or even eliminated by adding a preformed fibril, which is
known as the "seeding" phenomenon. These three criteria were indeed confirmed by
numerous experiments. '"^"'^^ However, the exact nature of the nucleus has yet been
determined. The nucleus might possibly be a micelle,'^^ a colloidal aggregate,'^^ one
turn of a helix,^ or even a folded monomer. '"^^ Another mystery lies in how these
amyloid nuclei grow after the nucleation stage. Although transient appearance of
protofibril oligomers has been identified at the early stage of fibrillogenesis, their
function has not been determined: protofibrils might act as an off-pathway reservoir in
rapid equilibrium with monomers, the latter of which slowly assemble into fibrils; or
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protofibrils are on-pathway precursors of the mature fibrils.'"" Even if protofibrils
are indeed on-pathway precursors, it is still unclear about whether the protofibril-to-
fibril transition is dominated by sequential addition of monomers or by coalescence of
protofibrils (end-to-end association or lateral attachment).'''" The present study aims to
shed new light on both nucleation and growth processes.
On the other hand, high-resolution microscopy has revealed that amyloid
protofibrils have a bead-like structure (ca. 5nm in height), where young protofibrils
appear as dimmers, trimers, and oligomers of these beads.'^^ '''^"'''^ In situ observations
also demonstrated that protofibril elongation occurs by aggregation of these beads from
solution. ''*' '^' Here we take this bead as the assembly unit in our model. The molecular
detail inside the bead is omitted such that only anisotropic interactions between beads
are assumed, which is self-evident because beads align into a linear fibril rather than a
planar or a spherical aggregate.
6.2 Model and Simulation Algorithm
Two slightly different algorithms are employed in the present study: one is for
multiple fibrils; the other is for single fibril. The single fibril model is very similar to
the single crystal model in Chapter 3. The distinction is that more anisotropic
interactions are defined here in order to form fibrils instead of lamellae. In comparison
with the single-fibril model, the multi-fibril model further releases the constraint that
free beads in solutions do not interact.
The aggregation unit in our model is represented by a cuboidal brick shown in
Figure 6.1, based on an assumption that the interactions between units are different
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along the x, y, and z directions. The brick may stand for an extended peptide, a folded
peptide, a pair of peptides, or even a bead-like aggregate of peptides as suggested in the
Introduction, as long as the brick represents the smallest dynamic unit in the
fibrillization process. For simplicity, we assume as an example that each brick
represents an extended peptide, as shown in Figure 6. 1 . Simulations of peptide
aggregation are all performed in a cuboidal simulation box with length
,
B^, and B^
,
under periodic boundary conditions. Typical values for
,^
range from 50 to 500. The
simulation box is further discretized into 5, x B^^ x B, cubic lattices, each with length
1. Each cubic lattice is assigned a state from 7 possible states, as illustrated in Figure
6.1 : state S*,, , solvent cubic lattice (invisible area in the box); state 5, and S.^ , the x-
oriented peptide with its wider lateral sides facing the z and directions, respectively;
state 5, and , the v-oriented peptide facing z and x, respectively; state and 5',^ , the
z-oriented peptide facing and x, respectively. For the single-fibril case, an additional
state S-j (with the same orientation as 5",, ) is introduced to serve as a seed nucleus.
The simulation procedure for multiple fibrils is given first as follows. Initially, a
specific number ( B^ x B^^ x B, xC , where C is the initial peptide concentration) of
peptides with random orientations ( 5, ) are put at random locations in the simulation
box. The rest of lattices are assigned to the solvent state ( S",, ). Next, randomly select
one peptide. Let it randomly walk to any of its six nearest neighbors and randomly
changes its orientation (if the walking direction is blocked by another peptide, quit the
walk and go back to randomly select another peptide). Calculate its energy state before
87
( £'y ) and after ( ) such a random walk. Decide whether to accept the walk based on
the acceptance probability in the classical Metropolis algorithm:'*^
P =
1 when AE <Q
-AE]
exp
(6.1)
when AE > 0
kT
where the energy change AE = — E^^, k is the Boltzmann constant, and T is
absolute temperature. Repeat the above procedure for several billion times. The number
of iterations is given in units of Monte Carlo step (MCS). At 1 MCS, the number of
attempted random walks is equal to the total number of peptides in the simulation box.
As is conventional for Monte Carlo simulations, all temperatures are given as kT with
units of energy rather than just temperature. Based on their physical meanings, the
random walks can be classified into four different categories: diffusion
{E,, = Q,E,=0\ adsorption ( = 0 , < 0 ), desorption ( £^„ < 0 , = 0 ), and
rearrangement within the fibril <{),E^ < 0).
The energy setting is as follows. The Hamiltonian for the simulation is
calculated as the sum of interaction energies between each peptide / and its nearest-
neighbor peptidej (if any exist):
^ = (6-2)
- ,=1 ^=1
where the change of the total Hamiltonian, AH , is equivalent to the local AE in
Equation (6.1) for each random walk, A'^ is the total number of peptides, q is the
state/orientation of the peptide (i.e. 5, — S^. ), and E [q^q^ ] is the bond energy between
neighboring peptides in arbitrary units of energy and is a function of the states of the
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two neighboring peptides. It should be noted that the bond energy is defined differently
along the x, y, and z directions. Take, for example, the case of Figure 6.1 (right panel),
where aggregated peptides are z-oriented and x-faced. To illustrate the multi-fibril case
first, we temporarily assume they are in state S^. instead of 5- . For each individual
peptide in the state q, — S^. , the total bond energies with its six nearest neighbors,
(i
E [q^Qj ) , are counted according to the following five rules: if there is any peptide
7=1
with the same orientation {q^ = ) in its two nearest neighbors along the x direction,
they will form stronger intra-sheet H-bonds {E^ < 0); if there is any equal-oriented
peptide in its>^ neighbors, they will fonn weaker inter-sheet attractive interaction
( E^ < 0); if there is any equal-oriented peptide in its z neighbors, they are not allowed
to grow along z to form a "P-sheet" structure so that a repulsive interaction is set to
avoid it ( > 0 ); if there is any peptide with different orientations {q^ v± g ) in its six
nearest neighbors along the x, y, or z directions, such a configuration is unstable and
impractical (set repulsive > 0 to avoid it); the interaction with solvent is always set
to zero so that the solvent acts like an empty site. Since only the dimensionless ratio
/S.E / kT controls the acceptance probability of random walks, we reduce E^ to —1
and determine an appropriate range of kT values by trial and error. Different
magnitudes of =(-!)- (—15) have been tried and a good fibrillar morphology is
obtainable only when < — 10. The magnitudes of and E, do not affect the
"cross-(3" fibril formation as long as certain repulsion exists to avoid forming non-
parallel configurations or the "P-sheef structure. A typical large value
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E,^ = = +10 is chosen to ensure that it would not occur. Note that the above setting
of
,^ „
is only concerned with z-oriented and x-faced peptides (q, = S,.^ ). For
peptides with other orientations (g, = 5, ,^), the interaction energies have to be
redefined in a corresponding way.
The preceding setting is merely devoted to the multi-fibril algorithm. For the
single-fibril algorithm, several modifications are needed. First, a seed nucleus (S^ ) with
length 77., X n^^ is put at the origin of the simulation box at the very beginning. In order
to form a single fibril, the interactions between freely diffusing peptides (5, are
disabled. The free peptide ( 5, ^ ) has to diffuse to the vicinity of the seed peptide (S.)
to get adsorbed, thus converting its own state to Sj . The once-adsorbed peptide has the
probability P = exp(—AE" / kT) to desorb or rearrange at a later time. But the initial
seed is fixed throughout the simulation. For details, a step-by-step procedure is given
for a similar system in our previous paper.
'"^^
Taking polyglutamine D2Q15K2 as an example, the typical size of a brick in our
model is 0.48nm thick (H-bonding intra-sheet distance), 0.83nm wide (inter-sheet
distance), and 7nm long (length of the extended peptide). ' This brick-stacking
scenario is supported by direct observation of striations perpendicular to the APii-25
fibril axis, with 0.48nm spacing between striations. '''^ Our model can naturally apply to
the case of flat-ribbon- like amyloid fibrils,'^°''^^'''*^"'^° with possible extension to
twisted ribbons"^ '^^ ''^^ or coiled helical structure with constant interacting
regions (Fig. 6a of Ref [152]) if assuming cubic lattices are twisted in space as well.
The stacking configuration of neighboring strands can be parallel or anti-parallel for
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extended peptides,"*^ or can be face-to-face '"^ or side-by-side'"' for hairpin peptides. In
short, our coarse-grained generic model omits molecular details inside the aggregation
unit and merely focuses on kinetics of amyloid fibrillogenesis by utilizing the classical
Metropolis algorithm with a simple assumption
|
> j^'J.
6.3 Results and Discussion
6.3.1 Single Fibril
6.3.1.1 Energy Ratio vs. Length Ratio
Aggregation of diffusing peptides is driven by the reduction in the total energy
via forming more and more peptide-peptide interfaces ( ^ < 0 ). Apparently the
kinetics is determined by two ratios: E / kT and E^^ / E^, . First we fix kT to a constant
value kT =1 .0 to see how the energy ratio E^^ / E, influences the fibril morphology. To
achieve various energy ratios, we fix E^. =-10 and vary E^ from -1 to -10. The
simulation box is initially populated with random peptides and a single seed nucleus at
the center. As time elapses, diffusing peptides nucleate and grow on the seed, exhibiting
distinct morphologies for different energy ratios (Figure 6.2). As the energy setting
along the x and >' directions becomes more anisotropic, the shape of the aggregate
becomes more anisotropic too, leading to a fibrillar shape at large energy ratios. The
length ratio L, / L,^ (defined in Figure 6. 1 ) is observed to increase with time and then
reach equilibrium in the late stage. The equilibrium values of L, / L,^ are plotted against
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I in Figure 6.2b. It turns out that the length ratio varies significantly from 1/1 to
35/1 when the energy ratio varies from 1/1 to 1/10. So Figure 6.2b provides a rough
way to estimate the relative magnitude of peptide interactions from its morphology. For
example, a ribbon-like fibril of lOnm in width and 350nm in length can be estimated to
have an energy ratio 1:10 between the inter- and intra-sheet interactions. In the
following context, for simplicity, the energy ratio is fixed to 1:10, the magnitude of
which should not affect our general results on kinetics.
6.3.1.2 Nucleation and Growth
A typical process of nucleation and growth of single fibril is shown in Figure 6.3,
where the black beads represent the seed and subsequently grown fibril, and colorful
beads stand for free peptides with different orientations. Starting from a single seed at
t =0, the freely diffusing peptides tend to land on the seed and grow linearly along the x
direction. The initial growth is thennodynamically unfavorable,^ '"^ as manifested by
the size fluctuation of the protofibril. The one-dimensional (ID) protofibril grows
[t=62 (xlO^MCS)] and shrinks =106), back and forth, until its size is large enough
to overcome the nucleation barrier. In particular, a second layer of beads ( t =132)
seems to help stabilize the structure. Once the stable nucleus has been formed,
subsequent growth (t>]32) becomes thennodynamically favorable. The lateral side
surface of the final fibril is quite smooth, generating a ribbon-like morphology.
Presumably it is because the peptides which are attached on the lateral sides have less
binding energy (E^ = -1 ) than the peptides which are attached on the fibril ends
(E^ = — 10 ). It is noteworthy that nucleation appears only within a narrow range of
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temperature or concentrations. At lower kT or higher C
,
the fibril growth is
spontaneous so that the nucleation behavior is nonexistent.
6.3.1.3 Fibril Size and Lag Time
To quantify the above observations, we monitor time evolution of the fibril size,
R, by counting how many beads in the fibril, as shown in Figure 6.4ab. In agreement
with numerous experiments, " " the fibril growth exhibits a characteristic sigmoidal
curve which can be divided into three stages: (1 ) nucleation stage, where the fibril
grows and redissolves back and forth until its size exceeds a critical nucleus size, i.e.
R > R, ; (2) growth stage, where R is found to increase linearly with time; and (3)
equilibrium stage, where R reaches a plateau as the free peptides in the simulation box
are exhausted. The duration of the nucleation stage, called "lag time" r , can be
obtained from the R — t curves. For the convenience of discounting wild fluctuations
in the fibril size during the nucleation stage, we calculated the lag time as the time point
when R reaches 50, the magnitude of which should not affect our general results. In
rare cases, where the size fluctuation is larger than 50, we recorded the correct lag time
manually. It is evident from Figure 6.4a that nucleation is a stochastic process.'''^ Under
the identical conditions, simulation runs with different random-number seeds produce
quite different lag times. The distribution of lag times is found to be lognormal (data not
shown). The average value of lag times is plotted in Figure 6.4c as a function of the
seed size. Apparently, the lag time is reduced significantly by increasing the seed size,
which is related to the "seeding" phenomenon.^ ''^ Similarly, Harper et al. noted that
the fibril formation can be seeded by the addition of (bigger) fibrils, but not by (smaller)
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protofibrils.'^^ Consistent with our previous argument regarding the second layer of
beads, the double-layer seed is more effective in "seeding" than the single-layer seed
(r for the 1x2 seed is even shorter than r for the 10x1 seed), the reason for which
will be discussed in a later section.
Another characteristic of nucleation is so-called "critical concentration", below
which fibrillization cannot occur.^ This effect is illustrated in Figure 6.5. The lag time
increases sharply with decreasing the peptide concentration, '^' '^^ tending to diverge at
a finite concentration (critical concentration).
6.3.2 Multiple Fibrils
6.3.2.1 Time Evolution
Time evolution of morphologies and fibril size distributions in Figure 6.6ac
matches very well with the experimental results in Figure 6.6bd.'''^ As shown in Figure
6.6a, the simulation box is initially populated with random peptides. The diffusing
peptides quickly aggregate into many short protofibrils. Then the short protofibrils
elongate gradually into longer protofibrils and eventually ribbon-like fibrils, in good
agreement with experimental morphologies in Figure 6.6b. '"^^ The number count for
each protofibril size is plotted as a frequency distribution in Figure 6.6c, which agrees
quantitatively in shape with Figure 6.6d:'''^ the population of longer protofibrils
increases while the population of shorter protofibrils decreases with time; the total
number of protofibrils decreases with time too, which is evident from Figure 6.6c where
the total number of fibrils, "Area", decreases from 351 to 126 as time elapses.
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In contradiction to the traditional view that elongation of amyloid fibrils is
irreversible,'^"* '^^ we noticed that adsorbed peptides can reversibly desorb into free
space during the elongation process, i.e., a protofibril may undergo 120 adsorption and
100 desorption events in order to grow 20 beads longer. It appears that all fibrils are in
fast, dynamic exchange with the peptide solution (free diffusing peptides dissolved in
free space). The fibril growth is not uniform either: some protofibrils grow faster; some
grow slower; some disappear soon; some initially grow and later shrink. It seems that
relatively bigger fibrils can gain more peptides than smaller ones during both their
exchanges with the peptide solution, presumably due to the relatively lower desorption
probability for the bigger fibrils. So it looks as if the peptides on smaller fibrils are
gradually transferred onto bigger fibrils by a diffusion process. In fact, this phenomenon
is widely known as "Ostwald ripening","*^ '^^ where bigger objects grow at the expense
of smaller ones via an evaporation-condensation mechanism. During Ostwald ripening,
the whole system is driven from a non-equilibrium state to an equilibrium state, by
minimizing the total interfacial energy. Ideally the equilibrium state is reached when
there is only one gigantic fibril left in the simulation box, which is indeed seen in our
simulations for even longer time (not shown).
The above observations are not ungrounded. The AFM movies from
experiments'''^ revealed a highly dynamic and reversible process for assembly of
protofibrils, where bead-like monomers can diffuse, align transiently forming chains
and then move apart again, or elongate directly into longer protofibrils. Real-time
monitoring of fibril growth by fluorescence microscopy'^^ also revealed that the
elongation rates for different protofibrils are not uniform. It varies significantly from
95
one protofibril to another. The measurements by size exclusion chromatography''*" '^"
revealed that the amount of oligomers first increases and then decreases, while the
amount of monomers/dimers decreases monotonically with time, consistent with our
morphologies and distributions in Figure 6.6. For example, in Figure 6.6c, the number
of protofibrils with size 5 first rises and then diminishes, while the number of
monomers/dimers with size 1 or 2 decreases monotonically with time. Interestingly, the
debate as to the role of protofibrils'^' '"*' can be reconciled in the context of Ostwald
ripening (bigger fibrils eat smaller ones). Protofibrils can be either on-pathway
precursors or off-pathway monomer reservoirs, depending on their relative sizes.
6.3.2.2 Effects of Concentrations
Figure 6.7a presents the effect of peptide concentrations on morphologies of
fibrils at fixed ^ =10^MCS, which matches excellently with the experimental results in
Figure 6.7b. '''^ It is observed that the fibril length increases with increasing the initial
peptide concentration. Similar to experimental results in Figure 6.7d,'^^ the fibril
elongation rate is a linear function, first order in the initial peptide concentration
(Figure 6.7c).
6.3.2.3 Effects of Temperature
Figure 6.8a presents the effect of temperature on morphologies of fibrils at fixed
^=10^ MCS, which again matches excellently with the experimental results in Figure
6.8b. ''*^ In both figures, increasing temperature resuhs in longer and fewer fibrils.
Similar to experiments,''*^ the initial fibril elongation rate increases exponentially with
temperature. As shown in Figure 6.8c, the logarithm of the initial elongation rate, InG
,
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is indeed proportional to I / kT , in good agreement with experimental results shown in
Figure 6.8d."*^
6.3.2.4 Seeding
The "seeding" phenomenon, i.e. lag time is reduced or eliminated by adding
preformed fibrils, has been regarded as the key evidence of nucleation mechanism for
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amyloids. Figure 6.9 illustrates the seeding behavior by showing a sigmoidal-to-
logarithmic (S-to-L) shape transition after adding seeds. In this case, only pre-added
seeds can grow immediately, whereas the endogenously formed seeds cannot grow
immediately because they are below the critical nucleus size. For the unseeded case in
Figure 6.9(Iower part), the monomers quickly aggregate into many short protofibril
seeds within t =5 (xlO^ MCS). However, the morphology remains the same from t=5
to 300, i.e., remains within the lag time. The fibrils have to wait until the size
fluctuations happen to be large enough to overcome the nucleation barrier. At t =330, a
double-layer structure is formed and turns into a stable seed. Since then, the time-mass
curve enters the growth region. At t =430, the second seed starts to form, while the first
seed has grown into a longer fibril. Eventually, two big fibrils are formed at t =800
when the total mass reaches equilibrium. On the other hand, for the seeded case in
Figure 6.9(upper part), the only difference at t =0 is that four 20x2 seeds are added in
the solution. Because these seeds are already larger than the critical nucleus size at the
present conditions, they start to grow immediately. At t =300, they have grown into big
fibrils and the total mass almost reaches equilibrium, in contrast to the unseeded case
where it is still within the lag time. After t =350, although the total mass remains the
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same, the underlying Ostwald ripening still goes on (the morphology changes from 4
fibrils to 2 bigger ones). So the fact that the total mass reaches the plateau stage does
not necessarily mean that the fibril growth has stopped. The above S-to-L shape
transition in the time-mass curve is a typical seeding result observed in numerous
experiments.'-^-'^*^ '" '^^ To our best knowledge, it is the first simulation to reproduce
the seeding phenomenon with a clear S-to-L curve transition. In addition, our
accompanying morphologies beautifully illustrate the mechanisms of the sigmoidal
shape and the seeding phenomenon at the molecular scale. Incidentally, the effect of the
seed concentration is also reproduced in Figure 6.9, where increasing the number of
seeds results in shorter lag time.'^^'''*° '^^
'^'^
6.3.2.5 Disassembly upon Dilution
To complete our comparisons with Ref [143], disassembly of preformed fibrils
upon dilution is presented in Figure 6.10a. After fibrils being put into a bigger box (27-
fold dilution), the fibril size is observed to decrease exponentially, reaching a plateau
around t =750x1 0'*MCS. The rate of decrease in fibril length is much faster over the
first 250x1OVCS (size = 8.7->3.9) as compared to the subsequent 250xloVcS (size
= 3.9^3.1). The fibril density also decreases as time elapses. All these observations
agree excellently with experimental results shown in Figure 6.IOb.''*^
6.3.3 Mechanism of Nucleation and Growth
One of puzzles regarding nucleation of amyloid is why a ID fibril can have
nucleation barrier? According to the classical nucleation theory, the free energy change
of forming a 3D spherical object is
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AF = 7ri?'A/x + 47ri?V
3
(6.3)
where R is spherical radius, Af^i is bulk energy gain, and a is surface energy penalty.
By setting OAF / dR = 0 = -AnR^A/j, + 87ri?a , the critical nucleus size is obtained
as
i? =^ (6.4)
' Afi
For R < R , the surface energy term dominates and AF increases with increasing R
(the fibril growth is thermodynamically unfavorable); for R > R^ , the bulk energy term
dominates and AF decreases with increasing R (the fibril growth is
thermodynamically favorable); at R = R^ , AF reaches maximum. So a free energy
barrier is formed. In order to grow, the 3D object has to wait until its size fluctuation
happens to be larger than R^ so that the free energy barrier is overcome.
For a 2D circular object, we can do similar calculations.
For a ID cylindrical object, however, the critical nucleus size is not obtainable.
(6.5)
dAF
OR
R =?
= 0 = —7rA/Li + 'lira (6.6)
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Here we assume the cylinder radius is 1 and the cylinder length is R.lt seems that AF
can either increase or decrease with R , but not both. If 2a > A^t , the 1 D object never
grow. If '2a < A/x, the ID object will grow immediately. Neither free energy barrier
nor critical nucleus size exists for the 1 D case. So how can 1 D amyloid fibrils exhibit
sigmoidal growth curves and the seeding phenomenon (hallmarks of nucleation)?
As mentioned in the Introduction, the nature of nucleus remains mystery. In
order to bypass the paradox of "1 D nucleation", for example, one turn of a helix was
proposed as a stable nucleus ( R. corresponds to the number of peptides which is
required to form exactly one turn of a helix). ^ In contrast, our answer to this paradox is
that the amyloid fibril is not really a ID object, but rather a semi-2D object. As shown
in Figure 6. 11 , monomers can aggregate into dimers, trimers, 1 -layer protofibrils, 2- or
3-layer fibrils. These fibrils all undergo frequent adsorption/desorption events, i.e., they
are in dynamic exchange with monomer solutions. Here the middle parts of the fibril are
almost impossible to desorb due to their high binding energies. So we will focus only
on the adsorption/desorption of peptides on the fibril ends. Although the adsorption
probabilities are the same for all fibrils, the desorption probabilities are different for
different fibril sizes, because the binding energy of end peptides is a function of the
fibril size. For example, at kT =1 .0, the desorption probability of 1 -layer fibril is
P^i = exp(— 10 / 1.0) = 4.5 X 10 ' , three times larger than the desorption probability of
2-layer fibril = exp(-ll/1.0) = 1.7 x 10"\ Under certain conditions (high T or
low C ), if the adsorption probability happens to be within this range
1.7 X 10 < P < 4.5 X 10 \ the 2-layer fibril can grow ( P > P,, ) while the 1 -layer
fibril cannot grow (P„ < P,, ). Thus the fibril growth has to wait until the size
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fluctuations happen to form a second layer to overcome the nucleation barrier.
corresponds to the size of a 2-layer fibril. This idea is consistent with the mass-per-
length (MPL) measurements in experiments,''*^ where MPL = 21, 31, 42 kDa/nm
correspond to 2-, 3-, 4-layer fibrils, indicating the 1 -layer fibril is more unstable. Note
that the binding energy will saturate and approaches a limiting value, 12, with
increasing the layers. So the stability difference between 1- and 2-layer fibrils is larger
than the stability difference between 2- and multi-layer (even 100-layer) fibrils. This
idea is also supported by Figure 6.4c, where the reduction in r becomes less significant
with increasing the number of layers from 1 to 2, and then to 3.
Once the nucleation barrier is overcome, Ostwald ripening starts to dominate.
As seen from the unseeded case in Figure 6.9, one nucleus forms earlier, while another
nucleus forms later. When they grow bigger, they have different sizes. For example, one
is a 2-layer fibril, and the other is a 3-layer fibril. As shown in Figure 6.1 1, the
desorption probability of a 3-layer fibril is = exp(-11.33 /l.O) = 1.2 x 10"\
where 1 1 .33 is the average binding energy for its edge peptides. As the monomer
reservoir becomes exhausted (C becomes lower), the adsorption probability should
also become smaller. Under certain conditions, if the adsorption probability happens to
drop into the range 1.2 x 10""^ < < 1.7 x 10"\ the 3-layer fibril can grow ( P, > P,.;
)
while the 2-layer fibril starts to shrink ( < P,,.2 )• Thus it looks as if the 3-layer fibril
grows at the expense of the 2-layer fibril. So the size-dependent binding energy is also
the reason for Ostwald ripening. As time goes by, the free monomers become exhausted,
and the nucleation barrier is essentially lifted ( increases with lowering C in Figure
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3.5b) so that smaller fibrils tend to disaggregate wliile bigger fibrils tend to grow. In
this sense. Ostwald ripening can be regarded as "competitive nucleation".
To test our semi-2D idea, we modified the energy setting to = -10 and
=
-fio , which essentially ensured that the fibril growth is purely 1 D. The
simulation results for the single-fibril case are shown in Figure 6.12. As seen from the
morphologies in Figure 6.12a, the fibril growth is indeed purely ID. It is evident from
Figure 6.12b that for a pure ID growth the fibril can either grow immediately, or never
grow. The lag time can be either zero or infinity. There is no finite lag time. The
sigmoidal curve is not observable (scrutinized at kT = 1.10, 1.11, 1 .20). This agrees
with the classical nucleation theory in that a pure ID growth has no nucleation barrier.
The reason we did see sigmoidal shapes and the seeding behavior in the previous
simulations is really due to the semi-2D nature (stabilization effects of the second /
multiple layers).
6.4 Conclusions
We have employed the classical Metropolis algorithm with anisotropic
interactions to simulate nucleation and growth of amyloid fibrils. It is surprising to see
such a generic model can reproduce so many experimental results. The main findings
are summarized as follows. (1 ) For the first time in simulations, we reproduced the
sigmoidal growth curve and the seeding behavior. The underlying nucleation
mechanism is confirmed and illustrated by the accompanying morphologies at the
molecular scale. (2) We propose that nucleation of amyloid fibrils is due to its semi-2D
nature. It is confirmed that a pure 1 D growth does not require nucleation and does not
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exhibit sigmoidal curves. The importance of the second layer is stressed. The
mechanism of nucleation is explained by the size-dependent binding energy and
desorption rate. (3) We propose Ostwald ripening (bigger fibrils grow at the expense of
smaller ones) as the mechanism of amyloid fibril growth. Ostwald ripening mechanism
reconciles the debate as to whether protofibrils are precursors or monomer reservoirs. (4)
The elongation rate G increases linearly with the initial peptide concentration. The
relation In G - 1 / kT is also observed. (5) The lag time is shown to be functions of
three factors r ni^R^^.R [C^ . Increasing the seed size i?,, or the seed concentration
n results in shorter r . The 2-layer seed is more effective in "seeding" than the 1-
layer seed, r increases sharply with decreasing the peptide concentration C
,
diverging
at the critical concentration.
Besides the above major results, this study reproduced many other experimental
findings. Our simulation results agree very well with the experimental results in Ref.
[143]. Longer and fewer fibrils are seen at later time points and higher temperature. The
fibril size distribution matches theirs too. The disassembly upon dilution is reproduced,
where the shrinkage of the fibril size is faster for the early stage than for the late stage.
SEC measurements showed that the amount of oligomers first increases and then
decreases with time. AFM movies'"*^ revealed a highly dynamic and reversible process
for assembly of protofibrils. The fluorescence microscopy '^^ also revealed that the
elongation rates for different protofibrils are not uniform. All these observations are
consistent with the concept of Ostwald ripening.
Structure (molecular conformation and morphology), interactions, and kinetics
1 1 8(nucleation and growth) are three key issues in amyloid studies. The amyloid fibrils,
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although formed from a variety of protein precursors with different conformations and
specific molecular interactions, share a common cross-P structure and a similar
fibrillization process. The present generic model, by omitting the molecular details,
provides a promising tool to investigate the common morphologies and kinetics for all
amyloid fibrils.
104
Figure 6. 1 : Peptide solutions for amyloid fibril formation are mapped onto a 3D array of
lattice sites. Each peptide (a bead-rod chain) occupies one lattice and is represented by a
cuboidal brick which randomly walks, randomly changes its orientation (state S^ - S^),
and aggregates with other peptides when having the same orientation. The solvent (state
iS,, ) is represented by the empty lattice which is invisible here for clarity. For the single-
fibril case, an additional state (same orientation as S^) is introduced to serve as the
seed nucleus. The fibril thus formed has length L^, width , intra-sheet H-bonding
interaction , and inter-sheet interaction E^.
.
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Figure 6.2: The length ratio ( I L^, ) as a function of the energy ratio ( I ). The size
of the initial seed nucleus is 1 (almost invisible); the size of the simulation box
= 250 and = B. = 100 ; temperature A^r = 1 .0 ; the initial peptide concentration
C = 0.0005 ; the total simulation time t^^^ =10' MCS. (a) Initial and final morphologies
for various energy ratios, (b) / Z,, vs. E^ I E^. LJ is averaged over
i=(800-1000)xl0'* MCS.
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Figure 6.3: Nucleation and growth of single fibril. The seed size is 1; ^r = 1.17;
C =0.001. All subsequent simulations on single fibrils are under the conditions
= 500
, ,
= 50 , and t^^^ =10^ MCS. In the rest of the chapter, the default energ
settings are E,. = - \0, = -1, and E^,, = +10.
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Figure 6.4: Time evolution of the fibril size (R) and the corresponding lag time ( r ) as
a function of the initial seed size {n^xn^ ).C =0.001 and kT = \.2. (a) Smaller 5x1 seed.
(b) Larger 15x1 seed. Different curves in (a, b) correspond to 50 independent
simulation runs, (c) The average lag time vs. the seed size.
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Figure 6.5: Time evolution of the fibril size (R) and the corresponding lag time ( r
)
a function of the initial peptide concentration (C ). kT = \.2 and the seed size is 1
.
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Figure 6.6: Time evolution of morphologies and fibril size distributions for multi-fibril
assembly. C =0.001; kT ^O.S; all subsequent simulations on multiple fibrils are
performed in the simulation box with length
^
.
= 100 . (a) Morphological evolution
in simulations, (b) Morphological evolution in experiments.'^^ (c) Time evolution of
fibril size distributions in simulations. The integrated "Area" represents the total
number of protofibrils, (d) Time evolution of fibril size distributions in experiments. ''^^
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Figure 6.7: Morphologies as a function of peptide concentrations for (a) simulation
results at ^ =10^ MCS and (b) experimental results. '^^ Concentration dependence of the
! 43
fibril growth rate for (c) simulation results and (d) experimental results.
Ill
Figure 6.8: Morphologies as a function of temperature for (a) simulation results at
^=10^MCS and (b) experimental results. '"^^ Temperature dependence of the initial fibril
growth rate for (c) simulation results and (d) experimental results.''*^
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Figure 6.9: Effects of seeding and seed concentrations on fibril growth. Time evolution
of the total fibril mass (based on all fibrils whose size > 10) is monitored for the
unseeded, 1-seed, and 4-seed cases, respectively. The corresponding morphologies for
the unseeded and 4-seed cases are given at t =0, 50, 300, 430, 800 (x 1 O^MCS). The size
of each seed is 20x2. C =0.0005, kT =0.9. The mass contribution due to added seeds
was subtracted. ''^ '^^ Due to the stochastic nature, only one typical run is given for the
time-mass curve. The average lag time of 50 simulation runs, however, indeed
decreases with increasing the seed concentration: r = 171, 74, 3 (xlO"^ MCS) for the
unseeded, 1-seed, and 4-seed cases, respectively.
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Figure 6.10: (a) Disassembly upon dilution. The already-formed fibrils (under the
conditions C =0.002, kT =0.9, simulation box length 100) are put in a bigger simulation
box with length 300 to simulate effects of dilution, (b) Experimental results where the
sample was diluted 20-fold. 143
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Figure 6.1 1 : Mechanisms of nucleation and Ostwald ripening. 1-, 2-, and 3-layer fibrils
are all in dynamic exchange with monomers. The number in each square represents its
binding energy with nearest neighbors. The bigger the fibril, the stronger binding
energy its edge peptides get, the higher thermal stability the fibril can have. Although
the adsorption probabilities (blue arrows) are the same for 1- and 2-layer fibrils, the
desorption probabilities (red arrows) differ. Under certain conditions, the smaller 1-
layer protofibril cannot grow (adsorption < desorption) while the bigger 2-layer fibril
can grow (adsorption > desorption). Once the nucleation barrier is overcome and many
seeds have grown into fibrils, Ostwald ripening starts to dominate, e.g. the stability
difference between 2- and 3-layer fibrils will favor the growth of 3-layer fibrils at the
expense of 2-layer fibrils during their both exchanges with the more diluted monomer
reservoir.
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Figure 6.12: Pure ID growth. The energy settings are = — 10 and .
„
= +10.
= 500
, 5^, . = 30 , C =0.001. (a) Morphological evolution at A;T =1 .0. (b) Fibril
growth at various temperatures. No sigmoidal curve is observed at any kT
.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
7.1 Polymer Crystallization
7.1.1 Conclusions
Polymer crystallization from dilute solutions is simulated by both Langevin
Dynamics and Monte Carlo models. The Langevin Dynamics simulations reveal that
chains in dilute solutions are prefolded before aggregation and the lamellar thickness is
a predetermined equilibrium result, in direct contradiction with the existing theories
where chains are assumed to fold only on the growth front and the lamellar thickness is
kinetically trapped in a finite value. Based on this new prefolding concept, systematic
Monte Carlo simulations are performed as regards temperature and concentration
dependences of crystal habits, growth rates, induction time, melting points, kebab
spacings, and so on. A summary of major comparisons between the three models are
given in Table 7.1, where the new model is shown to be more consistent with
experimental results than the other two.
The work done here has great impact in the field of polymer crystallization.
Basically it constructs a new framework for polymer crystallization in solutions,
because the most basic assumption (stem nucleation, or segment pinning) is replaced by
a new one (aggregation of prefolded chains). The dilemma between the low-T
roughening in the LH theory and the high-T roughening in the SG model is solved by a
rough-fiat-rough transition in our model. The three-regime transitions in the LH theory
are criticized. The exponential dependence of the growth rate on temperature is
117
attributed to a 2D multi-chain nucleation, rather than a ID stem nucleation or a pinning
entropic barrier. 6L catastrophe is solved by introducing the concept of predetermined
equilibrium thickness. Concentration dependence of the growth rate has been
reproduced without invoking the cilia nucleation concept. Our simulation results
suggest that a in the relation of G - C" is actually not constant, in fact, this nonlinear
concentration dependence is also observed for crystallization of small molecules.
Induction time is studied more systematically. Because the initial seed size can be
explicitly specified, a novel phase diagram of critical nucleus sizes is proposed, which
shows that the critical nucleus size is not a constant value but varies with environmental
conditions and time. The melting results add further support to our prefolding model.
For the first time, the linear relation between and ^ is reproduced in simulations.
The HW plot is criticized. The relation between and \ogt^ is found to be sigmoidal,
consistent with recent experimental results. The sigmoidal shape of is found to be
closely related to the sigmoidal dependence of log 7? on log / . For the first time, we
propose that the melting point of polymer crystals is related to the lamellar lateral
diameter R
,
instead of the lamellar thickness L . So the famous GT plot based on
and L should be replaced by and R . Because both the HW and GT plot are
questioned, the famous concept of the equilibrium melting temperature of an infinite
large crystal,
,
is also questioned (The extrapolation of in experiments is
inaccurate and unreliable too). So choosing as the reference temperature for the
degree of supercooling Ar = T^^-T may not be a good idea. Instead, in line with the
early experiments, we propose that a better reference temperature should be determined
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by the slow heating technique. This true equilibrium temperature is independent of
many factors and history-free. A broad melting transition for polymer crystals is
attributed to the 2D geometry confinement, rather than broad distributions of lamellar
thickness. Shish-kebab studies add further support to the prefolding concept. The time
dependence of spacings and lognormal distributions are both consistent with
experiments. A new relation of logG,, ~\IT is proposed to replace the previous two
S — S
models based on the LH theory, where = is the spacing growth rate and is
time
the initial spacing. Another new relation ~\l C is predicted and to be tested against
experiments. It is further suggested that Ostwald ripening is the dominating mechanism
responsible for polymer crystallization.
All in all, the concepts of prefolding and predetermined thickness, dependence
of on R instead of L , and mechanisms of 2D nucleation and Ostwald ripening are
key new concepts here. The present study puts polymer crystallization from dilute
solutions back into the same general framework of classical crystallization of small
molecules (In contrast, traditional theories of polymer crystallization put too much
emphasis on the chain folding process and ignored the connection with small molecule
crystallization). The only distinction between crystallization of polymers and small
molecules is the anisotropic interactions introduced here, which confines polymers
crystallizing into a 2D lamella and slows down both crystallization and melting rates.
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7.1.2 Future Work
Although the prefolding framework has been roughly established, there are still
many aspects to be improved. Large-scale Langevin Dynamics simulations are desired,
where much more chains are put into the simulation box and hopefully the Ostwald
ripening process can be observed (A similar Ostwald ripening process for the polymer
melt has been simulated over 10^ CPU hours. '^'). Once a big lamella is formed, how it
is melted is another interesting question. If we can observe layer-by-layer chain
desorptions upon heating in the Langevin Dynamics simulations, it will be further
support to our Monte Carlo simulation results as regards crystal melting. The
equilibrium lamellar thickness can be calculated more accurately for such a many-chain
system too. On the other hand, more Monte Carlo simulations are also desired.
Although we have used shish-kebab crystals as a model system for multiple crystals, it
is desired to redo the simulations with a real multi-crystal system. The dependences of
melting points on many factors should be the same. Temperature dependence of the
growth rate for the multi-crystal system should exhibit a bell shape like what we
observed for amyloid multiple fibrils (data not shown). In addition, we can extend our
Monte Carlo model to study other peculiar systems, such as molecular-weight (MW)
segregation phenomenon (crystallization of mixtures of low- and high-MW chains
results in crystals of high-MW chains surrounded by low-MW free chains at higher
temperatures) and effects of confine geometry '^^ '^^ (how the growth rate of polymer
crystals varies with the film thickness).
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7.2 Amyloid Fibrillization
7.2.1 Conclusions
A generic model which neglects molecular details inside the aggregation unit
has been proposed and successfully applied to amyloid fibril formation. Because of the
puzzle of "ID nucleation", in the amyloid community, the nature of the nucleus is often
confused with the smallest dynamic unit. The nucleus was thought as one turn of helix,
a folded monomer, or a micelle. Namely, once the nucleus is formed, linear aggregation
of these nuclei will be spontaneous and not hindered by nucleation barrier any more.
However, our simulation results present an entirely different view. The 1 D nucleation is
indeed nonexistent, because our pure 1 D simulations reveal no sigmoidal shapes or
finite lag time. The amyloid fibril is found to be a semi-2D object. The nucleation
barrier arises from the size-dependent desorption rate. The role and importance of the
second layer is stressed. The nucleus, i.e. critical nucleus size, can be a two-layer
structure composed of multiple dynamic units. Namely, the nucleus is not one
aggregation unit in the traditional view but a collection of aggregation units. The
nucleus does not correspond to a constant number of units either. The critical nucleus
size varies with temperature, concentration, and even time. Another important concept
we introduced is the Ostwald ripening growth mechanism which remains unnoticed in
the research field of amyloid. Ostwald ripening reconciles the debate about the role of
protofibrils (serving as both a monomer reservoir and precursors depending on its
relative size).
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The above new concepts are supported by our simulations which have
reproduced numerous experimental results, including the "seeding" phenomenon, time
evolution of fibril size distributions, temperature and concentration dependences of
elongation rates, and disassembly upon dilution.
7.2.2 Future Work
Although we have gained a deeper understanding of the mechanisms of
nucleation and growth for amyloid fibrils, our ultimate goal is to find out how to reverse
or inhibit the amyloid fibril growth, thus controlling the related Alzheimer's and
Huntington's diseases. The promise of interdisciplinary research lies in its power to
generate new ideas. For example, the well known "molecular weight segregation"
phenomenon '" '^^ in the polymer crystallization field might suggest an inhibitor for the
amyloid disease. By adding low-MW chains into the solution of high-MW chains,
crystallization of the high-MW chains are impeded, and the morphology thus formed
can be altered by the amount of low-MW components. Similarly, if we add shorter
peptides (e.g. benign Api.30) into the longer peptides (e.g. toxic AP].4o) solutions, the
shorter one might impede the fibrillization of longer ones, or alter the fibril morphology
to reduce its toxicity. In this aspect, Monte Carlo simulations of two species with
different magnitudes of interaction energies are desired to study systematically how the
concentrafion of short peptides alters the growth rate and morphology of amyloid fibrils
formed from longer toxic peptides.
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Table 7.1 : Comparisons between the two existing models and our prefolding model
LH theory SG model Our prefolding model
Smallest
dynamic
unit
Stem (80 -CH2-)
Segment
(6 -CH2-)
Prefolded Chain
(IOOO-CH2-)
(supported by nodular
structures seen in
experiments)
Barrier
1 D intra-chain stem
nucleation barrier
(simulations show no
barrier)
Pinning entropic
barrier
(AFM shows no
tapered edge)
2D multi-chain nucleation
barrier
(our simulations confirm
prefolding and aggregation)
Habit -
T
Only low-T roughening
Only high-T
roughening
Both low-T and high-T
roughenings
G-T
Exponential (3 regimes)
(regime transitions not
concomitant with
morphology transitions)
Exponential Exponential (no regimes)
L-T 6L catastrophe No 5L catastrophe
No 8L catastrophe
Predetermined equilibrium
thickness
(supported by isochronous
decoration experiments)
G~C" Cilia nucleation
a increases with increasing
T or decreasing C,
a is not constant
T T-T
T-Ro, T,C
Phase diagram of critical
nucleus sizes
Tn,
HW plot (T^-Tc)
Tm logtc
GT plot(T,T,- 1/L)
T.-P'^^
(Converge at slowest (3)
Tm increases exponentially
with Tc (HW plot invalid)
Sigmoidal Tm - logtc
Tm ~ logR, irrelevant with
L
Shish-
kebab
InS- 1/TAT
lnS~ 1/TAT-
Lognormal distribution
S - time
InGs ~ 1/T
Gs-l/C
Ostwald ripening R ~ t'^
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