Abstract. The factor complexity of the infinite word uˇcanonically associated with a nonsimple Parry numberˇis studied. Our approach is based on the notion of special factors introduced by Berstel and Cassaigne. At first, we give a handy method for determining infinite left special branches; this method is applicable to a broad class of infinite words which are fixed points of a primitive substitution. In the second part of the article, we focus on infinite words uˇonly. To complete the description of their special factors, we define and study .a; b/-maximal left special factors. This enables us to characterize non-simple Parry numbersˇfor which the word uˇhas affine complexity.
Introduction
The aim of this work is to compute the factor complexity function C.n/ of the infinite word uˇassociated withˇ-expansions [26] , whereˇis a non-simple Parry number. The definition of Parry numbers is connected with the Rényi expansion of unity dˇ.1/. Parry numbers are thoseˇfor which dˇ.1/ is eventually periodic. Positional numerical systems with a Parry number as a base have a nice behavior. For example, if we considerˇ-integers, i.e., real numbers with vanishingˇ-fractional part in theiř -expansion, then the distances between two consecutiveˇ-integers take only finitely many values. In fact, this property can be used as an equivalent definition of Parry numbers. In this sense, positional numeration systems based on Parry numbers are a natural generalization of the classical decimal or binary systems. Let us mention that even the innocent looking rational baseˇD 3 2 brings into numeration systems phenomena never observed before [1] .
The most prominent Parry number is the golden mean D The infinite word associated with is the famous Fibonacci chain, i.e., the word generated by the substitution 0 7 ! 01 and 1 7 ! 0. The Fibonacci chain codes the distances between -integers. Fabre in [14] showed that for any Parry number there exists a canonical substitution over a finite alphabet such that its unique fixed point uˇrepresents the distribution ofˇ-integers on the real line.
Parry Numbers and Associated Infinite Words
For each x 2 OE0; 1/ and for eachˇ> 1, using a greedy algorithm, one can obtain the uniqueˇ-expansion .x i / i 1 , x i 2 N, 0 Ä x i <ˇ, of the number x such that By shifting, each non-negative number has aˇ-expansion. For x 2 OE0; 1/, theˇ-expansion can also be computed by using the piecewise linear map TˇW OE0; 1 ! OE0; 1/ .
x/c:
If we put x D 1 in the previous formula and denote bˇT i 1
.1/c by t i , then we obtain the sequence dˇ.1/ D t 1 t 2 which is called the Rényi expansion of unity. Parry [24] showed that dˇ.1/ plays a very important role in the theory ofˇ-numeration. Among other things, it allows us to define Parry numbers. Note, that the parameters m; p > 0 are taken the least possible. It implies that t m ¤ t mCp which will be a very important fact. Another crucial property of dˇ.1/ is the following Parry condition [24] valid for allˇ> 1: t j t j C1 t j C2 t 1 t 2 t 3 for every j > 1;
where is the (strict) lexicographical ordering. In particular, notice the important fact that t 1 > 0.
As the infinite word uˇis tightly connected with a geometrical interpretation of -integers, we first introduceˇ-integers along with some of their properties.
Definition 2. The real number x is aˇ-integer if theˇ-expansion of jxj is of the form P k i D0 a iˇi , where a i 2 N. The set of allˇ-integers is denoted by Zˇ.
The definition ofˇ-integers coincides with the definition of classical integers in the case ofˇin Z. But there are several new phenomena linked with the notion of -integers whenˇis not an integer. For our purposes, the most interesting difference between classical integers andˇ-integers is the difference in their distribution on the real line. While the classical integers are distributed equidistantly, i.e., gaps between two consequent integers are always of the same length 1, the lengths of gaps betweeň -integers can take their values even in an infinite set. More precisely, Thurston [28] proved the following theorem. Now, let us suppose that we have drawn the non-negativeˇ-integers on the real line and assume thatˇis a Parry number. If we read the length of gaps from zero to the right, we obtain an infinite sequence, say ¹4 i k º k 0 . Further, if we read only indices, we obtain an infinite word over the alphabet ¹0; : : : ; m 1º in the case of simple Parry numbers, and over the alphabet ¹0; : : : ; m C p 1º in the non-simple case. The obtained infinite word is just the word uˇwe are interested in. However, there exists another way to define it. Fabre [14] proved that uˇcan be defined as the unique fixed point of a substitution 'ˇcanonically associated with a Parry numberǎ nd defined as follows. 
: : :
We see that the definition of 'ˇis given by dˇ.1/ and that the only difference between simple and non-simple cases lies in the images of the last letters m 1 and m C p 1 respectively. While in the simple case the last letters of images 'ˇ.k/; k D 0; 1; : : : ; m 1, are all distinct and so the images form a suffix-free code, in the nonsimple case either 'ˇ.m 1/ D 0 t m m is a suffix of 'ˇ.m C p 1/ D 0 t mCp m or vice versa. As we will see later on, this property is crucial from the point of view of computing the complexity of the infinite word uˇ. Definition 7. Letˇ> 1 be a Parry number. The unique fixed point of the canonical substitution 'ˇis denoted by
The uniqueness of uˇfollows from the definitions of 'ˇ, the letter 0 is the only admissible starting letter of a fixed point because t 1 > 0.
Special Factors and Factor Complexity
In this section, we will recall the notion of special factors of an arbitrary infinite word and we will explain how the structure of special factors of an infinite word determines its factor complexity. To be able to do it, we need some usual basic notation, see [11] for more. Definition 8. Let A D ¹0; 1; : : : ; q 1º, q 1, be a finite alphabet. An infinite word over the alphabet A is a sequence u D .u i / i 1 where u i 2 A for all i 1. If v D u j u j C1 u j Cn 1 , j; n 1, then v is said to be a factor of u of length n and the index j is an occurrence of v, the empty word is the factor of length 0.
By L n .u/ we denote the set of all factors of u of length n 2 N, the language of u is then the set
Definition 9. Let u be an infinite word over an alphabet A. The function C.n/ D #L n .u/ is the factor complexity function of u. We further define the first difference of the complexity by
In what follows, we shall restrict ourself to those infinite words which are fixed point of some substitution (morphism) ' defined over a finite alphabet A. We shall further assume that ' is injective and primitive. Equivalently, ' is primitive if the incidence matrix M ' is primitive. There are several well-known properties of the complexity function C.
Proposition 11. The following holds:
(ii) if u is eventually periodic, then C.n/ is eventually constant, (iii) u is aperiodic if and only if C.n/ is unbounded and C.n/ is unbounded if and only if M C.n/ 1, for all n 2 N, (iv) if u is a fixed point of a primitive substitution, then C.n/ is a sublinear function, i.e., C.n/ Ä an C b, for some a; b 2 N, (v) if u is a fixed point of a primitive substitution, then M C.n/ is bounded.
Items (i)-(iii) are obvious, (iv) is due to [25] , (v) was proved in [23] and in a more general context in [10] .
It is also well known that any fixed point of a primitive substitution is uniformly recurrent, i.e., each factor occurs infinitely many times and the gaps between its two consecutive occurrences are bounded in length. This implies that each factor is extendable both to the right and to the left.
Definition 12.
Let v be a factor of u, the set of left extensions of v is defined as
If #Lext.v/ 2, then v is said to be a left special (LS) factor of u.
In the analogous way we define the set of right extensions Rext.u/ and a right special (RS) factor. If v is both left and right special, then it is called bispecial. i.e., by concatenating all factors of length n and all their left extensions we obtain all factors of length n C 1. It implies that
Hence, if we know all LS factors along with the number of their left extensions, we are able to evaluate the complexity C.n/ using this formula. It can also happen that a factor v with left extensions a and b is extendable to the right infinitely many times. In this way we obtain an infinite LS branch. Definition 14. An infinite word w is an infinite LS branch of u if each prefix of w is a LS factor of u. We put
Clearly, we have that #Lext.w/ 2 since each prefix of infinite LS branch w is an LS factor having at least two left extensions.
Proposition 15. The following holds:
(i) If u is eventually periodic, then there is no infinite LS branch of u,
(ii) if u is aperiodic, then there exists at least one infinite LS branch of u, (iii) if u is a fixed point of a primitive substitution, then the number of infinite LS branches is bounded.
Item (i) is obvious, and (iii) is a direct consequence of (2) and Proposition 11 (v). Item (ii) is a direct consequence of the famous König's infinity lemma [20] applied on sets V 1 ; V 2 ; : : :, where the set V k comprises all LS factors of length k and where v 1 2 V i is connected by an edge with v 2 2 V i C1 if v 1 is a prefix of v 2 .
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Karel Klouda and Edita Pelantová Taking all this together, our aim is to find all .a; b/-maximal LS factors and also all infinite LS branches of u.
Remark 16. The term "special factor" (for us it was RS factor) was introduced in 1980 [6] and it has been used for computing the factor complexity since then (eg. [7] , [13] ). The notations introduced above are based on Cassaigne's article [11] . An .a; b/-maximal factor is a new term; actually it is a special case of a weak bispecial factor proposed there. It is also shown in the article that bispecial factors determine the second difference of the complexity similarly to the way that LS factors determine the first difference of the complexity.
Remark 17. Everything that has been (and will be) defined or shown for LS factors can be defined or shown similarly for RS factors.
How to Find Infinite LS Branches
Before introducing a new notion, let us consider the example substitution ' W 1 7 ! 1211; 2 7 ! 311; 3 7 ! 2412; 4 7 ! 435; 5 7 ! 534
with u D ' 1 .1/. Further, let w be an LS factor (or infinite LS branch) of u with left extensions 1 and 2. Is '.w/ again an LS factor? From Figure 2 (first line) we see that it is not since the letter 1 is its only left extension. In order to obtain an LS factor, we have to append as a prefix the factor 11 which is the longest common suffix of '.1/ D 1211 and '.2/ D 311, and then 11'.w/ is an LS factor with left extensions 2 and 3. In the case when Lext.w/ D ¹2; 3º (second line in Figure 2 ), '.w/ is an LS factor since the longest common suffix of '.2/ D 311 and '.3/ D 2412 is the empty word . With respect to the preceding discussion, Assumption 21 says that f -image is always an LS factor and it has just two left extensions, namely two elements of g L .a; b/, corresponding to the two original left extensions a and b.
Assumption 21 along with the notation introduced above allows us to define the following graph.
Definition 23. Let ' be a substitution defined over an alphabet A satisfying Assumption 21. We define a directed labelled graph GL ' as follows: 
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In fact, the crucial result of Assumption 21 is that out-degree of each vertex is exactly one. The graph GL ' for our example substitution is drawn in Figure 3 , this substitution satisfies Assumption 21 for it is suffix-free. 
In words, ' is recognizable if each sufficiently long factor w of its fixed point (possibly without a prefix and suffix of bounded length) has a unique decomposition into words .'.a// a2A , i.e., there exists a "central part" of w which has a unique '-preimage.
In a certain context, the notion of recognizable substitutions coincides with the notion of circular DOL-languages; for details see e.g. [9] . 
and .a; b/ is a vertex of a cycle in GL ' labelled by only or w D s'`.s/' 2`. s/ is the unique solution of the equation
where .a; b/ is a vertex of a cycle in GL ' containing at least one edge with a nonempty label,`is the length of this cycle and
Proof. Due to Assumption 21 and Lemma 25, both the f -image and the f -preimage of w exist and they are unique. The uniqueness of f -preimage follows from the fact that the number of infinite LS branches is finite (Proposition 15 (iii)). Thus, f -image is a one-to-one mapping on the finite set of all ordered pairs
where w is an infinite LS branch of u and .c; d / is an unordered pair of letters such that c; d 2 Lext.w//; c ¤ d . The f -image can be viewed as a permutation on this finite set and so it decomposes the set to independent cycles as depicted in Figure 4 . Let us consider separately two cases:
(a) The vertex .a; b/ is a vertex of a cycle in GL ' of length k labelled by only. In this case, the f -image coincides with ' and thus all the infinite words w; ' k .w/; ' 2k .w/; : : : are infinite LS branches with left extensions a and b. Since the number of infinite LS branches is finite and each of them has a unique f -image and f -preimage, this sequence of infinite LS branches is periodic and there must exist m 1 such that w D ' mk .w/ and hence w is a periodic point of order`, where`divides mk (see also Remark 27) .
(b) The vertex .a; b/ is a vertex of a cycle of length k with at least one edge labelled by a non-empty word. We prove that`D k. Our example substitution ' (see (3)) has five periodic points
It is an easy exercise to show that Lext. the former having left extensions 1 and 2 and the latter 2 and 3.
Remark 27. Consider an infinite LS branch of a fixed point of a substitution having two distinct left extensions a and b, and let .a; b/ be a vertex of a cycle of length k in GL whose edges are all labelled by . Regarding the relation between the length k of the cycle and the integer`from (4),`can be equal to, greater or less than k.
In the case of our example substitution ',`D 1 and k D 2 for the vertex . 
Remark 28. Assumption 21 could be reformulated into a weaker form but to do so, it would require the introduction of rather complicated notation. The important fact here is that the canonical substitution 'ˇsatisfies Assumption 21.
4 Infinite LS Branches of uǍ t first, let us recall known results for simple Parry numbers. The substitution 'ˇfrom Definition 5 is suffix-free and it implies that it satisfies Assumption 21. As mentioned earlier, the last letters of images of letters are all distinct and so f L .a; b/ D for all pairs a; b 2 A. The graph GL 'ˇt hen looks as in Figure 5 . It contains m 1 cycles labelled by only and hence the only candidate for being an infinite LS branch is the unique fixed (and periodic) point of 'ˇ, namely uˇwith Lext.uˇ/ D A. The same result is proved in [17] using different techniques. 
: : : ; t m 1 º, the exact value of C.n/ is known [17] ,
(ii) in particular, .m 1/n C 1 Ä C.n/ Ä mn; for all n 1, (iii) C.n/ is affine if and only if the following two conditions are fulfilled:
In this paper, we will find the necessary and sufficient condition for the complexity being affine in the case of non-simple Parry numbers. We will see that it is more restrictive than the one from point (iii).
Infinite LS Branches in Case of Non-Simple Parry Numbers
In this section, we will apply the hitherto introduced theory on the fixed point uˇof the substitution 'ˇ, whereˇis a non-simple Parry number. To be able to do so, we need some more notation and simple but useful technical lemmas.
Definition 30. For all k;`2 N, we define an addition˚W N N ! A as follows:
Similarly, if used with parameters t i , we define for all k;`2 N, k C`> 0,
In fact, the addition˚tracks the last letters of the words ' ň .0/, n D 0; 1; : : :, or, if used with parameters t i , the indices of letters in the infinite word dˇ.1/ D t 1 t m .t mC1 t mCp / ! . Note that these two cases are not the same, e.g., .m C p 1/˚1 D m but t .mCp 1/˚1 D t mCp . We can rewrite the definition of the substitution ' in a simpler form
Further, employing the new notation and the definition of the substitution 'ˇ, one can easily prove the following simple observations.
Lemma 31. For the substitution 'ˇthe following hold:
.'ˇ.0// t k˚.n 1/ 0 t k˚n .k˚n/;
(ii) if avb is a factor of uˇ, v 2 A and a; b ¤ 0, then there exists a unique factor v 0 such that 'ˇ.v 0 / D vb.
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Our aim is to obtain the graph GL 'ˇ; thus, we need to know left extensions of letters and also all g L .a; b/.
Definition 32. Let us define for all k 2 A, k ¤ 0, a function z W ¹1; : : : ; mCp 1º ! ¹0; 1; : : : ; m C p 2º by z.k/ D max¹j 2 N j 0 j is a suffix of t 1 t 2 t k º:
For k 2 ¹m; : : : ; m C p 1º we also define a function y W ¹m; : : : ; m C p 1º ! ¹0; 1; : : : ; p 1º by
Further, we definè 0 D´0
if t 1 > 1; 1 C max¹j 2 N j 0 j is a prefix of t 2 t 3 t m º otherwise and finally we put t D min¹t m ; t mCp º.
Note that z.k/ and y.k/ can return different values for k m, and a necessary condition for z.k/ ¤ y.k/ is that t D 0 and z.`/ ¤ y.`/ for all m Ä`< k. Due to the Parry condition (1) we must have 1 Ä`0 Ä m 1, as the case dˇ.1/ D 10 0.t mC1 t mCp 1 1/ ! is not admissible.
Lemma 33. For uˇ, the fixed point of 'ˇ, the following hold: The previous lemma allows us to get auxiliary results about prefixes of all LS factors of uˇ.
Corollary 34. If v is an LS factor of uˇcontaining at least one nonzero letter, then one of the following factors is a prefix of v:
Proof. Taking into account the definition of 'ˇ, each LS factor of uˇcontaining at least one nonzero letter must begin in 0 t k k; k 2 A n ¹0º or 0 t mCp m. Of course, 0 t k k is then LS as well. Consider k 2 A different from 1 and m. In order for the factor 0 t k k D '.k 1/ to be LS, the letter k 1 must have at least two distinct left extensions. 
Proof. Now, we know all we need to be able to construct the graph GL 'ˇ. For the case when t 1 > 1, the graph is depicted in Figure 6 If t 1 D 1, the graph GL 'ˇi s the same as in Figure 6 , but we have to remove vertices .k;`/, where k <`0 or`<`0 and .k;`/ ¤ .0˚n; z˚n/ for any n 2 N, because such pairs of letters are not left extensions of any LS factor, i.e., Rext.k/\Rext.l/ D ; (see Definition 23) . For our purpose, it is important that the structure of cycles is the same for arbitrary value of t 1 . Figure 6 . GL 'ˇf or non-simple Parryˇ, s is a positive integer.
Since the fact whether z is or is not a multiple of p is crucial for the structure of cycles in GL 'ˇ, we introduce the following set. t m .t m C 1 t mCp / ! , q 1, and t m < t mCp .
Putting this all together, we obtain a proof of the following proposition which gives us the complete list of infinite LS branches of uˇfor all non-simple Parry numbers. : : :
There are no other infinite LS branches of uˇ.
Maximal LS Factors
As explained earlier, in order to determine the complexity of an infinite word, we need to find all infinite LS branches as well as all .a; b/-maximal LS factors. The structure of .a; b/-maximal LS factors is not so simple as the one of infinite LS branches, but still it can be described using the notion of f -image. To define an f -image for .a; b/-maximal LS factors, we need Assumption 21 to be satisfied also for g R -we will say that the right version of Assumption 21 is satisfied. 
is .g L .a; b//-maximal, then c 2 Rext.av/ and d 2 Rext.bv/ satisfy t c˚1 max¹t e˚1;f˚1 j e 2 Rext.av/; f 2 Rext.bv/º; t d˚1 max¹t e˚1;f˚1 j e 2 Rext.av/; f 2 Rext.bv/º: (9)
Proof. As we have already mentioned, for any e 2 Rext.av/ and f 2 Rext.bv/, the factor f L .a; b/'ˇ.v/f R .e; f / D f L .a; b/'ˇ.v/0 t e˚1;f˚1 is bispecial and therefore LS as well. These LS factors differ only in the length of the strings of zeros 0 t e˚1;f˚1 being their suffixes. Clearly, the .g L .a; b//-maximal LS factor among these LS factors must be the longest one, i.e., the length of its corresponding string of zeros is greater than or equal to t e˚1;f˚1 for all e 2 Rext.av/ and f 2 Rext.bv/.
Definition 44. An f -image of a bispecial factor v having left extensions a and b
where c 2 Rext.av/ and d 2 Rext.bv/ satisfy (9) , is said to be the max-f -image of v.
The following lemma is crucial for understanding the structure of the max-fimages of .a; b/-maximal factors.
Lemma 45. If`; k 2 A,`¤ k, and t`˚1t`˚2 t k˚1 t k˚2 hold, then for all n 2 N the longest common prefix of the factors ' ň .k/ and ' ň .`/, denoted by lcp.'
i.e., ' ň .k/ without the last letter k˚n. Moreover, denote by c the letter such that .lcp.'
Proof. The case n D 0 is trivial. The rest of the proof is carried on by induction on n.
We have
If t`˚1 D t k˚1 , we apply the induction hypothesis on lcp.' ň .k˚1/; ' ň .`˚1// and if t`˚1 > t k˚1 , then on lcp.' ň .k˚1/; ' ň .0// (see the Parry condition (1)). As for the second part of the statement, the letter c is given by (10) and this along with the Parry condition concludes the proof.
Lemma 46. Let n 2 N. The n-th max-f -image of a bispecial factor v with left extensions a and b, i.e., the factor we obtain if we apply n times the mapping max-f -
where c 2 Rext.av/, d 2 Rext.bv/, s is given by (cf.
and t c˚1 t c˚2 t c 0˚1t c 0˚2 ;
for all c 0 2 Rext.av/ and d 0 2 Rext.bv/.
Proof. The case n D 0 is obvious, we carry on by induction on n. Let us assume, w.l.o.g., that
and that g 
Further, if c 0 2 Rext. Q av/, then, due to Lemma 45,
Every bispecial factor v having left extensions a and b has a unique max-f -image. Since the substitution 'ˇis injective, the structure of max-f -images cannot be circular as it is for f -images of infinite LS branches; v cannot be the k-th max-f -image of itself for any k. However, the notion of a max-f -image allows us to describe all .a; b/-maximal factors of uˇfor all a; b 2 A. We will prove that each .a; b/-maximal factor is the k-th max-f -image either of 0 t 1 1 if t 1 > 1 or of 0 if t 1 D 1, for some k 2 N. A sketch of the proof is as follows. Let v be an .a; b/-maximal factor containing at least two nonzero letters. Employing item (ii) of Lemma 31, one can find a bispecial factor v such that its max-f -image is v. Again, if v contains at least two nonzero letters, we find a bispecial factor v such that its max-f -image is v. In this way, we obtain a bispecial factor containing at most one nonzero letter such that its k-th max-f -image equals v. According to Corollary 34, the only candidates for such bispecial factors are of the form 0 s or 0 t m0 q , where 1 Ä s Ä t 1 and 0 Ä q Ä t 1 . Note that 0 t 1 C1 cannot be a factor of uˇand that is why we consider s; q Ä t 1 . In the case when t D 0, words 0 t k k0 q , with k > m; t mC1 D D t k 1 D 0, could also be taken as candidates but we do not consider them as they are just prefixes of ' k m .m0 q /. The following two lemmas tell us that 0 t 1 1 (resp. 0 if t 1 D 1) is the only candidate.
Lemma (1)) and, due to Lemma 46, the k-th max-f -image of 0 t 1 is a prefix of a k-th f -image of the LS factor 0 t 1 1, both having the same left extensions.
Similar arguments can be used in order to prove that the k-th max-f -image of 0 s is always a prefix of the k-th f -image of the LS factor 0 t 1 1 . Again, Lext.0 s / D Lext.0 t 1 1 / and the rest is implied directly by the Parry condition.
Finally, consider the LS factor 0 t m0 q having just two left extensions 0 and z (see (7) ). According to Lemma 46, the m-th max-f -image of 0 t 1 1 with left extensions 0 and p equals
Indeed, Rext.00 (12), is not .0; z/-maximal.
Lemma 48. Let t 1 D 1 and k 2 N. Then t D 0 and the k-th max-f -image of the factor m0 q , where 0 Ä q Ä 1, is not .a; b/-maximal for any distinct letters a and b.
Proof. As in the proof of the previous lemma, we can prove that the .m `0/-th max-f -image of 0 with left extensions`0 and`0 C p is the factor
where, according to item (i) of Lemma 31,
In order that m0 may be .0; z/-maximal, we must have ' m .1/ D m C 1, and thus Proposition 49. Let v be an .a; b/-maximal factor of uˇ. Then there exists k 2 N such that v is the k-th max-f -image of
Proof. We will prove that if v contains at least two nonzero letters, then it is the k-th max-f -image of a bispecial factor of the form 0 s or 0 t m0 q , where 1 Ä s Ä t 1 and 0 Ä q Ä t 1 . The rest of the proof then follows from the previous two lemmas.
Let us assume that v contains at least two nonzero letters. Then, due to item (ii) of But it must also be a max-f -preimage. Indeed, if it is not, then v0 q 0 is also an f -image of v having the left extensions a 0 and b 0 for some q 0 > 0 and so v cannot be .a; b/-maximal as it is a proper prefix of the maxf -image of the LS factor v0 q 0 with the left extensions a and b. Using this argument iteratively, we will obtain a bispecial factor of the form 0 s or 0 t m0 q such that v is its k-th max-f -image.
In fact, the previous proposition along with Lemma 46 provides us with the complete list of .a; b/-maximal factors. However, in the last section of this paper we will need to know some details to be able to determine under which conditions the complexity of uˇis affine. 
Proof. The factor (12) is always LS with just two left extensions 0 and z. Therefore, it is .0; z/-maximal if it is neither a prefix of any infinite LS branch nor a proper prefix of the k-th max-f -image of itself for any k > 0.
In the case whenˇ… S, the longest common prefix of the k-th max-f -image of the factor (12) and of the unique infinite LS branch uˇequals
Hence, either it is non-empty and shorter than the longest common prefix of the .k C 1/-th max-f -image of (12) and uˇ, or it is empty, k < p, and
In the latter case, the k-th max-f -image of (12) begins in letter m C k which is different from the first letters of uˇand of all other max-f -images of (12) . Putting all this together, the k-th max-f -image of (12) is neither a prefix of uˇnor of the`-th max-f -image of (12) for any`¤ k. Ifˇ2 S, then uˇis not the only infinite LS branch; there are m other branches:
and u`D '` 1 .u 1 /; l D 2; : : : ; m. To finish the proof, we have to foreclose the possibility that the factor (12) is a prefix of u 1 . Looking at (14) and (12) (12) is not a prefix of any max-f -image of itself is analogous to the one above.
Let us state the immediate consequence of the previous corollary and its proof. 
then the k-th max-f -image of 0 t 1 1 is also a .g k L .0; z//-maximal factor for all k 0 < k < m.
Proof. We have
Rext.00
and for all a 2 A n ¹0º we have k 2 Rext.a0 t 1 1 / if and only if k D 0 or both the following conditions are satisfied: Similarly, we can prove that the k-th max-f -image of 0 t 1 1 is a .g k L .0; a//-maximal factor for all a 2 A n ¹0; zº. In the same way, the k-th max-f -image of 0 t 1 1 , namely
is .g k L .0; z//-maximal if it is not a prefix of the LS factor
having the left extensions g Taking into account Lemmas 33 and 49, one can prove the following corollary using analogous techniques as in the proof of the Corollary 52. Note that Rext.`00/ D ¹k 2 A j z.k 1/ D`0 1 or y.k 1/ D`0 1º and Rext.a0/ D ¹1º for all a >`0, i.e., 0 is .`0;`0 C z/-maximal if it is not a prefix of the`0-th max-f -image of the factor (12) which reads
`0; a C`0//-maximal factor for all letters a >`0, a ¤ z and for all 0 Ä k < m `0.
Moreover, the k-th max-f -image of 0 is .g 
Affine Complexity
The aim of the present section is to find a necessary and sufficient condition for the factor complexity of uˇbeing affine. In order for the complexity to be affine, the first difference of complexity M C .n/ must be constant. The following lemma says when M C.n/ can change its value. The proof is an immediate consequence of (2).
Lemma 54. Let u be an infinite word over a finite alphabet.
(i) If M C.n C 1/ >M C.n/, then the number of LS factors of length n C 1 is greater than the number of LS factors of length n.
(ii) If M C .n C 1/ <M C.n/, then u contains an .a; b/-maximal factor of length n for some letters a and b.
That is, the complexity is affine if either u does not contain any .a; b/-maximal factor and all infinite LS branches have empty common prefix, or if each .a; b/-maximal factor of length n is "compensated" by appearance of a "new" LS factor of length n C 1. Examples of the first case are Arnoux-Rauzy words, all of whose LS factors are prefixes of a unique infinite LS branch. As for the latter case, the appearance of a "new" LS factor of length n C 1 means there is an LS factor v of length n and its right extensions c and d such that vc and vd are both LS, i.e., v is the longest common prefix of two different LS factors -Cassaigne [11] calls such LS factors strong bispecial.
Since uˇalways comprises at least one .a; b/-maximal factor, each such .a; b/-maximal factor must be as long as the longest common prefix of two different LS factors in order that the complexity may be affine. We will prove that it is only possible if the number of .a; b/-maximal factors is finite, thus, in the case of dˇ.1/ D t Proof. In this case, t D t 1 1 and so k 0 D 0 D m 1. Hence, the .0; a/-maximal factor 0 t 1 1 is at the same time the longest common prefix of the only infinite LS branches uˇand 0 t m'ˇ.0 t m/' 2 .0 t m/ . But 0 t 1 1 is the only .a; b/-maximal factor and prefixes of these two infinite LS branches are the only LS factors of uˇ; thus, the proof is complete.
Lemma 57. Ifˇ2 S and dˇ.1/ ¤ t 1 .0 0.t 1 1// ! , then the factor complexity of uˇis not affine. We have M C.n/ #Lext.u 0 / 1 C P m kD1 #Lext.u k / 1 p 1 C m for all n > n 0 . Due to Corollary 50, we know that there exist infinitely many .g k L .0; z//-maximal factors, k D 0; 1; : : :, and hence there must exist an LS factor of length n 1 > n 0 which is not a prefix of any LS branch. Therefore M C.n 1 / > m C p 1 DM C .1/.
In the case of p D 1, the proof is analogous. The only difference is that there are only m infinite LS branches since uˇis not one.
Remark 58. For the word uˇwith dˇ.1/ D t 1 .0 0.t 1 1// ! we may easily describe all left special factors. If the length of the period p is greater than 1, each LS factor is a prefix of one of two infinite LS branches uˇand 0 1 uˇ. If p D 1, then uˇis not an infinite LS branch and thus every LS factor is a prefix of the unique infinite LS branch 0 1 uˇ. Hence, we obtain the known result that uˇis Sturmian if and only if dˇ.1/ D t 1 .t 1 1/ ! . We were pointed out by Christiane Frougny that numbersš atisfying dˇ.1/ D t 1 .0 0.t 1 1// ! are Pisot units. Such Parry numberˇis a root of the polynomial x pC1 t 1 x p x C 1.
Lemma 59. Letˇ… S and let k 0 m 1. Then the factor complexity of uˇis not affine.
Proof. As shown in the proof of Lemma 55, the k-th max-f -image of 0 t 1 1 (resp. 0 if t 1 D 1) is equal to the longest prefix of some two LS factors for k D 0; 1; : : : ; m 1.
In order for the complexity to be affine, also all consecutive max-f -images of the factor (12) must be as long as the longest common prefix of some two LS factors. Let t 1 > 1. Then the factor (12) must be of the same length as the longest common prefix of uˇand the m-th max-f -image of itself. Remember that the longest common prefix of uˇand the k-th max-f -image of (12) Putting all lemmas of this section together, we obtain the main theorem of this paper.
Theorem 60. Letˇbe a non-simple Parry number. The factor complexity of uˇis affine if and only if dˇ.1/ D t 1 .0 0.t 1 1// ! .
Conclusion
Among infinite words uˇassociated with Parry numbers we may identify ArnouxRauzy words. An infinite word is said to be Arnoux-Rauzy of order`, if for any length n 2 N there exists exactly one left special factor and one right special factor both of length n and, moreover, these special factors have just`left and`right extensions, respectively. Arnoux-Rauzy words can be considered as a natural generalization of Sturmian words to more letter alphabets.
It is easy to see that uˇis a Sturmian word if and only if dˇ. 
