AbstrAct
IntroductIon
Scheduling is concerned with the assignment of time to a set of jobs for processing through a group of machines (or their service sector equivalents) in order to best satisfy some criteria. A great deal of research has been carried out and will continue to be done on manufacturing scheduling problems (Baker, 1974) . The reason is that scheduling offers a great theoretical challenge for researchers because of its combinatorial nature. Also, from the practical point of view, it plays a significant role in the successful operation of production, planning, and control department.
The general flowshop scheduling problem is known to be nondeterministic polynomial (NP)-complete (Gonzalez & Sahni, 1978) . For solving scheduling problems, simple exact analytical methods such as integer programming (Sriker & Ghosh, 1986) or branch-and-bound (Lomnicki, 1965) have the limitation of dealing with only small-sized problems because of large computational effort. Heuristic polynomial-time algorithms (Campbell Dudek, & Smith, 1970; Johnson, 1954; Nawaz, Enscore, & Ham, 1983) probably are the most suitable means to solve large scheduling problems that are frequently encountered in many real-world situations. In general, heuristics provide good satisfactory (but not necessarily optimal) solutions in reasonable time and use problem-specific information.
The problems of manufacturing scheduling (Sarin & Lefoka, 1993) may be segregated based on (1) requirements, (2) complexity of the processes, and (3) scheduling objectives. Requirements may be produced either by open shop (customer orders) or closed shop (inventory replenishment). The complexity of the processes is primarily determined by the order in which the different machines appear in the operations of individual jobs. Broadly, manufacturing scheduling can be classified as flowshop scheduling and jobshop scheduling. In flowshop scheduling, it is generally assumed that all jobs must be processed on all machines in the same technological or machine order. In jobshop scheduling, the jobs may be processed following different machine orders. There is no common path of movement of jobs from machine to machine. Each machine is likely to appear for processing each operation of each job. The scheduling objectives are evaluated to determine the optimum schedule of jobs. Some of the objectives include makespan, total flow time, average job tardiness, and number of tardy jobs.
A variety of scheduling problems has been developed over the past years to address different production systems. The two commonly scheduling problems found in the scheduling literature of the past 50 years are flowshop scheduling and jobshop scheduling. Scheduling problems may be deterministic/stochastic and static/dynamic (Simons, 1992) . The problem is deterministic or stochastic when the time required to process a task over respective machine takes a fixed or a random value. The scheduling problem is considered as static if ordering of jobs on each machine is determined once and will remain unchanged as opposed to the dynamic case that can accommodate changes of job ordering for accessing new jobs to the system.
A four-parameter notation (Conway, Maxwell, & Miller, 1967) is generally used to identify the individual scheduling problems, written as α / β / γ / δ. α denotes the job-arrival process. For dynamic problems, α will denote the probability distribution of the times between arrivals. For static problems, it is assumed that they arrive simultaneously unless stated otherwise.
β describes the number of machines (m) used in the scheduling problem.
γ refers to the flow pattern of jobs through machines in the shop. The principal symbols are F for flowshop scheduling, R for randomly routed jobshop problem, and G for completely general or arbitrary flow pattern of jobs. δ describes the criterion by which a schedule of jobs will be determined. The symbols to represent the scheduling criterion are F max (minimize the maximum flow-time or makespan). As an example of this notation, Johnson's (1954) problem is described as n / 2/ F/ F max which means flowshop scheduling with n jobs and 2 machines so as to minimize the maximum flow time or makespan. Similarly, for a generalized flowshop problem, the notation will be n/ m/ F/ F max .
objectIves of schedulIng
Most scheduling research has considered optimizing a single objective. The different performance measures or objectives include makespan, total flowtime, and job tardiness. Makespan of a schedule of jobs is the completion time of the last job in that schedule (it is assumed that the schedule starts at zero time). The total flow time of a schedule of jobs is the sum of completion times of all jobs in that schedule. Job tardiness indicates the lateness of the job with respect to its due date. Minimization of makespan results in maximization of overall resource utilization, whereas total flow time aims at minimizing workin-process inventory and minimum tardiness yields minimum penalty.
A number of assumptions for flowshop or jobshop scheduling are considered. They are primarily considered for simplicity of the structure of the problems, but at the same time they help to build the generalized model. Most of the different applications using these models require relaxing one or several of these assumptions, so that they are not entirely realistic models for the applications. Some of the assumptions include availability of jobs, noninterference of machines, nonpassing of jobs, and so forth. Dudek and Teuton (1964) provide a complete list of these assumptions in their paper.
formulAtIon of flowshop And jobshop schedulIng problem
In the flowshop scheduling problem, n jobs are to be processed on m machines. The order of the machines is fixed. We assume that a machine processes one job at a time and a job is processed on one machine at a time without preemption. Let t p (i, j) denote the processing time of job j on machine i, and t c (i, j) denote the completion time of job j on machine i. Let J j denote the j-th job and M i be the i-th machine. The completion times of the jobs are obtained as follows:
Total flowtime is defined as the sum of completion time of all jobs in a schedule, that is, total flow time is given by
Makespan of a schedule of jobs is represented as t c (M m, J n ).
Similarly, in the jobshop scheduling problem, let there be a set X of n jobs, a set Y of m machines, and a set Z of N operations. Each job has a sequence of operations which are to be performed in an uninterrupted manner on a set of machines. A schedule is laying out the operations of each job in time order on respective machines.
The problem can be stated as:
s j ≥0 for all j ∈ Z s k -s j ≥ p j if j precedes k; j, k∈ Z and s k -s j ≥ p j or s j -s k ≥ p k if m j = m k where, j, k = operations belonging to the set Z s j = start time of operation j p j = processing time of operation j m j = machine on which operation j is processed
In order to illustrate the flowshop scheduling problem, let us consider the following example:
Let there be two jobs each of which to be processed on three machines M 1 , M 2 , and M 3 in the order M 1 , M 2 , M 3 . The workflow diagram in a pure flowshop is shown in Figure 1 . The processing time matrix (in minutes) is given in Table 1 . Now, for the above two jobs and three machines flowshop problem, the schedule of jobs can be either J 1 -J 2 or J 2 -J 1 .
The value of the objectives such as makespan (completion time of the last job in a schedule) and total flow time (sum of completion times of all jobs in a schedule) for two different schedules can be obtained from Gantt chart as shown in Figure 2 . Therefore, the makespans for schedules J 1 -J 2 and J 2 -J 1 are 14 and 18 respectively. Also, the total flow time of jobs in the J 1 -J 2 schedule is 13 + 14 = 27 and the same for the J 2 -J 1 schedule is 8 + 18 = 26. So, minimum makespan results in the J 1 -J 2 schedule whereas minimum total flow time is obtained in the J 2 -J 1 schedule.
Similarly Figure 3 . The processing time matrix (in minutes) for this problem is given in Table 2 . In the jobshop situation it is better to describe an operation with a triplet (i,j,k), where operation j of job i is processed on machine k. A feasible jobshop schedule is shown in the following Gantt chart (Figure 4 ). The makespan of this schedule of jobs is 10.
overvIew of schedulIng on mAkespAn crIterIon
It has been observed that the flowshop as well as jobshop scheduling problems, with few exceptions, belong to the class of combinatorial problems, which are termed as NP-complete for which no efficient polynomial time algorithm is available (Gonzalez & Sahni, 1978) . Simple exact analytical methods such as brand-and-bound have been developed by Lomnicki (1965) , Brown and Lomnicki (1966) , and Bestwick and Hastings (1976) . Although it is the best optimizing method available for solving NP-complete scheduling problems, it requires high central processing unit (CPU) time to solve large scheduling problems. So, the heuristic algorithms probably are the only means to solve especially large-sized scheduling problems that are frequently encountered in many real-life situations. These heuristics guarantee good solutions that are satisfactory though they may not be globally optimal.
For the past 50 years, flowshop scheduling has been one of the most important area in the scheduling literature. The scheduling heuristic approach generally cited as the foundation technique is the one developed by Johnson (1954) . He presented a simple, well-known constructive heuristic algorithm to minimize makespan for the n-job, 2-machine scheduling problem. Due to the simplicity of Johnson's algorithm and its guarantee for giving optimal solutions, many researchers were encouraged to extend this idea to the general n-job, m-machine case, but without much success. Since then most of the efforts have been directed at finding optimal solution with m-machine scheduling problems. Ignall and Schrage (1965) developed an optimization algorithm using the branch-and-bound method for three-machine flowshop problems. Efficient heuristics that yield optimal solutions are desirable for generalized n-job, m-machine flowshop problems. Some of the noteworthy heuristics on the makespan criterion have been developed by Palmer (1965) , King and Spachis (1980) , Dannnenbring (1977) , Campbell, Dudek, and Smith (1970) (called CDS), Nawaz, Enscore, and Ham (1983) (called NEH), Koulamas (1998) , Widmer and Hertz (1989) , Taillard (1990) , Sarin and Lefoka (1993) (called SL), Osman and Potts (1989) , and Ogbu and Smith (1990) . These heuristics can be broadly divided into two categories: constructive heuristics and improvement heuristics. A constructive heuristic generates a schedule of jobs so that once a decision is taken it cannot be changed for improvement. The heuristics of Campbell et al. (1970) , Nawaz et al. (1983) , and Koulamas (1998) are of the constructive type. An improvement heuristic starts with an initial sequence of jobs and an attempt is made to improve the objective function by changing the job positions in the sequence. Some improvement heuristics are due to Ben-Daya (1998), Taillard (1990) , Osman and Potts (1989) , and Ogbu and Smith (1990) . These heuristics are also called the metaheuristics. The classification of these heuristic algorithms based on makespan criterion for flowshop scheduling is shown in Figure 5 . 
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Johnson's 2-machine algorithm gives the optimal solution with a view to minimizing the makespan but it fails to generalize to m-machine problems. Comparing CDS, NEH, and other heuristics, it is observed from Park's (1981) study that NEH is least biased and best operated of the heuristics and the CDS algorithm comes next. It is also proposed in the paper of Nawaz et al. that it would continue to perform better than CDS for problems with large numbers of machines and jobs (m, n > 100). But Park, during his study, omitted Dannengbring's heuristic "rapid access with extensive search" (RAES), which has been found superior to CDS as pointed out by Turner and Booth (1987) . Turner and Booth also observed that NEH proved to be more efficient than RAES based on both makespan and CPU time as measures of performance. So, NEH is clearly an improvement over the other published heuristics and RAES comes next.
To compare between NEH and SL, Sarin and Lefoka have shown that NEH is less effective than SL for scheduling problems with large number of machines. The effectiveness of NEH tends to improve as the number of jobs increases. Sarin and Lefoka also noted that the SL heuristic produces inferior solution compared to NEH for small and medium number of machines (m<100) and outperforms the NEH heuristic consistently for m > 150 regardless the number of jobs. Also, the CPU time of the SL heuristic is very small compared to that of NEH. NEH requires more computational time because the work involved in computing makespan is a function of the number of jobs and each partial sequence is also a function of the number of machines.
Later, Koulamas (1998) in his paper proposed an effective constructive heuristic (called HFC for "heuristic flowshop scheduling with C max objective") for flowshop scheduling problem with makespan objective. Computational results indicate that HFC performs as well as NEH on scheduling problems where a permutation schedule is expected to be optimal. However, HFC shows superiority over NEH on problems where a nonpermutation schedule may be optimal.
overvIew of schedulIng on totAl flowtIme crIterIon
Apart from the heuristics on makespan criterion, there are some significant heuristics, which are either total-flow-time criterion based (Rajendran & Chaudhuri, 1991) or multiple criteria based (Rajendran, 1994) . A survey of the flowshop scheduling literature has revealed that very little significant research work has been done on multiobjective criteria (considering more than two objectives) simultaneously.
Some noteworthy heuristics on total flow time criterion have been developed by Gupta (1971) , Ho and Chang (1991) , Rajendran and Chaudhuri (1991) , Rajendran (1993) , Ho (1995) , Woo and Yim (1998) , Liu and Reeves (2001) , Allahverdi and Aldowaisan (2002) , and Framinan and Leisten (2003) . Framinan et al. (2005) present two new composite heuristics and the subsequent computational results show these heuristics to be efficient for the flowtime minimization in flowshops. Rajendran and Chaudhuri (1991) propose three heuristics and compare with those of Gupta (1971) , Miyazaki et al. (1978) , and Ho and Chang (1991) . The results reveal that their heuristics perform superior results in terms of both quality of the solution and computational time. Rajendran (1993) develops a new heuristic, which is better than that of Rajendran and Chaudhuri (1991) , but at the expense of large computational effort. Ho (1995) proposes an improvement heuristic based on finding local solution by adjacent pair wise interchange method, and later improves the solution by the insertion method. This heuristic performs better than the previous heuristics, but it consumes much higher CPU time for large problem sizes (Framinan & Leisten, 2003) . Framinan and Leisten (2003) propose a new heuristic based on the idea of optimizing partial schedules, already presented in the heuristic by Nawaz et al. (1983) . The computational results show that their heuristic is currently the best for total flow time minimization in flowshops. It is compared with that of Woo and Yim (1998) having the same time-complexity of O (n 4 m). It is revealed from the survey of scheduling literature that the three heuristics of Rajendran and Chaudhuri (1991) yield consistently near optional solutions and require smaller CPU time. However, the heuristic by Framinan and Leisten (2003) outperforms the current best heuristic but its only disadvantage is that it requires higher computational effort.
schedulIng usIng genetIc AlgorIthms
Recently, some efficient optimization methods based on the evolutionary computing paradigm such as genetic algorithms (GAs) (Davis, 1991; Goldberg, 1989; Holland, 1975; Pal & Wang, 1996) and simulated annealing (SA) (Aarts & Korst, 1989; Krikpatrick, Gelett, & Vecchi, 1983; Van Laarhoven & Aarts, 1987) have emerged. They have been developed for obtaining near optimal solutions from large, complex search spaces even in the presence of high dimensionality, multimodality, discontinuity, and noise. Characteristics of both these tools are recently being utilized for developing efficient optimization methods for different engineering problems. Both GAs and SA are superior to gradient descent or random search techniques as the search process is not biased to local optimal solutions. GAs are randomized search and optimization algorithms guided by the principles of evolution and natural genetics. They are efficient, adaptive, and robust search processes, producing near optimal solutions and a large amount of implicit parallelism. The GA approach, first developed by John Holland (1975) , seeks to mimic the behavior of nature in the evolution of species, that is, is based on the principles of evolution and genetics to guide the search which results in the "survival of the fittest." It requires the specification of the candidate solutions in the form of a binary or nonbinary string. These strings of artificial genetic systems are analogous to chromosomes in nature. A chromosome is a candidate solution represented by a sequence of binary digits or integers (or floating-point numbers). A chromosome in turn consists of genes, each of which describes a unique feature of the organism. The value of the feature associated with a particular gene is called its allele. A collection of chromosomes is called a population. A genetic operator, called crossover, combines two chromosomes to create offspring (new candidates) that inherit the genetic material of the parent chromosomes. In each generation the selection of chromosomes to participate in the creation of new candidate solutions is based on their ability to survive in the competitive environment. A genetic operator, called mutation, is used to (re)introduce new genetic material into the population (typically with a very small probability). The simple genetic algorithm can be outlined as follows:
initialize population(t); evaluate candidate points in population(t); while predetermined termination condition not satisfied { t = t + ; select population(t) from population(t-); apply crossover and mutation to candidate points in population(t); evaluate candidate points in population(t); } Reeves (1995) proposed a new genetic algorithm on the makespan criterion for flowshop sequencing. He used a new fitness function (proposed by Auckley [1987] ) and shift mutation. The superiority of the proposed genetic algorithm over NEH and simulated annealing method was established using different problem sizes. Note that Reeves used the NEH heuristic to generate initial sequence in the population. Sridhar and Rajendran (1996) have proposed a genetic algorithm for the problem of scheduling in flowshop and flowline-based cellular manufacturing systems. The proposed genetic algorithm has been evaluated and is found to yield much better solutions than those given by the existing multiple criteria heuristic (Ho & Chang, 1991) in flowshop scheduling.
schedulIng usIng sImulAted AnneAlIng
Simulated annealing (SA) simulates the annealing of physical systems for solving optimization problems. It also leads to near optimal solution through the process of probabilistic state transition. It attempts to overcome the disadvantage of the descent method. SA has its origin in statistical mechanics where the process of cooling solids until they reach a low energy level is called annealing. It is based on the work of Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller (1956) who simulate the energy levels in cooling solids by producing a sequence of states. Kirkpatrick et al. (1983) pointed out the relevance of simulated annealing in combinatorial optimization problems. Van Larhoven and Aaarts (1987) have reviewed a wide variety of applications. The steps of the standard simulated annealing are as follows:
1. Initialize Max-iterations, Temp-start.
Set Count = 1, T = Temp-start. Let the current sequence be x c . Compute makespan(x c ). 2. Randomly generate a neighboring sequence by using some neighborhood schemes (interchange neighborhood or shift neighborhood). Let the neighboring sequence be called the adjacent sequence, x a . Compute makespan (x a ). If Count < Max-iterations, go to Step 2. 5. Output the current best sequence as the final solution.
Osman and Potts (1989) proposed a simulated annealing for permutation, flowshop problem with the objective of completion time (or makespan). The proposed heuristic shows superior results compared to the best known constructive heuristic (NEH heuristic). Osman and Potts in their heuristic used shift neighbourhood and a cooling schedule due to Lundy and Mees (1986) . Ogbu and Smith (1990) also proposed different simulated annealing heuristics for the flowshop scheduling problem. But the simulated annealing result of Osman and Potts is slightly better than the Ogbu and Smith heuristic. Ishibuchi, Misaki, and Tanaka (1995) proposed two modified simulated annealing algorithms for the flowshop sequencing problem with the objective of minimizing the makespan. It was shown that their proposed algorithms perform as well as the simulated annealing of Osman and Potts on the average. Chakravarthy and Rajendran (1999) proposed a simulated annealing heuristic for scheduling in a flowshop with the objective of minimzing the makespan and maximum tardiness of a job.
schedulIng usIng ArtIfIcIAl Immune systems
Artificial immune systems (AISs) can be defined as the distribution and adaptive computational systems inspired by the human immune system and can be applied to solve specific problem. It is relatively a new area developed by theoretical immunologists (Jerne 1974; Perelson, 1989) . Recently, it is considered as one of the important emerging computational tools that can be used in different areas of science, engineering, and management. The main interest of developing the AIS is not the modelling of immune system but to extract or glean from it some useful mechanisms that can be used as metaphors to consider as a computational tool for solving particular problems.
The literature survey reveals that AIS has been applied to various fields ranging from network security to optimization. In this connection, Timmis, Knight, de Castro, and Hart (2004) have narrated an in-depth overview of AIS. The early work in connection with AIS was performed in the area of fault diagnosis. Later, other works applied different AIS metaphors to the areas of computer security, optimization, and scheduling. However, it seems that there is no niche area for AIS. In this regard, it can be thought of as a novel soft computing paradigm with features of flexibility and robustness similar to many biologically inspired techniques such as neural networks and genetic algorithms that are suitable for various applications. An increasing number of conferences such as IEEE International Conference on Systems, Man, and Cybernetics (IEEE SMC) and International Conference on Artificial Immune Systems (ICARIS) are held due to the growing interest in developing AIS to the researchers. The first international conference on artificial immune system at the University of Kent in 2002 had a great success.
AIS can be considered as an important robust computational tool in the field of computing and engineering because it possesses a good number of features, such as:
Learning: A process known as affinity maturation guarantees that the immune system becomes increasingly better to recognize the patterns.
Adaptation: The cells in the immune system are created sufficiently as when required to combat invading antigens, thereby replacing the older, ineffective, and dead ones for the survival of the organism.
Distribution: Each cell in the immune system having the inherent distribution feature responds and recognizes a foreign antigen that can invade the organism in any location.
Self-Organization: The immune system has inherent self-organizing mechanism that helps to control its population by local interactions in order to maintain a steady state within the whole system of the organism.
Diversity: There are two processes responsible for generating and maintenance of diversity in the immune system. The first process involves producing an almost infinite number of different types of receptor molecules by recombining the genes from a finite set. The second process helps in reproducing immune receptors within themselves, which is known as somatic hypermutaion.
Recognition: The immune system can recognize, identify, and respond to different cells. Additionally, the immune system has the ability to distinguish between self-cells and nonself cells.
Memory: A process known as maturation of the immune response permits some sets of cells and molecules a longer life span so that the immune system can respond to future infections caused by the same or similar antigens. Vaccination procedures in medicine and immunotherapy utilize this principle.
the vertebrate Immune system
The purpose of the immune system is to protect our body system from infectious diseases caused by agents such as viruses, bacteria, fungi, and other parasites. It is made up of a set of cells and molecules that function with other bodily systems to maintain a steady state within the organism. Antigens belong to the surface of these agents that identify invading agents (pathogens) by the immune cells and molecules, resulting in an immune response. There are two types of immune systems: innate and adaptive. The innate immune system plays an important role in the initiation and regulation of the immune responses. The adaptive immune system mainly comprises lymphocytes or white blood cells, or B-and T-cells. These cells recognize and destroy specific antigens. Antigens are not the invading parasites themselves; they are the substances such as toxins and enzymes in the parasites considered as foreign agents by the immune system. There are two types of immune responses in the immune system, such as primary and secondary responses. Primary response allows the immune system to fight against an antigen for the first time. However, after a certain time period, the B-cells and antibodies begin to decay, until the antigen again faces encountering. After the primary response, some B-cells remain active in the immune system, acting as memory cells. The second response, known as the secondary response, is transferred to memory cells so that when the antigen is encountered, the new antibodies need not be produced to fight against them but the memory cells already existing in the system will help to eliminate them. B-cells clone and mutate to generate large numbers of antibodies to encounter the antigens from the infectious body. The antibodies are the specific protein that recognize and combine with other proteins. Each antibody consists of two paratopes and two epitopes that are specific protein to identify other molecules. Binding between the antibodies and antigens means how well the paratope of the antibody matches the epitope of the antigen. T-cells, the part of the immune system, affect B-cells during the immune response process.
It is revealed from the literature that two theories have been identified, namely clone selection and immune network, to explain how the immune memory is achieved and maintained.
• Clonal selection theory: The primary immune response to encounter an antigen is governed by few small clones of B-cells, each creating a diverse set of antibodies with different affinity. The effectiveness of secondary immune response to the antigen greatly depends upon the large clone with high affinity remaining after first encounter, named memory cells, in the immune system. • Immune network theory: According to immune network theory, B-cells stimulate each other with the help of their receptor molecules in an attempt to produce mimic antigens. In this way, a network of B-cells is formed and B-cells with higher stimulation survive and less stimulated B-cells are eliminated from the system. The immune network describes an effective method for achieving the memory and stimulating a dynamic system. It can be thought of representing the network in the form of layered network that comprises representations, affinity, and immune algorithms.
Artificial Immune System
De Castro and Timmis (2002) proposed the idea of a framework for artificial immune system (AIS). They compared AIS with other biologically inspired methodologies such as artificial neural networks (ANN) and genetic algorithms (GAs) in order to gather similar ideas regarding understanding and development of such systems. AIS, ANN, and GA are all evolutionary and biologically inspired algorithms. In case of ANN, it is made up of a set of artificial neurons which can be arranged to construct a network. So, a framework to design an ANN consists of artificial neurons, a network of representing these neurons, and a learning algorithm in order to acquire knowledge. Similarly, genetic algorithms consider a set of artificial chromosomes representing a population of individuals which undergo a set of processes like reproduction, selection, crossover, and mutation. So, in order to design a framework of any biologically inspired algorithm, it has at least the following basic components:
• A pattern for representing the elements of the system. • A set of evaluation processes so that the elements can interact with each other and the environment. • An adaptive process for controlling the dynamics of the system.
Based on this approach, the basis for framework for AIS requires a representation to build an artificial model of immune organs, cells, and molecules, a set of functions, namely affinity functions, and a set of algorithms to govern the dynamics of the system. The procedural steps of AIS can be summarized as follows:
1. A set of antibodies (called population) is created. 2. Decode the antibodies in the antibody population. Determine the affinity (makespan) of antibodies. 3. Calculate the selection probabilities and generate copies of antibodies (cloning). 4. Perform mutation (inverse or pairwise or both) to generate new clones. 5. Select the best antibodies by replacing some worse antibodies. 6. Repeat the process until the predetermined number of generations is satisfied.
In the context of scheduling problems, the affinity calculation helps to achieve the embodiment of diversity. The affinity value of a schedule of jobs (antibody) refers to its makespan value. It is computed as follows:
where, y is the schedule (antibody) According to clonal selection theory, the effectiveness of immune response depends on a clone with a higher affinity to encounter antigens in the immune system. Since the objective of these scheduling problems is to minimize the makespan, the affinity of an antibody is indirectly proportional to makespan. Engin and Doyen (2004) , and Alisantoso, Khoo, and Jiang (2003) discussed the details of the above steps and the associated control parameters of AIS. Table 3 shows the comparison between the parameters of AIS and GA with reference to the scheduling problems.
Application of AIS to Scheduling Problems
In the area of optimization, Mori, Tsukiyma, and Fukuda (1998) employ somatic mutation of AIS combining with operators of standard genetic algorithm. They claim that their algorithm has the ability to possess higher diversity of candidate solutions compared to a standard GA. De Castro and Von Zuben (2000) propose the algorithm using clonal selection, affinity maturation process of an adaptive immune response to different applications, like optimization, machine learning, and pattern recognition. The different mechanisms of AIS (clonal selection, affinity mutation, memory, etc.) make the system very useful for solving different scheduling problems. In the context of scheduling problems, Mori et al. (1998) propose an immune system algorithm based on immunological metaphors of somatic hypermutaion and immune network principle in a dynamic scheduling environment. They determined the batch sizes and sequences of job orders with a view to optimizing the objective functions. In their work, antigens are considered analogous to input data in the scheduling problem, and antibodies analogous to generated schedules of jobs. The production of antibodies is governed by the metaphor of immune network and the effect of T-cells is not considered in the algorithm. Hart, Ross, and Nelson (1998) developed an adaptive method that can produce a diverse set of schedules, but not necessarily an optimal solution with respect to changing environment. They use the metaphor of antibodies and antigens as a single schedule and possible changes to the schedule in their system. They have generated new antibodies (a set schedules) using GA from the set of random data. Also, the schedules of jobs corresponding to the antigens in the set can be retrieved in their system. In another work, Mori, Tsukiyma, and Fukuda (1997) propose a methodology based on AIS to control a semiconductor production line. A set of agents was selected to control the production line. Each agent interacted with other agents as well as the production line. Costa, Vargas, Von Zuben, and Franca (2002) present a scheduling algorithm based on AIS with a view to minimizing makespan on parallel processors. The performance of their technique shows improvement results when compared to other heuristics, such as longest processing time, local search, and simulated annealing.
dIscussIon
Other soft computing paradigms, such as SA, GAs, and fuzzy systems have identified themselves to have a well-described set of components and mechanisms in which the algorithms are made. These computing methods have a well-defined general framework for designing them properly. Although a great deal of research on genetic algorithms and simulated annealing has been done, the intricate relationship between different control parameters with which to design the algorithm are to be explored in details in different areas of engineering and management. On the contrary, AIS is lacking the development of a general framework in connection with extracting the indepth ideas of its useful mechanisms. Although recently a framework has been proposed by De Castro et al. (2002) regarding modeling of AIS, much work remains in terms of formalization from a mathematical point of view, and development of new algorithms in the other areas of immunology as yet unexplored. Recently, the use of a new idea "danger theory" has been postulated by Acklien and Cayzer (2002) . This theory has a wide scope to offer AIS in terms of a paradigm shift in thinking. In the computation, AIS has a tremendous potential to explore its rich novel area of research by in-depth interacting between biology and computer science.
conclusIon
In this chapter, the problem of manufacturing scheduling has been considered as scheduling is not only treated as an important module in the shop floor control system but also offers a great theoretical challenge for researchers because of its combinatorial nature. Due to its NP-completeness, heuristics and metaheuristics are probably most suitable means to solve large-scale scheduling problems. A comparative overview of various types of heuristics and metaheuristics including genetic algorithms, simulated annealing, and artificial immune system has been made. Theses computational tools are very effective in solving scheduling problems and other industrial problems.
future reseArch dIrectIons
Future research work could include the following:
1. Different types of scheduling problems like continuous flowshop scheduling, stochastic scheduling, and dynamic scheduling are to be considered. 2. It should include the explicit treatment and examination of online scheduling problems.
3. Recent optimization methods based on ant colony algorithm, particle swarm optimization, and so forth, should be suitably applied to scheduling problems. 4. More research in the direction of more general situation of combining constructive and search heuristic could be promising. It would be interesting how the modern heuristic such as simulated annealing, taboo search, and genetic algorithms could use their initial solutions generated by constructive heuristic. 5. Simulated annealing, artificial immune systems, and genetic algorithms provide a variety of options of the mechanisms and parameter settings, which have to be fully explored in the context of solving large and complex scheduling problems. 6. Better learning strategies using artificial neural networks and performances of sensitivity analysis to determine good parameter values in the context of scheduling problems appear to be promising. 
