Data and analysis code are available in Open Science Framework: <https://osf.io/48j7m/>.

Introduction {#sec001}
============

When we evaluate a potential reward, such as a job offer, other offers on the table form a unique context that shapes our expectations and influences the way we feel about it. Psychologists and economists model such expectation as a reference point and potential rewards (e.g., different job offers) as gains or losses relative to the reference point \[[@pbio.3000634.ref001],[@pbio.3000634.ref002]\]. Such effects of contexts on valuation impact many decisions we make and are not only observed in humans but also in many other species such as rats \[[@pbio.3000634.ref003],[@pbio.3000634.ref004]\], birds \[[@pbio.3000634.ref005]\], and nonhuman primates \[[@pbio.3000634.ref006]--[@pbio.3000634.ref008]\].

However, to make decisions in uncertain environments, organisms not only face the task of evaluating potential rewards but also need to estimate their probabilities of occurrence \[[@pbio.3000634.ref009],[@pbio.3000634.ref010]\]. Understanding how people use probability information has received considerable attention, and people are known to subjectively weight probability information rather than using objective probability information when making decisions: they tend to overweight small probabilities but underweight moderate to large probabilities. \[[@pbio.3000634.ref001],[@pbio.3000634.ref011]--[@pbio.3000634.ref016]\].

But is probability estimation---like valuation---context-dependent? Going back to the job offer example, when one is instead estimating the probability of receiving a potential offer, if there is another offer that is relatively very likely or very unlikely to happen, would it affect how she or he estimates the probability of getting this particular offer? Probability estimate of an event may be affected by other events that take place close in time, which makes it susceptible to context effect in a way similar to how context impacts valuation. However, probability estimation may be different from valuation in that very unlikely or very likely events are less variable than those carrying intermediate probabilities, so that context effect on probability estimation may not be uniform in magnitude across probabilities. Despite such intuitive appeal, standard models of decision making under uncertainty and risk typically do not consider probability estimation to be context-dependent \[[@pbio.3000634.ref001],[@pbio.3000634.ref009],[@pbio.3000634.ref010],[@pbio.3000634.ref013]\], and context effects on probability estimation are seldom investigated.

At the neural implementation level, although previous studies investigated probability and uncertainty coding \[[@pbio.3000634.ref017]--[@pbio.3000634.ref024]\], no study had explicitly manipulated context to investigate its effects on probability estimation. Here, we consider whether context-dependent probability estimation would be computed by shared or disassociated neural system for value estimation. The first hypothesis of shared neural implementation centers on the similarity in computations between valuation and probability estimation. That is, if there are context effects on probability estimation, then the similarity with respect to valuation might suggest that both are implemented by the same neural system. In this case, the orbitofrontal cortex (OFC), ventromedial prefrontal cortex (VMPFC), and ventral striatum are candidate regions for context-dependent probability estimation, because accumulating evidence indicate their involvement in subjective-value computations \[[@pbio.3000634.ref025]--[@pbio.3000634.ref027]\], in particular the relative and context-dependent representations of subjective value found in these regions \[[@pbio.3000634.ref006],[@pbio.3000634.ref028]--[@pbio.3000634.ref032]\]. In particular, Palminteri and colleagues \[[@pbio.3000634.ref030]\] investigated context-dependent computations in value learning and found that a relative, reference-dependent reinforcement learning model better described human subjects' choice behavior and activity in the VMPFC and striatum.

By contrast, the second hypothesis of disassociated neural system suggests that regions that represent context effects on probability estimation do not overlap with those involved in context-dependent valuation. This hypothesis is driven by aspects of probability estimation that are unique to valuation, which involve coding uncertainty and extracting summary statistics of information from the environment. In this case, regions specialized for coding uncertainty and extracting summary statistics, such as mean and variance, from reward history should be highly involved. Previous studies indicate that the dorsal anterior cingulate cortex (dACC), anterior insula (aINS), and intraparietal sulcus (IPS) would be the candidate regions because they had been shown to represent uncertainty-related statistics \[[@pbio.3000634.ref017],[@pbio.3000634.ref021]\] and engage in tracking reward history that is crucial in estimating reward probability \[[@pbio.3000634.ref022],[@pbio.3000634.ref023]\] and decision making under uncertainty and ambiguity \[[@pbio.3000634.ref033]--[@pbio.3000634.ref035]\].

To investigate how context impacts probability estimation at the behavioral, computational, and neural implementation levels, we designed a simple stimulus-reward association task in which human subjects were asked to estimate probability of reward associated with visual stimuli through experience. Context was manipulated by pairing stimuli carrying different probabilities of reward in different blocks of trials. We found that, similar to valuation, context effects on probability estimation were reference-dependent. However, unlike valuation, they were scaled by the uncertainty of reward outcomes such that when there was larger uncertainty on which potential outcome would occur (e.g., 50/50 of reward or no reward) there was greater context effect than stimuli with smaller uncertainty (10% or 90% reward). Unexpectedly, BOLD imaging results showed that both valuation and uncertainty-coding regions are involved in context-dependent probability estimation. Together, these findings point to common neurocomputational substrates shared between probability estimation and valuation but highlight the additional involvement of uncertainty-coding regions that are unique in probability estimation---a central and important cognitive function relevant to a wide array of contemporary problems within neuroscience \[[@pbio.3000634.ref036]--[@pbio.3000634.ref038]\].

Results {#sec002}
=======

In the MRI scanner, subjects (*N* = 34) performed a stimulus-reward association task in which they were asked to estimate reward probability, but no choice was required ([Fig 1A](#pbio.3000634.g001){ref-type="fig"}). In each trial, subjects were presented with an abstract visual stimulus that carried a unique probability of reward and asked to estimate its reward probability. After probability estimation, feedback on whether subjects won a monetary reward was provided. In a block of trials, subjects would repeatedly face two different stimuli that appeared in random order. Context was defined by the two stimuli the subjects encountered in a block of trials and was manipulated such that stimuli carrying the same probability of reward were experienced in two different contexts that differed in the probability of reward associated with the other stimulus present in the context ([Fig 1B](#pbio.3000634.g001){ref-type="fig"}). For example, for 50% reward (middle column in [Fig 1B](#pbio.3000634.g001){ref-type="fig"}), one stimulus was paired with a stimulus carrying 10% reward (context 1, first row in [Fig 1B](#pbio.3000634.g001){ref-type="fig"}) and the other with a 90% reward (context 3, third row in [Fig 1B](#pbio.3000634.g001){ref-type="fig"}). With this design, we were able to manipulate context independently of probability of reward (10%, 50%, and 90%). In [Fig 1C](#pbio.3000634.g001){ref-type="fig"}, we illustrate the three different contexts used in this experiment with example trial ordering. The goal of the experiment was to investigate how context impacts probability estimation by comparing probability estimates of the stimuli carrying the same reward probability but experienced in different contexts. For example, we want to compare ${\hat{P}}_{50\%|{\lbrack 10\%,50\%\rbrack}}$ (probability estimates of the stimulus carrying 50% reward in context 1 in which the other stimulus had 10% reward) with ${\hat{P}}_{50\%|{\lbrack 50\%,90\%\rbrack}}$ (probability estimates of the stimulus carrying 50% reward in context 3 in which the other stimulus had 90% reward).

![Task design.\
(A) Trial sequence. In each trial, subjects were presented with an abstract visual stimulus and had to indicate his or her interval estimate of its reward probability with a button press. A brief written display (0.5 s) then indicated which probability interval estimate the subject had chosen. After a variable ISI (1--7 s), subjects received feedback on whether she or he received a monetary reward. A variable ITI (1--9 s) was implemented before the start of a new trial. In a block of trials, two stimuli each carrying a unique probability of reward appeared repeatedly in random order. (B) Manipulation of context. Context was defined by the stimuli that appeared in a block of trials. There were three contexts (rows in the table), each consisting of two visual stimuli carrying different probabilities of reward. For each probability, there were two different stimuli assigned to it. The two stimuli with the same probability were experienced under two different contexts. This design allowed us to compare how probability estimates were affected by context. (C) Example trial ordering of the three contexts showing how different stimuli with the same probability of reward could be associated with different contexts. ISI, interstimulus interval; ITI, intertrial interval.](pbio.3000634.g001){#pbio.3000634.g001}

Context effects on probability estimates {#sec003}
----------------------------------------

We found significant context effect on probability estimates when reward probability was 50% (*p* \< 0.05, nonparametric bootstrap test) but not at 10% and 90% (*p* \> 0.05, nonparametric bootstrap test). Subjects gave larger estimates when the 50% reward stimulus was experienced with a 10% reward stimulus than with a 90% reward stimulus ([Fig 2A](#pbio.3000634.g002){ref-type="fig"}, the two bars in the center of the graph: the bar on the left indicates probability estimate of the 50% reward stimulus \[S\] when the other stimulus \[OS\] in the context was 10%; the bar on the right indicates 50% reward probability estimate when OS in the context was 90%). Looking at estimates of individual subjects, 27 out of 34 subjects' estimates were larger in the \[10%, 50%\] context than in the \[50%, 90%\] context ([Fig 2A](#pbio.3000634.g002){ref-type="fig"}, note the direction of tilt of the black lines which represent each single subject's mean probability estimates), showing that most subjects gave larger estimates to the 50% reward stimulus when it was paired with a 10% reward stimulus than with a 90% reward stimulus. Importantly, we observed this effect despite the fact that frequency of reward the subjects experienced was the same between different contexts (two bars in the center of [Fig 2B](#pbio.3000634.g002){ref-type="fig"}). This indicates that, for the 50% reward stimuli, context effect on probability estimates was not driven by their own reward history. To visualize context effect better for each reward probability, we plot the average difference in probability estimates between contexts ([Fig 2C](#pbio.3000634.g002){ref-type="fig"}).

![The effects of context on probability estimates.\
**Experiment 1:** (A) Subjects' estimates of probability of reward associated with different stimuli. Stimuli carrying the same reward probability are plotted together. The vertical axis represents interval estimates: 1:\[0%--5%\], 2:\[5%--20%\], 3:\[20%--35%\], 4:\[35%--50%\], 5:\[50%--65%\], 6:\[65%--80%\], 7:\[80%--95%\], 8:\[95%--100%\]. The bars represent the mean probability estimates (across subjects), and the tilted black lines represent individual subjects' data. Error bars represent ±1 SEM. (B) Frequency of reward the subjects experienced during the experiment. Conventions are the same as in Fig 2A. (C) Context-induced difference in probability estimates. For each reward probability---10%, 50%, 90%---the mean difference (across subjects) in probability estimates--- Δ~10%~, Δ~50%~, Δ~90%~---between contexts is plotted. In the equations that define Δ~10%~, Δ~50%~, and Δ~90%~ shown in the graph, conventions of the color codes for probability estimates ($\hat{P}$) are the same as in Fig 2A. For example, Δ~50%~ is computed by subtracting ${\hat{P}}_{50\%}$ (in blue), which represents probability estimate of the 50% reward stimulus in the \[50%, 90%\] context, from ${\hat{P}}_{50\%}$ (in red), which represents probability estimate of the 50% reward stimulus in the \[10%, 50%\] context. We obtained Δ from each subject based on his or her mean probability estimates (across trials) and computed the mean of Δ across subjects. Error bars represent 95% bootstrap confidence interval of the mean Δ (across subjects). (D) Comparing the size of context effect between different reward probabilities. Bars indicate the mean difference in context effect (across subjects) for stimuli associated with different probabilities. For example, Δ~50%~−Δ~10%~ compares context effect between 50% reward and 10% reward. Error bars represent 95% bootstrap confidence interval of the mean differences in context effect (across subjects). Data underlying these graphs can be found in <https://osf.io/48j7m>. OS, the other stimulus present in the same context as the stimulus of interest; S, stimulus of interest.](pbio.3000634.g002){#pbio.3000634.g002}

We also compared the size of context effect between different probabilities and found that the size of context effect on 50% probability estimate was significantly larger than either 10% or 90% ([Fig 2D](#pbio.3000634.g002){ref-type="fig"}). But for 10% and 90%, the difference was not significant. These results were based on trials in the second-half of the functional magnetic resonance imaging (fMRI) session ([Fig 2C and 2D](#pbio.3000634.g002){ref-type="fig"}). However, the results remained the same regardless of whether we used data from the entire session, the first-half of the session, or the second-half of the session. It is important to note that, even though the effect of context was not statistically significant at 10% and 90%, we did observe a trend that was consistent with the effect on 50%: probability estimate of a stimulus was inversely related to the probability of reward associated with the other stimulus present in the context. At 10% reward, subjects tended to give smaller estimates when the other stimulus carried a 90% than 50% reward (18 out of 34 subjects). At 90% reward, subjects tended to give larger estimates when the other stimulus carried a 10% than 50% reward (23 out of 34 subjects). If we analyzed just the second-half of the data, 20 and 18 subjects showed these results for 10% and 90%, respectively.

At the individual-subject level, we also found evidence for the context effect described above: individual subjects' probability estimates of a stimulus (S) tended to be affected by both the actual reward frequency of S (*f*~*S*~) and the other stimulus (*f*~*OS*~) she or he experienced in the same context. For each reward probability, we regressed the mean probability estimates of each subject (across trials) against *f*~*S*~ and *f*~*OS*~. For example, for 50% reward, each subject contributed two data points---his or her mean probability estimate of the 50% stimulus in the \[10%, 50%\] context $\left( {\overline{P}}_{50\%|{\lbrack 10\%,50\%\rbrack}} \right)$ and \[50%, 90%\] context $\left. \left( \overline{P} \right._{50\%|{\lbrack 50\%,90\%\rbrack}} \right)$. The values of the *f*~*S*~ and *f*~*OS*~ regressors for ${\overline{P}}_{50\%|{\lbrack 10\%,50\%\rbrack}}$ correspond, respectively, to the reward frequency of the 50% and 10% stimuli; the values of the *f*~*S*~ and *f*~*OS*~ regressors for ${\overline{P}}_{50\%|{\lbrack 50\%,90\%\rbrack}}$ correspond, respectively, to the reward frequency of the 50% and 90% stimuli. We found that in all three reward probabilities (10%, 50%, 90%), individual subjects' probability estimates were positively correlated with *f*~*S*~ (*p* \< 0.05). Consistent with the group average data for 50% reward, individual subjects' probability estimates were negatively correlated with *f*~*OS*~ (*p* \< 0.05). For 10%, the impact of *f*~*OS*~ (negative correlation) was also significant (*p* \< 0.05); for 90%, the impact of *f*~*OS*~ was not significant (*p* = 0.1893).

Context-dependent probability estimates predict choice behavior {#sec004}
---------------------------------------------------------------

We also found that context effect on probability estimates further predicted subjects' choice behavior. In a lottery decision task (a behavioral session) that followed the probability estimation task (fMRI session), subjects in each trial faced two stimuli they encountered in the fMRI session and were asked to choose the one they preferred so that one of their choices would be selected at random at the end of the experiment and realized to determine his or her payoff. Each stimulus they faced carried the same reward probability as in the fMRI session, and the reward magnitude was fixed across all stimuli so that subjects should pick the one she or he believed to have the larger probability of reward. Each pair was presented multiple times so that we could calculate choice probability (the fraction of trials in which subjects chose one lottery over the other) for each subject. We analyzed choice probability on the three pairs each consisting of stimuli carrying the same probability of reward but were experienced under different contexts. Subjects' choice behavior was predicted by their context-dependent probability estimates: they preferred the 50% reward stimulus with larger probability estimate (in the \[10%, 50%\] context) to the one with smaller estimate (in the \[50%, 90%\] context) (middle bar in [Fig 3A](#pbio.3000634.g003){ref-type="fig"}): choice probability was significantly larger than 0.5 (*p* \< 0.05, nonparametric bootstrap test). In contrast, for the 10% and 90% pairs, subjects were indifferent between the stimuli carrying the same probability of reward (left and right bars in [Fig 3A](#pbio.3000634.g003){ref-type="fig"}): choice probability was not significantly different from 0.5 (*p* \> 0.05, nonparametric bootstrap test). However, it is worth noting that the direction of choice in those pairs was still qualitatively consistent with the probability estimates ([Fig 2A](#pbio.3000634.g002){ref-type="fig"}): subjects tended to choose more often the stimuli with larger probability estimates.

![Experiment 1: Choice probability in the post-fMRI lottery decision task was predicted by context-dependent probability estimates in the fMRI session.\
(A) Three pairs of options, each representing a choice between two stimuli carrying the same reward probability but experienced in different contexts, are shown. For each pair, we plot the choice probability of the option highlighted in red. Each data point represents choice probability of a single subject. The bar indicates the mean choice probability averaged across all subjects. Error bars represent ±1 SEM. For each pair, we tested whether the mean choice probability is different from 0.5. The red star symbol indicates significant difference in choice probability from 0.5 based on 95% bootstrap confidence interval. (B--D) Relation between choice probability and probability estimate. For each pair of options described above, choice probability is plotted against the difference in probability estimates subjects provided in the fMRI task. Each data point represents a single subject. (B) 10% reward pair. (C) 50% reward pair. (D) 90% reward pair. Data underlying these graphs can be found in <https://osf.io/48j7m>.](pbio.3000634.g003){#pbio.3000634.g003}

The impact of context-dependent probability estimates on choice probability was not only observed at the group level---we found that individual differences in probability estimates also predicted choice probability ([Fig 3B, 3C and 3D](#pbio.3000634.g003){ref-type="fig"}). For the 50% reward pairs, the Pearson correlation between individual subjects' choice probability and probability estimate was 0.4113 (*p* = 0.0174). For 10% and 90% pairs, the correlation was also significant (10%: r = 0.5113, *p* = 0.0024; 90%: r = 0.4629, *p* = 0.0067). This indicates that, for 10% reward and 90% reward, even though the effect of context on probability estimate and on choice probability were not significant at the group level, individual subjects' probability estimate and choice probability are significantly correlated. In summary, these results demonstrate that the effect of context was not only confined to subjects' probability estimates---it further impacted their preferences for the stimuli.

Dynamics of probability estimates {#sec005}
---------------------------------

We examined trial-by-trial probability estimates and found that context effect on 50% reward emerged relatively early and persisted throughout the experiment ([Fig 4B](#pbio.3000634.g004){ref-type="fig"}). Another aspect of the dynamics worth mentioning is that subjects' probability estimates clearly deviated from the actual frequency of reward that they experienced (the red and blue step-function traces in [Fig 4B](#pbio.3000634.g004){ref-type="fig"}). Compared with frequency of reward, the subjects clearly underestimated the 50% probability of reward (blue curve) when it was experienced with a 90% reward stimulus in the \[50%, 90%\] context but overestimated 50% when it was experienced with a 10% reward stimulus in the \[10%, 50%\] context. In addition, the context effect observed here was not due to reward-frequency bias the subjects experienced in the pre-fMRI session ([S2 Fig](#pbio.3000634.s002){ref-type="supplementary-material"}). By contrast, we did not observe these patterns on the 10% reward ([Fig 4A](#pbio.3000634.g004){ref-type="fig"}) and 90% reward stimuli ([Fig 4C](#pbio.3000634.g004){ref-type="fig"}). Qualitatively, however, we did see that subjects gave larger estimates to the 10% reward stimulus when it was experienced with a 50% reward stimulus (red in [Fig 4A](#pbio.3000634.g004){ref-type="fig"}) than the 10% stimulus experienced with a 90% reward stimulus (blue in [Fig 4A](#pbio.3000634.g004){ref-type="fig"}). For 90% reward, even though not statistically significant, the subjects gave larger estimates to the 90% reward stimulus in the \[10%, 90%\] context (red in [Fig 4C](#pbio.3000634.g004){ref-type="fig"}) than in the \[50%, 90%\] context (blue in [Fig 4C](#pbio.3000634.g004){ref-type="fig"}). For response time data, see [S1 Fig](#pbio.3000634.s001){ref-type="supplementary-material"}.

![Experiment 1: Comparison of trial-by-trial probability estimates between contexts showing how differences in probability estimates between contexts developed during the experiment.\
Data includes the pre-fMRI practice session and the fMRI session. (A--C) The scale on the vertical axis indicates interval estimate (from 1 to 8 with 1 representing the smallest probability interval \[0%--5%\] and 8 representing the largest probability interval \[95%--100%\]). (A) Comparison of the 10% reward stimuli between contexts. Each data point represents the mean probability estimate of a single trial across subjects. Red: 10% stimulus in the \[10%, 50%\] context. Blue: 10% stimulus is in the \[10%, 90%\] context. The colored step function traces represent the corresponding mean frequency of reward the subjects experienced. (B) Comparison of the 50% reward stimuli between contexts. Red: 50% stimulus in the \[10%, 50%\] context. Blue: 50% stimulus in the \[50%, 90%\] context. (C) Comparison of the 90% reward stimuli between contexts. Red: 90% stimulus in the \[10%, 90%\] context. Blue: 90% stimulus in the \[50%, 90%\] context. The bumps on trial number 21 and 36, seen in Fig 4A and 4C, reflect the beginning of a new block of trials. Data underlying these graphs can be found in <https://osf.io/48j7m>. fMRI, functional magnetic resonance imaging.](pbio.3000634.g004){#pbio.3000634.g004}

A behavioral control experiment replicated context effects on probability estimates {#sec006}
-----------------------------------------------------------------------------------

We conducted an additional behavioral control experiment (Experiment 2; *N* = 20 subjects) to address a potential confound on the assignment of buttons to indicate probability estimates. In Experiment 1, because the boundary between the two buttons for small probabilities was set at 5% and at 95% for large probabilities instead of 10% and 90%, respectively (see the "Task" subsection in "Materials and methods"), it is possible that the nonsignificant context effect at 10% and 90% was because of a lack of sensitivity on the interval estimates to detect differences in probability estimates at 10% and 90% between different contexts. In the control experiment, a total of 10 buttons were used, each representing a 10% interval and therefore addressed the above concern (see subsection "Behavioral control experiment (Experiment 2)" in "Materials and methods"). We replicated the results observed in Experiment 1: For the 50% reward stimuli, subjects gave larger estimates when 50% was paired with 10% than with 90% ([Fig 5B](#pbio.3000634.g005){ref-type="fig"}). For the 10% and 90% stimuli, no significant context effect was found ([Fig 5A and 5C](#pbio.3000634.g005){ref-type="fig"}). Furthermore, as in Experiment 1, context effect and lack thereof on probability estimates predicted subjects' choice behavior in the lottery decision task that followed the probability estimation task ([Fig 5D](#pbio.3000634.g005){ref-type="fig"}). The subjects on average chose more often the stimulus with larger probability estimate when its reward probability was 50% (*p* \< 0.05, nonparametric bootstrap test). By contrast, when stimulus reward probability was 10% and 90%, mean choice probability (across subjects) was not significantly different from 0.5 (*p* \> 0.05, nonparametric bootstrap test), indicating that the subjects were indifferent between stimuli carrying the same reward probability but experienced in different contexts.

![A behavioral control experiment (Experiment 2) examining whether context effect and lack thereof on probability estimates found in Experiment 1 was because of the design of the interval-to-button mapping.\
Conventions are the same as in Figs [3](#pbio.3000634.g003){ref-type="fig"} and [4](#pbio.3000634.g004){ref-type="fig"}. The design of the experiment was identical to Experiment 1 except that there were 10---as opposed to 8---key buttons, each representing a unique interval of probability \[0, 1\] for the subjects to indicate probability estimates. (A) Probability estimates of the 10% reward stimuli. (B) Probability estimates of the 50% reward stimuli. (C) Probability estimates of the 90% reward stimuli. The scale on the vertical axis indicates interval estimate (from 1 to 10 with 1 representing the smallest probability interval \[0%--10%\] and 10 representing the largest probability interval \[90%--100%\]). (D) Choice probability in the lottery decision task following the probability estimation task. Error bars represent ±1 SEM. The red star symbol indicates significant difference in choice probability from 0.5 based on 95% bootstrap confidence interval. Data underlying these graphs can be found in <https://osf.io/48j7m>.](pbio.3000634.g005){#pbio.3000634.g005}

Context effects on probability estimates are driven by reference and uncertainty dependencies {#sec007}
---------------------------------------------------------------------------------------------

To systematically explain context effects, we developed and tested a mathematical model for context-dependent probability estimation (see subsection "Modeling context-dependent computations for probability estimation: the Uncertainty- and Reference-Dependent (URD) model" in "Materials and methods" and [Fig 6A](#pbio.3000634.g006){ref-type="fig"} for an illustration). Briefly, the model proposes that when computing probability estimate of a stimulus $\left( {\hat{P}}_{S} \right)$, the decision maker uses the frequency of reward (*f*~*S*~) she or he experienced but is biased by the overall frequency of reward (*f*~*overall*~) associated with a context. Here *f*~*overall*~ is the frequency of reward averaged across different stimuli in a context. The bias arises from treating *f*~*overall*~ as a reference point and comparing *f*~*S*~ with it (*f*~*S*~−*f*~*overall*~). For example, for a stimulus carrying 50% reward, its *f*~*S*~ would be greater than *f*~*overall*~ in the \[10%, 50%\] context in which the other stimulus carries a 10% reward and hence *f*~*S*~−*f*~*overall*~\>0, but would be smaller than *f*~*overall*~ in the \[50%, 90%\] context in which the other stimulus carries a 90% reward and hence *f*~*S*~−*f*~*overall*~\<0. The model therefore predicts that subjects would give larger probability estimates to the stimulus carrying 50% reward in the \[10%, 50%\] context than in the \[50%, 90%\] context because of the reference-dependent difference term (*f*~*S*~−*f*~*overall*~). However, simply having the reference-dependent term alone cannot explain why we did not find significant context effect at 10% and 90% reward. We reasoned that this is because of the level of uncertainty regarding which potential outcome (receiving a reward or no reward) would occur: When the level of uncertainty is larger (e.g., at 50% reward), the impact of (*f*~*S*~−*f*~*overall*~) on probability estimates is greater than when the level of uncertainty is smaller (e.g., at 10% or 90% reward). This is modeled by having (*f*~*S*~−*f*~*overall*~) weighted by the estimated level of uncertainty, which can be either the estimated variance $\left( {\hat{\sigma}}_{S}^{2} \right)$ or standard deviation $\left( {\hat{\sigma}}_{S} \right)$ of potential outcomes associated with the stimulus based on what the decision maker experienced in the recent past. Below is a version of the model that uses $\left( {\hat{\sigma}}_{S} \right)$ to weight the impact of (*f*~*S*~−*f*~*overall*~) $${\hat{P}}_{S} = f_{S} + {\hat{\sigma}}_{S}\left( {f_{S} - f_{\mathit{overall}}} \right).$$

![Testing the URD model for context-dependent probability estimation.\
(A) Illustration of the URD model. (B) Regression analysis. In three separate multiple regression analyses each examining a particular reward probability, we estimated the weight subjects assigned to frequency of reward associated with a stimulus (*f*~*S*~) and the overall frequency of reward associated with the context (*f*~*overall*~) and plot the mean regression coefficients across all subjects. Error bars represent ±1 SEM. The star symbol indicates statistical significance (testing the mean regression coefficient against 0 at *p* \< 0.05). (C) We compare ${\hat{\beta}}_{f_{S}}$ with $\left( {1 - {\hat{\beta}}_{f_{overall}}} \right)$ for each reward probability separately. The vertical axis represents Δ, where $\Delta = {\hat{\beta}}_{f_{S}} - \left( {1 - {\hat{\beta}}_{f_{overall}}} \right)$. We computed Δ for each subject separately and plot the mean Δ across subjects. Error bars represent 95% bootstrap confidence interval of the mean Δ. Data underlying these graphs can be found in <https://osf.io/48j7m>. URD, uncertainty and reference dependent.](pbio.3000634.g006){#pbio.3000634.g006}

Eq ([1](#pbio.3000634.e014){ref-type="disp-formula"}) can be rewritten as ${\hat{P}}_{S} = \left( 1 + {\hat{\sigma}}_{S} \right)f_{S} - {\hat{\sigma}}_{S}f_{\mathit{overall}}$, which makes it easier to see several predictions of the model on the weights assigned to *f*~*S*~ and *f*~*overall*~ (see subsection "Modeling context-dependent computations for probability estimation: the Uncertainty- and Reference-Dependent (URD) model" in "Materials and methods"). These predictions were confirmed by multiple regression analysis on individual subjects' probability estimates using *f*~*S*~ and *f*~*overall*~ as regressors ([Fig 6B and 6C](#pbio.3000634.g006){ref-type="fig"}). First, the regression analysis confirmed that the regression coefficient of *f*~*S*~ was positive and significantly different from 0 for all three reward probabilities ([Fig 6B](#pbio.3000634.g006){ref-type="fig"}). Second, the regression analysis confirmed that the coefficient of *f*~*S*~ associated with 50% reward was greater than that associated with 10% and 90% reward ([Fig 6B](#pbio.3000634.g006){ref-type="fig"}). Third, the regression analysis confirmed that the coefficient of *f*~*overall*~ associated with 50% reward was negative and its magnitude was larger than that associated with the 10% reward and 90% reward stimuli ([Fig 6B](#pbio.3000634.g006){ref-type="fig"}). Finally, the model makes the strong prediction that the regression coefficient of *f*~*S*~ (${\hat{\beta}}_{f_{S}}$) would be the same as $1 - {\hat{\beta}}_{f_{overall}}$, where ${\hat{\beta}}_{f_{overall}}$ is the regression coefficient of *f*~*overall*~. This is what we found ([Fig 6C](#pbio.3000634.g006){ref-type="fig"}). We tested Δ against 0, where $\Delta = {\hat{\beta}}_{f_{S}} - \left( {1 - {\hat{\beta}}_{f_{overall}}} \right)$ and found that Δ was not significantly different from 0 in all three reward probabilities (*p* \> 0.05, nonparametric bootstrap test). Together, these results provide support to the URD model and highlight that context effects on probability estimates are driven by the interaction of reference-dependent computation and estimated uncertainty associated with potential outcomes.

Model comparison {#sec008}
----------------

We further compared the URD model with normalization models that have been useful in describing context-dependent valuations \[[@pbio.3000634.ref032],[@pbio.3000634.ref039],[@pbio.3000634.ref040]\]. Here, we consider two classes of normalization models, the divisive normalization (DN) model and the range normalization (RN) model. DN computes probability estimate of a stimulus by having its frequency of reward divided by the sum of the frequency of reward associated with the two stimuli in a context or divided by the average reward frequency of a context (Eqs [9](#pbio.3000634.e079){ref-type="disp-formula"} and [10](#pbio.3000634.e080){ref-type="disp-formula"} in "Materials and methods"). RN uses the difference between the maximum and the minimum stimulus reward frequency in a context in the denominator to compute probability estimates ([Eq 11](#pbio.3000634.e082){ref-type="disp-formula"} in "Materials and methods"). Both model classes predict large context effect on probability estimates at 50% reward and nonsignificant effect at 10%, which are consistent with what we observed in this data set. However, both models also predict large context effect at 90% reward, which we did not observe in subjects' probability estimates. For example, in the simplest form of divisive normalization without free parameters \[[@pbio.3000634.ref032]\]---${\hat{P}}_{S} = {f_{S}/\left( {f_{S} + f_{OS}} \right)}$---the normalized value of 10% reward in the \[10%, 50%\] context is 0.1 ÷ (0.1 + 0.5) = 0.167 (suppose that *f*~*s*~ = 0.1,*f*~*OS*~ = 0.5) and in the \[10%, 90%\] context is 0.1 ÷ (0.1 + 0.9) = 0.1 (suppose that *f*~*s*~ = 0.1,*f*~*OS*~ = 0.9). The difference is 0.067, a small difference. By contrast, for 90% reward, under \[10%, 90%\] the normalized value is 0.9 ÷ (0.9 + 0.1) = 0.9 (suppose that *f*~*s*~ = 0.9,*f*~*OS*~ = 0.1); under \[50%, 90%\] the normalized value is 0.9 ÷ (0.9 + 0.5) = 0.643 (suppose that *f*~*s*~ = 0.9,*f*~*OS*~ = 0.5). This indicates that DN would in principle predict large context effect at 90% reward but small effect at 10% reward. It is also worth mentioning that, in contrast to the URD model, both DN and RN models do not use information about reward variance or standard deviation when computing probability estimates.

A total of 9 different models---three versions of our model (URD), four versions of DN, and two versions of RN---were fitted to the trial-by-trial mean probability estimates (across subjects) using method of maximum likelihood (see subsection "Model fitting and model comparison" in "Materials and methods"). To compare these models, we computed Bayesian information criterion (BIC) and for each model estimated its 95% confidence interval using nonparametric bootstrap method \[[@pbio.3000634.ref041]\] ([Fig 7A](#pbio.3000634.g007){ref-type="fig"}). We did not include the BIC of RN-*γ* because of poor convergence in maximum likelihood estimation. The best models are the versions that considered probability distortion---overestimation of small probability and underestimation of large probability (see [Eq 6](#pbio.3000634.e076){ref-type="disp-formula"} in "Materials and methods"; model labels including *γ* in [Fig 7A](#pbio.3000634.g007){ref-type="fig"}). Among them, there was no significant difference between our model (URD-*γ*,URD-*γ*-*λ*) and DN models (DN-1-*γ*,DN-2-*γ*,DN-2). However, qualitatively, compared with our model fits ([Fig 7B](#pbio.3000634.g007){ref-type="fig"}), the normalization models ([Fig 7C](#pbio.3000634.g007){ref-type="fig"}) tended not to capture the data as well across different probabilities and contexts, especially at 90% reward.

![Model fitting results: Group average data.\
(A) Model comparison. We show BIC value of 8 models. Smaller BIC values indicate better models. Error bars represent 95% bootstrap confidence interval. (B) Model fitting results of the URD models (URD-*γ*,URD-*γ*-*λ*). (C) Model fitting results of the divisive normalization models (DN-1-*γ*,DN-2-*γ*) and range normalization model (RN). Each data point (black) in panels B and C represents the mean probability estimate (across all subjects) of a particular trial order. For example, in the \[10%, 50%\] context, when S is the 50% reward stimulus, OS would be the 10% reward stimulus; when S is the 10% reward stimulus, OS would be the 50% reward stimulus. Data underlying these graphs can be found in <https://osf.io/48j7m>. BIC, Bayesian information criterion; DN, divisive normalization; OS, the other stimulus present in the same context as the stimulus of interest; RN, range normalization; S, stimulus of interest; URD, uncertainty and reference dependent.](pbio.3000634.g007){#pbio.3000634.g007}

We also fitted the same models at the individual-subject level ([Fig 8A and 8B](#pbio.3000634.g008){ref-type="fig"}). The overall pattern of the model fits was very similar to the results from fitting the group average data. Finally, we implemented all the models considered above in the Rescorla--Wagner reinforcement-learning model framework and fitted them ([S1 Text](#pbio.3000634.s003){ref-type="supplementary-material"}). We fit these models at the individual-subject level and plot the group average model fits ([Fig 8C and 8D](#pbio.3000634.g008){ref-type="fig"}). The Rescorla--Wagner version of these models captured the dynamics of average probability estimates better compared with their non-Rescorla--Wagner counterparts ([Fig 8A and 8B](#pbio.3000634.g008){ref-type="fig"}). Further, under the Rescorla--Wagner model framework, it is no longer obvious that our model described the data better than normalization models at 50% and 90% reward. However, these differences could be because of an increase in the number of free parameters in the Rescorla--Wagner versions of these models as a result of having to incorporate learning-rate parameters and our choice to fit each context separately rather than altogether (a strategy adopted in fitting the non-Rescorla--Wagner version of the models). Nonetheless, our model qualitatively described probability estimates equally well, if not better, compared with normalization models when fitting the group data, when fitting individual-subject data, and when fitting individual-subject data using Rescorla--Wagner version of the models. We also fitted other versions of these three model classes, namely, our URD model, the DN model, and the RN model. They in general did not produce significantly different results ([S4 Fig](#pbio.3000634.s005){ref-type="supplementary-material"}).

![Model fitting results: Individual data.\
(A--B) Results from fitting the models at the individual-subject level. The mean model fits (averaged across subjects) are plotted along with subjects' average probability estimate. (A) Results from URD models (URD-*γ*,URD-*γ*-*λ*). (B) Results from DN models (DN-1-*γ*,DN-2-*γ*) and RN model (RN). (C--D) Results from fitting the models implemented in the Rescorla--Wagner reinforcement-learning model framework. Models were fit at the individual-subject level. (C) Results from URD models (URD-*γ*,URD-*γ*-*λ*). (D) Results from DN models (DN-1-*γ*,DN-2-*γ*) and RN model (RN). (E) Model simulations on choice probability. Here, we show simulations from four of the models mentioned above. We plot choice probability based on simulated choice data according to the Rescorla--Wagner model parameter estimates from each subject. These results should be compared with subjects' actual choice probability shown in [Fig 3A](#pbio.3000634.g003){ref-type="fig"}. Conventions are the same as in [Fig 3A](#pbio.3000634.g003){ref-type="fig"}. Data underlying these graphs can be found in <https://osf.io/48j7m>. DN, divisive normalization; OS, the other stimulus present in the same context as the stimulus of interest; RN, range normalization; S, stimulus of interest; URD, uncertainty and reference dependent.](pbio.3000634.g008){#pbio.3000634.g008}

To show that the model fits can capture subjects' choice behavior in the lottery decision task (post-fMRI session; [Fig 3A](#pbio.3000634.g003){ref-type="fig"}), we simulated each subject's choice behavior based on his or her model parameter estimates in the Rescorla--Wagner model framework and computed choice probability ([Fig 8E](#pbio.3000634.g008){ref-type="fig"}). In general, all the four models illustrated here captured subjects' actual choice probability equally well.

In summary, although the three model classes considered here---the URD model, DN model, and RN model---did not significantly differ in model comparison statistic, qualitatively the URD model tended to capture the context effect on probability estimates and lack thereof across different reward probabilities better.

fMRI results {#sec009}
------------

We performed both univariate general linear model (GLM) analysis and multivoxel pattern analysis (MVPA) on the fMRI data. All the analyses focused on two time windows during a trial---when the visual stimulus was presented and subjects had to estimate reward probability (stimulus presentation) and when the reward outcome (whether subjects received a reward or no reward) was shown (reward feedback). For whole-brain GLM analysis, we performed cluster-level inference using Gaussian random field theory (familywise error corrected at *p* \< 0.05) with a *p* \< 0.001 (z \> 3.1) cluster-forming threshold.

Average brain activity did not represent context effect on probability estimates {#sec010}
--------------------------------------------------------------------------------

We found no evidence for neural representations of context effect on probability estimates based on average brain activity in response to different stimuli. First, at stimulus presentation, for each reward probability separately, we compared activity between different contexts and got null results at the whole-brain level. Second, we examined whether there were regions representing individual differences in context effect on 50% reward (the probability that showed significant context effect at the behavioral level). For each subject separately, we computed the difference in the mean probability estimates (across trials) between contexts $\left( \Delta{\hat{P}}_{50\%} \right)$ and used it as a behavioral measure of context effect. We performed a group-level mixed-effect analysis on the difference in average brain activity in response to 50% reward stimuli between different contexts using individual subjects' $\Delta{\hat{P}}_{50\%}$ as a covariate and found no significant result at the whole-brain level. Third, region-of-interest (ROI) analysis on the valuation network in the VMPFC and ventral striatum (VS; using coordinates from the work by Clithero and Rangel \[[@pbio.3000634.ref027]\]) also did not show significant result on the two analyses described above. Together, these findings indicate that context effect on probability estimates is not represented by stimulus-specific average brain activity (across trials) at the time of stimulus presentation. For results at the time of reward feedback, see "Replication of reward magnitude and prediction error signal in VMPFC and striatum" below.

Multivoxel patterns of activity in the dorsal anterior cingulate cortex, ventromedial prefrontal cortex, and intraparietal sulcus predict individual differences in context effect on probability estimates {#sec011}
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

We subsequently examined whether context effect on probability estimation can be represented in patterns of multivoxel activity by testing whether we can predict individual differences in context effect based on patterns of multivoxel activity. A between-subject, cross-validated Multivoxel Pattern Analysis (MVPA) was performed using a searchlight-based approach \[[@pbio.3000634.ref042]\] looking at predefined ROIs in dACC, VMPFC, VS, aINS, and IPS. Among them, VMPFC, VS, and dACC are involved in representing subjective value in value-based decision making \[[@pbio.3000634.ref026],[@pbio.3000634.ref027]\] and uncertainty-related statistics. The IPS and aINS, although less mentioned in the value-based decision making literature, had also been shown to be involved in representing probability and uncertainty in decision making \[[@pbio.3000634.ref035]\].

We analyzed multivoxel activity patterns separately at the time of stimulus presentation and reward feedback. We found that, at both time windows, multivoxel patterns of dACC activity significantly predicted subjects' context effect at 50% reward ([Fig 9A, 9B and 9C](#pbio.3000634.g009){ref-type="fig"}). Multivoxel pattens of VMPFC activity predicted context effect at the time of reward feedback ([Fig 9D and 9E](#pbio.3000634.g009){ref-type="fig"}), and multivoxel patterns of right IPS predicted context effect at the time of stimulus presentation ([Fig 9F](#pbio.3000634.g009){ref-type="fig"}). For each subject separately, we computed the behavioral measure of context effect---the difference in mean probability estimates $\left( \Delta{\hat{P}}_{50\%} \right)$ between contexts: mean probability estimate (across trials) of 50% reward stimulus in the \[10%, 50%\] context minus the mean probability estimate (across trials) of 50% reward stimulus in the \[50%, 90%\] context. For each subject separately, we computed the neural measure of context effect---the difference in mean BOLD response to the 50% stimuli between the \[10%, 50%\] context and \[50%, 90%\] context, which we estimated for each voxel separately. In the searchlight (a sphere with 8-mm radius) analysis, we trained a support vector regression (SVR) to learn and predict individual subject's $\Delta{\hat{P}}_{50\%}$ based on multivoxel patterns of activity within the searchlight and performed *n*-fold (*n* = 33 subjects) cross-validation. The correlation between the left-out subjects' $\Delta{\hat{P}}_{50\%}$ and the SVR-predicted $\Delta{\hat{P}}_{50\%}$ was then computed. To assess whether prediction performance was above chance, we performed nonparametric permutation test as in the work by Schmack and colleagues \[[@pbio.3000634.ref042]\]. For each searchlight, we constructed the null distribution of correlation coefficients by repeatedly doing the following: we randomly permuted the labels $\left( \Delta{\hat{P}}_{50\%} \right)$, trained the SVR based on them, and computed the correlation between actual and predicted $\Delta{\hat{P}}_{50\%}$. Prediction accuracy was considered significant if the probability of the true correlation was less than 0.05 Bonferroni-corrected for multiple comparisons given the number of voxels tested in an a priori ROI. For dACC, at stimulus presentation, 8 voxels survived Bonferroni correction (magenta voxels in [Fig 9A](#pbio.3000634.g009){ref-type="fig"}); at reward feedback, 5 voxels survived Bonferroni correction (cyan voxels in [Fig 9A](#pbio.3000634.g009){ref-type="fig"}). For VMPFC, 8 voxels survived Bonferroni correction; for right IPS, one voxel survived Bonferroni correction. The scatter plot in [Fig 9B](#pbio.3000634.g009){ref-type="fig"} shows the result from the peak dACC voxel---searchlight centering on this voxel produces the largest correlation between predicted $\Delta{\hat{P}}_{50\%}$ and actual $\Delta{\hat{P}}_{50\%}$---at stimulus presentation (r = 0.89, \[x2, y30, z18\]). The plots in [Fig 9C and 9E](#pbio.3000634.g009){ref-type="fig"}, respectively, show the results from the peak dACC voxel at reward feedback (r = 0.83, \[x2, y24, z20\]) and the peak VMPFC voxel at reward feedback (r = 0.85, \[x−12, y46, z0\]). The plot in [Fig 9F](#pbio.3000634.g009){ref-type="fig"} shows result from the peak right IPS at stimulus presentation (r = 0.82, \[x48, y−42, z44\]). The dashed lines ([Fig 9B, 9C, 9E and 9F](#pbio.3000634.g009){ref-type="fig"}) represent perfect prediction, not regression fits.

![dACC, VMPFC, and rIPS represent context effect on probability estimates.\
(A--C) dACC results. (A) In a between-subject, cross-validated MVPA, we found that patterns of multivoxel activity in dACC predicted context effect on individual subjects' probability estimates $\left( \Delta{\hat{P}}_{50\%} \right)$ using activity patterns at the time of stimulus presentation (magenta) and at reward feedback (cyan; *p* \< 0.05, Bonferroni corrected for 1,350 voxels in the dACC ROI). The voxels shown are the ones that survived Bonferroni correction. (B) Actual $\Delta{\hat{P}}_{50\%}$ plotted against predicted $\Delta{\hat{P}}_{50\%}$ based on activity pattern---at the time of stimulus presentation---in the searchlight centered on the dACC voxel that produced the largest correlation between actual and predicted $\Delta{\hat{P}}_{50\%}$ (referred to as the peak voxel). (C) Actual $\Delta{\hat{P}}_{50\%}$ plotted against predicted $\Delta{\hat{P}}_{50\%}$ based on activity pattern---at the time of reward feedback---of the peak voxel in dACC. (D--E) VMPFC results. (D) VMPFC voxels that significantly predicted behavioral context effect $\left( \Delta{\hat{P}}_{50\%} \right)$ at the time of reward feedback (*p* \< 0.05, Bonferroni corrected for 1,776 voxels in the VMPFC ROI). The voxels shown are the ones that survived Bonferroni correction. (E) Scatter plot using data from the peak VMPFC voxel. Conventions are the same as in panels B and C. (F) rIPS results (*p* \< 0.05, Bonferroni corrected for 196 voxels in the rIPS ROI). Scatter plot using data from the peak rIPS voxel. The dashed line in panels B, C, E, and F represents the 45-degree line, indicating perfect prediction. Data underlying these graphs can be found in <https://osf.io/48j7m>. dACC, dorsal anterior cingulate cortex; MVPA, multivoxel pattern analysis; rIPS, right intraparietal sulcus; ROI, region of interest; VMPFC, ventromedial prefrontal cortex.](pbio.3000634.g009){#pbio.3000634.g009}

Replication of reward magnitude and prediction error signal in VMPFC and striatum {#sec012}
---------------------------------------------------------------------------------

Examining brain activity at the time of reward feedback, we replicated previous findings on reward magnitude \[[@pbio.3000634.ref026]\] and reward prediction error (RPE) \[[@pbio.3000634.ref018],[@pbio.3000634.ref043]--[@pbio.3000634.ref047]\] representations in the VMPFC and VS ([Fig 10](#pbio.3000634.g010){ref-type="fig"}). In a closer look at VMPFC representations for reward magnitude with a larger cluster-forming threshold (z \> 3.6), we found two separate clusters---one in the medial OFC (maximum z statistic = 3.76, \[x8, y44, z−12\]) and the other in the ACC (maximum z statistic = 4.31, \[x2, y34, z2\]; [Fig 10A](#pbio.3000634.g010){ref-type="fig"}). We also found that VMPFC and VS represented RPE---the difference between reward outcome (1 = reward, 0 = no reward) and subjects' trial-by-trial probability estimates ([Fig 10B](#pbio.3000634.g010){ref-type="fig"}; ROI analysis). We used VMPFC and VS ROIs based on two previous meta-analysis papers on subjective-value representations in decision making ([Fig 10B and 10C](#pbio.3000634.g010){ref-type="fig"}: Bartra and colleagues \[[@pbio.3000634.ref026]\]; Clithero and Rangel \[[@pbio.3000634.ref027]\]. We also used leave-one-subject-out (LOSO) method to construct ROI in VS based on the RPE contrast in GLM-1 (see subsection "General linear modeling of BOLD response" in "Materials and methods").

![Univariate GLM results replicating reward magnitude and reward prediction error representations in VMPFC and VS and showing significant reward-frequency representation in VS.\
(A) Neural correlates of reward magnitude at the time of reward feedback. Cluster-level inference using Gaussian random field theory was performed (familywise error corrected at *p* \< 0.05) with a *p* \< 0.001 cluster-forming threshold. (B) ROI analysis on reward prediction error. We used VMPFC and VS ROIs from two meta-analysis papers on value-based decision making (\[[@pbio.3000634.ref026]\]: shown as Bartra and colleagues; \[[@pbio.3000634.ref027]\] shown as C&R) and VS ROI identified through LOSO method based on reward prediction error contrast at the time of reward feedback. (C) ROI analysis on frequency of reward associated with stimulus (*f*~*S*~) and the overall reward frequency associated with a context (*f*~*overall*~). \**p* \< 0.05. Data underlying these graphs can be found in <https://osf.io/48j7m>. GLM, general linear model; LOSO, leave one subject out; ROI, region of interest; VMPFC, ventromedial prefrontal cortex; VS, ventral striatum.](pbio.3000634.g010){#pbio.3000634.g010}

Representation of reward-frequency statistics in ventral striatum {#sec013}
-----------------------------------------------------------------

We examined the neural representations for frequency of reward associated with the stimulus (*f*~*S*~) and the overall frequency of reward (*f*~*overall*~)---two statistics critical to context-dependent probability estimation in our computational model. At the whole-brain level, we did not find any region that correlated with either one of these statistics. However, in ROI analysis we found that VS activity negatively correlated with *f*~*overall*~ ([Fig 10C](#pbio.3000634.g010){ref-type="fig"}, LOSO ROI). The negative correlation was consistent with what we found in the behavioral analysis showing that *f*~*overall*~ was negatively correlated with subjects' probability estimates ([Fig 6B](#pbio.3000634.g006){ref-type="fig"}).

Four additional behavioral experiments {#sec014}
--------------------------------------

To further explore probability estimation at different reward probabilities and contexts, we conducted four additional behavioral experiments. In the previous two experiments (fMRI experiment---Experiment 1; behavioral control experiment---Experiment 2), we investigated context effects on three reward probabilities---10%, 50%, and 90%. In the new experiments, we included 30% and 70% that were not investigated in Experiments 1 and 2. These new experiments also allowed us to create new contexts to look at the original probabilities (10%, 50%, and 90%). We note that in Experiments 3 to 5 the probabilities examined were much closer to each other than Experiments 1 and 2. In these situations, the URD model would predict smaller context effects that might not reach statistical significance. Hence, we discussed these results qualitatively in terms of whether they were consistent with the model prediction.

In Experiment 3, we examined reward probabilities at 10%, 30%, and 50% (*N* = 20 subjects). The design principle was identical to Experiments 1 and 2 ([Fig 1](#pbio.3000634.g001){ref-type="fig"}). Hence, three contexts---\[10%, 30%\], \[10%, 50%\], and \[30%, 50%\]---were implemented. In addition to examining context effect on 30% that was not investigated in Experiments 1 and 2, this experiment was further motivated by the following reasons. First, this experiment allowed us to examine 10% in a new context---\[10%, 30%\]. Second, different from Experiments 1 and 2 in which the 50% reward stimulus was the better stimulus in one context (\[10%, 50%\])---in terms of how likely subjects would receive a reward---but was the worse stimulus in the other (\[50%, 90%\] context), in this experiment the 50% reward stimuli always had the best prospect (compared with 10% and 30% reward). This experiment thus allowed us to further examine whether context effect on 50% (Experiments 1 and 2) can be purely driven by a better/worse asymmetry. In other words, if context effect on 50% were purely driven by better/worse asymmetry, we would not expect to see context effect on 50% in this experiment. By contrast, if context effect on 50% were driven by the interaction of reference-dependent computation and estimated uncertainty as predicted by the URD model, we would expect to see an effect of context on 50% reward in this experiment.

The results of Experiment 3 were consistent with our model prediction. For 30% reward, subjects gave larger probability estimates (red in [Fig 11B](#pbio.3000634.g011){ref-type="fig"}) in the context in which the 30% reward stimulus was the better (more likely to receive a reward) stimulus (\[10%, 30%\] context) than in the context in which it was the worse stimulus (\[30%, 50%\] context; blue in [Fig 11B](#pbio.3000634.g011){ref-type="fig"}). For 50% reward, subjects gave larger probability estimates in the \[10%, 50%\] context than in the \[30%, 50%\] context ([Fig 11C](#pbio.3000634.g011){ref-type="fig"}). Because 50% was always the best stimulus, this pattern cannot be explained purely based on the better/worse asymmetry. By contrast, for 10% reward, probability estimates were virtually identical between different contexts ([Fig 11A](#pbio.3000634.g011){ref-type="fig"}). Finally, we found that subjects' choice behavior in the lottery decision task was consistent with their probability estimates ([Fig 11D](#pbio.3000634.g011){ref-type="fig"}).

![Experiment 3: Examining context effects on probability estimates at 10%, 30%, and 50% reward and finding further support for the URD model.\
Conventions are the same as in [Fig 5](#pbio.3000634.g005){ref-type="fig"}. The design principle of the experiment was identical to the design in [Fig 1B](#pbio.3000634.g001){ref-type="fig"} except that subjects faced 10%, 30%, and 50% reward probabilities instead of 10%, 50%, and 90% reward. (A) Probability estimates of 10% reward. (B) Probability estimates of 30% reward. (C) Probability estimates of 50% reward. (D) Choice probability in the lottery decision task after the probability estimation task. Error bars represent ± 1 SEM. Data underlying these graphs can be found in <https://osf.io/48j7m>. URD, uncertainty and reference dependent.](pbio.3000634.g011){#pbio.3000634.g011}

In Experiment 4, we examined reward probabilities at 50%, 70%, and 90% (*N* = 20 subjects). The design principle was identical to Experiments 1 and 2 ([Fig 1](#pbio.3000634.g001){ref-type="fig"}). Hence, three contexts---\[50%, 70%\], \[50%, 90%\], and \[70%, 90%\]---were implemented. This experiment thus allowed us to investigate context effect on a new reward probability at 70%. In addition, similar to the motivations for Experiment 3, we used this experiment to examine 50% and 90% that were present in Experiments 1 and 2 in greater depth. First, in contrast to Experiments 1 and 2 in which 50% was the better stimulus---in terms of how likely it was for subjects to get a reward---in one context and the worse stimulus in the other, here, the 50% reward stimuli always had the worst prospect (compared with 70% and 90% reward). Together with Experiment 3, these two experiments provided us the opportunity to further examine whether context effect on 50% observed in Experiments 1 and 2 arose from the interactions of uncertainty and reference-dependent computations or can simply be attributed to the better/worse asymmetry. Second, this experiment also allowed us to investigate 90% in greater depth by examining 90% in a new context---\[70%, 90%\]---in addition to the \[10%, 90%\] and \[50%, 90%\] contexts investigated in Experiments 1 and 2.

The results of Experiment 4 were consistent with our model prediction. For 70% reward, subjects gave larger probability estimates in the \[50%, 70%\] context in which it was the better stimulus (red in [Fig 12B](#pbio.3000634.g012){ref-type="fig"}) than in the \[70%, 90%\] context where it was the worse stimulus (blue in [Fig 12B](#pbio.3000634.g012){ref-type="fig"}). For 50% reward, subjects gave smaller probability estimate when the other stimulus carried a 90% reward (\[50%, 90%\] context; blue in [Fig 12A](#pbio.3000634.g012){ref-type="fig"}) than when the other stimulus carried a 70% reward (\[50%, 70%\] context; red in [Fig 12A](#pbio.3000634.g012){ref-type="fig"}). Because the 50% reward stimuli always had the worst prospect, the effect of context observed here cannot be simply attributed to the better/worse asymmetry. By contrast, for 90% reward, probability estimates were virtually identical between different contexts ([Fig 12C](#pbio.3000634.g012){ref-type="fig"}). Finally, we found that subjects' choice behavior in the lottery decision task was consistent with their probability estimates ([Fig 12D](#pbio.3000634.g012){ref-type="fig"}).

![Experiment 4: Examining context effects on probability estimates at 50%, 70%, and 90% reward and finding further support for the URD model.\
Conventions are the same as in [Fig 5](#pbio.3000634.g005){ref-type="fig"}. The design principle of the experiment was identical to the design of Experiments 1 and 2 ([Fig 1B](#pbio.3000634.g001){ref-type="fig"}) except that subjects faced 50%, 70%, and 90% reward probabilities instead of 10%, 50%, and 90% reward. (A) Probability estimates of 50% reward. (B) Probability estimates of 70% reward. (C) Probability estimates of 90% reward. (D) Choice probability in the lottery decision task after the probability estimation task. Error bars represent ± 1 SEM. The red star symbol indicates a significant difference from 0.5 based on 95% bootstrap confidence interval. Data underlying these graphs can be found in <https://osf.io/48j7m>. URD, uncertainty and reference dependent.](pbio.3000634.g012){#pbio.3000634.g012}

In Experiment 5, we investigated reward probabilities at 30%, 50%, and 70% reward (*N* = 20 subjects). Similar to Experiments 1 and 2, 50% was the better stimulus in one context (\[30%, 50%\]; in terms of how likely it was to receive a reward) but was the worse stimulus in the other context (\[50%, 70%\]). However, different from Experiments 1 and 2, 30% and 70% were closer to 50% compared with 10% and 90%. This experiment thus preserved the better/worse asymmetry for the 50% reward stimuli but allowed us to examine whether context effect on 50% would change as a function of its distance in reward probability from the other stimuli.

The results of Experiment 5 were mixed. Consistent with our model prediction, for 50% reward, subjects gave larger probability estimate (red in [Fig 13B](#pbio.3000634.g013){ref-type="fig"}) in the context in which the other stimulus carried a smaller reward probability (30%) than in the context where the other stimulus carried a larger reward probability (70%; blue in [Fig 13B](#pbio.3000634.g013){ref-type="fig"}). Also consistent with our model prediction was that the size of the context effect on 50% reward was smaller compared with Experiments 1 and 2. However, inconsistent with our model prediction, for both 30% and 70%, probability estimates were virtually identical between different contexts toward the end of the session (Figs [10A](#pbio.3000634.g010){ref-type="fig"} and [13C](#pbio.3000634.g013){ref-type="fig"}, respectively). Finally, we found that subjects' choice behavior in the lottery decision task was consistent with their probability estimates ([Fig 13D](#pbio.3000634.g013){ref-type="fig"}).

![Experiment 5: Examining context effects on probability estimates at 30%, 50%, and 70% reward and finding further support for the URD model.\
Conventions are the same as in [Fig 5](#pbio.3000634.g005){ref-type="fig"}. The design principle of the experiment was identical to the design of Experiments 1 and 2 ([Fig 1B](#pbio.3000634.g001){ref-type="fig"}) except that subjects faced 30%, 50%, and 70% reward probabilities instead of 10%, 50%, and 90% reward. (A) Probability estimates of 30% reward. (B) Probability estimates of 50% reward. (C) Probability estimates of 70% reward. (D) Choice probability in the lottery decision task after the probability estimation task. Error bars represent ± 1 SEM. Data underlying these graphs can be found in <https://osf.io/48j7m>. URD, uncertainty and reference dependent.](pbio.3000634.g013){#pbio.3000634.g013}

In summary, Experiments 3 to 5 allowed us to examine in more detail the impact of uncertainty and reference-dependent computations on probability estimation and largely replicated the effects observed in Experiments 1 and 2. First, we found that reference dependency acts strongly in driving context effect especially for stimulus whose reward probability was in the middle of the three probabilities tested in each experiment. This is similar to the reference-dependent gain/loss asymmetry observed in outcome evaluation \[[@pbio.3000634.ref001],[@pbio.3000634.ref011]\] and indicates that people estimate reward probability relative to some reference point---the average reward probability experienced in the recent past. Second, we found that uncertainty plays a key role in driving context effect because regardless of its position among the three probabilities tested in different experiments, there was always---although to varying degree---context effect on 50% probability estimate. The same cannot be said for probabilities---30% and 70%---whose uncertainty was smaller than 50%. Third, in Experiment 5 (\[30%, 50%, 70%\]), we found that probability estimates at both 30% and 70% were virtually identical between different contexts. This suggests that the no-effect on 10% and 90% in Experiments 1 and 2 were less likely because of these probabilities reaching the boundary on the probability scale. However, this finding was also inconsistent with our model prediction---because there was a moderate level of uncertainty at both 30% and 70%, the URD model predicts a greater difference in probability estimate than what was actually observed. This implies that the impact of uncertainty is smaller than expected and that compared with reference point, the impact of uncertainty might be smaller. Nonetheless, the findings across these 5 experiments further solidify uncertainty dependency and reference dependency as two computational building blocks for context effects on probability estimation.

Finally, in Experiment 6 (*N* = 20 subjects), we tested whether monetary incentives would change the context effects observed in Experiments 1 and 2. Subjects were told that they would receive additional monetary bonus on a trial-by-trial basis based on how accurate his or her probability estimates were to the true probabilities. During the experiment, subjects were not given feedback on how accurate they were and the monetary bonus. Instead, they were told that their probability estimates were recorded and that at the end of the experiment they would receive the sum of additional bonus based on their trial-by-trial accuracy. We replicated our findings in Experiments 1 and 2 by showing significant context effect on 50% reward probability but not 10% and 90% ([Fig 14A--14C](#pbio.3000634.g014){ref-type="fig"}). Further, context effect on 50% probability estimates was stronger than both 10% or 90%, which was also reflected in subjects' choice behavior in the lottery decision task following the probability estimation task ([Fig 14D](#pbio.3000634.g014){ref-type="fig"}).

![Experiment 6: Using an incentive-compatible design to examine context effects on probability estimates at 10%, 50%, and 90% reward and replicating the context effects seen in Experiments 1 and 2.\
Conventions are the same as in [Fig 5](#pbio.3000634.g005){ref-type="fig"}. The design principle of the experiment was identical to the design of Experiments 1 and 2 ([Fig 1B](#pbio.3000634.g001){ref-type="fig"}) except that we provided monetary incentives to the subjects to give accurate probability estimates. (A) Probability estimates of 10% reward. (B) Probability estimates of 50% reward. (C). Probability estimates of 90% reward. (D) Choice probability in the lottery decision task after the probability estimation task. Error bars represent ± 1 SEM. The red star symbol indicates a significant difference from 0.5 based on 95% bootstrap confidence interval. Data underlying these graphs can be found in <https://osf.io/48j7m>.](pbio.3000634.g014){#pbio.3000634.g014}

Discussion {#sec015}
==========

This study was motivated by two observations on decision making under uncertainty. First, estimating probability of uncertain events is necessary to making good choices. In uncertain environments, events are probabilistic in nature and therefore having access to probability information is critical. In most cases, the decision maker is not given complete information about probability. Organisms must therefore estimate probability of events that are carriers of value in order to make good and adaptive choices. Second, context of experience should impact probability estimation. Because we rarely experience an event in isolation, the context of our experience---the presence of other events unfolding close in time---should play an important role in probability estimation. Here, we found robust context effects on probability estimates: when a stimulus carried intermediate probabilities of reward (e.g., 50/50 of reward or no reward), subjects overestimated or underestimated its reward probability depending on whether the other stimulus present in the same context carried a smaller (e.g., 10%) or larger probability of reward (e.g., 90%), respectively. By contrast, subjects did not show significant context effect at extreme probabilities (e.g., 10% or 90% reward).

Computational building blocks for context-dependent probability estimation {#sec016}
--------------------------------------------------------------------------

We developed a mathematical model for context-dependent probability estimation and tested whether it can describe the behavior observed in this study. In developing our model, we hypothesized that two computational building blocks---reference dependency and uncertainty dependency---play important roles in probability estimation. The first building block, reference dependency, describes that when estimating the probability of reward associated with a stimulus, the average probability of all stimuli a decision maker encounters in a context would serve as a reference point for comparison. People tend to overestimate reward probability if the average probability is smaller than the stimulus reward probability. In contrast, if the average probability is larger than the stimulus probability, people tend to underestimate its probability of reward. Reference dependency has long been suggested in the evaluation of outcomes, treating outcomes as gains or losses relative to some reference point \[[@pbio.3000634.ref001]\], which has been formally modeled as the decision maker's expectation of future outcomes based on recent experience \[[@pbio.3000634.ref002],[@pbio.3000634.ref048]\]. However, there is very little work on examining whether probability estimation is reference-dependent \[[@pbio.3000634.ref049]\]. Conceptually, the notion of reference point is similar to base rate (e.g., \[[@pbio.3000634.ref050]\]). In the Bayesian framework, the predicted impact of base rate is such that probability estimates would be biased towards the base rate. By contrast, in the reference-dependency framework, probability estimates would be biased away from the reference point. Therefore, these two frameworks are conceptually distinct and would make opposite predictions.

The second building block, uncertainty dependency, should only exist in estimation problems that are uncertain in nature. Given that there is more uncertainty regarding which potential outcome would occur when estimating probabilities that are near 0.5, they are more susceptible to context effect. This uncertainty dependency predicts that the reference-point effect on probability estimation would be modulated by the degree of uncertainty, i.e., variance or standard deviation of experienced outcomes associated with the stimulus of interest such that the effect is stronger at intermediate probabilities (larger uncertainty) than extreme probabilities (smaller uncertainty). These predictions are consistent with what we found in the current study: when stimulus reward probability was at the extremes (10% or 90% chance of reward), context did not significantly impact subjects' probability estimates. By contrast, when a stimulus carried a 50% reward, subjects overestimated reward probability when the average reward probability in a context was smaller than 50% but underestimated reward probability when the average reward probability was larger than 50%. These results argue against a purely categorical model in which probabilities are not coded numerically but in discrete categories with ordinal relationships. In contrast to our model, such a categorical model cannot account for the magnitude of the context effect at different probabilities observed in this study.

The model we developed in this study and reinforcement learning models \[[@pbio.3000634.ref044],[@pbio.3000634.ref051],[@pbio.3000634.ref052]\] are not mutually exclusive. In fact, we incorporated all three model classes---our URD model, DN, and RN---into the Rescorla--Wagner reinforcement-learning model framework and fit them to individual subjects' probability-estimate data. Compared with fits in the non-Rescorla--Wagner model framework (past outcomes are equally weighted to compute frequency statistics), the Rescorla--Wagner model fits tended to capture the trial-to-trial dynamics better, suggesting that decaying impact of outcomes into the past better captures the reward frequency statistics used by the decision maker when estimating probability of reward.

Comparison between context-dependent probability estimation and subjective-value computations {#sec017}
---------------------------------------------------------------------------------------------

Although this study was inspired by previous research that examined context effect on valuation, it differs from previous work in that we asked whether and how context impacts probability estimation. Our work demonstrates similarities in that probability estimation is, like subjective-value estimation \[[@pbio.3000634.ref002],[@pbio.3000634.ref048],[@pbio.3000634.ref053]--[@pbio.3000634.ref063]\], context dependent. However, the results also highlight significant differences that are likely due to challenges imposed by estimating probability that are unique to valuation. Recent neurobiological research also has begun to investigate how context impacts subjective-value representations in the brain \[[@pbio.3000634.ref006],[@pbio.3000634.ref028],[@pbio.3000634.ref029],[@pbio.3000634.ref031],[@pbio.3000634.ref032],[@pbio.3000634.ref039],[@pbio.3000634.ref040],[@pbio.3000634.ref064],[@pbio.3000634.ref065]\] and how context-dependent value signals relate to choice behavior \[[@pbio.3000634.ref008],[@pbio.3000634.ref066]\].

Here, we discuss both similarities and differences between probability estimation and valuation, from the perspective of the tasks, computations, and algorithms carried out by the decision maker. First, although reward is present in both, a notable difference between valuation and probability estimation tasks is the presence or absence of uncertainty. The majority of valuation studies examined value computations in the absence of uncertainty (e.g., a stimulus is always associated with 3 drops of apple juice). In contrast, in our task subjects had to estimate the probability of receiving a reward associated with visual stimuli. Another difference in tasks is that although stimulus-reward associations are present in both, subjects' own preferences for different rewards can clearly impact the subjective value of a stimulus but not its probability of reward. Instead, probability of an event such as reward is often determined by the outside world rather than subjective preferences that are internal in nature. Second, from the perspective of computations, by focusing on identifying computational building blocks for probability estimation and using them to guide model development, we were able to conclude that reference dependency is one crucial building block for both probability estimation and subjective-value computations. However, uncertainty dependency is unique to estimating rewards when there are uncertainties involved. Third, from the perspective of algorithms, our results suggest that there are perhaps more similarities between probability estimation and subjective-value computations than differences. The model comparison statistics showed that our context-dependent model (URD model) did not differ significantly from normalization models that have been useful in describing subjective-value computations. However, a key difference between these models lies at the large end of the extreme probabilities: at 90% reward, our model did not predict context effect---consistent with subjects' behavior---but normalization models did. Our model offers a simple explanation to the lack of context effect here. That is, because the impact of reference point on probability estimates is scaled by the degree of uncertainty, the impact of reference point would be very small at 90% reward in which subjects almost always received a reward and hence there is very small uncertainty on whether she or he would receive or not receive a reward.

In contrast to our investigation on probability estimation, Palminteri and colleagues \[[@pbio.3000634.ref030]\] focused on value representations---whether they are context-dependent during learning. They manipulated valence---using monetary gains and losses---of potential outcomes associated with different lotteries under consideration in a decision-making task in which subjects had to learn different options through outcome feedback after each choice. They showed that a relative, context-dependent reinforcement-learning model that incorporates reference dependency in the computation of option value better explained subjects' behavioral data and brain activity in key valuation areas in VMPFC and striatum than the absolute reinforcement-learning model in which value computations are context-independent. Although our study focused on probability estimation and theirs on valuation, the computational models we separately developed shared a key feature in reference dependency. Together, our results highlight the importance of expectation as reference point in both value and probability computations. It should be noted that reference-dependent preference is an active area of research in behavioral and experimental economics in which expectation-based models for reference-dependent preferences have been proposed \[[@pbio.3000634.ref002],[@pbio.3000634.ref048],[@pbio.3000634.ref067]--[@pbio.3000634.ref070]\] and tested \[[@pbio.3000634.ref061]--[@pbio.3000634.ref063],[@pbio.3000634.ref071]--[@pbio.3000634.ref074]\]. These models, including ours and in the work by Palminteri and colleagues \[[@pbio.3000634.ref030]\], share the feature of expectations as reference point, but they also differ in some other key aspects, for example, the definition of expectation and how it is updated. Therefore, it is important in future work to investigate similarities and differences between these models and compare how well they describe behavioral and neural data on valuation and probability estimation.

Neural representations for context effects on probability estimation {#sec018}
--------------------------------------------------------------------

Combining univariate and multivariate analyses, our fMRI results indicate that the neural implementations for probability estimation involve a network of brain regions, with dACC, VMPFC, and IPS representing context effects on probability estimates and VS representing the average reward frequency statistic necessary for context-dependent probability estimation. The VMPFC finding, together with previous studies showing its involvement in context-dependent valuation \[[@pbio.3000634.ref006],[@pbio.3000634.ref029],[@pbio.3000634.ref030],[@pbio.3000634.ref075]\], established VMPFC as the common neurocomputational substrate for probability estimation and valuation. By contrast, the involvement of dACC may reflect aspects of probability estimation that is unique to valuation, which has been indicated in tracking uncertainty-related statistics, such as variance and volatility \[[@pbio.3000634.ref017],[@pbio.3000634.ref021]\], comparing recent and distant reward history \[[@pbio.3000634.ref022],[@pbio.3000634.ref023]\], reinforcement-guided learning \[[@pbio.3000634.ref076]\], and decision making under uncertainty \[[@pbio.3000634.ref077]\]. Similarly, the IPS had also been shown to represent valuation signals in decision under ambiguity \[[@pbio.3000634.ref034]\] and decision under uncertainty \[[@pbio.3000634.ref033]\].

A potential alternative interpretation of our dACC finding on representing context effect on 50% reward probability estimates is associated with response conflict or conflict monitoring \[[@pbio.3000634.ref078]--[@pbio.3000634.ref081]\] that also showed strong dACC involvement. Recall that in our fMRI experiment (Experiment 1), we assigned two buttons to represent the probability intervals close to 50%---one for the 35% to 50% interval and the other for the 50% to 65% interval. This forced the subjects to choose one of the two competing buttons---therefore initiating a response conflict---when indicating his or her probability estimates of the stimuli whose reward frequency was close to 50%.

We, however, believe that response conflict is less likely to explain our dACC finding for the following reasons. First, for the 50% reward stimuli, response conflict should be present in both the \[10%, 50%\] and \[50%, 90%\] contexts. And yet our fMRI MVPA analysis used the difference in brain activity in response to 50% stimuli between the two contexts. Therefore, if dACC represents response conflict that was present in both contexts, then the difference in dACC activity between these two contexts should not reflect response conflict. Hence, the dACC MVPA results we observed are perhaps less likely to be caused by response conflict. Second, the response conflict hypothesis does not specifically provide prediction on the direction and magnitude of context effect, i.e., 50% estimate is smaller in the \[50%, 90%\] context than the \[10%, 50%\] context, which we found dACC to represent by tracking individual differences in such behavioral metric. Therefore, even though dACC had been shown to represent conflict and the detection/monitoring of conflict, its activity in the context of our experiment cannot be directly attributed to response conflict or conflict detection/monitoring.

Probability estimation and experience-based decision making {#sec019}
-----------------------------------------------------------

By showing that probability estimation is context-dependent, our results provide insights into experience-based decision making---an area of research that investigates decision making where choosers acquire information about different options through experience---in that context-dependent probability estimation is another source of bias that could affect people's choice behavior. This research had shown that people nonlinearly weight probability information learned through experience \[[@pbio.3000634.ref015]\] even when their probability estimates matched well with objective probabilities \[[@pbio.3000634.ref082]\]. However, context was typically not manipulated in these studies, and therefore it is not possible to examine how context-induced bias on probability estimation would affect choice. It would be interesting to examine how the presence of these two sources of bias---probability weighting and context-dependent probability estimation---would impact choice behavior. At the neural algorithmic level, representations of probability distortion had been shown in the striatum \[[@pbio.3000634.ref083]\], lateral prefrontal cortex \[[@pbio.3000634.ref020]\], and VMPFC \[[@pbio.3000634.ref084]\]. Given that our results indicate that dACC, VMPFC, IPS (MVPA results), and striatum (average reward frequency) are critical to context effect, it remains open as to whether these two sources of biases are represented in the same brain regions and how they are being combined to impact experience-based decisions. In the future, it would also be important to examine, along with the stimulus standard deviation statistic, how other sources of variability in the environment could contribute to context effect. For example, how would the randomness or the rate of switching between different stimuli presented to the subjects influence context effects on probability estimates? How might this source of variability interact with the stimulus standard-deviation statistic to impact probability estimation?

In many choices we face, we are not explicitly given information about potential outcomes and their associated probabilities of occurrence. This makes probability estimation an essential computation for decision making under uncertainty. Finding that probability estimation is context-dependent not only demonstrates that it is subjective but, more importantly, that it is relative. Such relative subjective probability is represented in brain regions thought to be involved in subjective-value computations (VMPFC) and regions involved in extracting reward statistics from the environments in order to make decisions under uncertainty (dACC and IPS).

Probability estimation is a general problem organisms face in uncertain environments. Indeed, estimating probability through experience is an essential component of computational accounts of a wide array of cognitive tasks---from making sensory inferences, predicting future outcomes, to choosing between uncertain prospects \[[@pbio.3000634.ref037],[@pbio.3000634.ref038],[@pbio.3000634.ref085]\]. Statistically optimal models provide formal accounts of cognition that require probability estimation of various events but has often failed to consider how context, namely, the presence of different events unfolding close in time, could impact probability estimation of each event of interest \[[@pbio.3000634.ref086]\]. Thus, the robust context effects we observed and the computational building blocks identified suggest that context needs to be considered for the many cognitive computations that require estimation of probability.

Materials and methods {#sec020}
=====================

Ethics statement {#sec021}
----------------

All subjects gave written informed consent prior to participation in accordance with the procedures approved by the Taipei Veteran General Hospital IRB. The experiments were conducted according to the principles expressed in the Declaration of Helsinki.

Subjects {#sec022}
--------

A total of 137 subjects (67 women, mean age = 25.3 years) participated in this study. Among them, 37 right-handed subjects participated in the fMRI experiment (Experiment 1); three subjects did not complete the pre-fMRI session. To be consistent in data analysis across subjects, these three subjects' behavioral and fMRI data were not analyzed. Each of the remaining 5 experiments was purely behavioral (Experiments 2 to 6) and had 20 subjects each. For the fMRI experiment, the subjects received 500 NTD (1 US Dollar = 30 New Taiwan Dollar or NTD) for their participation and received an additional bonus from the experiment. Their average earning was 1,120 NTD. For behavioral experiments, subjects received 225 NTD for their participation. The average additional bonus was 504 NTD (Experiment 2), 395 NTD (Experiment 3), 651 NTD (Experiment 4), 612 NTD (Experiment 5), and 581 NTD (Experiment 6). The difference in bonuses across experiments likely reflected the difference in reward probabilities used in these experiments.

Task {#sec023}
----

We designed a simple stimulus-outcome association task to investigate how context affects probability estimation. Below, we describe the trial sequence of the task and our manipulation of context. The task was programmed using the Psychophysics Toolbox in MATLAB \[[@pbio.3000634.ref087],[@pbio.3000634.ref088]\]. Visual stimuli were projected from a LCD projector outside the scanner and viewed through a mirror mounted on the head coil. Responses were collected via two MRI-compatible button boxes each consisting of 4 buttons.

### Trial sequence {#sec024}

On each trial, a red dot was first presented for 0.5 s to indicate the start of a trial. This was followed by the presentation of a visual stimulus. Prior to the experiment, the subjects were instructed that each stimulus she or he faced carried a certain probability of reward that she or he had no knowledge of. Upon seeing the stimulus, subjects had up to 2 s to indicate his or her estimate of its reward probability with a button press. Failure to do so would prevent the lottery to be executed, and as a result, she or he won nothing in the current trial. There were 8 possible buttons each corresponding to a particular interval of probabilities: \[0%--5%\], \[5%--20%\], \[20%--35%\], \[35%--50%\], \[50%--65%\], \[65%--80%\], \[80%--95%\], \[95%--100%\]. Each button was assigned a finger to press. Subjects had to select the interval that best described his or her estimate of probability of reward associated with the current stimulus. Two opposite types of button assignments were implemented---left-to-right or right-to-right---and were balanced across subjects. In the left-to-right assignment, the probability increased from the left-most finger (left pinkie) to the right-most finger (right pinkie). The thumbs were not assigned. This design served to rule out confounds related to motor preparation and execution that would correlate with reward probability if not properly controlled. Once a button was pressed, subjects received visual feedback (0.5 s) on the probability interval he or she had indicated with the pressed button. This feedback only served to confirm the subject's choice and did not give any information about the veridical probability of reward. A variable delay (1--7 s) then followed before feedback on reward was provided (2 s). The receipt or no receipt of a reward was determined by sampling with replacement from reward probability of the stimulus presented on the trial. If there was a reward, then the amount of reward was randomly selected (1 NTD to 5 NTD in steps of 1 NTD). In other words, reward magnitude was independent of reward probability. These design rules were explicitly stated to the subjects prior to the experiment. After the reward/no-reward feedback, a variable intertrial interval was presented (1--9 s) before the next trial began. There was no incentivization for being accurate in probability estimates---subjects did not receive additional monetary bonus if probability estimates were close to the true reward probabilities (but see Experiment 6 in subsection "Four additional behavioral experiments (Experiments 3 to 6)" below for an incentivized version of the task).

### Manipulation of context {#sec025}

The subjects experienced three different contexts (context 1, 2, and 3) in the stimulus-outcome association task. Context was implemented in a block of trials by placing two visual stimuli in it ([Fig 1B](#pbio.3000634.g001){ref-type="fig"}). The order of their presentation was randomized for each block separately. Each stimulus in the context was assigned a unique probability of reward. In each trial, the subjects saw one of the two stimuli and, through reward feedback, learned information about its reward probability. Three reward probabilities, 10%, 50%, and 90%, were implemented in the task. Each probability appeared in two different contexts and was represented by two different visual stimuli. For instance, in both contexts 1 and 3, one of the two stimuli carried a 50% chance of reward. However, the reward probability of the other stimulus was different between these two contexts. In context 1, the other stimulus carried a 10% chance of reward. By contrast, in context 3, the other stimulus had a 90% chance of reward. This design therefore allowed us to compare two stimuli carrying the same probability of reward but experienced in two different contexts. Specifically, we asked the questions---how would context affect probability estimates? How might the effect of context change as a function of reward probability?

Procedure {#sec026}
---------

The fMRI experiment (Experiment 1) consisted of 3 distinct phases---pre-fMRI, fMRI, and post-fMRI sessions. The experiment took approximately 80 min to complete.

### Pre-fMRI session {#sec027}

Before the fMRI session, subjects first completed a behavioral session of the stimulus-outcome association task before entering the MRI scanner. There were three randomly ordered context blocks (contexts 1, 2, and 3 mentioned in the subsection "Task"above) of 40 trials each. In each block, there were 20 trials for each visual stimulus. The order of the two stimuli presented within each block was randomized. This session served to train subjects to perform the task and to establish a certain degree of knowledge through experience about the reward probability of each stimulus under different contexts.

### fMRI session {#sec028}

There were six blocks of trials in the session, two for each context. The ordering of the blocks was randomized for each subject separately. In each block, there were 30 trials, 15 trials for each of the two possible visual stimuli. The order of the two stimuli presented within each block was randomized.

### Post-fMRI session {#sec029}

After the fMRI session, subjects performed a lottery decision task in which they were asked to choose between visual stimuli she or he faced in the previous two sessions. At this point, subjects should have acquired a certain degree of knowledge about the reward probability of each stimulus through experience. In each trial, the subjects were presented with two different visual stimuli. She or he was instructed that the amount of reward associated with winning was the same at 250 NTD across all stimuli and that she or he should choose the one preferred based on the experience with the stimuli, i.e., subjective belief about probability of reward. The subjects were told that at the end of the session one of his or her choices would be selected at random and realized. Because 2 visual stimuli were selected out of 6 stimuli in each trial, there were 15 possible pairs of visual stimuli. Among them, 3 pairs had stimuli with the same reward probability that were experienced under different contexts. For example, one pair had two visual stimuli both with 10% chance of reward. The 10% stimulus in context 1 was experienced along with a 50% stimulus. This 10% stimulus is referred to as the (10% \| \[10%, 50%\]) stimulus. In contrast, the 10% stimulus in context 2 was experienced along with a 90% stimulus. This 10% stimulus is referred to as the (10% \| \[10%, 90%\]) stimulus. Besides the (10% \| \[10%, 50%\]) versus (10% \| \[10%, 90%\]) pair, there were also the (50% \| \[10%, 50%\]) versus (50% \| \[50%, 90%\]) pair, and the (90% \| \[10%, 90%\]) versus (90% \| \[50%, 90%\]) stimuli. The subjects' choices in these 3 pairs thus allowed us to examine how context affected choice under each probability (10%, 50%, and 90% reward) and compare context effect between these probabilities. In principle, there were 20 trials for each of these 3 pairs, and 7 trials for the each of the remaining 12 pairs. Hence, there were a total of 144 trials. However, because of a programming error, not all pairs had the same number of trials: they ranged from 3 to 43 trials across subjects. The average number of trials for the 10% reward, 50% reward, and 90% reward pairs was 27 (standard deviation = 7.64), 17 (standard deviation = 11.86), and 24 (standard deviation = 9.05), respectively. We corrected this error in the behavioral control experiment (*n* = 20 trials, for each pair on each subject; see subsection "Behavioral control experiment (Experiment 2)" below) in which we replicated the choice result and also in all subsequent experiments (see subsection "Four additional behavioral experiments (Experiments 3 to 6)" below).

Behavioral control experiment (Experiment 2) {#sec030}
--------------------------------------------

One potential limit of Experiment 1 was how we assigned buttons to the intervals of reward probability. The button that included 10% corresponded to the interval between 5% and 20%, the button that included 90% corresponded to the interval between 80% and 95%. It is possible that context also played a role in subjects' probability estimates on the 10% and 90% stimuli, but as long as the difference in probability estimates between different contexts was not large enough such that estimates in the two contexts corresponded to two different buttons, we would not be able to detect it. In contrast, we had a more sensitive measure for context effect on the 50% probability stimuli, because there were two buttons around 50%---one corresponding to the interval between 35% and 50% and the interval between 50% and 65%.

To rule out this potential confound, we conducted a behavioral control experiment by changing the button-to-probability assignment. In this experiment (*N* = 20 subjects), there were 10 keys, each corresponding to a 10% interval---\[0%--10%\], \[10%--20%\], \[20%--30%\], \[30%--40%\], \[40%--50%\], \[50%--60%\], \[60%--70%\], \[70%--80%\], \[80%--90%\], and \[90%--100%\]. For each stimulus, there were a total of 40 trials in the main session, which was equivalent to the fMRI session in Experiment 1 that had 30 trials for each stimulus. Both the interstimulus interval (time gap between stimulus presentation and reward back) and the intertrial interval were 1 s long. In addition, for all reward probabilities, the frequencies of reward each subject experienced matched with their corresponding objective probabilities of reward. This served to control the variability in frequency of reward (across subjects and across contexts for the same probability within a subject) caused by sampling with replacement. Otherwise, the control experiment was identical to Experiment 1.

Four additional behavioral experiments (Experiments 3 to 6) {#sec031}
-----------------------------------------------------------

The design of Experiments 3 to 6 was identical to Experiment 2 except that the reward probabilities tested were different. In Experiment 3, we tested 10%, 30%, and 50% reward in three different contexts: \[10%, 30%\], \[10%, 50%\], and \[30%, 50%\]. In Experiment 4, we tested 50%, 70%, and 90% reward in three different contexts: \[50%, 70%\], \[70%, 90%\], and \[50%, 90%\]. In Experiment 5, we tested 30%, 50%, and 70% reward in three different contexts: \[30%, 50%\], \[30%, 70%\], and \[50%, 70%\]. In Experiments 5 and 6, we included additional monetary bonus when subjects gave accurate probability estimate. The probabilities tested in Experiment 6 were the same as in Experiments 1 and 2. We designed the additional bonus based on the following rule: if subjects pressed a button whose interval overlapped with ±5% of the true reward probability, they would receive a 1 NTD bonus. For example, if the true reward probability was 50%, then subjects would receive 1 NTD bonus if she or he pressed either the 40% to 50% or 50% to 60% button. If probability was 70%, subjects would receive 1 NTD if she or he pressed either the 60% to 70% or 70% to 80% button. Subjects were told that they would not receive feedback on additional bonus during the experiment and that at the end of the experiment they would receive the sum of additional bonus they earned during the experiment.

### fMRI data acquisition {#sec032}

Imaging data were collected with a 3T MRI scanner (Siemens Magnetom Skyra) equipped with a 32-channel head array coil in the Taiwan Mind and Brain Imaging Center at National Chengchi University. T2\*-weighted functional images were collected using an EPI sequence (TR = 2 s, TE = 30 ms, 35 oblique slices acquired in ascending interleaved order, 3.5 × 3.5 × 3.5 mm isotropic voxels, 64 × 64 matrix in a 224-mm field of view, flip angle 90°). Each subject completed 6 EPI runs in the fMRI session. Each run consisted of 210 images. T1-weighted anatomical images were collected after the EPI runs using an MPRAGE sequence (TR = 2.53 s, TE = 3.3 ms, flip angle = 7°, 192 sagittal slices, 1 × 1 × 1 mm isotropic voxel, 256 × 256 matrix in a 256-mm field of view). For each subject, field map image was also acquired for the purpose of estimating and partially compensating for geometric distortion of the EPI images so as to improve registration performance.

### fMRI preprocessing {#sec033}

The following preprocessing steps were applied using FMRIB Software Library (FSL) \[[@pbio.3000634.ref089]\]. First, motion correction was applied using MCFLIRT to remove the effect of head motion during each run. Second, FUGUE (FMRIB\'s Utility for Geometrically Unwarping EPIs) was used to estimate and partially compensate for geometric distortion of the EPI images using field map images collected for the subject. Third, spatial smoothing was applied using a Gaussian kernel with either FWHM = 8 mm (GLM-1) or FWHM = 5 mm (GLM-2). Fourth, a high-pass temporal filtering was applied using Gaussian-weighted least square straight line fitting with *σ* = 50 *s*. Fifth, registration was performed in a 2-step procedure. First, the unsmoothed EPI image that was the midpoint of a run was used to estimate the transformation matrix (7-parameter affine transformations) from EPI images to the subject's high-resolution T1-weighted structural image, with nonbrain structures removed using FSL's Brain Extraction Tool (BET). Second, transformation matrix (12-parameter affine transformation) from the high-resolution T1-weighted structural image to the standard MNI template brain was estimated.

General linear modeling of BOLD response {#sec034}
----------------------------------------

### GLM-1 {#sec035}

At the time of stimulus presentation, each visual stimulus (there were two in a block) was modeled by an indicator regressor whose length on each trial was the subject's response time (RT) to indicate probability estimate. At the time of reward feedback, an indicator regressor, a regressor for the RPE, a regressor for the magnitude of reward outcome (MAG), and the interaction between RPE and MAG were implemented. All regressors were convolved with a canonical gamma hemodynamic response function. Temporal derivatives of each regressor were included in the model as regressors of no interest.

### Contrasts for examining context effect at stimulus presentation {#sec036}

We estimated the BOLD response to each stimulus and compared BOLD response between stimuli carrying the same reward probability but were experienced in different contexts. For each probability, at the individual-subject level, we compared the BOLD response between two different contexts in a fixed-effect model. The resulting beta estimates were then fed into a group-level linear mixed-effect model to analyze whether there was a significant difference at the group level.

### Contrasts for RPE and MAG {#sec037}

After first-level time-series analysis for each block separately, beta estimates for RPE and MAG were entered into a linear fixed-effect model for each subject. The results of the fixed-effect model on RPE and MAG were separately entered into a group-level mixed-effect model to analyze the effect of RPE and MAG at the group level.

### Covariate analysis on context effect {#sec038}

This analysis focused on the 50% reward stimuli that showed significant context effect on probability estimates. At the subject level, we separately estimated the BOLD response magnitude to the 50% reward stimulus in the \[10%, 50%\] context $\left( \beta_{\lbrack 10\%,50\%\rbrack}^{50\%} \right)$ and in the \[50%, 90%\] context $\left( \beta_{\lbrack 50\%,90\%\rbrack}^{50\%} \right)$. For each subject, we computed the difference between $\beta_{\lbrack 10\%,50\%\rbrack}^{50\%}$ and $\beta_{\lbrack 50\%,90\%\rbrack}^{50\%}$ $\left( \beta_{\lbrack 10\%,50\%\rbrack}^{50\%} - \beta_{\lbrack 50\%,90\%\rbrack}^{50\%} \right)$, referred to as Δ*β*~50%~. We then performed a group-level covariate analysis on Δ*β*~50%~ (linear mixed-effect model) by using $\Delta{\hat{P}}_{50\%}$---the difference in the subject's mean probability estimate (averaged across trials) on the 50% reward stimulus---as a covariate.

### GLM-2 {#sec039}

At stimulus presentation, we implemented three regressors, an indicator regressor and two parametric regressors. The length of these regressors is the subject's trial-by-trial RT. One parametric regressor was the frequency of reward associated with the visual stimulus presented on the current trial (*f*~*S*~) and the other parametric regressor was the frequency of reward collapsed across different stimuli (*f*~*overall*~). Both were computed based on reward history in the past 10 trials. At the time of feedback, the regressors were identical to GLM-1. All regressors were convolved with a canonical gamma hemodynamic response function. Temporal derivatives of each regressor were included in the model as regressors of no interest.

### Contrasts for f~S~ and f~overall~ {#sec040}

The analysis steps were identical to the one described in the subsection "Contrasts for RPE and MAG" above.

### Functional ROIs {#sec041}

Five functional ROIs---the dACC, VMPFC, VS, bilateral aINS, and bilateral IPS---were used for MVPA analysis. The dACC, aINS, and IPS ROIs were created using term-based meta-analyses available in neurosynth.org. The term for dACC ROI was dorsal anterior and we used the mask based on association test. The aINS and IPS ROIs (bilateral) were created using the conjunction map of two terms---uncertainty and probability---and used the mask based on uniformity test. For dACC, we excluded voxels that are inconsistent with anatomical labeling of the cingulate cortex. The resulting dACC ROI contained 1,350 voxels (2 mm isotropic). The VMPFC ROI (1,838 voxels, 2 mm isotropic) was created based on the work by Barta and colleagues \[[@pbio.3000634.ref026]\] that showed significant activation at the outcome receipt stage. The VS ROI (246 voxels, 2 mm isotropic) was based on the work by Clithero and Rangel \[[@pbio.3000634.ref027]\] that significantly correlated with subjective value. The left aINS ROI contained 272 voxels, right aINS ROI contained 344 voxels, left IPS ROI contained 196 voxels, and right IPS ROI contained 312 voxels.

### LOSO ROI analysis {#sec042}

We created independent and unbiased ROIs in the VS using LOSO method based on the RPE contrast described in GLM-1. The LOSO method was used to examine RPE representations ([Fig 10B](#pbio.3000634.g010){ref-type="fig"}), *f*~*S*~ and *f*~*overall*~ representations ([Fig 10C](#pbio.3000634.g010){ref-type="fig"}) in the VS. For each subject separately, we performed the analysis in the following steps. First, we identified regions that significantly correlated with RPE using all other subjects' data (cluster-level inference using cluster-forming threshold z \> 2.3, familywise error corrected at *p* \< 0.05). Second, we identified the voxel with the maximum z-statistic in the VS cluster that significantly correlated with RPE and created a sphere mask centered at this voxel (radius = 6 mm). Third, we computed the mean beta value of the contrast of interest (RPE, *f*~*S*~ or *f*~*overall*~) across voxels in the mask. After obtaining mean beta value for each subject separately, we performed a one-sample *t* test on the mean beta (across subjects) against 0 at the *α* = 0.05 level.

### Between-subject MVPA {#sec043}

The purpose of this analysis was to use MVPA analysis to identify neural representations for individual differences in context effect on probability estimates. Because context effect was significant when stimuli carried 50% reward, the analysis focused on these stimuli. The behavioral measure of context effect is $\Delta{\hat{P}}_{50\%}$---the difference in mean probability estimate (across trials) when 50% reward stimulus was in the \[10%, 50%\] context and in the \[50%, 90%\] block---which we computed for each subject separately. At the neural level, for each subject separately, we obtained an Δ*β*~50%~ image as described in the subsection "Covariate analysis on context effect" above under GLM-1. We adopted a searchlight procedure \[[@pbio.3000634.ref090]\] that allows the extraction of information from local pattern of multivoxel brain activity. We focused on the five ROIs---VMPFC, VS, dACC, bilateral aINS, and bilateral IPS---described above (see the subsection "Functional ROIs"). For a given voxel, we defined a spherical mask centered on it (radius = 8 mm). We used $\Delta{\hat{P}}_{50\%}$ to label each of the multidimensional pattern vectors (vectors of multivoxel Δ*β*~50%~) and performed an *n*-fold (*n* = 33) cross-validation to predict the normalized $\Delta{\hat{P}}_{50\%}$. We excluded one subject from the analysis because she or he had 1/3 missing trials---trials in which no probability estimate was provided by the subject---for the 50% stimuli. Therefore, we performed the analysis on 33 subjects. We also performed the analysis by including all subjects and did not find the results to differ significantly ([S5 Fig](#pbio.3000634.s006){ref-type="supplementary-material"}). On each cross-validation run, we trained a linear SVR machine with the labeled data from 32 subjects and tested on the independent data of the remaining subject. The SVR was performed using the LIBSVM implementation (<http://www.csie.ntu.edu.tw/~cjlin/libsvm>) with a linear kernel and a constant regularization parameter of c = 1. Prior to SVR, both the continuous label ($\Delta{\hat{P}}_{50\%}$) and the multidimensional fMRI pattern vector for a given voxel were normalized across subjects according to $x_{norm} = \frac{x - \min(x)}{\max(x) - \min(x)}$, where *x* is the value before normalization, *x*~*norm*~ is the normalized value, max(*x*) is the maximum value of *x*, and min(*x*) is the minimum value of *x*. On each cross-validation run, the normalization parameters (min(*x*), max(*x*)) were computed based on the training data set and then applied to both the training and test data set. This was to prevent the possibility that dependencies between test and training data set were introduced. For each voxel separately, we obtained 33 predicted $\Delta{\hat{P}}_{50\%}$ based on the above procedure. Prediction performance was determined by calculating the Pearson correlation coefficient between the predicted and the actual $\Delta{\hat{P}}_{50\%}$.

To assess whether prediction performance was significantly above chance level, we performed nonparametric permutation tests. For each voxel separately, we repeatedly trained and tested the SVR by randomly permuting the continuous label $\left( \Delta{\hat{P}}_{50\%} \right)$ in order to generate a null distribution of the correlation coefficients. Prediction accuracy was considered significant if the probability of the true correlation occurring was *p* \< 0.05, Bonferroni-corrected for multiple comparisons based on the number of voxels tested in a priori ROIs in the dACC (1,350 voxels), VMPFC (1,838 voxels), VS (246 voxels), left aNIS (272 voxels), right aINS (344 voxels), left IPS (196 voxels), and right IPS (312 voxels). A whole-brain mask obtained from the univariate GLM analysis of this data set was applied to these ROIs so that the voxels tested in these ROIs contained data from all subjects. As a result, the number of tested voxels in dACC, VMPFC, VS, left aINS, right aINS, left IPS, and right IPS was 1,350; 1,776; 202; 272; 344; 196; and 312, respectively. The number of permutations run for each ROI was 1 ÷ (0.05 ÷ *n*), where *n* is the number of tested voxels. Therefore, the number of permutations (*n*~permutations~) run was 27,000; 35,520; 4,040; 5,440; 6,880; 3,920; and 6,240 for the dACC, VMPFC, VS, left aINS, right aINS, left IPS, and right IPS ROIs, respectively. If the true correlation coefficient exceeded the largest value of the created null-distribution of correlation coefficients, the nonparametric *p*-value was reported as being smaller than the lowest possible nonparametric *p*-value given the number of permutations (1/*n*~permutations~). Note that even though the total number of possible permutations is fixed, this number is extremely large, which makes performing the analysis on all possible permutations very computationally expensive. This is why we used the approach described above. In this case, the number of significant voxels could vary slightly each time one runs permutation test on the voxels within an ROI. However, the results reported survive even after we repeatedly performed permutation testing according to the procedure described above.

### Modeling context-dependent computations for probability estimation: The URD model {#sec044}

We developed a computational model---the URD model---that takes into account context and reward history for probability estimation. The subject's probability estimate (${\hat{P}}_{S}$) depends on two terms. First, it depends on the frequency of reward experienced in the recent past (*f*~*S*~). Second, it depends on a context term, which is the difference between *f*~*S*~ and the overall frequency of reward (*f*~*overall*~) experienced in the recent past. Critically, the impact of the context term is determined by a parameter, which we refer to as the susceptibility parameter (*τ*). This is equivalent to saying that there is a gain-control mechanism that regulates the impact of reference-dependent computation (*f*~*S*~−*f*~*overall*~) and that the susceptibility parameter represents the gain factor. The model is expressed by the following equation: $${\hat{P}}_{S} = f_{S} + \tau\left( {f_{S} - f_{\mathit{overall}}} \right).$$

We assume that *τ* is sensitive to the estimated uncertainty on which potential outcome would occur, which can be defined by the estimated variance $\left( {\hat{\sigma}}_{S}^{2} \right)$ or standard deviation of experienced outcomes associated with the stimulus $\left( {\hat{\sigma}}_{S} \right)$. Note that in the model-fitting exercise (see the subsection "Model fitting and model comparison" below) we assumed *τ* to be ${\hat{\sigma}}_{S}$ or ${\hat{\sigma}}_{S}^{2}$---special cases for *τ* to be monotonically increasing as a function of either ${\hat{\sigma}}_{S}$ or ${\hat{\sigma}}_{S}^{2}$, which we assumed.

In this study, subjects received binary reward outcomes (a reward or no reward). Hence, ${\hat{\sigma}}_{S}$ would be largest when the stimulus carried a 50% chance of reward. The model thus makes the prediction that the subjects' probability estimates of the 50% reward stimulus are affected the most by (*f*~*S*~−*f*~*overall*~) than the other stimuli that carried either 10% reward or 90% reward. The model also predicts that when a 50% reward stimulus was experienced with a 10% reward stimulus, subjects would overestimate reward probability, as (*f*~*S*~−*f*~*overall*~) would be greater than 0. In contrast, when the 50% reward stimulus was experienced with a 90% reward stimulus, subjects would underestimate reward probability because (*f*~*S*~−*f*~*overall*~)\<0.

To directly test the model, we can implement *f*~*S*~ and (*f*~*S*~−*f*~*overall*~) in a multiple regression analysis. Alternatively, we can just use *f*~*S*~ and *f*~*overall*~ as the two regressors in the regression model. This model has an advantage in that it reduced colinearity between the two regressors. Therefore, for each subject and each reward probability separately, we performed the following regression analysis: $${\hat{P}}_{S}(t) = \beta_{f_{S}}f_{S}(t;n_{past}) + \beta_{f_{overall}}f_{overall}(t;n_{past}),$$ where ${\hat{P}}_{S}\left( t \right)$ is subjects' estimate of reward probability associated with the stimulus presented in trial *t*, *f*~*S*~(*t*;*n*~*past*~) is the reward frequency of the stimulus in trial *t* calculated based on the past *n*~*past*~ trials and *f*~*overall*~(*t*;*n*~*past*~) is the overall reward frequency (the average reward frequency across stimuli in a context) on trial *t* calculated based on the past *n*~*past*~ trials.

To make the computational model directly comparable to the regression model, we rewrite [Eq 2](#pbio.3000634.e056){ref-type="disp-formula"}: $${\hat{P}}_{S} = \left( 1 + \tau \right)f_{S} - \tau f_{\mathit{overall}}.$$ The model thus makes the following predictions on the regression coefficients: First, ${\hat{\beta}}_{f_{S}}$ should be positively and significantly different from 0 across all reward probabilities. Second, ${\hat{\beta}}_{f_{S}}$ associated with 50% reward stimuli should be larger than that of the 10% reward and 90% reward stimuli. Third, ${\hat{\beta}}_{f_{overall}}$ associated with the 50% reward stimuli should be negative and its magnitude should be larger than that of the 10% reward and 90% reward stimuli. Finally, ${\hat{\beta}}_{f_{S}}$ should be equal to $\left( {1 - {\hat{\beta}}_{f_{overall}}} \right)$. For each subject and each reward probability separately, we performed the regression analysis in [Eq 3](#pbio.3000634.e064){ref-type="disp-formula"} with *n*~*past*~ ranging from 1 to 30 (the number of trials in a block). We then selected the *n*~*past*~ that best described the data for each subject and each reward probability separately and used the corresponding regression coefficients for further analyses ([Fig 6B and 6C](#pbio.3000634.g006){ref-type="fig"}).

Model fitting and model comparison {#sec045}
----------------------------------

### Computational models {#sec046}

A total of 9 different models---three versions of the URD model, four versions of the DN model, and two versions of the RN model---were fitted to the subjects' average probability estimates and were compared using model comparison statistic (BIC). We also fitted data at the individual-subject level using the same models described below. In addition, we incorporated these models into the Rescorla--Wagner reinforcement-learning model framework and fitted them at the individual-subject level ([S1 Text](#pbio.3000634.s003){ref-type="supplementary-material"}).

The URD model takes the following form, $${\hat{P}}_{S} = f_{S} + {\hat{\sigma}}_{S}\left( {f_{S} - f_{\mathit{overall}}} \right),0 \leq P_{S} \leq 1,$$ as described in [Eq 2](#pbio.3000634.e056){ref-type="disp-formula"}, and we explicitly modeled *τ* by the estimated standard deviation of past reward outcomes $\left( \tau = {\hat{\sigma}}_{S} \right)$. We also fitted versions of the same model with $\tau = {\hat{\sigma}}_{S}^{2}$ ([S4 Fig](#pbio.3000634.s005){ref-type="supplementary-material"}). When fitting the group average data, we used the past 30 trials (the length of a block) to calculate $f_{s},f_{\mathit{overall}},{\hat{\sigma}}_{S}^{2},{\hat{\sigma}}_{S}$. In general, BIC values tended to be very similar after 5 past trials ([S3 Fig](#pbio.3000634.s004){ref-type="supplementary-material"}). When fitting individual-subject data, we fitted each model using different number of past trials (from 1 to 30), selected the number that best described the data and use it to compute the model fits on probability estimates and the BIC values.

To further model the overestimation of small probabilities and underestimation of large probabilities, which we observed in our data set and was also found in the work by Fox and Tversky \[[@pbio.3000634.ref013]\], we used the following equation to model these estimation biases: $${w_{P} = \frac{f_{S}{}^{\gamma}}{\left( {f_{S}{}^{\gamma} + \left( {1 - f_{S}} \right)^{\gamma}} \right)^{1/\gamma}},\gamma > 0},$$ where *w*~*p*~ represents the distorted probability estimate and *γ* the free parameter that captures the nonlinear distortion of probability estimate. Note that when 0\<*γ*\<1, small *f*~*S*~ are overestimated and moderate to large *f*~*S*~ are underestimated. Then the probability estimate is computed by the same principles: $${\hat{P}}_{S} = w_{p} + {\hat{\sigma}}_{S}\left( w_{p} - f_{overall} \right),0 \leq P_{S} \leq 1.$$ [Eq 7](#pbio.3000634.e077){ref-type="disp-formula"} is referred to as URD-*γ*. Finally, in URD-*γ*−*λ*, we modeled loss aversion \[[@pbio.3000634.ref001],[@pbio.3000634.ref011]\] by updating [Eq 7](#pbio.3000634.e077){ref-type="disp-formula"}: $${\hat{P}}_{S} = \left\{ \begin{array}{l}
{w_{P} + {\hat{\sigma}}_{S}\left( {w_{P} - f_{overall}} \right),{if}\ w_{P} - f_{overall} \geq 0} \\
{w_{P} + \lambda{\hat{\sigma}}_{S}\left( {w_{P} - f_{overall}} \right),{if}\ w_{P} - f_{overall} < 0} \\
\end{array} \right\},$$ where *λ* represents the loss-aversion parameter and is strictly greater than 0.

For divisive normalization models, we fit two forms. The first form (DN-1) \[[@pbio.3000634.ref032]\] is $${\hat{P}}_{S} = \frac{a + f_{S}}{b + f_{S} + f_{OS}},$$ where *f*~*OS*~ is the reward frequency of the other stimulus (OS) present in the same context as *f*~*S*~, and *a* and *b* are the free parameters. For example, in the \[10%, 50%\] context, if *f*~*S*~ corresponds to the stimulus carrying 50% chance of reward, then *f*~*OS*~ would be the stimulus carrying 10% reward. The second form (DN-2) \[[@pbio.3000634.ref091]\] is $${\hat{P}}_{S} = \frac{af_{S}}{1 + bf_{overall}}.$$ For both DN-1 and DN-2, we also considered probability weighting such that ${\hat{P}}_{S}$ was transformed using [Eq 6](#pbio.3000634.e076){ref-type="disp-formula"} to become the final probability estimate (DN-1-*γ*,DN-2-*γ*).

The RN model \[[@pbio.3000634.ref032]\] takes the following form: $${\hat{P}}_{S} = \frac{a + f_{S}}{b + \max\left( \left\lbrack {f_{S},f_{OS}} \right\rbrack \right) - \min\left( \left\lbrack {f_{S},f_{OS}} \right\rbrack \right)},0 \leq P_{S} \leq 1,$$ where *a* and *b* are the free parameters. We also considered probability weighting such that ${\hat{P}}_{S}$ was transformed using [Eq 6](#pbio.3000634.e076){ref-type="disp-formula"} to become the final probability estimate (RN-*γ*). In [Table 1](#pbio.3000634.t001){ref-type="table"}, we summarize the 9 different models and their respective free parameters. Note that the parameter *σ*~noise~ ([Eq 12](#pbio.3000634.e089){ref-type="disp-formula"}) is not considered a free parameter of these models. Rather, it is the free parameter for modeling the stochasticity of probability estimate ${\hat{P}}_{S}$ once it is being computed by these models.

10.1371/journal.pbio.3000634.t001

###### Models and their free parameters.

![](pbio.3000634.t001){#pbio.3000634.t001g}

  Model class         Model name   Free parameters
  ------------------- ------------ -----------------
  URD models          URD          none
  URD-*γ*             *γ*          
  URD-*γ*−*λ*         *γ*,*λ*      
  DN models           DN-1, DN-2   *a*, *b*
  DN-1-*γ*,DN-2-*γ*   a, b, *γ*    
  RN models           RN           *a*, *b*
  RN-*γ*              a, b, *γ*    

**Abbreviations:** DN, divisive normalization; RN, range normalization; URD, uncertainty and reference dependent

These models weight past outcomes equally when computing the reward frequency and variance statistics and hence are different from the Rescorla--Wagner reinforcement-learning model framework. We therefore referred to them as the non-Rescorla--Wagner models. We used subjects' probability-estimate data in the fMRI session when fitting non-Rescorla--Wagner models (for both group and individual-subject fitting). When fitting models in the Rescorla--Wagner model framework, we incorporated data from both pre-fMRI and fMRI sessions. We wish to point out that the conclusion of the model fits and model comparison would be the same regardless of whether to include data from pre-fMRI session. Note that for the individual-subject model fitting (both Rescorla--Wagner and non-Rescorla--Wagner model frameworks), in models that required computing either reward frequency statistic or variance statistic, or both, the results shown in [Fig 8](#pbio.3000634.g008){ref-type="fig"} and [S4 Fig](#pbio.3000634.s005){ref-type="supplementary-material"} are based on the number of past trials, for each model separately, that produced the largest value of maximum likelihood across different numbers of past trials (from 1 to 30).

### Maximum-likelihood estimation {#sec047}

We fit the computational models described above to the time-series data of subjects' probability estimates (for fitting group average data, we used the mean probability estimates averaged across all subjects; for fitting individual-subject data, we used the subject's trial-by-trial probability estimates). We did not include trials in which subjects did not give probability estimate in our fitting. We assumed that probability estimate is a Gaussian random variable with mean at ${\hat{P}}_{S}^{model}$ and variance $\sigma_{noise}^{2}$, where ${\hat{P}}_{S}^{model}$ is the model-predicted probability estimate and $\sigma_{noise}^{2}$ is a free parameter. The likelihood function is therefore $$L\left( {{\hat{P}}_{S}^{actual};\Theta_{model},\sigma_{noise}^{2}} \right) = {\prod\limits_{i}^{n}\frac{1}{\sqrt{2\pi\sigma_{noise}^{2}}}}e^{- \frac{{({{\hat{P}}_{S}^{actual}(i) - {\hat{P}}_{S}^{model}(i)})}^{2}}{2\sigma_{noise}^{2}}},$$ where ${\hat{P}}_{S}^{actual}$ is a vector containing the subjects' probability estimates, Θ~model~ represents the set of free parameters in a model, and *n* is the number of total trials evaluated. For example, in the URD model ([Table 1](#pbio.3000634.t001){ref-type="table"}), Θ~model~ is empty because there is no free parameter in it, and therefore there is only one free parameter $\sigma_{noise}^{2}$ to be estimated when fitting URD.

**Model comparison.** When fitting the group average data, for each model separately, we used a nonparametric bootstrap method to reconstruct the distribution of BIC described below, $${BIC} = \ln(n)k - 2\ln(L_{\max}),$$ where *n* represents the number of trials used when fitting a model, *k* represents the number of free parameters (number of parameters in [Table 1](#pbio.3000634.t001){ref-type="table"} plus one for $\sigma_{noise}^{2}$) in the model, and *L*~max~ represents the value of maximum likelihood given by the best-fitting parameters. To statistically compare different models using BIC, we performed nonparametric bootstrapping to estimate the confidence interval of BIC for each model separately. That is, we resampled from the subject pool with replacement 10,000 times to construct 10,000 resampled data set. For each resampled data set, we computed the mean probability estimate (across subjects) associated with each trial in the order. We then fitted the probability estimates with different models and based on the fitting result computed their corresponding BIC. As a result, for each model separately, we obtained a distribution of BIC values, which we used to compute the 95% confidence interval that allowed us to statistically compare between different models.

### Nonparametric bootstrap test {#sec048}

We used nonparametric bootstrap procedure to construct confidence interval for the statistic of interest and test for significance \[[@pbio.3000634.ref041]\] at the *α* = 0.05 level. To do this, we resampled with replacement from all the subjects to construct a resampled data set and use it to compute the statistic of interest (e.g., mean choice probability). We then repeated this procedure for 10,000 times so as to construct the 95% confidence interval of the statistic.

Supporting information {#sec049}
======================

###### Experiment 1: RT data.

Here, we plot the dynamics of mean RT (across subjects) over the course of the experiment (pre-fMRI session and fMRI session) separately for each reward probability in each context. (A) 10% reward. (B) 50% reward. (C) 90% reward. Conventions are the same as [Fig 4](#pbio.3000634.g004){ref-type="fig"}. fMRI, functional magnetic resonance imaging; RT, response time

(TIF)

###### 

Click here for additional data file.

###### Experiment 1: Examining the consistency of context effect across different subgroups of subjects.

It is possible that context effect on the 50% probability estimates ([Fig 4B](#pbio.3000634.g004){ref-type="fig"}) was driven by reward frequency bias in the pre-fMRI session, with 50% reward in the \[10%, 50%\] context (red) having larger reward frequency than that in the \[50%, 90%\] context (blue). To address this issue, we divided subjects into three subgroups according to their experience in the pre-fMRI session and plotted average probability estimates for each subgroup separately. We found context effect consistent with [Fig 4B](#pbio.3000634.g004){ref-type="fig"} across all three subgroups. (A) Subgroup 1 (14 subjects): Subjects who experienced smaller reward frequency when facing the 50% reward stimulus in the \[10%, 50%\] context than the 50% reward stimulus in the \[50%, 90%\] context in the pre-fMRI session. (B) Subgroup 2 (6 subjects): Subjects who experienced the same reward frequency when facing the 50% reward stimuli between \[10%, 50%\] and \[50%, 90%\] contexts. (C) Subgroup 3 (14 subjects): Subjects who experienced larger reward frequency when facing the 50% reward stimulus in the \[10%, 50%\] context than the 50% reward stimulus in the \[50%, 90%\] context. We found that the subjects in all three subgroups showed the context effect consistent with [Fig 4B](#pbio.3000634.g004){ref-type="fig"}. That is, regardless of the subjects' experience in the pre-fMRI session, for 50% reward, they gave larger probability estimates in the \[10%, 50%\] context (red) than in the \[50%, 90%\] context (blue). This suggests that the context effect shown in [Fig 4B](#pbio.3000634.g004){ref-type="fig"} is not because of bias in reward frequency the subjects experienced in the pre-fMRI session. fMRI, functional magnetic resonance imaging

(TIF)

###### 

Click here for additional data file.

###### Fitting computational models for probability estimation in the Rescorla--Wagner reinforcement-learning model framework.

Here, we describe in detail how we fit different computational models for probability estimation in the Rescorla--Wagner reinforcement-learning model framework.

(DOCX)

###### 

Click here for additional data file.

###### Model fitting: Issue on number of past trials.

In the paper, we fit different models to subjects' probability estimates. In one class of models (the non-Rescorla--Wagner model framework), we considered a time window into the past---namely, the number of past trials---when calculating the reward frequency and variance statistics used by the models. In this case, the number of past trials became a free parameter. We found that the model fits---in BIC values---decreased as a function of window length and would vary little after 5 trials into the past. Here, we show BIC values based on fitting group average data plotted against number of past trials considered to compute frequency statistics for model computations. (A) The URD models (9 versions). (B) DN models (6 versions). (C) RN models (4 versions). Model abbreviations are the same as in the main text. In addition, UOS is for a version of URD in which the frequency of overall reward is replaced by the reward frequency of the OS, and URDv is a version of the URD in which the estimated standard deviation of potential outcomes is replaced by the estimated variance of potential outcomes. URD version 2 (ver_2) is a version of URD in which both reward frequency of the stimulus of interest and the overall reward frequency are transformed into probability weight based on the weighting function with free parameter *γ* (gamma; [Eq 6](#pbio.3000634.e076){ref-type="disp-formula"} in "Materials and methods") when computing the probability estimate. BIC, Bayesian information criterion; DN, divisive normalization; OS, the other stimulus present in the same context as the stimulus of interest; RN, range normalization; URD, uncertainty and reference dependent.

(TIF)

###### 

Click here for additional data file.

###### Model-fitting results.

As described in the main text, we fit computational models at both the group and individual-subject levels. When fitting individual-subject data, we considered two model frameworks---the Rescorla--Wagner and the non-Rescorla--Wagner model frameworks. Here, we show model fits from the non-Rescorla--Wagner framework (A--B) and the BICs from both frameworks (C--D). (A--B) Fitting results from the non-Rescorla--Wagner framework. (A) Model fits of DN-1, DN-2, and RN. (B) Model fits of DN-1-*γ*, DN-2-*γ*, and RN-*γ*. (C--D) Model comparison based on BIC. (C) Non-Rescorla--Wagner framework (23 models). (D) Rescorla--Wagner framework (22 models, without RN-1param due to poor convergence). Model abbreviations are the same as in [S3 Fig](#pbio.3000634.s004){ref-type="supplementary-material"}. In addition, version 3 (ver_3) of URD is a version of URD in which loss aversion is performed first before probability weighting, \_wSigma indicates a version of URD in which a free weighting parameter is multiplied with estimated uncertainty (either the standard deviation or variance of potential outcomes) in the URD computation, and \_wGain is a version of URD in which a free weighting parameter is multiplied with the reference-dependent term ${\hat{\sigma}}_{S}\left( {w_{p} - f_{overall}} \right)$ in [Eq 8](#pbio.3000634.e078){ref-type="disp-formula"} in Materials and methods when *w*~*p*~−*f*~*overall*~\>0. BIC, Bayesian information criterion; DN, divisive normalization; RN, range normalization; URD, uncertainty and reference dependent.

(TIF)

###### 

Click here for additional data file.

###### MVPA analysis.

Conventions are the same as in [Fig 9](#pbio.3000634.g009){ref-type="fig"} in the main text. In [Fig 9](#pbio.3000634.g009){ref-type="fig"}, we present MVPA results that excluded one subject's data because she or he had too many missing trials (she or he did not provide probability estimate within two seconds after stimulus onset in 1/3 of the 50% reward trials), making the estimates of BOLD response less reliable compared with other subjects. Here, we show results from including this subject's data in the analysis. As expected, the results are not identical to those shown in [Fig 9](#pbio.3000634.g009){ref-type="fig"}. However, they are similar in the sense that dACC---at both stimulus presentation and reward feedback---represented individual subjects' context effect on probability estimates (S5A, S5B and S5C Fig), VMPFC represented individual subjects' context effect on probability estimates at the time of reward feedback (S5D and S5E Fig), and right IPS represented individual subjects' context effect on probability estimates at the time of stimulus presentation (S5F Fig). BOLD, Blood oxygen level dependent; dACC, dorsal anterior cingulate cortex; IPS, intraparietal sulcus; MVPA, multivoxel pattern analysis; VMPFC, ventromedial prefrontal cortex

(TIF)

###### 

Click here for additional data file.

###### ROI analysis on probability-estimate representations in VMPFC and VS.

To investigate neural representations for probability estimates, we ran a GLM identical to GLM-1 (see the subsection "General linear modeling of BOLD response" in "Materials and methods") with the exception of adding a parametric regressor representing subjects' trial-by-trial probability estimates at the time of stimulus presentation. At the whole-brain level, we did not find regions that significantly correlated with probability estimates. We performed ROI analysis in the VMPFC and VS based on previous meta-analysis papers in value-based decision making and also did not find these ROIs to represent trial-by-trial probability estimates. The ROIs used were identical to those shown in [Fig 10](#pbio.3000634.g010){ref-type="fig"} in the main text. Here, we show results from using sphere masks (radius = 8 mm) centered at the peak coordinates for subjective value in VMPFC (\[x−2, y40, z−6\]) and VS (\[x−8, y8, z−6\]) identified in Clithero and Rangel. The mean beta value was not significantly different from 0 in both ROIs (VS: t = −0.788, df = 33, *p* = 0.437; VMPFC: t = 0.468, df = 33, *p* = 0.643). We also used masks from Bartra and colleagues and did not see the beta value of probability estimate to differ significantly from 0 (VS: t = −0.91, df = 33, *p* = 0.37; VMPFC: t = −0.08, df = 33, *p* = 0.936). In summary, we did not find VMPFC and VS to represent subjects' trial-by-trial probability estimates at the time of stimulus presentation. GLM, general linear model; ROI, region of interest; VMPFC, ventromedial prefrontal cortex; VS, ventral striatum

(TIF)

###### 

Click here for additional data file.

###### PPI analysis.

In this study, we found that dACC represented individual differences in context effect on probability estimates based on MVPA analysis ([Fig 9](#pbio.3000634.g009){ref-type="fig"}). To further examine whether dACC showed task-related functional connectivity with regions shown to represent reward statistics, namely, VS for representing the overall frequency of reward associated with a particular context, we performed the following PPI analysis using dACC as the seed region (sphere mask with 8 mm radius centered at \[x2, y30, z18\]---the voxel with the strongest effect in MVPA analysis). The PPI model implemented two PPI contrasts, one for the interaction between the dACC time series and the onset regressor at the time of stimulus presentation and the other for the interaction between seed time series and onset regressor at the time of reward feedback. These two contrasts allowed us to examine regions that show changes in functional connectivity with dACC at the time of stimulus presentation and at the time of reward feedback separately. The rest of the regressors in the PPI model were identical to GLM-1 (see the subsection "General linear modeling of BOLD response" in "Materials and methods"). We performed ROI analysis in VMPFC and VS based on previous meta-analysis papers in value-based decision making and found that dACC did not show changes in functional connectivity with VS at both time windows but showed decrease in functional connectivity with VMPFC at the time of stimulus presentation. The ROIs used were identical to those shown in [Fig 10](#pbio.3000634.g010){ref-type="fig"}. (A) ROI analysis on PPI contrast at the time of stimulus presentation. The beta value represents the regression coefficient of the PPI contrast. (Left two bars) VS and VMPFC ROIs from Clithero and Rangel: VS: t = −0.327, df = 33, *p* = 0.746; VMPFC: t = −2.094, df = 33, *p* = 0.044. (Right two bars) VS and VMPFC ROIs from Bartra and colleagues: VS: t = −0.335, df = 33, *p* = 0.74; VMPFC: t = −1.93, df = 33, *p* = 0.063. (B) ROI analysis on PPI contrast at the time of reward feedback. The beta value represents the regression coefficient of the PPI contrast. (Left two bars) VS and VMPFC ROIs from Clithero and Rangel: vStr: t = 0.038, df = 33, *p* = 0.97; VMPFC: t = −0.463, df = 33, *p* = 0.646. (Right two bars) VS and VMPFC ROIs from Bartra and colleagues: VS: t = −0.05, df = 33, *p* = 0.96; VMPFC: t = −0.752, df = 33, *p* = 0.457. In summary, we did not find dACC to show significant changes in functional connectivity with VS that represents the overall frequency of reward at both time windows. We did, however, find significant decrease in functional connectivity between dACC and VMPFC at the time of stimulus presentation. dACC, dorsal anterior cingulate cortex; GLM, general linear model; PPI, Psycho-physiologic interaction; MVPA, multivoxel pattern analysis; ROI, region of interest; VMPFC, ventromedial prefrontal cortex; VS, ventral striatum

(TIF)

###### 

Click here for additional data file.

###### Reward-magnitude representations.

Cluster-level inference was performed (familywise error corrected at *p* \< 0.05) using Gaussian random field theory with a cluster-forming threshold *p* \< 0.001 (z \> 3.1).

(DOCX)

###### 

Click here for additional data file.

###### Reward-magnitude representations.

We performed nonparametric permutation test using the TFCE option in randomise (FSL) and performed 5,000 permutations. The *p*-value represents the familywise error corrected *p*-value. FSL, FMRIB software library; TFCE, threshold-free cluster enhancement.

(DOCX)

###### 

Click here for additional data file.

###### Prediction-error representations.

We performed nonparametric permutation test using the TFCE option in randomise (FSL) and performed 5,000 permutations. The *p*-value represents the familywise error corrected *p*-value. FSL, FMRIB software library; TFCE, threshold-free cluster enhancement.

(DOCX)

###### 

Click here for additional data file.

###### Stimulus reward-frequency representations.

We performed nonparametric permutation test using the TFCE option in randomise (FSL) and performed 5,000 permutations. The *p*-value represents the familywise error corrected *p*-value. FSL, FMRIB software library; TFCE, threshold-free cluster enhancement.

(DOCX)

###### 

Click here for additional data file.

We thank Wan-Yu Shih, Chia-Jen Lee and Yi-Ju Liu for their help on data collection.

ACC

:   anterior cingulate cortex

aINS

:   anterior insula

BIC

:   Bayesian information criterion

BOLD

:   Blood oxygen level dependent

dACC

:   dorsal anterior cingulate cortex

DN

:   divisive normalization

fMRI

:   functional magnetic resonance imaging

GLM

:   general linear model

IPS

:   intraparietal sulcus

LOSO

:   leave one subject out

MAG

:   magnitude of reward outcome

MVPA

:   multivoxel pattern analysis

OFC

:   orbitofrontal cortex

RN

:   range normalization

ROI

:   region of interest

RPE

:   reward prediction error

RT

:   response time

SVR

:   support vector regression

URD

:   uncertainty and reference dependent

VMPFC

:   ventromedial prefrontal cortex

VS

:   ventral striatum
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Dear Dr Wu,

Thank you very much for submitting your manuscript \"Context effect on probability estimation\" for consideration as a Research Article at PLOS Biology. Your manuscript has been evaluated by the PLOS Biology editors, by an Academic Editor with relevant expertise, and by three independent reviewers.

In light of the reviews (below), we will not be able to accept the current version of the manuscript, but we would welcome resubmission of a much-revised version that takes into account the reviewers\' comments. We cannot make any decision about publication until we have seen the revised manuscript and your response to the reviewers\' comments. Your revised manuscript is also likely to be sent for further evaluation by the reviewers.

Your revisions should address the specific points made by each reviewer. As you will see, they have requested a series of additional analyses that we think, together with the Academic Editor, you should perform. In addition, reviewer 1 and reviewer 3 think that extra data collection might be needed to strengthen your conclusions. We have also discussed these recommendations with the Academic Editor and think that for a successful revision, you should provide these additional data.
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Before you revise your manuscript, please review the following PLOS policy and formatting requirements checklist PDF: <http://journals.plos.org/plosbiology/s/file?id=9411/plos-biology-formatting-checklist.pdf>. It is helpful if you format your revision according to our requirements - should your paper subsequently be accepted, this will save time at the acceptance stage.

Please note that as a condition of publication PLOS\' data policy (<http://journals.plos.org/plosbiology/s/data-availability>) requires that you make available all data used to draw the conclusions arrived at in your manuscript. If you have not already done so, you must include any data used in your manuscript either in appropriate repositories, within the body of the manuscript, or as supporting information (N.B. this includes any numerical values that were used to generate graphs, histograms etc.). For an example see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

For manuscripts submitted on or after 1st July 2019, we require the original, uncropped and minimally adjusted images supporting all blot and gel results reported in an article\'s figures or Supporting Information files. We will require these files before a manuscript can be accepted so please prepare them now, if you have not already uploaded them. Please carefully read our guidelines for how to prepare and upload this data: <https://journals.plos.org/plosbiology/s/figures#loc-blot-and-gel-reporting-requirements>.

Upon resubmission, the editors will assess your revision and if the editors and Academic Editor feel that the revised manuscript remains appropriate for the journal, we will send the manuscript for re-review. We aim to consult the same Academic Editor and reviewers for revised manuscripts but may consult others if needed.

We expect to receive your revised manuscript within two months. Please email us (<plosbiology@plos.org>) to discuss this if you have any questions or concerns, or would like to request an extension. At this stage, your manuscript remains formally under active consideration at our journal; please notify us by email if you do not wish to submit a revision and instead wish to pursue publication elsewhere, so that we may end consideration of the manuscript at PLOS Biology.

When you are ready to submit a revised version of your manuscript, please go to <https://www.editorialmanager.com/pbiology/> and log in as an Author. Click the link labelled \'Submissions Needing Revision\' where you will find your submission record.

Thank you again for your submission to our journal. We hope that our editorial process has been constructive thus far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Gabriel Gasque, Ph.D.,

Senior Editor
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Reviewer remarks:

Reviewer \#1: This paper looks at context effects in probability learning. They find that, particularly for uncertain options, a context of higher probability (compared to lower) alternatives decreases the perceived probability (and vice versa). This is a relatively new area in neuroscience in which there has not been that much work. However, one notable study -- Palminteri et al. (2015) ('contextual modulation of value signals in reward and punishment learning') - is quite similar in key aspects: the study also shows that probabilities are perceived differently depending on the context of the other alternatives being present and identified vmPFC and dmPFC/dACC as related to this phenomenon. What is conceptually new here is that the authors show that contextual effects are stronger for stimuli about which there is more uncertainty (though potentially an additional control experiment may be needed to rule out alternative explanations). Furthermore, the present study is very thoroughly done; in particular it is noteworthy that first, the behavioural results are replicated in a second sample. Second, results are shown both in a model-based and model-free framework, meaning that small arguments about how the models were specified do not affect the general value of the finding. Third, results are shown in terms of ratings as well as choices post-task, highlighting the robustness of the effect.

Major comments:

Introduction/Discussion

1\. Palminteri et al. (2015) is only mentioned in passing. However, this study actually appears to be quite similar to the present one -- both in terms of behavioural and neural effects - and that should be acknowledged and discussed

Results - behaviour

2\. The authors highlight the role of uncertainty to explain the differences between the conditions where they find strongest effects (50%) and where they don't (10% and 90%). However, it is also the case that the most certain options (i.e. 10% and 90%) are at the same time also those that are on the boundary of the rating scales. An alternative approach would be to use 'noisy magnitudes' (e.g. a stimulus is associated with reward drawn from a standard deviation with mean 50 points and with a standard deviation of 10 points). In this case, noisiness could be manipulated without approaching the boundary of the rating scale. If the authors want to reinforce the point about uncertainty, I would recommend collecting an additional behavioural sample with this manipulation of the task.

3\. Modelling: the authors use as comparison model one adapted from Louie et al. (divisive normalization). I have several questions about this:

a\. Why does this model show an asymmetry in what it predicts for the 10% and 90% stimuli?

b\. It seems that the authors have adapted the equation -- i.e. they use Ps=(a+fs)/(b+fs+fOS), rather than in e.g. Khaw et al. (2017) P=a\*fs/(1+b\*fOverall). Why?

c\. I could not quite figure this out, but it might be relevant to consider literature on the 'base rate' phenomenon in a Bayesian framework (e.g. see Koehler (1996)). I have wondered whether participants somehow might think that an outcome is the result of a stimulus and the base rate of outcomes in that context. However, this is only a suggestion and authors can ignore this.

4\. Modelling: it appears from the methods (section Model fitting and model comparison\> Maximum-likelihood estimation) that instead of fitting each person's data, the model was fit on the average across participants. This is highly unusual and there is some data to suggest that this approach does not capture the real behaviour that well (Ahn et al., 2013). I would suggest that the authors either fit each person separately or that they use a hierarchical framework (e.g. can be done in the free software 'Stan', see Carpenter et al. (2017). These models should then be also used for model comparison.

5\. Modelling: why do you use fs/foverall as a non-weighted sum of past trials, rather than the more typical Rescoral-Wagner weighted effect? Can you show by replacing e.g. fs in the regression by the past trial outcomes that in fact they are weighted equally?

6\. Modelling: referring to table 4 (list of free parameters in models), it appears that the divisive normalization models did not allow for gamma (as in equation 6), i.e. over/underweighting of probabilities. By looking at figure 6, it appears that the uncertainty models particularly provide a better model fit when this gamma (or 'wp' in figure 6) is included. What happens if it is also included in the range normalization or divisize normalization models, are these then in fact the best performing models? I am asking this as it appears that in terms of BIC (so already correcting for the number of free parameters quite stringently), the range normalization/divisive normalization models are very similar to the uncertainty weighted models that don't include gamma either.

7\. Simulations: please include simulations in the supplement that show how well individual differences in behaviour can be recovered from data (see e.g. Melinscak and Bach (2019)). Also show to what extend the behavioural measure delta P (figure 7) correlates with the model parameters. As an aside please also explain why this is used instead of the model parameter? I assume it was done because the model was not fitted to each person individually?

8\. Data in figure 2: is the average made over the whole task, or only e.g. for the second half, when participants have already learnt? This appears relevant as if the effects get stronger with time (as they appear to do according to figure 4), a clearer picture for the 10% and 90% stimulus might emerge by only using later trials?

FMRI:

9\. In figure 8 A-C it appears that there is no representation of the stimulus value in vmPFC. This seems pretty surprising given previous studies. Is it maybe because the regressor used to measure this was fs, rather than e.g. reward probability from a Rescorla-Wagner type model or the participant's subsequent rating, which should maybe give the clearest prediction of a participant's current value estimate. If that was the case, as follow-up analyses could be done similar to figure 5 in Palminteri et al. (2015) that use model-comparison to look at the context effects

10\. Figure 8 -- are only 'positive effects'/ activations considered? E.g. commonly dACC is found to activate with inverse value at time of decision.

Minor comments:

\- Figure 8, it would be helpful if for each contrasts (lacking e.g. for D) it was stated explicitly where this was time locked to (rating or outcome).

\- Modeling: one feature of the proposed model I am not quite sure about: for a given trial, the model computes the probability estimate (PS) based on fs , foverall with a weight tau. And in a Rescorla Wagner framework, one would think that this is then stored for future computation. However, it seems that in the framework proposed here, series of outcomes are stored accurately, but then only skewed when one retrieves them to make a decision. If that is the assumption, it would be nice to discuss the rationale for this more.

\- Figure 2, the figure would be easier to read if in A the y-axis was probability

\- FMRI: The authors find no difference between the contrasts for the stimuli in the different contexts. One complementary analysis would be analogous to Palminteri et al. where they first identified ROIs based on coding probability (see comments above) and then test in these with model-comparison whether probabilities derived from either model better explain the neural activity
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Reviewer \#2: This is a very interesting paper using mathematical modeling combined with multivariate fMRI to study context effects in probability estimation. As the authors note, there is a growing, but controversial, literature on context effects in valuation, but this paper tackles the other half of the decision-making problem by focusing on probabilities. The authors use a simple but elegant design to present participants with three probabilities (10%, 50%, and 90%) in two different contexts (paired with the other two probabilities). They demonstrate that these pairings produce repulsion effects, in particular for 50%, where 50% is judged as being higher probability when it is paired with 10% vs. 90%. Importantly, the authors go on to show that this distortion in probability estimates carries over to a later binary choice task, biasing participants incentivized choices. As an added bonus, the authors replicate these effects in a second replication experiment. The behavioral effects are striking and an important finding on their own. The authors go on to argue that these effects are best explained by a simple reference-point model, and that they cannot be explained by normalization models from the context-effects-in-valuation literature. Finally, the authors show that the dACC correlates with these behavioral distortions, both at stimulus presentation and at feedback, while the vmpfc does so only at feedback. Also, the temporal cortex tracks the stimulus probability, while the ventral striatum and fusiform track the overall probability within a context; these variables appear to be important for generating the overall probability estimations generated by the participants.

I think that these are important, interesting, and novel findings. To rigorously test the authors' proposed model, I would have liked to have seen an experimental design with more than 3 probabilities and 2 levels of uncertainty, but I think that this can be left to future work. I don't see the precise formulation or validation of the model as a critical element of the paper. The paper puts forth a sensible model and shows that it outperforms other existing (or related) models. If the authors can clarify a few things about their analyses and results, I would be happy to endorse publication.

Introduction:

Page 6: I don't really understand this "second hypothesis" the way it is written. Please revise. In particular, what does this mean: "potential context effects in probability estimation that are unique to valuation and thus points to neural systems dissociable from valuation."?

Why is there no mention of striatum in the introduction, especially since it plays an important role in the results?

What does tracking recent and distant reward history have to do with probability, in terms of justifying looking at the dACC?

Results:

For 10% and 90% what are the fractions of participants who show the expected effect (as you show with 50%)? It looks like there might be a couple of substantial outliers here.

For Figure 3, t-tests seem inappropriate since these choice probabilities are not normally distributed. I might suggest a non-parametric test like Mann-Whitney. (Essential)

It seems important to show that participants' behavior in the fMRI task correlates with their choice bias in the post-fMRI task. (Essential)

In Fig. 4B it looks like the 50% paired with 10% was in fact better early on during pre-fMRI than the one paired with 90%. Could the authors sub-sample their participants in such a way that this is not the case, and then still show the behavioral effect? The control experiment helps, but it would be nice to unambiguously see the effect in both experiments.

What did you expect to see in the response times? Without a clear hypothesis, these results seem better suited to the supplements.

Control experiment: Why so few participants? Given that the effects at 90% and 10% were previously borderline, I would have expected a slightly larger experiment here, especially given that it is purely behavioral. Also, where are the statistics for the probability estimates? (Essential)

Doesn't the model make an even stronger prediction, which is that the coefficient on f_s should be the coefficient on -f_overall, plus one? (This actually appears to be roughly true in Fig. 6B). Can the authors formally test this? And shouldn't the authors be testing that tau is indeed close to sigma? Does the model fit improve with a flexible tau?

Fig. 6C caption - there is a repeat here of UncRef-var-wp. Also, I would suggest trying to come up with better names or acronyms for these models, rather than these awkward labels.

I'm not sure that I would bother including the normalization fits in the main text. Without more background, these won't make sense to most readers. Perhaps it could just be a discussion point instead and you could point to results in the supplements? I leave this up to the authors though.

Figure 7 - something needs to be noted here regarding "voodoo correlations". While these correlations are significant, their magnitude is certainly inflated due to the fact you are looking at the peak correlations from many many tests. One potential way to get around this issue, would be to identify the best voxels using one measure (delta_p) and then only use those voxels to rerun the analysis using the other behavioral measure (i.e. the choice bias in the post-fMRI task). Or vice-versa. (Essential)

On p.23 you repeat the same results twice. You describe the correlations with f_s and f_overall, then do so again.

The results on reward prediction errors seem to come out of nowhere. It would be useful to briefly explain why you did these analyses. I assume that it was to show that you had enough power to detect probability effects, if they were there?

Did you test if reward prediction errors were better explained with vs. without the observed context effects?

Discussion:

If f_s is really represented in temporal cortex activity, why don't participants just report that? Why combine it with f_overall? In other words, if there is an unbiased measure of the stimulus probability, why aren\'t participants reporting it?

Methods:

What does it mean that "the order of \[the visual stimuli\] presentation was randomized for each block separately"? Were the blocks randomly ordered or not? It seems they were in the fMRI session, but what about pre-fMRI? (Essential)

Was there any incentivization for the guessing task?

In Model 1 why interact PE with MAG? How did you define PE?

Is there a citation for this particular type of permutation test, or did you come up with it yourselves? (Essential)

It seems arbitrary to use the last 10 trials to model f and sigma. Why this measure and not the true values, the observed values, or some RL-like version?

Reviewer \#3: This interesting manuscript describes an fMRI study testing whether probability estimations and related choices are affected by context, in comparable ways as valuation processes are. In 2 behavioral experiments, the authors show that participants' probability estimates for a given series of cue-related reward outcomes were indeed systematically biased by the overall probability of reward (manipulated by differing reward probabilities for a second cue presented in the same experimental block). This bias was strongest for intermediate probabilities (50%) and appeared well captured by a new computational model that the authors systematically test against other competing models derived from the valuation literature. Analysis of the fMRI data acquired during one of the experiments showed that the context effects were reflected in multi-voxel activity patterns in the ACC and vmPFC, and that the strength of these neural context effects correlated across participants with the strength of the behavioral context effects. The authors conclude that the vmPFC may constitute a shared neural substrate underlying both probability estimation and valuation and that context may affect both these processes.

I enjoyed reading this manuscript: It addresses an interesting and relevant question with an innovative experimental approach; the research methods are sophisticated and generally applied in a sound way; the results are reasonably clear-cut; and the manuscript is well-written and provides interesting discussion. However, there are several issues with the motivation, experimental design, procedures, and results that the authors should address to render their manuscript more conclusive and balanced.

\(1\) The authors focus in their ROI analyses on the OFC/vMPFC and ACC, based on the previous literature. However, it is not clear to the reader whether these are really the only two areas that could be expected to be involved in probability coding, based on a truly a-priori review of the literature on probability coding. Off the top of my head, I would have expected also the anterior insula and the IPS to be consistently found in such studies, but there may be even more areas. To prevent the impression of "post-hoc" hypotheses, and to counteract possible bias, the authors should go over pertinent meta-analyses and test all the ROIs suggested by the prior literature to be involved in probability coding. Reporting these analyses is valuable even if they yield null results.

\(2\) The authors find that context effects are strongest for 50% probability, compared to 10% and 90%. The formal model suggests that this differential effect reflects different levels of outcome uncertainty. However, a convincing test of this quantitative hypothesis would require many more probabilities than just the somewhat special cases of 50% and two values at the very extreme ends of the scale (10% and 90%): We know that the latter two probabilities are perceived in distorted ways; moreover, there are ceiling and floor effects that may affect estimations. I do like the new model proposed by the authors and I appreciate the careful model comparisons, but the dataset is not rich enough to fully test the quantitative predictions afforded by the model. Ideally, the authors would conduct a control experiment that also includes intermediate probabilities (say 30% and 70%) for which no strong perceptual distortions have been reported but that nevertheless differ in outcome uncertainty from the special case of 50%. At the very least, the authors should discuss this caveat to not give the impression that all predictions of their interesting new model have been tested by the somewhat restricted experimental design.

\(3\) In the fMRI experiment, the authors chose to have a category boundary at 50%, meaning that a perceived probability of 50% forces subjects to choose whether to opt for the higher or the lower response category. The authors show in a behavioral control experiment that this probably did not cause their behavioral effects, but the neuroimaging data may still be affected by it. This is particularly worrisome as the ACC is known to be involved in situations with response conflicts such as those present in the scenario described above (one probability being associated with two competing responses). The authors should discuss this caveat, perhaps focusing on why specifics of the activity patterns they observe (anatomical location, involvement in different stages of the design) support the view that response conflict is less likely to explain their results than their alternative proposal.

\(4\) The authors constructed different sequences of reward events by random draws from distributions with the desired mean probability. This strategy is good in controlling for many things; however, it invariably means that different participants saw different sequences and were exposed to actual frequencies that differed from the desired target frequency. The authors account for this property of their design in the model they build and in some of their analyses, but not in all of them. For instance, for the analyses presented in Figure 2, were the individual probability estimates correlated with the actual frequencies experienced by each individual? Likewise, how were the effects in presented in Figure 3 correlated with individual frequencies? The authors should present these analyses to convince the reader that their model accurately explains each individual's frequency perceptions, not just the average tendency in the pooled data.

\(5\) The authors state that the ventral striatum (VS) codes outcome magnitude and refer to Table 2, but this table does not contain the VS?

\(6\) The authors fit the model with a moving window extending over the last 10 trials. How did they select this number? Are their results robust to different window lengths?

\(7\) On page 9, the authors write: "We found significant context effect on probability estimate when reward probability was 50%, but not at 10% (t=1.9419, df=33, p=0.0607) or 90% (t=1.9441, df=33, p=0.0605)." Are these statistics for the analyses of the data acquired for these two probabilities? In that case, I do not think that p-values of p=0.06 provide convincing evidence that there is no context effect. The authors should show that the effects are significantly stronger for 50% than for the two other probabilities, in direct statistical comparisons of these effects.

\(8\) The authors present the context effects on neural probability representations (in dACC and vmPFC) and the neural representation of contex (in VS and temporal areas) in isolation, even though these representations should be linked if their model and interpretation is correct. Please report whether the strength of these two sets of effects indeed correlates across subjects as would be expected. The authors may also consider conducting connectivity analyses to analyse how the information is shared between these two sets of regions (but such new analyses are clearly optional and not required for their results to stand).

\(9\) The manuscript is unclear as to whether the authors used cluster- or voxel-level inference. I suspect the former given that they mention a cluster-forming threshold, but this should be stated explicitly. Moreover, the authors should ensure they properly account for the problems associated with some types of cluster-level inference as highlighted in Eklund et al 2016 PNAS.

\(10\) On Page 33, the authors write: "It reflects that seeing a stimulus with intermediate probability of reward like 0.5 feels better when the other stimulus present in the context is much worse than 0.5 than when the other stimulus carries a much better chance of reward." What is the evidence for these presumed feelings? The authors either need to present this or refrain from inferring on feelings based on fMRI data alone.

10.1371/journal.pbio.3000634.r003
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7 Jan 2020

Dear Dr Wu,

Thank you for submitting your revised Research Article entitled \"Context effect on probability estimation\" for publication in PLOS Biology. I have now discussed your revision with the Academic Editor, and I\'m delighted to let you know that we\'re now editorially satisfied with your manuscript.

However before we can formally accept your paper and consider it \"in press\", we also need to ensure that your article conforms to our guidelines. A member of our team will be in touch shortly with a set of requests. As we can\'t proceed until these requirements are met, your swift response will help prevent delays to publication. Please also make sure to address the data and other policy-related requests noted at the end of this email.

\*Copyediting\*

Upon acceptance of your article, your final files will be copyedited and typeset into the final PDF. While you will have an opportunity to review these files as proofs, PLOS will only permit corrections to spelling or significant scientific errors. Therefore, please take this final revision time to assess and make any remaining major changes to your manuscript.

NOTE: If Supporting Information files are included with your article, note that these are not copyedited and will be published as they are submitted. Please ensure that these files are legible and of high quality (at least 300 dpi) in an easily accessible file format. For this reason, please be aware that any references listed in an SI file will not be indexed. For more information, see our Supporting Information guidelines:

<https://journals.plos.org/plosbiology/s/supporting-information>

\*Published Peer Review History\*

Please note that you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out. Please see here for more details:

<https://blogs.plos.org/plos/2019/05/plos-journals-now-open-for-published-peer-review/>

\*Early Version\*

Please note that an uncorrected proof of your manuscript will be published online ahead of the final version, unless you opted out when submitting your manuscript. If, for any reason, you do not want an earlier version of your manuscript published online, uncheck the box. Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us as soon as possible if you or your institution is planning to press release the article.

\*Protocols deposition\*

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <https://journals.plos.org/plosbiology/s/submission-guidelines#loc-materials-and-methods>

\*Submitting Your Revision\*

To submit your revision, please go to <https://www.editorialmanager.com/pbiology/> and log in as an Author. Click the link labelled \'Submissions Needing Revision\' to find your submission record. Your revised submission must include a cover letter, a Response to Reviewers file that provides a detailed response to the reviewers\' comments (if applicable), and a track-changes file indicating any changes that you have made to the manuscript.

Please do not hesitate to contact me should you have any questions.

Sincerely,

Gabriel Gasque, Ph.D.,

Senior Editor

PLOS Biology

\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\--

ETHICS STATEMENT:

The Ethics Statements in the submission form and Methods section of your manuscript should match verbatim. Please ensure that any changes are made to both versions.

\-- Please indicate if your protocols approved by the Taipei Veteran General Hospital IRB were conducted according to the principles expressed in the Declaration of Helsinki or any other national or international regulations/guidelines.

\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\--

DATA POLICY:

\-- Please also ensure that the figure legends in your manuscript include information on where the underlying data can be found, and ensure your supplemental data file/s has a legend.

\-- Please annotate your data and code files in <https://osf.io/48j7m> sufficiently, so they can be directly linked to each of the figures displaying quantitative data. You can do this by providing a detailed ReadMe file

\--Please ensure that your Data Statement in the submission system accurately describes where your data can be found.
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Dear Dr Wu,

On behalf of my colleagues and the Academic Editor, Matthew Rushworth, I am pleased to inform you that we will be delighted to publish your Research Article in PLOS Biology.

The files will now enter our production system. You will receive a copyedited version of the manuscript, along with your figures for a final review. You will be given two business days to review and approve the copyedit. Then, within a week, you will receive a PDF proof of your typeset article. You will have two days to review the PDF and make any final corrections. If there is a chance that you\'ll be unavailable during the copy editing/proof review period, please provide us with contact details of one of the other authors whom you nominate to handle these stages on your behalf. This will ensure that any requested corrections reach the production department in time for publication.

Early Version

The version of your manuscript submitted at the copyedit stage will be posted online ahead of the final proof version, unless you have already opted out of the process. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

PRESS

We frequently collaborate with press offices. If your institution or institutions have a press office, please notify them about your upcoming paper at this point, to enable them to help maximise its impact. If the press office is planning to promote your findings, we would be grateful if they could coordinate with <biologypress@plos.org>. If you have not yet opted out of the early version process, we ask that you notify us immediately of any press plans so that we may do so on your behalf.

We also ask that you take this opportunity to read our Embargo Policy regarding the discussion, promotion and media coverage of work that is yet to be published by PLOS. As your manuscript is not yet published, it is bound by the conditions of our Embargo Policy. Please be aware that this policy is in place both to ensure that any press coverage of your article is fully substantiated and to provide a direct link between such coverage and the published work. For full details of our Embargo Policy, please visit <http://www.plos.org/about/media-inquiries/embargo-policy/>.

Thank you again for submitting your manuscript to PLOS Biology and for your support of Open Access publishing. Please do not hesitate to contact me if I can provide any assistance during the production process.

Kind regards,

Alice Musson

Publication Assistant,

PLOS Biology

on behalf of

Gabriel Gasque,

Senior Editor

PLOS Biology
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