A fundamental notion of decision-theoretic rough sets is the concept of loss functions, which provides a powerful tool of calculating a pair of thresholds for making a decision with a minimum cost. In this paper, time-dependent loss functions which are variations of the time are of interest because such functions are frequently encountered in practical situations, we present the relationship between the pair of thresholds and loss functions satisfying time-dependent uniform distributions and normal processes in light of bayesian decision procedure. Subsequently, with the aid of bayesian decision procedure, we provide the relationship between the pair of thresholds and loss functions which are time-dependent interval sets and fuzzy numbers. Finally, we employ several examples to illustrate that how to calculate the thresholds for making a decision by using time-dependent loss functions-based decision-theoretic rough sets.
Introduction
Rough set theory, proposed by Pawlak [20] in 1982, is a powerful mathematical tool to deal with uncertainty, imprecise or incomplete knowledge for information systems. But the condition of the equivalence relation in Pawlak's model is so strict that limits its applications. To generalize Pawlak's rough sets, researchers have presented various kinds of probabilistic rough sets (PRS) such as decision-theoretic rough sets (DTRS) [8, 9, 17, [21] [22] [23] [24] [25] 27] , bayesian rough sets (BRS) [19, 26] and game-theoretic rough sets (GTRS) [1, 2] for solving practical problems. To date, probabilistic rough set models have been successfully applied to many fields such as data mining, email spam filtering, investment management and web support.
for the sixth egg: bad and good. If we crack a good egg into the bowl, then an omelet with six eggs is prepared for breakfast. If we crack a bad egg into the bowl, then five eggs will be lost. If the price of an egg is 1 unit now, then the loss is five units. If the price of an egg is 1.2 unit tomorrow, then the loss is 6 units. Clearly, the loss is the variation of the time since the price of an egg is varying with the time. If the bad egg is cracked into another bowl, then the loss is to wash one more bowl, and the expense of washing a bowel is also varying with the time. Furthermore, loss functions are not only variations of time but also satisfied some distributions such as uniform distributions, normal processes, interval sets and fuzzy numbers simultaneously. Therefore, it is urgent to further study time-dependent loss functions for making a decision by using three-way decision-theory.
The purpose of this paper is to further investigate time-dependent loss functions-based DTRS. Section 2 introduces the basic principles of DTRS. Section 3 calculates the values of thresholds when loss functions are satisfied time-dependent uniform distributions and normal processes. Section 4 is devoting to studying the relationship between the values of thresholds and loss functions which are time-dependent interval sets. Section 5 presents the relationship between the values of thresholds and loss functions which are time-dependent fuzzy numbers. The conclusion comes in Section 6.
Current research on DTRS
In this section, we review some concepts of decision-theoretic rough sets.
Suppose S = (U, A, V, f ) is an information system, ∀X ⊆ U and 0 ≤ β ≤ α ≤ 1, the (α, β)− probabilistic lower and upper approximations of X are defined as follows: apr (α,β) (X) = {x ∈ U : P(X| [x] ) ≥ α}; apr (α,β) (X) = {x ∈ U : P(X| [x] ) > β},
| is the conditional probability of an object x belonging to X when the object is described by its equivalence class [x] . On the basis of (α, β)− probabilistic lower and upper approximation operators, we have the (α, β)− probabilistic positive, boundary and negative regions as follows:
POS (α,β) (X) = apr (α,β) (X) = {x ∈ U : P(X| [x] ) ≥ α}; BND (α,β) (X) = apr (α,β) (X) − apr (α,β) (X) = {x ∈ U : β < P(X| [x] ) < α}; NEG (α,β) (X) = U − apr (α,β) (X) = {x ∈ U : P(X| [x] ) ≤ β}.
In DTRS, rules from the positive region are used for making a decision of acceptance, rules from the negative region are used for making a decision of rejection, and rules from the boundary region are used for making a decision of deferment. In practical situations, it is hard to acquire the values of the parameters α and β since they are subjective.
To determine the pair of thresholds objectively, Yao [24] proposed decision-theoretic rough sets by combining bayesian decision theory with PRS. Concretely, decision-theoretic rough sets model contains 2 states (Ω = {X, ¬X}) and 3 actions (A = {a P , a B , a N }), where X and ¬X indicate that an object is in X and not in X, respectively, and a P , a B and a N denote three actions in classifying an object x into POS (X), BND(X) and NEG(X), respectively. In Table 1 , λ PP , λ BP and λ NP denote losses of taking actions of a P , a B and a N , respectively, when an object belongs to X; λ PN , λ BN and λ NN denote losses of taking actions of a P , a B and a N , respectively, when an object belongs to ¬X. 
decision procedure suggests the following minimum-cost decision rules:
In practice, loss functions are variations of the time, and it is of interest to study the relationship between the thresholds and time-dependent loss functions.
Time-dependent uniform distributions and normal processes-based DTRS
In this section, we investigate DTRS when loss functions are satisfied time-dependent uniform distributions and normal processes.
For a random variable X, there are two common probability density functions
Then X are said to be satisfied uniform distribution on [a, b] and normal process which is satisfied mathematical expectations µ and variance σ 2 , respectively, denoted as X ∼ U(a, b), and X ∼ U(µ, σ 2 ), where a, b, µ and σ are constants. In practice, the probability density functions are varying with time, and there is a need to study DTRS when loss functions are satisfied time-dependent probability density functions.
Time-dependent uniform distributions-based DTRS
In this subsection, we introduce the concept of time-dependent uniform distribution for DTRS.
Definition 3.1 Let X(t) be a variation of the time t, and the probability density function of X(t) is
f (x, t) =        1 b(t)−a(t) , if a(t) ≤ x ≤ b(t); 0, otherwise.
Then X(t) is said to be satisfied time-dependent uniform distribution on [a(t), b(t)], denoted as X(t) ∼

U(a(t), b(t)).
In what follows, we employ Table 2 to illustrate a time-dependent loss function, where λ PP (t), λ BP (t), λ NP (t), λ PN (t), λ BN (t) and λ NN (t) are varying with the time. In Table 2 , λ PP (t), λ BP (t) and λ NP (t) denote losses of taking actions of a P , a B and a N , respectively, when an object belongs to X; λ PN (t), λ BN (t) and λ NN (t) denote losses of taking actions of a P , a B and a N , respectively, when an object belongs to ¬X.
Subsequently, we discuss DTRS when loss function is satisfied time-dependent uniform distributions. 
Then we have the following rules:
, where
;
.
and t ∈ T , we have
By taking
we have the expected losses R(
) associated with taking the individual actions for an object x and t ∈ T as follows:
The bayesian decision procedure suggests the local minimum-cost decision rules:
we have α(t) and β(t) as follows:
On the basis of α(t) and β(t), we simplify the rules as follows:
In the following, we employ an example to illustrate that how to compute α(t) and β(t) by using a loss function.
By Theorem 3.2, we have
α(t) = λ PN (t) − λ BN (t) λ PN (t) − λ BN (t) + λ BP (t) − λ PP (t) = t + 11 4t + 14 ; β(t) = λ BN (t) − λ NN (t) λ BN (t) − λ NN (t) + λ NP (t) − λ BP (t) = 2t + 6 3t + 12 .
Normal processes-based DTRS
In this subsection, we introduce the concept of normal processes for DTRS.
Definition 3.4 Let X(t) be a variation of the time t, the probability density function of X(t) is
f (x, µ(t), σ 2 (t)) = 1 σ(t) √ 2π e − (x−µ(t)) 2 2σ 2 (t) .
Then X(t) is called a normal process which is satisfied mathematical expectations µ(t) and variance σ 2 (t), denoted as X(t) ∼ U(µ(t), σ 2 (t)).
In [15] , Liu et al. discussed DTRS when loss functions are satisfied normal distributions, and there is a need to study DTRS when loss functions are satisfied normal processes.
In what follows, we discuss DTRS when loss functions are satisfied normal processes. Suppose loss functions in decision-theoretic rough set theory are satisfied normal processes as follows:
for loss function and suppose
) associated with taking the individual actions for an object x and t ∈ T are shown as follows:
we take the values of α(t) and β(t) as follows:
Concretely, on the basis of α min (t), α max (t), β min (t) and β max (t), we have the following results:
where
By using the thresholds α(t) and β(t), we simplify the rules as follows:
4n 2 ). Then we have
Consequently, we compute the thresholds α(t) and β(t) when loss functions are two special cases as follows.
(
On the basis of the above results, we have that α 1 (t), α 2 (t) ∈ [max{α min (t), 0}, min{α max (t), 1}] and
Time-dependent interval sets-based DTRS
In this section, we discuss DTRS when loss functions are time-dependent interval sets. Firstly, we present the concept of time-dependent interval sets for DTRS.
Definition 4.1 Let λ(t) = [a(t), b(t)], where a(t) and b(t) are variations of the time t, then λ(t) is called a time-dependent interval set.
In what follows, we employ Table 3 to illustrate loss functions which are time-dependent interval sets. 
In N |[x] ) as-sociated with taking the individual actions for an object x and t ∈ T are shown as follows:
we simplify the rules as follows:
On the other hand, λ max PP (t), λ max BP (t), λ max NP (t), λ max PN (t), λ max BN (t) and λ max NN (t) are upper bounds of timedependent interval sets in Table 3 . We have the expected losses R pes ( 
associated with taking the individual actions for an object x and t ∈ T as follows:
Example 4.3 Let λ PP
. Then we have
In general, by taking λ
we have the expected losses R(a P |[x]), R(a B |[x]) and R(a N |[x]
Theorem 4.4 Let
, 1}];
, 1}].
It implies that
It follows that
Obviously, we have
Therefore,
Time-dependent fuzzy numbers-based DTRS
In this section, we investigate DTRS when loss functions are time-dependent fuzzy numbers. We introduce the concepts of time-dependent fuzzy numbers and cut sets for DTRS.
Definition 5.1 Let µ A(t) be a mapping from U to
[0, 1] such as µ A(t) : U −→ [0, 1] : x −→ µ A(t) , where t ∈ T , µ A(t)
is the membership function of A(t), µ A(t) (x) is the membership degree of x to A(t), denoted as
A(t) = {(x, µ A(t) (x))|x ∈ U},
then A(t) is called a time-dependent fuzzy number.
Example 5.2 Let A(t) be a time-dependent fuzzy number, where A(t)
By Definition 5.1, we have that
µ A(t) (t + 1) = 1 − 1 t 2 and µ A(t) (2t 2 + 1) = 1 − 2 2t+1 .
Definition 5.3 Let A(t) ∈ F(X), ∀η(t) ∈ [0, 1], where t ∈ T , then
(1) A η (t) = {x|x ∈ U, µ A(t) ≥ η(t)} is referred to as a η(t)-cut set of A(t); 
)} is referred to as a strong η(t)-cut set of A(t).
Example 5.4 Let A(t) be a time-dependent fuzzy number, where A(t)
and
In what follows, we employ Table 4 to illustrate loss functions which are time-dependent fuzzy numbers. Table 4 : Time-dependent fuzzy loss function.
In Table 4 , λ η PP (t), λ η BP (t), λ η NP (t), λ η PN (t), λ η BN (t) and λ η NN (t) are time-dependent fuzzy numbers.
Below, we discuss DTRS when loss functions are the lower and upper bounds of time-dependent fuzzy numbers.
On one hand,
and NN L η (t) denote the lower bounds of timedependent fuzzy numbers in Table 4 . We have the expected losses
. Example 5.5 Let λ PP (t), λ BP (t), λ NP (t), λ NN (t), λ BN (t) and λ PN (t) be shown as follows:
Consequently, we have
On the other hand,
and NN U η (t) denote the upper bounds of time-dependent fuzzy numbers in Table 4 . We show the expected losses R pes (a P |[x]), R pes (a B |[x]) and R pes (a N |[x]) associated with taking the individual actions for an object x and t ∈ T as follows:
we simplify the rules as follows: 
In general, by taking
with taking the individual actions for an object x and t ∈ T as follows:
On the basis of the above results, we have the following theorem for DTRS when loss functions are time-dependent fuzzy numbers.
It implies that
. Therefore,
Conclusions
Many researchers have focused on investigations of loss functions in DTRS. In this paper, we have investigated DTRS when loss functions are satisfied time-dependent uniform distributions and normal processes. Furthermore, we have studied DTRS when loss functions are time-dependent interval sets. Consequently, we have investigated DTRS when loss functions are time-dependent fuzzy numbers. Finally, we have employed several examples to illustrate that how to make decisions by using time-dependent loss functions-based DTRS.
There are still many interesting topics deserving further investigations on DTRS. For example, there are many types of loss functions which are satisfied stochastic processes, and it is of interest to investigate time-dependent loss functions-based DTRS. In the future, we will further investigate time-dependent loss functions and discuss the application of DTRS in knowledge discovery.
