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1. Introduction
In this paper we study the Krull dimension of solvable groups. We show that the Krull dimension
is ﬁnite for a wide class of solvable groups, including polycyclic groups, free solvable groups of ﬁnite
rank, and iterated wreath products of free abelian groups of ﬁnite rank. Free solvable groups and
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study these and similar groups we introduce a new class of solvable groups, termed rigid groups.
The Diophantine geometry in rigid groups is tractable and the Krull dimension is ﬁnite. Furthermore,
our approach gives numerical estimates on the Krull dimension of a rigid group G in terms of some
natural algebraic invariants of G . Along the way we lay down foundations of dimension theory in
groups, tying down Krull, Zariski, and projective dimensions altogether. As a bi-product we describe
algebraic structure of limits of rigid groups G in Gromov’s topology, i.e., fully residually G-groups.
Dimension is one of the fundamental notions in geometry and topology, while its algebraic coun-
terpart, the Krull dimension, plays an equally fundamental roll in commutative algebra and algebraic
geometry. The classical theory of topological dimension goes back to the works of Poincare and
Brouwer. Now there are several different notions of dimension of a topological space, among which
the Menger dimension and the Lebesgue covering dimension are the most familiar ones (see [25,33] for
details). In algebraic geometry the typical topological spaces are Noetherian, in which case the notion
of Zariski dimension arises naturally [23,42,14] and gives the dimension of irreducible varieties in
aﬃne spaces. In general, all these dimensions are different, though in many cases they coincide. Here
we approach groups via algebraic or Diophantine geometry over groups (see [2,32] for details), so our
primary concern is the Zariski dimension. It turns out that for a group G the Zariski topology on Gn
(for each n) is Noetherian if and only if the group G is equationally Noetherian, i.e., every system of
equations in ﬁnitely many variables and coeﬃcients from G is equivalent in G to a ﬁnite subsystem of
itself [2]. This result gives a convenient tool to approach Zariski topology in groups in a pure algebraic
way. During the last several years the class of equationally Noetherian groups was intensively studied,
many groups appeared to be in this class: linear groups [8,20,2], hyperbolic groups [41], some inter-
esting classes of solvable groups (including free solvable groups) [21]. This opens the way to study
the Zariski dimension in these groups.
On the algebraic side it was known already in the beginning of the twenties century that the
Zariski dimension of a variety Y in an aﬃne space over a ﬁeld k equals to the transcendence degree
of the ﬁeld of the rational functions on Y over k. In 1940’s Krull introduced a new type of a dimen-
sion (now known as the Krull dimension) in an arbitrary ring R as the supremum of the heights of
prime ideals of R , and showed that for the coordinate algebras A(Y ) of irreducible aﬃne varieties
Y the new dimension is equal to the Zariski one for Y . Nowadays the Krull dimension is one of the
fundamental notions in ring theory, we refer to [14] for a comprehensive treatment of the Krull di-
mension. In this paper by analogy with commutative algebra we introduce a notion of a prime ideal
in a group, which generalizes the one from [2], and deﬁne a Krull dimension, which is more easier to
deal with in the algebraic context than the Zariski dimension. Bringing algebra and geometry together
we prove that the Zariski dimension of an algebraic irreducible set Y in Gn is equal to the Krull di-
mension of the coordinate group Γ (Y ). We use the Krull dimension in our treatment of dimension
in solvable groups, but in a slightly different, though equivalent form, that is especially suitable in
the context of combinatorial group theory. This variation corresponds to the dimension of algebraic
sets deﬁned by equations without coeﬃcients. In algebraic terms it can be described as the projective
dimension (quotient height) of a group G , which is the supremum of the lengths of chains of proper
epimorphism of groups G = G1 → G2 → ·· · → Gk+1, where Gi are universally equivalent to G .
Krull dimension is one of the crucial numerical invariants of groups. Computing the dimension in
a given group is a hard task, so concrete results are scarce here. To mention a few, observe, ﬁrst, that
for a free abelian group A the Zariski dimension of An is equal to n. Polycyclic groups provide another
example of groups with ﬁnite Zariski or Krull dimension. Recall, that a polycyclic group G is linear,
hence the Zariski topology on Gn is Noetherian for each n [2]. If G is torsion-free then the Krull
dimension of G is ﬁnite and bounded from above by the Hirsch length of G (see Proposition 3.6),
which is the number of inﬁnite cyclic factors in a polycyclic series of G (it does not depend on
the series). However, the precise values of the Krull dimension for torsion-free polycyclic groups are
unknown. Finitely generated metabelian groups are also equationally Noetherian [2], so the Zariski
dimension is well deﬁned in such groups. In a pioneering paper [39] Remeslennikov and Timoshenko
calculated the projective dimension of some metabelian groups, including free metabelian groups
of ﬁnite rank and wreath products of free abelian groups of ﬁnite rank. This rests on a thorough
study of groups that satisfy all universal sentences of the theory of free metabelian groups (called u-
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[34,36,37].
In this paper we introduce a new class of solvable groups, termed rigid groups, where the Krull di-
mension (as well as the projective dimension) is ﬁnite. The class of rigid groups contains free solvable
groups and iterated wreath products of torsion-free abelian groups. Furthermore, we give numerical
estimates of the dimensions involved. Along the way we describe the algebraic structure of groups
universally equivalent to a given rigid group. In particular, we show that these groups are again rigid.
The uniﬁcation theorem mentioned above implies that the coordinate groups of irreducible va-
rieties in rigid groups are also rigid, as well as the limits of rigid groups in the Gromov–Hausdorff
topology [16], see also [15], and more details in [10,11]. Notice, that the limit groups of free groups
(known also as fully residually free groups, or freely discriminated groups, or ω-residually free groups)
played a crucial part in a recent solution of the Tarski problems [27,40], now they are one of the most
actively studied classes of groups in geometric and combinatorial group theory (see, for example,
[5–7,17–19,9] and the bibliography there). The place of rigid groups in the theory of solvable groups
is quite similar to the one of the limit groups in the class of all groups. It seems plausible that our
approach to rigid groups could be used to develop a theory of limit groups in the category of solvable
groups.
2. Irreducible algebraic sets and their coordinate groups
In this section we discuss some basic notions on irreducible algebraic sets in groups and refer to
papers [2,32] for details.
Let G be a group and F (X) a free group with basis X = {x1, x2, . . . , xn}. By G[X] = G ∗ F (X) we
denote a free product of G and F (X). If s ∈ G[X] then the formal expression s = 1 is called an equation
over G , more generally, for S ⊂ G[X] the expression S = 1 is called a system of equations over G .
In an equation s = 1 (or a system S = 1) the element s, as an element of the free product G[X],
can be written as a product of some elements from X ∪ X−1, termed variables, and some elements
from G , termed constants. To indicate variables in a system S = 1 we sometimes write S(X) = 1. If
s ∈ G[X] and g1, . . . , gn ∈ G then by s(g1, . . . , gn) we denote the element of G obtained from s by
replacing each xi by gi , i = 1, . . . ,n. A solution of the system S(X) = 1 in G is a tuple of elements
(g1, . . . , gn) ∈ Gn such that s(g1, . . . , gn) = 1 for every s ∈ S .
The set VG(S) (or simply V (S)) of all solutions of the system S(X) = 1 is called an algebraic
subset in Gn . Two systems S(X) = 1 and T (X) = 1 are equivalent in G if VG(S) = VG(T ). There exists
the largest (relative to inclusion) subset R(S) ⊆ G[X] such that the system R(S) = 1 is equivalent to
S(X) = 1:
R(S) = { f ∈ G[X] ∣∣ f (g1, . . . , gn) = 1 ∀(g1, . . . , gn) ∈ VG(S)},
which is termed the radical of S . Clearly, R(S) is a normal subgroup of G[X]. Notice that if VG(S) = ∅,
then R(S) = G[X]. Sometimes the following notation is in use. If Y is an algebraic set in Gn then the
set
I(Y ) = { f ∈ G[X] ∣∣ f (a) = 1 ∀a ∈ Y }
is a normal subgroup of G[X], moreover, if Y = VG(S) then I(Y ) = R(S).
The quotient group Γ (Y ) = G[X]/I(Y ) is the coordinate group of an algebraic set Y ⊆ Gn . If Y =
V (S) then, sometimes, we refer to the coordinate group Γ (Y ) as to GR(S) = G[X]/R(S). It is not
hard to show that if Y is a non-empty algebraic set then G ∩ I(Y ) = 1, so the group G canonically
embeds into the coordinate group Γ (Y ). Notice, that every solution (g1, . . . , gn) of S(X) = 1 in G can
be described as a homomorphism φ : GR(S) → G such that φ(xi) = gi , i = 1, . . . ,n, and φ(g) = g for
g ∈ G . The converse is also true.
It is convenient to study coordinate groups in the framework of G-groups. A G-group is an arbitrary
group with a distinguished subgroup isomorphic to G . Most of the basic group-theoretic notions make
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homomorphism if gφ = g for every g ∈ G; G-subgroups of H are subgroups containing the subgroup
G , etc. It is easy to see that the free product G[X] = G ∗ F (X) is a free object in the category of G-
groups (with G-homomorphisms as the morphisms). A G-group H is termed ﬁnitely generated G-group
if there exists a ﬁnite subset A ⊂ H such that the set G ∪ A generates H . From now on when we refer
to the coordinate group Γ (Y ) for Y = ∅, we assume that the distinguished subgroup is the image of G
under the canonical embedding G → Γ (Y ) described above. In this terminology, the set of solutions
of S(X) = 1 in G can be described as the set of G-homomorphisms from G/R(S) onto G . We refer
to [2] for a general discussion on G-groups.
Recall that a group G is equationally Noetherian [2,32,3] if for any ﬁnite set X any system of equa-
tions from G[X] is equivalent over G to some ﬁnite part of itself. Equationally Noetherian groups
enjoy properties similar to Noetherian rings. Among the most interesting examples of equationally
Noetherian groups we would like to mention the following ones: linear groups over Noetherian rings
(in particular, free groups, polycyclic groups, ﬁnitely generated metabelian groups) [8,20,2], torsion-
free hyperbolic groups [41], and free solvable groups [21]. It has been shown in [2] that a group G is
equationally Noetherian if and only if for every n the Zariski topology on Gn is Noetherian, i.e., every
proper descending chain of closed sets in Gn is ﬁnite. Recall that the Zariski topology on Gn is deﬁned
by taking the algebraic sets as a pre-basis of closed sets.
It is easy to see that if the Zariski topology is Noetherian then every closed set V in Gn is a ﬁnite
union of irreducible pair-wise distinct closed subsets (called irreducible components of V ):
V = V1 ∪ · · · ∪ Vm.
Under requirement Vi  V j for j = j the components of V are uniquely determined. Recall that
a closed subset in Gn is irreducible if it is not a union of two closed proper subsets.
To formulate the principal result on the coordinate groups of irreducible algebraic sets we need
a few deﬁnitions.
A G-group H is termed G-discriminated by G if for any ﬁnite subset K ⊆ H there exists a G-
homomorphism φ : H → G such that the restriction of φ on K is injective. If the condition above
holds only for singletons K then the group H is called G-separated by G . Sometimes, we omit G and
say that H is discriminated by G .
Let L be the group theory language, consisting of a binary operation · (multiplication), a unary
operation −1 (inversion), and a constant symbol 1 (the identity). By LG we denote the extended lan-
guage L∪ {cg | g ∈ G, g = 1} where all non-trivial elements from G are added to L as new constants.
We say that two G-groups H and L are G-universally equivalent (G-existentially equivalent) if they sat-
isfy the same universal (existential) ﬁrst-order sentences in the language LG . Similar deﬁnitions apply
in the case of rings, or any other category of algebraic structures.
Theorem 2.1. (See [2,32].) Let G be an equationally Noetherian group. Then for a ﬁnitely generated G-group
H the following conditions are equivalent:
1) H is G-universally equivalent to G;
2) H is G-existentially equivalent to G;
3) H G-embeds into an ultrapower of G;
4) H is G-discriminated by G;
5) H is the coordinate group of an irreducible algebraic set over G deﬁned by a system of equations with
coeﬃcients in G.
3. Krull dimension in groups
In this section we discuss the Krull dimension in groups.
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supremum of the natural numbers k such that there exists a chain
Z0 ⊂ Z1 ⊂ · · · ⊂ Zk
of distinct irreducible non-empty closed subsets of T . This dimension is also known as the Zariski
dimension (see, for example, [43,24]) or the combinatorial dimension [31]. In this paper we call it
Zariski dimension.
If G is an equationally Noetherian group then an algebraic subset Y of Gn is a Noetherian topo-
logical space in the Zariski topology induced from Gn , so its Zariski dimension is well deﬁned. We
say that an equationally Noetherian group G has a ﬁnite Zariski dimension if for every n the Zariski
dimension of Gn is ﬁnite.
One of the classical results in algebraic geometry relates the Zariski dimension of an aﬃne alge-
braic set Y with the Krull dimension of the coordinate algebra of Y . Namely, let k be an algebraically
closed ﬁeld and k[X] the k-algebra of polynomials in variables X = {x1, x2, . . . , xn} and coeﬃcients
in k. A subset S ⊆ k[X] deﬁnes an aﬃne algebraic set
V (S) = {a ∈ kn ∣∣ f (a) = 0 for all a ∈ V (S)}.
By Hilbert Basis theorem the Zariski topology on the aﬃne space kn (with algebraic sets as closed sub-
sets) is Noetherian, so the Zariski dimension of Y = V (S) is well deﬁned (and ﬁnite). The coordinate
algebra A(Y ) of an algebraic set Y ⊆ kn is the quotient k[X]/I(Y ), where
I(Y ) = { f ∈ k[X] ∣∣ f (a) = 0 for all a ∈ Y }
is an ideal in k[X] (denoted also by R(S)). The crucial result tying the geometric and algebraic view-
points on dimension states that the Zariski dimension of Y is equal to the Krull dimension of A(Y ).
Here, the Krull dimension of a commutative unitary ring A is the supremum of all natural numbers k
such that exists a chain
p0 ⊂ p1 ⊂ · · · ⊂ pk
of distinct prime ideals in A. We refer to [14] for details on Krull dimension.
It turns out that a similar result holds in the group case as well. The corresponding notion of
a prime ideal in a G-group was introduced in [2]. Here we use another, more general deﬁnition,
which coincides with the original one for all groups discussed in [2]. To explain we digress ﬁrst into
commutative algebra.
It is easy to see that (in the notation above) the ideal R(S) has a special property, it is the inter-
section of the kernels of all k-homomorphisms φ : k[X] → k such that φ(S) = 0. The ideal p in k[X]
is called a radical ideal or closed ideal if p = R(p). By Hilbert Nullstellensatz
R(p) = { f ∈ k[X] ∣∣ f n ∈ p for some positive integer n},
so every prime ideal p of k[X] is radical and the algebraic set V (p) is irreducible. The converse is also
true, namely, if V (S) is an irreducible algebraic set then the ideal R(S) is prime. It follows that in the
case when k is algebraically closed an ideal p of k[X] is prime if and only if the k-algebra k[X]/p is
k-discriminated by k. Indeed, assume p is prime and y1, . . . , ym are elements of k[X]  p, then their
product u = y1, . . . , ym is also not in p. Since p = R(p) there exists φ : k[X] → k such that φ(p) = 0
and φ(u) = 0, so φ factors through k[X]/p and φ(yi) = 0 for each i. To prove the converse observe,
that if k[X]/p is k-discriminated by k and u, v ∈ k[X]/p are non-zero elements with uv = 0 then
there is a k-homomorphism φ : k[X]/p → k such that φ(u) = 0, φ(v) = 0. But then φ(u)φ(v) = 0 –
contradiction with k being a ﬁeld.
In general (when k is not necessary algebraically closed), k[X]/p is discriminated by k if and only if
the ideal p is prime and radical. This characterization of prime and radical ideals holds for an arbitrary
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ideal p of A which is the intersection of the kernels of all k-homomorphisms φ : A → k such that
φ(p) = 0.
Now it is clear how one can introduce the notion of prime radical ideals in groups. We say that
a normal subgroup N of a G-group H is an ideal in H if N ∩ G = 1. An ideal N is prime radical, or just
prime, if H/N , as a G-group, is G-discriminated by G .
Lemma 3.1. Let G be an equationally Noetherian group, X = {x1, x2, . . . , xn} a ﬁnite set of variables, and p an
ideal in G[X]. Then the algebraic set VG(p) is irreducible if and only if R(p) is a prime ideal in G[X].
Proof. Follows immediately from Theorem 2.1. 
Now, analogously to the classical case we deﬁne the Krull dimension K dimG(H) of a G-group H as
the supremum of all natural numbers k such that exists a chain
p0 ⊂ p1 ⊂ · · · ⊂ pk
of distinct prime ideals in H .
Proposition 3.2. Let G be an equationally Noetherian group. If Y is an algebraic subset of Gn then the Zariski
dimension of Y is equal to the Krull dimension K dimG(H) of its coordinate group Γ (Y ).
Proof. Straightforward from Lemma 3.1. 
It is convenient to introduce another dimension. Let H be a G-group discriminated by G . The
projective dimension (or the quotient height) pdG(H) of G is the supremum of all natural numbers k
such that exists a chain
H = H0 → H1 → ·· · → Hk = G
of proper G-epimorphisms of G-groups discriminated by G . If the group H is not G-discriminated
by G , then the projective dimension pdG(H) is deﬁned as the supremum of projective dimensions of
quotients of H which are G-discriminated by G .
Proposition 3.3. Let G be a group and H a ﬁnitely generated G-group G-discriminated by G. Then the Krull
dimension of H is equal to the projective dimension of H.
Proof. Straightforward from deﬁnitions. 
Now we introduce one more variation of dimension which is suitable for combinatorial group
theory. This variation corresponds to the dimensions of algebraic sets deﬁned by equations without
coeﬃcients. To explain we look again at the deﬁnitions in the case of G-groups: if an ideal N of
a G-group H is prime then H/N is G-discriminated by G . Notice, that in this case G is obviously
G-discriminated by H/N (by the canonical embedding G → H/N), so G and H/N are mutually G-
discriminating each other. In terms of logic the former condition (G G-discriminates H/N) implies
that H/N satisﬁes all the universal sentences of group theory language LG that hold in G , the so-
called the universal theory Th∀,G(G); while the latter one implies that G and H/N satisfy exactly the
same universal sentences, i.e., Th∀,G(G) = Th∀,G(H/N). If the group G is equationally Noetherian and
the group H is ﬁnitely generated over G then the converse is also true, so if Th∀,G(G) = Th∀,G(H/N)
then G and H/N G-discriminate each other. This shows that in general there are two possible def-
initions of a prime ideal, one – in terms of discrimination, and the other – in terms of universal
2820 A. Myasnikov, N. Romanovskiy / Journal of Algebra 324 (2010) 2814–2831equivalence. In the coeﬃcient-free case there is an extra possibility, one may either require the mu-
tual discrimination (universal equivalence) of groups at hands or does not. In fact, these discrepancy
explains two different types of dimensions discussed in [39].
Now we are in a position to deﬁne Krull dimension of an abstract group H . We formulate it in
terms of the projective dimension pd(H), which is equal to the supremum of the lengths k of chains
of proper epimorphism of groups
H = H1 → H2 → ·· · → Hk+1,
where Hi and H mutually discriminate each other (without coeﬃcients) i = 1, . . . ,k + 1. One can
also consider a weaker property when in the deﬁnition above mutual discrimination is replaced by
universal equivalence (which is implied by the mutual discrimination). Since in this paper we consider
only the case of equationally Noetherian ﬁnitely generated groups (or G-groups) then for us the both
deﬁnitions are equivalent.
Remark 3.4. Let H be a G-group G-discriminated by G . Then pdG(H) pd(H).
Now we show some known examples of groups with ﬁnite Krull dimension. For an abelian group
G the rank rank(G) is deﬁned as the cardinality of a maximal linearly independent set of elements
in G .
Lemma 3.5. Let G be a free abelian group of rank n. Then pd(G) = n.
Proof. Notice, that any two torsion-free abelian groups are universally equivalent [44]. This implies
that an ideal N  G is prime if and only if G/N is torsion-free (i.e., N is a direct factor of G), hence
the result. 
Recall that a group G is polycyclic if it has a ﬁnite subnormal series (called a polycyclic series)
G = G1 G2 · · · Gk  Gk+1 = 1
with cyclic quotients Gi/Gi+1, i = 1, . . . ,k. The number h(G) of inﬁnite cyclic quotients in a polycyclic
series of G does not depend on the series, it is called the Hirsch length of G . Recall that polycyclic
groups are linear, so the Zariski dimension is well deﬁned, and the Krull dimension, as well as the
projective dimension, can be equivalently deﬁned using the mutual discrimination or the universal
equivalence.
Proposition 3.6. Let G be a torsion-free polycyclic group then pd(G) h(G).
Proof. In the proof we use some known facts on polycyclic groups, all of them can be found in [26].
Observe ﬁrst, that if a group G/N is universally equivalent to G then H = G/N is torsion-free and
polycyclic. In this event H has a polycyclic series
H = H1 H2 · · · Hk  Hk+1 = 1
with all the quotients Hi/Hi+1 inﬁnite cyclic. Taking the full pre-images of the subgroups Hi in G
under the canonical projection G → G/N gives a series
G = G1 G2 · · · Gk  Gk+1 = N > 1
in G with the quotients Gi/Gi+1 inﬁnite cyclic. The group N is also polycyclic as a subgroup of G .
Hence combining the series above with the polycyclic series
N = N1 N2 · · · Nm  Nm+1 = 1
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It follows that h(G)  h(G/N). Hence the quotient length of G cannot exceed its Hirsch length, as
claimed. 
If M is a free metabelian group of ﬁnite rank n then the projective dimension pd(M) of M is ﬁnite
and its precise value is computed in [39]. In the same paper the projective dimension of a discrete
wreath product Wn,m of two free abelian groups of ranks m and n was computed. This shows that
the Krull dimensions of M and Wn,m are ﬁnite.
In the case of free or hyperbolic groups much less is known. If F is a free group then the Zariski
dimension of F 1 is equal to 2 [1,29,13]. This gives the Krull dimension of the free product F [X]
(viewed as an F -group), where X has cardinality one.
4. Matrix splittings over a subgroup
In this section we introduce some notation and prove several facts that are in use throughout the
paper. Some of the facts are known in folklore, but we add them to make the paper self contained.
Let G be a group and x, y ∈ G . We denote by xy = y−1xy the conjugation of x by y, and by [x, y]
the commutator x−1 y−1xy of x and y.
Recall, that if C is an abelian normal subgroup of G then G acts by conjugation on C and this
action turns C into a right module over the group ring Z[G/C]. Namely, for an element u =m1h¯1 +
· · · +mkh¯k ∈ Z[G/C], where mi ∈ Z, h¯i = hiC ∈ G/C , hi ∈ G , the right action of u on c ∈ C is deﬁned
(in the exponential notation) by
cu = (ch1)m1 . . . (chk)mk .
Recall, that a right module T over a ring R has no R-torsion if for any x ∈ T and r ∈ R if xr = 0 then
either r = 0 or x= 0.
Lemma 4.1. Let G be a group, C an abelian normal subgroup of G, B = G/C and −− : G → B the canonical
epimorphism. Then there exists a right ZB-module D and a monomorphism λ : G → M(G) from G into the
group of matrices
M(G) =
(
B 0
D 1
)
,
such that for g ∈ G
gλ =
(
g¯ 0
d(g) 1
)
,
where d(g) ∈ D, and the following conditions hold:
1) the module D is generated by d(g), g ∈ G;
2) the map d(g) → g¯ − 1 extends to an epimorphism of ZB-modules
σ : D → (B − 1) · ZB,
where (B − 1) · ZB is the fundamental ideal of the group ring ZB, viewed as ZB-module;
3) kerσ = d(C).
2822 A. Myasnikov, N. Romanovskiy / Journal of Algebra 324 (2010) 2814–2831Proof. Let G = F/N1 and B = F/N2 be presentations of the groups G and B , where F = F (X) is a free
group with basis X = {xi | i ∈ I}. Denote the generators xiN1 of G by gi and the generators xiN2 of B
by bi , i ∈ I . Let T be a right free ZB-module with basis {ti | i ∈ I} and
ψ : T → (B − 1) · ZB
a module epimorphism which is deﬁned by tiψ = bi − 1, so (∑ tiui)ψ =∑(bi − 1)ui .
In [30] Magnus showed that the map
xi →
(
bi 0
ti 1
)
, i ∈ I,
deﬁnes a group homomorphism (Magnus homomorphism)
ϕ : F →
(
B 0
T 1
)
,
with the kernel kerϕ = [N2,N2] (see also books [4,22]), so kerϕ = [N2,N2]  N1  N2. Remeslen-
nikov and Sokolov proved in [38] that
(N2)ϕ =
(
1 0
U 1
)
,
where U = kerψ . It follows that
(N1)ϕ =
(
1 0
U1 1
)
,
for some submodule U1 of U . This implies that ϕ induces an embedding λ of G into the following
matrix group, where D = T /U1:
(
B 0
D 1
)
.
Clearly, the image of C under this embedding is equal to
(
1 0
U/U1 1
)
,
so it may be identiﬁed with the module U/U1.
The epimorphism ψ induces an epimorphism σ : D → (B −1) · Z B with the kernel C . By construc-
tion one has d(gi)σ = bi − 1 = g¯i − 1 for the generators gi of G , which implies that d(g)σ = g¯ − 1
for all g ∈ G . Indeed, computing the image (uv)ϕ for u, v ∈ F one gets d(uv) = d(u)v¯ + d(v), hence
d(uv)σ = (d(u)v¯ + d(v))σ = (u¯ − 1)v¯ + (v¯ − 1) = uv − 1, as claimed. This proves the lemma. 
In the situation above the group M(G), together with the embedding λ : G → M(G), is called a ma-
trix splitting (or splitting) of G over C . The following result shows that such splittings are essentially
unique.
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over C is unique up to an isomorphism. Namely, if
λ1 : G → M1(G) =
(
B 0
D1 1
)
is another splitting of G over C with
gλ1 =
(
g¯ 0
d1(g) 1
)
, g ∈ G,
then the map d(g) → d1(g), g ∈ G, determines an isomorphism of modules τ : D → D1,which, together with
the identity map B → B, gives rise to an isomorphism of the matrix splittings
(
B 0
D 1
)
→
(
B 0
D1 1
)
.
Proof. We use notation from Lemma 4.1. Let
λ1 : G → M1(G) =
(
B 0
D1 1
)
be another splitting of G over C . By deﬁnition the module D1 is generated by the set {d1(gi) | i ∈ I}.
Hence the module homomorphism δ : T → D1 that extends the map ti → d1(gi), i ∈ I , determines an
epimorphism of groups
(
B 0
T 1
)
→
(
B 0
D1 1
)
.
The subgroup
N1ϕ =
(
1 0
U1 1
)

(
B 0
T 1
)
is in the kernel of this epimorphism, hence U1  ker δ. Therefore, δ induces a module epimorphism
τ : D = T /U1 → D1 and a group epimorphism
(
B 0
D 1
)
→
(
B 0
D1 1
)
.
By construction d(g)τ = d1(g), g ∈ G. It remains to show that τ is an isomorphism. From the con-
ditions on the splittings we have two module epimorphisms σ : D → (B − 1) · ZB and σ1 : D1 →
(B − 1) · ZB such that d(g)σ = g¯ − 1, and d1(g)σ1 = g¯ − 1, for any g ∈ G , and such that the following
diagram
D
σ
τ
D1
σ1
(B − 1) · ZB id (B − 1) · ZB
2824 A. Myasnikov, N. Romanovskiy / Journal of Algebra 324 (2010) 2814–2831is commutative. Since the restriction of τ onto kerσ ∼= C gives an isomorphism kerσ → kerσ1 the
epimorphism τ is injective, as claimed. 
The following result easily follows from Lemma 4.1.
Lemma 4.3. Let
λ : G →
(
B 0
D 1
)
be a splitting of G over C . For a subgroup A  G denote by A¯ its image in B and by D(A) the ZA-submodule
of D generated by d(a), a ∈ A. Then the restriction λA of λ onto A gives a splitting
λA : A →
(
A¯ 0
D(A) 1
)
of A over C ∩ A.
Recall, that if M is a right module without torsion over a (right) Ore domain R then the rank
rankRM of M is deﬁned as the cardinality of a maximal system of linearly independent over R ele-
ments in M . This notion is well deﬁned, indeed, the ring R embeds into its ring of (right) fractions
K = K (R) which is a division ring. Since the R-module M has no R-torsion it embeds into its tensor
completion V = M ⊗R K , which is a vector space over K . It is not hard to see that rankR M = dimK V ,
which is well deﬁned.
Lemma 4.4. Let G be a group generated by a ﬁnite set of elements {g1, . . . , gm}, C an abelian normal subgroup
of a group G, and B = G/C = 1. Suppose that the group ringZB is an Ore domain and C, viewed asZB-module
does not have torsion. Then the following hold:
1) If
λ : G →
(
B 0
D 1
)
is a splitting of G over C , then the module D has no ZB-torsion and rank D = rankC + 1m.
2) The group G embeds into a wreath product An  B, where An is a free abelian group of rank n = rank D.
Proof. To prove 1) notice, ﬁrst, that the module D is generated by the set {d(g1), . . . ,d(gm)} (this
comes from the homomorphism λ), so rank D m. By Lemma 4.1 the quotient D/C is isomorphic to
(B − 1) · Z B . Clearly, (B − 1) · Z B has rank 1 over ZB (as an ideal of ZB) and it is torsion free since
ZB does not have zero divisors. It follows that D also is torsion free (as an extension of a torsion free
module C by a torsion free module D/C ) and rank D = rankC + 1, which proves the statement 1).
To show 2) denote n = rank D . Since ZB is a right (and also left) Ore domain one can embed ZB
into its right ring of fractions K , which is a division ring. In this case the module D embeds into the
right vector space V = D ⊗ZB K over K . Clearly, dim V = n. Let {e1, . . . , en} be a basis of V . One can
express the generators {d(g1), . . . ,d(gm)} of D as linear combinations of the elements of the basis:
d(g1) = e1α11 + · · · + enα1n,
. . .
d(gm) = e1αm1 + · · · + enαmn.
A. Myasnikov, N. Romanovskiy / Journal of Algebra 324 (2010) 2814–2831 2825Notice, that K is also a left ring of fractions of ZB (since ZB is also a left Ore domain), therefore there
exists a non-zero element u ∈ ZB such that αi j = u−1vij , for suitable vij ∈ ZB . Clearly, the module D
lies in a free ZB-module T with basis {t1 = e1u−1, . . . , tn = enu−1}. In this event the group G embeds
into the group of matrices
(
B 0
T 1
)
,
which is isomorphic to a wreath product of a free abelian group of rank n and the group B . 
5. Rigid solvable groups
The derived (or commutator) subgroup [G,G] of G is denoted by G ′ or G(1) . The n-th derived
subgroup G(n) is deﬁned by induction as G(n+1) = [G(n),G(n)], where G(0) = G . The group G is solvable
of class c  1 if G(c) = 1, but G(c−1) = 1.
Deﬁnition 5.1. A series of normal subgroups of G
G = G1 > G2 > · · · > Gn > Gn+1 = 1 (1)
is called principal if the factors Gi/Gi+1 are abelian groups which do not have torsion as Z[G/Gi]-
modules, i = 1, . . . ,n.
Deﬁnition 5.2. Groups with principal series are called rigid.
It follows immediately from the deﬁnition that for a rigid group G with a principal series (1) the
group G/Gi also has a principal series
G/Gi > G2/Gi > · · · > Gi−1/Gi > Gi/Gi = 1.
This allows one to use induction on the length n of the principal series in a rigid group G .
Lemma 5.3. Let G be a rigid group with a principal series (1). Then
1) Gi  G(i−1) for i = 1, . . . ,n+ 1;
2) G(i−1)  Gi+1 for i = 1, . . . ,n.
In particular, the solvability class of G is equal exactly to n.
Proof. 1) is the standard fact on solvable groups.
To show 2) we prove ﬁrst that G(n−1)  Gn+1 = 1. By induction on n (arguing for the group G/Gn)
we may assume that G(n−2)  Gn . Let a ∈ G(n−2) \ Gn and b ∈ Gn,b = 1. Then 1 = ba−1 = bab−1 =
b−1ba = [b,a] ∈ G(n−2) . Therefore, 1 = b(a−1)2 = (ba−1)a−1 = [b,a]a−1 = [b,a,a] ∈ [Gn−2,Gn−2] =
G(n−1) . Hence, G(n−1) = 1, as claimed. Now, the inequality G(i−1)  Gi+1 for an arbitrary i = 1, . . . ,n
follows from the argument above applied to the group G/Gi+1. 
Sometimes we refer to n-solvable rigid groups as to n-rigid groups.
Lemma 5.4. Let G be a rigid group with a principal series (1). Then the following holds for every i = 1, . . . ,n:
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Gi =
{
x ∈ G ∣∣ [x, gi, gi+1, . . . , gn] = 1}.
2) Gi =
{
x ∈ G ∣∣ [x,G(i−1),G(i), . . . ,G(n−1)]= 1}.
Proof. We prove by induction on i that 1) and 2) hold for Gn−i . Let i = 0. Since Gn is abelian
Gn ⊆ CG(gn). To show the converse inclusion assume that x ∈ CG(gn)  Gn . Then gx−1n = [g, x] = 1 –
contradiction with no Z[G/Gn]-torsion in Gn . Therefore, Gn = CG(gn) Now by Lemma 5.3 G(n−1)  Gn
and G(n−1) = 1, so Gn = CG(G(n−1)). This proves the base of induction. Suppose now the state-
ments 1) and 2) hold for i and consider the rigid group G/Gn−i . The argument above shows that
Gn−i−1 = {x ∈ G | [x, gn−i−1] ∈ Gn−i}. Therefore,
x ∈ Gn−i−1 ⇐⇒ [x, gn−i−1] ∈ Gn−i ⇐⇒ [x, gn−i−1, gn−i, . . . , gn] = 1,
as required in 1). Similarly,
x ∈ Gn−i−1 ⇐⇒
[
x,G(n−i−2)
] ∈ Gn−i ⇐⇒ [x,G(n−i−2),G(n−i−1), . . . ,G(n−1)]= 1. 
Corollary 5.5. Every rigid group has only one principal series.
In the next proposition we collect some simple properties of rigid groups.
Proposition 5.6. The following hold:
1) Rigid groups are torsion-free solvable groups.
2) Torsion-free abelian groups are rigid.
3) Subgroups of rigid groups are rigid.
4) Direct products of two groups, one of which is non-abelian, is not rigid.
5) Non-abelian groups with non-trivial center are not rigid.
Proof. To see 1) notice that if (1) is a principal series for a group G , then the factors Gi/Gi+1 are
torsion-free as abelian groups. Indeed, if g ∈ Gi and gm ∈ Gi+1 then Gi/Gi+1 has Z[G/Gi]-torsion,
since (gGi+1)m·1 = gmGi+1 = Gi+1. Hence g ∈ Gi+1. In particular, if gm = 1 then g = 1.
2) If G is abelian then G > 1 is a principal series for G .
3) If (1) is a principal series for G and A  G then one can construct a normal series A = A∩G1 
A ∩ G2  · · · A ∩ Gn  1 and delete repeating terms. It is an easy exercise to show that the resulting
series is a principal one for A.
4) If G = A × B with non-abelian B , then for any 1 = g = (a,b) ∈ G the centralizer CG (g) contains
(a′,1) for some non-trivial a′ ∈ A (a′ = a, if a = 1, and a′ is an arbitrary non-trivial from A if a = 1).
In this case CG((a′,1)) contains non-abelian subgroup (1, B). So for any g ∈ G there is a nontrivial
element h ∈ CG (g) such that CG(h) is non-abelian. By Lemma 5.4 G is non-rigid.
5) Similar to 4). 
The following result gives a host of non-abelian examples of rigid groups.
Proposition 5.7. The following hold:
1) Free solvable groups are rigid.
2) If A is torsion-free abelian and B is rigid then the wreath product A  B is rigid.
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free abelian group AQ , here AQ is the additive group of a vector space A ⊗Z Q over rationals Q. In
this case A  B  AQ  B and since subgroups of rigid groups are rigid it suﬃces to prove the result for
AQ  B . To this end assume from the beginning that A is a divisible torsion-free abelian group with
a maximal linearly independent system of elements E = {ei | i ∈ I}. Then
A  B =
(
B 0
T 1
)
,
where T is a right free Q B-module with basis E . If
B = B1 > B2 > · · · > Bn > Bn+1 = 1
is a principal series in B , then
(
B1 0
T 1
)
>
(
B2 0
T 1
)
> · · · >
(
Bn 0
T 1
)
>
(
1 0
T 1
)
> 1
is a principal series in A  B , hence A  B is rigid.
Now 1) follows from 2) and the Magnus embedding by induction on the solvability class. 
For a principal series (1) of a rigid group G we denote the group ring Z[G/Gi] by Ri = Ri(G) and
the right Ri-module Gi/Gi+1 by Ti = Ti(G). Since the group G/Gi is solvable and torsion-free the
group ring Ri is an Ore domain [28], hence Ri embeds into its ring of fractions Ki = Ki(G) which
is a division ring. Since the Ri-module Ti has no Ri-torsion it embeds into its tensor completion
Vi = Vi(G) = Ti ⊗Ri Ki , which is a vector space over Ki . Put
ri(G) = dimKi V i = rankRi T i, r(G) =
(
r1(G), . . . , rn(G)
)
.
The tuple r(G) is the principal dimension of G .
Lemma 5.8. Let G be an n-rigid group. If G is generated by m elements then r1(G) m and ri(G) m − 1
(2 i  n).
Proof. The inequality r1(G)  m is obvious. The inequality rn(G)  m − 1 follows directly from
Lemma 4.4 part 1). The other inequalities follow by induction on n when arguing for the group
G/Gn . 
Now we introduce an iterated wreath product W (m,n) of n free abelian groups Am of rank m. Put
W (m,0) = Am and deﬁne W (m,n) by induction W (m,n) = Am  W (m,n − 1).
The following result gives a nice characterization of ﬁnitely generated rigid groups.
Proposition 5.9. Let G be an n-rigid m-generated group. Then G embeds into W (m,n). Conversely, the group
W (m,n) is rigid, so every ﬁnitely generated subgroup of W (m,n) is rigid.
Proof. Let G be a rigid m-generated group with the principal series (1). By induction on n we may
assume that B = G/Gn embeds into W (m,n−1). If in Lemma 4.4 we put C = Gn then (in the notation
of Lemma 4.4) the rank of the module D is at most m, and by the second part of Lemma 4.4 G embeds
into Am  W (m,n − 1) = W (m,n). The converse follows by induction from Proposition 5.7. 
Proposition 5.10. Finitely generated rigid groups are equationally Noetherian.
2828 A. Myasnikov, N. Romanovskiy / Journal of Algebra 324 (2010) 2814–2831Proof. It has been shown in [21] that the groups W (m,n) are equationally Noetherian. Now the
result follows from Proposition 5.9 and the fact that subgroup of equationally Noetherian groups are
equationally Noetherian. 
In the rest of this section we study behavior of the principal dimension under proper epimor-
phisms (epimorphisms with non-trivial kernels).
Lemma 5.11. Let G and H be n-rigid groups. If ϕ : G → H is a proper epimorphism then r(G) > r(H) in the
left lexicographical order.
Proof. Let
G = G1 > G2 > · · · > Gn+1 = 1,
H = H1 > H2 > · · · > Hn+1 = 1,
be the principal series of G and H . By Lemma 5.3 the groups G and H are both n-solvable. Since φ
is epimorphism it maps G(n−1) onto H(n−1) , so there exists g ∈ G(n−1) such that gϕ ∈ H(n−1)  {1}
(otherwise H(n−1) = 1). By Lemma 5.4 Gn = CG(g) and Hn = CH (gϕ). Hence Gnϕ  Hn and ϕ gives
rise to an epimorphism ψ : G/Gn → H/Hn . There are two cases to consider.
Case 1. If ψ is proper then by induction on n we may assume that r(G/Gn) > r(H/Hn) in the left
lexicographical order. Obviously, there are natural isomorphisms of rings Ri(G) and Ri(G/Gn), as well
as the abelian groups Ti(G) and Ti(G/Gn), for i = 1, . . . ,n − 1, which give rise to an isomorphism
of the modules Ti(G) and Ti(G/Gn) (under the proper identiﬁcation of scalars). This implies that
ri(G) = ri(G/Gn), ri(H) = ri(H/Hn) for i = 1, . . . ,n − 1, hence r(G) > r(H).
Case 2. If ψ is an isomorphism then r(G/Gn) = r(H/Hn) and kerϕ  Gn . In this case, as was
argued above, ri(G) = ri(H) for i = 1, . . . ,n − 1. Moreover, Hn , viewed as Z [G/Gn]-module (upon
identiﬁcation of coeﬃcients via ψ ), is isomorphic to the factor module Gn/kerϕ . Therefore, rn(G) >
rn(H), so r(G) > r(H), as claimed. 
Lemma 5.12. Let A be an n-rigid subgroup of an n-rigid group G. If ϕ : G → A is an A-epimorphism then
Giϕ = A ∩ Gi for every i = 1, . . . ,n.
Proof. Put Ai = A ∩ Gi . We show ﬁrst that Gnϕ = An . Let 1 = a ∈ An . By Lemma 5.4 Gn = CG(a).
Obviously, CG (a)ϕ  CA(a) = An . On the other hand Anϕ = An , so Gnϕ = An , as claimed. Now ϕ gives
rise to an epimorphism G/Gn → A/An and induction ﬁnishes the proof. 
6. Discrimination and rigid groups
In this section we study properties that are inherited under discrimination by rigid groups with
an eye on applications to the coordinate groups of irreducible varieties.
Lemma 6.1. Let A be an n-rigid group with the principal series
A = A1 > A2 > · · · > An > An+1 = 1 (2)
and G a group, containing A as a subgroup. IfΦ is a set of A-epimorphisms from G into A that A-discriminates
G then:
1) G is an n-rigid group;
2) if G = G1 > G2 > · · · > Gn > Gn+1 = 1 is the principle series of G then Giϕ = Ai for every ϕ ∈ Φ ,
i = 1, . . . ,n + 1;
3) the group A/Ai discriminates the group G/Gi , i = 1, . . . ,n + 1, by the set of epimorphisms induced
from Φ .
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abelian subgroup of G . Indeed, observe, ﬁrst, that Gnϕ = An for every ϕ ∈ Φ (since ϕ(a) = a), so
the set of the restrictions on Gn of epimorphisms from Φ An-discriminates Gn into An , in particular,
Gn is abelian. Secondly, Gn is a normal subgroup of G . To see this let h ∈ Gn , g ∈ G and hg /∈ Gn ,
so [hg,a] = 1. Then there is ϕ ∈ Φ such that [hg,a]ϕ = 1, which implies [(hϕ)gϕ,a] = 1 in A -
contradiction with normality of An in A. This proves the claim.
Notice now that every epimorphism ϕ ∈ Φ induces an epimorphisms ϕ¯ of quotient groups
G/Gn → A/An that is identical on A/An (which is viewed as a subgroup of G/Gn via the natural em-
bedding). Denote the set of such epimorphisms by Φ¯ . We claim that Φ¯ A/An-discriminates G/Gn into
A/An . Indeed, let g1Gn, . . . , gmGn be pairwise distinct elements from G/Gn . Then [gi g−1j ,a] = 1 for
i = j. Since Φ discriminates G into A there exists an epimorphism ϕ ∈ Φ such that [gi g−1j ,a]ϕ = 1.
It follows that g1ϕ · An, . . . , gmϕ · An are pairwise distinct elements of A/An , so ϕ¯ ∈ Φ¯ discriminates
the elements g1Gn, . . . , gmGn into A/An , as claimed.
Now by induction on n we may assume that the statements of the lemma hold for the group G/Gn .
It remains to be seen that Gn , as an Z[G/Gn]-module does not have torsion. Let h ∈ Gn , h = 1, and
u ∈ Z[G/Gn], u = 0. We need to show that hu = 1. Let u = α1 · g1Gn + · · · + αm · gmGn , where αi ∈ Z,
αi = 0, and g1Gn, . . . , gmGn are pairwise distinct elements of G/Gn . As we have seen above there
exists ϕ ∈ Φ such that hϕ = 1 and g1ϕ · An, . . . , gmϕ · An are pairwise distinct elements of A/An .
Since An , as an Z[A/An]-module does not have torsion then (hϕ)α1·g1ϕ·An+···+αm ·gmϕ·An = 1. Hence
hu = 1, as required. This proves the lemma. 
Lemma 6.2. Let A be an n-rigid group and G a group, containing A as a subgroup. If Φ is a set of A-
epimorphisms from G into A that A-discriminates G then G is n-rigid group and the following conditions
hold:
1) every system of elements from Ti(A) linearly independent over Z[A/Ai] is also linearly independent over
Z[G/Gi]. In particular, ri(G) ri(A), i = 1, . . . ,n;
2) if G is m-generated, as an A-group, and ri(A) is ﬁnite then ri(G) − ri(A)m, i = 1, . . . ,n.
Proof. To prove the lemma it suﬃces to show that the statements 1) and 2) hold for i = n, the rest
follows from Lemma 6.1 by induction on n for the groups G/Gn and A/An .
To see that rn(G)  rn(A) choose some system of elements {t1, . . . , ts} ∈ An which is linearly in-
dependent over the ring Z[A/An]. It suﬃces to show that this system is also linearly independent
over Z[G/Gn]. Suppose to the contrary that t1u1 + · · · + tsus = 0, where ui ∈ Z[G/Gn] and, say,
u1 = 0. As in Lemma 6.1 there exists ϕ ∈ Φ , such that u1ϕ¯ = 0 in the ring Z[A/An]. It follows that
t1(u1ϕ¯)+· · ·+ ts(usϕ¯) = 0 – contradiction with linear independence of {t1, . . . , ts} over Z[A/An]. This
proves 1).
To prove that rn(G) − rn(A)m consider a set of generators {g1, . . . , gm} of G , as an A-group. Let
λ : G →
(
B 0
D 1
)
be a splitting of G over Gn , where B = G/Gn . In the notation of Lemma 4.1 ZB-module D is generated
by elements {d(g1), . . . ,d(gm), d(a) | a ∈ A}. Denote by D(A) the Z[A/An]-submodule of D generated
by the elements {d(a) | a ∈ A}. By Lemma 4.3 the group
(
A/An 0
D(A) 1
)
gives a splitting of A over An . By Lemma 4.4 rank D(A) = rn(A)+1. Let now rn(A) = s and {h1, . . . ,hs}
a maximal linearly independent over Z[A/An] system of elements from An . Take an arbitrary h0 ∈
D(A)\ An . The argument above show that the elements {h1, . . . ,hs} are linearly independent over ZB .
Moreover, we claim that the system of elements {h0,h1, . . . ,hs} is also linearly independent over ZB .
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u0 = 0. Applying to the both sides the epimorphism σ : D → (B − 1)ZB one gets h0σ · u0 = 0 (since
hi ∈ An , i = 0 and B = G/Gn)-contradiction with h0σ = 0, u0 = 0.
Now consider the ZB-module D(A) · Z B , generated by the set of elements D(A). Since {h0,h1, . . . ,
hs} is a maximal linearly independent system of elements of Z[A/An]-module D(A), which is also
linearly independent over ZB , then rank(D(A) · Z B) = s + 1. Observe, that
D = d(g1) · Z B + · · · + d(gm) · Z B + D(A) · Z B,
hence rank D  m + s + 1 = m + rn(A) + 1. It follows that rn(G) = rank D − 1  m + rn(An), as re-
quired. 
A slight modiﬁcation of the proof of the statement 2) above gives the following result.
Remark 6.3. An analog of the statement 2) in Lemma 6.2 also holds when the ranks ri(A) are allowed
to be inﬁnite. In this case we claim that the rank Ti(G) modulo Ti(A) is at most m, or equivalently, the
rank of the Z[G/Gi]-module Ti(G)/Ti(A)Z[G/Gi] is at most m, where Ti(A)Z[G/Gi] is the Z[G/Gi]-
submodule of Ti(G) generated by Ti(A).
7. Main theorems
In this section we prove the main theorems.
Theorem 7.1. Let A be a ﬁnitely generated n-rigid group, S a non-empty irreducible algebraic set from Am,
G = Γ (S) the coordinate group of S. Then G is an n-rigid group and 0 ri(G)− ri(A)m for all i = 1, . . . ,n.
Proof. By Theorem 2.1 the coordinate group G is an m-generated A-group which is A-discriminated
by A. By Lemma 6.1 G is also n-rigid group and by Lemma 6.2 ri(G) − ri(A)  0. Since G , as an
A-group, is m-generated then by Lemma 6.2 ri(G) − ri(A)m, which proves the theorem. 
In the notation of Theorem 7.1 deﬁne α(S) = r(G) − r(A).
Theorem 7.2. Let A be a ﬁnitely generated n-rigid group. Then
1) if P  S are irreducible algebraic sets from Am then α(S) > α(P ).
2) The Krull dimension of any irreducible algebraic set from Am does not exceed the number (m + 1)n. In
particular, the Krull dimension of Am is ﬁnite for every m.
Proof. Let in the notation above G = Γ (S) and H = Γ (P ). By Theorem 7.1 G and H are n-rigid A-
groups. Since P ⊆ S , then (see Section 3) there exists a proper A-epimorphism G → H . By Lemma 5.11
r(G) > r(H) in the left lexicographical order. It follows that α(S) = r(G) − r(A) > α(P ) = r(H) − r(A),
which proves 1).
To see 2) observe from Theorem 7.1 that for any irreducible algebraic set S ⊆ Am one has α(S)
(m, . . . ,m), where the tuple has the length n. Hence there are at most (m + 1)n such tuples α(S),
so the Krull dimension of any irreducible algebraic set in Am is bounded from above by (m + 1)n , as
claimed. 
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