Abstract-One of the major drawbacks of the integral imaging technique is its limited depth of field. Such limitation is imposed by the numerical aperture of the microlenses. In this paper, we propose a method to extend the depth of field of integral imaging systems in the reconstruction stage. The method is based on the combination of deconvolution tools and depth filtering of each elemental image using disparity map information. We demonstrate our proposal presenting digital reconstructions of a 3-D scene focused at different depths with extended depth of field.
I. INTRODUCTION
I N THIS PAPER we present a new method to extend the depth-of-field (DOF) of integral imaging (InI) systems in the reconstruction stage. Deconvolution tools have been previously used to extend the DOF of InI systems, but these tools are only effective in situations where all the elements in the 3D scene are affected by the same blur in the capture stage. The novelty of this work is that our method can be used in situations where the blur strongly depends on the axial position of the elements in the 3D scene.
From time immemorial, man has sought to reflect the world around as faithfully as possible. Along history have appeared different techniques to reproduce images, being these increasingly realistic. First displays that humans used to exhibit images were the walls and ceilings of caves around 40,000 years ago. Greeks and Romans may have understood linear perspective and Filippo Brunelleschi rediscovered it sometime close to 1420. Detailed instructions about linear perspective were published by Leon Battista Alberti in his painting manual "De Pictura" [1] . Leonardo da Vinci highlighted the need to use both eyes to perceive images in three dimensions in his work H. Navarro, G. Saavedra, and M. Martinez-Corral are with the Department of Optics, University of Valencia, E-46100 Burjassot, Spain (e-mail: hector. navarro@uv.es; genaro.saavedra@uv.es; manuel.martinez@uv.es).
M. Sjöström and R. "Tratato della Pintura" [2] . An important milestone was the invention of the monochrome photographic camera by Joseph Nicéphore Niépce. In the XIX century, Wheatstone designed the first system that took into account the influence of binocular vision [3] . Realism increased with the invention of the first method to reproduce color in photography [4] . This method was invented by Gabriel Lippmann and led him to win the Nobel Prize in Physics in 1908. It was precisely in the same year when Lippmann published his paper "Épreuves réversibles donnant la sensation du relief" [5] , where he proposed a novel 3D imaging technique that laid the groundwork for what today is known as InI. This method works with incoherent illumination and hence can capture and display true color 3D images [6] . InI provides stereo parallax as well as full and continuous motion parallax, allowing multiple viewing positions for several viewers. The Lippmann idea was placing a photographic plate behind an array of small magnifying glasses. These lenses are placed next to each other generating what is known as fly's-eye lens array. Each lenslet images a different perspective of a 3D scene over the photographic plate. After developing the plate, the resulting image is placed behind the same fly's-eye lens array. An observer placed in front of this system sees the original 3D image in its original position and of the same size. A limited DOF is a serious problem for InI because to reconstruct clear 3D images it is essential to capture sharp 2D elemental images (EI). Objects belonging to the 3D scene located in axial positions out of the DOF will appear blurred in the EI, and hence, will also be blurred in the reconstructed image. The easiest way to increase the depth of field would be reducing the numerical aperture of the microlenses. However, this improvement is accompanied by a proportional reduction of the light-collection efficiency and a deterioration of the lateral resolution. Some alternative methods have been proposed to increase the DOF of an InI system. These methods are based on the synthesis of real and virtual image fields [7] , the use of lenses with non-uniform focal length and sizes [8] , [9] , the use of multilayered display devices [10] and the modulation of the amplitude transmittance of the microlenses together with deconvolution tools [11] , [12] . Our proposal to extend the DOF consists in reversing the out-of-focus blur by a selective depth deconvolution. First we obtain the disparity map of every EI to know the axial position of each object. The axial range spanning the scene is divided into intervals and then each EI is filtered by selecting the pixels that are associated with a given interval. It is possible to define an effective point spread function (PSF) in good approximation over each interval of distances. Only the pixels belonging to a certain interval are deconvolved with the PSF calculated for the center of the interval. The final image is 1551-319X © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the sum of the pixels of every interval after being filtered and deconvolved. This procedure has been applied to a set of EIs captured with the synthetic aperture InI (SAII) method proposed in [13] . Computational reconstructions focused at different depths show the extension in the DOF. The paper is organized as follows. In Section II, we present a diffractive analysis of the capture setup. Section III explains the methodology applied to extend the DOF and Section IV shows reconstructions focused at different depths with enhanced DOF. Conclusions are presented in Section V.
II. DIFFRACTIVE ANALYSIS OF SAII
To discuss the method we start by describing the capture stage from the point of view of diffraction theory. When using an array of microlenses, each lenslet can be considered as a thin lens and the calculation of its impulse response is straightforward [14] . As stated in the introduction, instead of using a microlens array we have used a SAII method in which a digital camera is mechanically translated over a plane perpendicular to the optical axis. For the calculation of the impulse response of a camera it must be taken into account that a camera lens, even the simplest, is an assembly of lenses and a multi-leaf diaphragm and all these elements are embedded inside a cover. Furthermore, some of the lenses can move inside the cover, so that the diffractive analysis becomes slightly complicated. This may seem a disadvantage, but SAII has multiple advantages such as the possibility of changing the focal length, the aperture of the diaphragm, the ability for focusing at different depths and the correction of the optical distortions. In order to reduce the complexity of the diffractive analysis of the pick-up stage with SAII, we propose a model that greatly simplifies the calculations and provides accurate results. From experimental parameters such as the diameter of the entrance pupil of the camera lens, its distance to the in-focus plane and the magnification factor between the in-focus plane and the sensor, the impulse response of the camera lens can be easily obtained. The most relevant elements of a camera from the point of view of diffraction are shown in Fig. 1 . The entrance pupil is the image of the diaphragm through lenses that precede it. All rays passing through the entrance pupil will traverse the entire optical system so that it can be considered as the window through which light enters the objective. Let us suppose that the camera shown in Fig. 1 is focusing on a reference plane located at a distance from the entrance pupil of the camera lens. Because the diaphragm is a circular stop, the entrance pupil has also circular shape.
Consider the light wave scattered at an arbitrary point of the surface of a 3D object (see Fig. 2 ). For simplicity we assume quasi-monochromatic illumination with mean wavelength . Spatial coordinates are denoted and for directions transverse and parallel to the system main optical axis. The amplitude distribution of the spherical wave emitted by that point in the plane of the entrance pupil can be written as
(1) where is the wave number. In this equation we have multiplied the impinging wave-front by the amplitude transmittance of the entrance pupil,
. In order to simplify resulting equations we will use a mathematical artifice consisting on a virtual propagation from the plane of the entrance pupil to the reference plane. The virtual amplitude distribution in the reference plane is given by (2) Since the reference plane and the camera sensor are conjugated through the camera lens, the amplitude distribution over the sensor is a scaled version of the amplitude distribution at the reference plane
The scaling factor is given by the lateral magnification between these two planes. Introducing (2) into (3), we straightforwardly find that (4) If a local reference system that moves with the camera is used, impulse response has radial symmetry around the optical axis of the camera lens. Therefore using cylindrical coordinates is best suited to write these equations. Accordingly, (4) can be rewritten as (5) where is the diameter of the entrance pupil of the camera lens and is the radial coordinate over the sensor plane. The response generated in the sensor of the camera is proportional to the intensity of the incident light. Therefore, the intensity impulse response can be obtained as the squared modulus of the function in (5) . (6) Function has a strong dependence on the axial position of the corresponding surface points. Consequently, the impulse response is different at different depths. Therefore, the 3D PSF cannot be rigorously defined. However, the impulse response can be regarded as the sum of the impulse responses generated by a continuum of point sources axially distributed. This fact can be written as (7) From this interpretation, it is possible to define the intensity PSF for each depth with respect to the reference plane, which is precisely . Given a plane at a distance from the reference plane, , its image over the sensor can be expressed as the 2D convolution of a scaled version of the intensity distribution scattered at that plane, , and the function (8) The scaling factor comes from the lateral magnification of the camera lens and depends on the distance from the plane of interest to the reference plane.
We will extend now our analysis to a volumetric object. Suppose a photo camera whose sensor is conjugated through the camera lens with some plane cutting the object in two parts. The intensity distribution of incoherent light scattered by the object surface can be represented by the real and positive function . This function can be expressed as (9) which can be interpreted as if the object has been sliced in infinitesimal width sheets. From (8) , the image of one of these sheets over the sensor can be written as (10) The image of the object over the sensor can be considered as the sum of the images of each slice of the object over the sensor. The intensity distribution corresponding to the image of the object onto the sensor plane is given by (11) On the sensor plane we obtain a superposition of the image of the in-focus plane and the blurred images of the rest of sections that constitute the 3D scene.
It should be noted that the previous diffractive analysis can only be applied if the optical aberrations are not significant within the depth of field in which the experiment is performed. This is not a problem when working with a SAII system, because a high performance camera lens is used to capture each EI. When using a microlens array with spherical lenses, some shift-variant aberrations are present, which affect differently the PSF at different lateral positions over the EI plane. A solution for this problem consists of using a microlens array with aspherical microlenses. In such case, the main aberrations might be quite well corrected and the analysis here presented can be considered as a good approximation of the actual behavior of the optical system.
III. DECONVOLUTION AND DEPTH FILTERING
Let us consider a 2D slice of a 3D scene, which is perpendicular to the optical axis. As stated in (10), the image of this slice over the sensor can be expressed as the 2D convolution of the intensity distribution at that plane with the intensity PSF associated with that depth. By knowing the PSF for that depth, it is possible to reverse out-of-focus blur caused by the optical system. There is a wide variety of deconvolution methods, but in order to minimize the impact of the photon noise in the restored image we will use Richardson-Lucy deconvolution [15] , [16] . This method cannot be applied to simultaneously recover a sharp version of objects located at different depths if those objects are affected by different blur. However, if it is possible to identify which depth in the scene is associated with each pixel of the image, pixels associated with the surfaces located at a given depth can be selected, and the corresponding deconvolution for that depth can be applied. In order to perform this process, we will use the method proposed by Shin et al. in [17] . An integral image may be considered as a set of stereo pairs, and accordingly well developed stereo vision algorithms can be used to get the disparity map of each EI. From the camera parameters and taking into account that the disparity is inversely proportional to the depth, is straightforward obtaining the depth information of the different objects composing the scene. The disparity map resolution scales linearly with the EI resolution and therefore this technique is best suited for capturing systems such as multi-camera arrays or SAII where the EIs are captured with high resolution. The increase in the EI resolution also increases the storage and bandwidth requirements. A solution to this problem was recently proposed by Cho et al. in [18] , where Compressive Sensing is used to dramatically reduce the amount of data that needs to be collected to form the EIs.
The heart of any stereo vision system is stereo matching, the goal of which is to establish correspondence between two points arising from the same element in the scene. Stereo matching is usually complicated by several factors such as lack of texture, occlusion, discontinuity and noise. Basic block matching chooses the optimal disparity for each pixel based on its own cost function alone, but this technique creates a noisy disparity image [19] . To improve these results we have used the optimization method proposed by Veksler [20] , in which the disparity estimation at one pixel depends on the disparity estimation at the adjacent pixels. The maximum number of distances which can be distinguished is given by the number of bits used in the disparity map. For example, if working with 8 bit disparity map, it is possible to distinguish 256 distances in the range covering the scene. But for our purpose, it is usually not necessary to use all these intervals. As the complexity of the surfaces of the objects composing the 3D scene increases, we must increase the number of axial intervals in which we divide the scene. Accordingly, it is useful to approximate the intensity distribution of the 3D objects using constant depth segment as (12) where is the number of intervals and the object is confined between and . Only the pixels belonging to a certain interval are deconvolved in the EI with the effective PSF calculated for the center of that interval.
IV. SAII RECONSTRUCTIONS WITH IMPROVED DOF
To validate the proposed method we performed a hybrid experiment in which the EIs were captured experimentally and the reconstruction was simulated computationally. In Fig. 3 , we show the experimental setup for the pickup stage. As can be seen in the picture, the scene was composed by a wooden back- ground and three toy figures located at different distances from the camera. A digital camera was mechanically translated in a rectangular grid. It was accurately calibrated so that the optical axis was perpendicular to the plane defined by the grid in which the camera is moved. A set of 11 11 EIs of 2560 1920 pixels each was taken with a camera lens of fixed focal length mm. The sensor of the camera was conjugated with the wooden surface in the background which was located at a distance mm from the entrance pupil of the camera lens. The f/number of the camera lens was chosen to , and the lateral magnification for the in-focus plane was . Finally, the entrance pupil of the camera lens was measured with the help of a microscope, obtaining a diameter mm. In the left image of Fig. 4 we show one of the captured EIs for these settings. As stated in the previous section an integral image can be regarded as a collection of stereo pairs. According to this we can apply Veksler method to the various stereo pairs composing the integral image in order to get the disparity map of each EI. As an example, in the right image of Fig. 4 we present the disparity map of the EI on the left.
The depth information of the objects in the 3D scene is obtained from the disparity map and the parameters of the experimental setup. The scene is mainly composed by three objects located at different depths plus a background and therefore, according to (12) , it can be divided in four intervals. As shown in the diffractive analysis of the capture stage the intensity PSF associated with a particular interval can be calculated theoretically. The distance of the center of the various intervals to the in-focus plane is obtained from the depth information. For each EI, pixels associated with a given interval are deconvolved with its corresponding intensity PSF obtained from (6) . The result of this process can be seen in Fig. 5 .
The final EI with extended DOF is obtained as the sum of the pixels of the various intervals after being filtered and deconvolved. Fig. 6 shows the EI of Fig. 4 with extended DOF.
In Fig. 6 , there are two features that lead to a poor visual aspect. Abrupt transitions are due to the border of the areas selected in the disparity map for each axial interval and the ringing is caused by the calculated PSFs oscillating features, which causing ripples in the image at rapidly changing intensities. The image quality could be addressed by using a deconvolution kernel with less oscillating tap values as long as it retains the correct geometrical support. These features are attenuated when performing computational reconstructions of the 3D scene focused at different depths.
The back-projection technique described in [21] is used to reconstruct the scene focused at different depths. The collec- tion of all back-projected EIs is superimposed computationally to achieve the intensity distribution on the reconstruction plane [22] . In the reconstruction stage, ringing effects and abrupt transitions are averaged and smoothed, improving the visual appearance of the reconstructed images. In Fig. 7 , we show a collection of reconstructions of the captured scene for the depths where the toy figures where located. A comparison of the reconstructions obtained with and without applying our method is presented.
Comparing the EI in the left side of Fig. 4 with the reconstructions in the left column of Fig. 7 , it can be seen that parts of the scene that appear blurred in the EI appear also blurred in the reconstructions, producing deterioration in the lateral resolution of the reconstructed images. To illustrate the improvement in the lateral resolution, an enlarged version of the areas enclosed by the lines in Fig. 7 is presented in Fig. 8 . From top to bottom of the left column of Fig. 8 , it can be seen how the blur increases as the distance of the toy figures to the in focus plane becomes larger. In the right column we show the result of applying selective depth-deconvolution to each EI and the computational reconstruct of the scene at the same depths than in the left column. By comparing these reconstructions, one can observe that in the right column it is possible to resolve details that in the left column are impossible to distinguish. These results prove the ability of our method to extend the DOF in the reconstructions stage. 
V. CONCLUSION
We present a method to extend the DOF of an InI system in the reconstruction stage. A set of EIs with shallow DOF was captured experimentally. The method is based in the combination of deconvolution tools and stereo vision algorithms. This technique is best suited for capturing systems such as multicamera arrays or SAII. Using a back-projection algorithm, we have simulated reconstructions of a 3D scene focused at different depths. We have recovered details of the objects reconstructed at different depths that without applying the proposed technique cannot be resolved. In future work we intend to quantify the extension in the DOF by analyzing the frequency content of the reconstructed images.
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