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Baker’s theorem is a theorem giving an upper-bound for the genus
of a plane curve. It can be obtained by studying the Newton-
polygon of the deﬁning equation of the curve. In this paper we
give a different proof of Baker’s theorem not using Newton-polygon
theory, but using elementary methods from the theory of function
ﬁelds (Theorem 2.4). Also we state a generalization to several
variables that can be used if a curve is deﬁned by several bivariate
polynomials that all have one variable in common (Theorem 3.3).
As a side result, we obtain a partial explicit description of certain
Riemann–Roch spaces, which is useful for applications in coding
theory. We give several examples and compare the bound on the
genus we obtain, with the bound obtained from Castelnuovo’s
inequality.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
When working with a function ﬁeld F , it is not always a priori clear what the genus of the func-
tion ﬁeld is. This is especially the case if the function ﬁeld is deﬁned by (a system of) polynomial
equations. Of course there are several techniques to calculate the genus in this situation. One can for
example compute the singularities of the corresponding curve and compute their desingularization
trees using blow-ups. Another method is to describe the function ﬁeld as a ﬁnite separable cover of a
simpler function ﬁeld with known genus and use the Riemann–Hurwitz–Zeuthen theorem. All these
methods are easily applicable when the function ﬁeld is explicitly deﬁned by equations, but the cal-
culations involved can get quite messy. Therefore it can be very useful to have a priori upper bounds
on the genus that are easy to calculate. This is in particular useful when one is looking for function
ﬁelds deﬁned over a ﬁnite ﬁeld with many rational places [10]. In certain constructions, one obtains a
family of absolutely irreducible polynomial equations having many solutions over a ﬁnite ﬁeld [3,14],
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by this family.
A well-known example of such an upper bound is the Plücker bound, which states that the genus
of a plane algebraic curve given by a polynomial equation of degree d cannot exceed (d− 1)(d− 2)/2.
There exists a less well-known generalization of Plücker’s bound, namely Baker’s theorem, which
states that the genus of a plane curve cannot exceed the number of interior integral points lying in
the Newton polygon of its deﬁning equation (see Theorem 2.4). This theorem has been around for
over a hundred years, but is not very well known. The theorem was stated for the ﬁrst time in [1]
and was generalized in [16]. For both articles it is assumed that the ﬁeld of deﬁnition of X is the ﬁeld
C of complex numbers. Baker’s theorem was proved in [17] for any characteristic using cohomological
methods on toric varieties, and in [3] using blow-ups and desingularization methods.
The ﬁrst goal of this paper is to give a completely elementary proof of Baker’s theorem in the
language of function ﬁelds. All necessary prerequisites can be found in [20]. This will hopefully make
Baker’s theorem accessible for a larger audience than before. As a bonus, we can construct a large
part of certain Riemann–Roch spaces, a fact which is useful when one wishes to construct algebraic
geometric codes (see [11,13]).
The second goal of this paper is to state and prove a generalization of Baker’s theorem, not unlike
the one in [16], though applicable to a different situation. It is valid for any characteristic. The proof of
this generalization is still elementary and stated in the language of function ﬁelds. The generalization
applies to the situation when a function ﬁeld is deﬁned by a certain system of polynomial equations.
This is useful, since many curves deﬁned over a ﬁnite ﬁeld with many rational points are deﬁned by
ﬁber products of suitable curves over a projective line (see for example [5,9,15,19]). It will turn out
that in some cases this generalization gives a better upper bound for the genus than Castelnuovo’s
inequality.
2. Baker’s theorem
In this section we will state and prove Baker’s theorem using elementary tools from the theory
of function ﬁelds. Overall in this paper, we denote by F a ﬁeld and by F its algebraic closure. We
impose no restriction on F. Given a polynomial F (X, Y ) ∈ F[X, Y ], we say that F (X, Y ) is absolutely
irreducible, if F (X, Y ) is irreducible as an element of F[X, Y ]. Given an absolutely irreducible poly-
nomial F (X, Y ), we denote by F(x, y) the function ﬁeld with constant ﬁeld F and deﬁning relation
F (x, y) = 0. We also say that F(x, y) is the function ﬁeld deﬁned by F (X, Y ).
Deﬁnition 2.1. Let F (X, Y ) = ∑(i, j)∈A αi, j X iY j be a bivariate polynomial over the ﬁeld F, with
A ⊂ N2 some ﬁnite index set such that αi, j ∈ F \ {0} for all (i, j) ∈ A. We deﬁne the Newton polygon
(F ) to be the convex hull of the set A.
Given such a polygon (F ), we mean by an interior integral point of (F ) an element of the set
(F ) ∩ Z2 lying in the interior of (F ) (using the conventional topology of R2). Knowledge of the
boundary of (F ) suﬃces in general to calculate the number of interior integral points as we will see
in the next lemma.
Lemma 2.2. Let F (X, Y ) ∈ F[X, Y ] be a bivariate polynomial such that degX F = a and such that neither X
nor Y divides F (X, Y ). Further suppose that (F ) is not a line segment. For 0 r  a deﬁne
αr := inf
{
b
∣∣ (r,b) ∈ (F )}
and
βr := sup
{
b
∣∣ (r,b) ∈ (F )}.
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a−1∑
r=1
(βr − αr	 − 1).
Proof. This follows by noting that the expression βr − αr	 − 1 is equal to the number of interior
integral points of (F ) with ﬁrst coordinate equal to r. 
The condition that F (X, Y ) cannot be divided by X nor Y is not essential, since multiplication
by X or Y only gives rise to a translation of the Newton polygon. The condition that (F ) is not
a line segment can be weakened. First of all note that (F ) is a line segment if and only if there
exist relative prime numbers n and m and a polynomial f (T ) such that F (X, Y ) = Ymdeg f f (Xn/Ym).
Clearly, the polynomial F (X, Y ) is absolutely irreducible if and only if f (T ) is absolutely irreducible.
This can only happen if deg f = 1. Since n and m are relatively prime, this means that the only
integral points on (F ) are the vertices (n,0) and (0,m). Now note that the only case where the
expression βr − αr	 − 1 (with 1 r  a − 1) does not count the number of interior integral points
with ﬁrst coordinate r, is when αr = βr and αr, βr ∈ Z. This can only happen when (F ) is a line
segment which has more integral points one it than just its vertices. Thus by the above reasoning we
see the polynomial F (X, Y ) is reducible in this case. All this shows that the above lemma holds for
any absolutely irreducible polynomial F (X, Y ).
Before proceeding to Baker’s theorem, we give a constructive lemma.
Lemma 2.3. Let F (X, Y ) ∈ F[X, Y ] be an absolutely irreducible polynomial with degX F = a. We write
F (X, Y ) =∑as=0 ps(Y )Xs, where the ps(y) are suitable polynomials, and denote by F(x, y) the function ﬁeld
deﬁned by F (X, Y ). Also we deﬁne for 2 r  a the function
fr := x
a∑
s=r
ps(y)x
s−r .
Then we have the following inequality of divisors:
( fr) αr−1(y)0 − βr−1(y)∞,
with 2 r  a and αr−1 and βr−1 as in the previous lemma.
Proof. Given a function f ∈ F(x, y), we denote by ( f ), the divisor of f and by ( f )0 (resp. ( f )∞) the
zero-divisor (resp. pole-divisor) of f . First, we note that by the deﬁnition of αs and βs and the strict
triangle inequality, we have
(
ps(y)
)
 αs(y)0 − βs(y)∞. (1)
We will prove the lemma with descending induction on r. In order to do this, we will use the
following equations, which follow from the convexity of (F ) and the deﬁnition of αr and βr :
αs + (r − s − 1)αr  (r − s)αr−1 (2)
and
βs + (r − s − 1)βr  (r − s)βr−1. (3)
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tion F (x, y) = 0 with pa(y)a−1, we obtain the following identity:
( fa)
a +
a−1∑
s=0
ps(y)pa(y)
a−s−1 f sa = 0.
This implies that
av P ( fa) = v P
(
a−1∑
s=0
ps(y)pa(y)
a−s−1 f sa
)
. (4)
First we prove the lemma for all places P satisfying v P (y)  0. Note that v P (ps(y))  αs v P (y),
by Eq. (1) and our assumption that v P (y) 0. Combining the triangle inequality with Eq. (4), we see
that there exists a number s between 0 and a − 1 such that
av P ( fa) v P
(
ps(y)pa(y)
a−s−1 f sa
)
.
On the other hand
v P
(
ps(y)pa(y)
a−s−1 f sa
)

(
αs + (a − s − 1)αa
)
v P (y) + sv P ( fa).
Using Eq. (2), we conclude that
av P ( fa) v P
(
ps(y)pa(y)
a−s−1 f sa
)
 (a − s)αa−1v P (y) + sv P ( fa),
which proves that v P ( fa) αa−1v P (y). This is what we needed to show.
Now we prove the lemma for all places P satisfying v P (y) < 0. In this case we can see from Eq. (1)
that v P (ps(y))  βs v P (y). We can again combine the triangle inequality and Eq. (4) to deduce that
there exists a number s such that
av P ( fa) v P
(
ps(y)pa(y)
a−s−1 f sa
)
.
Using Eq. (3) we see in a similar way as above that v P (ps(y)) βs v P (y), which was what we needed
to show.
We now proceed to the induction step. Suppose that the statement is true for some r + 1. Deﬁne
qr = fr+1 + pr(y). Note that xqr = fr and that
0 = F (x, y) = qrxr +
r−1∑
s=0
ps(y)x
s.
From the induction hypothesis and Eq. (1), we can deduce that
(qr) αr(y)0 − βr(y)∞. (5)
After multiplying the equation F (x, y) = 0 with qr−1r and rearranging the terms we ﬁnd the equation
f rr +
r−1∑
s=0
ps(y)q
r−s−1
r f
s
r = 0. (6)
The proof of the induction step now proceeds similarly as the induction basis. Instead of Eq. (4), we
now use Eq. (6), while Eq. (1) is used in combination with Eq. (5). 
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Theorem 2.4 (Baker). Let F (X, Y ) ∈ F[X, Y ] be an absolutely irreducible polynomial and F(x, y) the function
ﬁeld deﬁned by F (X, Y ). Denote by gB the number of interior integral points of (F ) and let g be the genus of
the F(x, y). We have
g  gB .
Proof. In this proof, we write A := (y)∞ . From Lemma 2.3 we can deduce that(
fr/y
αr−1	)−(βr−1 − αr−1	)A.
For l ∈ N we ﬁnd that yi ∈ L(lA) for 0  i  l. Also we ﬁnd fr yi−αr−1	 ∈ L(lA) for 0  i 
l − βr−1 + αr−1	 and 2 r  a. Moreover, all these functions are linearly independent, since their
degx fr = a − r + 1, which does not exceed a − 1 (this follows directly from the deﬁnition of the fr ).
Hence if l βr−1 − αr−1	 for all r, we ﬁnd
dim
(
L(lA)
)
 l + 1+
a∑
r=2
(
l − (βr−1 − αr−1	 − 1))= 1+ la − gB . (7)
Using Riemann–Roch’s theorem, we ﬁnd for large enough l that
dim
(
L(lA)
)= la + 1− g.
Here we used that deg(A) = deg((y)∞) = [F(x, y) : F(y)] = a (see for example [20, Theorem I.4.11]).
Putting the above two equations together and using Lemma 2.2, we ﬁnd g  gB . 
The above proof is inspired by and very similar to the proof of Proposition III.10.5 in [20].
It is known when equality holds in the above theorem (see [3]). A necessary condition is that
the curve deﬁned by the equation F (x, y) = 0 has no singularities outside the set of three points
{[0 : 0 : 1], [0 : 1 : 0], [1 : 0 : 0]}. Further, certain non-degeneracy properties on the nature of the (possi-
ble) singularities in the above three points are required to obtain a suﬃcient set of conditions.
In the proof of the above theorem, a number of elements of the L-spaces L(lA) are constructed.
The construction of these elements is completely explicit. If g = gB , we have actually constructed
a basis for L(lA) for large enough l. This fact is very useful for the construction of evaluation codes
coming from the function ﬁeld F(x, y). This was exploited in more details in [2].
As mentioned before, the Plücker bound follows from Baker’s theorem. The same is true for Rie-
mann’s equality.
Corollary 2.5 (Plücker). Let F(x, y) be a function ﬁeld of genus g deﬁned by an absolutely irreducible polyno-
mial F (X, Y ) of total degree d. Then we have
g  (d − 1)(d − 2)/2.
Proof. Note that the Newton polygon (F ) is contained in the triangle with vertices (0,0), (d,0) and
(0,d). This triangle has exactly (d − 1)(d − 2)/2 interior integral points. 
Corollary 2.6 (Riemann’s inequality). Let F(x, y) be a function ﬁeld of genus g deﬁned by an absolutely irre-
ducible polynomial F (X, Y ) such that degX (F ) = n and degY (F ) =m. Then we have
g  (n − 1)(m − 1).
Proof. The Newton polygon (F ) is contained in the rectangle with vertices (0,0), (n,0), (n,m) and
(0,m). This rectangle has (n − 1)(m − 1) interior integral points. 
P. Beelen / Finite Fields and Their Applications 15 (2009) 558–568 5633. A generalization of Baker’s theorem
In this section we will state and prove a generalization of Baker’s theorem. This theorem gives an
upper bound for the genus of a function ﬁeld deﬁned by a set of polynomials of a certain form. We
will need the Newton polytope of a multivariate polynomial F .
Deﬁnition 3.1. Let F (X1, . . . , Xn) = ∑(i1,...,in)∈A αi1,...,in X i11 · · · Xinn be a multivariate polynomial in n
variables, with A ⊂ Nn some ﬁnite index set such that αi1,...,in ∈ F \ {0} for all (i1, . . . , in) ∈ A. We
deﬁne the n-dimensional Newton polygon (F ) to be the convex hull of the set A.
Further for a polytope  ⊂ Rn we use the notation In() to denote the number of interior integral
points lying in the polytope using the standard topology of Rn . Given two polytopes P and Q , we
deﬁne their Minkowski-sum by
P ⊕ Q := {p + q | p ∈ P , q ∈ Q }.
There is a result by Ostrowski (see [4,18]) relating products of polynomials with the Minkowski-sums
of their Newton polytopes. More precisely, given F ,G ∈ F[X1, . . . , Xn], we have
(FG) = (F ) ⊕ (G). (8)
This relation helps to determine the number of interior integral points of special types of Newton
polytopes as we will see in the following result.
Proposition 3.2. Let Fi(Xi, Y ) ∈ F[Xi, Y ] for 1 i  n be a collection of bivariate polynomials, not divisible
by Y or any of the Xi . Further we assume that none of the Newton polygons (Fi) is a line segment and write
ai := degXi Fi . For any 1 i  n and 0 r  ai , we deﬁne the functions:
α
(i)
r := inf
{
b
∣∣ (r,b) ∈ (Fi)}
and
β
(i)
r := sup
{
b
∣∣ (r,b) ∈ (Fi)}.
Then we have
In+1
(
(F1 · · · Fn)
)= a1−1∑
r1=1
· · ·
an−1∑
rn=1
(⌈
n∑
i=1
β
(i)
ri
⌉
−
⌊
n∑
i=1
α
(i)
ri
⌋
− 1
)
.
Proof. For the deﬁnition of the Newton polytope of F1 · · · Fn , the ordering of the variables needs to
be given. In the following, we use the ordering X1, . . . , Xn, Y . We consider the line L of points in
R
n+1 whose ﬁrst n coordinates are given by r1, . . . , rn . By using Eq. (8), we deduce that
L ∩ (F1 · · · Fn) =
{
(r1, . . . , rn, s) ∈ L
∣∣∣ n∑
i=1
α
(i)
ri  s
n∑
i=1
β
(i)
ri
}
.
Using Eq. (8) again, we also see that any integral (r1, . . . , rn, s) point lying in L ∩ (F1 · · · Fn) is an
interior integral point of (F1 · · · Fn) if and only if 1 ri  ai −1 for all 1 i  n and ∑ni=1 α(i)ri < s <∑n
i=1 β
(i)
ri . Using a similar line of reasoning as in Lemma 2.2 we now obtain the wanted result. 
As in Lemma 2.2, the condition that (Fi) is not a line segment can be removed if we know that
Fi is absolutely irreducible.
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F := F(x1, . . . , xn, y) is the function ﬁeld deﬁned by the absolutely irreducible polynomials Fi(Xi, Y ), with
1 i  n. Further suppose that for all i the function ﬁeld F(xi, y) is linearly disjoint from F(y, x1, . . . , xi−1)
over F(y). Denote by g the genus of the function ﬁeld F . We have
g  In+1
(
(F1F2 · · · Fn)
)+ n∑
i=1
In
(
(F1 · · · Fn/Fi)
)+ · · · + n∑
i=1
I2
(
(Fi)
)
.
Proof. For simplicity we deﬁne ai := degXi Fi(Xi, Y ). Also in this proof, we denote by A the divi-
sor (y)∞ over F . Note that deg A =∏ni=1 ai , since [F : F(y)] =∏ni=1 ai by the linearly disjointness
conditions. Similarly as in Lemma 2.3, we deﬁne the following functions:
f (i)r := xi
ai∑
s=r
ps(y)x
s−r
i ,
with 1 i  n and 2 r  ai . Using Lemma 2.3, we deduce that we have the following inequality of
divisors (all as divisors of F ):
(
f (i)r
)
 α(i)r−1(y)0 − β(i)r−1A,
with α(i)r−1 and β
(i)
r−1 as in Proposition 3.2. Let 1 i1 < i2 < · · · < it  n be indices and choose for each
index i j a number r j between 2 and ai j − 1. Directly from the above, we see that
(
t∏
j=1
f
(i j)
r j
)

(
t∑
j=1
α
(i j)
r j−1
)
(y)0 −
(
t∑
j=1
β
(i j)
r j−1
)
A.
From this we can conclude that
y
I−∑tj=1 α(i j )r j−1	 t∏
j=1
f
(i j)
r j ∈ L(lA),
with 0  I  l − ∑tj=1 β(i j)r j−1 + ∑tj=1 α(i j)r j−1	. Since degxi j ∏tj=1 f (i j)r j = ai j − r j + 1 < ai for all i, it
follows from the linearly disjointness assumption, that all elements of L(lA) obtained in this way are
linearly independent. Therefore we now proceed with counting how many such elements we found.
Fixing i1, . . . , it above, but varying the r j , we obtain (using Proposition 3.2)
ai1∑
r1=2
· · ·
ait∑
rt=2
(
l −
⌈
t∑
j=1
β
(i j)
r j−1
⌉
+
⌊
t∑
j=1
α
(i j)
r j−1
⌋
+ 1
)
= l
t∏
j=1
(ai j − 1) − It+1(Fi1 · · · Fit )
elements of L(lA) for l large enough. Now ﬁxing the number t , but varying the position of the indices
i1, . . . , it , we ﬁnd
∑
(i1,...,it )∈It
l
t∏
j=1
(ai j − 1) − It+1(Fi1 · · · Fit )
different elements of L(lA), where It denotes the set of t-tuples of all possible choices of t indices.
Now varying t and not forgetting the functions 1, y, . . . , yl , we ﬁnd in total
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n∑
t=1
∑
(i1,...,it )∈It
l
t∏
j=1
(ai j − 1) − It+1(Fi1 · · · Fit )
= 1+ l
n∏
i=1
ai −
n∑
t=1
∑
(i1,...,it )∈It
It+1(Fi1 · · · Fit )
linearly independent elements of L(lA). Since we can choose l as large as we want, the theorem now
follows from Riemann–Roch’s theorem. 
A natural question is in how far the above theorem can be used for towers of function ﬁelds as
introduced by Garcia and Stichtenoth (see for example [6–8]). The function ﬁeld Fn = F(x0, . . . , xn) on
the nth level of such towers is deﬁned by n equations of the form F (xi, xi+1) = 0, with 0 i  n − 1.
This means that Theorem 3.3 can be applied if n = 2, since then the deﬁning equations all involve the
variable x2. This variable can then play the role of the y in Theorem 3.3. For n > 2 one cannot apply
Theorem 3.3 directly to the function ﬁeld Fn . For n = 2, we state the theorem as a separate corollary.
Corollary 3.4. Let F be a function ﬁeld of genus g deﬁned by two absolutely irreducible polynomials
F (X1, Y ) = 0 and G(X2, Y ) = 0. Suppose that F is linearly disjoint from F(x1, y) over F(y). Then we have
g  I3(FG) + I2(F ) + I2(G).
As noted after Theorem 2.4, parts of the L-spaces L(lA) have been constructed explicitly. Depend-
ing on how good the bound on the genus is, this part is large or not. If the genus equals the bound
given in the above theorem, we have found a basis of L(lA) for large enough l.
It is interesting to compare the above result with an upper bound for the genus mentioned in [16].
There also an upper bound is given for the arithmetical genus of a complete intersection in terms of
interior integral points of Newton polytopes. It is however assumed that all Newton polytopes (Fi)
have full dimension, which implies that all variables X1, . . . , Xn, Y occur in a non-trivial way in all
polynomials Fi . Theorem 3.3 deals with a very different situation if n > 1, since now the dimension
of the (Fi) is at most 2.
A natural question to ask is, how good the upper bound in Theorem 3.3 is. We will consider
an example where we compare the bound obtained using Corollary 3.4 with one obtained using
Castelnuovo’s inequality (see for example [20, III.10.3]). For the convenience of the reader, we quote
Castelnuovo’s inequality as stated in [20].
Theorem 3.5 (Castelnuovo). Denote by g1 the genus of a function ﬁeld F1 and similarly denote by g2 the
genus of a function ﬁeld F2 . Denote by g the genus of the function ﬁeld F = F1F2 . Write a = [F : F2] and
b = [F : F1]. We have
g  bg1 + ag2 + (a − 1)(b − 1).
Example 3.6. Consider the polynomials F (X1, Y ) = X91 + X21Y 5 + Y 2 and G(X2, Y ) = Y 9 + Y 2X52 + X22 .
We suppose that F = F32, the ﬁnite ﬁeld with 32 elements. The polynomial F is taken from [14],
where it was used to construct a function ﬁeld with many rational places. The polynomial F has the
property that for every ξ ∈ F32 \ {0}, there exist exactly ﬁve η ∈ F32 \ {0} such that F (ξ,η) = 0. This
turns out to account for 155 rational places of the function ﬁeld deﬁned by F . A detailed investigation
in [12] revealed that it has 158 rational places and genus 15. Note that Theorem 2.4 immediately gives
the upper bound 15 for the genus.
We now turn our attention to the function ﬁeld F deﬁned by F and G . Note that G(X2, Y ) =
F (Y , X2). This implies that given ξ1 ∈ F32 \ {0}, there exist 25 choices of η, ξ2 ∈ F32 \ {0} such that
F (ξ1, η) = G(ξ2, η) = 0. This turns out to give us 755 rational places of F .
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in this situation the upper bound 242. We also will compute that upper bound from Corollary 3.4.
Inspecting the Newton polygons of F and G , we see that
α
(1)
r = 2− 2r/9
and
β
(1)
r =
{
2+ 3r/2 if r  2,
5− 5(r − 2)/7 else,
while
α
(2)
r =
{
9− 9r/2 if r  2,
2(r − 2)/3 else
and
β
(2)
r = 9− 7r/5.
We can now apply Corollary 3.4 and Proposition 3.2 directly to obtain the upper bound 215 for the
genus of F .
A careful investigation of the function ﬁeld F deﬁned by F and G reveals that F has 759 rational
places, while its genus equals 215. So, in this case, the bound from Corollary 3.4 is sharp.
It turns out that there is a more general case where the inequality in Corollary 3.4 is as good as
Castelnuovo’s inequality. Let us, in the situation of Corollary 3.4, denote by g1 (resp. g2) the genus of
the function ﬁeld deﬁned by F (resp. G) and deﬁne a1 := degX1 F , a2 := degX2 G . In this situation, we
ﬁnd:
I3
(
(FG)
)= a1∑
r1=2
a2∑
r2=2
(⌈
β
(1)
r1−1 + β
(2)
r2−1
⌉− ⌊α(1)r1−1 + α(2)r2+1⌋− 1)

a1∑
r1=2
a2∑
r2=2
(⌈
β
(1)
r1−1
⌉+ ⌈β(2)r2−1⌉− ⌊α(1)r1−1⌋− ⌊α(2)r2+1⌋− 1)
= (a1 − 1)(a2 − 1) + (a2 − 1)I2
(
(F )
)+ (a1 − 1)I2((G)).
Supposing that g1 = I2((F )) and g2 = I2((G)), we ﬁnd:
I3
(
(FG)
)+ I2((F ))+ I2((G)) (a1 − 1)(a2 − 1) + a2g1 + a1g2.
The right-hand side is exactly Castelnuovo’s bound. This explains why we could improve upon it in
the above example.
One of the possible applications of Theorem 3.3 would be to ﬁnd function ﬁelds with many ration-
al places using similar techniques as in [2,14], but now considering function ﬁelds deﬁned by two
polynomials. The author plans to pursue this in a future paper.
In the previous example we indicated the strength of the bound from Corollary 3.4 and indeed the
bound seems very good in general. However, if Baker’s theorem is not sharp for the function ﬁeld de-
ﬁned by the polynomial F (or G), then the bound from Corollary 3.4 is not very good either. Consider
the rather academical example with F (X1, Y ) = Y 2 + X31 + 2X21 + X1 and G(X2, Y ) = Y − X2. Then
the function ﬁeld deﬁned by F and G has genus 0, which equals the upper bound in Castelnuovo’s
inequality. However, the upper bound obtained from Corollary 3.4 is in this case 1. The problem here
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= g1. In general, if either I2((F )) = g1 or I2((G)) = g2, the bound from Corol-
lary 3.4 can be expected not to be sharp. We will ﬁnish by giving a more interesting example of this
phenomenon.
Example 3.7. This example is taken from [5]. We consider F := F8,
F (X1, Y ) = X71
(
Y 2 + Y + 1)+ Y 3(Y + 1)3
and
G(X2, Y ) =
(
X22 + X2
)(
Y 2 + Y + 1)+ Y 6 + Y 5 + Y 4 + Y 3 + Y 2 + Y + 1.
Then we get
α
(1)
r = 3− 3r/7,
β
(1)
r = 6− 4r/7,
α
(2)
r = 0
and
β
(2)
r = 6− 3r.
Corollary 3.4 gives that the genus of the function ﬁeld F deﬁned by F and G is at most 50, while
Castelnuovo’s bound equals 39 in this case. The problem is that the genus of the function ﬁeld deﬁned
by F is 6, while I2((F )) = 15. It is shown in [5] that the genus of F actually is 25.
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