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This thesis details a number of the effects that changes in the abundance
of stratospheric ozone over the period 1950-2100 are having on climate in
the Southern Hemisphere. Beginning in the 1970s polar stratospheric ozone
became increasingly depleted due to anthropogenic emissions of ozone de-
pleting substances (ODSs), leading to the formation of what is known as
the “ozone hole”. The cessation of ODS emissions as a result of the Mon-
treal Protocol and its amendments and adjustments is projected to lead to
the recovery of polar stratospheric ozone over the course of the 21st cen-
tury. Ozone has a large effect on temperature in the stratosphere via its
absorption of solar radiation and outgoing longwave radiation. Changes in
ozone therefore will have an effect on stratospheric climate and also, as is
demonstrated in this thesis, tropospheric climate.
This study utilizes the NIWA-UKCA coupled atmosphere-ocean-chemistry
climate model (AOCCM). This model interactively simulates ozone chem-
istry, which is an advance on prior generations of general circulation models
(GCMs) in which ozone is often prescribed. Comparison of model runs in
which ODS concentrations vary according to historical and projected future
values, to runs in which ODS concentrations are fixed at pre-ozone hole
levels allows for the attribution of various changes in climate to changes in
ozone.
Southern Hemisphere climate can be described, in large part, by the
Southern Annular Mode (SAM). The SAM describes an oscillation of atmo-
spheric mass between mid-latitudes and the pole. This results in a vacillation
of the strength of the polar vortex in the stratosphere and a meridional me-
andering of the polar frontal jet in the troposphere. This thesis shows an
increase in the frequency of extreme SAM events and an increase in persis-
tence of the SAM in the stratosphere as a result of ozone depletion.
The SAM is also useful for examining coupling between the stratosphere
and troposphere. Extreme SAM events in the stratosphere have been shown
in previous studies to be followed by SAM anomalies in the troposphere that
persist for around two months - much longer than the typical persistence
in the troposphere. This thesis shows that the strength of this coupling
increases as a result of ozone depletion, with the tropospheric SAM showing
an increased anomaly lagging the stratospheric anomaly by 40-60 days.
Another feature of tropospheric climate is atmospheric blocking. Block-
ing describes large, quasi-stationary, persistent anticyclonic anomalies that
impede the mid-latitude zonal flow. It is shown that ozone depletion leads
to a increase in the frequency of blocking during summer in the South At-
lantic, followed by a decrease in frequency as ozone recovers over the 21st
century. In contrast, changes in ozone forcing show no influence on blocking
in the South Pacific. The difference between the two regions is likely linked
to the SAM as it is shown that blocking events in the Atlantic are preceded
by positive SAM anomalies which is not the case for Pacific blocking events.
The distribution of ozone is also examined. It is known that ozone
distribution is somewhat asymmetric, with the ozone hole displaced from
the pole toward South America. This asymmetry is an important factor in
the determining the temperature of the polar stratosphere. An eastward
trend in the location of the ozone minimum over 1960-1999 is attributed
to ozone depletion. An increase in greenhouse gas (GHG) forcing opposing
the effect of ozone recovery during the 21st century results in a relatively
constant location of this minimum over this timespan.
The results presented in this thesis demonstrate the utility of accounting
for changes in ozone and, in general, of accurately simulating the strato-






This form is to accompany the submission of any thesis that contains re-
search reported in co-authored work that has been published, accepted for
publication, or submitted for publication. A copy of this form should be in-
cluded for each co-authored work that is included in the thesis. Completed
forms should be included at the front (after the thesis abstract) of each copy
of the thesis submitted for examination and library deposit.
Please indicate the chapter/section/pages of this thesis that are extracted
from co-authored work and provide details of the publication or submission
from the extract comes:
Chapter 3, with the exception of Section 3.4.4 and related material, was
published in the Journal of Geophysical Research: Atmospheres (Dennison
et al., 2015)
Please detail the nature and extent (%) of contribution by the candidate:
Fraser Dennison was the lead author; contribution 70%
Certification by Co-authors:
If there is more than one co-author then a single co-author can sign on behalf
of all The undersigned certifies that:
• The above statement correctly reflects the nature and extent of the
PhD candidate’s contribution to this co-authored work
• In cases where the candidate was the lead author of the co-authored






This form is to accompany the submission of any thesis that contains re-
search reported in co-authored work that has been published, accepted for
publication, or submitted for publication. A copy of this form should be in-
cluded for each co-authored work that is included in the thesis. Completed
forms should be included at the front (after the thesis abstract) of each copy
of the thesis submitted for examination and library deposit.
Please indicate the chapter/section/pages of this thesis that are extracted
from co-authored work and provide details of the publication or submission
from the extract comes:
Chapter 4 was submitted to the Journal of Geophysical Research: Atmo-
spheres
Please detail the nature and extent (%) of contribution by the candidate:
Fraser Dennison was the lead author; contribution 70%
Certification by Co-authors:
If there is more than one co-author then a single co-author can sign on behalf
of all The undersigned certifys that:
• The above statement correctly reflects the nature and extent of the
PhD candidate’s contribution to this co-authored work
• In cases where the candidate was the lead author of the co-authored




I would like to thank my supervisors Dr. Adrian McDonald and Dr. Olaf
Morgenstern for their encouragement, guidance and expertise.
This work relied on data from various climate model and reanalysis prod-
ucts. Thank you to the many people responsible for developing these models
and providing the data. In particular, thank you to the developers of the
NIWA-UKCA model, which was the primary tool used in this thesis.
Funding for this work was provided by the Department of Physics and As-
tronomy at the University of Canterbury, NIWA and the Marsden Fund, for
which I am grateful.
Also, thank you to my colleagues in the Atmospheric Physics group whose
collective wisdom surely improved the quality of my work and to the team
at NIWA Lauder for their hospitality.
v
Contents
List of Figures viii
List of Tables x
1 Introduction 1
1.1 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Stratospheric Ozone . . . . . . . . . . . . . . . . . . . 3
1.2.2 The Southern Annular Mode . . . . . . . . . . . . . . 8
1.2.3 Stratosphere-Troposphere Coupling . . . . . . . . . . . 19
1.2.4 Blocking . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.5 Zonally Asymmetric Ozone . . . . . . . . . . . . . . . 26
1.2.6 Statistical Methods . . . . . . . . . . . . . . . . . . . . 28
1.2.7 Summary and Outlook . . . . . . . . . . . . . . . . . . 30
2 Models and Data 31
2.1 NIWA-UKCA Model . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 Model Simulations . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 CMIP 5 Models . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Reanalyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3 The SAM and Stratosphere-Troposphere Coupling 40
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Data and Methods . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.2 SAM Calculation . . . . . . . . . . . . . . . . . . . . . 43
3.3.3 Extreme SAM Composite . . . . . . . . . . . . . . . . 43
vi
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.1 NIWA-UKCA Model Evaluation . . . . . . . . . . . . 44
3.4.2 SAM variability in the NIWA-UKCA model . . . . . . 45
3.4.3 Coupling in the NIWA-UKCA model . . . . . . . . . . 49
3.4.4 Simulation of Coupling Across Different Climate Models 51
3.5 Discussion and Summary . . . . . . . . . . . . . . . . . . . . 55
4 Blocking 58
4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Data and Methods . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.2 Blocking Metric . . . . . . . . . . . . . . . . . . . . . . 61
4.3.3 SAM calculation . . . . . . . . . . . . . . . . . . . . . 61
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.5 Discussion and Summary . . . . . . . . . . . . . . . . . . . . 70
4.6 Appendix: Model Evaluation . . . . . . . . . . . . . . . . . . 75
5 Zonally Asymmetric Ozone 78
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2 Data and Methods . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3.1 Reanalysis/Model Comparison . . . . . . . . . . . . . 81
5.3.2 The Effect of Ozone Depletion and Recovery . . . . . 83
5.4 Discussion and Summary . . . . . . . . . . . . . . . . . . . . 94




1.1 Temperature profile of the atmosphere . . . . . . . . . . . . . 4
1.2 Profile of atmospheric ozone . . . . . . . . . . . . . . . . . . . 5
1.3 Evolution of the Antarctic ozone hole . . . . . . . . . . . . . 6
1.4 Polar ozone destruction process . . . . . . . . . . . . . . . . . 7
1.5 Effect of the Montreal Protocol . . . . . . . . . . . . . . . . . 8
1.6 Climatology of SAM Variance . . . . . . . . . . . . . . . . . . 10
1.7 The 500 hPa SAM pattern . . . . . . . . . . . . . . . . . . . . 12
1.8 Ozone and GHG impact on the SAM . . . . . . . . . . . . . . 18
1.9 Extreme SAM composite . . . . . . . . . . . . . . . . . . . . . 20
1.10 Predictive Skill of the SAM . . . . . . . . . . . . . . . . . . . 21
1.11 Climatology of the SH blocking frequency . . . . . . . . . . . 24
1.12 Zonally asymmetry ozone distribution . . . . . . . . . . . . . 26
2.1 Radiative forcing in RCP scenarios . . . . . . . . . . . . . . . 34
2.2 EESC and GHG in the REF-C2 scenario . . . . . . . . . . . . 35
2.3 Comparison of GPH in reanalyses . . . . . . . . . . . . . . . . 38
3.1 Extreme SAM composite for reanalysis and model . . . . . . 45
3.2 Example SAM distribution . . . . . . . . . . . . . . . . . . . 46
3.3 Change in SAM distribution . . . . . . . . . . . . . . . . . . . 48
3.4 SAM persistence . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Extreme SAM composites for model simulations . . . . . . . 50
3.6 Extreme SAM composite for reanalysis and CMIP5 ensemble 52
3.7 Coupling in individual CMIP models . . . . . . . . . . . . . . 53
3.8 Extreme SAM composite for CMIP5 model subsets . . . . . . 54
4.1 Annual mean blocking frequency in reanalysis and model . . 62
viii
4.2 Seasonal mean blocking frequency difference between model
scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Summer blocking frequency by model scenario and region . . 64
4.4 Stratospheric wave components during Atlantic blocking events 67
4.5 Stratospheric wave components during Pacific blocking events 68
4.6 GPH anomalies during Atlantic blocking events . . . . . . . . 69
4.7 Stratospheric wave components during Pacific blocking events 70
4.8 Composite SAM index during blocking events in the model . 71
4.9 Composite SAM index during blocking events in the reanalysis 72
4.10 October mean polar TCO . . . . . . . . . . . . . . . . . . . . 76
4.11 Summer zonal mean zonal wind . . . . . . . . . . . . . . . . . 77
5.1 Monthly mean TCO in reanalysis and model . . . . . . . . . 82
5.2 Ellipse parameters for reanalysis and model . . . . . . . . . . 84
5.3 lonmin and lonmax for reanalysis and model . . . . . . . . . . 85
5.4 Ellipse parameters for different model scenarios . . . . . . . . 87
5.5 Ellipse centre longitude for different TCO contour levels . . . 89
5.6 lonmin and lonmax for different model scenarios . . . . . . . . 90
5.7 Correlation of ellipse centre longitude and 50 hPa temperature 91
5.8 Correlation of lonmin and 50 hPa temperature . . . . . . . . 92
5.9 Correlation of ellipse centre longitude and 500 hPa GPH . . . 93
5.10 Correlation of lonmin and 500 hPa GPH . . . . . . . . . . . . 94
5.11 Lagged Correlation of ellipse centre longitude and 500 hPa by
region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
ix
List of Tables
1.1 SAM variance by wavenumber . . . . . . . . . . . . . . . . . . 11
1.2 Historical SAM trend by external forcing . . . . . . . . . . . 17
2.1 CMIP5 models . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.1 Historical trends in lonmin and lonmax . . . . . . . . . . . . . 86
5.2 Ellipse centre longitude trends for different scenarios . . . . . 86




This thesis examines the effects of changes in ozone on the surface climate in
the Southern Hemisphere. It is widely known that one function of the ozone
layer is to block harmful UV radiation emitted by the Sun but it also plays
a key role in climate. It is important to understand the effect ozone has
on climate for a number of reasons: to improve our understanding of the
mechanics of the atmosphere, to potentially improve seasonal forecasting
ability, and also to separate these effects from climate change caused by
greenhouse gas (GHG) related warming. It is particularly important to
recognize the latter aspect at this point in time as the atmosphere transitions
from a period of ozone depletion to a period of ozone recovery and thus,
ozone effects that have previously reinforced GHG effects will possibly begin
to oppose these GHG effects.
The geography of the Southern Hemisphere is such that ozone depletion
has been more severe here than in the Northern Hemisphere. Severe ozone
depletion over Antarctica motivated the phrase “ozone hole” which is used
to describe an extended area in which the total column ozone has fallen
below a threshold level; every spring since the early 1980s an ozone hole has
been present in the Southern Hemisphere. In contrast an ozone hole only
first occurred in the Northern Hemisphere in 2011. It is for this reason this
thesis will focus on the Southern Hemisphere.
1
1.1 Thesis Outline
The remainder of this chapter covers the relevant background information,
including the role of the ozone layer in the atmosphere and a brief descrip-
tion of the chemistry related to ozone depletion as well some important
atmospheric features such as the Southern Annular Mode (SAM) which is
the leading mode of climate variability in the Southern Hemisphere, atmo-
spheric blocking and, stratosphere-troposphere coupling. It is intended that
this section summarizes most of the relevant literature.
Chapter 2 details the NIWA-UKCA model, the primary model used
throughout this study, as well as summarizing the CMIP5 set of models
which are used in Chapter 3. This chapter also introduces the MERRA and
ERA-Interim reanalysis data sets.
Chapter 3 examines the effect of ozone depletion on the SAM as well
as coupling between the stratosphere and troposphere. This research was
published in the Journal of Geophysical Research (Dennison et al., 2015).
In addition to this, stratosphere - troposphere coupling is compared across
a range of different climate models to determine what aspects of a model
were important for simulating this atmospheric phenomenon (this portion
is unpublished).
Chapter 4 examines the effect of ozone depletion on atmospheric block-
ing. This chapter has been submitted to the Journal of Geophysical Re-
search.
The prior two chapters show ozone forcing acting on the climate via the
SAM, a largely zonally symmetric mode. Chapter 5 complements these stud-
ies by focusing on the zonally asymmetric aspect of the ozone and examines
what influence this has on the surface climate.





Ozone is primarily located in the stratosphere - the layer of the atmosphere
beginning around 10 – 16 km above the Earth’s surface and extending up
to a height of around 50 km (see Figure 1.1). The stratosphere is charac-
terized by increasing temperature with height and is bounded below by the
tropopause and above by the stratopause which are the regions in which the
vertical temperature gradient changes sign. The layer below the stratosphere
is the troposphere which extends down to the surface. The troposphere con-
tains only a small amount of ozone, some of this is transported from the
stratosphere but it can also originate from industrial pollution and biomass
burning (Lelieveld and Dentener, 2000; Sudo and Akimoto, 2007). Figure
1.2 shows a vertical ozone profile. The ozone mixing ratio begins to increase
at the tropopause and reaches a maximum at around 25 km. The amount
of ozone in the stratosphere is of the order of a few parts per million. The
columnar density of ozone is measured in Dobson units (DU). One DU cor-
responds to a layer of gas 10µm thick at standard temperature and pressure
(STP). The ozone layer is of the order of a few hundred DU, the equivalent
of a few millimetres thick at STP.
Ozone absorbs UV radiation from the Sun in the wavelength range of
200 - 315 nm (Molina and Molina, 1986; Matsumi and Kawasaki, 2003).
This is important for life on Earth as radiation of this wavelength is a cause
of skin cancer in humans and is also harmful to plant life (Rozema et al.,
1997). This absorption is also responsible for the temperature distribution
of the stratosphere. Although the majority of the ozone is located in the
lower stratosphere, ozone absorption is sufficiently strong that most of the
absorption occurs at higher altitudes resulting in increasing temperatures
with height throughout the stratosphere (see Figure 1.1). Ozone has another
absorption band between 9 and 10µm which means that it also acts as a
greenhouse gas.
Ozone is produced by the photolysis of O2 by radiation with wavelengths
smaller than 242 nm (hν in equation 1.1). The atomic oxygen produced in
this reaction reacts rapidly with an O2 molecule to form ozone.
O2 + hν → 2O (1.1)
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Figure 1.1: Temperature profile of the atmosphere (Source:
http://www.srh.noaa.gov/jetstream/atmos/layers.html)
O2 +O → O3 (1.2)
Ozone is also destroyed by photolysis (equation 1.3, although in this case
O3 will mostly return promptly via equation 1.2, i.e. these two reactions
define the O3/O equilibrium) and by reaction with atomic oxygen (equation
1.4).
O3 + hν → O2 +O (1.3)
O3 +O → 2O2 (1.4)
Reactions 1.1-1.4 are known as the Chapman cycle (Chapman, 1930).
In addition to these reactions, ozone is also destroyed by reactions with
free radical catalysts. Ozone destroying free radicals include OH, NO, Cl,
and Br and are represented by X in the following reactions:
4
Figure 1.2: Illustration of the height profile of atmospheric ozone (Source:
WMO (2011))
X +O3 → XO +O2 (1.5)
XO +O → X +O2 (1.6)
The role of anthropogenic emissions in the destruction of ozone was first
raised by Molina and Rowland (1974) and Crutzen (1974) which showed
chlorofluoromethanes produced at the surface were able to reach the strato-
sphere where they would release ozone destroying chlorine upon photo-
dissociation. This prompted significant monitoring efforts, one of which,
detailed in Farman et al. (1985), detected thinning of the ozone layer over
the Antarctic connected with the increased chlorine loading. Figure 1.3
shows this thinning of the ozone layer progressing to such a state that this
feature would come to be commonly known as the “ozone hole”. The area
of the ozone hole is defined as the area in which column ozone is less than
5
Figure 1.3: Evolution of the Antarctic ozone hole (Source:
http://earthobservatory.nasa.gov/Features/EarthPerspectives/page3.php)
220 DU. This area peaked during 2006 at 26.6 million km2 (an area roughly
the size of North America). Solomon et al. (1986) showed that gas phase
chemistry alone was insufficient to explain the observed ozone depletion at
the pole and identified the role of polar stratospheric clouds (PSCs) in the
heterogeneous chemistry responsible for ozone depletion. Man-made chlo-
rofluorocarbons (CFCs) released into the troposphere will, when they reach
the stratosphere, break down to form the reservoir species HCl and ClONO2.
Heterogeneous reactions on the surfaces of PSCs transform these reservoir
species into species such as Cl2, Cl2O2, HOCl, and ClNO2 which can be pho-
tolysed into ozone destroying radicals when sunlight returns in the spring.
The time evolution of these processes is illustrated in Figure 1.4.
In response to these observations, the United Nations implemented the
Montreal Protocol in 1987, limiting the production of ozone depleting sub-
stances. Figure 1.5 shows the effect of the Montreal Protocol (and subse-
quent amendments and adjustments) on equivalent effective stratospheric
chlorine (EESC, a measure of the total amount of ozone destroying gases
in the stratosphere (Daniel et al., 1995; Newman et al., 2007)). As a re-
sult of the Montreal Protocol, EESC values have decreased by ∼ 10% since
the peak in stratospheric abundance around the year 2000. Observations
have shown that springtime Antarctic total column ozone is now slowly, but
significantly increasing (Solomon et al., 2016). Chemistry-Climate model
simulations project that springtime ozone over the Antarctic region will
6
Figure 1.4: The processes associated with polar stratospheric ozone destruc-
tion (Wallace and Hobbs, 2006)
return to 1980 levels around 2050 (Eyring et al., 2010). The reason the de-
crease in EESC and resultant ozone recovery is slow (despite the relatively
rapid halt to the emissions of CFCs) is that CFCs have long lifetimes in the
stratosphere - ranging from approximately 50 to 100 years (Minschwaner
et al., 2013; Hoffmann et al., 2014). Also, chlorine is neither consumed in
the destruction of ozone nor is immediately ”washed out” (as it can be in the
troposphere when HCl is dissolved in water). Chlorine can be removed from
the stratosphere via stratosphere-troposphere exchange (mostly as HCl).
This process is also slow - governed by the stratospheric age-of-air which is
of the order of 5 years.
7
Figure 1.5: The effect of the Montreal Protocol on EESC (Source: WMO
(2011))
1.2.2 The Southern Annular Mode
The Southern Annular Mode (SAM) is the leading mode of climate variabil-
ity in the extra-tropical Southern Hemisphere. It describes the oscillation of
atmospheric mass between the mid-latitudes and polar regions in a mostly
zonally symmetric manner. The SAM is most commonly studied in the
troposphere, where the oscillation manifests itself as latitudinal shift in the
polar jet. In the stratosphere, it resembles more of a vacillation in the
strength of the jet (Thompson and Wallace, 2000a). It was identified by ex-
amining the first empirical orthogonal function (EOF)1 calculated over the
southern extra-tropics (Kidson, 1988; Karoly, 1990; Gong and Wang, 1999;
1The EOFs are spatial patterns that are the result of decomposing the data set in
terms of orthogonal basis functions. Each EOF has an associated index (or “Principal
Component”) that describes the variation over time concordant with the given spatial
pattern.
8
Thompson and Wallace, 2000a). The first EOF by definition describes the
spatial pattern that accounts for the largest amount of variability over the
given region. Gong and Wang (1999) found by examining the first EOF of
monthly mean sea level pressure (SLP) an approximately zonally symmet-
ric structure that explained a sizeable proportion of the variance in that
parameter (ranging from 17% in March to 33% in December). In the strato-
sphere, where synoptic scale variability is lower, the SAM explains a higher
proportion of the variability; Thompson and Wallace (2000a) find the SAM
at 50 hPa explains 56% of the variability during November.
As a index for this mode, Gong and Wang (1999) propose the difference
in normalized zonal mean SLP between 40◦S and 65◦S, noting that these
latitudes show a strong negative correlation (-0.59, significant at the 99%
confidence level). The index is considered to be in its positive phase when
pressure is anomalously low over the polar region. Based on this index, Mar-
shall (2003) proposes an index calculated with SLP data collected from six
stations located near 40◦S and six stations near 65◦S. While this index has
the advantage of simplicity and remains popular, other studies of the SAM
instead use an index based on the EOF technique. Various methods using
this technique are examined by Baldwin and Thompson (2009). These other
methods are particularly necessary when examining the vertical structure of
the atmosphere because the Gong and Wang (1999) or Marshall (2003) in-
dices are only defined at the surface. The method used in this thesis, which
Baldwin and Thompson (2009) finds to be the simplest and most robust of
the various methods they examine, uses an EOF of daily zonal-mean geopo-
tential height (GPH)2. Further details on the calculation of the SAM index
can be found in section 3.3.2.
The SAM exhibits a notable seasonality. The stratospheric SAM has a
2GPH is a measure of height above sea level adjusted for the variation of gravity; GPH
measured across surfaces of constant pressure therefore provides information about the






g(φ, z) dz (1.7)
where g is the local acceleration due to gravity, g0 is the acceleration of gravity at the sur-
face, φ is latitude, and z is elevation. The properties of GPH make it a useful atmospheric
variable. For example, the average temperature of an atmospheric layer is proportional
to the difference in GPH spanned by that layer. Also, the horizontal gradient of GPH is
used to calculate the geostrophic wind (the theoretical wind that results from the balance
between the Coriolis force and pressure gradient force).
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Figure 1.6: Variance of the SAM index for NCEP-NCAR reanalysis data
1979-2001. (Source: Baldwin et al. (2003))
maximum variance during September-December (Thompson and Wallace,
2000a; Baldwin et al., 2003). Noting this, Thompson et al. (2005) calculate
the SAM EOF using only this season; this approach is also used in this
thesis. Figure 1.6 shows a climatology of the variance in the SAM index.
In the upper stratosphere the variance peaks in spring and at lower alti-
tudes in the stratosphere the peak arrives progressively later (Baldwin et al.,
2003). Thompson et al. (2005) show that this peak variance in the strato-
sphere coincides with the break-up of the Polar Vortex. In the troposphere
the variability is somewhat larger during winter and early spring, Thomp-
son et al. (2005) attribute this to increased tropospheric baroclinic activity
during this season. In the troposphere, the variation in the SAM may be
approximately modelled by Gaussian red noise with an auto-correlation of
around 10 days (Hartmann and Lo, 1998). In the stratosphere, the persis-
tence is longer, ranging from around 100 days during summer to 40 days
during winter (Baldwin et al., 2003).
As the name implies, the SAM is largely a zonally symmetric feature.
However, there are some deviations from zonal symmetry. Most notable
is the zonal wavenumber 3 (Kidson, 1988). This is illustrated in Figure 1.7
which shows the 500 hPa SAM pattern (i.e. the 1st EOF) and corresponding
index calculated from the ERA-Interim reanalysis. The three centres of the
wavenumber 3 pattern are approximately aligned with the Indian, Atlantic
and Pacific Oceans. Also evident is some wavenumber 1 and 2 influence in
the eastern Pacific. Kidston et al. (2009) calculates the variance attributable
to each of the wave components using Fourier decomposition in both the
10
Table 1.1: Percentage of variance in the SAM pattern attributed to the first
five Fourier components (Source: Kidston et al. (2009))
Wavenumber
0 1 2 3 4
Summer 61.3 11.2 8.4 5.4 6.9
Winter 49.7 12.9 11.1 14.7 6.3
summer and winter seasons (see Table 1.2.2). They find that the SAM is
more zonally symmetric in the summer, in which wavenumber 0 accounts for
61.3% of the variance, than the winter in which it accounts for just 49.7%.
Another notable finding is that wavenumber 3 is more prominent in winter
than summer.
The SAM is the Southern Hemisphere equivalent of the Northern Annu-
lar Mode (NAM). The differences in geography between the hemispheres -
the south featuring a large continent at the pole surrounded by mostly ocean
in the mid latitudes, the North featuring an ocean at the pole surrounded
by two continents separated by two oceans - leads to some differences in the
characteristics of the modes. Most notably the NAM is less zonally sym-
metric than the SAM in the troposphere (Thompson and Wallace, 2000a;
Cohen and Saito, 2002), where the mid-latitude variability in the NAM
is focused in the Atlantic Ocean sector. For this reason the NAM is of-
ten interpreted instead as the North Atlantic Oscillation (NAO). Wallace
(2000) argues that the NAM and NAO are just different metrics describ-
ing the same phenomenon. The SAM explains more near-surface variance
(27% compared to 20% on the monthly time scale (Thompson and Wallace,
2000a)). The seasonality of the modes also differs been the hemispheres. As
noted previously, the variance of the SAM in the stratosphere is largest dur-
ing September-December i.e. spring and early summer, coinciding with the
break-up of the polar vortex. The NAM differs in that the variance is largest
during December-March - the winter season, when the vortex is strongest
(Thompson and Wallace, 2000a). Variability in the annular modes is caused
by wave-mean flow interaction (wherein wave-breaking deposits momentum
into the mean flow causing a deceleration). The reason the stratospheric
SAM variance is relatively low during winter is due to the lack of upward
propagating planetary waves (Thompson and Wallace, 2000a). The strength
of the Southern Hemisphere polar jet at its peak is such that waves cannot
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Figure 1.7: 500 hPa SAM pattern (above) and index (below)
propagate (Charney and Drazin, 1961) and are instead reflected back to-
wards the troposphere. The Northern Hemisphere jet is not as strong and
hence allows propagation of waves into the stratosphere more often, which
accounts for the increased variability.
The SAM is an “internal” mode of variability, meaning it is a naturally
occurring process in the climate system and not the result of external forcing.
When considering the mechanisms responsible for the SAM it is convenient
to consider the SAM in terms of shifting of the mid-latitude (eddy-driven)
jet. A positive SAM, occurring when pressure is anomalously low over the
pole, features a strong jet that is shifted poleward of its mean position. The
meandering of the jet from its mean position is the result of a positive feed-
back between transient synoptic scale eddies and the jet (Hartmann and
Lo, 1998; Limpasuvan and Hartmann, 1999, 2000; Lorenz and Hartmann,
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2001). When the jet is displaced poleward there is enhanced equatorward
eddy propagation (Hartmann and Lo, 1998). The propagation of wave ac-
tivity away from the jet generates poleward momentum fluxes into the jet
(Lorenz and Hartmann, 2001). Barnes and Hartmann (2010) find that this
feedback is stronger during summer, explaining the greater persistence of
the SAM during this season. During winter, they find the eddy feedback is
weak over the Pacific region which results in a pulsing of the mid-latitude
jet rather than a shifting of the jet in this region.
The SAM has numerous effects on climate on a regional scale (the fol-
lowing describes the effect of the positive SAM; an opposite effect is implied
for the negative SAM). The large scale shifting of atmospheric mass that
constitutes the SAM affects the meridional pressure gradient and therefore
the zonal wind speed; a positive SAM is associated with anomalously strong
westerlies over the Southern Ocean and anomalously weak westerlies around
30 to 45◦S. This change affects temperatures in the Antarctic (Thompson
and Solomon, 2002; Marshall et al., 2006; Marshall, 2007; van den Broeke
and van Lipzig, 2004; Gillett et al., 2006). Over most of Antarctica, and
especially over East Antarctica, the positive SAM is linked to lower surface
temperatures. However, over the Antarctic Peninsula and southern Patago-
nia, the positive SAM is associated with warming due to the stronger west-
erlies increasing advection of warm air from the Southern Ocean (Thompson
and Solomon, 2002). Marshall (2007) finds these correlations between the
SAM and Antarctic temperatures to be strongest during summer and au-
tumn. Focusing on the Antarctic Peninsula, Marshall et al. (2006) finds the
SAM to have a greater effect on temperatures on the eastern side of the
Peninsula compared to the west. This is likely due to the stronger westerlies
resulting in a greater probability of the winds passing over the orographic
barrier (Orr et al., 2004), thus advecting more of the climatologically warmer
air from the west, as well as warming due to the Föhn effect as air descends
over the barrier. This warming contributed to the collapse of the Larsen B
ice shelf in 2002 (van den Broeke, 2005).
Over the Southern Ocean, Yin (2005) associates a poleward shift in the
Southern Ocean storm track with a positive SAM, which leads to changes
in precipitation patterns in the mid-latitudes (Gillett et al., 2006; Renwick
and Thompson, 2006; Ummenhofer and England, 2007; Ummenhofer et al.,
2009; Kidston et al., 2009; Meneghini et al., 2007; Hendon et al., 2007). The
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positive SAM is associated with generally dry conditions in South America,
New Zealand, and Tasmania and anomalously wet conditions over much of
Australia and South Africa (Gillett et al., 2006). Kidston et al. (2009) focus
on the New Zealand region. Here a positive SAM results in less summer
rainfall over most of the country, especially the west coast of the South
Island; the exception to this is the far north and east coast of the North
Island and north east of the South Island. In winter, a positive SAM is
instead related to increased rainfall on the west coast of the South Island.
Ummenhofer et al. (2009) notes that in large areas of the North Island, the
SAM has contributed as much as 80% to the decline in summer precipitation
over recent decades. Hendon et al. (2007) focuses on Australia in which a
positive SAM is associated with increased spring and summer rainfall on the
southern east coast of Australia and decreased rainfall in western Tasmania.
During winter, the positive SAM is instead associated with decreased rainfall
over the south-east and south-west of Australia. Hendon et al. (2007) find
that the SAM explains around 10-15% of the variance in the weekly rainfall
in these regions. Meneghini et al. (2007) also find the positive SAM to
be associated with increased rainfall over Northern Australia. The positive
SAM is also associated with cooling over much of Australia and warming
over Argentina, Tasmania, and New Zealand (Gillett et al., 2006).
The SAM also affects precipitation in the subtropics. Kang et al. (2011)
find an increase in summer precipitation in the latitude band between 15◦S
and 35◦S, particularly over the western Pacific, associated with a poleward
shift in the extra-tropical jet. This is found to be the result of a poleward
shift in the subtropical edge of the Hadley Cell linked to ozone depletion
(Son et al., 2009; Polvani et al., 2011).
The change in the westerly wind associated with the SAM also affects
the ocean by modifying the Ekman drift (Ekman, 1905). Stronger circum-
polar westerlies at the surface produce enhanced northward Ekman drift
at latitudes around 60◦S, while weaker westerlies further to the north en-
hance southward Ekman drift around 30◦S (Hall and Visbeck, 2002; Lefebvre
et al., 2004). This in turn results in increased upwelling along the Antarctic
coast and downwelling at around 45◦S. This increases the density gradient
and hence, increases the strength of the circumpolar current (Hall and Vis-
beck, 2002). Also, the positive SAM is associated with increased Southern
Ocean Eddy activity (Meredith and Hogg, 2006), cooler sea surface temper-
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ature (SST) over the Southern Ocean and warmer SSTs over mid-latitudes
(Sen Gupta and England, 2006) and decreased Southern Ocean CO2 uptake
(Lenton and Matear, 2007).
The SAM also affects sea-ice in a number of ways. Hall and Visbeck
(2002) find that the enhanced northward Ekman drift causes greater equa-
torward advection of sea ice and hence, a larger sea ice extent over the June
to November period. Sen Gupta and England (2006) find a similar result
for the January to April period but note that the Bellingshausen Sea and
Antarctic Peninsula regions instead show a decrease in sea ice associated
with the positive SAM due to the absence of enhanced Ekman drift in these
regions. In the June to September period, however, Sen Gupta and Eng-
land (2006) show large decreases in the sea ice concentration over the South
Atlantic associated with SAM-driven warm SST anomalies. Lefebvre et al.
(2004) points to meridional winds resulting from the non-annular component
of the SAM advecting warmer air toward the Weddell Sea and the Antarctic
peninsula and cooler air toward the Amundsen and Ross Seas which have
the effect of decreasing and increasing the sea ice concentration in the re-
spective regions. Considering all the impacts, the small overall trend toward
greater Antarctic sea ice extent does not however, appear to be related to
the trend toward a positive SAM (Lefebvre et al., 2004; Sigmond and Fyfe,
2010, 2014).
The SAM is influenced by various external forcings such as: ozone deple-
tion, GHGs, volcanic eruptions and solar variance. In the stratosphere there
has been a trend towards a positive SAM over recent decades. Thompson
and Wallace (2000b) shows that the trend is strongest in November and
December, meaning it is consistent with a delayed break-up of the polar
vortex3. Haigh and Roscoe (2009) find the date of final warming to be in-
creasingly delayed over the latter decades of the twentieth century, which
they attribute primarily to ozone depletion. McLandress et al. (2010), using
a climate model forced with changing ODSs while holding GHG concentra-
tions fixed, have replicated this increase in stratospheric zonal wind speed /
delay in final warming, thus demonstrating the influence of ozone depletion
on the SAM. Similarly, they also predict a reversal in this trend, associated
3The break-up of the polar vortex may be quantified as the date of “final warming”.
This refers to the warming of the polar stratosphere due to mixing of warmer air from the
mid-latitudes made possible by the weakened vortex. Usually this date is defined as the
point at which the zonal mean wind changes from westerly to easterly.
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with ozone recovery over the 21st century. However, these future trends will
be partially offset by the increasing influence of GHG forcing which acts to
cool the polar stratosphere.
The impact of ozone depletion on the SAM in the stratosphere can, in
part, be explained by the reduction in absorption of incoming shortwave
radiation by stratospheric polar ozone, increasing the meridional tempera-
ture gradient (Randel and Wu, 1999) and hence the zonal wind speed via
geostrophic balance. However, the effect on the SAM occurs is strongest dur-
ing summer - after peak ozone depletion during the spring - which suggests
the effect of ozone on atmospheric dynamics is also important (Orr et al.,
2012, 2013; Ivy et al., 2016). The radiative cooling of the polar stratosphere
and resultant increase in vortex strength begins a positive feedback wherein
the stronger vortex results in fewer upward propagating planetary waves
and hence, less planetary wave drag, further strengthening the vortex (Orr
et al., 2012).
Similarly, in the troposphere, the SAM has also displayed a trend to-
wards its positive polarity (Thompson and Wallace, 2000b; Marshall, 2003).
Arblaster and Meehl (2006) investigate the influence of various external
forcings on this trend by examining climate model runs in which each of
the forcings exists in isolation; their findings are summarized in Table 1.2.2.
The annual SAM trend is shown to be driven primarily by changes in GHG
and ozone concentrations. The positive trend driven by GHGs is evident
across all seasons. On the other hand, ozone forcing is much more impor-
tant in summer. This ozone driven decadal trend may be explained in large
part by cooling of the polar troposphere resulting from a reduction in down-
welling radiation (Grise et al., 2009). However, the stratosphere (and hence
ozone depletion) also influences the troposphere on shorter timescales; this
is discussed more in section 1.2.3.
The recovery of ozone over the 21st century has been simulated by climate
models to exert the reverse influence on the SAM (Karpechko et al., 2010b;
McLandress et al., 2011). McLandress et al. (2011) find that the influence
of ozone on the SAM is opposed by GHG forcing over the 21st century; this
is illustrated in Figure 1.8. This figure shows the effect of ozone and GHG
to be almost equally balanced such that the mean summer SAM remains
relatively constant over the 21st century. Morgenstern et al. (2014) produce
a similar finding.
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Table 1.2: Trend in SAM index over the period 1958-99 in the observations
and model with various forcings (normalized units: 30 yr−1). Bold font
indicates significance at the 90% level (Source: Arblaster and Meehl (2006))
Annual DJF MAM JJA SON
Obs. (Marshall 2003) 1.51 1.56 1.33 0.52 0.04
Volcanic -0.16 -0.18 -0.56 0.26 -0.02
Solar 0.34 0.46 0.32 0.21 -0.09
GHG 0.80 0.37 0.60 0.59 0.49
Sulfate -0.25 -0.44 -0.08 -0.25 0.22
Ozone 0.71 1.27 0.33 0.07 0.10
All forcings 1.80 1.77 1.67 0.42 0.58
While McLandress et al. (2011) find the ozone and GHG effects on the
SAM to be additive, i.e. the sum of the trends is statistically indistinguish-
able from the trend in the simulation with the forcings combined, Mor-
genstern et al. (2014) do, however, find some interaction between the two
forcings. Comparing simulations run with fixed ODSs and fixed ozone, they
find that the regression of the SAM on the GHG-induced radiative forcing
in the fixed ozone simulations is approximately twice as strong as the fixed
ODS simulations. This suggests that the influence of ozone offsets around
half of the effect of increasing GHGs (although it is noted that this value is
subject to a considerable amount of uncertainty).
Amongst the other external forcings, volcanic and sulphate aerosol forc-
ing generally produces negative trends and solar forcing produces generally
positive trends; these forcings are weaker and are not considered statistically
significant overall or for individual seasons. Although volcanic eruptions are
shown not to have a significant influence on the recent SAM trend, there
is some mixed evidence of shorter term effects. Roscoe and Haigh (2007)
and Gillett and Fyfe (2013) find a negative correlation with volcanic aerosol.
However, Karpechko et al. (2010a) and Barnes et al. (2016) find a positive
SAM response to volcanic eruptions and Robock et al. (2007) find no sig-
nificant effect. There is likely some cancellation between direct and indirect
aerosol effects. The direct effect is likely a warming of the stratosphere,
whereas the indirect effect is increased ozone depletion, causing cooling.
Similarly, solar forcing (which varies on an 11 year cycle), while not con-
tributing significantly to the overall positive trend in the SAM, has been
shown to have a positive correlation with the SAM (Gillett and Fyfe, 2013).
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Figure 1.8: SAM index forced by changes in ODSs (top) and GHGs (bot-
tom)(Source: Thompson et al. (2011))
In addition to the external forcings discussed above, the SAM also in-
teracts with other modes of internal variability. The other major mode of
internal variability in the Southern Hemisphere is the El Niño - Southern
Oscillation (ENSO). ENSO is primarily a tropical phenomenon related to
variation in Pacific Ocean sea surface temperature but has been found to
have some interaction with the SAM. Fogt et al. (2011) find a slight prefer-
ence for combinations of positive SAM/La Niña and negative SAM/El Niño
during summer. Lim et al. (2013) report a similar finding where the correla-
tion between SAM and El Niño is found to be around -0.45 (p < 0.05) during
late spring and early summer. The relationship between the two modes is
due to the conditions associated with El Niño(La Niña) being suited to pro-
duce weak(strong) anti-cyclonic wave breaking on the equatorward side of




It is unsurprising that ozone affects the stratosphere as that is where ozone is
most abundant and ozone depletion is occurring. However, the primary focus
of this thesis is tropospheric climate. There exist numerous studies demon-
strating that the stratosphere is coupled to the troposphere. The annular
modes have proven to be a useful diagnostic for examining this phenomenon.
Stratosphere-troposphere coupling was first examined in the Northern Hemi-
sphere; Baldwin and Dunkerton (2001) showed that large NAM anomalies
in the stratosphere of either sign are often followed by anomalies of the same
sign in the troposphere that last for around 60 days. The equivalent was
later demonstrated for the SAM by Thompson et al. (2005). This is illus-
trated in Figure 1.9 which shows a composite of the SAM index over the
depth of the stratosphere and troposphere for occasions linked to an extreme
SAM at 10 hPa. The large SAM anomaly in the stratosphere persists for 2-3
months, slowly propagating downward. Beginning at around 20 days after
the peak in the stratosphere, anomalies are observed in the troposphere and
occur for around two months. Thompson et al. (2005) present the composite
as the difference between the positive and negative extreme events, making
the implicit assumption that the coupling behaviour is symmetrical for pos-
itive and negative SAM events. Baldwin and Dunkerton (2001) find that
such a symmetry of coupling behaviour holds for the NAM. Coupling has
also been demonstrated in analyses that do not utilize the annular modes.
For example, Graversen (2003) show that the annual cycle in zonal mean
zonal wind propagates downward from 10 hPa to the surface on a timescale
of about two months.
The coupling between the stratosphere and troposphere has been iden-
tified to be important for extended range weather forecasts (Kuroda, 2008).
For example, Baldwin et al. (2003) show that the NAM in the lower strato-
sphere is a better predictor of the 30 day mean NAM (beginning at a 10
day lag) at 1000 hPa than the 1000 hPa NAM itself. Similarly Christiansen
(2005) found that the prediction of near surface zonal mean zonal wind at
60◦N is greatly improved when the lower stratosphere zonal wind is used
as a predictor, and that restricting the prediction to periods in which this
predictor was more anomalous improved the prediction.
Stratosphere-troposphere coupling is observed in many climate and chemistry-
climate models. Gerber et al. (2010) illustrates the Northern Hemisphere
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Figure 1.9: Composite difference of SAM index between seven extreme pos-
itive events and seven extreme negative events. Zero lag corresponds to
the time at which the SAM index crosses +/-2. Contours and shading are
increments of 0.5, reds denote positive values of the SAM index. Source:
Thompson et al. (2005)
coupling in a number of models from the Coupled Model Intercomparison
Project phase 3 (CMIP3) and the Chemistry-Climate Model Validation Ac-
tivity phase 2 (CCMVal-2), using the composite technique described above.
Most models exhibited some degree of coupling, with many overestimating
the strength of the coupling. This is likely due to the annular mode in the
stratosphere being too persistent in models. Gerber et al. (2010) also ex-
amine the fraction of variance of the 850 hPa annular mode index explained
by the mode at other levels (see Figure 1.10). The coupling is shown to be
stronger in the Southern Hemisphere than in the North in both the reanaly-
sis and models. For the models, the strong coupling occurs later in the year
in both hemispheres and, particularly in the south, is active over a longer
time period compared to the reanalysis. It is also notable that the variance
explained peaks around the middle of the stratosphere in the reanalysis, but
near the tropopause in the models. Morgenstern et al. (2010a) also examines
coupling in a number of CCMVal-2 models, using the technique of calculat-
ing the correlation between the NAM at different heights with the 50 hPa
NAM. They find the majority of models to underestimate the correlation in
winter but, as an ensemble, perform better in spring - albeit with a large
spread among the models.
While the evidence of coupling behaviour is robust in both observations
and models, the mechanisms involved are not well understood. One mech-
anism in which the stratosphere affects the troposphere is via “downward
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Figure 1.10: Climatology of the fraction of variance of the 30 day mean
850 hPa NAM (left) or SAM (right) explained by the mode at other levels.
ERA-40 reanalysis (top) and REF-C1 (middle) and REF-C2 (bottom) ex-
periments from an ensemble of CCMVal-2 models. Source: Gerber et al.
(2010)
control” (Haynes et al., 1991; Kidston et al., 2015). This mechanism works
as follows: an increase in the zonal wind speed in the stratosphere is ac-
companied by an anomalous meridional circulation (Andrews et al., 1987)
due to the conservation of angular momentum. This circulation constitutes
ascending flow (inducing adiabatic cooling) over the pole and descending
flow (adiabatic heating) in mid/low latitudes. This flow induces changes
in the troposphere in order to retain hydrostatic/geostrophic/thermal wind
balance - in particular low pressure anomalies over the pole and high pres-
sure anomalies over mid-latitudes, i.e a positive SAM anomaly. However,
it is thought that this mechanism alone is not sufficient to account for the
observed coupling (Thompson et al., 2006; Kunz and Greatbatch, 2013).
Studies in simplified climate models have been able to reproduce the
phenomenon (e.g. Polvani and Kushner, 2002), showing a poleward shift of
the tropospheric jet in response to an imposed cooling of the polar strato-
sphere, while not satisfactorily revealing the mechanism in full (Kushner
and Polvani, 2004). These studies do, however, reveal some aspects of the
mechanism such as: the role of eddies (Kushner and Polvani, 2004), the
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importance of stratospheric variability (Gerber and Polvani, 2009), plan-
etary waves (Song and Robinson, 2004) and the position of tropospheric
jet (Garfinkel et al., 2013). These factors are important in the mechanism
demonstrated by Orr et al. (2012) in which a stronger polar vortex (resulting
from the radiative impact of ozone depletion or variation in the upward plan-
etary wave flux) reduces the upward propagation of planetary waves, further
strengthening the vortex. This positive feedback has the effect of drawing
the wind anomalies downward as the height to which the vertical waves can
propagate is successively lowered (Kuroda and Kodera, 1999; Baldwin and
Dunkerton, 2001; Christiansen, 2001). Upon reaching the tropopause these
wind anomalies have the effect of trapping planetary waves in the tropo-
sphere (Song and Robinson, 2004) and increasing the equatorward propa-
gation of synoptic eddies in the upper troposphere which is important in
maintaining a poleward shift of the jet (Hartmann and Lo, 1998). Chen and
Held (2007) also find that an increase in the lower stratospheric westerlies
has the effect of increasing the eastward phase speed of the synoptic eddies
and hence the latitude of subtropical wave breaking, shifting the pattern of
eddy momentum flux convergence poleward.
Coupling also appears to occur due to wave reflection. Shaw et al. (2010)
find that, in addition to a reflective layer in the stratosphere, there must also
be a high latitude meridional waveguide required for coupling to occur. They
find that in the Southern Hemisphere, this type of coupling occurs during
September to December. In contrast to the wave - mean flow interaction
mechanism, this type of coupling occurs on time scales of less than 10 days
rather than months (Perlwitz and Harnik, 2004). Shaw et al. (2011) show
that this type of coupling is affected by ozone depletion, in that the delayed
break-up of the vortex increases the season in which this coupling is active.
While the mechanisms described above are well established ways in with
the stratosphere may interact with the troposphere, their relative impor-
tance in the coupling events of the type identified by Baldwin and Dunkerton
(2001) remains a subject of much debate.
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1.2.4 Blocking
Atmospheric blocking refers to large, quasi-stationary, high pressure (anticy-
clonic) features that persist beyond the synoptic timescale (around 5 days)
and inhibit the mid-latitude zonal flow. Most of the blocking in the South-
ern Hemisphere occurs in the South Pacific region and, to a lesser extent,
the south-western Atlantic and exhibits a strong seasonal cycle with blocking
being more common during winter and autumn (see Figure 1.11) (Trenberth
and Mo, 1985; Sinclair, 1996; Renwick, 2005; Parsons et al., 2016). In con-
trast, blocking in the Northern Hemisphere is more common in winter and
spring (Wiedenmann et al., 2002; Barriopedro et al., 2006). The physical
mechanisms that lead to a blocking event are not well understood (Barnes
et al., 2012; Cowan et al., 2013; Christensen et al., 2013), but the absorp-
tion of synoptic scale eddies has been identified as an important feature in
the maintenance of existing events (Shutts, 1983, 1986; Yamazaki and Itoh,
2009).
There is no universally accepted metric with which to diagnose blocking;
generally, the methods used are variations on two approaches. One is based
on the work of Rex (1950) which takes reversals in the meridional GPH
or potential temperature gradient as indications of blocking (Lejenäs and
Ø kland, 1983; Tibaldi and Molteni, 1990; Pelly and Hoskins, 2003). The
other looks for persistent positive anomalies (PPAs) in either surface pres-
sure or GPH fields (Dole and Gordon, 1983; Renwick, 2005; Parsons et al.,
2016). In comparing the two approaches, Liu (1994) found that PPAs cen-
tred around 60◦N correspond well with the Rex (1950) definition of blocking,
but not as well for PPAs centred around 45◦N. In this study we use the PPA
approach.
Climate models tend to underestimate the frequency of blocking (Palmer
et al., 2008). The simulation of blocking is found to be sensitive to the
horizontal resolution of the model; Matsueda et al. (2009) demonstrate an
increase in blocking frequency by increasing the resolution of their model.
Anstey et al. (2013) shows a similar result by comparing blocking frequency
across a range of different models. Errors in blocking frequency have also
been shown to be linked to errors in simulation of the climatological mean
state (Scaife et al., 2010).
Blocking has been shown to have significant effects on weather over mid-
latitude continental regions. For example, South Atlantic blocking events
23
Figure 1.11: Climatology of the blocking frequency (%) for (a) autumn, (b)
winter, (c) spring and (d) summer. Source: Renwick (2005)
result in colder conditions over much of Argentina and warmer conditions
on the southern tip of the South American continent and the Antarctic
Peninsula (Mendes et al., 2008). Kayano (1999) find that blocking over
the East Pacific during summer results in colder, drier conditions in South
America south of 40◦S. Blocking in the Oceania region is found to produce
significantly colder conditions in Southern Australia (Mendes et al., 2008).
The amount of rainfall in Southern Australia is also influenced by blocking
with the direction of influence determined by the location of the blocking
event (Risbey et al., 2009; Cowan et al., 2013; Pook et al., 2013). Generally,
blocking events to the south of Australia cause a decrease in rainfall in
Northern Australia during summer and an increase in rainfall over south-
eastern regions in the other seasons, especially spring (Risbey et al., 2009;
Pook et al., 2013). Cowan et al. (2013) find that blocking events occurring
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further to the east instead have the effect of decreasing rainfall in Eastern
Australia. Blocking also plays a role in Australian heat waves (Pezza et al.,
2012).
Large scale modes of variability such as the SAM and ENSO are known
to have an effect on blocking in the Southern Hemisphere. Oliveira et al.
(2014) show that El Niño conditions are related to an increase in the number
of blocked days over the Central and Eastern Pacific, while La Niña condi-
tions are linked to a decrease in the number of blocked days over the Western
and Central Pacific. Mendes and Cavalcanti (2014) find that blocking in the
West Pacific and Atlantic regions is more frequent when the SAM is posi-
tive and more frequent in the South East Pacific when the SAM is negative.
Berrisford et al. (2007) and Parsons et al. (2016) also find a positive cor-
relation between SAM and blocking frequency in the Western Pacific. The
interplay between the ENSO and SAM is also significant (Oliveira et al.,
2014), for example: negative SAM combined with El Niño enhances the
blocking frequency over the eastern Pacific, while the positive SAM com-
bined with La Niña is unfavourable for the formation of blocking events in
the western Pacific.
Oliveira et al. (2014) find no significant trend in Southern Hemisphere
winter blocking frequency over the period 1958-2010. Parsons et al. (2016)
find a decrease in South Pacific blocking over the 21st century in simulations
forced by increasing GHG concentrations. Similar results have been found in
the Northern Hemisphere (Matsueda et al., 2009; Barnes et al., 2012). The
5th Assessment Report (AR5) of the Intergovernmental Panel on Climate
Change (IPCC) also states, with medium confidence, that blocking will not
increase in either hemisphere in the future (Christensen et al., 2013). The
link between blocking and the SAM suggests that ozone depletion (in its
driving of a positive SAM trend) may have an effect on blocking, although
there is no research that explicitly links the two. Woollings et al. (2010)
show some downward influence from the stratosphere (via annular mode
anomalies) on blocking events in the Northern Hemisphere but no equivalent
study exists for the Southern Hemisphere.
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Figure 1.12: ERA-40 Ozone mass mixing ratio(mg/kg) at 50 hPa during
October 2000. Source: Crook et al. (2008)
1.2.5 Zonally Asymmetric Ozone
While the distribution of ozone, and the ways in which it affects the climate
are largely zonally symmetric, it is also important to account for effects of
zonal asymmetries in the ozone distribution. The asymmetry in ozone in
winter and spring is caused by planetary wave driven displacement or dis-
tortions of the polar vortex (Wirth, 1993; Quintanar and Mechoso, 1995;
Waugh, 1997). The polar vortex and ozone hole are closely linked as the
degree of ozone depletion affects the temperature gradient and thus the
strength of the vortex, while the strength of the vortex affects the degree to
which ozone depleted air is isolated from the relatively ozone rich air in the
mid-latitudes (Beron-Vera et al., 2012; Smith and McDonald, 2014). The
spatial distribution of ozone varies with low wavenumber patterns, primarily
wavenumber 1. Ialongo et al. (2012) show that wavenumbers 1 and 3 ex-
plain more than 95% of the ozone longitudinal variation which can exhibit
perturbations of up to 50% of the zonal mean value. They also show that
this asymmetry extends over the depth of the stratosphere. The asymmetry
is typically such that ozone depleted air extends further equatorward in the
Atlantic region (see Figure 1.12).
Until recently, most GCMs have prescribed zonally averaged ozone dis-
tributions (Randall et al., 2007; Hegerl, 2007), but a number of studies
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have since emphasized the importance of modelling the zonal asymmetry
of ozone. These studies take the approach of comparing model simulations
run with zonally average ozone to those with either prescribed three dimen-
sionally varying ozone (Crook et al., 2008) or interactively modelled ozone
(Gillett et al., 2009; Waugh et al., 2009). Crook et al. (2008) find a larger
stratospheric cooling associated with the asymmetric ozone. This cooling
was located at around 150◦E - the region with above average ozone - which
showed that this effect is not due directly to radiative heating but instead
to dynamical heating. The amount of cooling from the asymmetric ozone
effect is found to be approximately as large as the magnitude of the radia-
tive effect of ozone depletion itself over the last 30 years. However, Crook
et al. (2008) note that the year studied (2000) exhibited a particularly large
ozone asymmetry so this perhaps represents an upper bound of this zonal
asymmetric effect. Gillett et al. (2009) and Waugh et al. (2009) expand on
the work of Crook et al. (2008) by instead interactively modelling ozone,
thus ensuring the ozone is consistent with the atmospheric dynamics. The
findings of these studies are consistent with those of Crook et al. (2008).
Additionally, Waugh et al. (2009) notes that the zonally asymmetric cooling
effect is larger when the ozone hole itself is larger, meaning that Antarctic
temperature trends are underestimated as a result of zonally averaged ozone
being used in climate models.
In addition to the effect on stratospheric temperature, zonally asymmet-
ric ozone also affects tropopause height. Evtushevsky et al. (2008) find that
the tropopause height and sharpness are influenced by zonally-asymmetric
ozone during the spring, the below average ozone regions being associated
with a higher tropopause and a thicker transition layer. Thickening of the
transition layer between the stratosphere and the troposphere increases tro-
posphere - stratosphere exchange and mixing activity (Pan et al., 2004).
This is important as exchange of ODSs and GHGs across the tropopause
lead to various chemical and radiative impacts on climate (Holton et al.,
1995, and references therein).
Ozone has been shown to be an important factor modulating the re-
fractive index and thus the propagation of planetary waves (Nathan and
Cordero, 2007; Gabriel et al., 2007; McCormack et al., 2011). Gabriel et al.
(2007) find the introduction of zonally asymmetric ozone results in a change
in the upward and eastward directed wave flux. Compared to the case of
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zonally symmetric ozone, these wave fluxes are increased in the western
Northern Hemisphere stratosphere and reduced in the east. Albers and
Nathan (2012) explore the ways in which zonally asymmetric ozone, via its
influence on wave propagation, affects the polar vortex. They identify two
pathways in which the polar vortex is influenced. The first describes the ef-
fect of zonally asymmetric ozone on vertical energy flux and planetary wave
drag, the second describes the effect on zonal-mean temperature (and hence
thermal wind balance) of wave-ozone flux convergence. Both pathways are
found to be important in influencing the polar vortex.
Over the period 1979-2003, Grytsai et al. (2005) found the position of the
ozone minimum at 65◦S drifted eastward at a rate of 23.6±7.2◦ per decade,
with the position of the maximum remaining constant. Grytsai et al. (2007)
extended this study showing eastward trends in the ozone minimum for all




Student’s t test is a statistical hypothesis test. It tests the hypothesis that
the mean of a distribution is not equal to zero (one sample t test) or that
two distributions have different means (two sample t test). In this thesis the
two sample version is used. The assumptions required for the test are that
the distributions are normally distributed and have equal variances. The












(n1 − 1)σ21 + (n2 − 1)σ22
n1 + n2 − 2
(1.9)
In which X1 and X2 are the means, σ1 and σ2 the standard deviations and,
n1 and n2 the sizes of the two samples. A p value for the test may then
be obtained from the resulting t statistic by using Student’s t distribution.
For a chosen significance level the null hypothesis (i.e. the two distributions
have equal mean) may be rejected if the p value is below a certain level.
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For example, if a 95% significance level is chosen the null hypothesis is
rejected for p < 0.05. Rejection of the null hypothesis indicates that the
difference found between the means of the two distributions is unlikely to
have occurred by chance (where the degree of unlikelihood is given by the
significance level).
Wilcoxons Rank Sum Test
Wilcoxon’s rank sum test (Wilcoxon, 1945) is a statistical hypothesis test
that determines the likelihood that two samples come from populations with
the same distributions. Unlike Student’s t test it does not require the as-
sumption of normal distributions. While the Student’s t focuses on the
means of the two samples, Wilcoxon’s rank sum test examines the “shape”
of the distribution. Specifically, the null hypothesis of the test is that the
probability of an observation from population 1 being greater than an ob-
servation from population 2 is equal to the probability of an observation
from population 1 being less than an observation from population 2. The
test statistic U is calculated using the following procedure:
• Assign a numeric rank to each observation of the combined and ordered
set of observations i.e. the lowest value will be assigned a rank of 1
and the highest value will be assigned the rank of n1 + n2.
• Sum the ranks assigned to observations from population 1.
• Calculate U1 using the following equation:




where R1 is the sum of ranks from sample 1.
As in the case of the t, a p value can be obtained based on the known
distribution of U . For small sample sizes this is tabulated; for large sample
sizes the distribution U is approximately normally distributed. Note that
the above calculates U based on sample 1, but one could also use sample 2.
They are related by the following equation:
U1 + U2 = n1n2 (1.11)
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Tables for U are typically formulated in terms of the smaller of the two
values.
1.2.7 Summary and Outlook
• The SAM is a major mode of climate variability in the Southern Hemi-
sphere. It is linked to variations in temperature and precipitation over
Antarctica and mid-latitude land masses. The mean state of the SAM
has been shown to be influenced by changes in stratospheric ozone.
This thesis will examine the influence of ozone on other properties of
the SAM, namely: the frequency of extremes and the persistence.
• The stratosphere is known to be coupled to the troposphere. Large
SAM anomalies in the stratosphere are followed by similarly signed
anomalies in the troposphere persisting well beyond typical tropo-
spheric timescales. This thesis investigates the effect of changes in
ozone on the strength of this coupling. The mechanisms underlying
the coupling are not well understood. This thesis aims to add to the
understanding by examining the coupling simulated by different cli-
mate models.
• Atmospheric blocking occurs in the Southern Hemisphere primarily
in the Pacific and Western Atlantic regions. These blocking events
have an impact on temperature and precipitation in nearby continental
regions. Blocking frequency has been shown to decrease in response to
increasing GHG forcing, but the effect of changing ozone is not known;
this is investigated in this thesis.
• The distribution of ozone in the stratosphere is somewhat zonally
asymmetric, with the ozone hole displaced from the pole in the direc-
tion of South America. This is an important consideration in climate
models as this asymmetry has been shown to influence polar strato-
spheric temperatures via dynamical heating. The minima in ozone
have been shown to trend toward the east over recent decades, al-
though the cause of this trend is unidentified. The relationship been
ozone depletion and this trend and other changes in the ozone distri-





The primary model used in this study is the National Institute of Water and
Atmospheric Research-United Kingdom Chemistry and Aerosols (NIWA-
UKCA) coupled atmosphere-ocean chemistry-climate model (AOCCM). The
model combines an early, low-resolution version of the Hadley Centre Global
Environment Model version 3 atmosphere ocean (HadGEM3-AO) model
(Hewitt et al., 2011), which includes the Met Office Unified Model (UM) at-
mosphere model (Davies et al., 2005), the Nucleus for European Modelling
of the Ocean (NEMO) ocean model (Madec, 2011), and the Los Alamos
sea ice model (CICE) (Hunke et al., 2015), with the NIWA-UKCA chem-
istry module (Morgenstern et al., 2009, 2017). The UM atmosphere model
is non-hydrostatic and fully compressible and uses a semi-Lagrangian ad-
vection scheme, it also includes an interactive land surface scheme. The
version of the UM used here features a number of improvements over the
version described by Davies et al. (2005). These are detailed by Hewitt
et al. (2011) and include: a change from a diagnostic to a prognostic cloud
scheme which increased the cloud persistence and thus improved the simula-
tion of cloud cover, an improved simulation of detrainment in the convection
scheme which provides a better representation of convective clouds, an im-
proved resolution of the orography, and a new method for calculating soil
hydraulic conductivity. The version used in this study has a horizontal res-
olution of 3.75◦ by 2.5◦, a model top of 84 km and 60 model levels. The
version of the NEMO ocean model used has a horizontal resolution of ∼2◦
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by 1◦ and 31 model levels.
The NIWA-UKCA model is particularly well suited for analysis of the
interaction between ozone and climate due to its representation of the strato-
sphere and largely explicit stratospheric chemistry module. The model has a
top near the mesopause and a relatively large number of model levels. This
is an improvement over previous generations of models, many of which had a
model top below the stratopause. The chemistry module includes more than
60 chemical species and around 250 different reactions (Morgenstern et al.,
2009, 2013, 2017). Importantly the simulation of ozone is fully interactive,
meaning that it responds to atmospheric dynamics as well as chemistry.
This is an improvement on previous generations of models in which ozone
was prescribed or calculated “semi-offline” (Eyring et al., 2013a). The high
vertical resolution, and the interactive chemistry, impose a high computa-
tional cost; for this reason the model has lower horizontal resolution than
the standard HadGEM3 model.
Analysis of NIWA-UKCA output has been published in Morgenstern
et al. (2014) and Oberländer-Hayn et al. (2016) in addition to the two pa-
pers included this in thesis. Oberländer-Hayn et al. (2016) examine the
tropical upward mass flux as part of an investigation of the Brewer-Dobson
circulation. They show that the model climatology agrees with reanalysis
output within the uncertainty bounds and that the model trend over the
21st century is consistent with the other models examined. Morgenstern
et al. (2014) investigate the ozone and GHG-related forcing of the mean
state of the SAM. Comparisons with reanalysis output show that the model
correctly identifies a positive historical trend in the tropospheric SAM in-
dex. The trend is somewhat underestimated in the model, although the
variability in the trend amongst the model ensemble is such that this is not
necessarily a failing of the model representation of the SAM. The modelled
SAM index over the 21st century shows no trend which is consistent with
other model studies (e.g., Karpechko et al., 2010b; McLandress et al., 2011;
Gillett and Fyfe, 2013). It is also shown by Morgenstern et al. (2014) that
the annual cycle total column ozone agrees well with observations.
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2.2 Model Simulations
Three simulation ensembles, with differing combinations of forcings, are used
in this thesis. The reference simulation ensemble, which consists of five sim-
ulations, has GHGs following the Representative Concentration Pathway 6.0
(RCP6.0) scenario (Meinshausen et al., 2011; van Vuuren et al., 2011; Ma-
sui et al., 2011) and chlorinated or brominated ozone-depleting substances
(ODSs) following the A1 scenario (WMO, 2011). This experiment is re-
ferred to as “REF-C2” and covers 1950-2100. To isolate the effect of ozone
depletion, this ensemble will be compared to a second ensemble of two SEN-
C2-fODS simulations; these runs differ from REF-C2 only in that ODSs are
held fixed at their 1960 levels. Similarly, the effect of GHGs may be isolated
by comparing the REF-C2 ensemble to an ensemble of three SEN-C2-fGHG
simulations in which GHGs are held fixed at 1960 levels. It is important
to note here the overlap between radiative and chemical effects of ODSs
and GHGs. In the case of the SEN-C2-fODS simulations, holding the ODS
fixed means that, in addition to fixing their chemical effect on ozone, the
radiative impact of the ODSs is also fixed. Likewise, for the SEN-C2-fGHG
simulations, holding GHG gases fixed means fixing their radiative impact,
but also some of these GHGs also have a impact on ozone chemistry (such
as NOx and HOx). Overall, these effects are small and do not figure into
the results presented in this thesis.
Both SEN-C2-fODS and SEN-C2-fGHG are initialized from two REF-C2
simulations and cover 1960-2100. These experiments are defined in Eyring
et al. (2013b) as part of the Chemistry-Climate Model Initiative (CCMI).
The RCP6.0 is one of four scenarios used by climate models to describe
future GHG concentrations; the others being RCP2.6, RCP4.5 and RCP8.5
(see Figure 2.1). The number corresponds to the increase in radiative forcing
in the year 2100 relative to pre-industrial values, i.e. RCP6.0 has an increase
in radiative forcing of 6.0Wm−2. In RCP6.0, GHG emissions peak around
2060 (Masui et al., 2011), although concentrations, and hence the radiative
forcing, rise throughout the 21st century and stabilize after 2100 at around
850 ppm of CO2 equivalent (van Vuuren et al., 2011). RCP6.0 should be
thought of as a “medium” baseline scenario (van Vuuren et al., 2011); the
fifth assessment report (AR5) of the Intergovernmental Panel on Climate
Change (IPCC) states that the likely increase in global mean temperature
33
Figure 2.1: Time evolution of anthropogenic radiative forcing for the RCP
scenarios (used in CMIP5) and SRES scenarios (used in CMIP3). Negative
values represent the forcing of anthropogenic aerosols. Source: Collins et al.
(2013)
by the end of the century under RCP6.0 is 1.4-3.1◦C (Collins et al., 2013).
The A1 scenario assumes future ODS emissions consistent with the Mon-
treal Protocol and subsequent amendments and adjustments (see Figure
1.5), such that equivalent effective stratospheric chlorine (EESC) continues
a steady decline from its peak in the late 1980s. Under this scenario, most
chemistry climate models predict a recovery to 1980 levels of global annual
mean ozone around 2030 and springtime southern polar ozone around 2050
(Eyring et al., 2010). Using 1960s levels as the baseline global mean annual
mean, recovery occurs around 2060, while springtime southern polar ozone
does not fully recover by the end of the 21st century (recovering only 95%
of the deficit from the peak of ozone depletion by the year 2100). Södergren
et al. (2016), using an ensemble of simple climate models (SCMs), estimates
the uncertainty in return date arising from variations in model tunings and
the choice of carbon cycle model. At 85◦S, the ensemble forced by the A1
and RCP6.0 scenarios, returned to 1960 ozone levels during 2071 with a
standard deviation of approximately 3 years. The recovery of ozone is also
shown to be sensitive to GHG forcing. Increased GHG forcing, via cooling
of the stratosphere and resultant suppression of some temperature depen-
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Figure 2.2: Evolution of EESC (blue) and GHG (red) forcing for the REF-
C2 simulations
dant reactions, increases the speed of ozone recovery and lowers the return
date uncertainty (Södergren et al., 2016). The evolution of EESC and GHG
(CO2 radiative forcing equivalent) concentrations in the REF-C2 experiment
is illustrated in Figure 2.2.
2.3 CMIP 5 Models
An ensemble of 29 Atmosphere-Ocean General Circulation Models (AOGCMs)
from the Coupled Model Intercomparison Project phase 5 (CMIP5) (Taylor
et al., 2012) are also used in Chapter 3. This generation of models produced
output for use in the 5th Assessment Report (AR5) of the IPCC (Flato et al.,
2013). The models used were those for which geopotential height output is
available at daily resolution; this amounts to 29 unique models although
some of these are not totally independent as they share the same model
core. One run from each model is used. In terms of ozone chemistry, this
ensemble is generally not as advanced as the NIWA-UKCA model. Only
three of the models used have explicit stratospheric ozone chemistry, the
rest use prescribed or “semi-offline” calculated stratospheric ozone (Eyring
et al., 2013a). In terms of atmospheric dynamics, the CMIP5 models and
the NIWA-UKCA model are of roughly equal sophistication.
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The models are listed in Table 2.3 along with various properties. These
properties are used to group the models for the analysis presented in Sec-
tion 3.4.4. “Levels” is the total number of model atmosphere levels, the “H”
(high) and “L” (low) notation refers to the number of these levels concen-
trated in the upper troposphere and lower stratosphere (UTLS, see Section
3.4.4 for definition). “Top” is the pressure level of the model top. “Lat.
Res.” is the latitudinal resolution. “Chem.” refers to the models treat-
ment of stratospheric ozone chemistry, the classifications P (prescribed), SO
(semi-offline) and I (interactive) are taken from Eyring et al. (2013a).
Simulations from the “historical” experiment are used in this thesis.
This experiment covered the period 1850-2005, but only the period 1979-
2005 is used in this study so as to be comparable to the reanalysis (see
2.4). These simulations are forced by observed GHG concentrations, and
either ODSs following the A1 scenario (WMO, 2011) or prescribed ozone
concentrations. In most cases the prescribed ozone is from the International
Global Atmospheric Chemistry (IGAC)/Stratospheric Processes and their
Role in Climate (SPARC) ozone database (Cionni et al., 2011) which is
zonally averaged in the stratosphere. Further details on the models and the
ozone radiative forcing each uses is covered by Eyring et al. (2013a).
2.4 Reanalyses
A reanalysis is a dataset produced by running either a general circula-
tion model (GCM) or numerical weather prediction (NWP) model that is
nudged/constrained by the assimilation of observations. The assimilated
data are drawn from a wide variety of sources including satellites, weather
stations, radiosondes, ship and buoy observations (Rienecker et al., 2011;
Dee et al., 2011). Hence, the product combines the benefits of a model:
a global, smooth, gridded dataset, yet mitigates model biases due to the
assimilation of observations. Reanalyses are therefore well suited for the
purpose of validating climate models.
Data from both the Modern-Era Retrospective Analysis for Research
and Applications (MERRA) (Rienecker et al., 2011) and the ERA-Interim
(Dee et al., 2011) reanalyses are used in this work. The MERRA reanalysis
is used in Chapter 3 and ERA-interim in Chapters 4 and 5. This difference
is simply due to data availability and not influenced by the properties of
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Model Levels Top (hPa) Lat. Res. (◦) Chem.
ACCESS1.0 38 2.9 1.25 P
ACCESS1.3 38 2.9 1.25 P
BCC-CSM-1.1 26L 2.9 1.25 P
BCC-CSM-1.1m 26L 2.9 1.00 P
BNU-ESM 26L 2.9 2.8 SO
CanESM2 35L 1.0 2.8 P
CCSM4 26L 3.54 0.95 SO
CMCC-CESM 39L 0.01 3.7 P
CMCC-CM 31 10 0.75 P
CMCC-CMS 95H 0.01 1.9 P
CNRM-CM5 31 10 1.4 I
FGOALS-g2 26L 2.2 2.8 P
GDFL-CM3 48L 0.017 2 I
GDFL-ESM2g 24L 3 2 P
GDFL-ESM2m 24L 3 2 P
HadGEM-CC 60 0.026 1.25 P
HadGEM-ES 38 2.9 1.25 P
IPSL-CM5A-LR 39L 0.04 1.9 SO
IPSL-CM5B-MR 39L 0.04 1.3 SO
IPSL-CM5B-LR 39L 0.17 1.9 SO
MIROC-ESM-CHEM 80H 0.026 2.8 I
MIROC-ESM 80H 0.0036 2.8 P
MIROC5 80H 0.0036 2.8 P
MPI-ESM-LR 47 0.01 1.9 P
MPI-ESM-MR 95H 0.01 1.8 P
MPI-ESM-P 47 0.01 1.9 P
MRI-CGCM3 48 0.01 1.1 P
MRI-ESM1 48 0.01 1.1 P
NorESM1-m 26L 3.54 1.9 SO
Table 2.1: List of CMIP5 models used in this work along with various model
properties.
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Figure 2.3: Annual mean difference between ERA-Interim (left), MERRA
(right) and observations over the period 1979-1988 (top), 1989-1998 (mid-
dle) and 1999-2008 (bottom). Bias is indicated by colour and correlation
coefficient by marker size. (Source: Bracegirdle and Marshall (2012))
the reanalyses. Indeed, many of the same observations are assimilated into
both reanalyses and so they produce similar output. Rienecker et al. (2011)
compares the output of the two reanalysis and finds that variables such as
temperature and wind speed compare well, especially in the extra-tropics.
Bracegirdle and Marshall (2012) also compare both reanalyses to Antarctic
station data. The 500 hPa temperature and GPH trends in both reanalysis
were found to be consistent with the observations. Figure 2.3 shows the
difference in 500 hPa GPH between reanalysis and observation from Brace-
girdle and Marshall (2012). In cases where there is a bias with respect to
the observations it was generally similar for both reanalyses. Note that the
mean 500 hPa GPH over the Antarctic is of the order of 5000 m, so these
biases represents an error of less than 0.5%.
Both of these reanalyses begin in 1979 when satellite observations first
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became available. Prior to this date, ground-based observations were sparse,
particularly at high latitudes in the Southern Hemisphere. Hence, reanalysis
products with output before 1979 are of lower quality (Hines et al., 2000).
For the purpose of model validation, the NIWA-UKCA model is compared







The aim of this study is to investigate the influence of ozone depletion and re-
covery on the Southern Annular Mode (SAM) and stratosphere-troposphere
coupling. Using the NIWA-UKCA chemistry-climate model, we compare ref-
erence runs that include forcing due to greenhouse gases and ozone depleting
substances to sensitivity simulations in which ozone depleting substances are
fixed at their 1960 levels. We find that ozone depletion leads to an increased
frequency of extreme anomalies and increased persistence of the SAM in the
stratosphere as well as stronger, more persistent stratosphere-troposphere
coupling. Currently, the stratosphere provides an appreciable amount of
predictability to the troposphere on time scales of one or two months. How-
ever, we find that this effect reduces over time as stratospheric ozone recovers
to pre-ozone hole levels towards the latter part of this century.
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3.2 Introduction
The Southern Annular Mode (SAM) is the dominant mode of climate vari-
ability in the extra-tropical Southern Hemisphere, impacting the atmo-
sphere, ocean, and sea ice (Hall and Visbeck, 2002; Thompson and Wallace,
2000a). A recent summertime trend towards the positive polarity SAM has
been associated with polar stratospheric ozone depletion (Thompson and
Solomon, 2002; Arblaster and Meehl, 2006). In models, projected ozone
recovery will reverse this trend although this may be offset by forcing asso-
ciated with increasing concentrations of long-lived greenhouse gases (GHGs)
(McLandress et al., 2011; Karpechko et al., 2010b; Thompson et al., 2011).
Analysis of long term trends in the SAM associated with changes in the
concentrations of ozone and GHGs in the same model as used in this study
can be found in Morgenstern et al. (2014).
The impact of ozone depletion on the SAM in the stratosphere is readily
explained by the reduction in absorption of incoming shortwave radiation
by stratospheric polar ozone, increasing the meridional temperature gradi-
ent (Randel and Wu, 1999). The stratosphere can, in turn, have an impact
on the troposphere. For the Northern Annular Mode (NAM; the Northern-
Hemisphere equivalent of the SAM); Baldwin and Dunkerton (2001) show
that anomalies in the stratosphere of either sign are often followed by anoma-
lies of the same sign in the troposphere that last for around 60 days; the
equivalent also holds for the SAM (Thompson et al., 2005). Graversen (2003)
showed that the annual cycle in zonal mean zonal wind propagates down-
ward from 10 hPa to the surface on a timescale of about two months. Haigh
and Roscoe (2009) examine the date of final warming of the Antarctic po-
lar vortex; this process takes between 10 and 40 days to progress down
through the lower stratosphere. This date is increasingly delayed over the
latter decades of the twentieth century, which can be attributed to ozone
depletion.
Stratosphere-troposphere coupling is captured by many climate and chemistry-
climate models (Gerber et al., 2010). This coupling between the stratosphere
and troposphere is important for extended range weather forecasts (Kuroda,
2008). For example, Baldwin et al. (2003) show that the NAM in the lower
stratosphere is a better predictor of the 30 day mean NAM (beginning at
a 10 day lag) at 1000 hPa than the 1000 hPa NAM itself. Similarly Chris-
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tiansen (2005) found that prediction of near surface zonal mean zonal wind
at 60◦N is greatly improved by using the value in the lower stratosphere
as a predictor, and that restricting the prediction to periods in which the
predictor was more anomalous improved the prediction. No such findings
have been reported for the Southern Hemisphere.
In this study we use a chemistry-climate model to assess changes in
the deep coupling characterizing the SAM that are caused by anthropogenic
ozone depletion. The advantages of using a chemistry-climate model include:
several realizations can be produced leading to more robust statistics, alter-
native scenarios without changes in climate drivers such as ozone depletion
can be explored, and we can straightforwardly extend the study to the fu-
ture. The inclusion of interactive ozone chemistry in climate models has also
been shown to have significant effects on climate sensitivity (Nowack et al.,
2015).
3.3 Data and Methods
3.3.1 Model
The model used in this study is the National Institute of Water and Atmo-
spheric Research-United Kingdom Chemistry and Aerosols (NIWA-UKCA)
coupled atmosphere-ocean chemistry-climate model (AOCCM). We inves-
tigate the influence of ozone depleting substances (ODSs) by comparing
REF-C2 runs to SEN-C2-fODS runs. An ensemble of models from CMIP5
was also used to investigate the variation in the simulation of stratosphere-
troposphere coupling between different models. See Chapter 2 for further
details.
To evaluate the performance of the model we compare the model output
to the MERRA reanalyses (Rienecker et al., 2011) . We limit the compar-
ison to the period 1979-2011 as the satellite observations assimilated into
the reanalyses over this period provide a more accurate simulation of the
stratosphere. The stratospheric sudden warming (SSW) event during 2002
is not included in the comparison as it is substantially larger than typical




The SAM index is calculated using daily zonal-mean geopotential height
(GPH) data and an empirical orthogonal function (EOF) method; Baldwin
and Thompson (2009) argue that this method is simpler and more robust
than other methods. GPH anomalies are calculated by first removing global
mean GPH for each day (this partially accounts for an expansion of the
atmosphere due to global warming (Morgenstern et al., 2010b)), then at each
latitude removing a slowly varying climatology to account for shifts in the
mean state associated with changing climate and ozone. This climatology is
calculated by applying a 15-year running-mean low-pass filter and averaging
across the model runs (separate climatologies are produced for the REF-
C2 and the SEN-C2-fODS experiments). This procedure for calculating
anomalies produces a SAM that has no long term trend and reflects only
internal variability (Gerber et al., 2010). The resultant GPH anomalies are
then weighted by the square root of the cosine of the latitude to account for
the convergence of meridians towards the poles (North et al., 1982). The
first EOF is calculated using the weighted anomalies of all runs (REF-C2
and SEN-C2-fODS combined) in the region south of 20◦S and for September
to December (this period is chosen as it has the largest variance (Thompson
et al., 2005)). The SAM index is the projection of the zonal mean GPH
anomalies on this EOF, normalized such that it has zero mean and unit
standard deviation. This procedure is repeated on each pressure level.
3.3.3 Extreme SAM Composite
The response to extreme SAM anomalies in the stratosphere is examined
using SAM composites similar to those used by Baldwin and Dunkerton
(2001). Extreme SAM events are identified by selecting all events in which
the SAM index crosses the 2.8 or -3.6 thresholds at 50 hPa. Events must
also be separated by at least 60 days to ensure they are independent of
one another. The thresholds are chosen to select events that are sufficiently
extreme that they influence the troposphere, and to have approximately
equal numbers of positive and negative events. The asymmetry reflects the
fact that the distribution of the SAM indices has a longer tail on the negative
side. The thresholds are discussed further in section 3.5. The composite
shows the average of all these events (negative events are multiplied by −1
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and are combined with the positive events). The reference time (i.e. lag =
0) in Figure 3.1 and 3.5 corresponds to the time at which the extreme at
50 hPa occurred (note this differs from the definition used by Baldwin and
Dunkerton (2001) where it corresponds to the time at which the threshold
was crossed, this results in a timing difference on the order of a few days
but otherwise has little impact).
An estimate of the uncertainty in the composite is found by performing
a Monte Carlo simulation of event selection. The method is as follows: a
SAM composite is produced from n randomly selected times (where n is
equal to the number of events in the extreme composite being considered).
As in the case of the extreme composite, instances in which the SAM at
50 hPa and 0 lag is negative are multiplied by −1. Then for each pressure
level and lag in the composite the SAM index is averaged over a range of
timespans (up to 40 days). This is then repeated for 10000 different random
composites, thus giving a distribution of the expected SAM index anomaly
at each pressure level, lag, and, timespan. Finding the 95th percentile of
these distributions gives a significance threshold which is a function of pres-
sure level, lag and, timespan. It is important we account for each of these
factors as we intuitively expect the mean SAM anomaly to be smaller at
lower levels (as the persistence time is shorter), at greater lags (as the SAM
index becomes less correlated with the 50 hPa, 0 lag SAM) and, when av-
eraged over longer timespans. The composite composed of extreme events
is assessed by averaging the SAM index at each pressure level and lag over
the range of timespans. If the mean SAM index exceeds the significance
threshold (at the corresponding pressure level and lag) for any timespan,
then the SAM index is judged to be significantly anomalous at that point.
In order to judge the significance of the difference between two composites
the distribution is instead built from the difference between 10000 pairs of
random composites and, additionally, the 5th percentile used as a threshold
for negative differences.
3.4 Results
3.4.1 NIWA-UKCA Model Evaluation
To confirm that the NIWA-UKCA model is able to realistically reproduce
stratosphere-troposphere coupling, we compare it to the MERRA reanaly-
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Figure 3.1: Composite SAM index of extreme events for (a) MERRA and
(b) NIWA-UKCA REF-C2 over the period 1979-2011. White contours show
increments of 0.5 beginning at +1. The number of positive and negative
events in each composite is shown in parentheses. The red contour indicates
regions exceeding the 95% significance level
sis. Figures 3.1(a) and (b) show extreme SAM composites for the MERRA
reanalysis and the 5 REF-C2 runs, respectively, over the period 1979-2011.
In general, the model reproduces the observed coupling, i.e. anomalies in
the stratosphere are followed by anomalies in the troposphere; however, the
coupling is somewhat too persistent. This has been found to be the case in
other models, e.g. various CCMVal-2 models (Gerber et al., 2010) (for the
NAM).
3.4.2 SAM variability in the NIWA-UKCA model
This study examines changes to the SAM due to ozone depletion and re-
covery. To illustrate the evolution of polar ozone, Figure 3.3(a) shows the
October total column ozone south of 70◦S as simulated in REF-C2 runs. Oc-
tober is the month in which this measure is climatologically at a minimum.
The period 1987-2036 in which the ensemble mean ozone falls below 220
Dobson Units is chosen to represent the period of enhanced ozone depletion
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Figure 3.2: Distributions of the 2000-2009 REF-C2 (blue), 1950-2099 REF-
C2 baseline (red) and the relative difference between the two (green)
utilized later in the analysis.
We examine the changing frequency distribution of the SAM index in
order to investigate the effect of ozone on the SAM variability. The distri-
bution of the 50 hPa September to February SAM over a 10 year window is
calculated and compared to a baseline distribution of the REF-C2 ensemble
over the 1950-2099 period. The distribution that we use is a modification
of the cumulative distribution function in which the right hand side (i.e.
f(x) > 0.5) becomes 1 − f(x) such that the interpretation of the distribu-
tion changes from “fraction less than x” to “fraction more extreme than x”.
The September-February period was chosen because this is where the influ-
ence of ozone changes would be expected to occur. An example distribution
is shown in Figure 3.2 which compares the distribution for 2000-2009 (blue)
to the baseline distribution (red). The relative difference between the two is
shown in green. For example, occurrences of SAM events of 1.5 or greater
are 47% more frequent in the 2000-2009 period relative to the 1950-2099
period.
Figure 3.3 shows this relative difference for the REF-C2 runs (b) and the
SEN-C2-fODS runs (c) over the course of the simulation using a 10-year slid-
ing window. The difference between each 10-year distribution and the base-
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line distribution is tested with the Kolmogorov-Smirnov test (Feller, 1948).
Instances for which the test shows no significant difference (p < 0.01) are
indicated by cross-hatching. Figure 3.3(b) shows that over the period 1990
to 2020 there is a large increase in the occurrence of SAM extrema (shown in
red). This period corresponds closely to the period with enhanced anthro-
pogenic ozone depletion shown in Figure 3.3(a). Hence we hypothesize that
polar ozone depletion is responsible for this change in the SAM variability.
There appears to be more variability shown in Figure 3.3(c), but this is likely
due to there only being two SEN-C2-fODS runs as opposed to the five runs
used in Figure 3.3(b). Figure 3.3(c) shows a less coherent pattern than the
REF-C2 simulation which gives credence to the hypothesis that the large
coherent feature indicating an increase in occurrence of extrema during the
1990 to 2020 period observed in the REF-C2 simulations is associated with
ozone depletion. Overall there is more area of negative anomaly (blue) in
Figure 3.3(c) indicating a general tendency for less frequent occurrences of
extreme SAM events in the SEN-C2-fODS simulation. It must be noted
that the uncertainty in frequency change necessarily increases towards the
tail ends of the SAM distribution. For this reason the SAM range in Figure
3.3 only covers -3.25 to 2.5 (the 1st and 99th percentiles of the baseline SAM
distribution).
As with the frequency of extreme SAM events, the persistence timescale
of the SAM varies due to changing ozone forcing. The persistence timescale
is taken as the e-folding time of the SAM index autocorrelation function.
Figure 3.4(a) shows the climatology of the persistence timescale, smoothed
using a Gaussian filter with σ = 10 days, over the period 1987-2036 in
the REF-C2 runs. The equivalent result for the SEN-C2-fODS simulations
(Figure 3.4(b)) indicates a considerable decrease of persistence of the SAM in
the summer stratosphere. There is also a shift in the timing of the maximum
persistence toward early summer in the SEN-C2-fODS ensemble relative to
REF-C2, as indicated by the coloured contours. It is possible this shift is
associated with the delayed vortex break-up identified by Haigh and Roscoe
(2009). As there are only two SEN-C2-fODS simulations, it is necessary to
check that these differences from REF-C2 are significant. We compared
climatologies produced using every combination of two REF-C2 runs to
Figure 3.4(b) and found that none of the 10 combinations produced a similar
result to the SEN-C2-fODS climatology, suggesting that the difference is
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Figure 3.3: (a) The October Column Ozone South of 70◦S as simulated in the
REF-C2 (ensemble mean is blue) and SEN-C2-fODS (ensemble mean is red)
runs and the change in the decadal distribution of the September-February
SAM in the (b) REF-C2, and (c) SEN-C2-fODS simulations. Hatching
indicates distributions which were not deemed to be significantly different
using the Kolmogorov-Smirnov test (p < 0.01)
statistically robust.
Figure 3.4(c) shows the equivalent for the 2050-2099 period (character-
ized by ozone recovery) in the REF-C2 simulation. Relative to this later
period, the persistence in REF-C2 for 1987-2036 is substantially longer in
the stratosphere during summer and into autumn. Although this lends some
support to the hypothesis that ozone depletion causes an increase in per-
sistence, it is possible that a difference in GHG forcing or an interaction
between ozone recovery and GHG forcing drives some of the difference in
this comparison. Indeed, Figure 3.4(d) shows that the SEN-C2-fODS sim-
ulation over the period 2050-2099 also produces a pronounced decrease in
persistence relative to the earlier period, suggesting that this may be a prod-
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Figure 3.4: Climatological persistence of the SAM for the (a) REF-C2 runs
over the period 1987-2036, (b) the SEN-C2-fODS runs over the same period,
(c) the REF-C2 over the 2050-2099 period, and (d) the SEN-C2-fODS over
the 2050-2099 period. In panels (b), (c), and (d) the coloured contours
display the difference with respect to (a).
uct of increased GHG concentrations.
3.4.3 Coupling in the NIWA-UKCA model
We have shown that changes in stratospheric ozone produce changes in the
frequency of SAM extrema and the persistence of the SAM in the strato-
sphere. One might expect that these properties influence the coupling of
the stratosphere to the troposphere, given that this coupling is observed to
occur on occasions when the stratospheric SAM is most extreme.
Figure 3.5(a) and (b) show SAM composites for the REF-C2 and SEN-
C2-fODS runs, respectively, over the period 1987-2036; Figure 3.5(c) shows
the difference between the two. Over the 30 to 90 day lag period the SAM
49
Figure 3.5: Extreme SAM composites for (a) REF-C2 over the period 1987-
2036, (b) SEN-C2-fODS 1987-2036, (c) the difference between (a) and (b),
(d) REF-C2 over the period 2050-2099, and (e) the difference between (a)
and (d). White contours in (a), (b) and (d) show increments of 0.5 begin-
ning at +1. The number of positive and negative events in each composite
is shown in parentheses, significant differences (p < .05) are marked with
hatching
.
signal in the troposphere is stronger in the case of the REF-C2 runs than the
SEN-C2-fODS runs. The difference for the 35 to 70 day lag period is shown
to be significant at the 95% level using the method described in section 3.3.3.
The longer persistence in the stratosphere due to ozone depletion is also
apparent in Figure 3.5(a) in that the stratospheric signal is stronger for
the REF-C2 runs than for the SEN-C2-fODS for positive lags, which is as
expected based on Figure 3.4. Note also the differing frequency of extrema:
the REF-C2 composite includes 56 events which correspond to, on average,
approximately 11 per simulation (REF-C2 is comprised of 5 simulations),
whereas the SEN-C2-fODS composite includes only 10 per simulation (total
of 20 split over 2 simulations). However, despite this imbalance, the mean
SAM index at 50 hPa and lag = 0 (i.e. the point at which the selection
criteria was applied) shows no significant difference. This may suggest that
it is the increased persistence, rather than the increased frequency of extrema
that leads to the stronger stratosphere-troposphere coupling observed during
the period of highest ozone depletion.
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Furthermore, the difference between the 1987-2036 REF-C2 composite
(Figure 3.5(a)) and the 2050-2099 REF-C2 composite (Figure 3.5(d)) as
shown in Figure 3.5(e) displays a similar pattern to Figure 3.5(c). As in the
case of Figure 3.4(c), this corroborates our finding that there is an influence
of ozone depletion although, the comparison is less straightforward due to
the different GHG abundances.
3.4.4 Simulation of Coupling Across Different Climate Mod-
els
The chapter, to this point, has been published in the Journal of Geophysical
Research (Dennison et al., 2015); this section further examines the topic
of stratosphere-troposphere coupling but has not been published. This sec-
tion uses a collection of CMIP5 models (see Section 2.3) to investigate the
differences in coupling between different models.
As an ensemble, the CMIP5 models simulate the observed coupling rea-
sonably well. Figure 3.6 shows the composite SAM for the extreme events in
the MERRA reanalysis (top) and CMIP5 (bottom). The composite is pro-
duced in the manner described in Section 3.3.3 with one exception. Rather
than selecting all events in which the 50 hPa SAM exceeds a threshold, here
only the n most positive and n most negative events for each model were
selected (this method was used by Thompson et al. (2005)). This ensures
the composite, which is made up from different models, weights each model
equally. The choice of n = 6 was made as to be approximately consistent
with the composites in Section 3.4 and the results presented here hold for
different values of n. Similar to the NIWA-UKCA model in Section 3.4, the
coupling simulated by the CMIP5 ensemble is too persistent. However, the
SAM anomaly in the troposphere for the month following the stratospheric
extreme is of approximately the correct magnitude.
Studies such as Morgenstern et al. (2010a) and Gerber et al. (2010) have
shown considerable variance amongst climate models in their simulation of
the coupling in the Northern Hemisphere. We find this is also true for the
Southern Hemisphere. Figure 3.7 illustrates this by showing the strength
of coupling in each of the individual CMIP5 models. The strength of the
coupling here is quantified as the correlation between the 50 hPa SAM and
10-day lagged 500 hPa SAM over the November-February season, 1979-2005.
The 500 hPa SAM is averaged over a 30 day span which begins at a 10 day
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Figure 3.6: Composite SAM for extreme events in the MERRA reanalysis
(top) and CMIP5 ensemble (bottom) of the period 1979-2005
lag relative to the 50 hPa value. The coupling in the MERRA reanalysis
(r = 0.28) is replicated by a number of the models, but as was shown
by Figure 3.6, the models generally overestimate the strength of coupling.
Amongst the set of models, correlation ranges from 0.26 to 0.68.
To investigate possible sources of this variance, composites were pro-
duced by grouping CMIP5 models according to the following properties:
a Vertical resolution in the upper troposphere/lower stratosphere (UTLS);
models with 10 or more levels between 7 and 14 km in altitude are clas-
sified “High” and those with six or fewer are classified “Low”.
b Height of model top; models with the top level at 1 hPa or above are
classified as “High Top” and below 1 hPa are “Low Top”.
c Ozone chemistry; models with either interactive or semi-offline chemistry
are classified ”Chem” and those in which ozone is prescribed are “No
Chem”.
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Figure 3.7: Correlation between the 50 hPa SAM and 30 day mean 500 hPa
SAM lagged 10 days for November-February 1979-2005. Error bars show
the 95% confidence interval.
d Horizontal resolution; models with latitudinal resolution < 1.5◦ are clas-
sified as “High” and > 1.5◦ are classified as “Low”.
Figure 3.8 shows the differences between the two subsets for each of
four categories listed above. Significant differences were identified using
Wilcoxon’s ranked sum test (Wilcoxon, 1945) and are indicated by hatching.
Figure 3.8(a) reveals that the subset of models with a high vertical resolution
in the UTLS display a weaker (and therefore more realistic) coupling than
the low subset. The difference is particularly notable shortly after the SAM
extreme in the mid-stratosphere and at larger lags in the troposphere. In
contrast, Figure 3.8(b) shows the difference between the high and low top
models is mostly limited to the upper stratosphere. It is not surprising
that low top models would have trouble producing realistic simulations in
the stratosphere as in some models the model top is as low as 10 hPa.
However, the finding that the height of the model top has little influence in
the response of the troposphere emphasizes that it is the region around the
tropopause that is critical for coupling.
Figure 3.8(c) shows that the ensemble of models that simulate ozone
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Figure 3.8: Difference in the composite SAM between various subsets of
the CMIP5 model ensemble. Hatching indicates significant differences (p <
0.05), contours indicate the all-model ensemble
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chemistry display stronger coupling than those with prescribed ozone. This
is somewhat surprising as one might assume the simulation of chemistry
would aid the accuracy of the simulation. Adding chemistry increases the
complexity of the system, so it may be that altering the dynamics of the
stratosphere-troposphere coupling may be an unintended consequence of
the chemistry module which may improve the model in other ways. The
“Chem” subset in this example includes both interactive and semi-offline
ozone. The models with interactive ozone alone produce results similar to
the semi-offline ozone subset in the troposphere. However, the interactive
ozone subset only includes three models (CNRM-CM5, GFDL-CM3 and
MIROC-ESM-CHEM), of these only MIROC-ESM-CHEM is also in the
high vertical resolution subset. By the metric used in Figure 3.7, this model
is the closest of the three to the MERRA reanalysis. Indeed, of the whole
“Chem” subset, MIROC-ESM-CHEM is the only model also in the high
vertical resolution subset. This perhaps indicates that any advantage the
simulation of ozone chemistry may bring is not realized due to the lack of
vertical resolution in the UTLS.
Figure 3.8(d) shows that there is very little difference between the high
and low horizontal resolution models. As horizontal resolution is important
for simulating small scale eddies, this result perhaps indicates that these do
not play a crucial role in stratosphere-troposphere coupling.
3.5 Discussion and Summary
A notable issue with producing SAM composites is the selection of events.
In this study events were chosen based on the SAM index at 50 hPa; other
studies have used 10 hPa (Baldwin and Dunkerton, 2001; Thompson et al.,
2005; Gerber et al., 2010). Baldwin et al. (2003) and Christiansen (2005)
find that the stratosphere becomes a better predictor of the troposphere at
lower levels (in the case of the NAM); similarly we find that extrema at
50 hPa elicited a larger response in the troposphere than those at 10 hPa.
This, combined with the fact that 50 hPa is close to the height of the ozone
layer maximum, validates the reason for choosing this lower level. Another
consideration is the number of events to include in the composite. The ap-
proach taken here was to select extrema of the SAM index which fell outside
the interval of -3.6 to 2.8. These thresholds were chosen such that the ex-
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trema were large enough to produce a noticeable effect on the troposphere,
yet ensuring enough events were composited to be representative (given that
the variance amongst individual events was considerable). The distribution
of the SAM index is skewed with a longer negative tail so asymmetric thresh-
olds were necessary to obtain a sample that included an approximately equal
number of positive and negative SAM events. Another approach would be to
select the n most extreme events (Thompson et al., 2005). However, as this
study uses comparisons of composites, and given that the composites are
selected from records with differing distributions (Figure 3.3 (b) shows that
the distribution of the SAM at 50 hPa over the 1987-2036 period will differ
from the 2050-2099 period), it was decided that this approach would not
provide the fairest comparison. For example, if the 56 most extreme events
(to match the number selected for Figure 3.5(a)) were instead chosen for the
composite shown in Figure 3.5(d), the additional 21 events selected would
mean the events would be, on average, less anomalous. In this case the
difference is significant enough that it would produce a noticeable difference
in the tropospheric response.
In this study positive and negative events were combined together into
a single composite. This was the approach taken by Thompson et al. (2005)
and Gerber et al. (2010), while Baldwin and Dunkerton (2001) produced
separate composites. There are only slight differences between the compos-
ite of the positive events and the composite of the negative events in the
stratosphere, but the extent to which the troposphere is impacted by the
stratospheric anomaly (at a lag of > 20 days) is similar in both composites.
It was therefore decided that, for the purposes of this study, a combined
composite was sufficient to illustrate stratosphere-troposphere coupling be-
havior. However, a difference between the positive and negative composites
in the troposphere does arise around lag = 0 where the negative composite
shows a larger anomaly.
In Figures 3.5(c) and (e) it can be seen that in the troposphere and lower
stratosphere around lag = 0 the SAM is more anomalous in the SEN-C2-
fODS and REF-C2 2050-2099 composites relative to the REF-C2 1987-2036
composite. This is partly due to the previously noted difference in negative
SAM events: as these composites feature a larger proportion of negative
events, the SAM anomaly around lag = 0 will be larger. However, this effect
alone is not enough to account for the difference shown in Figures 3.5(c) and
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(e). It is possible that differences in the mean state of the atmosphere in the
various composites may have an important effect in this area. Polvani and
Waugh (2004) show that large stratospheric anomalies are caused by verti-
cally propagating planetary waves, with anomalously weak (strong) strato-
spheric vortex anomalies preceded by anomalously strong (weak) eddy heat
flux in the troposphere. As the initial state of the stratosphere differs due
to the presence/absence of an ozone hole this requires a difference in the up-
ward propagating planetary waves needed to produce an extreme event. This
difference could be due to a different state of the troposphere/tropopause,
either in terms of wave production (for example due to a difference in tem-
perature differential between land and ocean), or wave propagation (due
to changes in the effective refractive index of the atmosphere (Orr et al.,
2012)), which is perhaps manifested in terms of a difference in SAM index
in Figures 3.5(c) and (e).
The results show that ozone depletion has the effect of increasing the
frequency of SAM extrema and the persistence time of the SAM in the
stratosphere as well as the strength of the coupling between the stratosphere
and troposphere. As polar stratospheric ozone recovers from the effects of
ODSs over the course of the century, we expect to observe a decrease in the
strength of this coupling; this will have the effect of reducing the efficacy
of extended range weather forecasts. Although, as Figure 3.5(d) shows, the
changing GHG forcing may also have some effect on the strength of the
coupling.
Examining an ensemble of CMIP5 models showed a wide variation in
the simulation of stratosphere-troposphere coupling and a tendency of the
model ensemble to overestimate the strength of the coupling. It was notable
that, as a group, the models with higher vertical resolution in the UTLS
produced a more accurate simulation of the coupling strength. Future work
would be useful to confirm this result by testing the sensitivity of coupling
strength to vertical resolution in a single model (thus eliminating the other





We investigate the influence of ozone depletion and recovery on tropospheric
blocking in the Southern Hemisphere. Blocking events are identified us-
ing a persistent positive anomaly method applied to 500hPa geopotential
height. Using the NIWA-UKCA chemistry-climate model, we compare ref-
erence runs that include forcing due to greenhouse gases and ozone depleting
substances to sensitivity simulations in which ozone depleting substances are
fixed at their 1960 abundances and other sensitivity simulations with green-
house gases (GHGs) fixed at their 1960 abundances. Blocking events in the
South Atlantic are shown to follow stratospheric positive anomalies in the
Southern Annular Mode (SAM) index; this is not the case for South Pacific
blocking events. This relationship means that summer ozone depletion, and
corresponding positive SAM anomalies, leads to an increased frequency of
blocking in the South Atlantic while having little effect in the South Pacific.
Similarly, ozone recovery, having the opposite effect on the SAM, leads to
a decline in blocking frequency in the South Atlantic, although this may be
somewhat counteracted by the effect of increasing GHG concentrations.
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4.2 Introduction
Atmospheric blocking refers to large, quasi-stationary, high pressure features
that persist beyond the synoptic time scale and inhibit the mid-latitude
zonal flow. Most of the blocking in the Southern Hemisphere occurs in
the South Pacific region and, to a lesser extent, the Southwestern Atlantic
and exhibits a strong seasonal cycle with blocking being more common dur-
ing winter and autumn (Trenberth and Mo, 1985; Sinclair, 1996; Renwick,
2005). Blocking has been shown to have significant effects on the weather
over mid-latitude continental regions. South Atlantic blocking events result
in colder conditions over much of Argentina and warmer conditions on the
southern tip of the South American continent and the Antarctic Peninsula
(Mendes et al., 2008). Kayano (1999) found that blocking over the East
Pacific during summer results in colder, drier conditions in South America
south of 40◦S. Blocking in the Oceania region was found to produce signif-
icantly colder conditions in Southern Australia (Mendes et al., 2008). The
amount of rainfall in Southern Australia is also influenced by blocking with
the direction of influence determined by the location of the blocking event
(Risbey et al., 2009; Cowan et al., 2013; Pook et al., 2013). Blocking also
plays a role in the Australian heat waves (Pezza et al., 2012).
There is no universally accepted metric with which to diagnose blocking;
generally, the methods used are variations on two approaches. One is based
on the work of Rex (1950) which takes reversals in the meridional geopo-
tential height (GPH) or potential temperature gradient as indications of
blocking (Lejenäs and Ø kland, 1983; Tibaldi and Molteni, 1990; Pelly and
Hoskins, 2003). The other looks for persistent positive anomalies (PPAs)
in either surface pressure or GPH fields (Dole and Gordon, 1983; Renwick,
2005; Parsons et al., 2016). In comparing the two approaches, Liu (1994)
found that PPAs centered around 60◦N correspond well with the Rex (1950)
definition of blocking, but not as well for PPAs centered around 45◦N. In
this study we use the PPA approach.
Large scale modes of variability such as the El Niño - Southern Oscil-
lation (ENSO) and Southern Annular Mode (SAM) are known to have an
effect on blocking in the Southern Hemisphere. Oliveira et al. (2014) showed
that the El Niño conditions had the effect of increasing the number of blocked
days over the Central and Eastern Pacific, while La Niña conditions decrease
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the number of blocked days over the Western and Central Pacific. Mendes
and Cavalcanti (2014) found that blocking in the West Pacific and Atlantic
regions is more frequent when the SAM is positive and more frequent in the
South East Pacific when the SAM is negative. The interplay between the
ENSO and SAM is also significant (Oliveira et al., 2014).
In this paper we investigate the influence of ozone depletion and recovery
on blocking in the Southern Hemisphere. To reveal the effect of ozone forc-
ing, we use a coupled atmosphere-ocean chemistry-climate model (AOCCM)
which produces simulations in which ozone depleting substances (ODSs) are
either prescribed according to historical and projected concentrations or
held fixed. Further information on the model and data analysis procedures
is contained in section 4.3. In section 4.4 we assess the model simulation of
atmospheric blocking by comparison with reanalysis data and also illustrate
the effect of ozone forcing on blocking, with particular regard to how this
varies by region. Section 4.5 includes a discussion of the mechanisms behind
the relationship between ozone forcing and blocking as well as a summary of
the results. The appendix provides some additional evaluation of the model
4.3 Data and Methods
4.3.1 Model
The model used in this study is the National Institute of Water and Atmo-
spheric Research-United Kingdom Chemistry and Aerosols (NIWA-UKCA)
coupled atmosphere-ocean chemistry-climate model (AOCCM). We investi-
gate the influence of ODSs and GHGs by comparing REF-C2 runs to SEN-
C2-fODS and SEN-C2-fGHG runs, respectively (see Chapter 2 for further
details).
We compare the model output to the European Centre for Medium-
Range Weather Forecasts (ECMWF) Interim Reanalysis (ERA-Interim) (Dee
et al., 2011). ERA-Interim assimilates meteorological and ozone measure-
ments from a variety of sources; the ozone product has been shown to be
consistent with independent satellite measurements (Dragani, 2011).
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4.3.2 Blocking Metric
Blocking is examined using the persistent positive anomaly (PPA) approach
(Renwick, 2005). A grid point is defined as blocked if an anomaly of greater
than 100 m in the 500 hPa GPH persists for five or more days. The blocking
frequency is the percentage of days for which this criterion is met over a given
time frame. This technique allows blocking to be examined on a regional
basis. In this paper we consider two regions, namely the Pacific (120◦W to
180◦W and 42.5◦S to 60◦S) and Atlantic (45◦W to 15◦E and 42.5◦S to 60◦S).
We define these regions as “blocked” if the number of grid points within the
geographic limits described above exceeds a threshold, and “not blocked” if
none of the grid points fit the definition. The threshold for model data is
20 (of 102) grid points, for the reanalysis (which has a higher longitudinal
resolution relative to the model) the threshold is 30 (of 150) grid points.
4.3.3 SAM calculation
The Southern Annular Mode (SAM) index is calculated from zonal mean
GPH anomalies using an empirical orthogonal function (EOF) method.
GPH anomalies are calculated relative to a slowly varying mean such that
ozone depletion and recovery have no effect on the mean state of the SAM.
Full details of the calculation can be found in Dennison et al. (2015).
4.4 Results
In order to evaluate the model we examine the annual mean blocking fre-
quency for the period 1979-2014, shown in Figure 4.1 for both the ERA-
Interim reanalysis (top) and the REF-C2 ensemble (bottom). The model
does well in simulating the spatial pattern, correctly positioning the max-
ima in blocking frequency in the Eastern Pacific sector and the minima in
the Indian Ocean sector. The spatial correlation between these patterns is
0.88. However, the model underestimates the magnitude of the blocking
frequency by around a third. Underestimation of the blocking frequency is
a common problem amongst climate models (D’Andrea et al., 1998; Scaife
et al., 2010); this is discussed further in section 4.5.
We now examine the seasonal cycle of blocking and the effect on blocking
of ozone depletion. To highlight the effect of ozone depletion, we initially
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Figure 4.1: Annual mean blocking frequency in ERA-Interim (top) and
REF-C2 (bottom) over the period 1979-2014
examine the period 1987-2036 which corresponds to the period of maximum
ozone depletion as simulated by the model. During this period the October-
and areal-mean total column ozone south of 70◦S is less than 220 Dobson
Units (see Figure 4.10 in appendix). The top row of Figure 4.2 shows the
seasonal blocking frequencies in the REF-C2 runs. There is a large seasonal
cycle with blocking more frequent during the winter season. This seasonal
cycle is consistent with other studies (e.g., Renwick, 2005; Mendes et al.,
2008; Parsons et al., 2016). The second row of Figure 4.2 illustrates the
effect of ozone depletion by showing the differences between the REF-C2
and SEN-C2-fODS ensembles in each season. The differences are presented
as percentage changes relative to the REF-C2 blocking frequency. For ex-
ample, if the blocking frequency in the REF-C2 ensemble is 6% and in
SEN-C2-fODS it is 4%, then the difference is +33%. Significant differences
are marked with cross-hatching. Differences are considered significant if the
difference in the ensemble means exceeds twice the REF-C2 intra-ensemble
standard deviation. This analysis shows two instances where ozone depletion
appears to have affected the blocking frequency: (1) In the South Atlantic
in summer blocking appears to have increased as a result of ozone depletion.
(2) In the Southern Indian Ocean in winter (and to a lesser extent in spring)
blocking has decreased. The South Atlantic effect is the larger of the two
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Figure 4.2: Seasonal mean blocking frequencies for REF-C2 (top row) and
the percentage difference between REF-C2 and SEN-C2-fODS (bottom,
shading) over the period 1987-2036. The mean blocking frequency of SEN-
C2-fODS is also illustrated on the bottom row in contours (increments of
2% beginning at 2%). The green boxes indicate the Pacific and Atlantic
regions referenced throughout this paper
and our a priori expectation is that ozone depletion generally effects the
summer season (Thompson et al., 2011). For these reasons we will focus
on the Atlantic region during summer. In contrast to the South Atlantic,
modelled blocking in the South Pacific is not affected by ozone depletion.
By contrasting these two regions we will investigate the reasons behind the
change in the Atlantic region. The regions are highlighted in Figure 4.2.
Figure 4.3 shows the time series of the summer blocking frequency over
the Atlantic and Pacific regions for the three scenarios and the ERA-Interim
reanalysis. The shaded region around the REF-C2 ensemble illustrates the
95% confidence interval, this was estimated based the deviations of indi-
vidual runs with respect to the ensemble mean and assumes the variance
is proportional to the magnitude of the blocking frequency and does not
otherwise vary as a function of time. The time series of the REF-C2 and
SEN-C2-fODS ensembles confirm that the difference between the two in the
Atlantic that was shown in Figure 4.2 is confined to the ozone depletion
period. The ensemble means begin to diverge during the late 1990’s and
converge around 2050, while closely tracking each other at the beginning
and end of the simulation. The SEN-C2-fODS ensemble lies outside the
bounds of the REF-C2 confidence interval over the period 2010-2025.
As was indicated by Figure 4.1, the blocking frequency calculated for
the ERA-Interim dataset is larger than the model. To aid comparison, we
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Figure 4.3: Time series of the summer blocking frequency in the Atlantic
(top) and Pacific (bottom) in each of the model simulations REF-C2 (blue),
SEN-C2-fODS (red), SEN-C2-fGHG (green) and the ERA-Interim reanal-
ysis (black). Thin lines show the individual model runs, thick lines show
the ensemble mean, and the shading indicates the 95% confidence interval
around the REF-C2 ensemble mean. Note that the model and ERA–Interim
reanalysis use different scales on the vertical axis to aid comparison.
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therefore use different vertical scales for the model and ERA–Interim output
in Figure 4.3. The ERA-Interim trends in blocking frequency in each of the
regions match the modelled trends, namely a positive trend in the South
Atlantic and no significant trend in the South Pacific. For the South Atlantic
region, the trend in ERA-Interim is larger than the mean REF-C2 one,
although Figure 4.3 indicates that there is substantial variability amongst
the ensemble members with two of the five REF-C2 runs exhibiting trends
of magnitudes similar to the ERA-Interim trend. Also, if the trends are
expressed relative to the mean blocking frequency, then there is no significant
disagreement with a 16.5%/decade trend (relative to the 1979-2014 mean
blocking frequency) for the REF-C2 ensemble (p = 0.076) and 18.9%/decade
trend for ERA-Interim (p = 0.137).
The REF-C2 time series for the Atlantic blocking has two clear trends,
increasing up until about 2010 with a slower decrease thereafter. The timing
of this change might be expected from an ozone driven effect as ozone deple-
tion peaks at around that time before slowly recovering over the remainder
of the 21st century. A similar pattern is also observed for the fGHG time
series although the turning point is less clear due to substantial variabil-
ity and the smaller ensemble size. In contrast to the Atlantic, the Pacific
region shows no significant differences between the REF-C2 and fODS simu-
lations over the entire course of the simulations. While the fGHG ensemble
shows no trend in either region, both the REF-C2 and fODS ensembles
have small positive trends over the duration of the simulation and exhibit a
larger blocking frequency at the end of the 21st century than the fGHG runs.
This suggests that increasing GHGs have the effect of increasing blocking
frequency across the hemisphere. Thus, the response of blocking to ozone
forcing appears to be more regional than is the case for GHG forcing.
We now investigate the characteristics of the stratospheric planetary
waves for the two blocking regions, as wave breaking has been shown to
be a contributor to blocking (Berrisford et al., 2007). Figure 4.4 shows the
probability density functions (PDFs) of the amplitude and phase of plane-
tary waves with zonal wavenumbers 1 to 4 during periods where the Atlantic
region is concurrently blocked (red) or not blocked (blue), based on the crite-
rion as defined above. The waves components are calculated by performing
a fast Fourier transform (FFT) on the 55◦S GPH anomaly at 10 hPa over the
entire duration of the REF-C2 simulations. It is clear that summer blocking
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is associated with waves of a certain phase, particularly for waves with zonal
wavenumber 1 to 3. Futhermore, blocking is associated with increased wave
amplitude for each of the four wave components. Similarly, in the case of
Pacific blocking, Figure 4.5 shows that zonal wavenumbers 1 to 3 have a
clear phase preference, but there is little to no preference for an enhanced
wave amplitude in this situation. The difference in median amplitude for
each wavenumber is noted in the corner of the plot, bold font indicates
whether the difference in distributions is significant (p < 0.05) according to
the Wilcoxon rank sum test (Wilcoxon, 1945).
Figures 4.4 and 4.5 reveal that the state of the stratosphere is perturbed
during the presence of tropospheric blocking. However, it is possible that
the stratosphere is playing a role in initiating the blocking event and/or
that the stratosphere becomes perturbed as a result of the blocking event.
Previous studies have suggested that the stratospheric state can impact tro-
pospheric blocking (Woollings et al., 2010)and also that blocking can impact
the stratospheric state (Martius et al., 2009). Figure 4.6 shows GPH anoma-
lies associated with summer blocking events in the Atlantic on the 10, 100
and 500 hPa pressure levels. Composites are produced for two successive
ten day periods leading up to the tropospheric blocking event, the blocking
event itself, and two ten day periods following the blocking event. The GPH
is calculated relative to a slowly varying climatology in order to remove the
effect of both ozone depletion and GHG forcing on the mean state. All
shaded anomalies are significant (p < 0.05) according to Wilcoxon’s signed
rank test (Wilcoxon, 1945). Prior to the blocking event, at 10 hPa, the main
feature is the negative anomaly over the polar region i.e. a positive SAM-type
pattern, which is consistent across the entire 20 day lead up. In addition
to the SAM-type pattern, there are also some small-amplitude wave 1 and
2 patterns. During the blocking event, the amplitude of the wave 1 pattern
increases to become the dominant feature. The wave 1 pattern persists for
the ten days following the blocking event, then dissipates over days 11-20.
Similarly, at 100 hPa, the SAM type pattern occurs prior to the blocking
event. Again the anomaly pattern characteristic of the blocking event per-
sists in the composite of the following ten days, but it dissipates faster than
at 10 hPa. The 500 hPa level does not show the same SAM feature and, in
contrast to the 10 hPa level where waves 1 and 2 are more prominent, this
level is dominated by waves with higher wavenumbers, particularly in the
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Figure 4.4: PDFs of the amplitude (left) and phase (right) of the first four
wave components at 10 hPa during summer blocking events (red) and with-
out blocking (blue) in the Atlantic over the period 1950-2099. ∆Amp notes
the difference in medians and is bold if the difference is significant (p < 0.05)
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Figure 4.5: As for Figure 4.4 with Pacific blocking
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Figure 4.6: GPH anomalies prior to, during and following (left to right) sum-
mer blocking events in the Atlantic at pressure levels 10 (top), 100 (middle)
and 500 hPa (bottom) for the REF-C2 runs over the period 1950-2099. All
colored anomalies are significant (p < 0.05) according to Wilcoxon’s signed
rank test
periods immediately prior to and following the blocking event. Figure 4.7
shows the equivalent for blocking events in the Pacific. In contrast to the
Atlantic, there is no sign of any SAM type patterns, but rather just the
wave 1 pattern dominating the 10 hPa level and higher wavenumbers at the
lower levels.
To further investigate the preference for positive SAM anomalies prior
to blocking, we present SAM composites showing a more detailed picture
over the depth of the stratosphere and troposphere before and after the
blocking event. The upper panel of Figure 4.8 shows the SAM composite
corresponding to blocking events in the Atlantic. Lag is relative to the on-
set of the blocking event; lag 0 corresponds to the first day of the blocking
event. Significant SAM anomalies (p < 0.05) are identified by Wilcoxon’s
signed rank test (Wilcoxon, 1945) and are indicated by hatching. As Fig-
ure 4.6 suggested, there is a positive SAM anomaly prior to the blocking
event. This anomaly lasts for 40-50 days and peaks around 30-50 hPa but
extends through much of the lower stratosphere and upper troposphere. It
comes to an end abruptly at the onset of the blocking event. The contrast
is clear when comparing this behavior to the equivalent structure for the
Pacific region shown in the lower panel of Figure 4.8. In this case, the SAM
anomaly is much smaller and confined to the troposphere. Figure 4.9 shows
69
Figure 4.7: As for Figure 4.6 with Pacific blocking
the same analysis applied to the ERA-Interim reanalysis. As was the case
for the model, this shows a strong positive SAM anomaly in the stratosphere
preceding blocking events in the Atlantic and very little anomalous behav-
ior associated with Pacific blocking. Note that although the stratospheric
anomalies are larger for the reanalysis, they are not shown to be significant.
This might be expected because the Figure 4.8 composite is drawn from
five 150 year runs while Figure 4.9 is from just 36 years of data, making
statistical significance more difficult to obtain. A notable difference for the
reanalysis is the presence of a positive SAM anomaly in the troposphere
after the onset of the blocking event.
4.5 Discussion and Summary
The NIWA-UKCA model, when compared to the ERA-Interim reanalysis,
generally simulates well many of the aspects of blocking such as the spatial
distribution, seasonal cycle and associations with the SAM. However, it
underestimates the blocking frequency by around a third. This is a common
problem among climate models (D’Andrea et al., 1998; Scaife et al., 2010),
especially those with low horizontal resolution (Anstey et al., 2013) (as is
the case for the NIWA-UKCA model). Such models cannot simulate small-
scale eddies which are important for maintaining blocking events (Matsueda
et al., 2009). Scaife et al. (2010) also find that biases in the mean state
of the model cause errors in the simulation of blocking. This may also be
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Figure 4.8: SAM composite of (top) Atlantic blocking and (bottom) Pacific
summer blocking in the REF-C2 runs over 1950-2099. Hatching indicates
significance (p < 0.05) according Wilcoxon’s signed rank test
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Figure 4.9: As for Figure 4.8 in the ERA-Interim reanalysis 1979-2014
an issue for the NIWA-UKCA model which exhibits a poleward bias in the
position of the polar front jet (see appendix).
Figures 4.2 and 4.3 show that ozone depletion is responsible for an in-
crease in the frequency of blocking in the South Atlantic. This change in
blocking frequency will likely have consequences for the climate of South
America due to the links demonstrated by Mendes et al. (2008) and Kayano
(1999) (cf. section 4.2). In the NIWA-UKCA simulations, the effect of ozone
forcing is larger than that of GHG forcing. In the REF-C2 ensemble, the
blocking frequency increases from ∼5% during the 1960s (i.e. before the
onset of the ozone hole) to ∼10% during the mid 2010s before decreas-
ing to ∼7% towards the end of the century when GHG forcing will be the
main driver of any change. Furthermore, it is also possible that the ozone-
depletion driven change simulated by the model may be an underestimation
of the real impact as it is shown that the rate of increase in blocking cal-
culated from the ERA-Interim reanalysis exceeds that of the model. The
ERA-Interim data cover a relatively short timespan, and given that the
model simulations show considerable variability amongst ensemble mem-
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bers and on interdecadal timescales, the data at our disposal is insufficient
for attributing the full increase in blocking to ozone forcing. However, we
find that ozone depletion likely exerts a bigger influence on blocking in the
South Atlantic during austral summer than increasing GHGs.
Another aspect of this association of ozone depletion and blocking is the
demonstration of a link between stratospheric processes (i.e. a SAM anomaly
at 10 hPa) and blocking, a tropospheric phenomenon. Such stratosphere-to-
troposphere coupling has been demonstrated earlier regarding the NAM and
SAM (respectively, Baldwin and Dunkerton, 2001; Thompson et al., 2005).
A number of subsequent studies have also investigated the links between the
stratosphere and tropospheric blocking, most of which focus on Northern
Hemisphere blocking. The mechanisms at work in such links are, however,
not well understood.
In a somewhat analogous study of Northern Hemisphere blocking, Woollings
et al. (2010) show that the first EOF of 10 hPa GPH (which has an annular
structure), correlates with a 6-day lead with blocking in certain regions of
the Northern Hemisphere. In particular, blocking over Europe was posi-
tively correlated with the phase of this EOF which described anomalously
strong Arctic polar vortex conditions. However, Yao and Luo (2015) find
that blocking events over Southern Europe follow the positive phase of the
North Atlantic Oscillation (NAO+). This effect is explained simply as the
high pressure lobe of the NAO (which normally is located over the mid-
Atlantic) migrating east with the enhanced westerly wind associated with
the NAO+. We find that this type of mechanism however does not apply
in the case of South Atlantic blocking because Figure 4.6 does not show the
same large GPH anomalies prior to the blocking event.
Martius et al. (2009) examined the occurrence of sudden stratospheric
warming (SSW) events in the Northern Hemisphere relative to the occur-
rence of blocking events building on earlier work which identified a possible
two-way interplay between these phenomena. That study showed a distinct
link between planetary scale waves and atmospheric blocks. For example, in
SSW split events, they reported an almost perfect co–location between the
blocking maximum in the Pacific with the positive wavenumber 2 wave peak
at lower levels. There was also clear evidence of constructive interference of
wavenumber 1 and 2 in the upper stratosphere resulting in the vortex split
events. The current analysis (see Figure 4.4) also displays clear signs of syn-
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chronized wave phases during blocking in the Southern Hemisphere which
would be related to constructive interference between the various planetary
waves modes.
Recent work by Davini et al. (2014) also examined blocking in the North-
ern Hemisphere and its relationship to stratosphere-troposphere coupling.
Their study analyses the influence of stratospheric extremes (SSWs and also
vortex intensification (VI) events) on blocking frequency and patterns in the
Northern Hemisphere. The impact of the stratosphere can be summarized
as a change of the blocking frequency on the flanks of the eddy driven jet
streams. Similar to the results presented in this study, Davini et al. (2014)
find that there is a different sensitivity of the tropospheric blocking to the
stratospheric forcing in the two ocean basins, with vortex anomalies lead-
ing tropospheric blocking in the Atlantic, but having no clear relationship
in the Pacific. They also note a clear displacement of the Atlantic eddy-
driven jet equatorward for SSWs and an opposite response for VI events.
Davini et al. (2014) then examine one of the possible theories to explain
stratosphere-troposphere coupling which involves the modulation of tropo-
spheric synoptic waves by the lower stratospheric flow (Kunz et al., 2009).
In that theory, the value of the stratospheric zonal wind vertical shear de-
termines the evolution of the baroclinic wave life cycles between two states.
Davini et al. (2014) show, in agreement with Kunz et al. (2009), that the
stratospheric jets impact the zonal wind vertical shear and can enhance the
occurrence of Rossby wave breaking which they note is linked to blocking
(Pelly and Hoskins, 2003).
In the case of the Southern Hemisphere, various case studies (e.g., Kodera
et al., 2013; Nishii and Nakamura, 2005) have shown links between the
stratosphere and tropospheric blocking. They demonstrate planetary waves
of tropospheric origin either being reflected (Kodera et al., 2013) or refracted
(Nishii and Nakamura, 2005) in the stratosphere back towards the tropo-
sphere where they cause a blocking event. These examples are taken for
SH winter when westerlies are strong such that planetary wave reflection is
initiated (in the Nishii and Nakamura (2005) case study) by an increase in
the strength of the westerlies. In this case, while the positive SAM anomaly
is associated with increased westerlies, the strength of the westerlies dur-
ing summer is not sufficient to instigate wave reflection - indeed one might
expect less wave reflection due to the decreased frequency of easterlies in
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the stratosphere. Therefore it seems it is not the change in zonal winds
that is responsible for the change in blocking frequency here. The mech-
anisms identified in Nishii and Nakamura (2005) and Kodera et al. (2013)
are therefore unlikely to be viable mechanisms in this case. One possible
interpretation of the link between the SAM and Atlantic blocking, demon-
strated in Figure 4.8, is due to the zonally asymmetric component of the
SAM. While the stratospheric SAM is mostly zonally symmetric, it also fea-
tures a zonal wave 1 pattern. In the positive phase it is orientated such
that the trough is located over the South East Pacific (Thompson and Wal-
lace, 2000a). Figure 4.6 shows that a trough in this location is present in
the 10 days prior to Atlantic blocking events. This might suggest that it is
the state of the planetary waves that influence the blocking frequency and
the SAM modifies the planetary wave state in such a way that it influences
only blocking in the Atlantic. A tendency toward a positive SAM (driven
by ozone depletion (Arblaster and Meehl, 2006; Karpechko et al., 2010b;
Morgenstern et al., 2014)) therefore drives the increase in Atlantic blocking
that we find, while having little effect on blocking in the Pacific. The nature
of the mechanism initiating these summer blocking events is still unclear.
Further investigation of wave propagation is perhaps required but is beyond
the scope of this study due to limitations on the model output available.
4.6 Appendix: Model Evaluation
This appendix provides a comparison between the NIWA-UKCA model and
ERA-Interim reanalysis to identify the model characteristics and biases that
may be relevant to this study. First we examine the simulated ozone de-
pletion. Figure 4.10 shows the October mean total column ozone south
of 70◦S for REF-C2 (blue) and SEN-C2-fODS (red) individual model runs
compared to the ERA-Interim reanalysis (black).While the REF-C2 simu-
lation reproduces the ozone depletion trend well, it does not seem to cap-
ture the year-to-year variability (although the 2002 spike in ozone shown in
ERA-Interim is due to a stratospheric sudden warming (SSW) that is not
present in the model). The ozone recovery phase shows the model predict-
ing a return to 1980 levels around the 2050s which is consistent with other
chemistry-climate models (Eyring et al., 2010).
Next we examine the mean state of the zonal winds. Figure 4.11 shows
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Figure 4.10: October mean total column ozone south of 70◦S for REF-C2
(blue), SEN-C2-fODS (red) and ERA-Interim (black)
the difference in summer zonal mean zonal wind between the REF-C2 ensem-
ble and ERA-Interim reanalysis over the period 1979-2014. It can be seen
that the model overestimates the wind strength in the polar stratosphere.
This wind strength bias is present in all seasons. However, in summer, the
bias is exacerbated somewhat by the model tendency to delay the break-up
of the polar vortex. It is possible that this bias in the mean state of the
model may cause some bias in the simulation of blocking, as is demonstrated
in Scaife et al. (2010).
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Figure 4.11: Summer zonal mean zonal wind for the REF-C2 simulations
over the period 1979-2014 (contours) and the difference between REF-C2





The previous two chapters focus on the role of zonally symmetric features
in driving changes in tropospheric climate initiated by stratospheric ozone
forcing. In this chapter, we examine changes in the zonal asymmetry of
ozone and the effect this has on climate. Until recently, most general circu-
lation models (GCMs) have used zonally averaged ozone distributions (Ran-
dall et al., 2007; Hegerl, 2007), but a number of studies have emphasized
the importance of modelling the zonal asymmetry of ozone for simulating
stratosphere polar temperatures. These studies take the approach of com-
paring model simulations with zonally averaged ozone to those with either
prescribed three dimensionally varying ozone (Crook et al., 2008) or inter-
actively modelled ozone (Gillett et al., 2009; Waugh et al., 2009). Crook
et al. (2008) found a cooling in the stratosphere and upper troposphere as-
sociated with the asymmetric ozone. This cooling was located around 150◦E
- the region with above average ozone - which showed that this effect is not
due directly to radiative heating but instead to dynamical heating. Gillett
et al. (2009) and Waugh et al. (2009) improve on the methods of Crook
et al. (2008) by instead utilizing interactively modelled ozone, thus ensuring
ozone is consistent with atmospheric dynamics. The findings of these studies
are consistent with those of Crook et al. (2008). Additionally, Waugh et al.
(2009) notes that the zonally asymmetric cooling effect is larger, when the
ozone hole itself is larger, meaning that Antarctic temperature trends are
underestimated as a result of zonally averaged ozone being used in climate
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models.
In addition to the effect on stratospheric temperature, zonally asymmet-
ric ozone also affects tropopause height. Evtushevsky et al. (2008) find that
the tropopause height and sharpness are influenced by zonally asymmetric
ozone during spring, the below average ozone regions being associated with
a higher tropopause and a thicker transition layer. Thickening of the tran-
sition layer between stratosphere and troposphere increases troposphere -
stratosphere exchange and mixing activity.
Ozone has also been shown to be an important factor modulating the
atmospheric refractive index and thus the propagation of planetary waves
(Nathan and Cordero, 2007; Gabriel et al., 2007). Gabriel et al. (2007) finds
the introduction of zonally asymmetric ozone results in a change in the up-
ward and eastward directed wave flux. Compared to the case of zonally
symmetric ozone, these wave fluxes are increased in the western Northern
Hemisphere stratosphere and reduced in the east. Albers and Nathan (2012),
using a mechanistic model, explore the ways in which zonally asymmetric
ozone, via its influence on wave propagation, affects the polar vortex. They
identify two pathways in which the polar vortex is influenced. The first
describes the effect of zonally asymmetric ozone on vertical energy flux and
planetary wave drag, the second describes the effect on zonal-mean tem-
perature (and hence thermal wind balance) of wave-ozone flux convergence.
Both pathways are found to be important in influencing the polar vortex.
The asymmetry in ozone during winter and spring is caused by planetary
wave driven displacement or distortions of the polar vortex (Waugh, 1997;
Ialongo et al., 2012). The polar vortex and ozone hole are closely linked as
ozone depletion affects the temperature gradient and thus the strength of the
vortex, while the strength of the vortex affects the degree to which ozone
depleted air is isolated from the relatively ozone rich air at mid-latitudes
(Beron-Vera et al., 2012; Smith and McDonald, 2014). The distribution of
ozone varies with low wavenumber patterns, primarily wavenumber 1 (Ia-
longo et al., 2012). In the Southern Hemisphere, the asymmetry is typically
such that ozone depleted air extends further poleward in the Atlantic region.
Over the period 1979-2003, Grytsai et al. (2005) find the position of the
ozone minimum at 65◦S drifts eastward at a rate of 23.6±7.2◦ per decade,
with the position of the maximum remaining constant. Grytsai et al. (2007)
extended this study showing eastward trends in the ozone minimum for all
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latitudes between 50 and 80◦S. However, the cause of this trend was not
identified.
This chapter examines the changes in the characteristics of the zonally
asymmetric ozone. The metrics used to describe the ozone asymmetry are
detailed in Section 5.2. Simulation of the ozone asymmetry by the NIWA-
UKCA model is assessed by comparison with reanalysis output in Section
5.3.1. The evolution of ozone asymmetry in the model from 1950-2099 is
examined in Section 5.3.2. This section also investigates the role of ozone
and greenhouse gas (GHG) forcing on zonal asymmetries by using model
simulations in which either the ozone depleting substances (ODSs) or GHGs
are held fixed. Section 5.4 provides a discussion and summary of the results.
5.2 Data and Methods
The links between asymmetric ozone and tropospheric climate are examined
in both the ERA-Interim reanalysis and the REF-C2, SEN-C2-fODS and
SEN-C2-fGHG ensembles of the NIWA-UKCA model (see Chapter 2). The
asymmetry in ozone is calculated from total column ozone (TCO) fields.
The effect on the stratosphere is shown in the 50 hPa temperature and the
500 hPa geopotential height (GPH) is used as a measure of the tropospheric
climate. The following two metrics are used as measures of asymmetry.
Ellipse Fit
Elliptical diagnostics have previously been shown by Waugh (1997) to be
useful in examining the polar vortices. In that case, the long-lived tracer
N2O was used to fit the ellipse. Here we use an ellipse fitted to the 300
Dobson unit (DU) contour of the October mean TCO to describe the dis-
tribution of ozone. The 300 DU contour was chosen to ensure the contour
would be clearly defined over the entire model simulation (1950-2100). The
latitude/longitude coordinates of this contour are converted to Cartesian
coordinates and an ellipse is fitted to the contour using the Taubin (1991)
algorithm. The fitted ellipse is defined in terms of the parameters: angle of







where a is the length of the major axis and b the minor axis. In analysis of
the centre longitude, only data for which the centre is significantly displaced
from the pole (centre latitude >-89◦) is used as centres close to the pole have
a larger uncertainty associated with the longitude.
Longitude of Maximum/Minimum TCO
The other measures we use are the longitude of the maximum (lonmax)
and minimum (lonmin) September-November mean TCO at 65
◦. This is
the measure used by Grytsai et al. (2005, 2007). Grytsai et al. (2007) also
examines this measure at other latitudes and find that the maximum and
minimum moves toward the east at higher latitudes. However, the trend in




Figure 5.1 shows the climatological monthly means of the TCO for August
to December over the period 1979-2014 in the ERA-Interim dataset (left
column) and the model REF-C2 ensemble (middle column) as well as the
difference between the two (right column). In the reanalysis, it is clear that
during spring there is a wavenumber 1 asymmetry in the TCO with the
ozone minimum offset from the pole toward the Weddell Sea region. The
model significantly underestimates this asymmetry in ozone; during spring
the ozone depletion is centred closer to the pole. As such, the model sim-
ulates more ozone over the Weddell Sea during August to October as well
as the Bellingshausen Sea during August and September. During October,
there is relatively less ozone over the Ross Sea region in the model. Fur-
thermore, the vortex break-up occurs later in the model; this is illustrated
in Figure 5.1 by the polar ozone depletion persisting into November and
December. A delayed breakup of the vortex is a common problem among
climate models (Butchart et al., 2011).
The differences in the characteristics of asymmetry can be quantified
using the metrics described in Section 5.2. Figure 5.2 shows the time se-
ries for the October ellipse parameters for the reanalysis (black) and the
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Figure 5.1: Monthly mean TCO (DU) for August to December (top to
bottom) in the ERA-Interim dataset (left), NIWA-UKCA model (middle)
and the difference between the two (right) over the period 1979-2014
REF-C2 ensemble (blue). The shaded region indicates plus and minus one
standard deviation from the model ensemble mean. The differences between
the reanalysis and model illustrated by Figure 5.1 are confirmed by these
metrics. Most notably, the latitude of the ellipse centre for the model is
much closer to the pole. The reanalysis averages around 80◦S although ex-
hibits considerable variability, ranging between 88◦S and 73◦S. The model
averages approximately 87.5◦S, with very little variation. The reanalysis
shows an equatorward trend of 1.2◦/dec (significant at the 95% level) dur-
ing the period 1979-2014. However, the model shows no such trend over
this period. The centre longitude is more consistent between the reanaly-
sis and model; over the period 1979 to 2014 the mean longitude is slightly
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eastward in the reanalysis compared to the REF-C2 runs (22◦W compared
to 37◦W), although this difference is not statistically significant. The model
shows a change in trend around the mid 1990s; however, this is not evident
in the reanalysis. The eccentricity of the ellipse is significantly less circular
in the reanalysis than the model over this period (e = 0.48 compared to
e = 0.38). Figure 5.2 also illustrates the ellipse area. The modelled ellipse
area matches the reanalysis reasonably well; previous chapters have shown
the model to simulate the magnitude of ozone depletion well (see Figure
4.10) so this suggests that the ellipse measure provides a faithful indicator
of ozone depletion. Note that the anomalously low TCO during 2002 in the
reanalysis is a result of a stratospheric sudden warming (SSW). This is the
only SSW recorded in the Southern Hemisphere (Baldwin et al., 2003); none
are present in the model simulations. The angle of rotation of the ellipse is
not shown here as this parameter exhibits a large amount of variability in
the model due to the very circular nature of the ellipse.
Figure 5.3, similar to Figure 5.2, shows the times series for the longi-
tude of the minimum (lonmin) and maximum (lonmax) TCO at 65
◦. For
both lonmin and lonmax the model is biased 10-20
◦ west relative to the
reanalysis, although this difference is not statistically significant. In both
the model and reanalysis there is a eastward trend. The trends are shown
in Table 5.1 for both the 1979-2014 period, i.e. the full reanalysis period,
and 1979-2005 for comparison with the Grytsai et al. (2007) results. The
trend in the reanalysis agrees with the findings of Grytsai et al. (2007) (who
used data from the Total Ozone Mapping Spectrometer (TOMS)) within
the uncertainty bounds. The model underestimates the trend in lonmin,
while correctly identifying no statistically significant trend in lonmax over
the 1979-2005 period. However, analysis of the full 1979-2014 period shows
the lonmax trend in both the reanalysis and models is larger and is statis-
tically significant in the case of the model. On the other hand, in both the
reanalysis and model lonmin, the trend appears to reverse during the late
2000s resulting in smaller overall trends.
5.3.2 The Effect of Ozone Depletion and Recovery
Figure 5.4 shows the October ellipse parameters for the REF-C2 (blue),
SEN-C2-fODS (red) and SEN-C2-fGHG (green) ensembles over the length
of the simulation. The ensemble means are smoothed with a 15 year running
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Figure 5.2: Time series of the October TCO ellipse parameters: centre
longitude, centre latitude, eccentricity and area for the REF-C2 (blue) and
ERA reanalysis (black). The shaded region indicates ±1 standard deviation
from the ensemble mean
mean and the shaded region indicates plus and minus one standard devia-
tion from the REF-C2 ensemble mean (the other simulations have similar
levels of uncertainty but are not shown for clarity). To identify the influ-
ence of ozone depletion, the Student’s t test is applied to the differences
between 15 year time slices of the REF-C2 and SEN-C2-fODS ensembles.
During periods for which the test shows the difference between the ensemble
means is significant (p < 0.05) the line is solid, if the test shows no signifi-
cant difference the line is dashed. Figure 5.4 shows that the centre latitude
of the ellipse is similar between the ensembles, only showing intermittent
differences which are likely the result of natural variability, therefore, indi-
cating no significant influence of either ozone depletion or GHG forcing on
this parameter. The central longitude, however, shows a sustained differ-
ence between the SEN-C2-fODS and both the REF-C2 and SEN-C2-fGHG
ensembles. For the REF-C2 ensemble, the period that may be considered
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Figure 5.3: Time series of the longitude of the minimum and maximum TCO
at 65◦ for the REF-C2 (blue) and ERA reanalysis (black). The shaded region
indicates ±1 standard deviation from the REF-C2 ensemble mean
significantly different (p < 0.05) lasts from around 1980 to the mid 2050s,
which corresponds closely to the period in which polar ozone is depleted
to levels below 220DU (see Figure 3.3(a)). Over this period, the difference
between the two ensembles is as much as 50◦, with the central longitude in
the REF-C2 and SEN-C2-fGHG ensembles displaced toward the west.
The trends in centre longitude are summarized in Table 5.2; split into the
periods 1960-1999, representing the period of ozone depletion and 2000-2099,
representing the period of ozone recovery. REF-C2 has a trend of -19◦/dec
over 1960-1999, which is similar to SEN-C2-fGHG within the bounds of
uncertainty. Over this period the SEN-C2-fODS simulation displays no sig-
nificant trend. This indicates that ozone depletion is the main cause of the
shift during this period. Over the 2000-2099 period SEN-C2-fODS exhibits
a small, but significant positive trend in the centre longitude. Also, the
REF-C2 trend is somewhat larger than that of the SEN-C2-fGHG ensem-
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Table 5.1: Trend in longitude of maximum and minimum TCO (◦/dec).
Uncertainty is indicated by the 95% confidence interval in the case of ERA-
Interim and REF-C2 and 1σ in the case of the Grytsai et al. (2007) results.
1979-2005 1979-2014
lonmin lonmax lonmin lonmax
ERA-Interim 16.4 ± 8.9 0.0 ± 8.1 7.7 ± 8.9 3.8 ± 5.6
REF-C2 9.1 ± 5.4 2.8 ± 6.8 5.4 ± 4.0 6.6 ± 4.4
Grytsai et al. (2007) 16.4 ± 5.2 3.6 ± 4.7
Table 5.2: Trend in the centre longitude (◦/dec) for each of the model en-
sembles. Uncertainty is indicated by the 95% confidence interval
1960-1999 2000-2099
REF-C2 -19.0 ± 5.1 7.6 ± 1.3
SEN-C2-fODS -0.8 ± 8.5 2.8 ± 1.3
SEN-C2-fGHG -16.2 ± 7.6 6.3 ± 1.9
ble. These two results suggest that increasing GHG forcing over the 21st
century acts in conjunction with ozone recovery to cause the eastward trend
in the centre longitude.
In the case of the ellipse eccentricity parameter, the SEN-C2-fODS en-
semble is relatively consistent at around 0.47; the REF-C2 and SEN-C2-
fGHG ensembles also begin around this level. However, during the 1970s,
the REF-C2 and SEN-C2-fGHG ellipses become increasingly circular, reach-
ing around e = 0.4 and remaining at that level for the remainder of the sim-
ulation. It would seem this transition is related to ozone depletion as this
change coincides with the beginning of the ozone depletion period. However,
it appears eccentricity is only sensitive to ozone up to a certain limit as the
REF-C2 and SEN-C2-fGHG ensemble mean trends end well in advance of
peak ozone depletion.
The centre latitude and eccentricity are negatively correlated with the
10 hPa SAM index in both the reanalysis (r = −0.69 and r = −0.54, re-
spectively) and the model (r = −0.54 and r = −0.21, respectively). Thus, a
positive SAM, and hence a strong vortex, is associated with a more circular
ozone hole that is more concentric with the pole. The stratospheric SAM
exhibits a positive trend during the historical period associated with ozone
depletion (Thompson and Wallace, 2000b; McLandress et al., 2010). This
could potentially explain the negative trend in eccentricity over this early
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Figure 5.4: Time series of the October TCO ellipse parameters: centre
longitude, centre latitude, eccentricity and area for the REF-C2 (blue), SEN-
C2-fODS (red) and SEN-C2-fGHG (green). Lines show the ensemble mean
smoothed with a 15 year low pass filter, the lines are dashed if the difference
between the REF-C2 and SEN-C2-fODS is not statistically significant. The
shaded region indicates ±1 standard deviation from the ensemble mean
period. The centre longitude shows no such correlation with the SAM.
Figure 5.4 also shows the time series of the ellipse area parameter. After
peaking around 2000, both the REF-C2 and SEN-C2-fGHG ensemble re-
cover close to pre-ozone hole levels by the end of the 21st century. By 2100,
REF-C2 recovers 90% of the ozone deficit relative to the peak depletion.
Eyring et al. (2010) produce similar results using an ensemble of chemistry
climate models. It is notable that the recovery of ozone in the SEN-C2-
fGHG ensemble is somewhat slower than that of the REF-C2 ensemble. A
similar result was found by Södergren et al. (2016) who show that ozone
recovery was hastened by increasingly severe GHG emission scenarios. This
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effect is due to GHG-induced stratospheric cooling which acts to suppress
certain temperature dependant reactions involved in ozone depletion.
Figure 5.5 shows the timeseries of centre longitude for ellipses fitted to
TCO contours from 220 to 300 DU using the REF-C2 ensemble. This shows
that the behaviour shown in Figure 5.4 for the 300 DU is consistent for other
levels, with all contours displaying similar westward trends up until approx-
imately the year 2000 followed by a more gradual eastward trend over the
21st century. However, it is notable that the centre longitude for successively
smaller ellipses is located successively further to the east (similarly, Gryt-
sai et al. (2007) show that lonmin is located further east at more poleward
latitudes). This shows that the centre longitude displays a similar tendency
if the size of the ellipse is increased by either, increasing the TCO value of
the edge contour or, by increased depletion of ozone. It is therefore possible
that the centre longitude is only determined by the latitudinal position of the
ellipse edge (due to a change in the phase of the climatological wave the con-
tour encounters at different latitudes, for example), rather than a change in
the ozone modulated atmospheric dynamics. To test this hypothesis we can
examine the variation of the centre longitude on the inter-annual timescale
to ascertain if it responds similarly to changes in the size of the ellipse. We
find that the centre longitude is in fact not correlated with the ellipse area
on this shorter timescale. Therefore, we conclude that the cause of these
trends is more likely a dynamical effect of ozone depletion and recovery.
In a similar manner to Figure 5.4, Figure 5.6 can also be used to show the
influence of ozone depletion and recovery on lonmin and lonmax. The sepa-
ration between the REF-C2 and SEN-C2-fODS ensemble is not as clear in
this case as it was for the centre longitude. For REF-C2, lonmin is displaced
around 20◦ to the east, relative to the SEN-C2-fODS ensemble, around the
period of maximum ozone depletion. Over the period 1995 to 2013 the dif-
ference is statistically significant (as previously, using Student’s t test on
15 year time slices, p < 0.05). While, lonmax shows no sustained difference
between REF-C2 and SEN-C2-fODS ensembles.
The lonmin and latmax trends are summarized in Table 5.3. In the
REF-C2 simulation, both lonmin and latmax exhibit eastward trends over
1960-1999 (8.4 and 3.2 ◦/dec, respectively) and then remain relatively con-
stant over the 21st century. For lonmin, the SEN-C2-fODS ensemble shows
no significant trend during the 20st century and an eastward trend over the
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Figure 5.5: Time series of the ellipse centre longitude in the REF-C2 en-
semble for different TCO contours
Table 5.3: Trend in lonmin and lonmax (
◦/dec) for each of the model ensem-
bles. Uncertainty is indicated by the 95% confidence interval
1960-1999 2000-2099
lonmin lonmax lonmin lonmax
REF-C2 8.4 ± 3.2 3.2 ± 4.0 0.1 ± 1.2 0.6 ± 1.0
SEN-C2-fODS 1.5 ± 4.0 -1.0 ± 5.8 2.5 ± 1.9 1.0 ± 1.8
SEN-C2-fGHG 3.4 ± 4.9 5.5 ± 4.2 -0.8 ± 1.4 -0.6 ± 1.1
21st century. This suggests that it is ozone depletion driving the early trend
in REF-C2, followed by the opposing influences of ozone recovery and GHG
forcing which result in lonmin remaining constant over the later period in
the REF-C2 ensemble. The SEN-C2-fGHG ensemble offers only weak sup-
port for this hypothesis; although the 1960-1999 trend is positive and the
2000-2099 trend is negative (as would be expected by this hypothesis), nei-
ther trend is significant at the 95% confidence level. In the case of lonmax,
SEN-C2-fGHG shows an eastward trend over 1960-1999 similar to REF-C2
where SEN-C2-fODS does not, thus suggesting this trend is driven by ozone
depletion. However, over the 2000-2099 period none of the ensembles show
a significant trend, meaning no determination as to the influence of ozone
recovery or GHG forcing can be made for this period.
We now focus on the effect asymmetric ozone has on stratospheric cli-
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Figure 5.6: As for Figure 5.4 for longitude of the minimum and maximum
TCO at 65◦.
mate. We will examine the centre longitude and lonmin parameters as these
show the clearest response to both ozone depletion and recovery. Figure
5.7 shows the correlation of the centre longitude with the October monthly
mean temperature at 50 hPa (the approximate level of the ozone layer) for
the reanalysis (top) and REF-C2 runs (bottom) over the period 1979-2014.
Significant correlations (p < .05) are indicated by the green contours. For
both the reanalysis and model, the correlations show a dipole with positive
correlations over the south-eastern Pacific and negative over the Atlantic and
Indian Oceans. This shows that a eastward(westward) shift of the ozone hole
(which is typically located around 30◦W) will result in positive(negative)
temperature anomalies over the Pacific and negative(positive) temperature
anomalies over the Atlantic/Indian region. This is consistent with a change
in radiative heating caused by the shifting of the ozone hole.
Similarly, Figure 5.8 shows the correlation between lonmin and the 50 hPa
temperature. As in the case of the centre longitude, lonmin produces a
change in the temperature field that is consistent with a change in radia-
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Figure 5.7: Correlation of October central longitude ellipse parameter with
the 50 hPa temperature for the ERA-Interim reanalysis (top) and model
(bottom)
tive heating associated with the shifted ozone distribution. An eastward
shift in lonmin is associated with a positive temperature anomaly over the
Pacific and a negative anomaly over the Atlantic and Indian regions. For
both centre longitude and lonmin the correlations are notably stronger in
the reanalysis compared to the model.
We now examine the connection between zonally asymmetric ozone and
tropospheric climate. Figure 5.9 shows the equivalent of Figure 5.7 for the
500 hPa GPH. The reanalysis shows negative correlations in the Western
Antarctic and, to a lesser degree, the eastern Pacific. There are also posi-
tive correlations over the Indian and south Atlantic Ocean. In the case of
the model the geographic pattern shows some similarities, although the cor-
relations are substantially lower. The figure displays boxes around regions
that receive further analysis later in this section.
Figure 5.10 shows the equivalent of Figure 5.9 for lonmin. For the re-
analysis the correlation pattern is generally similar to that of the centre lon-
gitude with negative correlations in the western Antarctic and the eastern
Pacific and positive correlations over the Indian and south-western Atlantic
Ocean. In this case there is also a significant positive correlation south
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Figure 5.8: As for Figure 5.7 with lonmin instead of centre longitude
of New Zealand. It is evident here that the correlation pattern shows a
wavenumber 3 in mid-latitudes. Also, compared to Figure 5.9, the negative
correlation at high latitudes has a greater extent. This makes it somewhat
reminiscent of a SAM pattern; however, lonmin does not show a significant
correlation with the 500 hPa SAM in either the reanalysis or model. The
model shows a similar, albeit much weaker, pattern in mid-latitudes and no
correlation over high latitudes.
It is possible that the stratospheric ozone is influencing the troposphere
or that it is the troposphere driving changes in the stratosphere. In order to
investigate the direction of influence we now utilise daily data rather than
monthly mean data which has been used up to this point to examine the
relationship on shorter timescales. We focus on the regions shown to exhibit
large correlations, marked by the pink boxes in Figure 5.9. Figure 5.11 shows
the correlation of the ellipse centre longitude with the mean 500 hPa GPH
in each of these regions over a range of lag times (a negative lag denotes the
GPH leads the centre longitude); only significant (p < 0.05) correlations are
shown. It is apparent that for the reanalysis the GPH anomalies in both the
Atlantic Ocean and West Antarctic regions lead the shift in centre longitude;
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Figure 5.9: As for Figure 5.7 but with 500 hPa GPH, the boxes illustrate
the regions analysed in Figure 5.11
the correlation maximizing at a lag of around -10 to -15 days. This suggests
the direction of influence is from the troposphere to the stratosphere. The
Indian Ocean relationship however, remains unclear as the correlation is
shown to maximize at a lag of zero. The correlations in the model are too
small too draw any conclusions. Similar analysis is not shown for lonmin as
this measure has a much larger uncertainty on the daily timescale.
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Figure 5.10: As for Figure 5.9 but with lonmin
5.4 Discussion and Summary
During the spring the distribution of ozone over polar regions exhibits a sig-
nificant amount of zonal asymmetry. This asymmetric distribution of ozone
is described by an ellipse fitted to the 300 DU contour. This ellipse metric
reveals that the model underestimates this asymmetry in that it simulates
a more circular ozone hole, which is centred too near the pole. However,
the ellipse centre longitude is correctly simulated; both the reanalysis and
model show the ozone hole displaced from the pole toward South Amer-
ica. The asymmetry is also quantified by identifying the longitude of the
TCO minimum and maximum at 65◦S (lonmin and lonmax). These metrics
again show that the longitudinal orientation of the ozone hole displacement
is correctly simulated by the model.
The ellipse centre longitude and lonmin prove to be interesting as Figure
5.4 and 5.6 show these parameters to be influenced by both ozone depletion
and recovery in the model. As ozone depletion occurs the centre longitude
moves west, while lonmin moves east, i.e the change in distribution of ozone
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Figure 5.11: Correlation between the ellipse centre longitude and the 500
hPa GPH over a range lags in the Indian Ocean (red), Atlantic Ocean (blue)
and West Antarctic region (green) for the ERA-Interim reanalysis (solid)
and REF-C2 ensemble (dashed).
is not simply by a rotation about the pole but is more like a combined
translation and rotation. Comparison between the REF-C2 and SEN-C2-
fODS simulations demonstrates that this movement is the result of ozone
depletion. This is especially clear in the case of the centre longitude which
shows a shift of up to 50◦ attributable to ozone depletion.
As ozone recovery occurs over the 21st century the centre longitude re-
turns to its pre-ozone hole position. It appears that both ozone recovery
and increasing GHG forcing contribute to the eastward trend over this pe-
riod. This is a somewhat unusual result as ozone recovery (which causes a
warming of the polar stratosphere) and GHG forcing (which causes a cool-
ing of the polar stratosphere) ought to oppose each other. This is the case
for lonmin which remains relatively constant over the 21
st century in the
REF-C2 simulation while SEN-C2-fODS and SEN-C2-fGHG are shown to
have opposing trends. Similarly opposing influences of ozone recovery and
GHG forcing have been shown in other studies with regard to the timing
of the vortex breakup (McLandress et al., 2010) and the SAM (McLandress
et al., 2011; Morgenstern et al., 2014).
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The ellipse eccentricity is also shown be influenced by ozone depletion.
The behaviour of eccentricity differs slightly from that of the centre longitude
and lonmin in that the influence appears to end around the mid 1980s, 10-15
years prior to peak ozone depletion. It is possible the effect is saturated as
the ellipse approaches the limit of circularity. While e=0 denotes a perfect
circle, it is possible something near e=0.25 may be close to a practical limit
of circularity as this describes an ellipse for which the major axis is only 3%
longer than the minor axis. The eccentricity shows no sign of returning to
pre-ozone hole values for much of the 21st century, with the lack of trends
in either the SEN-C2-fODS or SEN-C2-fGHG indicating the lack of ozone
or GHG forcing. As the effect appeared to become saturated during the
1980s, it is possible the ozone may need to recover to 1980s levels before
eccentricity is noticeably impacted. In the model ozone recovers to these
levels around 2060; from 2060-2099 the REF-C2 eccentricity does exhibit
a small, but statistically significant, trend of 0.02/dec which offers some
evidence that this may be the case.
The mechanism driving the changes in eccentricity can potentially be
explained via the SAM. In both the model and reanalysis the correlation
between the 10 hPa SAM and the eccentricity is negative. This is likely due
to a positive SAM, and hence a strong polar vortex, inhibiting the upward
propagation of planetary waves thus limiting the distortion of the vortex and
the ozone depleted air it contains. The SAM, which exhibits a positive trend
over the ozone depletion period can thus explain the negative trend in eccen-
tricity. The same cannot be said for either the centre longitude or lonmin,
both of which display no significant correlation with the stratospheric SAM.
Further work is required to investigate the mechanisms driving the trends
in these metrics.
The shift in the position of the ozone hole affects climate. In the strato-
sphere a shift in the zonally asymmetric ozone is associated with a pertur-
bation in the zonally asymmetric temperature (see Figure 5.7 and 5.8). The
perturbation is such that when the ozone hole shifts toward a region, that
region experiences a decrease in temperature, which is consistent with a de-
crease in the radiative heating. Previous results (Gabriel et al., 2007; Crook
et al., 2008; Gillett et al., 2009; Waugh et al., 2009) have shown dynamical
heating can be an important factor in the response to zonally asymmetric
ozone, but this is not necessary to explain the results in this case.
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For both the central longitude and lonmin, the correlations with the
50 hPa temperature are stronger in the reanalysis compared to the model.
The reanalysis features a more pronounced asymmetry in the ozone distri-
bution and so these measures likely produce a more distinct relationship
with the temperature in this case. The linear regression coefficients are also
larger for the reanalysis (∼0.2 K/deg) for both centre longitude and lonmin.
At 50 hPa the October temperature is around 210 K, so a 1σ variation in
centre longitude or lonmin is associated with an anomaly of the order of 3%
in temperature in the reanalysis. In the model this figure is less than 1%.
The asymmetric ozone also has links to some regions of the troposphere.
In the Indian Ocean and Atlantic Ocean regions the GPH is positively cor-
related with eastward shifts of the ozone hole, while the GPH in the West
Antarctic region shows a negative correlation. Lagged correlations reveal
that it is the tropospheric anomaly preceding the shift in the ozone hole for
the Atlantic and West Antarctic regions, while correlations in the Indian
Ocean region prove inconclusive in this respect. Particularly of note is the
negative correlation between the ellipse centre and GPH over the South At-
lantic. A link between ozone and the troposphere in this region was also
discovered in Chapter 4 which showed an increase in blocking frequency in
response to ozone depletion. The particulars of the link are different in the
two cases, in this case the relationship occurs during October and the di-
rection of influence is upward while, in the case of the Atlantic blocking the
relationship was in summer and it was shown that changes in the strato-
sphere preceded the tropospheric effect. However, this suggests that the
Atlantic region is particularly important in the two way coupling between





One of the main themes of this work is the importance of including ozone
(and in general, a full representation of the stratosphere) in climate mod-
elling endeavours. Until recently, many climate models did not feature a
model top above the level of the stratopause or interactive ozone chem-
istry; this is true, for example, of many CMIP5 models (see Table 2.3).
This study utilized the NIWA-UKCA coupled atmosphere-ocean chemistry-
climate model (AOCCM) model which features a model top near the mesopause
and a relatively large number of vertical model levels as well a largely ex-
plicit ozone chemistry module. Model runs in which ODSs are fixed at 1960
(i.e. pre-ozone hole) levels (“SEN-C2-fODS”) were compared to runs in
which ODSs varied (“REF-C2”) in order to demonstrate the role of strato-
spheric ozone depletion and recovery. Similarly, runs in which GHGs are
held fixed at 1960 levels (“SEN-C2-fGHG”) are also used to demonstrate
the role of GHG forcing. Changes in stratospheric ozone, and by extension,
the stratospheric features it affects such as the polar jet, have been shown
in this thesis to influence aspects of the near surface climate, such as the
tropospheric SAM and atmospheric blocking.
Chapter 3 investigated the effect of changing ozone on the SAM. Previ-
ous studies have shown the mean state of the SAM to respond to changes
in ozone, trending toward the positive polarity as polar ozone becomes in-
creasingly depleted (Arblaster and Meehl, 2006; Karpechko et al., 2010b;
McLandress et al., 2011). These studies also showed ozone recovery to exert
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the reverse influence on the SAM, although this influence is offset by that of
increasing GHG forcing. This work expands on these studies, showing that
ozone depletion has the effect of increasing the frequency of extremes and
persistence of the SAM in the stratosphere. During the period 1990-2020 the
model displayed a broadening of the SAM distribution such that instances
of extremes greater than ∼2 standard deviations from the mean increased
in frequency by around 50% relative to the 1950-2100 average distribution.
This frequency of extreme events subsequently returned to the mean state
as ozone recovery progressed. Also, over the period 1987-2036 (the timespan
during which October polar ozone averaged below 220DU) the persistence of
the stratospheric SAM was shown to increase by as much as 30 days relative
to the fixed ODS simulation in late summer. This increase in persistence
also abated towards the end of the 21st century as ozone recovered.
The findings relating to the stratospheric SAM extremes and persistence
lead to an investigation of stratosphere-troposphere coupling. It has been
shown by Thompson et al. (2005) that extreme SAM events in the strato-
sphere are followed by SAM anomalies in the troposphere that persist for
around two months. This finding is extended in this thesis by investigating
the effect of changing ozone on the strength of this coupling. It was found
that over the period 1987-2036 the tropospheric SAM lagging the strato-
spheric anomaly by 40-60 days displayed a larger anomaly as a result of
ozone depletion. As this stratosphere-troposphere coupling is important for
extended range weather forecasting (Kuroda, 2008), this result demonstrates
the potential importance of considering ozone depletion in these forecasting
models.
A lot of previous work has been conducted on the mechanisms under-
lying coupling of the stratosphere and troposphere (e.g. Thompson et al.,
2006; Orr et al., 2012; Kunz and Greatbatch, 2013). This thesis adds some
findings to this body of work. For example, Section 3.4.4 shows that the
vertical resolution of the model in the upper troposphere/lower stratosphere
is important for accurately simulating the strength of the coupling. It was
also found that models that featured interactive ozone chemistry tended to
overestimate the strength of the coupling. However, as this set of models
included only three with interactive ozone chemistry it would be useful to
expand the set of models in any future work.
Stratosphere-troposphere coupling is also a consideration in Chapter 4
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which investigates the relationship between changes in stratospheric ozone
and blocking events in the troposphere. A significant quantity of the litera-
ture on blocking relates to the Northern Hemisphere so this thesis is useful in
that it adds to the relatively smaller body of work on Southern Hemisphere
blocking. Various studies of Southern Hemisphere blocking have used reanal-
ysis data to study the historical time period (e.g. Renwick, 2005; Mendes
et al., 2008; Mendes and Cavalcanti, 2014; Kayano, 1999; Berrisford et al.,
2007) while, Parsons et al. (2016) examines the impact of GHG forcing on
blocking over the 21st century in the Southern Hemisphere. This thesis com-
plements these studies by investigating of the influence of ozone on Southern
Hemisphere blocking over both periods. It was found that summer blocking
in the South Atlantic is projected to increase in response to ozone depletion
and will decrease as a result of ozone recovery. During the early 21st century
blocking frequency in the South Atlantic was found to be twice a high as
in the fixed ODS scenario. In contrast, the other region where blocking is
most frequently observed, the South Pacific, does not exhibit any discernible
change attributable to ozone depletion. This poses questions regarding the
mechanisms that initiate blocking events and if they differ between the two
regions. It was found that South Atlantic blocking events were preceded by
positive SAM anomalies in both the stratosphere and troposphere, which
was not the case for South Pacific blocking events. It was speculated that
the zonally asymmetric component of the SAM may be responsible for mod-
ifying the planetary wave state of the stratosphere such in such a way as to
favour blocking events in the South Atlantic. This connection would benefit
from further investigation, perhaps by investigating the wave propagation
prior to blocking events.
Chapters 3 and 4 focus on the impact of changing ozone via the SAM
which is largely zonally symmetric. The springtime ozone distribution does
however exhibit a notable amount of asymmetry; this is explored in Chapter
5. Grytsai et al. (2007) show that the longitude of the 65◦S ozone minima
has trended eastward over the period 1979-2005. This finding is extended in
this thesis by considering changes in the ozone distribution over the larger
time frame of the model run and ascertaining if the external forcing from
either ozone or GHGs are a factor in such shifts. The model showed a
similar trend to that identified by Grytsai et al. (2007) and revealed that
this trend was a result of ozone depletion. This trend was also shown to
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end around the year 2000, after which the longitude of the ozone minima
remain relatively constant, due to the effect of ozone recovery being offset
by increasing GHG forcing. It is also demonstrated that this eastward shift
in ozone minima is not totally descriptive of the entire ozone distribution.
Fitting an ellipse to an ozone contour allowed for the description of the
mean position of ozone depletion in terms of the ellipse centre latitude and
longitude. It was found, in contrast to the ozone minima result, that the
ellipse centre longitude trended westward as a result of ozone depletion and
eastward as a result of ozone recovery. Also, the ellipse metric showed the
ozone distribution became more circular due to ozone depletion. Hence, the
effect on the ozone distribution is not fully captured by a simple rotation of
the ozone hole about the pole, as may have been implied by Grytsai et al.
(2007).
It was also apparent that the model underestimated the amount of asym-
metry in comparison to the reanalysis, simulating an ozone hole that was too
circular and located too close to the pole. It would be interesting to find out
if this is common among chemistry climate models and if the above results
hold for models in which the zonally asymmetric ozone is more accurately
simulated.
In this thesis planetary wave propagation is often invoked to explain the
mechanisms linking changes in the stratosphere to changes in the tropo-
sphere. However, further analysis of wave propagation was not pursued as
three dimensional model output at daily resolution was limited to a small
number of model levels. Should more data become available in the future,
this represents one avenue by which this work may be furthered. For exam-
ple, Kodera et al. (2013) presents a case study of a blocking event showing a
number of time slices of the Plumb wave activity flux (Plumb, 1985) leading
up to the blocking event - a similar analysis applied to model data would
be useful. This could potentially help explain the ozone-related blocking
frequency changes in the South Atlantic and conversely, why blocking in the
South Pacific does not seem to be similarly affected by ozone.
The majority of this thesis dealt with a single model. This suited the
analysis in various ways; for example, differences in climate due to changes
in ozone could be considered very robust as the change in the concentration
of ODSs were the only difference when comparing references runs to fixed
ODS sensitivity runs. In using an ensemble of different models it is possible
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the varying characteristics of the models in the ensemble could obscure the
ozone driven changes. However, using an ensemble of different models also
has a number of advantages. One simply being a greater number of runs
which could increase the statistical significance of some of the results. This
study was limited to five REF-C2, two SEN-C2-fODS and three SEN-C2-
fGHG runs. This was particularity limiting in Chapter 3, where the analysis
focused on a limited set of extreme events. Utilizing a larger number of runs
here would provide the most utility in improving the robustness of the re-
sults, as well as facilitating additional analysis. For example, it was apparent
that increasing the threshold for stratospheric extremes resulted in a greater
response in the troposphere - a larger quality of data would be beneficial in
exploring this nature of this relationship. It would be useful to know if mag-
nitude of stratospheric SAM anomalies is linearly or non-linearly related to
the tropospheric SAM response or perhaps, if there is some threshold level
below which the stratospheric anomaly has no impact on the troposphere.
It is shown in Chapter 3 that the frequency of stratospheric SAM extremes
is effected by ozone depletion and so answers to these questions would help
to clarify the tropospheric impact of this finding.
Another benefit of a multi-model ensemble would be the identification of
the inter-model spread of climate response to ozone changes and what model
biases may contribute to differences in the response. For example, studies
have shown considerable spread in the stratosphere-troposphere coupling of
models (Morgenstern et al., 2010b; Gerber et al., 2010) and the effect of
model biases on simulation of blocking (Scaife et al., 2010). The NIWA-
UKCA model used in this study is part of the Chemistry Climate Model
Intercomparison (CCMI) project so similar analysis of the other models
participating in this project represents a natural extension of the this work.
102
Bibliography
Albers, J. R. and Nathan, T. R. (2012). Pathways for Communicating
the Effects of Stratospheric Ozone to the Polar Vortex: Role of Zonally
Asymmetric Ozone. Journal of the Atmospheric Sciences, 69:785–801.
Andrews, D. G., Holton, J. R., and Leovy, C. B. (1987). Middle Atmosphere
Dynamics, volume 1. Academic Press.
Anstey, J. A., Davini, P., Gray, L. J., Woollings, T. J., Butchart, N.,
Cagnazzo, C., Christiansen, B., Hardiman, S. C., Osprey, S. M., and
Yang, S. (2013). Multi-model analysis of Northern Hemisphere winter
blocking: Model biases and the role of resolution. Journal of Geophysical
Research Atmospheres, 118:3956–3971.
Arblaster, J. M. and Meehl, G. A. (2006). Contributions of external forcings
to southern annular mode trends. Journal of Climate, 19:2896–2905.
Baldwin, M. P. and Dunkerton, T. J. (2001). Stratospheric harbingers of
anomalous weather regimes. Science, 294:581–584.
Baldwin, M. P., Stephenson, D. B., Thompson, D. W. J., Timothy, J.,
Charlton, A. J., Neill, A. O., Dunkerton, T. J., Chariton, A. J., and
Neitt, A. O. (2003). Stratospheric Memory and Skill of Extended-Range
Weather Forecasts. Science, 301(5633):636–640.
Baldwin, M. P. and Thompson, D. W. J. (2009). A critical comparison of
stratospheretroposphere coupling indices. Quarterly Journal of the Royal
Meteorological Society, 135:1661–1672.
Barnes, E. A. and Hartmann, D. L. (2010). Dynamical Feedbacks of the
Southern Annular Mode in Winter and Summer. Journal of the Atmo-
spheric Sciences, 67:2320–2330.
103
Barnes, E. A., Slingo, J., and Woollings, T. (2012). A methodology for the
comparison of blocking climatologies across indices, models and climate
scenarios. Climate Dynamics, 38:2467–2481.
Barnes, E. A., Solomon, S., and Polvani, L. M. (2016). Robust wind and
precipitation responses to the Mount Pinatubo eruption as simulated in
the CMIP5 models. Journal of Climate, 29:4763–4779.
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Horowitz, L. W., Jöckel, P., Josse, B., Kinnison, D., Lin, M., Mancini, E.,
Manyin, M. E., Marchand, M., Marécal, V., Michou, M., Oman, L. D.,
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