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Cir culan t and Skew- Circulant Ma trices 
as New Normal-Form Realization 
of IIR Digital Filters 
Abstract -Normal-form fixed-point state-space realizations of IIR filters 
are known to be free from both overflow oscillations and roundoff limit 
cycles, provided magnitude truncation type of arithmetic is used together 
with two’s complement overflow features. The eigenvalues of the state 
transition matrix have low sensitivity. In this paper two new normal-form 
realizations are presented which utilize circulant and skew-circulant 
matrices as their state transition matrices. The advantage of these realiza- 
tions is that the A -matrix has only N (rather than N 2 )  distinct elements, 
and is amenable to efficient memory-oriented implementation. The prob- 
lem of scaling the internal signals in these structures is addressed and an 
approximate solution can be obtained through a numerical optimization 
method. Several numerical examples are included. 
I. INTRODUCTION 
N THE fixed-point implementation of IIR filters, I several undesirable effects occur due to the finite 
wordlength of the implementation. State-space approach 
has been used in the past to minimize such effects. In 
particular, normal-form digital filters have been shown to 
possess several good qualities with regard to finite word- 
length effects such as the absence of limit cycles, and low 
coefficient sensitivity [I], [2], [7]. The condition for the 
absence of overflow oscillations had been derived by Barnes 
and Fam [l], which is to restrict the I ,  norm of the state 
transition matrix to be less than unity, and normal-form 
structures satisfy this requirement. It had been pointed out 
further by Jackson [6] that the same condition would also 
lead to the suppression of quantization limit cycles when 
the quantization is done by magnitude truncation. So with 
the use of magnitude truncation type of quantization arith- 
metic together with two’s complement overflow features, 
both types of limit cycles may be eliminated from normal- 
form filters. Most of the normal-form structures that have 
been presented in the past made use of second order 
normal sections as building blocks. They consist of either 
cascaded or parallel connections of second-order sections 
PI, [31. 
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In this paper, we shall present a new family of normal- 
form state-space structures. ‘The method used allows us to 
synthesize in normal form, most IIR transfer functions. 
We shall refer to the structures in this paper as circulant 
and skew-circulant forms, since the state transition matrices 
involved are either circulant or skew-circulant matrices. 
The well known second-order coupled form [4] is a special 
case of the skew-circulant form. 
In Section 11, the low sensitivity and limit-cycle free 
property of normal-form structures in general are re- 
viewed. In addition we introduce a new measure for the 
eigenvalue sensitivity of a state transition matrix. In Sec- 
tion 111, the method by which circulant and skew-circulant 
forms are derived is presentled. We then address the prob- 
lem of scaling these structures in Section IV, which also 
includes a study of roundoff noise in these filters. 
Although the circulant and skew-circulant realizations 
have in general N 2  nonzero entries in the state transition 
matrix, yet there are only N distinct elements and the 
circulant structure of the matrix makes these filters amena- 
ble to efficient memory-oriented hardware implementa- 
tions. It has been recognized in the past that circular 
convolution is a key operation in a number of signal 
processing algorithms, including finite and infinite length 
linear convolutions [lo], [17]. The use of circular convolu- 
tion in recursive linear filtering is particularly noticeable in 
block realization of IIR filters [18]-[20]. If we have a 
signal processing hardware which primarily implements 
circular convolutions, then lit offers a wide range of appli- 
cations. The result of this paper adds one more application 
to t h s  list, namely, a limit-cycle free, low eigenvalue 
sensitivity implementation of IIR filters. In this connec- 
tion, it is worth noting that block realization of digital 
filters in the state-space context has been studied by 
Barnes er al. [21]; it is easily verified that the “block 
version” of a circulant realization retains the circulant 
nature, since the state transition matrix A is merely re- 
placed by A where L is the block length. 
Purely from the viewpoint of computational complexity, 
(i.e., the number of multiplications and additions per sam- 
ple), the structures introduced here are not necessarily 
more efficient than the second-order block normal form in 
[l]. However, as mentioned above, there are at least two 
contexts where the results of this paper can be useful: 
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memory oriented implementations, and implementations 
based on convolution building blocks. 
11. REVIEW AND A NEW EIGENVALUE 
SENSITIVITY MEASURE 
A state-space structure for an IIR filter with input U( n )  
and output y ( n )  is characterized by the equations [5] 
x ( n + l )  = A x ( n ) + B u ( n )  (14 
y ( n )  = C x ( n ) + d u ( n ) .  Ob) 
In this paper, we shall deal with single-input-single-output 
systems where A = [ a k r ]  is an N X N matrix with 0 < 
k , l < N - l .  B is N x l ,  and C is I X N .  Let h i  be an 
eigenvalue of A .  We shall denote the column eigenvector 
associated with X i  as ai, while' q! will denote the corre- 
sponding row eigenvector, i.e., 
A @ ,  = A,@.,  and = A,+:. (2) 
Throughout this paper we shall assume that 'k, and @, are 
scaled such that \k;t@, =l. The kth components of 0, and 
'k, are denoted by +,(k) and +f(k), respectively. The 
transfer function H ( z )  of the IIR filter is related to the 
state-space parameters by 
H ( Z )  = d + c ( ~ I -  A ) - ' B .  (3) 
It is well known that the following similarity transforma- 
tion: 
(4) A' = TA T-' B' = TB cf = C T - ~  
leaves H( z )  unchanged. The eigenvalues of A correspond 
to the poles of the transfer function H ( z ) .  A normal form 
realization is one in which the state transition matrix A is 
a normal matrix. We shall assume that the poles H ( z )  are 
all distinct, because a minimal system with non-distinct 
poles does not have a normal-form realization. This can be 
seen from the fact that if the N X N state transition matrix 
is diagonalizable and has less than N distinct eigenvalues, 
then such a realization cannot be minimal. Since a normal 
matrix is always diagonalizable [8], any normal-form real- 
ization having less than N distinct eigenvalues is neces- 
sarily non-minimal. 
In state-space implementation, it is possible to avoid 
both overflow oscillations and quantization limit cycles by 
requiring an upper bound of unity on the norm of the state 
transition matrix A [l]. Barnes and Fam have introduced 
the novel minimum-norm structures [l] by constraining A 
to be a normal matrix. Mills, Mullis, and Roberts [7] have 
obtained a general set of sufficient conditions in terms of 
A ,  in order to suppress overflow oscillations. As pointed 
out by Jackson [6], the same conditions would eliminate 
quantization limit cycles when magnitude truncation is 
used. The conditions required in [7] have been improved in 
[16] and can be used to explain the absence of limit cycles 
in several well-known structures, such as the wave-digital 
filters, orthogonal filters, cascaded lattice structures, nor- 
mal-form structures and second-order minimum-noise 
structures. If the quantization scheme is of the magnitude 
truncation type, along with 2's complement overflow char- 
acteristics, then both quantization limit cycles and over- 
flow oscillations can be suppressed if the A matrix satisfies 
the conditions given in [16]. Such an arithmetic scheme 
involves the use of two's complement representation for 
negative numbers, and the quantization is done in two 
different ways depending on the sign of the number to be 
quantized. If the number is positive, a straightforward 
magnitude truncation is performed; if the number is nega- 
tive, then it is also truncated, but at the end 2-' is added 
to the truncated number b being the wordlength of the 
implementation. 
The norm of A ,  denoted by IIAl12, is defined to be 
X ~ A ~ A X  
( 5 )  11A11: = max -. 
The norm IIA1I2 is at least as large as the magnitude of the 
dominant eigenvalue (i.e., the spectral radius) of A : 
x + o  xtx 
llAll2 max IW) I. ( 6 )  
A normal matrix [8] has its norm strictly equal to its 
spectral radius, therefore. llAl12 <1 as long as the eigenval- 
ues of A are inside the unit circle. So provided the filter is 
stable, a normal-form realization will always satisfy the 
conditions given in [7], [16]. Hence it is possible to sup- 
press limit cycles in these structures. The purpose of t h s  
paper is to introduce new normal-form filters and to 
explore their advantages. 
A normal matrix is any square matrix that satisfies the 
condition AtA = AAt .  This condition in turn holds if and 
only if A has a complete set of N orthogonal eigenvectors 
[8]. This is the same as saying A is diagonalizable by a 
unitary matrix. If A is normal, { @, } is a complete set of 
orthogonal eigenvectors. Then it can be shown that @, = 
for each i. Conversely, if for each i @, = 'k, within a scalar 
factor, then A is necessarily normal. Typical examples of 
normal matrices are Hermitian matrices, and unitary 
matrices [8]. 
In the study of eigenvalue sensitivity, a commonly used 
global sensitivity measure [2] is defined to be 
(7) 
The above quantity measures the sensitivity of A ,  with 
respect to the entries of the matrix A .  Now, given any 
matrix A with distinct eigenvalues [2], the eigenvalues 
always satisfy 
+ , ( I C )  and +,(f) are the components of the vectors and 
@,, respectively. Using (X), the sensitivity measure in (7) 
'Superscript T denotes transposition and superscript t denotes trans- 
posed conjugation. 
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becomes [ 2 ]  E l ~ + , ( l ) ~  <1. T h s  leads to 
C l W 4  12G Clk(k) l=1 
c I +, ( 1 )  l 2  < c I +, ( 1 )  I 
k k 
(14) 
I I 
and by the Cauchy-Schwarz inequality I'Pt@I2 < 
ll'Pll;ll@ll; <1. But this violates the condition 'Pt@ =1, so 
the assumption that e , ( A )  <: 1 is false. 
Recall that for normal matrices 'PI =@, for all I ,  and 
11@',11 =1 since we assume 'P:@, =l. Let us define the 
vectors, 1 = (1,l;. . , l ) T  and U =  (\+,(O)I, I+,(l)\; . * ,  I+,(N 
- 1) I) ', then 
3) If A is a normal matrix, then e , ( A )  < N .  
(15) 
N - 1  N - 1  c c  
k = O  I = O  
2 
=l.  (9) 
Clearly, the lower bound in (9) is achieved if and only if 
'PI = @, upto a scalar factor. Furthermore, in order to 
achieve the lower bound for all A ,  ( i  = 1; . ., N ) ,  it is 
necessary and sufficient that A should be normal. 
A New Measure for Eigenvalue Sensitivity 
We wish to introduce a different measure for the sensi- 
tivity of the eigenvalue A,.  T h s  measure is directly related 
to the maximum possible amount of deviation an eigen- 
value might undergo, when the entries of the matrix are 
quantized. Let A ,  be the original eigenvalue and A ,  + AA, 
be the eigenvalue after quantization, then to first-order 
approximation 
(10) 
a x ,  N - 1  N - 1  
k = O  I = O  " k , ,  
" I =  
where Auk,  represents the quantization error in the kth 
row, Ith column entry of the A matrix. Let Amax be the 
maximum possible quantization error in the entries of A ,  
then 
k = O  / = 0  I a a k , l l  
A rnax depends on the quantization scheme chosen, whle 
the summation term is dependent only upon the matrix A .  
We shall define a sensitivity measure for A ,  with respect to 
A as 
N - 1  N - 1  N - 1  N - 1  
k = O  I = O  
(12) 
One may derive several facts about the quantity e , ( A ) :  
1) If 'PI is scaled by a nonzero factor a, and 0, scaled 
by l / a ,  then e , ( A )  is invariant under such scaling, and the 
constraint = 1 still holds. 
To prove this, suppose for a certain matrix A ,  the quantity 
e , ( A )  is less than unity for some i .  This means 
2)  For any matrix, e , ( A )  21. 
Since 'k, can be scaled up by a nonzero factor a, and 0, by 
l / a  without affecting the value of e , ( A ) ,  therefore, we can 
choose a so that C k l # , ( k ) l = l ;  then we must have 
By the Cauchy-Schwartz inequality, 
(W2 < ll~ l l ; l l~ l l ;  = NllUll; = Nll@,Il; = N .  (16) 
Combining (15) and (16) we conclude that e , ( A )  < N .  This 
is true for all the eigenvalues of a normal matrix. 
Thus a normal matrix is well conditioned in the sense 
that its sensitivity measure (12) cannot exceed N .  As 
examples, the minimum-norm structure in [l] has e ( A )  = 2, 
and circulant matrices have e ( A )  = N .  
111. CIRCULANT AND SKEW-CIRCULANT 
STATE-SPACE REALIZATIONS 
A 3 X 3 circulant matrix Inas the following form: 
a0 a1 a2 (:: 2 :i)- (174  
In general, a N x N matrix [ a , , , ]  is defined to be cir- 
culant if 
Notice that a circulant matrix is completely characterized 
by its zeroth row. Given any N X N circulant matrix C ,  it 
can always be diagonalized [14] by the N X N DFT ma- 
trix, 
C%+. = W A  
where W = [ W k n ] ,  with W = e -J2"IN.  Thus the columns of 
W are the eigenvectors of (7, and A is the diagonal matrix 
containing ( A o ,  A,, . . . A,- L) which are the eigenvalues of 
C. From (18) it can be seen that the eigenvalues are 
obtainable by performing a DFT on the top row of the 
matrix C. Conversely, given any diagonal matrix A, we 
can always form a circulant matrix C as WAW-'. In 
practice C can be found by computing the inverse DFT of 
the sequence ( A o ,  A,,. . a ,  A whch gives us the top row 
of c. 
(18) 
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Similarly, a matrix is defined to be skew-circulant if 
Both the circulant and skew-circulant matrices are normal 
and therefore possess all the desirable properties indicated 
in Section 11. 
Let H ( z )  = P ( z ) / Q ( z )  be an IIR transfer function. We 
shall assume that Q ( z )  has degree N, and P ( z )  has degree 
< N .  Furthermore, let the poles of H( z) be all distinct and 
denote them by A,, A, . . . , A N p  ,, then by partial fraction 
expansion 
P O Y O  P lY l  
z-A,  z -A ,  
H ( z )  = d +  +  + . . . 
The product P,y, is the residue of H ( z )  at pole location A,. 
The state-space parameters for t h s  parallel-form structure 
are 
A = diag [A, ,  A, . . . , A N - l ]  
B = [ P o ,  P, * . ?  P N - 1 1  
c=  [ Y O , Y l . . . , Y N - l I  (21 ) 
and d is the constant term in (20). Applying the similarity 
transformation (4) with T = W ,  we get 
A'= w A - w - 1  B'=  W B  C'= cv-'. (22) 
The transformed matrix A' is circulant, and its top row is 
simply the inverse DFT of the complex sequence { A o ,  A,, 
' .  ' , A N - l } .  
1 N - 1  
ah,n = - A,W- '~ .  (23) 
k = O  
classical IIR filters, such as Chebychev, Butterworth, and 
elliptic filters, have either one real pole in which case the 
filter order is odd, or no real poles at all in which case the 
filter has even order. 
For a filter with one real pole, a circulant matrix A' can 
be obtained which has real entries only. Starting with the 
parallel form realization in (21), the complex A-sequence 
can be arranged to have the following symmetry: 
A,, real 
N - 1  
' 2 '  A, = A%-,, for k =1;. . - (24) 
Notice that the order of the filter, N, is odd. The inverse 
DFT of a sequence having the above property will be real. 
Since the poles are arranged to satisfy (24), their corre- 
sponding residues will also be in complex-conjugate pairs. 
In the parallel form of (21), we have the freedom to choose 
the P ' S  and y's arbitrarily, as long as their product equals 
the corresponding residue of H ( z ) .  To generate real 
matrices B' and C', it is sufficient to have 
The same symmetry follows for the y's  automatically. 
Once the values for P and y are chosen, B' and C' are 
obtained as in (22). 
Example 3.1: Consider a fifth-order elliptic low-pass 
filter with maximum passband attenuation A ,  = 2 dB, and 
minimum stopband attenuation A ,  = 50 dB. The passband 
cutoff frequency is 0.1317, while the stopband edge is at 
0 .185~.  The filter transfer function is given by 
2.6019X10-3(1-1.30412~-'+ ~-~)(1- -1 .64983t - l+  zF2)(1+ 2 - ' )  
H (  z )  = (264  (1 -1.7906~-'+0.86809~-~)(1-1.80221~-' +0.9616lp2)(1 -0.89734~-') ' 
The circulant state-space realization for t h s  filter is shown below: 
/ 0.8980 -0.1905 0.0876 -0.0854 0.1876\ 1 0.1876 0.8980 -0.1905 0.0876 -0.0854 I 
A =  
-01905 00876 -00854 01876 0.8980 
B = (0.7028 -0.2429 -0.1323 0.7081 0.5631)T 
C =  (0.1406 0.1126 0.1416 
d = 2.6019 X lop3.  
- 0.02646 - 0.04857) 
(26b) 
The remaining rows of A' are the circularly shifted ver- 
sions of this row. If there is no condition imposed on the 
A-sequence, then in general the entries of A' are complex 
numbers. 
However, in most situations the coefficients of H ( z )  are 
real and consequently the poles of H(z) come either as 
real numbers or in complex-conjugate pairs. Utilizing this 
property of IIR functions, we can obtain matrices for (22) 
which have only real entries. In practice, many of the 
For the case of IIR filters having no real poles, the 
sequence of poles cannot be arranged to have the symme- 
try as in (24). However it is possible to get 
A, = for k = 0; . . , (N/2) - 1. (27) 
The filter order, N, is necessarily even in this case. Let us 
apply again transformation (22) on the parallel form. The 
inverse DFT of the A-sequence in (27) is complex, and (23) 
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0.03855 0.95954 - 0.01481 - 0.01086 - 0.01083 - 0.01480 . 
N must be even, and we can arrange the poles of H ( z )  as 
Xo,XN, - real 
2 
N 
2 
A, = for k ~ 1 ; .  ' ,  - -1. (32) 
The transformation in (22) will yield a real circulant ma- 
trix A'. 
For cases where H ( z )  has more than two real poles, it is 
not possible to obtain a full circulant matrix. Nevertheless, 
we can partition the poles into two blocks: the first block 
contains all the complex-conjugate poles plus one real pole 
arranged in a manner similar to (24), while the second 
block has all the remaining real poles. By applying a block 
transformation T on the parallel form of (21), where 
= w ( n / ' ) C (  n )  
where c ( n )  represents the sum 
1 
- z 2 R e  { 
N k  
Since A' is circulant, its remaining rows are given by 
(29) 
W(n-m)/2c(n - m), i f m < n  
w( n - rn + N)/2 c ( n - m + N ) ,  m > n .  
This circulant matrix with complex entries can be con- 
verted into a skews-circulant matrix with real entries by 
applying a diagonal similarity transformation. Thus, define 
N - 1  
the diagonal matrix D = diag[l, &,. . ., W 
= DA'D-' is a skew-circulant matrix, with entries 
] then A" 
Example 3.2: The second example is a sixth-order low- 
pass Butterworth filter, whch has been used in [3] for the 
study of second-order minimum-noise sections. The filter 
has the following transfer function: 
the results A' will have the following form: 
(334  
where C is a real circulant matrix of appropriate dimen- 
sions ( i N ) ,  and D is a diagonal matrix. It can be verified 
that the matrix in (33b) satisfies the normal property. A 
variation of the above structure can be obtained. If the 
identity matrix in (33a) is of even dimension, then it can 
be replaced by a block diagonal matrix with each 2 x 2  
diagonal block equal to the submatrix. 
1 ,(: -3 (34) 
d = 8.5468 X (31b) 
We wish to point out that for the case of N = 2, the 2 X 2 
skew-circulant matrix is exactly the second-order coupled 
form (or normal form) introduced in [4]. 
In conclusion, we see that IIR filters having one real 
pole can be implemented with a circulant state-transition 
matrix, and IIR filters that contain no real poles will have 
a skew-circulant state-space implementation. These two 
cases cover most IIR filters that are commonly used. 
Let us now consider IIR filters that have more than one 
real pole. If H( z )  has exactly two real poles, then the order 
Now, A' will still have the form in (33b), except D will no 
longer be diagonal, instead it will be block diagonal con- 
sisting of second-order circulant blocks. Such a matrix 
satisfies the normal property, and is an extension of the 
minimum-norm matrices in [l]. 
Complexity of Implementation 
State-space structures in general require a large number 
of multipliers. For example, the matrix-vector product 
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P =  
A x (  n )  requires N * multiplications when A is a full matrix. 
However, with A being circulant, the product A x ( n )  can 
be thought of as a circular correlation between x ( n )  and 
the first row of A .  There exists fast algorithms for per- 
forming short circular convolutions (and hence correla- 
tion) [lo], and these can be used to reduce the number of 
mu1 tiplications. 
The circular correlation above can also be viewed as the 
computation of N inner products. One vector in the inner 
product is always fixed, which is the first row of A .  And 
the other vector is r ( n )  or circularly shifted versions of it. 
In [ l l ] ,  Peled and Liu have presented an efficient hardware 
for computing the inner product between a fixed vector 
and an arbitrary input vector. This is suitable for our 
purpose here, since the N inner products are all computed 
with respect to a common vector, namely the first row of 
A .  In effect, this means it is only necessary to store the 
Boolean linear combinations of this common vector in a 
read-only memory. Only one ROM is needed to compute 
all N inner products. 
1 0 . . .  0 0  
. . .  (40b) . .  . . . .  . .  . .  
, o  0 . . .  1 01 
Iv. SCALING AND NOISE ANALYSIS 
Before analyzing the signal to noise performance of a 
digital filter structure, we need to scale the structure so 
that the probability of overflow at each internal node is 
kept below certain tolerance level. It is sufficient [12] to 
ensure low overflow probability at nodes that are input to 
multipliers. In terms of a state-space structure, this means 
we only need to be concerned with state variable nodes. 
Let us define, as in [13], f r ( n )  to be the impulse response 
from the filter input to the ith state variable node. A 
structure is said to be scaled in the I ,  sense if 
1 30 
f r 2 ( n ) = , ,  f o r i = l ; . . , N  (35) 
where S is a parameter that relates to the probability of 
overflow. Define the K-matrix as in [13]: 
I 1  = 0 
m 
K =  A"BB9'". ( 3 6 )  
n = O  
Then (35) is equivalent to 
(37) 
State-space structures can be scaled by similarity transfor- 
mations. When a state space structure { A ,  B, C,  d } is 
transformed into { TA T -  ', TB, C T -  ', d }, the correspond- 
ing K-matrix is transformed by 
K' = TKT '. ( 3 8 )  
itself is circulant. In order to preserve the circulant nature 
of A ,  a circulant transformation should be used. But for a 
given unscaled circulant structure { A ,  B ,  C } ,  how can we 
find a transformation that is circulant and such that the 
transformed matrix TKT' has all diagonal elements satis- 
fying (37)? 
Stating the problem in another way, let us denote the 
first row of T by tT, then T can be expressed as 
where P is the permutation matrix: 
i o  0 . . .  0 1 \  
Thus Pt is a circularly shifted version of t .  What is needed 
is a vector t which will solve the following system of 
equations : 
1 
tTKt = - 
S 
1 
tTPTKPt = - 
S 
An approximate solution to (41) can be found by numeri- 
cal optimization techniques, to be described next. First we 
define a sequence of matrices 
K ,  = K ,  K ,  = P ~ K P , .  . . ,  K,+, = ( P ~ - ~ ) ~ K (  p N  l )  
(42) 
and K,,, = K , .  Consider the following function of 1: 
N -  1 c [ t T ( K r  - K , + J t I 2  
c [ r T ( K , ) t I 2  
(43) 
r = O  
+ ( t >  = A - 1  
r = O  
Note that @ ( t )  2 0 for all nonzero t ,  and @ ( t )  = 0 if and 
only if 
tTK,t  = tTK1t = . . . = t T K N - , t .  (44) 
However, if A is a circulant matrix then the resulting state 
transition matrix A' will not, in general, remain circulant 
after transformation. If the transformation T itself is a 
circulant matrix, then due to the commutative property of 
circulant matrices [14] we get (with A being circulant), 
A' = TA ~ - 1 =  ~ r - 1 ~  = A .  (39) 
Thus the matrix A is unchanged, when the transformation 
Equation (44) corresponds to the situation where (41) is 
satisfied with 1,'s set to tTK,+. Therefore, the problem 
now is to find the global minimum of the function @ ( t )  
with the constraint t # 0. Such a minimum Will be the 
solution to (41). 
An algorithm based on the method of steepest descent 
[22] is used for minimizing the function @ ( t ) .  For this 
method we need to know the gradient of (p( t ) ,  which can 
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- 0.231 - 0.192 0.410 
0.929 -0.485 -0.411 
-0.485 1.061 0.0869 
-0.411 0.0869 0.9216 
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. (47) 
be computed from 
K = 2.6019 
N - 1  
- - a j K i ] t o  (45) 
P l = O  
0.196 0.937 
-0.243 -0.231 
0.449 -0.192 
0.459 0.410 
where 
N - 1  N - 1  
a, = t ;K, tO,  P = a:, and y = (a, - ( Y , + ~ ) ~ .  (46)
r = O  1 = O  
Let to be an estimate of the minimum solution of G ( t ) .  
1) At first a point is chosen at random to be to .  
2) The direction of descent, denoted by g, is determined 
by the negative of the gradient evaluated at to ,  this can be 
computed using (45). 
3) The step size, s, is set to a predetermined value. 
4) Next we update to by replacing it with to  + sg. If the 
improvement in the objective function is greater than a 
pre-specified amount c then the next iteration is per- 
formed, otherwise the algorithm is terminated. 
In the following example, we shall show the result of this 
method as applied to the circulant structure of (26b). 
Example 4.1: Consider again the filter presented in Ex- 
ample 3.1. The circulant realization of this filter as given in 
(26b) is an unscaled realization since its K-matrix is 
0.09243 -0.08466 0.1513 0.5779 -0.1212 
T =  
Note that we can only manage to satisfy the scaling 
conditions of (37) approximately. However, for the simple 
case of a third-order filter it is possible to obtain an 
analytic solution to the problem of scaling. This is pre- 
sented in Appendix A. 
After scaling, the roundoff noise performance of the 
structure can be analyzed. There are different ways of 
placing quantizers within a filter, and here we choose to 
place them at the input of every delay element. This is the 
same as quantizing all the state variable nodes. Let g, (n )  
be the impulse response from the output of ith quantizer 
to the overall filter output. Under standard assumptions 
[12], [13], the noise variance at the output can be computed 
as [13] 
h ' c c  
U:=.,' c c S,2(4 (51) 
, = = I  n = O  
where U,' is the variance of the noise source. With round- 
off arithmetic, we have U," := 2-2b/12 where b is the num- 
ber of binary bits used to represent internal signal preci- 
sion. 
As in [13], define the matrix W to be 
W 
w =  1 A ~ ~ ~ C A " .  (52) 
n = O  
0.1513 0.5779 -0.1212 0.09243 -0.08466 I 
K ' =  
-0.509 1.000 -0.0653 0.264 -0.0894 
-0.432 -0.0653 1.000 0.357 0.569 . 
-0.164 0.264 0.357 1.000 0.318 
A'=  
(49) 
0.1876 0.8980 -0.1905 0.0876 -0.0854 
(50) 
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One can verify that [ W ] , , ,  = C,g:(n). Under the scaled 
condition of (37), the noise variance in (51) can now be 
expressed in terms of the diagonal elements of W and the 
diagonal elements of K :  
N N 
go'= 0,' c [ W ] , . ,  =60,' c [ K l f , J W I l , f .  (53) 
r = l  I =1 
Mullis and Roberts [13] have shown that for an arbitrary 
state-space realization the quantity in (53) has a lower 
bound, namely 
The p's are the eigenvalues of the matrix produce KW, 
and they are invariant under the similarity transformation 
of (4). 
Frequency Transformation on Circulant Structures 
An interesting invariant property arises for circulant and 
skew-circulant structures when one tries to perform 
frequency transformation on the filter transfer function 
H ( z ) .  Let { A , ,  Bo, CO, d , }  be the state-space realization of 
H (  z ) .  The above realization will have matrices K O  and W, 
as defined in (36) and (52). Consider a new filter G ( z )  
which is derived from H( z )  by the transformation G (  z )  = 
H ( (  a - z ) / ( l  - a z ) ) ,  with la1 < 1. A state-space realization 
{ A , ,  B,,C,,  d , }  for G ( z )  can be constructed from [15] 
A ,  = ( a z  + A , ) (  z + 
B, = (1 - a y 2 ) (  z + a A  o )  - lB, 
c,= (1-a*)(1/2)CO(z+(YAO)-1 
d , = d o - " C o ( z + a A o ) - l B o .  ( 5 5 )  
Furthermore, it has been proved in [15] that K ,  = K O  and 
W, = WO. The sum or product of two circulant matrices is 
circulant, and the inverse of a circulant matrix, if it exists, 
is also circulant. Therefore, if A ,  is a circulant matrix then 
A ,  is circulant also. Similarly, if A ,  is skew-circulant, then 
so is A , .  
Now, if { A  , B,, CO, d o }  represents a scaled circulant 
(skew-circulant) realization for H ( z ) ,  then { A , ,  B,,  C,, d,}  
is a scaled circulant (skew-circulant) realization for G(  z ) ,  
because we know that K , = K o .  Furthermore, due to the 
fact W, = WO, both structures will have the same output 
noise variance as computed from (53). Hence we can 
conclude that the scaled circulant (skew-circulant) realiza- 
tions of H ( z )  and G ( z )  have the same output noise 
variance irrespective of the value of a. 
V. EXAMPLES OF ROUNDOFF NOISE AND 
SENSITIVITY COMPARISONS 
Example 5.1: Consider the fifth-order low-pass elliptic 
filter presented in Example 3.1. The scaled circulant real- 
ization of this filter is shown in (50). The scaling is done 
such that (37) holds with 6 =l. We shall compare the noise 
level in the scaled circulant form with the unscaled cir- 
TABLE I 
ELLIPTIC FILTER 
NOISE COMPARISON FOR FIFTH-ORDER 
T y p e  of redli/ation 
Cascade of second order 
canonic sections 
- ~ 
Circulant (unscaled) 
Circulant (scaled) 
Theoretical miniinum 
~- 
Noise 
Variance 
i n  dD 
42.7 
51.2 
-51.7 
~ 
~ 52 1 
TABLE I1 
NOISE COMPARISON FOR SIXTH-ORDER 
BUTTERWORTH FILTER 
noise 
T y p e  of redifation variance 
Cascade of second order 
canonic sections -32 1 
I - --t 
Skew-circulant (scaled) -43.2 
Cascade of second order 
minimum noise sections 53.0 
1 
I -54.4 I Theoretical miniinuni 
culant which is shown in (26). The unscaled structure is 
implemented by inserting a scale factor of s at the input so 
as to reduce the maximum internal scaling norm to unity. 
This is compensated for by inserting a factor of l/s at the 
output, so that the overall signal level at the output re- 
mains unchanged. Throughout t h s  example, the output 
signal level is the same for all structures under comparison. 
The same applies for Example 5.2 whch follows. The 
output noise variance is calculated according to (51), with 
U,' = 2-2b/12 and b = 7. The result is listed in Table I for 
both the unscaled and scaled circulant forms. In order to 
provide a frame of reference, the noise variance of a 
cascaded structure of second-order canonic sections is also 
computed. The ordering of the second-order sections is 
chosen to be optimal. The minimum noise variance given 
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0.9000 
N O R M R L I Z E U  F R E Q U E N C Y  
Passband sensitivity of circulant form. Fig. 1. 
C A S C A D E  
0. 0.0095 0.0191 0.0287 0,0382 0.6478 
N O R M R L I L E U  F R E Q U E N C Y  
Fig. 2. Passband sensitivity of the cascade form 
by (54) for general state-space realization is included in 
Table I too. In this example, the scaled circulant structure 
gives us an improvement of 9 dB over the cascade, and it 
comes very close to acheving minimum noise. 
Example 5.2: For the low-pass Butterworth filter pre- 
sented in Example 3.2, (31b) shows the unscaled skew-cir- 
culant parameters of this filter. As in the previous example 
the structure was then scaled so that (37) holds with 6 =l. 
In Table 11, we compare the output noise in several differ- 
ent structures: the skew-circulant form (both unscaled and 
scaled), a cascade of second-order canonic sections, and a 
cascade of second-order minimum-noise sections [3]. The 
ordering of the second-order sections is chosen to be 
optimal for each of the two cascade structures. Again the 
minimum noise variance, obtained from (54), is listed as 
reference. Table I1 shows that the scaled skew-circulant 
realization has a lower noise level than the cascade of 
canonic sections. However, it is not as good as the cascade 
of minimum-noise sections. 
0. 
- 
2 -19.99 - 
W 
VI 
z 
a 
Lo 
W 
LT 
W 
3 + 
H 
z 
W 
0 -39.99 
o -60.00 
-80.00 
-I 
k C R C U L A N T  
-100.00 
0. 0,1000 0.X08 0,3008 0.4008 0.5000 
N O R N R L I I L U  F R E Q U F N C Y  
Fig. 3. Stopband comparison between cascade and circulant forms. 
Example 5.3: With this example, we shall demonstrate 
the low passband sensitivity of the circulant form. The 
filter chosen is a ninth-order low-pass elliptic filter. The 
passband peak ripple and stopband attenuation are 0.265 
and 60 dB, respectively. The passband edge is at 0 .096~,  
and the stopband starts at 0 .106~.  We implemented the 
filter using two different structures: one is a cascade of 
second-order canonic sections, whle the other is the cir- 
culant state-space structure. After quantizing the multi- 
plier coefficients to 5 bits in signed digit code, the pass- 
band response for both implementations are shown in 
Figs. 1 and 2. The ideal response is included in the graphs 
as reference. In the passband, the circulant filter has much 
better sensitivity than the cascade, whde in the stopband 
(Fig. 3) the reverse is true. 
VI. CONCLUSION 
This paper presents two new normal-form realizations of 
IIR digital filters. These are the circulant and skew-cir- 
culant form realizations, derived for the class of IIR filters 
for which the number of real poles does not exceed two. 
For other cases, we can ohtain normal-form realizations 
whch are parallel connections of smaller circulant sec- 
tions. Example 5.3 demonstrates that the low eigenvalue 
sensitivity of these normal forms leads to low sensitivity in 
the passband magnitude response of the filter. 
Scaling in these structures is accomplished by circulant 
or skew-circulant similarity transformations, since such 
transformations preserve the circulant or skew-circulant 
nature of the state transition matrix. Under scaled condi- 
tions, the output noise variances for the circulant and 
skew-circulant forms are shown to be invariant under 
low-pass-to-low-pass frequency transformation. This prop- 
erty can be useful for implementing narrow-band low-pass 
filters, since the noise variance here is insensitive to the 
bandwidth of the filter. 
Examples show that in some cases the roundoff noise in 
the circulant and skew-circulant structures comes close to 
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the minimum noise level derived in [13]. However, in other A,, Po are real, A, = At, and PI = P:, (A71 is reduced to 
cases the noise of these structures is considerably hgher 
than the minimum possible. 
(A84 
P,’ 21P,I2 - 1
1 4 ;  1-IAf 6 
- +-- 
APPENDIX A
For the parallel-form implementation (21), its K matrix 
is given by 
2PoP: P,’ 
1-x0x: 1-A:  
2PoP: P22 
1-x0x; 1-4’2 
-+-=o 
+-- - 0. 
Let { A ’ ,  B’, C’} be a circulant structure derived from the 
parallel form via (22), then the matrix K’ is related to K as 
Equation (A8c) is redundant, so we only need to solve 
(A8a) and (A8b). The result is 
- K ‘ =  W K W ? .  642) 8 
Our goal is to make all the diagonal elements of K’ equal 
to a constant 1/6, so that the realization { A ’ ,  B’, C’} is 
scaled according to (37). This can be accomplished by 
choosing the parallel-form parameters (21), P, and y,, 
appropriately as shown next. From (A2) 
N - 1  N - 1  
[ K ’ ] , , , =  C W - ’ ( k - ’ ) [ K ] , , k .  (A3) 
J = O  k = O  
With the change of variables, m = k - j ,  
N - 1  N - 1 -  J 
[ ~ ’ I r , 1 =  C C ~ - ‘ ~ [ K l , , , + m  
J / = o  m = -  
N - 1  N - 1  
= C C ~ - ~ ~ [ ~ I , , ( ( j + r n ) ) .  ( ~ 4 )  
J = O  m = O  
The notation (( j + m ) )  stands for i + m modulo N .  Define 
a N point sequence 
N - - l  
Altogether there are six solutions to (A8). In summary, for 
a third-order filter if Po, P1 and P2 are chosen according 
to (A9), then the circulant form that is derived from (21) 
will automatically be scaled. 
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