Abstract-The critical dimension is the minimum number of features required for a learning machine to perform with "high" accuracy, which for a specific dataset is dependent upon the learning machine and the ranking algorithm. Discovering the critical dimension, if one exists for a dataset, can help to reduce the feature size while maintaining the learning machine's performance. It is important to understand the influence of learning machines and ranking algorithms on critical dimension to reduce the feature size effectively. In this paper we experiment with three ranking algorithms and three learning machines on several datasets to study their combined effect on the critical dimension. Results show the ranking algorithm has greater influence on the critical dimension than the learning machine.
I. INTRODUCTION
In datasets containing a large number of features, it is difficult to mine useful information. The complexity of analysis increases as the dataset is projected at a higher dimensional plane [1] , [2] . For these reason, we usually reduce the features using feature reduction methods. The implication is that, datasets contain irrelevant features or attributes, which when eliminated can help achieve higher accuracy. Feature ranking and elimination, and subset selection are two ways in which feature reduction is traditionally performed. Feature ranking algorithms rank individual features using some metrics. Each feature is given a score based on factors such as correlation among some or all features. The features with a high score are ranked higher and those which do not meet an adequate score are eliminated. In subset selection method, random subsets are created from original feature set and the subset with the highest correlation coefficient among itself is considered as the best feature subset. Most feature subset algorithm select subsets based on greedy algorithm and some use an exhaustive search method with stop time defined. The main objective of feature selection is to improve the prediction performance, to provide faster and cost-effective predictor and better understand the correlation among data. The interesting fact about extracted features are that sometimes not all extracted features are individually useful; however, correlation of features itself is an intriguing question.
II. FEATURE RANKING ALGORITHMS
There are many ranking methods available and are used for different kinds or purposes [3] . The ranking algorithms used in our experiments are discussed below
A. Chi-squared Ranking
This evaluates the worth of an attribute by computing the value of the chi-squared statistic [4] , [5] with respect to the class. There are several ways in which a chi-squared statistics is used; one such is using a contingency table. To rank features, we look at the chi-square distribution table against its degree of freedom value to find the corresponding probability level α; search method ranker, ranks these based on higher probability.
B. SVM Attribute Evaluator
This method, evaluates the worth of an attribute by using an SVM classifier [6] . Attributes are ranked by the square of the weight assigned by the SVM. Attribute selection for multiclass problems is handled by ranking attributes for each class separately using a one vs. all method and then "dealing" from the top of each pile to give a final ranking. This also uses a ranker search method to rank.
C. Cfs Attribute Evaluator
The Cfs evaluator evaluates the worthiness of a subset of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them [7] . Subsets of features that are highly correlated with the class while having low inter-correlation are preferred. This uses a greedy step wise search method to rank.
III. MACHINE LEARNING ALGORITHMS
There are several machine learning algorithms [8] . Three of the commonly used algorithms are used in this experiment.
A. Multilayer Perceptron Classifier
MLP is a feed forward Neural Network that uses back propagation algorithm. The MPL contains hidden layers and there can be any number of hidden layers. The weights change in the hidden layer and it is a black box approach. The first hidden layer of the helps the draw simple boundaries and the inner layers are used to draw complex boundaries. Hence, an MLP is very powerful algorithm if the right parameters were chosen.
B. Naive Bayes Classifier
The NB Classifier technique is based on the so-called Bayesian theorem and is particularly suited when the dimensionality of the inputs is high. Despite its simplicity, NB can often outperform more sophisticated classification methods. NB does not make use of only the prior information available, but also uses the likelihood of the instance.
C. Random Forest Classifier
Random forest (RF) is a learning machine and a trademark of Leo Breiman and Adele Cutler, and uses an ensemble of decision trees to make the final prediction [9] . A number of trees are grown and each represents one of the classes. If there are N cases in the training set then N sample cases are created at random with replacement, from the original dataset. This set is used as the training set for growing the trees. If there are M input variables, a number m<<M is specified such that at each node, m variables are selected at random out of the M and the best split on these m is used to split the node. The value of m is held constant during the forest growing. Each tree is grown to the largest extent possible. There is no pruning. The error rate depends on correlation between any two trees in the forest and strength of each individual tree in the forest. After each tree is built, all of the data are run down the tree, and proximities are computed for each pair of cases. If two cases occupy the same terminal node, their proximity is increased by one. At the end of the run, the proximities are normalized by dividing by the number of trees.
IV. CRITICAL DIMENSION
The term critical dimension of a dataset can be described as the minimum number of features required for a learning machine to perform prediction or classification with high accuracy [10] . It is an informal concept and empirical methods are used to determine the critical dimension in many datasets. Thus critical dimension of a dataset can be defined as that number (of features) where the performance of a specific learning machine would begin to drop significantly, and would not rise again when smaller number of features is used. Specifically, it is postulated that for a dataset there possibly exists a critical dimension µ which is a unique number for a specific machine learning and feature ranking combination. More clearly, let A = {a 1 , a 2 , …, a n } be the feature set where a 1 , a 2 , …, a n are listed in order of decreasing importance as determined by some feature ranking algorithm. Let A m ⊆ A contains the m most important features, i.e., A m = {a 1 , a 2 , …, a m } where m ≤ n. For a learning machine M and a feature ranking method R, we call µ (µ ≤ n) the critical dimension of [M, R], if whenever M uses feature set A k with k ≥ µ the performance of M is ≥ T, where T represents a performance threshold deemed satisfactory; and whenever M uses less than µ features its performance drops below T; further, M's performance from µ to µ−1 features decreases significantly. An example, the hypothyroid dataset was classified using SMO classifier. This dataset was ranked using Chi-squared ranking algorithm. The critical dimension was found to be 18. The table below shows the classification accuracies and other measurement for different feature sizes. 
V. METHOD
The critical dimension is found for the four different datasets [11] , [12] . A comparative study is carried out to find the influence of M, R on µ. Each of the four dataset was ranked by three different ranking algorithm and three different learning machines were used to classify them. The critical dimension is found as mentioned above. A total of 36 experiments were performed using four different datasets. Two of these are binary and two others are multiclass classification datasets.
VI. RESULTS
The table below shows the results of 36 different experiments for four different datasets. The critical dimension and the performance accuracies at µ and including all features are shown.
VII. OBSERVATIONS
The three machine learning algorithm (M1, M2 and M3) are studied. Let M1 be Multilayer Perceptron algorithm, M2 be Naïve Bayes and M3 be Random Forest algorithm. The following table shows the influence of M on µ. We can see from Fig. 2, Fig. 4 and Fig. 6 that the bar graph shows fluctuations, which means there is a difference in critical dimension. Fig.4 shows for WBCD dataset using M2 algorithm the critical dimension is the same, but not for other datasets. Fig.3, Fig. 5 and Fig. 7 show that there exists a critical dimension for all four datasets studied using 3 different learning machine algorithms.
The three ranking algorithms studied are Chi, SVM and Cfs algorithms. To study the influence of R on µ, we look at the following tables. Let R1, R2 and R3 are Chi, SVM and Cfs be the ranking algorithms respectively. Fig.8, fig.10 and fig.12 show us that there exists a critical dimension in the datasets studied for different learning machines and using three ranking algorithms. Fig.9 shows the results using R1 algorithm. We can see that for the WBCD and the handwritten datasets, the critical dimension is the same but for hypothyroid and dermatology dataset, one value is different. Fig.11 shows the results using R2 algorithm. We can see that for the hypothyroid and the handwritten dataset have the same critical dimension for all three M's. However, the WBCD and dermatology datasets show a little difference in critical dimension for one M. Similarly, fig.13 shows the results using R3 learning algorithm and we can see that WBCD and dermatology dataset show the same critical dimension for all three M's. Hypothyroid and handwritten datasets show a difference in critical dimension for one of the M.
Though there is a difference in the critical dimension of some of the datasets using the same R and different M's, when compared to Fig.2, Fig.4 , and Fig.6 in which the difference in the critical dimensions are very different from each, we can conclude that R has a greater influence on µ than M on µ.
VIII. CONCLUSION
Three machine learning algorithm, multilayer perceptron, naive bayes and random forest and three ranking algorithms namely chi-squared feature ranking, support vector machine ranking and correlation based feature ranking methods were studied in 36 different combinations to find the influence of M and R on µ. It can be seen that though both M and R had an influence in determining µ, the influence of the ranking algorithm played a major role. It can be seen that by keeping the same learning machine algorithm, M1 and three different ranking algorithms R1, R2 and R3 changed the µ number of features. While keeping the same ranking algorithm R1 and three different machine learning algorithms M1, M2 and M3, the critical dimension did not very much. This indicates that µ highly varies as the ranking algorithm is changed. This gives us awareness that to find a low critical dimension number, an analytical search of different ranking algorithms with the same learning machine can be performed.
