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Abstract
Let HC(Bn) (respectively HC(Dn)) be the Hecke algebra of type Bn (respectively of type Dn)
over the complex numbers field C. Let ζ be a primitive 2th root of unity in C. For any Kleshchev
bipartition (with respect to (ζ,1,−1)) λ= (λ(1), λ(2)) of n, let D˜λ be the corresponding irreducible
HC(Bn)-module. In the present paper we explicitly determine which D˜λ split and which D˜λ
remains irreducible when restricts toHC(Dn). This yields a complete classification of all the simple
modules for Hecke algebra HC(Dn). Our proof makes use of the crystal bases theory for the Fock
representation of the quantum affine algebra Uq(ŝl2) and deep result of Ariki’s proof of LLT’s
conjecture [J. Math. Kyoto Univ. 36 (1996) 789–808].
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let K be a field and q , Q be elements of K with q invertible. The Hecke algebra
Hq,Q(Bn) (over K) is the associative unital K-algebra with generators T0, T1, . . . , Tn−1
subject to the following relations:
(T0 + 1)(T0 −Q)= 0, T0T1T0T1 = T1T0T1T0,
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TiTi+1Ti = Ti+1TiTi+1, for 1 i  n− 2,
TiTj = TjTi, for 0 i < j − 1 n− 2.
The structure and representation theory for Hq,Q(Bn) has been well developed in several
references to give some results. In [DJ], it was proved that if ∏n−1i=1−n(Q+ qi) = 0 in K ,
then Hq,Q(Bn) is Morita equivalent to a direct sum of some parabolic subalgebras of
type A. In [DJMu], the Murphy basis forHq,Q(Bn) was constructed as well as the Specht
module S˜λ for each bipartition λ= (λ(1), λ(2)) of n. Each S˜λ was equipped with a bilinear
form 〈 , 〉. It was proved that D˜λ := S˜λ/ rad〈 , 〉 is absolutely irreducible or zero module and
the set {D˜λ | D˜λ = 0} forms a complete set of simpleHq,Q(Bn)-modules. All these results
were generalized [DJMa,DM] to the cyclotomic Hecke algebras of type G(r,1, n) (r  1),
which contain Hecke algebras of type A and type B as special cases. In [A1], a different
approach (by using Fock spaces over certain quantum algebras) was introduced by Ariki
in generalizing and verifying a conjecture of Lascoux, Leclerc, and Thibon [LLT]. In
particular, it gives the classification of simple modules when K = C (the field of complex
numbers), and the restriction on base field K was removed in [AM]. In [A3], it was proved
that D˜λ = 0 if and only if λ is a Kleshchev multipartition. For a good survey, see [A2] and
references therein.
Suppose charK = 2. The Hecke algebra Hq(Dn) (over K) is the associative unital
K-algebra with generators Tu,T1, . . . , Tn−1 subject to the following relations
(Tu + 1)(Tu− q)= 0,
(Ti + 1)(Ti − q)= 0, for 1 i  n− 1,
TuT2Tu = T2TuT2, TuT1 = T1Tu,
TiTi+1Ti = Ti+1TiTi+1, for 1 i  n− 2,
TiTj = TjTi, for 1 i < j − 1 n− 2,
TuTi = TiTu, for 2 < i < n.
SetHq (Bn) :=Hq,1(Bn). For simplicity, we writeH(Bn) (respectivelyH(Dn)) instead of
Hq(Bn) (respectively of Hq(Dn)). Clearly we can identify H(Dn) with the subalgebra of
H(Bn) generated by Tu := T0T1T0, T1, . . . , Tn−1. Moreover,H(Bn) is a free rightH(Dn)-
module with basis {1, T0}, and as a right H(Dn)-module, H(Bn) is isomorphic to a direct
sum of two copies of regular H(Dn)-modules.
Let τ be the K-algebra automorphism of H(Bn) which is defined on generators by
τ (T1) = T0T1T0, τ (Ti) = Ti , for any i = 1. Let σ be the K-algebra automorphism of
H(Bn) which is defined on generators by σ(T0)=−T0, σ(Ti)= Ti , for any i = 0. Clearly
τ (H(Dn)) = H(Dn) and σ↓H(Dn) = id. Let Pn be the set of all bipartitions of n. Let
Kn := {λ ∈ Pn | D˜λ = 0}. The automorphism σ determines uniquely an involutive map h
from Kn onto itself such that (D˜λ)σ ∼= D˜h(λ). We have [Hu1, (4.4), (4.5)]
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(a) For any λ ∈Kn with h(λ) = λ, D˜λ↓H(Dn) remains irreducible.
(b) For any λ ∈ Kn with h(λ) = λ, D˜λ↓H(Dn) ∼= Dλ+ ⊕ (Dλ+)τ for any simple H(Dn)-
submodule Dλ+.
(c) The set {
Dλ+,
(
Dλ+
)τ ∣∣ λ ∈Kn, h(λ)= λ}∪{D˜λ↓H(Dn) ∣∣ λ ∈Kn, h(λ) = λ}
forms a complete set of non-isomorphic irreducibleH(Dn)-modules.
As a result, the question on classifying simple H(Dn)-modules reduces to the question
on determining the involution h. It is natural to ask
Question. Suppose H(Dn) is split over K . Is there any combinatorial descriptions of the
involution h?
The purpose of this paper is to give an answer to the above question. For any λ =
(λ(1), λ(2)) ∈Pn, we define λˆ := (λ(2), λ(1)). By [P, (3.6), (3.7)]
Theorem 1.2 [P]. Suppose that n is odd and∏n−1i=1 (1+qi) = 0 in K , thenH(Dn) is Morita
equivalent to the algebra
n⊕
a=(n+1)/2
H(S(a,n−a)).
In particular,H(Dn) is split overK , and in this case we have that h(λ)= λˆ for any λ ∈ Pn.
In [Hu1, (4.7), (4.9)], it was proved that
Theorem 1.3 [Hu1]. Suppose that n is even and ∏n−1i=1 (1 + qi) = 0 in K , then H(Dn) is
Morita equivalent to the algebra
A(n/2)⊕
n⊕
a=n/2+1
H(S(a,n−a)),
where A(n/2) is the K-subalgebra of H(Sn) generated by H(S(n/2,n/2)) and an element
h(n/2) ∈H(Sn) (see [Hu1, (1.5)] for definition of h(n/2)). In particular, H(Dn) is split
over K , and in this case we have that h(λ)= λˆ for any λ ∈ Pn.
Therefore, it is enough to consider the case where
∏n−1
i=1 (1 + qi) = 0. From now on
until the end we assume that K =C (in particularH(Dn) is split), and q = ζ is a primitive
2th root of unity in C, where 1  < n. In this case we shall write HC(Bn) (respectively
HC(Dn)) instead of H(Bn) (respectively of H(Dn)).
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with respect to (ζ, ζ 0 = 1, ζ  =−1). So to state the main result of this paper, we need the
notion of Kleshchev bipartition (with respect to (ζ,1,−1)). Let λ = (λ(1), λ(2)) ∈ Pn be
a bipartition of n. The diagram of λ is the set
[λ] = {(a, b, c) ∣∣ 1 c 2 and 1 b λ(c)a }.
The elements of [λ] are nodes of λ. Given any two nodes γ = (a, b, c), γ ′ = (a′, b′, c′)
of λ, say that γ is below γ ′, or γ ′ is above γ , if either c > c′ or c = c′ and a > a′. The
residue of γ = (a, b, c) is res(γ ) :≡ b − a + (c − 1) (mod 2Z), and we say that γ is
a res(γ )-node.
A removable node is a node of the boundary of [λ] which can be removed, while
an addable node is a concave corner on the rim of [λ] where a node can be added. If
µ= (µ(1),µ(2)) is a bipartition of n+ 1 with [µ] = [λ] ∪ {γ } for some removable node γ
of µ, we write λ→ µ. If in addition res(γ )= x , we also write that λ x→ µ. For example,
suppose n= 5 and = 2. The nodes of λ= ((2,1), (12)) have the following resides(
0 1
3
,
2
1
)
.
It has three removable nodes (two have residue 1, one has residue 3), and five addable
nodes (one has residue 3, two have residue 0, and two have residue 2).
Fix a residue x ∈ {0,1, . . . ,2 − 1} and consider the sequence of removable and
addable x-nodes obtained by reading the boundary of λ from the bottom up. Thus, for
λ= ((2,1), (12)) and = 2 one has
• residue x = 0: AA,
• residue x = 1: RR,
• residue x = 2: AA,
• residue x = 3: AR,
where each “A” corresponds to an addable node and each “R” corresponds to a removable
node.
Given such a sequence of letters A, R, we remove all occurrences of the string “AR”
and keep on doing this until no such string “AR” is left. The “R”s that still remain are the
normal x-nodes of λ and the highest of these is the good x-node. In the above example,
there are two normal nodes, one of which is a good 1-node. If γ is a good x-node of µ and
λ is the bipartition such that [µ] = [λ] ∪ γ , we write λ xµ.
Definition 1.4 [AM]. Suppose n  0. The set Kn of Kleshchev bipartitions (with respect
to (ζ, ζ 0 = 1, ζ  =−1)) of n is defined inductively as follows:
(i) K0 := {∅ := (∅,∅)};
(ii) Kn+1 := {µ ∈ Pn+1 | λ xµ for some λ ∈Kn and some x ∈ Z/2Z}.
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Kleshchev bipartitions and whose arrows are given by
λ
x
 µ ⇐⇒ λ is obtained by µ by removing a good x-node.
Therefore, for any Kleshchev bipartition λ, there is a path (not necessary unique) from ∅
to λ in Kleshchev’s good lattice. For example, ((2,1), (12)) is a Kleshchev bipartition with
respect to (ζ, ζ 0 = 1, ζ 2 =−1), as there is a path
∅ 0 ((1),∅) 3 ((12),∅) 2 ((12), (1)) 1 ((12), (12)) 1 ((2,1), (12)),
while ((15),∅) is not a Kleshchev bipartition with respect to (ζ, ζ 0 = 1, ζ 2 =−1).
The main result in this paper is
Theorem 1.5. Let λ ∈ Kn be a Kleshchev bipartition of n with respect to (ζ, ζ 0 = 1,
ζ  =−1), and let
∅ r
k1
1 · r
k2
2 · · · · · r
ks
s
λ
be a path from ∅ to λ in Kleshchev’s good lattice. Here we mean that one first goes through
k1 arrows labelled r1, then k2 arrows labelled r2, and so on. Then, the sequence
∅ (+r1)
k1 · (+r2)
k2 · · · · · (+rs)
ks
also defines a path in Kleshchev’s good lattice, and it connects ∅ to h(λ).
Clearly, our result provides a purely combinatorial way for determining which D˜λ split
and which D˜λ remains irreducible when restricts to HC(Dn). In particular, this yields a
complete classification of all the simple modules for Hecke algebra HC(Dn). For instance
Example 1.6. Suppose n = 4 and  = 2. Then the following bipartitions exhausts all the
Kleshchev bipartitions (with respect to (ζ,1,−1)) of 4
(∅, (14)), (∅, (2,12)), (∅, (22)), (∅, (3,1)), ((1), (13)), ((1), (2,1)), ((1), (3)),((
12
)
,
(
12
))
,
((
12
)
, (2)
)
,
((
13
)
, (1)
)
,
(
(2),
(
12
))
,
(
(2), (2)
)
,
(
(2,1), (1)
)
,
((
22
)
,∅),(
(3), (1)
)
,
and the involution h is given by
12 J. Hu / Journal of Algebra 267 (2003) 7–20(∅, (14)) −→ ((12), (12)), ((12), (12)) −→ (∅, (14)),(∅, (2,12)) −→ ((2,1), (1)), ((2,1), (1)) −→ (∅, (2,12)),(∅, (22)) −→ ((22),∅), ((22),∅) −→ (∅, (22)),(∅, (3,1)) −→ ((2), (2)), ((2), (2)) −→ (∅, (3,1)),(
(1),
(
13
)) −→ ((13), (1)), ((13), (1)) −→ ((1), (13)),(
(1), (3)
) −→ ((3), (1)), ((3), (1)) −→ ((1), (3)),((
12
)
, (2)
) −→ ((2), (12)), ((2), (12)) −→ ((12), (2)),(
(1), (2,1)
) −→ ((1), (2,1)).
Therefore, all the D˜λ except D˜((1),(2,1)) remain irreducible on restriction to HC(Dn), and
D˜((1),(2,1))↓HC(Dn) ∼=D((1),(2,1))+ ⊕D((1),(2,1))− . Hence the following modules
D˜(∅,(14))↓HC(Dn), D˜(∅,(2,1
2))↓HC(Dn), D˜(∅,(2
2))↓HC(Dn),
D˜(∅,(3,1))↓HC(Dn), D˜((1),(1
3))↓HC(Dn), D˜((1),(3))↓HC(Dn),
D˜((1
2),(2))↓HC(Dn), D((1),(2,1))+ , D((1),(2,1))−
form a complete set of non-isomorphic simple HC(Dn)-modules.
The proof of Theorem 1.5 will involve Fock representations of the quantum affine
algebra Uv(ŝl2) and deep result of Ariki’s proof of LLT’s conjecture [A1]. Actually we
shall use the idea of [LLT, Section 7], where they give a new approach via crystal bases
to the well-known Mullineux–Kleshchev involution in the modular representations theory
of the alternating groups. Finally, we remark that it is possible to extend the main result in
this paper to the Hecke algebra of type G(r, r, n) by using the result of [Hu2]. Details will
be given elsewhere.
The main result of this paper was announced at the International Conference on
Representations of Algebraic Groups and Quantum Groups (Kunming, July 2001). At that
conference, Professor S. Ariki showed me that the involution h does not depend on the
base field (i.e., C) we have chosen. Combing this fact with our Theorems 1.1 and 1.5, it
is easy to extend the main result in this paper to any field K (with charK = 2) such that
HK(Dn) is split.
2. The quantum affine algebra Uv(ŝl2) and the Fock space
We keep the notations in Section 1. In particular, ζ is a primitive 2th root of unity,
where 1  < n.
Let v be an indeterminate over Q. Let h be a (2 + 1)-dimensional vector space
overQ with basis {h0, h1, . . . , h2−1, d}. Denote by {Λ0,Λ1, . . . ,Λ2−1, δ} the dual basis
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P = ZΛ0 ⊕ · · · ⊕ ZΛ2−1 ⊕ Zδ, its dual is P∨ = Zh0 ⊕ · · · ⊕ Zh2−1 ⊕ Zd . Assume
that the 2× 2 matrix (〈αi, hj 〉) is the generalized Cartan matrix associated to ŝl2. Then
the quantum affine algebra Uv(ŝl2) is by definition the Q(v)-algebra with 1 generated by
elements Ei,Fi , i ∈ Z/2Z and Kh, h ∈ P∨, subject to the relations
KhKh′ =Kh+h′ =Kh′Kh, K0 = 1,
KhEj = v〈αj ,h〉EjKh, KhFj = v−〈αj ,h〉FjKh,
EiFj − FjEi = δij Khi −K−hi
v − v−1 ,
1−〈αi,hj 〉∑
k=0
(−1)k
[
1− 〈αi, hj 〉
k
]
E
1−〈αi,hj 〉−k
i EjE
k
i = 0 (i = j),
1−〈αi ,hj 〉∑
k=0
(−1)k
[
1− 〈αi, hj 〉
k
]
F
1−〈αi ,hj 〉−k
i FjF
k
i = 0 (i = j),
where
[k] := v
k − v−k
v − v−1 , [k]! := [k][k− 1] · · · [1],
[
m
k
]
:= [m]![m− k]! [k]! .
It is a Hopf algebra with comultiplication given by
∆(Kh)=Kh⊗Kh, ∆(Ei)=Ei ⊗ 1+K−hi ⊗Ei,
∆(Fi)= Fi ⊗Khi + 1⊗ Fi.
Let ∆̂ := (12) ◦ ∆, then ∆̂ is also a comultiplication on Uv(ŝl2) which satisfy the
coassociative law.
Let P (1) (respectively P) be the set of all partitions (respectively bipartitions). For each
j with 0 j < 2, there is a level 1 Fock space F (1)(Λj ), which is defined as follows. As
a vector space,
F (1)(Λj ) :=
⊕
λ∈P (1)
Q(v)λ,
and the algebra Uv(ŝl2) acts on F (1)(Λj ) by
Khiλ= vNi (λ)λ, Kdλ= v−Nd (λ)λ,
Eiλ=
∑
i
v−Nri (ν,λ)ν, Fiλ=
∑
i
vN
l
i (λ,µ)µ,ν→λ λ→µ
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Ni(λ)= #
{
µ
∣∣ λ i→ µ}− #{ν ∣∣ ν i→ λ},
Nri (ν, λ)=
∑
γ∈[λ]\[ν]
#
{
γ ′
∣∣∣ γ ′ an addable
i-node of λ above γ
}
− #
{
γ ′
∣∣∣ γ ′ a removable
i-node of ν above γ
}
,
Nli (λ,µ)=
∑
γ∈[µ]\[λ]
#
{
γ ′
∣∣∣ γ ′ an addable
i-node of µ below γ
}
− #
{
γ ′
∣∣∣ γ ′ a removable
i-node of λ below γ
}
,
and Nd(λ) := #{γ ∈ [λ] | res(γ ) = 0}, and here we should use a modified definition of
residue. Namely, the node in the ath row and the bth column of λ is filled out with the
residue b− a + j ∈ Z/2Z.
Let Λ :=Λ0 +Λ. Replacing P (1) by P , and modified residue by the usual residue (for
bipartition) in the above definition of F (1)(Λj ), we get a level 2 Fock space
F(Λ) :=
⊕
λ∈P
Q(v)λ.
As a vector space, we have F(Λ) ∼= F (1)(Λ0) ⊗ F (1)(Λ), λ → λ(1) ⊗ λ(2). By
[AM, (2.5)], it is indeed an Uv(ŝl2)-module isomorphism, where the action on the right-
hand side is defined via comultiplication ∆. We also need a different version of level 2
Fock space F̂(Λ). As a vector space, F̂(Λ) = F(Λ) ∼= F (1)(Λ0)⊗ F (1)(Λ), while the
action (denoted by “◦”) of Uv(ŝl2) is defined via comultiplication ∆̂. We have
Theorem 2.1. The algebra Uv(ŝl2) acts on F̂(Λ) by
Khi ◦ λ= vNi (λ)λ, Kd ◦ λ= v−Nd (λ)λ,
Ei ◦ λ=
∑
ν
i→λ
v−N
r
i+(νˆ,λˆ)ν, Fi ◦ λ=
∑
λ
i→µ
vN
l
i+(λˆ,µˆ)µ,
where λˆ := (λ(2), λ(1)), µˆ := (µ(2),µ(1)), νˆ := (ν(2), ν(1)).
Proof. This is proved by using the same argument as in the proof of [AM, (2.5)]. ✷
It is easy to see that both F(Λ) and F̂(Λ)) are integrable Uv(ŝl2)-module. They are
not irreducible. Indeed, in both cases the empty bipartition ∅ := (∅,∅) is a highest weight
vector of weight Λ=Λ0 +Λ, and both L(Λ) :=Uv(ŝl2)∅ and L̂(Λ) :=Uv(ŝl2) ◦ ∅ are
isomorphic to the irreducible highest weight module with weight Λ=Λ0 +Λ.
Let U ′v(ŝl2) be the subalgebra of Uv(ŝl2) generated by Ei,Fi,K±1hi , i ∈ Z/2Z. Let #
be the automorphism of U ′v(ŝl2) which is defined on generators by
E#i :=E+i , F #i := F+i , K#hi :=Khi+ , i ∈ Z/2Z.
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twisting the action by the automorphism #. Let φ be the linear map F(Λ)# → F̂(Λ)
which is defined by ∑λ fλ(v)λ →∑λ fλ(v)λˆ. Then φ is a U ′v(ŝl2)-module isomorphism.
Moreover, φ(L(Λ))= L̂(Λ).
Proof. For each λ ∈P , i ∈ Z/2Z,
φ
(
E#i λ
) = φ(Ei+λ)= φ( ∑
ν
i+→λ
v−N
r
i+(ν,λ)ν
)
=
∑
ν
i+→λ
v−N
r
i+(ν,λ)νˆ =
∑
νˆ
i→λˆ
v−N
r
i+(ν,λ)νˆ
= Ei ◦ λˆ= Ei ◦ φ(λ),
φ
(
K#hi λ
) = φ(Khi+λ)= φ(vNi+(λ)λ)= vNi+(λ)λˆ= vNi(λˆ)λˆ=Khi ◦ λˆ=Khi ◦ φ(λ).
In a similar way, one can show that φ(F #i λ) = Fi ◦ φ(λ). This proves the first part of
the proposition. Since φ(∅ ) = ∅, it follows that φ(L(Λ)) = φ(U ′v(ŝl2)∅ ) = U ′v(ŝl2) ◦
φ(∅ )= L̂(Λ). ✷
Let A :=Q[v, v−1], let A be the ring of rational functions in Q(v) which do not have
a pole at 0. Write
F(Λ)A :=
⊕
λ∈P
Aλ, F(Λ)A :=F(Λ)A ⊗A,
and we use similar notation for F̂(Λ). Let UA be the Lusztig–KostantA-form of Uv(ŝl2),
UA := UA ⊗ A. Then by [AM, (2.7)] we know that both F(Λ)A and F̂(Λ)A are UA-
module. In particular, F(Λ)A and F̂(Λ)A are also UA-stable.
Let uΛ := ∅, the highest weight vector of weight Λ in F(Λ). For each i ∈
{0,1, . . . ,2− 1}, let E˜i, F˜i be the Kashiwara operators introduced in [K]. Let L(Λ)A :=
UA∅. It is free as A-module, and is stable under the action of E˜i and F˜i . The set
B0(Λ) :=
{
F˜i1 · · · F˜ik uΛ + vL(Λ)A
∣∣ i1, . . . , ik ∈ Z/2Z} \ {0}
is a basis of L(Λ)A/vL(Λ)A . In [K], the pair (L(Λ)A,B0(Λ)) is called the lower crystal
basis at v = 0 of L(Λ).
Following [K], the crystal graph of L(Λ) is the edge labelled direct graph whose set of
vertices is B0(Λ) and whose arrows are given by
b
i
 b′ ⇐⇒ F˜ib= b′ for some i ∈ Z/2Z.
It is a remarkable fact ([MM], [AM, (2.11)]) that the crystal graph of L(Λ) is exactly the
same as the Kleshchev good lattice if we use the embedding L(Λ)⊂ F(Λ). In particular,
B0(Λ) can be identified with K := ⋃n0Kn. Throughout this paper, we fix such an
identification.
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v := v−1, Kh :=K−h
(
h ∈ P∨),
Ei =Ei, Fi := Fi, i = 0,1, . . . ,2− 1.
This gives rise to an involution (still denoted by “−”) ofL(Λ). That is, for x = P∅ ∈ L(Λ),
we set x := P∅. By [K], there exists a uniqueA-basis {G(µ) | µ ∈K} of L(Λ)A such that
(G1) G(µ)≡ µ (mod vL(Λ)A),
(G2) G(µ)=G(µ).
The basis {G(µ)}µ∈K is called the lower global crystal basis of L(Λ).
Let λ ∈ Pn, µ ∈ Kn. Let dλ,µ := [S˜λ : D˜µ], and let dλ,µ(v) ∈A be such that G(µ) =∑
λ dλ,µ(v)λ. The following deep result was first conjectured by Lascoux, Leclerc, and
Thibon [LLT] in type A case and later proved by Ariki [A1] in full generality.
Theorem 2.3 [LLT,A1]. For any λ ∈Pn, µ ∈Kn, we have dλ,µ(1)= dλ,µ.
3. Proof of Theorem 1.5
In this section we shall give the proof of our main result (Theorem 1.5).
Let Uv(ŝl2)− be the subalgebra of Uv(ŝl2) generated by Fi, i ∈ Z/2Z.
Lemma 3.1. There is a Q(v)-linear involution (denoted by #) on the irreducible Uv(ŝl2)-
module L(Λ) such that
(∅ )# := ∅, (Px)# := P #x#, ∀P ∈ Uv
(
ŝl2
)−
, x ∈L(Λ).
Proof. It is clear that the automorphism # on U ′v(ŝl2) induces a Q(v)-linear in-
volution (still denoted by #) on Verma module M(Λ). By [Lu, (3.5.6)], L(Λ) ∼=
M(Λ)/T (Λ), where T (Λ) := ∑i∈Z/2ZU ′v(ŝl2)F 1+Λ(hi)i · 1. Since (F 1+Λ(hi)i )# =
F
1+Λ(hi)
i+ = F 1+Λ(hi+)i+ , it follows that T (Λ)# = T (Λ). Hence # also induces aQ(v)-linear
involution on L(Λ) with the desired property. ✷
Lemma 3.2. For any x ∈L(Λ), we have (F˜ix)# = F˜+ix#.
Proof. Without loss of generality, we can assume that x ∈ L(Λ)Γ , where Γ ∈ h∗ and
KhxΓ = vΓ (h)xΓ . By [Lu, (16.1.4)], there exists a unique expansion
x =
∑
k
F
(k)
i xk,
where F (k) := Fk/[k]!, xk has weight Γ + kαi such that Eixk = 0. By [K],i i
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∑
k
F
(k+1)
i xk.
Now by definition, x# =∑k F (k)+ix#k , while E+ix#k = E#i x#k = (Eixk)# = 0. It follows
again from [Lu, 16.1.4] that F˜+ix# =∑k F (k+1)+i x#k = (F˜ix)#, as required. ✷
As a result, we have
Corollary 3.3. Let λ ∈Kn be a Kleshchev bipartition of n, and let
∅ r
k1
1 · r
k2
2 · · · · · r
ks
s
λ
be a path from ∅ to λ in Kleshchev’s good lattice. Here we mean that one first goes through
k1 arrows labelled r1, then k2 arrows labelled r2, and so on. Then, the sequence
∅ (+r1)
k1 · (+r2)
k2 · · · · · (+rs)
ks
also defines a path in Kleshchev’s good lattice. We denote the endpoint by λ#.
Proof. By the identification of the crystal graph with the Kleshchev’s good lattice, it is
enough to show that F˜ ksis · · · F˜
k1
i1
∅ ∈ vL(Λ)A if and only if F˜ ks+is · · · F˜
k1
+i1∅ ∈ vL(Λ)A.
Since (vL(Λ)A)# = vL(Λ)A, our corollary follows immediately from Lemma 3.2. ✷
Therefore, we have obtained an involution on eachKn, the set of Kleshchev bipartitions
of n. We have
Theorem 3.4. For each µ ∈K, G(µ)# =G(µ#).
Proof. It is clear that the set {G(µ)#}µ∈K forms a basis of L(Λ). Since # commutes
with the involution −, it follows that G(µ)# =G(µ)#. By Lemma 3.2, we also have that
G(µ)# ≡ µ# (mod vL(Λ)A), it follows from the uniqueness of the lower global crystal
basis of L(Λ)A that G(µ)# =G
(
µ#), as required. ✷
Recall that L̂(Λ) is also an irreducible highest weight Uv(ŝl2)-module of weight Λ. By
Proposition 2.2, the isomorphism φ also induces a Q(v)-linear isomorphism from L(Λ) to
L̂(Λ) such that
φ(∅ ) := ∅, φ(Px) := P # ◦ φ(x) (∀P ∈Uv(ŝl2)−, x ∈L(Λ)).
For simplicity, we use the same notation E˜i , F˜i (respectively “−”) for the Kashiwara
operators (respectively induced bar involution) on L̂(Λ)A. We have
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Proof. Without loss of generality, we can assume that x ∈ L(Λ)Γ , where Γ ∈ h∗ and
KhxΓ = vΓ (h)xΓ . By [Lu, 16.1.4], there exists a unique expansion
x =
∑
k
F
(k)
i xk,
where xk has weight Γ + kαi such that Eixk = 0. By [K],
F˜ix =
∑
k
F
(k+1)
i xk.
Now by Proposition 2.2, φ(x)=∑k F (k)+i ◦ φ(xk), while E+i ◦ φ(xk)=E#i ◦ φ(xk)=
φ(Eixk)= 0. It follows again from [Lu, (16.1.4)] that F˜+i ◦φ(x)=∑k F (k+1)+i ◦φ(xk)=
φ(F˜ix), as required. ✷
For any i1, . . . , ik ∈ Z/2Z, it is easy to see F˜i1 · · · F˜ik uΛ ∈ vL(Λ)A if and only if
F˜i1+ ◦ · · · ◦ F˜ik+ ◦ uΛ ∈ vL̂(Λ)A. By Proposition 2.2 and Lemma 3.5 we know that the
lower global crystal basis of L̂(Λ) is parametrized by K̂ := {µˆ | µ ∈K}. We denote them by
{Ĝ(µˆ) | µ ∈K}. For any λ ∈P , µ ∈K, let dˆλ,µˆ(v) ∈A be such that Ĝ(µˆ)=
∑
λ dˆλ,µˆ(v)λ.
Corollary 3.6. For any λ ∈ P , µ ∈K, we have φ(G(µ))= Ĝ(µˆ), and dλ,µ(v)= dˆλˆ,µˆ(v).
Proof. It is clear that {φ(G(µ))}µ∈K forms a basis of L̂(Λ). For any i1, . . . , ik ∈
Z/2Z, ri1,...,ik (v) ∈Q(v),
φ
(
ri1,...,ik (v)F
#
i1
· · ·F #ik∅
)
= ri1,...,ik (v)Fi1 ◦ · · · ◦ Fik ◦ φ(∅ )= ri1,...,ik (v)Fi1 ◦ · · · ◦ Fik ◦ ∅
= ri1,...,ik
(
v−1
)
Fi1 ◦ · · · ◦Fik ◦ ∅ = φ
(
ri1,...,ik
(
v−1
)
F #i1 · · ·F #ik∅
)
= φ(ri1,...,ik (v)F #i1 · · ·F #ik∅ ).
It follows that φ commutes with the bar involution ¯. Hence
φ
(
G(µ)
)= φ(G(µ))= φ(G(µ)).
We also have that φ(G(µ))≡ φ(µ)≡ µˆ (mod vL̂(Λ)A). By the uniqueness of the lower
global crystal basis of L̂(Λ)A, we get that φ(G(µ))= Ĝ(µˆ) as required. Therefore∑
λ
dˆλ,µˆ(v)λ= Ĝ(µˆ)= φ
(
G(µ)
)=∑
λ
dλ,µ(v)λˆ.
It follows that dλ,µ(v)= dˆˆ (v). ✷λ,µˆ
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Then, if specialized at v = 1, the ϕ is the restriction of the ŝl2-module isomorphism
F(Λ)Q→ F̂(Λ)Q given by λ= (λ(1), λ(2)) → λ= (λ(1), λ(2)).
Proof. Clearly, ϕ(L(Λ))= L̂(Λ). If specialized at v = 1, then (by Theorem 2.1)F(Λ)Q =
F̂(Λ)Q as ŝl2-module. In that case, for any i1, . . . , ik ∈ Z/2Z,
{
ϕ
(
Fi1 · · ·Fik∅
)}∣∣
v=1 =
{
φ
((
Fi1 · · ·Fik∅
)#)}∣∣
v=1 =
{
φ
(
F #i1 · · ·F #ik∅
)}∣∣
v=1
= {Fi1 ◦ · · · ◦ Fik ◦ φ(∅ )}∣∣v=1 = {Fi1 ◦ · · · ◦ Fik ◦ ∅}∣∣v=1
= {Fi1 · · ·Fik∅}∣∣v=1,
it follows that {ϕ(x)}|v=1 = x|v=1 for any x ∈ L(Λ). Hence the proposition follows. ✷
Corollary 3.8. For any λ ∈P , µ ∈K, we have ϕ(G(µ#))= Ĝ(µˆ) and dλ,µ#(1)= dˆλ,µˆ(1).
Proof. It is clear that ϕ(L(Λ))= L̂(Λ) and ϕ is injective. Hence {ϕ(G(µ#))|µ ∈K} forms
a basis of L̂(Λ). On the other hand,
ϕ
(
G(µ#)
)= φ(G(µ#)#)= φ(G(µ#)#)= φ((G(µ#))#)= ϕ(G(µ#)),
and ϕ(G(µ#))≡ φ(G(µ#)#)≡ φ(µ)≡ µˆ (mod vL̂(Λ)A). By the uniqueness of the lower
global crystal basis of L̂(Λ)A, we get that ϕ(G(µ#))= Ĝ(µˆ) as required.
Now by Proposition 3.7,
∑
λ
dˆλ,µˆ(1)λ=
{
Ĝ(µˆ)
}∣∣
v=1 =
{
ϕ
(
G(µ#)
)}∣∣
v=1 =
∑
λ
dλ,µ#(1)λ.
It follows that dλ,µ#(1)= dˆλ,µˆ(1). ✷
Proof of Theorem 1.5. It suffices to show that h(µ) = µ# for any µ ∈ Kn. It is well
known that S˜λˆ
Q(v)
∼= (S˜λQ(v))σ (see, e.g., [Hu2, (3.5)]). Hence in the Grothendieck group
of the category of finite-dimensional HC(Dn)-modules, [S˜λˆ] = [(S˜λ)σ ]. By Theorem 2.3,
Corollaries 3.6 and 3.8 we deduce that
[
S˜λˆ : D˜h(µ)] = [(S˜λ)σ : (D˜µ)σ ]= [S˜λ : D˜µ]= dλ,µ = dλ,µ(1)= dˆλˆ,µˆ(1)
= d
λˆ,µ#(1)= dλˆ,µ# =
[
S˜λˆ : D˜µ# ],
for any λ ∈ Pn. Taking λˆ to be h(µ) or µ#, we get that µ#  h(µ) and h(µ) µ#, hence
h(µ)= µ#, as required. ✷
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