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THOMPSON’S THEOREM FOR II1 FACTORS
MATTHEW KENNEDY AND PAUL SKOUFRANIS
Abstract. A theorem of Thompson provides a non-self-adjoint
variant of the classical Schur-Horn theorem by characterizing the
possible diagonal values of a matrix with given singular values. We
prove an analogue of Thompson’s theorem for II1 factors.
1. Introduction
The following classical theorem of Schur [19] and Horn [11] charac-
terizes the possible diagonal entries of a self-adjoint matrix with given
eigenvalues.
Theorem 1.1 (Schur-Horn). Let λ, α ∈ Rn be vectors with λ1 ≥ · · · ≥
λn and α1 ≥ · · · ≥ αn. There is an n × n self-adjoint matrix with
eigenvalues λ and diagonal α if and only if
k∑
j=1
αj ≤
k∑
j=1
λj, k = 1, . . . , n− 1, and(1.1)
n∑
j=1
αj =
n∑
j=1
λj.
Mirsky [15] asked for a variation on the Schur-Horn theorem that
did not require the matrix to be self-adjoint. Specifically he asked for a
characterization of the possible diagonal entries of a matrix with given
singular values. This problem was eventually solved by Thompson
[22, Theorem 1] who proved the following result (see also [21]).
Theorem 1.2 (Thompson). Let σ ∈ Rn and α ∈ Cn be vectors with
σ1 ≥ · · · ≥ σn ≥ 0 and |α1| ≥ · · · ≥ |αn|. There is an n × n matrix
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with singular values σ and diagonal α if and only if
k∑
j=1
|αj| ≤
k∑
j=1
σj , k = 1, . . . , n, and(1.2a)
n−1∑
j=1
|αj| − |αn| ≤
n−1∑
j=1
σj − σn.(1.2b)
A compelling case can be made that von Neumann factors of type
II1 are the best infinite dimensional analogues of matrix algebras. Re-
cently, Ravichandran [18] proved a version of the Schur-Horn theorem
for these algebras, thereby settling a problem of Arveson and Kadison
[4]. This result is the culmination of a great deal of work done by Arg-
erami and Massey [1–3]; Dykema, Fang, Hadwin and Smith [7]; and
Bhat and Ravichandran [5].
The main result in this paper is a version of Thompson’s theorem for
II1 factors. Before stating the result, it is helpful to first consider the
classical Schur-Horn theorem and Thompson’s theorem from a slightly
different perspective.
Let λ, α ∈ Rn be vectors with λ1 ≥ · · · ≥ λn and α1 ≥ · · · ≥ αn. If
(1.1) holds, then we say that λ majorizes α and write α ≺ λ.
Observe that the Schur-Horn theorem is equivalent to the statement
that if S ∈ Mn is a diagonal matrix with diagonal λ, then α ≺ λ if
and only if there is a unitary U ∈ U(Mn) such that the matrix USU∗
has diagonal α.
Now let σ ∈ Rn and α ∈ Cn be vectors with σ1 ≥ · · · ≥ σn ≥ 0
and |α1| ≥ · · · ≥ |αn|. If (1.2a) holds, then we say that σ (absolutely)
submajorizes α and write α ≺w σ.
Observe that Thompson’s theorem is equivalent to the statement
that if S ∈Mn is a diagonal matrix with diagonal σ, then α ≺w σ and
(1.2b) if and only if there are unitaries U, V ∈ U(Mn) such that the
matrix USV has diagonal α.
In the setting of a II1 factor M, there are good analogues of eigen-
values and singular values. This has been known since the work of
Murray and von Neumann [16] (see also [8–10, 14, 17]). Using these
ideas, Hiai [10] defined notions of majorization and submajorization
for elements in M, using the same notation as above (see Section 2).
The appropriate analogue of the diagonal of an n × n matrix is the
normal conditional expectation onto a MASA A of M (cf. [20]).
Ravichandran [18, Theorem 5.6] proved the following version of the
Schur-Horn theorem for II1 factors.
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Theorem 1.3 (Ravichandran). Let M be a II1 factor, let A be a
MASA in M, let EA : M → A denote the normal conditional ex-
pectation onto A, and let T ∈ M and A ∈ A be self-adjoint elements.
Then A ≺ T if and only if there exists
S ∈ {UTU∗ | U ∈ U(M)}
such that EA(S) = A.
The following result, which is the main result of this paper, is our
analogue of Thompson’s theorem for II1 factors. We do not require
anything like condition (1.2b), which can be explained by the lack of
minimal projections in II1 factors.
Theorem 1.4. Let M be a II1 factor, let A be a MASA in M, let
EA : M → A denote the normal conditional expectation onto A, and
let T ∈M and A ∈ A be arbitrary elements. Then A ≺w T if and only
if there exists
S ∈ {UTV | U, V ∈ U(M)}
such that EA(S) = A.
In addition to this introduction, there are three other sections. In
Section 2 we recall the notions of s-values and submajorization. In Sec-
tion 3 we prove Theorem 1.4, our main result. In Section 4 we consider
the relationship between the Schur-Horn theorem and Thompson’s the-
orem for II1 factors.
Acknowledgements. We are grateful to the referee for providing us
with detailed comments and suggestions for improving the presentation
of this paper.
2. Preliminaries
2.1. Eigenvalue and singular value functions. It has been known
since the work of Murray and von Neumann [16] that there are good
analogues of eigenvalues and singular values for elements in a diffuse
finite von Neumann algebra (see also [8–10, 14, 17]).
Let M be a diffuse finite von Neumann algebra equipped with a
fixed faithful normal unital trace τ (unless we specify otherwise, M
will always be equipped with this trace). For T ∈ M self-adjoint, we
will let pT denote the spectral measure of T on R; that is, for a Borel
set B ⊂ R, pT (B) is the spectral projection of T corresponding to B.
The spectral distribution of T is the unique Borel probability measure
mT on R satisfying∫
R
sn dmT (s) = τ(T
n), n ≥ 0.
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It follows that for every Borel set B ⊂ R, we have mT (B) = τ(pT (B)).
Definition 2.1. Let M be a diffuse finite von Neumann algebra.
(1) For a self-adjoint element T ∈M, the eigenvalue function of T
is defined for s ∈ [0, 1) by
λs(T ) = inf{t ∈ R | mT ((t,∞)) ≤ s}.
(2) For an arbitrary element T ∈M, the singular value function of
T is defined for s ∈ [0, 1) by
µs(T ) := λs(|T |).
It is well-known that the singular value function of T is a non-
increasing, right continuous function such that µs(T ) = µs(|T |) for
all s ∈ [0, 1) and µ0(T ) = ‖T‖ (see [8, 9]).
Clearly the eigenvalue functions and singular value functions are in-
variant under (trace-preserving) isomorphisms of von Neumann alge-
bras. Note also that they do not depend on the ambient von Neumann
algebra. In other words, if N ⊂M is a diffuse von Neumann subalge-
bra and T ∈ N , then the eigenvalue and singular value functions of T
computed with respect to N are equal to the eigenvalue and singular
value functions of T computed with respect to M.
If P ∈ M is a non-zero projection and T ′ = PTP ∈ PMP is
the corresponding compression of T , then we will write λs(T
′) and
µs(T
′) for the eigenvalue function and singular value function of T ′ as
computed in PMP with respect to the normalized trace inherited from
M. This will always be clear from the context.
The following result seems to be folklore, although a proof is given
by Argerami and Massey in [1, Proposition 2.3].
Proposition 2.2. Let M be a diffuse finite von Neumann algebra and
let T ∈ M be self-adjoint. There is a projection-valued measure eT on
[0, 1) such that τ(eT ([0, t))) = t for every t ∈ [0, 1) and
T n =
∫ 1
0
λs(T )
n deT (s), ∀n ≥ 0.
For a self-adjoint element T ∈M, we will continue to write eT for a
fixed choice of measure on [0, 1) obtained from Proposition 2.2.
Remark 2.3. It follows from Definition 2.1 that if T ∈ M is self-
adjoint, then the eigenvalue function of T is completely determined by
the spectral distribution of T . On the other hand, by Proposition 2.2,
τ(T n) =
∫ 1
0
λs(T )
n ds, ∀n ≥ 0.
THOMPSON’S THEOREM FOR II1 FACTORS 5
Hence the spectral distribution of T is completely determined by the
eigenvalue function of T .
Remark 2.4. For two self-adjoint elements S, T ∈M we will say that
S and T are equi-distributed if they have identical spectral distributions
mS and mT respectively. By Remark 2.3, this is equivalent to the
eigenvalue functions λs(S) and λs(T ) satisfying λs(S) = λs(T ) for every
s ∈ [0, 1) and, if S and T are positive, this is equivalent to the singular
value functions µs(S) and µs(T ) satisfying µs(S) = µs(T ) for every
s ∈ [0, 1).
2.2. Majorization and submajorization. Notions of majorization
and submajorization can be defined for both the eigenvalue function
and the singular value function. We will consider majorization with
respect to eigenvalue functions and submajorization with respect to
singular value functions.
Definition 2.5. Let M be a diffuse finite von Neumann algebra.
(1) For self-adjoint S, T ∈ M we will say that T majorizes S and
write S ≺ T if∫ t
0
λs(S) ds ≤
∫ t
0
λs(T ) ds, ∀t ∈ [0, 1), and∫ 1
0
λs(S) ds =
∫ 1
0
λs(T ) ds.
(2) For arbitrary S, T ∈M we will say that T (absolutely) subma-
jorizes S and write S ≺w T if∫ t
0
µs(S) ds ≤
∫ t
0
µs(T ) ds, ∀t ∈ [0, 1].
Remark 2.6. It is clear from Definition 2.1 and Definition 2.5 that for
arbitrary S, T ∈ M, S ≺w T if and only if |S| ≺w |T |. Moreover, if S
and T are positive then S ≺ T if and only if S ≺w T and τ(S) = τ(T ).
We require the following lemma of Fack and Kosaki [9, Lemma 4.1]
(cf. [8, Lemma 3.3]). We note that the second statement of the lemma
also follows from Remark 2.3.
Lemma 2.7. Let N be a diffuse finite von Neumann algebra with faith-
ful normal trace τ . For T ∈ N and t ∈ [0, 1],∫ t
0
µs(T ) ds = sup{τ(|T |P ) | P ∈ Proj(N ), τ(P ) ≤ t}.
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In particular, ∫ 1
0
µs(T ) dt = τ(|T |).
LetM be a II1 factor, let A be a MASA inM, and let EA :M→A
denote the normal conditional expectation onto A. Hiai [10, Theorem
4.5] (see also [4, Theorem 7.2]) showed that if T ∈ M is self-adjoint,
then EA(T ) ≺ T . We require an extension of this result to the case
when T is not necessarily self-adjoint.
Theorem 2.8. Let M be a II1 factor, let N be a diffuse von Neumann
subalgebra of M, and let EN :M→N denote the normal conditional
expectation onto N . For every T ∈M, EN (T ) ≺w T .
Proof. Let τ denote the faithful normal trace onM. Observe that for
R, S ∈M, expanding the inequality
τ((R∗ − S)∗(R∗ − S)) ≥ 0
implies
(2.1) Re(τ(RS)) ≤ 1
2
(
τ(RR∗) + τ(S∗S)
)
.
We will now prove that |EN (T )| ≺w |T |, which implies the desired
result. Let U ∈ N be a unitary obtained from a polar decomposition
of EN (T ), so that |EN (T )| = U∗EN (T ). Note for a projection P ∈ N ,
(2.2) τ(|EN (T )|P ) = τ(U∗EN (T )P ) = τ(EN (U∗TP )) = τ(U∗TP ).
Let W ∈M be a unitary obtained from a polar decomposition of T ,
so that T = W |T |. Then V = U∗W is a unitary such that
U∗T = U∗W |T | = V |T |.
Given a projection P ∈M, applying (2.1) gives
τ(U∗TP ) = τ(PV |T |P )
= τ
(
(PV |T |1/2)(|T |1/2P ))
≤ 1
2
(
τ(PV |T |V ∗P ) + τ(P |T |P ))
=
1
2
(
τ(|T |V ∗PV ) + τ(|T |P ))
≤ max{τ(|T |Q), τ(|T |P )},(2.3)
where Q = V ∗PV is a projection with the same trace as P .
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Given t ∈ [0, 1), applying (2.2), (2.3), and Lemma 2.7 gives∫ t
0
µs(|EN (T )|) ds = sup{τ(|EN (T )|P ) | P ∈ Proj(N ), τ(P ) ≤ t}
≤ sup{τ(|T |P ) | P ∈ Proj(M), τ(P ) ≤ t}
=
∫ t
0
µs(|T |) ds
and it follows that |EN (T )| ≺w |T |.
Remark 2.9. Note that for T as in the statement of Theorem 2.8,
τ(EN (T )) = τ(T ). Moreover, if T is self-adjoint, then clearly EN (T ) ≺
T if and only if EN (T ) + α1M ≺ T + α1M for every α ≥ 0. Hence
Remark 2.6 and Theorem 2.8 implies [4, Theorem 7.2] of Arveson and
Kadison.
2.3. Unitary orbits.
Definition 2.10. Let M be a von Neumann algebra and let T ∈M.
(1) The closed unitary orbit of T is
O(T ) := {UTU∗ | U ∈ U(M)}.
(2) The closed two-sided unitary orbit of T is
N (T ) := {UTV | U, V ∈ U(M)}.
Let M be a II1 factor. It was shown by Kamei [14, Theorem 4]
(see also [4, Theorem 5.4]) that if T ∈ M is self-adjoint, then a self-
adjoint element S ∈M belongs to the closed unitary orbit O(T ) if and
only if S and T are equi-distributed. Hence, by Remark 2.3, O(T ) is
completely determined by the eigenvalue function of T .
The next theorem shows that for arbitrary T ∈ M, the closed two-
sided unitary orbit N (T ) is completely determined by the singular
value function of T .
Theorem 2.11. Let M be a II1 factor and let T ∈M. Then
N (T ) = {S ∈M | µs(S) = µs(T ) ∀s ∈ [0, 1)}.
Proof. It follows from [9, Lemma 2.5] that the map taking S ∈M to
µs(S) is continuous for every s ∈ [0, 1). This implies the inclusion
N (T ) ⊂ {S ∈M | µs(S) = µs(T ) ∀s ∈ [0, 1)}.
For the other inclusion, note that if S ∈ M satisfies µs(S) = µs(T )
for every s ∈ [0, 1), then µs(|S|) = µs(|T |) for every s ∈ [0, 1). Hence,
by Remark 2.4 and [4, Theorem 5.4], |S| ∈ O(|T |) so there is a sequence
of unitaries Un ∈M such that limn Un|T |U∗n = |S|.
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Let V and W be unitaries obtained from polar decompositions of S
and T respectively, so that S = V |S| and T =W |T |. Then W ∗T = |T |
which gives
lim
n
V UnW
∗TUn = lim
n
V Un|T |U∗n = V |S| = S.
Hence S ∈ N (T ).
Remark 2.12. We note that for T ∈ M, it follows directly from a
polar decomposition of T that N (T ) = N (|T |).
2.4. Non-increasing rearrangements. For a real-valued function
f ∈ L∞([0, 1), m), where m denotes Lebesgue measure on [0, 1), the
notion of the non-increasing rearrangement of f will be essential in
what follows (see e.g. [12, Section 10.12], [6] or [13]). It is conve-
nient to work with the interval [0, 1) because this is the domain of the
singular value function in a II1 factor.
Definition 2.13. For a real-valued function f ∈ L∞([0, 1), m), the
non-increasing rearrangement of f is the function
f ∗(s) = inf{x | m({t | f(t) ≥ x}) ≤ s}, s ∈ [0, 1).
Intuitively, the non-increasing rearrangement f ∗ is obtained by “re-
arranging” the values of f . The function f ∗ is non-increasing and
right-continuous on [0, 1). Moreover, it is the unique function with
these properties that is equi-distributed with f , in the sense of Section
2.1.
Remark 2.14. Let M be a II1 factor with faithful normal trace τ
and let A be a diffuse, abelian, countably generated von Neumann
subalgebra of M. There is an isomorphism α : A → L∞([0, 1), m)
such that τ =
∫ 1
0
dx ◦ α. Let A ∈ A be self-adjoint, let f = α(A),
and let f ∗ denote the non-increasing rearrangement of f . It follows
from Definition 2.1 and Definition 2.13 that λs(A) = f
∗(s) for every
s ∈ [0, 1). In addition, if A is generated by eA, Remark 2.3 implies one
may select α such that α(A) = f ∗.
The following three technical lemmas will be needed when we con-
sider the relationship between the singular value function of an element
in a II1 factor and the singular value function of its compression to an
invariant subspace.
Lemma 2.15. Let f ∈ L∞([0, 1), m) be a real-valued function and
let f ∗ denote the non-increasing rearrangement of f . For every Borel
subset X ⊂ [0, 1), there is a Borel subset Y ⊂ [0, 1) such that the
restrictions f |Y and f ∗|X are equi-distributed under an isomorphism of
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L∞(Y , m|Y) and L∞(X , m|X ). The set Y is determined by ef (X ) = 1Y ,
where ef is the spectral measure from Proposition 2.2.
Proof. From the above remarks, λs(f) = f
∗(s) for every s ∈ [0, 1).
Hence, by Proposition 2.2, there is a spectral measure ef on [0, 1) such
that τ(ef ([0, t))) = t for every t ∈ [0, 1) and
fn =
∫ 1
0
(f ∗(t))n def (t), ∀n ≥ 0.
For a Borel set X ⊂ [0, 1), there is a Borel set Y ⊂ [0, 1) such that
ef(X ) = 1Y , where 1Y denotes the indicator function corresponding to
the set Y . This implies that
fn1Y =
∫
X
(f ∗(t))n def(t), ∀n ≥ 0.
Thus
τ(fn1Y) =
∫
X
(f ∗(t))n dt = τ((f ∗)n1X ), ∀n ≥ 0.
It follows that f |Y and f ∗|X are equi-distributed.
Lemma 2.16. Let f ∈ L∞([0, 1), m) be a real-valued function and let
f ∗ denote the non-increasing rearrangement of f . Let Y and Z be Borel
subsets determined as in Lemma 2.15 such that f |Y and f |Z are equi-
distributed with f ∗|[0,1/2) and f ∗|[1/2,1) respectively. Then (f |Y)∗(s) =
f ∗(s/2) and (f |Z)∗(s) = f ∗((s+ 1)/2) for all s ∈ [0, 1).
Proof. We will only prove the result for the interval [0, 1/2), since
the argument for the interval [1/2, 1) is similar. For brevity let X =
[0, 1/2). The functions f |Y and f ∗|X are equi-distributed by assump-
tion. Hence (f |Y)∗ = (f ∗|X )∗, and it suffices to show that (f ∗|X )∗(s) =
f ∗(s/2) for all s ∈ [0, 1).
Let α : L∞(X , m|X )→ L∞([0, 1), m) denote the isomorphism defined
for g ∈ L∞(X , m|X ) by
α(g)(s) = g(s/2), s ∈ [0, 1).
Consider the function α(f ∗|X ). This function is non-increasing and
right continuous since f ∗ is. Moreover, since α is an isomorphism,
α(f ∗|X ) is equi-distributed with f ∗|X . Hence by the uniqueness of the
non-increasing rearrangement, (f ∗|X )∗ = α(f ∗|X ), which implies that
for all s ∈ [0, 1),
(f ∗|X )∗(s) = α(f ∗|X )(s) = f ∗|X (s/2) = f ∗(s/2),
as required.
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Lemma 2.17. Let f, g ∈ L∞([0, 1), m) be real-valued functions. Let
X ⊂ [0, 1) be a Borel set and let Y ,Z ⊂ [0, 1] be Borel sets determined
as in Lemma 2.15 such that f |Y and g|Z are equi-distributed with f ∗|X
and g∗|X respectively. Suppose that f ∗|X ≤ g∗|X . Then (f |Y )∗ ≤ (g|Z)∗.
Proof. Since f |Y and g|Z are equi-distributed with f ∗|X and g∗|X re-
spectively, (f |Y)∗ = (f ∗|X )∗ and (g|Z)∗ = (g∗|X )∗. Also, since f ∗ ≤ g∗,
it is immediately clear that (f ∗|X )∗ ≤ (g∗|X )∗. It follows that (f |Y )∗ ≤
(g|Z)∗.
3. Main Result
3.1. Outline of the proof. In this section, we will prove our analogue
of Thompson’s theorem for II1 factors. Before proceeding, we briefly
outline our approach to the proof.
LetM be a II1 factor, let A be a MASA inM, and let EA :M→A
denote the normal conditional expectation onto A. Let A ∈ A and
T ∈ M be elements satisfying A ≺w T . Our goal is to prove that we
can find S ∈ N (T ) such that EA(S) = A.
We will proceed in stages, beginning with very strong assumptions
on A and T , and then weakening these assumptions at each subsequent
stage. Specifically, we will consider the following stages, listed in order
of increasing generality:
(1) The case of complete dominance, i.e.
sup{µs(A) | s ∈ [0, 1)} ≤ inf{µs(T ) | s ∈ [0, 1)}.
(2) The case of strict dominance, i.e. for some constant δ > 0,
µs(A) + δ ≤ µs(T ), ∀s ∈ [0, 1).
(3) The case of dominance, i.e.
µs(A) ≤ µs(T ), ∀s ∈ [0, 1).
(4) The general case, i.e. A ≺w T .
Throughout the proof we will assume that A and T are positive.
To see that there is no loss of generality in making this assumption,
first note that |A| ≺w |T | and N (T ) = N (|T |). Let U ∈ U(A) be a
unitary obtained from a polar decomposition of A, so that A = U |A|.
If there is S ∈ N (T ) such that EA(S) = |A|, then U∗S ∈ N (T ) and
EA(U
∗S) = U∗|A| = A. In other words, proving the result for |A| and
|T | implies the result for A and T .
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3.2. The case of complete dominance.
Lemma 3.1. Let M be a II1 factor with trace τ and let A be a MASA
in M. Let A ∈ A and T ∈ M be positive elements such that A ≺w T ,
T is invertible, and
(3.1) sup{µs(A) | s ∈ [0, 1)} ≤ inf{µs(T ) | s ∈ [0, 1)}.
Then there is a projection P ∈ Proj(A) with τ(P ) = 1/2 and unitaries
U, V ∈ U(M) such that PUTV P = AP and
sup{µs(A′) | s ∈ [0, 1)} ≤ inf{µs(T ′) | s ∈ [0, 1)},
where A′ = AP⊥ ∈ AP⊥ and T ′ = P⊥TP⊥ ∈ P⊥MP⊥.
Proof. Note µs(T ) 6= 0 for all s ∈ [0, 1) as T is invertible.
Let P = eA([0, 1/2)), where eA is the projection-valued measure from
Proposition 2.2. Then letting A1 = AP ∈ PMP and A2 = AP⊥ ∈
P⊥MP⊥, it follows from Remark 2.14 and Lemma 2.16 that
µs(A1) = µs/2(A), ∀s ∈ [0, 1),
and
µs(A2) = µ(1+s)/2(A), ∀s ∈ [0, 1).
Note that the singular values of A1 and A2 are precisely the singular
values of A along the intervals [0, 1/2) and [1/2, 1) respectively.
Let Q = eT ([1/2, 1)). Then letting T1 = TQ ∈ QMQ and T2 =
TQ⊥ ∈ Q⊥MQ⊥, we similarly have
µs(T1) = µ(1+s)/2(T ), ∀s ∈ [0, 1),
and
µs(T2) = µs/2(T ), ∀s ∈ [0, 1).
Note similarly that the singular values of T1 and T2 are precisely the
singular values of T along the intervals [1/2, 1) and [0, 1/2) respectively.
Since τ(P ) = τ(Q), there is a unitary W ∈ U(M) conjugating Q
onto P and Q⊥ onto P⊥. Let S = WTW ∗ ∈ M. Since τ(P ) = 1/2,
if N = PMP then M and M2(N ) are isomorphic in such a way that
we can write
P =
(
1N 0
0 0
)
, A =
(
A1 0
0 A2
)
, and S =
(
S1 0
0 S2
)
,
where S1, S2 ∈ N are positive elements such that
µs(S1) = µs(T1) and µs(S2) = µs(T2),
for all s ∈ [0, 1).
Since T is invertible, S1 is invertible. Let
H = A1(S1)
−1 ∈ N .
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Then H is a contraction since the assumption of complete dominance
(3.1) implies
‖H‖ ≤ ‖A1‖‖(S1)−1‖
= µ0(A) inf{µs(S1) | s ∈ [0, 1)}−1
≤ 1.
Let
V =
(
H
√
1−HH∗√
1−H∗H −H∗
)
.
Then V is a unitary since H is a contraction.
Notice
V S =
(
HS1 ∗
∗ −H∗S2
)
=
(
A1 ∗
∗ −H∗S2
)
.
Since VWTW ∗ = V S, PV SP = AP and µs(−H∗S2) = µs(H∗S2) for
every s ∈ [0, 1), it remains to show that
sup{µs(A2) | s ∈ [0, 1)} ≤ inf{µs(H∗S2) | s ∈ [0, 1)}.
By construction,
HH∗ = A1(S1)
−2A1
≥ µ0(S1)−2µ1(A1)21M
= µ1/2(S)
−2µ1/2(A)
21M,
where we have used the fact that
µ0(S1) = µ0(T1) = µ1/2(T ) = µ1/2(S).
Hence
S2HH
∗S2 ≥ µ1/2(S)−2µ1/2(A)2S22 ,
which implies
|H∗S2| ≥ µ1/2(S)−1µ1/2(A)S2.
Since µs(|H∗S2|) = µs(H∗S2) for every s ∈ [0, 1), it follows that
µs(H
∗S2) ≥ µ1/2(S)−1µ1/2(A)µs(S2)
= µ1/2(S)
−1µ1/2(A)µs/2(S)
≥ µ1/2(A).
Therefore, for s, t ∈ [0, 1),
µs(H
∗S2) ≥ µ(1+t)/2(A) = µt(A2).
Lemma 3.2. Let M be a II1 factor with trace τ , let A be a MASA in
M, let EA : M → A denote the normal conditional expectation onto
A, and let T ∈ M be positive. Then there are unitaries U, V ∈ U(M)
such that EA(UV TV
∗) = 0.
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Proof. Let Q = eT ([0, 1/2)) and let P ∈ Proj(A) be any projection
with τ(P ) = 1/2. Since τ(P ) = τ(Q), there is a unitary V ∈ U(M)
that conjugates Q onto P . Similarly, since τ(P ) = τ(P⊥), there is a
unitary U ∈ U(M) that conjugates P onto P⊥. Observe that PUP =
P⊥UP⊥ = 0.
Since T commutes with Q, V TV ∗ commutes with P . Thus,
PEA(UV TV
∗) = PEA(UV TV
∗)P
= EA(PUV TV
∗P )
= EA(PUPV TV
∗)
= 0.
Similarly, P⊥EA(UV TV
∗) = 0. Hence EA(UV TV
∗) = 0.
Proposition 3.3. LetM be a II1 factor with trace τ , let A be a MASA
in M, and let EA :M→A denote the normal conditional expectation
onto A. Let A ∈ A and T ∈M be positive elements such that A ≺w T .
If
sup{µs(A) | s ∈ [0, 1)} ≤ inf{µs(T ) | s ∈ [0, 1)},
then there are unitaries U, V ∈M such that EA(UTV ) = A.
Proof. First, if T is not invertible, then
inf{µs(T ) | s ∈ [0, 1)} = 0,
which would imply that A = 0. In this case, the result would follow
immediately from Lemma 3.2.
Assume that T is invertible. By Lemma 3.1 there is a projection
P1 ∈ Proj(A) with τ(P1) = 1/2, and unitaries U1, V1 ∈ U(M) such
that, setting T1 = U1TV1,
P1T1P1 = AP1
and
sup{µs(AP⊥1 ) | s ∈ [0, 1)} ≤ inf{µs(P⊥1 T1P⊥1 ) | s ∈ [0, 1)}.
Now consider AP⊥1 and P
⊥
1 T1P
⊥
1 . If P
⊥
1 T1P
⊥
1 is not invertible, then
as above, AP⊥1 = 0, and we could apply Lemma 3.2 to complete the
argument.
Otherwise, if P⊥1 T1P
⊥
1 is invertible, then by Lemma 3.1 there is a
projection P2 ∈ Proj(A) with P2 ≥ P1 and τ(P2) = 3/4, and unitaries
U2, V2 ∈ U(M) with P1U2 = P1 = U2P1 and P1V2 = P1 = V2P1 such
that, setting T2 = U2T1V2,
PkT2Pk = APk, k = 1, 2,
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and
sup{µs(AP⊥2 ) | s ∈ [0, 1)} ≤ inf{µs(P⊥2 T2P⊥2 ) | s ∈ [0, 1)}.
We can repeat this process to obtain a sequence of projections Pn ∈
Proj(A) with Pn+1 ≥ Pn and τ(Pn) = 1 − 1/2n, and sequences of
unitaries Un, Vn ∈ U(M) with PnUn+1 = Pn = Un+1Pn and PnVn+1 =
Pn = Vn+1Pn such that, setting Tn+1 = Un+1TnVn+1,
PkTnPk = APk, 1 ≤ k ≤ n,
and
sup{µs(AP⊥n ) | s ∈ [0, 1)} ≤ inf{µs(P⊥n TnP⊥n ) | s ∈ [0, 1)}.
If these sequences are finite, then the process terminates after an ap-
plication of Lemma 3.2 and the argument is complete.
Suppose these sequences are infinite. Then since
‖1− Un+1‖2 = ‖P⊥n − P⊥n Un+1P⊥n ‖2 ≤ 2‖P⊥n ‖2 ≤ 1/2n−1,
it is easy to verify that the sequences of unitaries (Un · · ·U1)∞n=1 and
(V1 · · ·Vn)∞n=1 are Cauchy in the 2-norm on M. Hence they converge
strongly to unitaries U, V ∈M respectively.
Now for every k ≥ 1,
PkEA(UTV ) = s-lim
n→∞
PkEA(Tn)Pk
= s-lim
n→∞
EA(PkTnPk)
= s-lim
n→∞
(APk)
= APk.
It follows that EA(USV ) = A.
3.3. The case of strict dominance.
Lemma 3.4. Let M be a II1 factor and let A be a MASA in M. Let
A ∈ A and T ∈M be positive elements and suppose there is a constant
δ > 0 such that µs(A) + δ ≤ µs(T ) for all s ∈ [0, 1). Then there are
countably many disjoint intervals (In)
∞
n=1 with In = [an, bn) ⊂ [0, 1)
and an < bn such that ∪n≥1In = [0, 1) and
sup{µs(A) | s ∈ In} ≤ inf{µs(T ) | s ∈ In}, n ≥ 1.
Proof. For a, b ∈ [0, 1) with a < b, we will temporarily say that the
interval [a, b) is good if
sup{µs(A) | s ∈ [a, b)} ≤ inf{µs(T ) | s ∈ [a, b)}.
Let X denote the collection of all families F consisting of disjoint good
subintervals of [0, 1) such that ∪I∈FI = [0, c) for some c ∈ (0, 1).
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By the right-continuity of µt(A) and µt(T ), combined with the fact
that µt(A) + δ ≤ µt(S) for all t ∈ [0, 1), it follows easily that there is
d ∈ (0, 1) such that the interval [0, d) is good. Hence X is non-empty.
Order X by inclusion and let (Fλ)λ∈Λ be an increasing chain of fam-
ilies in X . Taking F0 = ∪λ∈ΛFλ, it follows immediately that F0 is an
upper bound of (Fλ)λ∈Λ in X . Hence we can apply Zorn’s Lemma to
obtain a maximal family Fm ∈ X .
Write ∪I∈FmI = [0, c). If c < 1, then we can argue as before to find a
good interval [c, d) ⊂ [0, 1). Since the family Fm∪{[c, d)} would belong
to X , this would contradict the maximality of Fm. Hence c = 1.
We conclude by observing that the family Fm is countable since the
length of each interval in Fm is non-zero by construction.
Proposition 3.5. LetM be a II1 factor with trace τ , let A be a MASA
in M, and let EA :M→A denote the normal conditional expectation
onto A. Let A ∈ A and T ∈M be positive elements and suppose there
is a constant δ > 0 such that µs(A)+ δ ≤ µs(T ) for all s ∈ [0, 1). Then
there are unitaries U, V ∈M such that EA(UTV ) = A.
Proof. Let (In)
∞
n=1 be a countable family of disjoint intervals con-
structed as in Lemma 3.4. For each n ≥ 1, let Pn = eA(In) and
Qn = eT (In). Since τ(Pn) = τ(Qn), there is a unitary W ∈ U(M) that
conjugates Qn onto Pn for each n ≥ 1. Let S =WTW ∗ and note that
since T commutes with each Qn, S commutes with each Pn.
For each n ≥ 1, let Mn = PnMPn, An = APn, An = APn ∈ An,
and Sn = SPn ∈ Mn. Then for each n ≥ 1, the construction of An
and Sn combined with Remark 2.14 and Lemma 2.17 implies that
sup{µs(An) | s ∈ [0, 1)} ≤ inf{µs(Sn) | s ∈ [0, 1)}.
Hence by Proposition 3.3, for each n ≥ 1 there are unitaries Un, Vn ∈
U(Mn) such that EAn(UnTnVn) = An. Letting U = ⊕∞n=1Un and V =
⊕∞n=1Vn, it follows from above that EA(UWTW ∗V ) = A.
3.4. The case of dominance. The following lemma is an immediate
consequence of Remark 2.14 and Lemma 2.17.
Lemma 3.6. Let M be a II1 factor with trace τ and let A, T ∈ M be
positive elements. Let X ⊂ [0, 1) be a Borel set with the property that
there is δ ≥ 0 such that
µs(A) + δ ≤ µs(T ), ∀s ∈ X .
Let P = eA(X ) and Q = eT (X ). Let A′ = AP and T ′ = TQ. Then
µs(A
′) + δ ≤ µs(T ′), ∀s ∈ [0, 1).
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Proposition 3.7. Let M be a II1 factor, let A be a MASA in M,
and let EA : M → A denote the normal conditional expectation onto
A. Let A ∈ A and T ∈ M be positive elements with the property that
µs(A) ≤ µs(T ) for every s ∈ [0, 1). Then there exists an S ∈ N (T )
such that EA(S) = A.
Proof. Let
X0 = {s ∈ [0, 1) | µs(T ) = µs(A)}
and, for each n ≥ 1, let
Xn = {s ∈ [0, 1) | ‖T‖ /(n+ 1) < µs(T )− µs(A) ≤ ‖T‖ /n}.
Note that
⋃
n≥0Xn = [0, 1) as µs(A) ≤ µs(T ) ≤ ‖T‖ for all x ∈ [0, 1).
Furthermore, each Xn is Borel since the functions s→ µs(A) and s→
µs(T ) are right-continuous on [0, 1).
For each n ≥ 0 let Pn = eA(Xn) and Qn = eT (Xn). Since τ(Pn) =
τ(Qn), and since the sets {Pn | n ≥ 0} and {Qn | n ≥ 0} are each
pairwise orthogonal, there is a unitary W ∈ U(M) that conjugates
each Qn onto Pn.
Let T ′ = WTW ∗ and, for each n ≥ 0, let Mn = PnMPn, An =
AnPn, An = APn ∈ An, and Sn = T ′Pn ∈ Mn. Note by Lemma 3.6
that µs(A0) = µs(S0) for all s ∈ [0, 1) and, for each n ≥ 1
µs(An) + ‖T‖/(n+ 1) ≤ µs(Sn), ∀s ∈ [0, 1).
Hence A0 and S0 are equi-distributed, and thus A0 ∈ O(S0) in M0 by
[4, Theorem 5.4]. Furthermore, by Proposition 3.5, there are unitaries
Un, Vn ∈Mn such that EAn(UnSnVn) = An.
Letting U = ⊕∞n=1Un ∈ P⊥0 MP⊥0 and V = ⊕∞n=1Vn ∈ P⊥0 MP⊥0 ,
which are unitaries, it follows from above that EA(UP
⊥
0 WTW
∗P⊥0 V ) =
AP⊥0 . Taking S = UP
⊥
0 WTW
∗P⊥0 V ⊕ A0 ∈ M, it follows that S ∈
N (T ) and EA(S) = A.
Remark 3.8. In the proof of Proposition 3.7, if we make the additional
assumption that the set
{µs(T ) | s ∈ [0, 1), µs(T ) = µs(A)}
is finite, then S0 and A0 take on only a finite number of singular values,
and it is elementary to show that there exists a unitary U0 ∈ M such
that U0S0U
∗
0 = A0. Letting U
′ = ⊕∞n=0Un and V ′ = U∗0 ⊕∞n=1 Vn, which
are unitaries in M, it follows that EA(U ′WTW ∗V ′) = A. Thus it is
possible to construct unitaries U, V ∈M such that EA(UTV ) = A.
Remark 3.9. If one is willing to forego the possibility of constructing
explicit unitaries U, V ∈ M such that EA(UTV ) = A as in Remark
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3.8, then there is a slightly quicker proof of Proposition 3.7, which we
now sketch.
Let A0 denote the diffuse abelian subalgebra of A generated by eA as
defined in Proposition 2.2. By Remark 2.14, there is an isomorphism
α : A0 → L∞([0, 1), m) such that τ =
∫ 1
0
dx ◦ α and α(A)(s) = µs(A).
Let f, g, h ∈ L∞([0, 1), m) denote the functions defined for s ∈ [0, 1) by
f(s) = µs(A), g(s) = µs(T ), and
h(s) :=
{
µs(A)/µs(T ) µs(T ) 6= 0,
0 otherwise.
Observe that the assumptions of Proposition 3.7 imply that 0 ≤ f ≤ g.
Hence f = gh.
Let T0 = α
−1(g) ∈ A0. Then µs(T0) = µs(T ) for every s ∈ [0, 1),
so T0 ∈ O(T ) by Remark 2.4 and [4, Theorem 5.4]. Similarly, let
B = α−1(h) ∈ A0. It is clear that B is a positive contraction such that
T0B = α
−1(gh) = α−1(f) = A.
Choose β ∈ [0, 1] such that τ(B) = 2β − 1, and let
U0 = α
−1(1[0,β) − 1[β,1)) ∈M.
It is not difficult to check that U0 is a self-adjoint unitary satisfying
B ≺ U0. By Remark 2.4 and Theorem 1.3, there is a self-adjoint
unitary U ∈ O(U0) such that EA(U) = B. Letting S = UT0 ∈ N (T )
gives
EA(S) = EA(UT0) = EA(U)T0 = BT0 = A.
3.5. The general case. We are now ready to prove our analogue of
Thompson’s theorem for II1 factors.
Theorem 1.4. Let M be a II1 factor, let A be a MASA in M, let
EA : M → A denote the normal conditional expectation onto A, let
T ∈ M, and let A ∈ A. Then A ≺w T if and only if there exists
S ∈ N (T ) such that EA(S) = A.
Proof. If there exists an S ∈ N (T ) such that EA(S) = A, then A ≺w
S by Theorem 2.8. Since, by Theorem 2.11, µs(S) = µs(T ) for all
s ∈ [0, 1), we obtain that A ≺w T so one direction is complete.
For the other direction, note we may assume that A and T are pos-
itive by the discussion at the end of Section 3. Let
X = {s ∈ [0, 1) | µs(T )− µs(A) ≤ 0},
and let Y = [0, 1) \ X . Define the function
f(t) :=
∫
X
(µs(T )− µs(A)) ds+
∫
Y∩[0,t)
(µs(T )− µs(A)) ds, t ∈ [0, 1].
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Notice that f is continuous on [0, 1], f(0) ≤ 0 by construction, and
f(1) ≥ 0 since A ≺w T . Hence there is t0 ∈ [0, 1] such that f(t0) = 0.
Let Z = X ∪ (Y ∩ [0, t0)), and note that Z = [0, t0) ∪ (X \ [0, t0)).
Note if m(Z) = 0, then m(X ) = 0, and thus the result is complete
by Proposition 3.7. Thus we may assume that m(Z) 6= 0.
Let P = eA(Z), Q = eT (Z), A1 = AP , A2 = AP⊥, T1 = TQ,
and T2 = TQ
⊥. Note that, by construction and Lemma 3.6, we have
µs(A2) ≤ µs(T2) for every s ∈ [0, 1).
Since τ(P ) = τ(Q), there is a unitary U ∈ M that conjugates Q
onto P . Let T ′ = UTU∗, let T ′1 = T
′P , and let T ′2 = T
′P⊥. Thus
µs(T
′
1) = µs(T1) and µs(A2) ≤ µs(T2) = µs(T ′2) for every s ∈ [0, 1).
We claim A1 ≺ T ′1. To see this, we consider two possibilities for
t ∈ [0, 1]. If t ∈ [0, t0/m(Z)), then applying Lemma 2.7 combined with
the fact that A ≺w T implies∫ t
0
(µs(T
′
1)− µs(A1)) ds =
1
m(Z)
∫ m(Z)t
0
(µs(T )− µs(A)) ds ≥ 0.
Otherwise, if t ∈ [t0/m(Z), 1] then applying Lemma 2.7 again combined
with the fact that µs(T )− µs(A) ≤ 0 on X implies∫ t
0
(µs(T
′
1)− µs(A1)) ds ≥
1
m(Z)
∫ t0
0
(µs(T )− µs(A)) ds
+
1
m(Z)
∫
X\[0,t0)
(µs(T )− µs(A)) ds
=
1
m(Z)f(t0)
= 0,
with equality when t = 1. Hence A1 ≺ T ′1.
We can now apply Theorem 1.3 to A1 and T
′
1, considered as elements
of PMP , to obtain S1 ∈ O(T ′1) such that EAP (S1) = A1. We can
also apply Proposition 3.7 to A2 and T2, considered as elements of
P⊥MP⊥ to obtain S2 ∈ N (T ′2) such that EAP⊥(S2) = A2. Taking
S = S1 ⊕ S2 ∈M, it follows that S ∈ N (T ) and EA(S) = A.
Remark 3.10. Let A and T be as in the statement of Theorem 1.4. If
the singular value functions of A and T each take only a finite number
of values, then in the proof of Theorem 1.4 we can apply Remark 3.8
in addition to Proposition 3.7, and apply Bhat and Ravichandran’s
Schur-Horn theorem for self-adjoint elements with finite spectrum [5,
Theorem 3.1] instead of Ravichandran’s Schur-Horn theorem, to obtain
unitaries U, V ∈ U(M) such that EA(UTV ) = A. Alternatively, it is
elementary to verify that {UTV | U, V ∈ U(M)} is closed when the
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singular value function of T takes only a finite number of values, and
thus Theorem 1.4 implies there exists unitaries U, V ∈ U(M) such that
EA(UTV ) = A.
4. Thompson’s theorem and the Schur-Horn theorem
The proof of Thompson’s theorem for II1 factors given in the previous
section depends on Ravichandran’s Schur-Horn theorem for II1 factors.
However, in this section we will prove that, logically, Thompson’s the-
orem for II1 factors implies Ravichandran’s Schur-Horn theorem.
We are grateful to David Sherman for showing us a simple proof of
the following lemma.
Lemma 4.1. Let M be a II1 factor with trace τ and let S, T ∈ M.
If T is positive, µs(S) = µs(T ) for every s ∈ [0, 1), and τ(S) = τ(T ),
then S is positive.
Proof. Let U be a unitary obtained from a polar decomposition of S,
so that S = U |S|. Then
τ(|S|) =
∫ 1
0
µs(|S|) ds =
∫ 1
0
µs(S) ds =
∫ 1
0
µs(T ) ds = τ(T ) = τ(S).
Thus, by the Cauchy-Schwarz inequality,
τ(S) = τ(|S|) = τ(U |S|1/2|S|1/2) ≤ τ(|S|)1/2τ(|S|)1/2 = τ(|S|).
Since this inequality is actually an equality, it follows that U |S|1/2 is a
complex scalar multiple of |S|1/2, and hence that S is a complex scalar
multiple of |S|. Since τ(S) = τ(|S|), this implies that S = |S|.
Theorem 4.2. Thompson’s theorem for II1 factors implies Ravichan-
dran’s Schur-Horn theorem for II1 factors.
Proof. Let M be a II1 factor with trace τ , let A be a MASA in
M, and let EA : M → A denote the normal conditional expectation
onto A. Let A ∈ A and T ∈ M be self-adjoint elements satisfying
A ≺ T . As the conclusions of the Schur-Horn theorem are invariant
under translations by real-valued scalars, we may assume that A and
T are positive. By Thompson’s theorem for II1 factors (Theorem 1.4),
there is S ∈ N (T ) such that EA(S) = A. The result will follow if we
can show that S ∈ O(T ).
Note that µs(S) = µs(T ) for every s ∈ [0, 1). Also, τ(T ) = τ(A) =
τ(S), since EA preserves the trace. Hence by Lemma 4.1, S is positive
and it follows from Remark 2.4 and [4, Theorem 5.4] that S ∈ O(T ).
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