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Variance is a concept that is key, yet often difficult to estimate in statistics. In this paper, we consider the problem of estimating the population variance when the population mean is known. We compare two estimators, one that incorporates the known population mean and another which estimates the population mean. The standard normal, standard exponential, and t distribution with 3 degrees of freedom are considered, with sample sizes of 5, 20, 50, and 100. It is determined that both estimators are unbiased. For the normal and exponential distributions, both estimators have similar variances; however, the estimator that incorporates the known mean has marginally lower variance, and thus is recommended. For the t(3) distribution, the variances of the estimators do not exist.
ariance, defined as a measure of dispersion about the mean of a data set, is one of the most fundamental concepts in statistics. Yet it is often difficult to obtain accurate estimates of this measure. There are many ways to estimate this value, including using estimators obtained through approaches such as the maximum likelihood method and the method of moments. It is common for these estimators to incorporate the mean of the data in question; the population mean when it is known, or an estimate of the population mean, such as the sample mean (the mean of the data set), otherwise.
In this paper, we consider the problem of estimating the population variance when the population mean is known. In this situation, the following question arises: is it better to use the known mean or to use an estimate of it? Intuitively, it seems we should use all available information when estimating a parameter, and so we should use the population mean when its value is known. However, there are problems in statistics where using all available information is not the best strategy. For instance, in survey sampling, an optimal estimator of the population mean 1 This study will attempt to determine whether more accurate results are produced when an estimate of the population mean (namely, the sample mean) is used in variance estimation instead of the population mean itself.
BACKGROUND
The Central Limit Theorem (CLT) states that the distribution of the sample mean approaches a normal distribution as the sample size increases regardless of the underlying distribution of the sample observations. 2 Consequently, variance estimators discussed here will be based on the normal distribution. The maximum likelihood method developed by R.A. Fisher in 1922 will be primarily used, as this method is the most widely used statistical estimation technique. 3 If X 1 , X 2 , …, X n is a random sample from a normal population with mean µ and variance σ 2 (denoted N(µ, σ 2 )), then its likelihood and log-likelihood functions are respectively given as follow:
The partial derivatives are as follow: 
By setting the partial derivatives to zero and solving for the parameter in question, the maximum likelihood estimator of the variance can be obtained. In the case where the population mean µ is known, only the partial derivative with respect to σ 2 needs to be considered and the estimate obtained for the variance is
When µ is unknown, the partial derivative with respect to µ must also be set to zero and the resulting equation solved for µ, yielding a solution of
, which is the sample mean. This result is then substituted into equation (1) to obtain the estimator
It can be proven for any distribution of x i with mean µ and variance σ 2 that the variance estimator
σ is unbiased, in that its expected value is equal to the parameter it is estimating, σ 2 . 2 The estimator 2 * S , on the other hand, is biased (also for any distribution), exhibited as follows:
As it is highly desirable for an estimator to be unbiased, 2 * S is modified to produce an unbiased estimator, denoted s 2 :
The two unbiased estimators of the variance Below, these transformations will be applied to the estimators to verify their distributions. Upon simplification, the following results emerge:
Note that a 
Similarly,
Consequently, given a sample of independent random variables x i , i = 1,2, …, n, where each x i has distribution N(µ, σ 2 ), theory establishes that
σ always has smaller variance than s 2 . For independent non-normal random variables x i , the distributions given in (3) and (4) will be achieved asymptotically due to the CLT. As the variance formulae in (5) and (6) are approximations for independent non-normal random variables, we will use simulations to compare the two estimators when the samples are from nonnormal distributions. We chose the exponential distribution because it is frequently used in applied statistics, especially reliability and survival analysis. The t distribution with 3 degrees of freedom was selected for its heavy tail, as real data such as those pertaining to economics and telecommunications often have heavier tails than allowed for data such as those pertaining to economics and telecommunications often have heavier tails than allowed for under the normal distribution. 5 In addition, simulations from the normal distribution are shown for comparison
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SIMULATION METHODS
The simulation study was conducted using the statistical software R version 2.4.1. The simulation was designed as a fully-crossed two-way factorial design with the following factors: three distributions and four sample sizes, for a total of 12 combinations. The standard normal (Normal(µ = 0, σ 2 = 1)) and standard exponential (Exponential(mean θ = 1)) distributions were examined, along with the t distribution with three degrees of freedom. Sample sizes of n = 5, 20, 50, and 100, representing a wide range from small to large, were considered. One thousand iterations of the following process were repeated. Independent random variables X 1 , X 2 , …, X n , with n taking on the values listed above, were generated from the three distributions and were then substituted into the equations for were then calculated over the 1000 iterations. The estimated absolute relative bias, defined as the absolute value of the difference between the sample mean of the variance estimates and the true variance, divided by the true variance was then calculated. The estimated absolute relative bias and sample variance were used as performance measures to determine the superior estimator. The values generated were also substituted into equations (3) and (4) to obtain estimates for u and v. Quantile-quantile (QQ) plots of u and v were then constructed to illustrate their distributions.
RESULTS AND DISCUSSION
Under the Normal (µ = 0, σ 2 = 1) distribution, the true mean of the data (used in the calculation of σ has smaller estimated absolute relative bias than s 2 in more situations than the reverse case; however, the difference in bias is not great (differences often do not appear until the third decimal place).
Recall that for the normal distribution, the true absolute relative bias is zero. Figure 4 combines the plots from Figures 1, 2 , and 3 to allow for comparison on the same scale. No clear trend in estimated absolute relative bias is exhibited as sample size increases.
Note that the trend for the standard exponential and t(3) appear to be opposing each other, as one increases when the other decreases, but that their ranges appear to be similar, and that the difference between either distribution and the standard normal is larger. uses an estimate of the population mean. Intuitively, estimators that make use of more known information should be more accurate than those that ignore the known information and that instead use estimates. It should also be noted that, for the most part, variability increases as the underlying distribution varies from Normal(0, 1), to Exponential(1) to t(3) and decreases as sample size increases. The exception is the t(3) distribution. Here the variance of both estimators increases as n increases from 50 to 100. There are several possible explanations for this apparent anomaly, which will be discussed in the next section. Figure 4 illustrates the QQ plots of u and v, the transformations of the variance estimators given in equations (3) and (4). These plots show the ordered sample values of u plotted against the theoretical quantiles of the The distribution of the values plotted in e) and f) is the standard exponential. In this case, the sums u and v do not have an exact chi-square distribution. This is reflected in plots e) and f) where there appears to be some slight curvature in the QQ plots. The values plotted in g) and h) have the t(3) distribution. These plots suggest that u and v do not follow the 
THE t(3) DISTRIBUTION
As noted above, for the t(3) distribution, the sample variance of the two estimators does not decrease as the sample size increases. One possible explanation is that the R function for generating a random sample from the t(3) distribution is not working correctly. To investigate this we generated a sample of size 100 from the t(3) distribution using the rt function in R, and plotted this against the theoretical quantiles of the t(3) distribution. This plot is shown in Figure 6 . The plot suggests that the sample does indeed follow the t(3) distribution. (1) provided that the integral exists. 4 If the integral does not exist, we say that the r th moment does not exist. 4 The first moment, E[X], is of course the mean or expectation of X and is denoted µ. The r th central moment, r (2) provided that the integral exists and the mean exists. The second central moment, For instance, consider the t distribution with 1 degree of freedom, which is named the Cauchy distribution. Its mean, variance, and all higher moments and central moments do not exist.
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Similarly, the t distribution with 2 degrees of freedom has a finite expectation -namely zero -but its second moment, and hence its variance, do not exist. All higher moments and central moments of the t distribution with 2 degrees of freedom are likewise nonexistent. For the t distribution with 3 degrees of freedom, the 3 rd , 4 th and all higher moments and central moments do not exist.
Consider a random sample from a distribution with r 
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Vol. σ be used when the population mean is known. Although when estimating the variance of a distribution, the mean is usually also unknown, and situations may arise where it may be assumed to be equal to a given value. This situation could arise, for instance, in a study of sources of variability of blood pressure measurements. Suppose two blood pressure measurements are taken in quick succession on a single individual, and let these measurements be denoted X 1 and X 2 . We might assume that X 1 and X 2 are identically distributed. The difference in the two measurements, Y=X 1 -X 2 , could then be assumed to have a mean of zero. The estimated variance of Y could then be used to infer something about the variance of X 1 and X 2 . In such cases, incorporating the known value of the mean into the variance estimator will yield marginally more accurate results. However, seeing as the variance of the two variance estimators are similar, it is not imperative that the true mean be known, as s 2 is also an acceptable estimator. The t distribution with 3 degrees of freedom has very heavy tails, which means that very large positive or negative values are common, and the third and higher moments consequently do not exist. In this situation, estimating the variance of the distribution is not recommended, and other approaches should be used. 8 It should be noted that only three distributions and four sample sizes were considered for this study. In the future, other distributions should be studied. Theoretical expressions for the variance of 
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