Abstract. We give sufficient conditions for the existence of a matrix of probabilities [p ik ] N i,k=1 such that a system of randomly chosen transformations Π k , k = 1, . . . , N , with probabilities p ik is asymptotically stable.
Introduction.
We consider a system of randomly connected transformations on a Polish space Y (see K. Horbacz [2] ).
Let Y be a Polish space, i.e. a separable, complete metric space, which is the phase space of some dynamical system. In the deterministic case the dynamics can be described in terms of a function Π : R + × Y → Y so that a point starting from x 0 ∈ Y at time t 0 is in position Π(t − t 0 , x 0 ) at time t > t 0 .
In this paper we consider a random dynamics. We assume that a point can move according to one of the transformations Π k : R + × Y → Y from a set {Π 1 , . . . , Π N }. The choice of the initial transformations is random and changes randomly at random moments t k . This system is called a system of randomly connected transformations. The probabilities determining the frequency with which the maps Π k can be chosen are described by means of a stochastic matrix [p ik (x) ] N i,k=1 . We give sufficient conditions for the existence of a stochastic matrix as above such that the system Π k , k = 1, . . . , N , with probabilities p ik is asymptotically stable.
It should be underlined that our stability criterion is valid in a general class of metric spaces (Polish spaces) which are not necessarily locally compact. Thus these results are applicable to infinite-dimensional systems.
In the case when the transformation Π k does not depend on the variable t and p ij = p i for j = 1, . . . , N , we obtain an Iterated Function System with probabilities. In [4] A. Lasota and J. Myjak gave sufficient conditions for the existence of probabilities {p i : i ∈ I}, p i : Y → (0, 1], such that an Iterated Function System on measures is asymptotically stable. Our method is based on their ideas.
The organization of the paper is as follows. Section 1 contains some notation and definitions from the theory of Markov operators. In Section 2 we specify the problem to be considered. Sufficient conditions for the existence of [p ik ] N i,k=1 such that the corresponding system of randomly connected trasformations is asymptotically stable are given in Section 3.
Preliminaries.
Let (Y, ) be a Polish space. Throughout this paper, K(x, r) stands for the closed ball in Y with center at x and radius r.
We denote by C ε (Y ), ε > 0, the family of all sets C ⊂ Y for which there exists a finite set {x 1 
is the space of all finite signed measures.
As usual, B(Y ) denotes the space of all bounded Borel measurable functions f : Y → R, and C(Y ) the subspace of all bounded continuous functions. Both spaces are considered with the supremum norm · 0 .
For f ∈ B(Y ) and µ ∈ M sig (Y ) we write
We say that a sequence
In the space M sig (Y ) we introduce the Fortet-Mourier norm (see [1, 5] ) by setting
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The space M 1 (Y ) with the distance µ 1 − µ 2 F is a complete metric space and the convergence
is equivalent to the weak convergence of {µ n } n≥1 to µ .
For A ⊂ Y we denote by diam A the diameter of the set A, i.e. diam A = sup{ (x, y) : x, y ∈ A}.
A linear mapping P :
A stationary probability measure is called a stationary distribution.
We define
and asymptotically stable if there exists a stationary measure
2. Formulation of the problem. Let (Y, ) be a Polish space. Suppose we are given a sequence of continuous transformations
. . , N , and a sequence of random variables {t n } n≥1 such that the increments (2.1) 
The action of randomly chosen transformations can be roughly described as follows. We choose an initial point x 0 ∈ Y . Next we randomly select an integer k 1 from {1, . . . , N } with some probability p k 1 (x 0 ). We define
Next, we select k 2 with probability p k 1 k 2 (x 1 ) and define
and so on. Thus
The system of randomly chosen Π k with probabilities p ik is denoted by [Π, p] .
Denote by µ n , n = 0, 1, . . . , the distribution of x n , i.e.
We will give sufficient conditions for the existence of a matrix of proba-
, such that the sequence {µ n } n≥1 is weakly convergent to a unique measure µ * .
We change the space Y in order to be able to describe the evolution of measures under some Markov operator.
Let Y = Y × {1, . . . , N } with the metric given by
where 0 is some metric in {1, . . . , N }. We define a new sequence of transformations
Now, for an initial point x 0 we randomly select an integer k with probability p k (x 0 ) and we define x 1 = Π k (t 1 , x 0 ). Next we randomly select s ∈ {1, . . . , N } with probability p ks (x 1 ), and we define (
and so on. Hence
with probability p ks (x n−1 ). The evolution of the distributions µ n on the space Y , where
. . , can be described by a Feller operator P , i.e. µ n+1 = P µ n . It is called the transition operator for this system. To find the explicit form of P , we look for the dual operator U . A straightforward calculation shows that
Thus (see [3] ), we may find P by the formula
The weak convergence of the sequence {µ n } n≥1 will follow from the asymptotic stability of the operator P .
To prove the latter we need the following three lemmas. The first was proved by T. Szarek [6] .
In 
Then P satisfies
We also need the following elementary lemma whose proof is left to the reader. 
δ < q(t) < q(t) and |q(t) − q(s)| ≤ ε|t − s| for t, s ≥ 0.
3. Main result. We now formulate the main result of this paper. 
Theorem 3.1. Assume that the sequence of transformations
Π k : R + ×Y → Y satisfies (3.1) (Π k (t, x), Π k (t, y)) ≤ L k e −λt(3.2) L 1 − λ/a < 1.
If in addition there is a point x
Fix ε > 0 such that δ + ε < 1. Using Lemma 2.3 for ε, choose a sequence of functions q i , i = 2, . . . , N . Define
Consider now the resulting system [Π, p] and let P and U be given by (2.4) and (2.3), respectively.
Claim I. There exists a metric K on Y such that P is nonexpansive with respect to K .
.
where F K is the set of functions f such that f 0 ≤ 1 and
for x, y ∈ Y and i, j ∈ {1, . . . , N }. Since 0 (i, j) = c for i = j and Kc ≥ 2, the condition (3.4) is satisfied for i = j. For i = j we have
Without any loss of generality we may assume that |x| * ≤ |y| * . For k ≥ 2, we have
and
where
where r = aL/(a + λ). Moreover from Lemma 2.3 we obtain
From (3.6) we finally obtain
which reduces to
by the definition of K, and completes the proof of the nonexpansiveness.
Claim II. The operator P is semi-concentrating.
Fix γ > 0. Consider the function
By (2.3) and the definition of V, p ik and σ i we have
Consider first the case m 0 < ∞. Using the recurrence formula µ n+1 = P µ n and (3.7) we have
By an induction argument this gives
Using the Chebyshev inequality we get
The general case m 0 ≤ ∞ can be reduced to the previous one as follows. For given δ > 0 we choose a bounded Borel
µ 0 (A) we define a probability measure ν 0 supported on A for which the initial moment m 0 = V, ν 0 is finite. Thus
Choosing δ sufficiently small we obtain
Now we define the families of functions Π
Using equation (2.3) n times, we obtain
By (3.9) there exists a bounded Borel set F ⊂ Y such that for every µ ∈ M 1 (Y ) there exists an integer n 1 = n 1 (µ) for which (3.11) P n µ(F ) ≥ 1/2 for n ≥ n 1 .
Let t > 0 be such that Obviously C ∈ C α . By continuity there exists a constant τ , 0 < τ < t, such that (3.14) (Π and using the definitions of µ n and µ n we finally obtain
