z Two distinctly different quantitative approaches are used to evaluate measurement instruments: the split-ballot experiment and the multitrait-multimethod (MTMM) approach. The first approach is typically used to indicate whether variation in the method causes differences in the response distribution; the second approach evaluates the reliability and validity of different methods. The new approach, suggested in this paper, combines the more attractive features of both methods. The strength of the split-ballot experiment is its use of independent random samples from the same population to provide information about differences in response distributions. This is also possible with the new approach, but this approach provides more detailed information about the reasons We thank the anonymous reviewers for their comments and the support of the Spanish Ministry of Science and Technology through the grant SEC2003-04476.
for the differences. The MTMM approach provides information about reliability and validity on the basis of repeated observation of the same traits using different methods. This information is also provided by the new design. The difference is that the new approach reduces the need for repeated observations of the same trait. Each sample is provided with a different combination of only two methods and the complete model with all methods is estimated as a multiple-group model. This reduces the burden for respondents and also reduces memory and order effects. Alternative designs and estimation methods are discussed, their efficiency is analyzed, and illustrations are provided.
In 1959 Campbell and Fiske suggested the multitrait-multimethod (MTMM) design for evaluating the validity of measurement instruments. At first, the correlations were interpreted directly, as suggested by the authors, but soon structural equation models were developed for evaluation of measurement instruments. A review of all these models can be found in Wothke (1996) . Among them is the confirmatory factor analysis model for MTMM data (Althauser, Herberlein, and Scott 1971; Alwin 1974; Werts and Linn 1970 ). An alternative parameterization of this model proposed by Saris and Andrews (1991) is known as the true score (TS) model, while the correlated uniqueness model was put forward by Kenny (1976) , Marsh (1989) , and Marsh and Bailey (1991) . Rather different models with what are called multiplicative method effects were suggested by Campbell and O'Connell (1967) , Browne (1984) , and Cudeck (1988) . Saris (1998, 2000) showed that the multiplicative model can be formulated as a special case of the correlated uniqueness model of Marsh (1989) .
Although the MTMM approach is accepted as a useful tool and is widely used, much attention has been given to its frequent problems of nonconvergence, underidentification, or improper solutions for the confirmatory factor analysis model (Andrews 1984; Bagozzi and Yi 1991; Brannick and Spector 1990; Kenny and Kashy 1992; Marsh and Bailey 1991; Saris 1990 ). Grayson and Marsh (1994) showed that confirmatory factor analysis models with correlated method factors are usually underidentified, which may explain why these problems occur. Eid (2000) discussed these problems again and suggested an alternative model with one factor fewer than usual. Conversely, models with correlated traits and uncorrelated methods (CTUM), which should not have the same problem, exist. This solution was also suggested by Andrews (1984) and Saris (1990) . A recent study confirmed that a model equivalent to the CTUM model does indeed suffer from few problems (Corten et al. 2002) .
A more severe drawback of the standard MTMM approach is that at least three methods must be included to prevent even more severe problems of empirical underidentification (Kenny 1976; Scherpenzeel 1995) , meaning that the same respondents have to be asked about the same trait three times. Van Meurs and Saris (1990) showed that respondents do not remember their previous answers if at least 20 minutes elapse between consecutive measures, provided that questions with similar format are asked in the interim and that the opinions of respondents are not extreme. If this rule is applied to MTMM designs, over 40 minutes of interview time is required for cross-sectional studies. Even if memory effects are ruled out by a generous spacing of questions, there remains the problem that the response burden for the respondents is quite high. Therefore, the second and third measurements may not be as accurate as the first, merely due to the order in the questionnaire.
We believe this problem of two repeated measures threatens the MTMM approach more seriously than the technical problems of nonconvergence and improper solutions. Therefore, we suggest new designs for MTMM studies that reduce the response burden by means of using different combinations of only two methods in multiple groups and estimating the MTMM model under the multiple-group structural equation modeling (SEM) approach. The use of multiple groups brings the design close to the popular split-ballot designs introduced by survey researchers in the first half of the last century (for an overview, see Schuman and Presser 1981) .
We will show that our new design combines the benefits of the split-ballot approach, providing information on differences in distributions for different forms, and the MTMM approach. It enables researchers to evaluate measurement reliability and validity, and does so while reducing the response burden. Section 1 explains the classic MTMM design. Section 2 discusses various alternative designs and the estimation and testing of the models. Section 3 introduces two empirical examples that illustrate the methods proposed. Section 4 covers the identification and efficiency of the designs discussed. The paper concludes with a discussion.
THE CLASSIC MTMM DESIGN
Normally all variables in a study are measured with only one method. This makes it hard to see how much of the variance of the variables is due to random measurement error and how much is due to systematic method effect. Campbell and Fiske (1959) suggested that these effects could be detected only by the use of multiple methods for multiple traits. The classical MTMM approach recommends the use of at least three traits, which have to be measured with three methods, which leads to nine different observed variables and a 9 Â 9 correlation matrix. Figure 1 illustrates this by briefly summarizing a standard MTMM experiment done in the pilot study for the first round of the European Social Survey (ESS, 2002) . In this study three traits and three methods were used. Table 1 shows the sample correlations between the nine variables for a sample of 428 British people. The correlations between the three questions Q1 to Q3 differ substantially, depending on the methods or the forms of the questions. For the first form, the correlations vary between .373 and .552; for the second form, between .612 and .693; and for the third form, between .514 and 558. This should raise some questions: How can such differences be explained? What are the true correlations? What is the best method to ask these questions?
The three traits were introduced by means of the following three questions: 
A Possible Explanation
Given that the same people answer all questions, one explanation given for the differences between these correlations is measurement error. It is supposed that each method-trait combination has its own random errors and systematic errors, the latter called the method effect. Formally, this was specified by Saris and Andrews (1991) as
where * Y ij is the measured variable (trait i measured by method j).
*
T ij is the stable component of the response Y ij (also called the ''true score'').
* F i is the trait factor. * M j is the method factor, whose variance represents systematic method effects common for all traits but varying across individuals. Figure 2 shows the same model for two traits measured with the same method and on the assumption that the measurement errors are independent of each other and independent too of the true scores and trait variables.
Path analysis can be used to show that the correlation between the observed variables r(Y 1j ,Y 2j ) is equal to the correlation of the variables we want to measure, F 1 and F 2 , multiplied by the reliability and validity coefficients of the two observed variables, plus the correlation due to the method effects multiplied by the reliability coefficients of the two measurements: The reliability and validity coefficients (r ij and v ij ) are always smaller than 1; so, the lower the reliability, the larger the difference between the observed correlation and the correlation between the latent traits will be. Since the second term is typically positive, the method effects will usually inflate the correlation observed. This result suggests that the relatively low correlations observed for Form 1 and 3 in Table 1 are due to relatively high reliability of Form 2. However, Form 2 correlations also may be higher due to higher systematic method effects. Unless these data quality indicators are estimated, the reasons for the differences cannot be known.
The Classic MTMM Design for Estimation of Reliability and Validity
Clearly these coefficients cannot be estimated if only one measurement of each trait is available, since in this case there would be only one observed correlation available to estimate seven free parameters. This is why an MTMM design with three traits, each measured with three different methods, as indicated above, was suggested. The 9 Â 9 correlation matrix obtained is sufficient for calculation of all parameters. If this standard design is used, equation (2) represents the basic equation of the MTMM model and generates the following factor loadings structure for the standard MTMM design: 
The specification of the structure of this matrix of loadings is commonly accepted, but Scherpenzeel and Saris (1997) suggest specifying additionally that
The consequence of these restrictions is that the method effects are the same for different traits measured by the same method. Many researchers do not introduce these restrictions.
Zero correlations between factors and the error terms is commonly accepted, but there is disagreement about the specification of the correlations between the different factors. Some authors leave all correlations free but mention that this leads to many problems (Kenny and Kashy 1992; Marsh and Bailey 1991) . Others, like Andrews (1984) and Saris (1990) , suggest that the trait factors should be allowed to correlate with each other, but their correlation with method factors should be restricted to zero, while the method factors should also be uncorrelated with each other. Using the latter specification, combined with the assumptions in (4b) and (4c), hardly any problems occur in practice (see Corten et al. [2002] , who reanalyzed 79 MTMM experiments).
The specification of the model presented in equations (1) through (4) and standard ML estimation 1 (based on the covariance matrix) gave the results in Table 2 after standardization of latent and observed variables.
These results indicate that the second form of the questions has higher reliability coefficients than the other forms, with the method effect for this form being in between the two others.
1 This estimator is only the ML estimator if the distributional assumptions are satisfied. As long as we do not know whether that is the case, we cannot be sure that the estimates have the qualities of the ML estimators except under certain conditions specified by Arminger and Sobel (1990) and Satorra (1992 Satorra ( , 2001 . One assumption that is certainly not satisfied is the assumption of continuous variables. There has been a long debate, to which we have contributed (Coenders and Saris 1995; Coenders, Satorra, and Saris 1997; Saris, Van Wijk, and Scherpenzeel 1998) , on whether such data should be analyzed on the basis of Pearson correlations or alternatives such as polychoric correlations (e.g., Olsson 1979; Jo¨reskog 1990 ). Our conclusion is that both are necessary since researchers use both kinds of summary measurements. If data are analyzed using Pearson correlations, the data quality corrections should also be based on these correlations. However, if polychoric correlations are used in the substantive research, the data quality corrections should also be based on analysis of polychoric correlations. This point has been made in Saris, Van Wijk, and Scherpenzeel (1998) , which debates both analyses.
Since the correlation between the first two traits was estimated to be .69, by using equation (3) we can easily verify that the measurement quality indicators can produce such different correlations as .48 for the first form, .64 for the second form, and .56 for the third form. This means that the observed differences of correlations are explained fully by differences in data quality between the different measurement procedures.
2
In this case we used the True Score (TS) MTMM model specified by Saris and Andrews (1991) . Many other models are discussed in the literature (Wothke 1996; Coenders and Saris 2000) . The classic MTMM model is equivalent to the TS model (the difference lies only in the parameterization). More details of the relation between the TS model and the classic MTMM models are given in Appendix A.
ALTERNATIVE DESIGNS
Although the MTMM approach looks attractive, a major problem of this design is that the respondents have to answer questions about The same check could be done for the other correlations, which were respectively .66 for traits 1 and 3 and .74 for traits 2 and 3. substantially the same questions three times. This might lead to a loss in precision because the respondents get annoyed or to greater precision because they had more time to think, or it might just induce correlated errors due to memory effects. Looking back to the correlation matrix in Table 1 , we see that the correlations between the three variables are higher for the second and third methods than for the first method. So we might wonder if this is due to difference in method, as we have argued above, or to people having more time to think and realize that there are relationships between the questions, which would be an ''occasion effect.'' That the correlations for the third method are lower than for the second method could also be a ''fatigue effect. '' There are two ways of coping with this problem. The first is to try to reduce the number of repeated observations. In this paper we concentrate on this approach. The other approach is to estimate the effect of the question order and try to correct for it. Scherpenzeel and Saris (1997) tackled these problems with a two-wave panel MTMM design, in which there were only two observations of the same trait in each wave and the order of the questions was changed randomly for the different respondents. One advantage of this design is that we can estimate the effect of the different occasions. Another advantage is that the response burden in each wave is reduced. The disadvantages are that the total response burden is increased by one extra measurement and that a frequently observed panel is required for the design. Although the design has been used in a large number of studies, thanks to the presence of a frequently observed panel, we think that this is not a solution that can be generally recommended.
Therefore, we suggest several other designs that could be used as alternatives. These designs reduce the number of observations per person but compensate for the ''missing data by design'' by collecting data from different subsamples of the population. This makes the designs look very similar to the frequently used split-ballot experiments, and therefore we have called the approach the split-ballot MTMM design (SB-MTMM).
The Split-Ballot MTMM Design
In the commonly used split-ballot experiments, random samples from the same population are given different versions of the same questionsi.e., each group gets one method. The split-ballot design makes it possible to compare the response distributions for the different questions across forms of the question and hence to assess the relative bias (see Schuman and Presser 1981; Billiet, Loosveldt, and Waterplas 1986) .
The SB-MTMM design also employs various random samples of the same population, but in each of the samples two forms of a question are used, which is one less than in the classic MTMM design and one more than in the commonly used spilt-ballot designs. This design, suggested by Saris (1998) , combines the benefits of the splitballot and MTMM approaches in that it enables researchers to evaluate measurement bias, reliability, and validity simultaneously, and it reduces response burden. A suggestion to use such split-ballot designs for structural equation models can be traced back to Arminger and Sobel (1990) . A recent alternative, a more complex design in practical terms, has been suggested by Bunting, Adamson, and Mulhall (2002) .
The Two-Group Design
The two-group SB-MTMM design is structured as follows. The sample is split randomly into two groups. One group has to answer three questions using form 1 (Method 1), while the other group is given the same questions but using form 2 (Method 2). In the last part of the questionnaire all respondents are again presented with the three questions, but now using form 3 (Method 3). The design can be summarized as follows: Thus under the two-group design, the researcher has to draw two comparable random samples from the same population and twice ask three questions about three traits in each sample. At Time 1, the two groups get a different form (method) of the three questions. At Time 2, after sufficient time has elapsed, the two groups get the same form of the three questions. Van Meurs and Saris (1990) suggested that 20 minutes of similar questions are enough to obtain independent measurements-i.e., where memory effects are negligible.
The questions at Time 1 match the design of the standard splitballot design and therefore provide the same information about differences in response distributions between methods. Combined with the information at Time 2, this design can provide information on reliability and validity and on method effects, while each respondent answers only two questions about the same trait, not three as was required in the classic MTMM design. This result is not immediately clear because the necessary information for the 9 Â 9 covariance matrix comes from different groups and is incomplete by design, as can be seen in Table 3 . The table shows the groups that provide data for estimating variances and correlations between questions using either the same or different forms.
In this case, unlike in the classic design, no covariances are obtained for Form 1 and Form 2 questions. These covariances are missing by design. Otherwise, all cells of the 9 Â 9 matrix would be estimated on the basis of one or two samples, but different parts come from different samples. This design was proposed for the first time by Saris (1998) and his data have been reanalyzed by Saris and Krosnick (forthcoming) .
It should be clear that each respondent is given the same questions only twice, reducing the response burden considerably. In large surveys we can even split the sample into more subsamples and in this way evaluate more than one set of questions. However, the covariances between Form 1 and Form 2 cannot be estimated, which results in a loss of degrees of freedom when estimating the model using this incomplete covariance matrix. This might make the estimation less efficient than in the standard design or in an approach where all covariances can be obtained, like the three-group design.
The Three-Group Design
The three-group design is like the previous design, except that three groups or samples are used instead of two. This leads to the following: Using this design, all forms of the questions are treated equally: All are measured once at the first and once at the second point in time. There are also no missing covariances in the covariance matrix, as can be seen in Table 4 .
The major advantage of this approach is that all covariances can be estimated. Another advantage is that the order effects are cancelled out because each measurement occurs once at the first and once at the second position.
The major disadvantage of this approach is of a more practical nature. In this design the main questionnaire has to be prepared in three different forms for the three different groups. In addition, no method is used for all respondents, and thus comparable data cannot be produced for all respondents. This can be seen as a serious problem in the analysis because it reduces the sample size with respect to the relationships with other variables.
3 This design was used for the first time by Kogovsek et al. (2002) .
Other SB-MTMM Designs
Other designs can also be formulated along the principles indicated above. In principle, the effects of many different factors can be studied simultaneously, which also allows for the estimation of A possible alternative would be to add to the study a relatively small subsample. With the whole sample, we would use Method 1, the method expected to give the best results, in the main questionnaire. In a supplementary methodological questionnaire, Method 2 is used in one subgroup and Method 3 in another subgroup of the sample. In the extra subsample, we would use Method 2 for the main questionnaire and Method 3 in the methodological part. Thus Method 1 is available for everyone; as are all three combinations of the forms. In this way we could get an estimate of the complete covariance matrix for the MTMM analysis without harming the substantive analysis. However, this design is more expensive because of the additional subsample. The size of the subsamples is a matter for further research.
THE SPLIT-BALLOT MTMM DESIGN interaction effects. However, an alternative to such studies is the use of meta analysis of many separate MTMM experiments under different conditions. This approach was suggested by Andrews (1984) , was further explored by Saris and Mu¨nnich (1995) , and was applied by Rodgers, Andrews, and Herzog (1992) , Ko¨ltringer (1995) , Scherpenzeel (1995) , and Scherpenzeel and Saris (1997) .
There is, however, one other design that deserves special attention. This SB-MTMM design makes use of exact replications of methods. Thus the occasion effects can also be studied without putting an extra response burden on the respondents. A possible design might be as follows: This is a complete four-group design for two methods and replications. It can be shown that this design can be reduced to an incomplete threegroup design by leaving out either Sample 2 or 3 or alternatively Sample 1 or 4. With these incomplete SB-MTMM designs, all parameters of the standard MTMM design can also be estimated. The attractiveness of this design is that we can even estimate the specific variation of occasion, which is not possible in the previous two designs. It is possible only if exact repetition of the same measurements is included in the design. To estimate these effects, we have to extend the model specified in (1) and (2) by an occasion-specific component as
where o ijk represents the effect of the kth occasion specific factor, and O k represents the specific factor for the kth occasion.
Clearly, a design including three different methods can be developed in a similar way. However, further discussion of this possibility here would lead too far. We hope that it is also clear that the major advantage of these designs is the reduction of the response burden from three to two observations, which is important in practice. To show that these designs can be used, we now discuss the estimation of the parameters on the basis of the data collected.
Estimating and Testing MTMM Models Based on SB-MTMM Experiments
The main difference with the standard approach is that in the SB-MTMM experiment various samples of the same population, not just one sample, are analyzed simultaneously. Since the samples are drawn from the same population, we assume a common model-the one specified in equations (1) and (2), including the restrictions on the parameters shown in (4a), (4b), and (4c)-even though not all the questions have been asked in every group of respondents. The latter feature of this design is the advantage of this approach: It reduces the response burden for respondents, since the respondents in each sample answer just some of the questions (with the questions being answered differing across groups).
Since the assignment of individuals to groups is made at random, and there is a large sample in each group, the simultaneous analysis of the various groups will be done by using multiple-group SEM (Jo¨reskog 1971) , an approach that is available in most SEM software packages. We refer to this approach as MG-SEM. 4 As indicated in the previous section, a common model is fitted across the samples, with equality constraints of all parameters across groups. Under current software and theory for multiple-group analysis, estimation can be done by normal theory maximum likelihood (ML) or by any other standard estimation procedure in SEM. In the case of nonnormal data, robust standard errors and test statistics are typically available in the standard software. Satorra (1993) discusses asymptotic robustness of normal theory methods for multiple-group analysis. He shows that the ML standard 4 As each group will be confronted with partially different measurements of the same traits, certain software for multiple-group analysis will require some tricks to be applied. This is the case with LISREL, where the standard approach expects the same set of observable variables in each group. Simple tricks to handle such a situation of the set of observable variables differing across groups were already described in the early work of Jo¨reskog (1971) and in the manual of the early versions of the LISREL program; such procedures are also described in Allison (1987) . Multiple-group analysis with the software EQS, for example, does not require the same variables in the different groups. So in EQS we do not need these procedures.
THE SPLIT-BALLOT MTMM DESIGN errors of some parameters (loadings and effects parameters), as well as the chi-square goodness-of-fit test statistic, are asymptotically robust to deviations from normality as long as the nonnormal random constituents of the model (error terms, trait, occasion, and method factors) fulfill the following two conditions: (1) unconstrained variances and covariances and (2) mutual independence, not merely zero correlation. In our model setup, however, such conditions do not hold since we impose equality across groups of all model parameters, including the variances and covariances of the trait and method factors (the possible nonnormal constituents of the model); thus in cases of nonnormality standard ML inferences may be wrong. For nonnormal multiple-group data, though, formulas to robustify standard errors and test statistics to deviations from normality are available in standard software. For a review of multiple-group analysis of SEM models that applies to all the designs considered in the present paper and under different distributional conditions see Satorra (2001) .
The incomplete data setup we are facing could also be seen as a missing data problem. In the case of a limited number of missing patterns, such as those found in our setup, normal theory ML estimation for missing data was investigated by Muthe´n, Kaplan, and Hollis (1987) , who showed that the same fitting function could be used in this case as in normal theory ML multiple-group approach with means included in the analysis. That is, under our design, the missing-data approach under the normality assumption gives identical results to the ML multiple-group option of analysis just described. In fact, ML for missing data has recently become available in some SEM software programs, so we could just use the option of SEM with missing data (normal theory) to achieve the same results as the normal theory multiple-group option. Note, however, that the missing-data approach typically assumes normality, and it is not yet known how good these procedures are in case of nonnormality. Furthermore, the missing-data approach requires the inclusion of means in the analysis, something that with MG-SEM can be avoided. The adjustment of the analysis when some of the variables are categorical is also straightforward when MG-SEM is used, following the classic approach of Muthe´n (1984) for categorical ordinal data.
Since the MG-SEM approach provides all the statistics needed, even the ones protected against nonnormality and the approach for categorical data, we advocate the MG-SEM approach as the standard method of analysis for the SB-MTMM model. In it, the covariance matrices are used as matrices to be analyzed while the data quality criteria, reliability, validity coefficients, and method effects are obtained by complete standardization of the solution obtained.
Although the statistical literature suggests that the data quality indicators discussed above can be estimated through SB-MTMM designs, it cannot be excluded that the two-group design with incomplete data, in particular, may lead to problems due to empirical underidentification. Before discussing these issues, we will first illustrate the use of the two-and three-groups MTMM designs on the basis of the data from the same study discussed at the beginning of this paper.
EMPIRICAL EXAMPLES
In Section 1, an empirical example of a standard MTMM experiment was discussed. To illustrate the difference between this design and the SB-MTMM designs, we randomly split the total sample of that study (n ¼ 428) in two (n ¼ 210) and three groups (n ¼ 140). Following this, we took from the full set of observed variables for each group only those variables that would have been collected had the two-or threegroup MTMM design been used. In this way, we obtained for each group incomplete covariance matrices. Next, we estimated the model discussed above using the multiple-group approach. We discuss the results in sequence, starting with the three-group design, in which the complete covariance matrix is available from the different groups. We then discuss the results for the two-group design, in which the covariance information is also incomplete.
Results for the Three-Group Design
The random sampling of the different groups and the selection of the variables according to the three-group design led to the results summarized in Table 5 .
First, this table indicates that in each sample incomplete data are obtained for the MTMM matrix. The correlations for the unobserved variables are represented by zeros and the variances by ones. This presentation is necessary for the multiple-group analysis with incomplete data in LISREL, but it does not have to be used in general. It will be clear that these correlation matrices are rather incomplete because, in each of the samples, one set of variables is missing. Second, we can see that we summarized the response distributions in means and standard deviations and these can be compared across groups, as is done in the standard split-ballot experiments. However, in this case we want more. We also want estimates of the reliability, validity, and method effects. In estimating these coefficients from the data for the three randomly selected groups simultaneously, we assumed that the model is the same for all groups except for the specification of the selection of the variables of the three groups. For the technical details of this analysis, we refer to the input of the LISREL program given in Appendix B. Table 6 provides the results of this estimation as provided by LISREL using the ML estimator. 5 The table also gives the estimates from the complete data set for comparison.
Given that sampling fluctuations are likely to lead to differences between the different groups, the similarity between the results for the two designs indicates that the three-group SB-MTMM design gives estimates of the parameters of the MTMM model that are very close to the estimates of the classic design, even though the matrices are rather incomplete because people answer fewer questions on the same topic.
LISREL did not face identification problems, even though the covariance matrices in the different subgroups are incomplete. Identification issues are discussed further in Section 4.1. Let us now investigate the same example in the same way, assuming that a two-group design has been used. 
Two-Group SB-MTMM Design
Using the two-group design, the same model is assumed to hold for both groups and the analysis is carried out in exactly the same way. The data for this design are shown in Table 7 .
The procedure for filling in the empty cells was the same in Table 7 as in Table 5 . An important difference between the two designs is that in this case no correlations at all are available between the traits measured with the first and the second method. Therefore, the parameters have to be estimated on the basis of an incomplete covariance matrix.
The analysis with this data did converge, but an improper solution was obtained with negative variances for the variances of the first two method factors. This problem also arises in the classic MTMM approach when a method factor has a variance very close to zero. Table 6 shows that the method variance for the first factor was not significantly different from zero and is rather small, even though the estimate was based on two groups of 140 or 280 cases. In the two-group design, this variance has to be estimated on the basis of 210 cases, and in this case it seems that it does not give a proper solution. A common In this case LISREL reports a chi-square value of 12.7 with d.f. ¼ 67, but here too the d.f. has to be corrected in the way explained above (note 5) making the correct d.f. ¼ 19. Table 8 shows that, with the restriction discussed above, the program provides estimates that are not too far from the estimates used in the classic MTMM design. The largest differences in the validity coefficients for the first method are a direct consequence of the restriction introduced. On the whole, the conclusion drawn from the estimates obtained by the two-group design does not differ from the conclusion drawn from the estimates of the one-group design: the second method is more reliable. Given the restriction introduced on one method variance, we would be reluctant to draw a definite conclusion about the validity coefficients and therefore about the method effects.
Clearly, the fact that we had to introduce this restriction raises the question of whether the two-group design is identified and whether it is stable enough to be useful in practice. On the one hand, it would seem to be the most natural approach to reducing the response burden. On the other hand, when this approach is not stable enough to provide the same estimates as the classic or the three-group SB-MTMM design, then one of the other designs has to be preferred.
Regarding identification, we can say that the model is indeed identified under normal circumstances and the estimation procedure specified will provide consistent estimates of the population parameters. This can be verified by assessing the full rank of the Jacobian matrix associated with the model specified. This issue will be discussed in Section 4.1. Before proceeding to the next section, it should be noted that the example above did not give a correct impression of the quality of the different designs. The reason is that the quantity of data on the basis of which the parameters were estimated differed for the parameters in the different designs. The parameters of the classic design were based on approximately 420 cases. The parameter estimates in the three-group design are based on 140 or 280 respondents. In the two-group design the parameter estimates are based on 210 or 420 cases. These differences in sample sizes could be a reason for difference in performance. We therefore also discuss the topic of efficiency of the different designs in the next section.
THE EMPIRICAL IDENTIFIABILITY AND EFFICIENCY OF DIFFERENT SB-MTMM DESIGNS
To assess the empirical performance of these different designs, two issues have to be investigated. The first is under what conditions the procedures break down, even though the correct model has been specified. The second issue concerns the efficiency of the designs in estimating the parameters of the MTMM model. We begin with the first issue.
The Empirical Identifiability of the SB-MTMM Model
There are three aspects of these models that require special attention when the model has been specified correctly: The problem of minimal method variance is a problem of overfitting. In this case a parameter is estimated that is not needed to fit the model to the data. If the model had been estimated with this coefficient set at zero, the fit would be equally good. This problem is not just a problem of SB-MTMM designs; it also occurs in the classic MTMM design. The solution, as mentioned above, is to specify the parameter that is not needed for the model at zero or close to zero.
It is more problematic to detect where the problem in the model is. Our experience with analyses of MTMM data is that negative variances for the method variances are obtained in unrestricted estimation procedures if the variances are very close to zero. In such cases, restricting the variances to a value very close to zero solves the problem. In the case where estimation procedures include constraints on the parameter values in order to avoid improper solutions, the value zero will automatically be obtained for the problematic method variance.
The second condition, lack of correlations between the traits, can create a problem because it is known that the loadings of a factor model are identified if each trait has three indicators, or if each trait has two indicators and the traits are correlated with each other. If each trait has only two indicators and the correlation between the traits is zero, the situation is the same as for a nonidentified model with one trait and two indicators. Applying this rule to the MTMM models, we can see that in the classic MTMM model each trait has three indicators and is therefore under normal circumstances identified even if the correlations between the traits are zero. In the different groups of the SB-MTMM designs, each trait has only two indicators. Therefore, if the correlation between two traits is zero, the model in the different subgroups will not be identified. If all three correlations, or two of the three, go to zero, the standard errors of the parameters become very large. This is an indication that a problem of identification exists.
Fortunately, there is a simple solution to this problem if we have some freedom of choice in the selection of the traits for the experiments. We can then select as traits for the experiment those traits that have sufficient correlation to avoid problems. If we are aware of this problem, we can prevent it in the design of the experiment.
The third condition is that the basic model of the two-group SB-MTMM design is not identified if the correlations between the traits are exactly identical. Fortunately, this is a very unlikely situation. However, if we are confronted with a situation where the standard errors are rather large while the correlations between the traits are not close to zero, equality of the correlations might be the explanation.
The discussion so far suggests that the SB-MTMM design with two groups can be used if we select traits that correlate with each other but do not have equal correlations. Under these rather elementary conditions, even the two-group SB-MTMM designs will be identified and the multiple-group ML estimator will provide consistent estimates. For the three-group design, these requirements are not necessary.
The Efficiency of the Various Designs
The second issue to be discussed is the efficiency of the various designs. This is a relevant issue because the reduction of the response burden might be gained at the expense of efficiency. Efficiency is here studied on the basis of the standard errors of the estimates of reliability and validity. Given that reliability and validity are estimated as two standardized parameters, and the standard errors of standardized coefficients are not available in most SEM programs, the procedure for computing the standard errors is provided in Appendix C.
Efficiency will be evaluated by determining the total sample size over the two or three groups needed in each design to obtain the same standard error for the relevant parameters, as in the classic onegroup design. As a starting point for the evaluation of efficiency, we chose an analysis of one-group design with a sample size of 300 cases. This sample size is chosen because it is normally sufficiently accurate. The data for analysis were generated with a model in which all the method variances are equal while the validity coefficients squared plus the method variances are equal to 1 and the error variances are also equal to each other for all nine variables. This was done to simplify the results. In such a model, only two parameters have to be chosen: 7 method variance and error variance. The upper part of Figure 3 gives the sample sizes needed (for each of the groups) in the twoand three-group design to obtain the same precision in estimation of validity as in the one-group design (n ¼ 300) for different variances of the method effect for a fixed value of error variance (.30).
8 The lower part of Figure 3 gives the sample sizes needed (for each of the groups) in the two-and three-group design to obtain the same precision in estimation of reliability as in the one-group design (n ¼ 300) for 7
The correlations between the traits are also parameters of the model, but these parameters have not been varied as the other two have. The values of these parameters were .6 for traits 1 and 2; .3 for traits 1 and 3; and .1 for traits 2 and 3. 8 Because the estimates of the parameters of the two-group design are based on different numbers of parameters, we use here the worst case-i.e. the result for parameters based on only one group in the two-group design.
THE SPLIT-BALLOT MTMM DESIGN different variances of the random errors for a fixed value of method variance (.16). The fixed values represent reasonable values of the parameters in practice. Figure 3 shows that for very small method variances the total sample for the two-group design has to be very large. A much smaller total sample is needed for the three-group design. However, we should realize that the standard error for very small method variances is also very small unless the variance is equal to zero, as discussed above.
This figure also shows the same kind of results for the effect of the error variance on the sample size required in two-and threegroups designs if the same precision is to be obtained in the estimation of reliability as in one-group design.
The inefficiency of the two designs for very small error variances, compared with the one-group design, is also evident. FIGURE 3. The sample size needed in the two-and three-group design to obtain the same accuracy in estimation of the reliability and validity as in the one-group design (n ¼ 300) for different variances of the method effect and the random errors.
Fortunately-or unfortunately-these very small error variances do not occur in survey research. This figure shows clearly the price we have to pay for the reduction of the response burden in the two-and three-group design.
CONCLUSION AND DISCUSSION
This paper has shown that the SB-MTMM experiment provides the same information as the more common split-ballot design on the distribution of responses for different forms of the same question. But the SB-MTMM design can also provide information about the reliability and validity of measurements if we are willing to ask three more questions in each group. This is an important advantage over the standard split-ballot design.
Compared with the classic one-group MTMM design, the SB-MTMM design reduces response burden by reducing the number of items to be asked in a questionnaire, without loss of information on reliability and validity measurements. Questions concerning the same trait need to be answered only twice, not three times as is required in the classic MTMM approach. Thus its major advantage is that it reduces the response burden. It is, however, also clear that a price is paid for this design improvement. The sample size required in SB-MTMM designs is much larger than in one-group designs, as was shown in Section 4.
It should be noted that the effects of repeating questions dealing with the same concept cannot be eliminated completely. Repetition is necessary for estimating the reliability and validity. However, occasionspecific effect or order effects can be estimated using designs with repeated observations of the same traits with exactly the same questions. Fortunately, this does not have to be done for all forms and traits. Three-or four-group designs with exactly repeated observations for one method are sufficient to estimate these effects. Meta-analyses of MTMM experiments also provide estimates of the effect of repeated observations and allow correction for this effect, as has been shown by Saris and Gallhofer (forthcoming) .
For estimation, we suggest analyzing the data of these multiplegroup designs by using the options of multiple-group SEM available in THE SPLIT-BALLOT MTMM DESIGN standard software. It is important to note in this context that we can obtain corrections to standard errors and test statistics to cope with nonnormality in a standard fashion.
Regarding efficiency, we have shown that the three-group design is far more efficient than two-group design, especially for small method variances and error variances. The total sample sizes can be reduced by the use of three groups instead of two if the errors are quite small. However, the three-group design also has disadvantages-for example, it does not give data for the same variables for all people in the sample. At least one group will have incomplete data. In the two-group design, this is not the case, because all respondents are confronted for each trait with one of the three forms.
Another disadvantage is that the three-group design requires more forms of the questionnaire. This may create problems in paper and pencil research if the designs become more complex. The decision about which design should be used in practice will depend on the design of the study. Let us illustrate this point.
Comparing the two-group and the one-group design, we can observe the following. For an averaged survey item with a method variance around .16 and a averaged error variance around .3, the standard error for reliability and validity is close to .03 in a one-group design with a sample size of 300. To get the same accuracy with a two-group design, we need at least 700 cases in each group. In a study with 1500 cases, we could do 5 one-group MTMM studies but only 1 two-group design study. If the one-group design is used, this means that each group gets 3 questions, which have to be answered three times. In two-group design, no group has to answer the same question three times, and so each group has three fewer questions to answer than in the one-group design. Therefore, we could also use each group in the two-group design for two experiments. Each group would then have to answer the same number of questions as in the one-group design, but none of the questions would be asked more than twice. Consequently, the comparison is between 5 one-group MTMM experiments with three questions that have to be asked three times, and 2 two-group MTMM experiments with an equal number of questions, but none of the questions has to be asked more than twice. Accuracy would be approximately the same, as would be the complexity of the field work, but the problems of repeating questions three times would be avoided in the two-group design.
Depending on the number of questions we would like to evaluate in a MTMM study, and the size of the sample in which the MTMM experiments are to be placed, we have to study what the most efficient way is to use these designs within a specific project. Further discussion of this issue would be beyond the scope of this paper. We wish only to show here that there is an alternative to the classic MTMM design: the SB-MTMM design.
APPENDIX A: THE RELATIONSHIP BETWEEN THE TS MODEL AND THE CLASSIC MTMM MODEL
The structure of the classic MTMM model follows directly from the basic characteristics of the TS model that has already been specified in equations (1) and (2) above. From this model we can derive the most commonly used MTMM model by substitution of equation (2) into equation (1). The result is the model 
Although this model looks very attractive, there are some problems associated with it. One is that the estimates of data quality for any model are obtained only after an MTMM experiment has been conducted and the data analyzed. In order to apply this approach in practice, for each question in the survey we should ask two more questions to estimate quality. This is of course prohibitively expensive and therefore not done.
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An alternative would be to study the effects of different questionnaire design choices on quality criteria and use these relationships to predict data quality before and after data are collected. If enough MTMM experiments are carried out and a meta-analysis to determine the effects of choices on quality criteria is undertaken, then no extra questions are needed in the substantive surveys. This approach is indeed what has been suggested by Andrews (1984) and is also applied in several other studies (Ko¨ltringer 1995; Scherpenzeel and Saris 1997; Saris and Gallhofer, forthcoming) .
However, in such an analysis of quality criteria, it is preferable to use parameter estimates that represent only one criterion and not mixtures of different criteria that could confuse the explanation. It is for this reason that Saris and Andrews have suggested an alternative parameterization of the classic model. This True Score model is already seen in equations (1) and (2). In this model, the reliability and validity coefficients are separated and can be estimated independently of each other. Both can also vary between 0 and 1, which is not true if we use the reliability and the coefficient q ij (as Andrews [1984] did) starting with the classic model. Saris and Andrews (1991) have suggested that for meta-analysis the True Score MTMM model has major advantages. Since we think that meta-analysis across MTMM experiments is the most important application of the MTMM design, we use the True Score model in this paper.
APPENDIX B: THE LISREL INPUT FOR THE THREE-GROUP SB-MTMM EXAMPLE
Analysis of british satisfaction data with 3groups SB-MTMM model 
APPENDIX C: STANDARD ERRORS OF RELIABILITY AND VALIDITY ESTIMATES
This appendix provides the expressions for the standard errors of the estimates of reliability and validity in the SB-MTMM model. The standard errors are computed as the square root of the asymptotic variances of the reliability and validity estimates derived using the classical delta method. The reliability and validity coefficients, r 2 and v 2 , can be expressed as functions of basic parameters of the SB-MTMM model. The basic model used to estimate the parameters is represented by the following two equations: 
and V 1 is the variance-covariance matrix of the estimates of the vector of parameters ( ij , j ) and V 2 is the variance-covariance matrix of the estimates of the vector of parameters ( ij , j , ij ). The square roots of the above expression of var(estimate of v 2 ) and var(estimate of r 2 ) are the desired (asymptotic) standard errors that are used to construct the graphs of Section 4.2. We should emphasize that these are standard errors whose validity is sustained by the large sample size assumption, and for the condition of the variance 2 ij þ j þ ij not being too small. THE SPLIT-BALLOT MTMM DESIGN
