Abstract-Advances in computing technology, and data gathering tools provides a great opportunity in engineering area such as civil structure analysis domain to better understand its phenomenon. Our case study utilize these advances in pipeline structure in order to study the corrosion behavior that been one of the problem that leads to its failure. The availability of ILI data from MFL tools provides a better insight of corrosion process by using an efficient systems and data analysis method in order to extract important information regarding the condition of the pipeline. Our paper will discuss an implementation of automated matching systems and data correctional method that shown a promising result to improve the quality of data for future reliability assessment. The automated matching systems was evaluated using linear regression method for its sensitivity analysis whereby a modified corrosion rate method was used along with linear prediction method to verify the accuracy of the corrected data. Issues and advantage gain from this research is threefold; timeliness, accuracy, and consistencies in data sampling. This is a preliminary work towards a reliable pipeline assessment method.
I. INTRODUCTION
Dependencies on accurate interpretation and assessment of inspection data for decision making regarding future maintenance is a must for engineer and inspection personnel of a structure systems. Without real inspection data, researchers are not able to quantify the possible uncertainty initiated during site inspection. The non-significant uncertainty occurred throughout site inspection activities would become enormous in further stage of analysis. Researchers like [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] are among the researchers that effectively developed their assessment procedure, degradation model and degradation rate based on the real data, but yet more research utilizing real inspection data is greatly needed. Managing this workload and transforming mountains of data into useful, practical information is a challenges we going to cater in this study. In addition, the abovementioned research work did not introduce an appropriate investigation on the real inspections data in order to determine the possible errors and uncertainties. The absence of mechanize and correctional method for exploitation of corrosion inspection data may cause some difficulties [11] [12] [13] [14] [15] :
• Often the operators focused the research on reliability assessment rather than the preceding data analysis which tend to affect the overall result of prediction.
• The complexity and time consuming data analysis process tends to overburden the operators involved and may result in poor planning and maintenance scheduling.
• The reliability assessment quantifies the degradation of the structural capacity (such as pipeline) and provide basis for making decision regarding the rehabilitation. This paper will focus on utilizing corrosion growth analysis with the objective of mechanizing the feature-to-feature matching system for corrosion repeated ILI data. Data from this system will act as an input for statistical analysis and modification. Few approaches exist for dealing with data modification namely; robust algorithms, filtering, and correction [16] . Only correction method will be discussed in this paper due to its applicability in our work. In correction, the corrupted instances will be repaired and returns them to the data set. The resulting data set was assumed to preserve and recover the maximum information available in the data. The availability of multiple datasets serves as a benchmark when compared to the corrected version.
The paper is organized as follows: Section II discusses the pipeline assessment procedure includes the flow of the data from the matching system until the correctional stage and related works. Datasets and parameters involve in matching systems and corrosion data variance was presented in Section III. Section IV presents the experiment and results from the matching systems. Section V discusses an experiment and results of comparison using modified corrosion rate. Finally we conclude our discussion in Section VI.
II. PIPELINE ASSESSMENT PROCEDURE
There are two types of assessment used by pipeline operators namely; deterministic, and reliability principles. For deterministic assessment of pipeline subjected to failure caused by corrosion attack, there are several assessment code currently used by operators, such as ASME B31G Criterion, SHELL 92, and DNV RP-F1010 [17] [18] [19] . Lack of consideration regarding the uncertainties in corrosion data was a drawback using this assessment. It generally uses lower bound data (e.g. maximum corrosion rate, minimum wall Automated Matching Systems and Correctional Method for Improved Inspection Data Quality Mazura Mat Din, Member, IACSIT, Norhazilan Md. Noor, Md. Asri Ngadi, Khadijah Abd. Razak and Maheyzah Md Siraj thickness, peak depth of corrosion). Consequently, it can be over conservative in terms of safety when implemented to a pipeline containing extensive corrosion defects. For example, the prediction of future growth of corrosion defects located in the pipelines will use an average or single rate value without considering the possibility that not all defects will grow at the same rate. Moreover, this method only concerned with the estimation of the present remaining strength and does not focus on the future prediction due to its inability to provide quantitative information regarding the probability of failure with time. Thus a many researchers concludes that this procedures were too simplistic and conservatives to be economically viable [20] [21] .
To deal with problem impose by deterministic procedure, a reliability method was introduced. In the past two decades, reliability method have found widespread application in many industries such as in nuclear power stations and now becoming more popular for pipeline assessment [22] . The reliability method can be used to quantify the failure probability of pipeline, to access the structural safety and integrity as well as to predict the residual life of a corroded pipeline with further corrosion growth. The reliability approach presents a well-designed procedure for systematically accounting for the aforementioned uncertainties and permits a rational assessment of the reliability levels of pipelines that are already in service [16, [23] [24] [25] . Thus in this paper we will describe the phases we experimenting based on this procedure.
Based on Noor, 2006, the common framework of structural assessment procedure is illustrated in Figure 1 . As noted, most of research conducted in structural assessment procedure has omitted the data analysis which involved an investigation and interpretation of real inspection data. Prior to introduction of enhanced assessment procedure for pipeline under internal corrosion, every stage in the assessment procedure were conducted separately. When the holistic reliability assessment become compulsory, all the stages need to be put together, so that it could provide a complete picture of the current integrity of the pipeline by assessing all areas of risk.
The importance of real inspection data in developing a prudent assessment methodology is a top priority [26, 27] . Regardless of the difficulties in attaining real inspection data, more efforts to encourage the use of real inspection data are crucial. The used of real inspection data will augment another research issue related to uncertainties and errors, which without proper assessment will lead to inaccuracies in analysis and provide poor decision making on structure maintenance planning. Figure 2 visualize this relationship in a sequence manner.
In this research however we will limit our studies on pipeline deterioration and its assessment method. This review has illustrated the unavailability of standard assessment procedure, the inability of recent assessment framework to cope with real uncertainties and errors, and the lack of real inspection data in developing structural assessment procedures. These will lead to initiating a new research on more practical assessment framework which is hoped capable to take into account the unconcerned matters in the previous researches. Furthermore the automation and data correctional method introduced in this investigation will cater the current issues to be discussed regarding pipeline corrosion assessment to be introduced in later section. Issues and advantage gain from this mechanize system is threefold: timeliness, accuracy and consistencies in data sampling. The next section will detail out the properties and type of data used in this study.
III. DATASETS
An extensive amount of pigging data was gathered through in-line inspection activities on the same pipelines at different times. A nondestructive technique using Magnetic Flux Leakage (MFL) tools as shown in Figure 3 below were used to capture a physical deterioration of outer and inner wall of the pipeline [29] . In our case the available data was an internal metal loss data in pipeline transporting a crude oil. These databases of pigging data were collected from three different pipelines, named Pipelines A, B and C. Pipelines A and B consist of three sets of data, recorded in Year 0 (Y0), Year 3 (Y3) and Year 6 (Y6). Normally, pigging data provides valuable information on the corrosion defect geometry, such as depth and length, orientation, defect location and types of corrosion regions. The physical dimensions and other related information of these three pipelines are presented in Tables 1, 2 , and 3. In this study, because of the limited space, only an experiment and results from Pipeline B will be discussed. 
IV. AUTOMATED MATCHING SYSTEMS
The main aim of this first stage is to provide a group of matched data for data analysis purposes. This stage requires at least two sets of pigging data, collected between two different times of inspection activities from the same pipelines to estimate the corrosion growth rate. One set of inspection data can give an idea of the current condition of the pipeline but having two sets of inspection data can show if the condition of the pipeline has deteriorated over time [15] . Data sampling procedure can also be used as an initial step in determining the level of error by observing the difficulties during data matching. This stage consists of two important processes, which are data observation and feature-to-feature data matching procedure. Among the problems related to these process is feature identification such as depth accuracy, axial location accuracy, circumferentially location accuracy and clustering/interaction criteria. In current practice this process has been conducted manually based on expert approximation in sizing the accuracy of the data and to sample enough data to be analyze. Furthermore the manual matching is tedious process, error prone, and time consuming [16, 28] .
Manual matching so far proved to produced an inconsistent sampling even though using the same data (e.g. [16] , produces a 617 sample of match data whereby [30] produced a 473 sample). The sizing value of the parameters can be set up accordingly. Figure 4 below is the snippet of the sizing value in bold numbers. The example of snippet below show that the value of 0.5 for relative distance parameter and 90 for orientation is set up in order for the matching to cluster the data based on specified criteria. The matching process will look at all the possibilities of match data depending on the sizing parameters. The stochastic nature of the defect might produce a different number of sample for each year match (for example, spool 580 in year 0 produce two defect whereby the same spool in year 3 might produce 4 four defects). So, the trimming of the data has to be done for consistencies of data. Example of the console interfacing was shown in Figure 2 , which shows a doublet matching (Year 0 and Year 3 data).
Even though the matching data gain from this system using the automated matching consistent and can be achieved within a short period of time, we found out that after further analysis using statistical method, the data contain an error which might due from one or multiple reasons which is; different tools accuracies and measurement in different inspection or human error during interpretation of signal received. In order to minimize this error, a correctional method using modified corrosion rate method was introduced and will be discussed next.
V. MODIFIED CORROSION RATE
To predict the pipeline deterioration process and corrosion growth rate, the matched data was further evaluates using a statistical and probabilistic method. The output from this process was an average and standard deviations of the defects parameters of depth and length. Unfortunately, results from this analysis contain an error owing to negative average and large differences of standard deviation. If the average of defect size in the following inspection is found lesser, it can be deduced that there was either an unknown amount of error during measurement of corrosion dimension or during sampling procedure. It means that there was a group of negative corrosion rate embedded within the data. Therefore, efforts must be made to increase the reliability of corrosion rate since any error related to corrosion parameters would significantly affects the reliability of assessment results. Details if the parameters involve in this application was shown in Table 4 . The purpose of this study is to apply a correction method in order to reduce the variance of corrosion data. There are three techniques available for corrosion rate correction as follows [11] :
• Reduction of corrosion rate variation.
• Exponential correction distribution.
• Defect-free.
Our discussion will evolve around the first techniques as it been applied in present work.
A. Reduction of corrosion rate variation
Few assumptions of the corrosion rate were made in order to execute this method whereby it is linearly propagate and normally distributed. The main aim of this method is to trim down the standard deviation of the corrosion rate estimates, while maintaining the mean value and at the same time dropping the effects of measurement error. By reducing the standard deviation, the effect of negative rates upon corrosion growth can be avoided. This type of correction method was introduced earlier by [31] . This technique can be further divided by two methods namely; modified variance (Z-score method) and modified corrosion rate method. In our works the later methods was used and verified. Details of this method will be discussed in next subsection.
B. Modified corrosion rate
This method is used to modify one of the matched set of data, which is assumed to be erroneous caused by inspection activities, inspection tools and others factor. A comparison of modified data set with its corresponding set will be made to recalculate the corrosion rate. The intention of this modification (involve depth value) is to minimize the error hence reducing the variance of the corrosion rate distribution. To demonstrate the correction procedure, match data from Pipeline A and Pipeline B in year 3 using the data in year 6 will be used .
Theoretically, if a prediction is made from year 3 to year 6, the amount of uncertainty in the measured defect sizes will grow larger given there is no improvement in the inspection tools and procedure, hence resulting in higher variation and mean value of corrosion depth. The expression can be written as: Nevertheless, the variation of d By3 is found higher than d By6 , reflecting the severity of errors and uncertainties in the y3 set. There is a significant improvement of the quality of data collected from inspection in year 6 judging by the smaller variation of corrosion depth. This is possibly owing to the improvement of the inspection tools. The measured data on both occasions are assumed to be the real or the true value of corrosion depth with a certain level of error which is unknown mathematically in this case and can be expressed as follows: By assuming that the variance of real depth should be no greater in year 3 than in year 6, the measured variance in years 3 and 6 is assumed equivalent. Hence, the variance of error from the inspection in year 3 becomes larger than the year 6 variance as shown by following equations. The principle of this correction method is to use information from set y6 (which is assumed to be more accurate) to reduce the corrosion depth variance of set y3, in accordance with the relation expressed in Equation (1) . In other words, an inspection in year 6 is assumed to be more accurate; therefore if the same accuracy is applied to the prior inspection carried out in year 3, the real variation of set in year 3 will be the same or smaller than the measured variance in year 6. With reference to Equation (7), the real (modified) variance of d By3 as it should be in theory can be represented by: When the variance of modified depth in year 3 is assumed equal to the variance of measured depth in year 6, the end result will warrant a smaller variation of set in year 3 compared with that of year 6. The variance of the correction factor is assumed to be dependent upon the variance of depth of both sets in years 3 and 6. To reduce measurement error in year 3 so that it matches with the error severity in year 6, measured data in year 3 have to be resample by using a simulation procedure. The modification of depth data in year 3 can be written as follows: The correction factor, c, will randomly shift the measured depths towards the mean value of the corrosion depth hence reducing the spread of the data. The correction factor, c, is assumed to be dependent upon k, which is a variation factor assumed to be normally distributed. In deterministic form, k is expressed as: If the variance of corrosion depths in years 3 and 6 is equal, the k value will be zero as will be the c value, indicating no changing in the variation of corrosion depth. The bigger the difference between variance values of both corrosion depths, in years 3 and 6 in this case, the larger the k value resulting in a large reduction of variance of corrosion depth for the earlier inspection.
The corresponding parameters and the results of comparison are shown in Table 5 , 6 and 7. The comparison shows the variance of the corrosion depth distribution in year 3 was successfully reduced more than 50% from the measured variance. Nevertheless, the COV for modified corrosion depth also less than COV of measure data which is less than 33%. It shows the modified distribution is more accurate and contains a small amount of errors. 
C. Statistical Analysis of Future Corrosion Defect Sizes
Prediction of future corrosion defect size can be used to examine the accuracy of the proposed correction approaches. In this study, a prediction of corrosion data from year 3 to year 6 has been made by using corrected corrosion rate and uncorrected corrosion rate. A statistical analysis for this prediction used a SPSS software tool. Table 8 and 9 shows the differences between uncorrected corrosion rate and corrected corrosion rate for both pipelines. Although, the t-test shows a little difference between the actual and modified data in terms of means and standard deviation, but further analysis involving the variance in Table 10 and Table  11 proved differently. Nevertheless, Figure 5 and 6 illustrates the prediction results using corrected corrosion rate and uncorrected corrosion rate. By comparing the actual corrosion depth year 6 and prediction corrosion depth year 3 (using corrected corrosion rate and uncorrected corrosion rate), it shows the corrected distributions have produced much better predictions compared with those using the uncorrected corrosion rate. The prediction of data distribution from year 3 to year 6 using corrected corrosion rate is almost similar in shape to the actual distribution of corrosion data in year 6. Figure 5 . Comparison of prediction data from y3 to y6 using corrected corrosion rate and uncorrected corrosion rate (pipeline A) Figure 6 . Comparison of prediction data from y3 to y6 using corrected corrosion rate and uncorrected corrosion rate (pipeline B)
VI. CONCLUSION
An abundance of available inspection data coupled with and advancement of inspection tools can be fully utilize to give a real view of condition of the deterioration structure. This advantage was exploited by developing an automatic matching system that proved to produce a more consistent and unbiased processed data for further reliability analysis in a timely manner compared to existing manual method. A comparative study on actual and modified data using a modified corrosion rate method attest an assumption that it give a better quality data in the later stage of analysis. Further works can be carried out by comparing different correctional method in order to generate a quality data for reliability analysis. Our future works involve a usage of an artificial intelligence method will be applied in the prediction of corrosion growth utilizing data from current stage in the assessment procedure. Results from this work could benefit the prediction accuracy of the real deterioration condition cause by corrosion as well as benefit on the decision regarding the future integrity of the structure.
ACKNOWLEDGMENT
The author gratefully acknowledges the financial support for this study provided by Ministry of Higher Education and Universiti Teknologi Malaysia. 
