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Quantum phase transition of the transverse-field quantum Ising model on scale-free
networks
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I investigate the quantum phase transition of the transverse-field quantum Ising model in
which nearest neighbors are defined according to the connectivity of scale-free networks. Using
a continuous-time quantum Monte Carlo simulation method and the finite-size scaling analysis, I
identify the quantum critical point and study its scaling characteristics. For the degree exponent
λ = 6, I obtain results that are consistent with the mean-field theory. For λ = 4.5 and 4, however,
the results suggest that the quantum critical point belongs to a non-mean-field universality class.
Further simulations indicate that the quantum critical point remains mean-field-like if λ > 5, but it
continuously deviates from the mean-field theory as λ becomes smaller.
PACS numbers: 64.60.F-, 64.60.Cn, 64.70.Tg, 89.75.Hc
I. INTRODUCTION
Recently, complex networks have drawn much at-
tention among the physics community because they
can describe a huge variety of both natural and man-
made systems, such as the World Wide Web,[1, 2] the
Internet,[3] human social networks,[4–6] power grids,[7]
ecological networks,[8, 9] metabolic networks,[10] neural
networks,[7, 11] and protein interactions[12]. In a physi-
cal model based on such a network, individual elements
interact with each other if they are directly connected
by a link. The equilibrium properties of such a system
are strongly affected by its topological structure. As op-
posed to a regular lattice with nearest neighbor inter-
actions, a complex network has random long-range con-
nections that enhance long-range correlation, clustering,
and small-worldness. While the “volume” of the system
is proportional to the number of nodes N , the largest
distance grows no faster than logN , hence the effec-
tive dimension of a complex network becomes infinitely
large.[13] In many cases, these effects are manifested in
critical phenomena, where the increase of long-range con-
nections drive the critical point toward the mean-field
universality class.[14, 15]
The degree k of a node is defined as the number of links
it is connected to. The way the degrees are distributed is
an important property that characterizes a complex net-
work. Interestingly, in a large proportion of the widely
observed complex networks, the degree distribution fol-
lows a power law, P (k) ∝ k−λ.[13] These special kinds of
complex networks are called scale-free networks because
no particular length scale can be found in the degree
distribution. The direct consequence of the power-law
distribution is that there are always a small but signifi-
cant fraction of nodes with large degrees. These “hub”
nodes play an important role of reducing the average dis-
tance between the nodes, and they greatly influence the
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phase transitions. Critical behavior of the Ising model on
scale-free networks has recently been a popular subject of
research. It is now very well-known that the universality
class of the ferromagnetic-paramagnetic phase transition
depends on the degree exponent λ.[16–19] For λ > 5, the
phase transition is of the mean-field type. If 3 < λ < 5,
however, the critical point does not belong to the mean-
field universality class, and its critical exponents change
depending on the value of λ. For λ < 3, the critical
temperature Tc becomes infinitely large, and no phase
transition is possible at finite temperatures. This “tun-
ability” of the universality class is one of the reasons that
the scale-free networks are often studied in the context
of critical phenomena.
Recently, there have been efforts to extend the
Ising model on scale-free networks to include quantum
effects.[18, 19] As a magnetic field ∆ is introduced in
the direction perpendicular to the Ising spin direction, it
gives rise to quantum fluctuations which tend to weaken
the spin-spin correlation of the system. This effect is best
manifested by the fact that Tc decreases monotonically
with growing ∆. If Tc vanishes at a finite transverse field
∆c, this is a quantum critical point, at which rich and
interesting phenomena of the quantum phase transition
are observed.[20] In general, the quantum critical point
belongs to a different universality class from that of the
classical critical point. In some special cases, however,
both kinds of critical points may belong to the same uni-
versality class. Most notably, if the classical critical point
belongs to the mean-field universality class, so does the
quantum critical point.[21]
While there are so many examples of classical dynamic
systems on scale-free networks, the study of quantum sys-
tems is mostly theoretical at the moment. As the tech-
nology of reducing the system sizes advances so rapidly,
however, the quantum effect may become practically rel-
evant in the near future. Another motivation for the
study of quantum model on complex networks is related
to the recent development in the quantum computing,
for which the effect of imperfections in the control of lo-
2cal magnetic field at each node is quite an important
issue. For example, a recent study of a quantum me-
chanical model on a completely random network[22] has
shown that the quantum computational errors grow very
fast with the number of quantum bits. How the topol-
ogy of the underlying network affects this property is a
very intriguing question in itself, and the study of quan-
tum model on complex networks may contribute to the
understanding of such effect.
The quantum critical point of the transverse-field
quantum Ising model has been studied in various
structures including the globally coupled network,[23,
24] Watts-Strogatz small-world networks,[21] the Bethe
lattice,[25, 26] and fractal lattices.[27] One of the impor-
tant properties of the quantum critical point is the dy-
namic critical exponent z. This quantity determines how
the temporal dimension should scale compared to the
spatial dimensions, in order the keep the action invari-
ant under renormalization. The effective total dimension
of the quantum critical system in d spatial dimensions
thus becomes d + z. In particular, it is known that z
is equal to one for the transverse-field Ising model on
any integer-dimensional regular lattices.[20] This theo-
rem also applies to any quantum critical point in the
mean-field universality class, because the upper critical
dimension in this case is an integer.[21] Fractal lattice
models are one of the known examples for which z is not
equal to one.[27]
In recent studies on the critical behavior of the
transverse-field quantum Ising model at finite Tc, it was
confirmed that the presence of the transverse magnetic
field does not affect the universality class of the critical
point.[18, 19] Although the quantum critical point of the
model has not been studied so far, there are a few pre-
dictions we can make. First, the quantum critical point
for λ > 5 is expected to be in the mean-field universality
class, since the dimension of the classical critical point is
already above the upper critical dimension. The proper-
ties of the quantum critical point for λ < 5 is, however,
far from obvious. Yet we can think of two possible sce-
narios. Either the addition of the temporal dimension
would drive the critical point to the mean-field univer-
sality class, or it will still belong to a non-mean-field uni-
versality class. In the latter case, the universality class
of the quantum critical point is most likely different from
that of the classical critical point.
In this paper, I will study the behavior of the quantum
critical point of the transverse-field Ising model on scale-
free networks, using a quantum Monte Carlo simulation
program that I developed. First of all, I use the Suzuki-
Trotter decomposition method[28] to write the action as
an integral in the imaginary time. This may be thought
of as mapping the quantum model into a classical model
with an additional dimension. The size of the imagi-
nary time dimension is inversely proportional to T , and
therefore becomes infinitely large at the quantum criti-
cal point. In order to deal with the infinite size of the
system, I will apply the finite-size scaling method.
Among many available quantum Monte Carlo sim-
ulation techniques,[29–31] my program is based on
a continuous-time method developed by Rieger and
Kawashima.[29] The main procedure may be summarized
as follows. Before the simulation begins, the world line of
length β ≡ 1/(kBT ) for each spin is broken into segments
with a random length and spin direction. The position
of the starting point of each segment, which may take
any arbitrary real number between 0 and β, is stored in
an array. At the start of each Monte Carlo step, the seg-
ments are further divided by new cuts that are inserted at
random positions according to a Poisson process. After
clusters are formed by neighboring equal-spin segments
according to a probability determined by their tempo-
ral overlap, a random spin direction is assigned to each
cluster. This is most efficiently accomplished using the
Swendesen-Wang cluster algorithm.[32, 33] After remov-
ing redundant cuts between segments with the same spin
direction, the procedure goes back to the beginning of
the next Monte Carlo step. This cycle is repeated until
the desired accuracy is achieved.
The outline of this paper is as follows. In Sec. II, the
transverse-field quantum Ising model is introduced and
explained along with the details of how I construct the
scale-free networks. In Sec. III, the results of the simu-
lations are presented and analyzed for a few values of λ,
both above and below five. Then I conclude with sum-
mary and discussions in Sec. IV.
II. MODEL
The Hamiltonian of the transverse-field quantum Ising
model is given by
H = −J
∑
〈ij〉
σzi σ
z
j +∆
∑
i
σxi (1)
where σxi and σ
z
i are Pauli matrices representing the x
and z components of the spin at the ith node. I will
consider only the ferromagnetic case (J > 0), and use
the unit in which J = 1 and kB = 1 for simplicity. The
first summation runs over all connected pairs of nodes
in the scale-free network under consideration. Note that
the second term does not commute with the first, hence
causes quantum fluctuations to the energy eigenstates of
the first Hamiltonian term alone.
The ensemble of the scale-free networks used in this
research is defined by three parameters: the degree ex-
ponent λ, the total number of nodes N , and the aver-
age degree kav. More specifically, the degree distribution
probability is given by
P (k) =


0, if k < kmin
P0, if k = kmin
ck−λ, if k > kmin,
(2)
3where kmin, P0, and c are determined by the conditions
∞∑
k=1
P (k) = 1 and
∞∑
k=1
kP (k) = kav. (3)
Note that kmin plays the role of the lower cutoff in the
degree. In order to ensure that the average total number
of connections is Nkav/2, I have introduced a continuous
parameter P0, which is not greater than ck
−λ
min
, but is as
close as possible to it. Once the degree distribution is
determined, actual networks are generated in the follow-
ing way. First of all, each node is allotted “connecting
arms”, the number of which is probabilistically chosen
according to the above distribution. Note that the total
number of arms in the whole network is not fixed in this
method, but its average will approach Nkav as the num-
ber of networks in the ensemble becomes large enough.
Now, a random node is chosen as a seed of a cluster.
Then we pick another random node unconnected to the
cluster and join one of its arms to a randomly chosen
unconnected arm in the cluster. This process is repeated
until all nodes are connected to form one single cluster.
Finally, all unconnected arms are randomly paired, with-
out doubly connecting any two nodes.[34]
The critical transverse field ∆c may be obtained using
the finite-size scaling analysis on the fourth-order Binder
cumulant[35, 36]
U = 1−
[ 〈
m4
〉
3 〈m2〉
2
]
, (4)
wherem is the magnetization per spin, and 〈· · ·〉 and [· · ·]
denote the thermal and network average, respectively. In
the vicinity of the quantum critical point, this quantity
obeys a finite-size scaling form
U = U˜
(
(∆−∆c)N
1/ν′ , TNz
′
)
. (5)
Since the size of a scale-free network is characterized by
the total number of nodes N , instead of a length, I will
denote our critical exponents with primed letters to dis-
tinguish them from the usual exponents ν and z. In a
system with d spatial dimensions, they are related by
ν′ = dν and z′ = z/d. Since the upper critical dimen-
sion of the quantum phase transition in our quantum
model is three,[37] the mean-field values of these expo-
nents become ν′ = 3/2 and z′ = 1/3. If ∆ = ∆c, the
first argument in Eq. (5) is zero and U˜ becomes a simple
single-parameter scaling function. Since U˜ has a peak, I
can identify ∆c by demanding that the maximum of U˜
as a function of the second argument should not depend
on the system size N . Then with an appropriate choice
of z′, the curves for all system sizes should collapse onto
a single curve within the scaling regime.
III. RESULTS AND ANALYSIS
A. λ > 5
Let us first investigate the case where λ = 6, for which
the quantum critical point is expected to be in the mean-
field universality class. The results of the Binder cumu-
lant calculations are shown in Fig. 1. Since the middle
plot shows the smallest dependence of the maximum of
U on the system size N , we conclude that the critical
transverse field is given by ∆c = 14.35± 0.15. Note that
the maximum of U is a little greater than the mean-field
universal value U∗ ≈ 0.270521,[38] but fairly close to it.
Figure 2(a) shows the Binder cumulant U calculated at
∆c as a function of TN
z′ , using the mean-field dynamic
critical exponent z′ = 1/3. There are two things that call
for special attention. First, the data for different system
sizes collapse onto a single curve for small T , but they
start to fall apart near TN1/3 ∼ 7. This is a usual arti-
fact of the finite-size effect.[21] Note that this may also
account for the fact that our maximum overshot the uni-
versal value, albeit only by a little. Second, it is not easy
to accurately estimate z′ because we cannot use the data
with TN1/3 >∼ 7, especially those near the peak. Simply
using the data in the low temperature scaling regime does
not provide us enough information to determine z′ deci-
sively. Performing simulations with bigger systems may
solve this problem, but it turns out to be very strenuous
and time consuming with the current simulation method.
One way to overcome this difficulty and continue our
analysis is to use a quantity that is not sensitive to the
value of z′. Below, I will use a method that has been sug-
gested Baek et al. in Ref. 21. Instead of the magnetiza-
tion m, they have used the instantaneous magnetization
per spin
s =
1
N
[〈∣∣∣∣∣
∑
i
σzi (t)
∣∣∣∣∣
〉]
, (6)
taken at a given time t. Due to the homogeneity in time,
this quantity is actually independent of t. The advan-
tage of using s lies in the fact that it saturates to a finite
expectation value of the ground state as T → 0. As a
consequence, it becomes independent of T at low tem-
peratures. Therefore, it is expected to follow a simple
single-parameter scaling form
s = N−β/ν
′
s˜
(
(∆−∆c)N
1/ν′
)
, (7)
which does not require prior knowledge of z′. One can
clearly see in Fig. 2(b) that indeed s˜ becomes indepen-
dent of T at low temperatures. Picking a point in the flat
region and sweeping ∆ in the vicinity of ∆c, one may test
the scaling property described in Eq. (7). Below, I will
use TN1/3 = 5.848035, which falls inside the flat region
of the plot in Fig. 2(b).
Figure 2(c) shows a plot of the scaling function
s˜
(
(∆−∆c)N
1/ν′
)
where TN1/3 is kept constant. I have
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FIG. 1. (Color online) The Binder cumulant U as a function of T at (a) ∆ = 14.2, (b) 14.35, and (c) 14.5 for λ = 6 and kav = 7.
Different symbols are used to represent different system sizes as denoted in the plot. The dotted lines show the position of the
mean-field value of the universal maximum U∗ ≈ 0.270521. The errorbars are omitted because they are negligible.
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FIG. 2. (Color online) Data plots for λ = 6 and kav = 7: (a) U and (b) s˜ vs TN
1/3 at ∆ = 14.35. (c) s˜ vs (∆−∆c)N
1/ν′ at
TN1/3 = 5.848035. I assumed ∆c = 14.35 and used the mean-field critical exponents ν
′ = 3/2 and β = 1/2. The dotted line
represents the mean-field universal maximum U∗ ≈ 0.270521.
used ∆c = 14.35 and the the mean-field critical expo-
nents β = 1/2 and ν′ = 3/2. It appears that all data for
different system sizes collapse nicely onto a single curve
in the vicinity of the critical point, and it supports the
previous conjecture that the quantum critical point for
λ = 6 indeed belongs to the mean-field universality class.
From further analysis, I find that the same conclusion
applies to all values of λ as far as λ > 5.
B. 3 < λ < 5
If 3 < λ < 5, the classical critical point is not in the
mean-field universality class, and the critical exponents
are given by[16]
α =
λ− 5
λ− 3
, β =
1
λ− 3
, γ = 1, ν′ =
λ− 1
λ− 3
. (8)
However, the value of these exponents for the quantum
critical point are yet to be discovered. One interesting
possibility is that the addition of the temporal dimension
to the classical critical point might drive the quantum
critical point to the mean-field universality class. In order
to test it, a similar analysis as in the previous subsection
has been performed for λ = 4.5. The results are pre-
sented in Fig. 3. First, we obtain the critical transverse
field ∆c = 16.3±0.2 by carefully observing the maximum
of U as shown in Fig. 3(a). This is greater than the value
obtained for λ = 6, which is a natural consequence of the
fact that as λ decreases, there are more hub nodes with
very high degrees, which can enhance correlations even
more. The estimation of the dynamic critical exponent
from U˜ is again inconclusive, and one cannot rule out the
mean-field value z′ = 1/3. [Fig. 3(a)] Notice, however,
that the maximum of the Binder cumulant, which is es-
timated as 0.21± 0.01, is conspicuously smaller than the
mean-field universal value. Just as I did for λ = 6, I will
assume the mean-field critical exponents and check its
validity against the simulation data at a point in the flat
region of s˜. One can clearly see that scaling function s˜
plotted in Fig. 3(b) does not quite collapse into a single
curve, when the mean-field critical exponents are used.
For λ = 4, the discrepancy becomes even more obvi-
ous. The critical transverse field in this case is estimated
as ∆c = 18.8 ± 0.2. As shown in Fig. 4(a), the Binder
cumulant maximum is 0.15± 0.01, which is almost only
one half of the mean-field universal value. One may also
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FIG. 3. (Color online) Data plots for λ = 4.5 and kav = 7: (a) U vs TN
1/3 at ∆ = 16.3; (b) s˜ vs (∆ − ∆c)N
1/ν′ at
TN1/3 = 5.848035. I assumed ∆c = 16.3 and used the mean-field critical exponents. The dotted line represents the mean-field
universal maximum.
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FIG. 4. (Color online) Data plots for λ = 4 and kav = 7. (a) U vs TN
1/3 at ∆ = 18.8. (b) s˜ vs (∆ − ∆c)N
1/ν′ at
TN1/3 = 5.848035. I assumed ∆c = 18.8 and used the mean-field critical exponents. The dotted line represents the mean-field
universal maximum.
easily see that the scaling plot of s˜ using the mean-field
critical exponents fails quite miserably. [Fig. 4(b)] We
thus come to the conclusion that the quantum critical
point does not belong to the mean-field universality class
for λ = 4.5 and 4, and the deviation becomes more pro-
nounced for the smaller value of λ. Further analysis with
other values of λ in the domain 3 < λ < 5 shows that
the data near λ ≈ 5 apparently agree with the mean-field
theory, but the discrepancy becomes more and more pro-
nounced as λ gets smaller. Due to the limit in the sta-
tistical error of the current study, however, it is not clear
exactly when the model starts to deviate from the mean-
field theory, or whether the change is abrupt or is just
a smooth crossover. The values of ∆c and U
∗ obtained
from the current analyses are summarized in Table I.
C. λ < 3
In the classical Ising model with λ < 3, the critical
temperature Tc is infinitely large. Therefore, there is
no ferromagnetic-paramagnetic phase transition, and the
system is ordered at all temperatures. How the quantum
model in this regime is different from the classical coun-
terpart is an interesting question in its own right. Espe-
cially, the possibility of a quantum phase transition due
to the transverse magnetic field is quite intriguing. Yet
this subject is beyond the scope of the current research,
and it will be discussed elsewhere.
IV. SUMMARY AND DISCUSSIONS
In this paper, I examined the quantum critical point
of the transverse-field quantum Ising model on scale-free
networks. In order to check whether the quantum crit-
ical point belongs to the mean-field universality class,
I assumed the mean-field values for the critical expo-
nents and tested their validity. Using the continuous-time
quantum Monte Carlo simulation method, I calculated
the Binder cumulant U and the instantaneous magneti-
zation s, both for λ > 5 and 3 < λ < 5. From the obser-
vation of the maximum of U , the critical transverse field
∆c was obtained. While the estimation of the dynamic
critical exponent z′ was problematic due to the finite-size
effect, the use of the scaling behavior of s˜ allowed us to
test the validity of the mean-field critical exponents. For
λ = 6, I could confirm that the quantum critical point is
6λ 6.0 5.5 5.2 5.0 4.9 4.8 4.7 4.5 4.3 4.0
∆c 14.35(15) 14.6(2) 14.8(2) 15.0(2) 15.2(2) 15.4(2) 15.7(2) 16.3(2) 17.2(2) 18.8(2)
U∗ 0.28(1) 0.28(1) 0.28(1) 0.28(1) 0.27(1) 0.26(1) 0.24(1) 0.21(1) 0.18(1) 0.15(1)
TABLE I. The critical transverse field ∆c and the universal maximum of the Binder cumulant U
∗ for several values of λ. The
numbers in parentheses denote the uncertainty in the last digits.
in the mean-field universality class. For λ = 4.5 and 4,
however, the peak value of U was substantially smaller
than the mean-field universal maximum and the finite-
size scaling behavior was clearly incompatible with the
mean-field theory. Further analysis showed that the data
agree with the mean-field theory for all values of λ as far
as λ > 5, but they start to deviate near λ ≈ 5, and the
discrepancy becomes more conspicuous as λ decreases.
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