EXECUTIVE SUMMARY
This report is addressed to analysts with a good background in statistics and with some exposure to time series analysis. Applications of time series are found in a host of fields including the physical and biological sciences, in economics, and in industrial processes. The principal products of this study are derivations of certain equations and numerical illustrations of their use. A computer program is provided to implement the calculations. These results relate statistical properties of one time series to another series whose elements are subsumned from those of the first. Special attention is given the case in which the first series is related to itself with first-order dynamics. The fluctuating behavior of the series studied is assumed to be steady-state. The study results can assist in building statistical models thru identification of proper functional forms and in parameter estimation. In some applications where a random time series is studied, the questions of interest are: What is the variance of the series sum? and What is the variance of the average? In this kind of application a member of the time series is viewed as the rate of change of the quantity of interest. Such might be the case, for example, in a series of production output rates.
The focus in this case is on the output of the process over some long time interval. The latter is, of course, the integral (or numerical sum) of the rate over this time period. Perhaps one cannot be assured that the rates are statistically independent. Or perhaps --as is often the case in a real manufacturing process --the rates are known to be autocorrelated. In this case one might ask how precise is the estimate of the quantity of interest. Other applications may require the identification of an appropriate stochastic model for a time series {y.} subsummed from another {x.}. . In some instances evidence of "ballistic memory" exists.
Objectives
One purpose of this report is to derive an expression for the variance of the integral of a stationary stochastic process which is taken to be firstorder. This brief exposition will serve to quantify the effect of autocorrelation in the rate process on the precision of sums (or integrals) and averages of that process. Quantitative insights will be provided in the discussion. Another objective is to derive expressions for the autocorrelation function and the autospectrum of a first-order process {x t } and of the subsummed process {y.}. These are compared in specific numerical examples. This process is assumed covariance stationary. Without loss of generality the mean of the process is taken as zero. Thus, with E denoting the ensemble expectation operator,
The variance, V[x.], is denoted by y (0).
The process studied satisfies the first-order difference equation:
with constant b and where {n.} is a white noise.
Thus,
Since future values of the noise in (3a) are uncorrelated with x.,
The autocorrelation of {x.} is denoted by p (k), where
Autocorrelation of x.
From (3a), E[x t+k x t ] = EtCbx^.j + n t+k )(bx t _ 1 + n t )] ,
Using the results of equations (3) Clearly, for stability of the {x.} process |b| < 1 .
By multiplying both sides of (3a) by n. . and taking expectations, Using (3c) and (8) ,
With (5), equation (8) implies that
Hence, from (9)
Finally, (7) and (11) yield 
where A is a rate constant. Now, by definition, for a continuous process
Then, for the first-order continuous stochastic process
Similarly, for a discrete process, the correlation time is defined as
where neighboring members of {x.} are separated by duration A. Using (13a) and (17), the discrete first-order process has correlation time x* = A/(l-b) .
It is worthwhile to compare the results of (16) and (18).
Suppose that the continuous process {z(t)} is time-sampled with sampling interval A. In this case the process is observed only at times t = kA, with k an integer. Then, the correlation function in (14) would be defined discretely as
The constant b in the discrete process is related to the rate parameter A of the continuous process by
Using (16) and (20) ,
The last equation should be compared with its counterpart for the discrete process, equation (18). To give a numerical example, suppose that b = 0.9.
Then, the correlation time of the discrete process, from (18), is 10A. For a continuous process having the same autocorrelation, the correlation time,
from (21), is 9.491A. One observes that the value of x* is slightly larger for the discrete process. This would require a longer observation period for the discrete (time-sampled) process than for the underlying continuous stochastic process to achieve the same degree of statistical precision.
This result quantifies the information loss associated with coarse timesampling of a continuous process. Since {x,} has zero mean,
and
The variance of {y.} is also denoted by a . With (22) and (23b) (24) and (25) 
With (12), (13), and (26),
From (27a) and (28), by induction,
Using (27c) the last term on the right-hand side of (29) can be written as
This is one of the expressions of interest. Note that an uncorrelated series, with b=0, would produce the familiar result that the variance of the sum is the sum of the variances, i.e..
(32) 2.2 a yta x • 2 2 The effect of autocorrelation on the ratio a /a is to increase the effective series length relative to an uncorrelated series by S.. As noted in pgf. 4, the magnitude of b must be less than unity.
Variance of the Average of {x.}
Suppose that the variable of interest is the estimated mean (x.) of the time series {x.}, where
Since t is a constant in (33),
From (31) and (34),
If the {x^} process is uncorrelated, one has the conventional result
However, for long correlation intervals and relatively short sampling intervals, one may expect S t to be larger than t. In this case the variance of the average should be calculated from (30) and (35) using the best estimate of b.
8. An Asymptotic Result As t becomes large, the second term on the right in (30) becomes small relative to the first. Asymptotically, the variance of the estimated mean, given in (35), becomes
Thus, for a positively autocorrelated first-order time series, the variance of the average is amplified by a factor of at most (l+b)/(l-b) relative to that of an uncorrelated time series of the same length,
A Numerical Example
To provide a feeling for magnitude relative to this problem, consider the following special case. Suppose that {x t } is a first-order time series obtained by sampling a continuous stochastic process every minute. Then, the variance of the estimated mean is given by (30) and (35) as
The variance of an uncorrelated series of length t is, by contrast,
//t . ' ;
The asymptotic variance estimate for this example, from (37), is 39aJ/t .
To yield a reasonable approximation, the asymptotic result should only be used when time exceeds, say, 20 correlation time intervals. These variance values are shown in Table 1 .
Autocovariance of an Integrated Process
The variable (y t ) characterizing the integral of a stationary stochastic process is given in discrete form by equation (22) . Suppose that successive values of y t are formed from disjoint sums of n successive values of the {x.} series thus Note that y. is not a conventional moving average of the x-series. Since {x t } is covariance stationary with mean zero, {y.} also has these properties.
Using previous notation, the autocovariance of the {y.} process is given as
For notational simplicity the number (n) of members of {x.} in each y. is not noted explicitly here. For the case in which n=2, from (38),
and so forth.
Then,
If {x t } is a first-order process, from (13), Then,
which agrees with (29) for the special case of t = 2.
Pursuing this special case where n = 2, 
Similarly,
and Y yy (3) = Yxx (5) + 2 Yxx (6) + Yxx (7) .
By induction, one infers that
for this case (n=2).
11. Consider another special case for the {y.} process in which n=3 in equation (38) . Following the same procedure used in developing (46), one finds Y yy (j) = Y xx (3J-2) + 2 Yxx (3M)
One can generalize the results presented this far by applying mathematical induction to the case in which n is not assigned a specific value in equation (38). The general result is
A compact expression, which is equivalent to (48), is 'yy
Note that the expressions in (48) and (49) are not restrictive regarding the form of the autocovariance of {x.}. Only the assumption of stationarity is involved.
12. A Variance Relationship for {y.} The procedure followed in deriving the relationship between the autocovariance of an integrated {y,} process and the autocovariance of the {x.}, or rate-, process involved mathematical induction at several places. A similar procedure is followed in obtaining the textbook formula for the variance of {y^K n . o y n-l , . .
This result is also one of the study objectives. Apart from notational differences, equations (31) and (56) can be defined in terms of the Fourier integral of x(t), an equivalent ("indirect") method is used here, which involves the autocovariance of x(t).
17. Notationally, the autospectrum of x(t) is expressed as a function of angular frequency CJ as
The autospectrum is often expressed in terms of the natural frequency v in cycles per unit time: 
The weight function w(k), of lag k, is bounded between zero and one. When w(k) is set to unity for all k, the unsmoothed autospectrum is obtained.
To smooth out the random variation occuring in the estimate of y (k), a variety of forms for w(k) may be used. Some are suggested in However, we are only concerned with the theoretical autospectrum here, since the exact expression for Y vv (k) is available. Hence, w(k) will be set to A A unity in analytic applications. When calculating a spectral density via direct numerical evaluation of (61), it is necessary to truncate the infinite sum at some maximum lag m. This procedure is equivalent to assigning w(k) the boxcar function:
High frequency perturbations are superposed on the spectrum due to this To obtain the sum in (65) One then uses the following theorem relating the spectra of the {x.} and {n t } processes to obtain equation (68) 
Using (67) with (69), Table 2 and plotted in Figure 1 . The autocorrelation for the integrated (n=2) process displays a much more rapid decrease with increasing lag. For lags k^l, the autocorrelation P VV (I<) for the integrated process is linear on a log-uniform plot. However, unlike p (k), p (k) has a change of slope on this plot at k=l. The autospectra are compared in Figure 2 . Notice that F (v) is much flatter than r (v). This illustrates the approach of the integrated process toward white noise. However, for this degree of integration (n=2) and range of frequency v, the two autospectra have quite similar shapes.
With a change in parameter b to 0.82 in r (v), the spectral densities are A A nearly conformable. In practical terms, this implies that the estimated autospectrum of an integrated (n=2) first-order process would be nearly indistinguishable from that of a first-order process for certain parameters. Asymptotic results for large samples were shown to be reasonable.
When {y t } consists of disjoint sums of any stationary process {x,}, the autocovariances and autospectra of these processes are related. 
