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 RESUMO 
 
 
A aprendizagem de estrutura de redes bayesianas (RB) a partir dos 
dados é considerada uma tarefa complexa, uma vez que o número de 
estruturas possíveis cresce exponencialmente de acordo com o número 
de variáveis. Existem dois métodos principais para esta tarefa de 
aprendizagem de estruturas de RB: o método de independência 
condicional, que busca uma estrutura consistente com os testes de 
independência realizados nos dados; o método de busca heurística, que 
explora o espaço de busca avaliando as possíveis estruturas por meio de 
algoritmos de busca. Além desses dois métodos, também são 
considerados os algoritmos híbridos, onde os dois métodos são aplicados 
na tarefa. A principal falha dessas abordagens tradicionais é que elas não 
conseguem identificar todas as relações existentes nos dados, sendo 
necessário investigar novas abordagem. Desta forma, esta pesquisa 
apresenta o desenvolvimento de uma métrica fuzzy de avaliação com um 
método de busca heurística para aprendizagem de estrutura de redes 
bayesianas, utilizando Monte Carlo via Cadeias de Markov. As 
diferentes métricas de avaliação de redes bayesianas utilizadas permitem 
identificar determinadas propriedades nas redes. Essas propriedades são 
determinadas em função da métrica aplicada. A combinação em uma 
métrica fuzzy possibilita avaliar diferentes propriedades 
simultaneamente. Os resultados deste trabalho foram avaliados no 
contexto de bases sintéticas por meio da comparação com outros 
algoritmos, convergência das cadeias de Markov e tempo de 
processamento. Os resultados evidenciam, apesar do tempo de 
processamento, que a métrica proposta, além de compatível com os 
algoritmos clássicos, melhorou o processo de avaliação de estruturas 
combinando diferentes métricas em uma métrica fuzzy.  
 
 
Palavras-chave: Redes Bayesianas, Métrica Fuzzy, Monte Carlo e 
Cadeias de Markov.  
 
 
 
 
  
 ABSTRACT 
 
 
Learning bayesian networks (BN) from data is considered a complex 
task, since the number of possible structures grows exponentially with 
the number of variables. There are two main approaches for learning 
BN: methods based on independence tests, seeking structures 
consistente with the tests performed on the data; methods based on 
heuristic search, exploring the search space with a search algorithm, 
evaluating the possible structures. Besides these two approaches, there 
are hybrid algorithms, where both methods are applied to the task. The 
main fault of these approaches is that they still fail to identify all 
existing relationships in the data, so it is necessary to investigate new 
approaches. This research presents the development of a fuzzy score 
metric in a heuristic search method for learning Bayesian network 
structures, in a Markov Chain Monte Carlo algorithm. Different score 
metrics used to learn BN structures identify certain properties in these 
networks. These properties are determined based on the score applied. 
The combination of these scores in a fuzzy metric enables the evaluation 
of different properties simultaneously. Results of this research were 
evaluated in the context of synthetic bases by comparing with other 
algorithms, convergence of Markov chains and processing time. The 
results show, despite the processing time, that the proposed metric is 
compatible with traditional algorithms, and improved the evaluation 
process of structures, combining different score metrics into a fuzzy 
metric. 
 
 
Keywords: Bayesian networks, Fuzzy Metric, Markov Chain Monte 
Carlo. 
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1 INTRODUÇÃO 
 
Redes bayesianas (RB) são modelos gráficos que descrevem a 
distribuição de probabilidades em um determinado domínio de aplicação 
e podem ser utilizadas nas mais diversas áreas (PEARL, 1988).  
Uma rede bayesiana é um modelo de raciocínio de incerteza 
representada por meio de sua estrutura e seus parâmetros. A estrutura 
expressa a relação entre variáveis e os parâmetros determinam as 
distribuições condicionais de cada variável (CHENG; GREINER, 2001). 
As variáveis e suas relações de independência condicional são 
expressadas por meio de um grafo acíclico dirigido (Directed Acyclic 
Graph – DAG) (PEARL, 1988). 
A aprendizagem de redes bayesianas pode ser vista como uma 
combinação das aprendizagens de parâmetros e estrutura. A 
aprendizagem de parâmetros estima as probabilidades condicionais, 
sendo considerada simples quando a estrutura da rede está bem definida. 
A aprendizagem de estrutura estima a topologia da rede, determinando 
as conexões entre as variáveis (CASTILLO, 1997). 
Na revisão da literatura foram encontrados dois métodos 
principais na aprendizagem de estrutura de redes bayesianas. O primeiro 
método faz testes de independência condicional nos dados e busca uma 
estrutura consistente com as independências observadas. O principal 
problema desta abordagem é o número exponencial de testes de 
dependência (YAN; CERCONE, 2010).  
O segundo método define uma função que avalia quão bem as 
dependências de uma estrutura representam os dados, localizando a 
estrutura mais simples que aumenta o valor desta função. Algoritmos 
deste método exploram o espaço de busca, avaliando as estruturas por 
meio de funções de avaliação. Entre os métodos mais utilizados estão 
algoritmos gulosos, genéticos e Monte Carlo via Cadeias de Markov. 
Um problema desta abordagem é o espaço de busca, ou seja, todas as 
possíveis estruturas (YAN; CERCONE, 2010).  
Alguns métodos combinam as duas abordagens e são chamados 
de algoritmos híbridos. A abordagem mais comum em métodos híbridos 
é utilizar testes de independência para restringir o espaço de busca e 
então aplicar um método de busca heurística (TSAMARDINOS; 
CONSTANTIN, 2006). 
Estes métodos possuem problemas, pois ainda não são capazes de 
aprender todas as relações existentes em uma base de dados. Portanto, 
novos algoritmos com diferentes abordagens estão sendo propostos. 
Desta forma esta pesquisa tem a seguinte questão: como definir um 
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método de aprendizagem de estrutura de redes bayesianas que 
represente melhor os dados considerando as informações heterogêneas 
dos dados? 
Uma maneira de melhorar os resultados de métodos que utilizam 
algoritmos de busca no processo de aprendizagem de redes bayesianas é 
modificar a forma de avaliar a estrutura. 
Assim, este trabalho foca no desenvolvimento de uma métrica 
fuzzy, que combina diferentes métricas no processo de avaliação de um 
algoritmo para aprendizagem de estrutura de redes bayesianas, 
utilizando Monte Carlo via Cadeias de Markov como método de busca. 
A métrica fuzzy adiciona flexibilidade na avaliação das estruturas, com o 
objetivo de melhorar o processo de avaliação. 
 
1.1 JUSTIFICATIVA E MOTIVAÇÃO 
 
Redes bayesianas são modelos probabilísticos que representam o 
conhecimento sob incerteza por aleatoriedade. Possuem utilização em 
diversas áreas, como na predição de comportamentos, processamento de 
linguagem natural, em robótica na detecção de comportamento e 
orientação, entre outros. 
A definição da estrutura e parâmetros de uma rede bayesiana é 
geralmente feita por um especialista. Entretanto, esse processo pode ser 
demorado, custoso e complexo, devido à quantidade de variáveis, dados 
incompletos e em virtude da dificuldade na manutenção da estrutura, 
inviabilizando o processo em muitos casos. Com base nisso, são 
necessárias pesquisas para automatizar o processo de construção de 
redes bayesiana. 
O problema da aprendizagem de redes bayesianas é encontrar 
uma estrutura simples, porém densa de informações importantes. O 
problema é conhecido como NP-Difícil (CHICKERING, 1996). A 
aprendizagem de estruturas de redes bayesianas pode ser utilizada na 
descoberta de conhecimento em bases de dados ou para modelagem de 
problemas em um domínio de aplicação. 
O presente trabalho se enquadra na área de Ciência da 
Computação, na linha de pesquisa de Inteligência Computacional, sendo 
que um dos objetivos desta linha de pesquisa é a aprendizagem de 
máquina. A aprendizagem de máquina desenvolve sistemas que podem 
aprender a partir de dados, a fim de tomar decisões com base em um 
conhecimento prévio, melhorando o desempenho em determinada tarefa. 
A principal contribuição dessa pesquisa está centralizada em sua 
capacidade de potencializar o processo de aprendizagem de redes 
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bayesianas por meio da utilização de uma métrica fuzzy. Assim, é 
possível avançar no estado da arte das métricas tradicionais de 
aprendizagem de RB. 
  
1.2 OBJETIVO GERAL 
 
O objetivo geral desta pesquisa é desenvolver uma métrica fuzzy 
que combine diferentes funções de avaliações na aprendizagem de 
estruturas de redes bayesianas utilizando o método de Monte Carlo via 
Cadeias de Markov. 
1.2.1 Objetivos específicos  
 Investigar técnicas utilizadas para a aprendizagem de estrutura 
de redes bayesianas; 
 Identificar estratégias para melhorar a avaliação das estruturas 
de RB; 
 Definir uma métrica que utilize as estratégias identificadas; 
 Testar e avaliar a métrica. 
 
1.3 ESTRUTURA E ORGANIZAÇÃO 
 
Esta dissertação está dividida em seis capítulos. O segundo 
capítulo descreve a fundamentação teórica com os conceitos necessários 
e fundamentais desta pesquisa. No terceiro capítulo é apresentado o 
estado da arte sobre estruturas e métricas de aprendizagem de RB. O 
quarto capítulo apresenta os detalhes e a estruturação da métrica 
proposta, além dos procedimentos metodológicos. Os resultados são 
apresentados no quinto capítulo. Por fim,  são apresentadas as 
conclusões e trabalhos futuros no sexto capítulo. 
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2 FUNDAMENTAÇÃO TEÓRICA 
 
Este capítulo apresenta os principais conceitos utilizados nesta 
pesquisa. A seção 2.1 apresenta formalmente o conceito de Redes 
Bayesianas.  
Conceitos de lógica fuzzy são apresentados na seção 2.2. A seção 
2.3 descreve o conceito de aprendizagem de máquina. Finalmente, a 
seção 2.4 apresenta os principais métodos de aprendizagem de Redes 
bayesianas a partir dos dados, assim como o método utilizado nesta 
pesquisa. 
 
2.1 REDES BAYESIANAS 
 
As Redes bayesianas são representações gráficas da distribuição 
de probabilidades, elas modelam a incerteza e são compostas por sua 
estrutura e seus parâmetros. 
 A estrutura de uma rede bayesiana apresenta as dependências 
condicionais entre suas variáveis. Esta é definida como um grafo 
acíclico dirigido, em que os nós representam as variáveis aleatórias (X1, 
X2, ..., Xn), e os arcos as dependências condicionais. Um arco 
direcionado Xi para Xj indica que Xi é pai de Xj e Xj é filho de Xi 
(SMITH, 2010). 
Os parâmetros são as medidas das probabilidades condicionais, 
ou seja, quantificam o efeito que um conjunto de variáveis Xi tem sobre 
suas variáveis relacionadas Xj. A probabilidade conjunta é determinada 
por (PEARL, 1988): 
 
𝑃(𝑋) = ∏ 𝑃(𝑋𝑖|𝜋𝑖)
𝑛−1
𝑖=0        (1) 
 
 
Onde: 
Xi = variáveis aleatórias; 
πi = conjunto de variáveis pais de Xi; 
P(Xi| πi) = probabilidade de Xi condicionada a πi. 
 
O conhecimento de uma rede bayesiana é extraído da 
probabilidade condicional de um conjunto de variáveis de consulta de 
acordo com as variáveis de evidência. Esta probabilidade é calculada 
utilizando o Teorema de Bayes e este processo é chamado de inferência 
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(NEAPOLITAN , 2004). Os eventos A e B são valores particulares de 
um conjunto de variáveis X. 
 
𝑃(𝐵|𝐴) =
𝑃(𝐴|𝐵).𝑃(𝐵)
𝑃(𝐴)
      (2) 
 
Onde: 
P(A|B) = probabilidade de ocorrer o evento A condicionado que o 
evento B ocorreu; 
P(B|A) = probabilidade de ocorrer o evento B condicionado que o 
evento A ocorreu; 
P(A) = Probabilidade do evento A ocorrer; 
P(B) = Probabilidade do evento B ocorrer. 
 
As redes bayesianas são consideradas ferramentas poderosas e 
são utilizadas como modelo de representação de conhecimento e 
inferência em condições de incerteza (PEARL, 1988).  
A Figura 1 apresenta a estrutura de uma rede bayesiana. Quando 
uma variável X1 possui relação com outra variável X2, então existe um 
arco ligando estas variáveis. 
 
Figura 1 – Estrutura de uma rede bayesiana. 
  
Fonte: Elaborada pelo autor 
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Quando a estrutura de uma rede bayesiana possui todos os nós 
independentes, dado o nó de saída, ela é chamada de Naïve Bayes ou 
classificador ingênuo (RUSSEL; NORVIG, 2009). A  
Figura 2 apresenta um exemplo do classificador bayesiano Naïve 
Bayes.  
 
Figura 2 – Estrutura do classificador bayesiano Naïve Bayes 
 
Fonte: Elaborada pelo autor 
 
A incerteza por aleatoriedade é modelada pela teoria de 
probabilidades. Diversos problemas possuem incerteza em função de 
conhecimento vago ou impreciso. A modelagem de incerteza por 
imprecisão é feita por meio da lógica fuzzy.  
 
2.2 LÓGICA FUZZY 
 
A teoria clássica de conjuntos associa um determinado elemento a 
um determinado grupo. Um conjunto fuzzy é representado por meio de 
um par ordenado, que define o elemento e o grau de pertinência deste 
elemento. A pertinência do elemento deve estar no intervalo [0,1]. 
A lógica fuzzy possibilita lidar com a imprecisão presente nos 
mais diversos problemas. Assim, um conjunto fuzzy define quanto um 
elemento satisfaz uma descrição vaga (RUSSEL; NORVIG, 2009). 
Assim, a lógica fuzzy permite que os elementos pertençam a mais 
que um conjunto, por meio de graus de pertinência, que determinam 
quanto um elemento pertence a um determinado conjunto. 
Os conjuntos fuzzy normalmente são identificados por meio de 
variáveis linguísticas. A Figura 3 apresenta funções de pertinência para 
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uma determinada variável. Qualquer valor entre 500 e 1000 será 
considerado baixo e médio simultaneamente. 
 
Figura 3 – Função de pertinência. 
 
Fonte: Elaborada pelo autor 
 
De acordo com Sivanandam; Sumathi e Deepa (2007), as funções 
de pertinência mais utilizadas são triangular, trapezoidal e gaussiana. Os 
detalhes destas funções são apresentados na sequência. 
 
a) função triangular: tem forma de triangulo, e sua função 
geral é determinada por: 
𝑓(𝑥; 𝑎, 𝑏, 𝑐) =
{
 
 
 
 
0, 𝑥 < 𝑎
𝑥 − 𝑎
𝑏 − 𝑎
, 𝑎 ≤ 𝑥 ≤ 𝑏
𝑐 − 𝑥
𝑐 − 𝑏
, 𝑏 < 𝑥 ≤ 𝑐
0, 𝑥 > 𝑐
 
b) função trapezoidal: apresenta a forma de trapézio, onde 
sua função geral é definida por: 
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𝑓(𝑥; 𝑎, 𝑏, 𝑐, 𝑑) =
{
  
 
  
 
0, 𝑥 < 𝑎
𝑥 − 𝑎
𝑏 − 𝑎
, 𝑎 ≤ 𝑥 ≤ 𝑏
1, 𝑏 < 𝑥 ≤ 𝑐
𝑑 − 𝑥
𝑑 − 𝑐
, 𝑐 < 𝑥 ≤ 𝑑
0, 𝑥 > 𝑑
 
 
c) função gaussiana: depende de dois parâmetros, o desvio 
padrão (σ) e a média (c): 
𝑓(𝑥; 𝜎, 𝑐) = 𝑒
−(𝑥−𝑐)2
2𝜎2  
 
 
Além de funções de pertinência para os conjuntos fuzzy, um 
sistema fuzzy também precisa de uma base de regras, um motor de 
inferência e um método desfuzzyficador. A Figura 4 apresenta a 
estrutura de um sistema fuzzy. 
 
Figura 4 – Sistema fuzzy. 
 
 
 
O fuzzyficador converte valores reais em graus de pertinência a 
conjuntos fuzzy. As regras fuzzy consistem em um conjunto do tipo 
SE...ENTÃO onde variáveis de entrada são relacionadas a variáveis de 
saída. 
A inferência em sistemas fuzzy é responsável por aplicar as regras 
e agregar as saídas. Entre os motores de inferência mais utilizados estão 
o Mamdani e o Larsen. O Mamdani utiliza o operador mínimo e o 
Larsen o produto para a implicação, ou seja, quando duas ou mais regras 
implicam sobre o mesmo conjunto fuzzy. 
O processo de agregação combina os diferentes conjuntos fuzzy 
de saída, ativados pelas regras, em um único conjunto. O método mais 
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utilizado para agregação é máximo, onde o conjunto com maior grau de 
pertinência é selecionado. 
O passo final de um sistema fuzzy é a desfuzzyficação. Esta etapa 
converte os valores fuzzy encontrados pelo motor de inferência em 
valores reais.  
Entre os principais para desfuzzyficação métodos destacam-se a 
média dos máximos, sendo composta pelo valor médio de todos os 
valores de saída. O método mínimo dos máximos, que seleciona o 
menor entre os valores de saída que tem grau de pertinência máximo e o 
máximo dos máximos que seleciona o maior valor. O centroide é o 
método mais utilizado sendo definido como (SIVANANDAM; 
SUMATHI; DEEPA, 2007): 
 
C =
∑𝑥𝑖𝜇(𝑥𝑖)
∑𝜇(𝑥𝑖)
                      (3) 
 
Onde: 
x = valor da variável; 
μ(𝑥) = pertinência do valor x ao conjunto A 
 
A lógica fuzzy permite modelar imprecisões com alta acurácia e é 
utilizada em diversas áreas. Em algoritmos de aprendizagem de 
máquina, a lógica fuzzy adiciona conhecimento e robustez ao processo 
de aprendizagem (HÜLLERMEIER, 2011). 
 
2.3 APRENDIZAGEM DE MÁQUINA 
 
Segundo Marsland (2009) aprendizagem de máquina pode ser 
definida como técnicas computacionais capazes de modificar ou adaptar 
suas ações, de modo que estas sejam aperfeiçoadas. O aperfeiçoamento 
é medido comparando as ações realizadas e as ações esperadas.  
A aprendizagem de máquina também pode ser definida como o 
conjunto de métodos para detectar padrões, permitindo deste modo usá-
los na predição de dados futuros, ou na tomada de decisão (MURPHY, 
2012).  
Em geral existem dois tipos de aprendizagem: aprendizagem 
supervisionada e não supervisionada. Na aprendizagem supervisionada, 
um conjunto de dados de treinamento com os resultados esperados é 
dado como entrada, e o algoritmo tenta generalizar para responder 
corretamente a qualquer outra entrada. Algoritmos de aprendizagem não 
supervisionada não recebem os resultados esperados e tentam identificar 
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similaridades nos dados, para que estes sejam categorizados juntos 
(MARSLAND, 2009). 
 
2.4 APRENDIZAGEM DE RB A PARTIR DOS DADOS 
 
Redes bayesianas podem ser modeladas por um especialista ou 
aprendidas a partir dos dados. A modelagem feita por um especialista 
pode ser custosa, demorada e complexa, devido a dados incompletos, a 
quantidade de variáveis, entre outros fatores. Desta forma, o processo de 
aprendizagem a partir dos dados de forma automática tornou-se 
necessário. 
O processo de aprendizagem pode ser dividido em duas etapas, a 
aprendizagem de estruturas e a aprendizagem de parâmetros 
(CASTILLO, 1997). 
A aprendizagem de estrutura identifica as dependências entre as 
variáveis e a direção da causalidade. A aprendizagem de parâmetros ou 
das probabilidades, indica a intensidade dos relacionamentos da 
estrutura, sendo considerada uma tarefa simples quando a estrutura da 
rede é conhecida (CHENG; GREINER, 2001). 
Existem duas abordagens principais na aprendizagem de estrutura 
de redes bayesianas. 
 
2.4.1 Métodos com base em independência condicional 
 
O método com base em independência condicional faz testes de 
independência condicional sobre os dados. As redes aprendidas tentam 
se aproximar das relações encontradas no conjunto de dados 
(LARRAÑAGA et al, 2013). 
As métricas utilizadas neste método são baseadas na teoria da 
informação. A informação mútua de duas variáveis é dada por (CHENG 
et al., 2002): 
 
𝐼(𝑋, 𝑌) = ∑ 𝑃(𝑥, 𝑦)𝑙𝑜𝑔
𝑃(𝑥,𝑦)
𝑃(𝑥)𝑃(𝑦)𝑥,𝑦
= ∑ 𝑃(𝑥, 𝑦)𝐼(𝑥, 𝑦)𝑥,𝑦    (4) 
 
A fórmula da informação mútua condicional é dada por (CHENG 
et al., 2002): 
 
𝐼(𝑋, 𝑌|𝐶) = ∑ 𝑃(𝑥, 𝑦)𝑙𝑜𝑔
𝑃(𝑥,𝑦|𝑐)
𝑃(𝑥|𝑐)𝑃(𝑦|𝑐)𝑥,𝑦
= ∑ 𝑃(𝑥, 𝑦)𝐼(𝑥, 𝑦|𝑐)𝑥,𝑦    (5) 
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Onde: 
X, Y = variáveis a serem testadas 
C = subconjunto de variáveis condicionais 
P = probabilidade observada no conjunto de dados 
 
Quando I(X, Y| C) for menor que um determinado valor e, é dito 
que X é independente de Y dado C, quando C for vazio, X é dependente 
de Y. O valor e pode ser informado por um especialista ou calculado por 
algum método estatístico (YAN; CERCONE, 2010). 
 
2.4.2 Métodos com base em busca heurística 
 
Algoritmos que utilizam o método de busca heurística procuram 
pela estrutura que melhor represente os dados. O método aplica um 
mecanismo de busca, que com o auxílio de algum critério de qualidade 
avalia as estruturas candidatas (DALY; QIANG; STUART, 2011). Um 
exemplo de algoritmo que aplica este método é o K2. 
Existem dois tipos de busca, forward, que inicia com um grafo 
totalmente desconectado, e backward que inicia com um grafo 
totalmente conectado (SCHWAIGHOFER, 2007). 
Nas duas formas, a estrutura é avaliada e o processo é repetido até 
encontrar a melhor estrutura (YAN; CERCONE, 2010). De forma geral, 
esta estrutura deve satisfazer a uma função de pontuação, em que G é 
uma estrutura e D um conjunto de dados: 
 
𝑆𝑐𝑜𝑟𝑒(𝐺, 𝐷) = 𝑎𝑟𝑔𝑚𝑎𝑥𝐺𝑃(𝐺|𝐷)       (6) 
 
Onde: 
G = a rede bayesiana; 
D = o conjunto de dados. 
 
Aplicando o teorema de Bayes tem-se a seguinte equação: 
 
𝑆𝑐𝑜𝑟𝑒(𝐺, 𝐷) = 𝑎𝑟𝑔𝑚𝑎𝑥𝐺
𝑃(𝐷|𝐺)𝑃(𝐺)
𝑃(𝐷)
      (7) 
Como o objetivo é maximizar esta função, é necessário apenas 
maximizar o numerador, já que o denominador não depende de G. 
Assim, aplica-se a seguinte equação: 
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𝑆𝑐𝑜𝑟𝑒(𝐺, 𝐷) = 𝑎𝑟𝑔𝑚𝑎𝑥𝐺𝑃(𝐷|𝐺)𝑃(𝐺)    (8) 
 
Existem diversas funções de pontuação para avaliação de redes 
bayesianas, algumas favorecem estruturas mais complexas, outras 
penalizam a complexidade da rede. Além disso, uma outra importante 
característica dessas métricas é a capacidade de decomposição. Isto faz 
com que o cálculo seja a combinação de fatores menores, assim, 
pequenas alterações na estrutura podem ser facilmente computadas 
(LARRAÑAGA et al., 2013). O método de Monte Carlo via Cadeias de 
Markov  explora o espaço de busca, utilizando uma métrica na avaliação 
das estruturas. 
 
2.4.2.1 Monte Carlo via Cadeias de Markov 
 
Monte Carlo via Cadeias de Markov (MCMC) é um método que 
utiliza aproximação por amostragem. O objetivo é gerar uma cadeia de 
Markov cujo limite seja a distribuição desejada (BROOKS, 2011). 
O método obtém amostras aleatórias de uma distribuição de 
probabilidade considerada difícil de amostrar diretamente. Começando 
de qualquer ponto, à medida que o número de amostras aumenta, a 
cadeia se aproxima de sua distribuição de equilíbrio. Isto ocorre devido 
a ergodicidade, ou seja, todo estado deve ser acessível a partir de 
qualquer outro estado (BROOKS, 2011).  
 
3.4.2.2 Simulação de Monte Carlo 
 
Método ou simulação de Monte Carlo é baseado na geração de 
números aleatórios e probabilidade. O método tem sido muito utilizado 
para obter soluções aproximadas, em que é impossível ou não-viável 
obter uma solução determinística. Os seguintes conceitos são utilizados 
(FREITAS FILHO, 2008): 
 Variáveis aleatórias: são variáveis cujo valores são 
randômicos. 
 Funções densidade de probabilidade: representam a 
distribuição de probabilidade de uma variável aleatória.  
 Geradores de números aleatórios: algoritmos que geram 
números obedecendo a uma certa aleatoriedade, 
simulando a aleatoriedade encontrada na natureza. Os 
números gerados são chamados de pseudoaleatórios, 
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normalmente definidos dentro do intervalo [0, 1], 
uniformemente distribuídos e sem correlação. 
O método de Monte Carlo é um método estatístico onde se utiliza 
a geração de números aleatórios para a realização de uma simulação. 
Sendo assim, os números gerados devem refletir a probabilidade da 
ocorrência das variáveis aleatórias.  
 
2.4.2.3 Cadeias de Markov 
 
Uma cadeia é uma sequência de possíveis estados, em que a 
probabilidade de estar em um estado s em um tempo t é dado por uma 
função do estado anterior. Uma cadeia de Markov possui a propriedade 
de Markov, que diz que a probabilidade em um tempo t depende 
somente do estado em t – 1. Os estados são ligados por probabilidades 
de transição que representam a probabilidade de mudança de estado 
(BROOKS, 2011). 
Dado uma cadeia, pode-se iniciar em um determinado estado e 
aleatoriamente mudar de estado de acordo com as probabilidades de 
transição. Quando o objetivo é explorar uma determinada distribuição de 
probabilidade, é preciso definir uma matriz de transição que reflita esta 
distribuição, chamada de distribuição estacionária dada pela equação 
(MARSLAND, 2009):  
 
𝜋(𝑥′) = ∑ 𝜋(𝑥)𝑞(𝑥 → 𝑥′)𝑥                         (9) 
Onde: 
x = estado anterior; 
x’ = estado atual; 
πi = distribuição alvo; 
q = distribuição da proposta. 
 
Isto também garante as propriedades de ergodicidade, onde 
qualquer estado pode ser acessado a partir de algum outro estado, e de 
reversibilidade, em que a probabilidade de mudança de um estado s para 
o estado s’ é a mesma que estar em s’ e ir para o estado s dada pela 
equação (RUSSEL; NORVIG, 2009): 
 
𝜋(𝑥)𝑞(𝑥 → 𝑥′) = 𝜋(𝑥′)𝑞(𝑥′ → 𝑥)                   (10) 
Onde: 
x = estado anterior; 
x’ = estado atual; 
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π = distribuição alvo; 
q = distribuição da proposta. 
 
Todos os algoritmos MCMC são considerados casos especiais do 
algoritmo Metropolis-Hastings. 
 
3.4.2.4 Algoritmo Metropolis-Hastings 
 
O algoritmo teve sua primeira versão apresentada por Nicholas 
Metropolis em 1953. Em 1970 o método foi generalizado por W. Keith 
Hastings. 
O algoritmo assume uma distribuição que se possa gerar 
amostras. A primeira amostra é chamada de estado inicial. Após gerar 
uma segunda amostra a probabilidade de aceitação é calculada 
utilizando (MARSLAND, 2009): 
 
P(x, 𝑥′) = min (1,
 π(𝑥′)q(x|𝑥′)
π(x)q(𝑥′|x)
)                    (11) 
 
Onde: 
P(x, x’) = probabilidade de aceitação; 
x = estado anterior; 
x’ = estado atual; 
π = distribuição alvo; 
q = distribuição da proposta. 
 
A cada amostra aceita a cadeia se move em direção à distribuição 
alvo, como a cadeia é reversível o algoritmo explora estados 
proporcionais a sua distribuição (BROOKS, 2011).  
O algoritmo pode levar muitas iterações para convergir, assim, os 
estados iniciais são geralmente descartados em uma etapa chamada de 
burn-in. A quantidade de estados a serem descartados depende da 
quantidade de iterações e da taxa de convergência da cadeia. 
 
2.4.2.5 Algoritmo EM-MCMC 
 
O algoritmo EM-MCMC foi baseado no algoritmo MCMC 
Metropolis-Hastings. Desta forma, a cada iteração, o algoritmo 
aleatoriamente modifica a estrutura da rede bayesiana. 
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Cada modificação gera uma nova amostra da cadeia de Markov. 
As possíveis modificações na estrutura são adição, inversão ou remoção 
de arcos. A seleção da operação é feita utilizando números aleatórios. 
A aceitação da estrutura é feita utilizando a equação 17. Onde as 
probabilidades de aceitação são calculadas utilizando uma única 
métrica. 
Diferentes abordagens foram propostas para o problema de 
aprender redes bayesianas sobre os dados. Os métodos MCMC se 
mostraram eficientes para esta tarefa, sendo este o escolhido nesta 
pesquisa. 
Métodos de busca heurística utilizam uma métrica para avaliar as 
estruturas explorando este espaço de busca. 
 
2.4.3 Métricas de avaliação de RB 
 
Algumas das principais métricas utilizadas em algoritmos que 
aplicam o método de busca heurística são: 
 
 A métrica AIC (Akaike Information Criterion) possui dois 
termos: um controlando entropia, baseada em entropia 
condicional e outro controlando complexidade. A entropia, em 
teoria da informação, é um valor não negativo que mede a 
incerteza e tende a zero quando o conhecimento é alto. A métrica 
AIC é dada por (AKAIKE, 1974): 
 
𝐴𝐼𝐶 = 𝐻(𝐺,𝐷) + 𝐾            (12) 
 
Sendo que: 
 
𝐻(𝐺, 𝐷) = −𝑁∑ ∑ ∑
𝑁𝑖𝑗𝑘
𝑁
𝑙𝑜𝑔
𝑁𝑖𝑗𝑘
𝑁𝑖𝑗
𝑟𝑖
𝑘=1
𝑞𝑖
𝑗=1
𝑛
𝑖=1              (13) 
𝐾 = ∑ (𝑟𝑖 − 1). 𝑞𝑖
𝑛
𝑖=1            (14) 
 
Onde: 
G = a rede bayesiana; 
D = o conjunto de dados; 
N = número de registros em D; 
qi = número de instanciações de πi; 
ri = número de instanciações de xi; 
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Nijk = número de instâncias no conjunto de dados onde xi possui o 
k-ésimo valor e os pais de xi em πi estão na j-ésima instância; 
Nij = ∑ Nijk
ri
k=1 . 
 
Este métrica combina conceitos de verossimilhança, verificando 
se os dados se ajustam a estrutura.  
 
 A métrica MDL (Minumum Description Length) utiliza os mesmos 
termos da métrica AIC, com uma pequena diferença no segundo 
termo. A métrica MDL é dada por (BOUCKAERT, 1994): 
 
𝑀𝐷𝐿(𝐺, 𝐷) = 𝐻(𝐺,𝐷) +
𝐾
2
𝑙𝑜𝑔𝑁                     (15) 
Onde: 
G = a rede bayesiana; 
D = o conjunto de dados; 
N = número de registros em D; 
H = equação 13; 
 
Esta métrica é conhecida por encontrar estruturas de redes 
bayesianas mais simples que a métrica AIC.  
 
 A métrica BDe (Bayesian Dirichlet equivalence) maximiza a 
probabilidade da estrutura da rede de acordo com os dados, ou seja, 
a métrica utiliza a probabilidade condicional de cada variável da 
rede. A métrica BDe é dada por (HECKERMAN; GEIGER; 
CHICKERING, 1995): 
 
𝐵𝐷𝑒(𝐺, 𝐷) = 𝑃(𝐺)∏ ∏
Γ(𝑟𝑖)
Γ(𝑟𝑖+𝑁𝑖𝑗)
𝑞𝑖
𝑗=1
𝑛
𝑖=0 ∏
Γ(𝑟𝑖+𝑁𝑖𝑗𝑘)
Γ(𝑟𝑖)
𝑟𝑖
𝑘=1           (16) 
Onde: 
G = a rede bayesiana; 
D = o conjunto de dados; 
P(G) = probabilidade a priori;  
Γ = função gama; 
ri = número de instanciações de xi; 
Nijk = número de instâncias no conjunto de dados onde xi possui o 
k-ésimo valor e os pais de xi em πi estão na j-ésima instância; 
Nij = ∑ Nijk
ri
k=1 . 
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A função gama de um valor n é dada por: 
 
Γ(𝑛) = (𝑛 − 1)!                   (17) 
 
Assim, a métrica AIC analisa a informação da rede, a MDL a 
complexidade e a BDe a probabilidade. 
As métricas são aplicadas em algoritmos do método de busca 
heurística, individualmente, identificando estruturas compatíveis com as 
propriedades que estas métricas avaliam. 
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3 ESTADO DA ARTE 
 
Redes bayesianas possuem grande aplicabilidade e por isso a 
aprendizagem automática a partir dos dados é uma área de pesquisa 
muito ativa.  
A revisão da literatura realizada considerou artigos publicados em 
bibliotecas digitais. As bases de dados utilizadas foram: IEEE Xplore, 
ACM digital Library, Springer Link e ScienceDirect. Alguns artigos 
foram referenciados por publicações encontradas nessas bases dados, 
porém, foram encontrados em outros repositórios, como eventos, 
conferências onde foram publicados ou em ambientes de universidades. 
A pesquisa considerou trabalhos publicados entre 1999 e 2014. 
Os termos de busca mais utilizados foram: bayesian networks, learning 
bayesian networks from data, inducing bayesian networks e bayesian 
network structure learning. 
A seleção dos artigos foi realizada analisando métodos que 
obtiveram bons resultados e que foram relevantes para outros trabalhos. 
Ao total 20 artigos foram escolhidos, os detalhes e a síntese de cada um 
desses trabalhos são apresentados na sequência. 
Margaritis e Thrun (1999) apresentaram o algoritmo Grow-Shrink 
(GS) que aprende a cobertura de Markov de cada variável para então 
definir uma rede que obedeça estas observações. A cobertura de Markov 
de uma determinada variável X é composta pelo subconjunto de 
variáveis que se observadas fazem com que a variável X fique 
condicionalmente independente de todas as outras variáveis. Outro 
algoritmo chamado Collider Set (CS) utiliza o mesmo método e foi 
apresentado por Pellet e Elisseeff (2008). O uso de coberturas de 
Markov também foi utilizado para diminuir o espaço de busca das 
estruturas nos trabalhos apresentados por Aliferis et al. (2010) e Bui e 
Jun (2012). 
Um algoritmo genético com um sistema fuzzy para avaliação das 
estruturas foi proposto por Morales (2004). O algoritmo K2GA foi 
apresentado por Faulkner (2007) e utiliza um algoritmo genético para a 
busca da estrutura da rede. A avaliação dos indivíduos é feita utilizando 
a métrica do algoritmo K2. Um algoritmo para definir os possíveis pais 
de uma variável foi apresentado por Ko e Kim (2014), o resultado foi 
aplicado como entrada para o algoritmo K2. 
A ordenação das variáveis informada como entrada para o 
algoritmo K2, reduz o número de possíveis estruturas.  Todos as 
variáveis devem ser informadas na lista, indicando que apenas os 
atributos informados antes de xi podem ser pais de xi (COOPER; 
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HERSKOVITZ, 1992). O algoritmo é conhecido por ter baixa 
complexidade computacional e conseguir bons resultados quando a 
ordenação das variáveis é adequada (DALY; QIANG; STUART, 2011). 
Informar a ordem das variáveis requer conhecimento prévio sobre a base 
de dados, sendo que especialistas podem ter dificuldade em informar 
este parâmetro. 
Chickering (2002) apresentou o algoritmo Greedy Equivalence 
Search (GES). Esse algoritmo utiliza um método guloso, assim a cada 
iteração o vizinho com melhor pontuação é selecionado. O algoritmo k-
Greedy Equivalence Search (KGES), baseado no algoritmo GES, foi 
apresentado em 2002 por Nielsen, Kocka e Pena. Uma modificação para 
melhorar a performance computacional do algoritmo GES foi 
apresentado por Alonso-Barba et al. (2011).  
Um método para restringir o espaço de busca e posteriormente a 
aplicação de um método de pontuação para aprender a estrutura foram 
apresentados por Gámez, Juan e Puerta (2011). Tsamardinos, Brown e 
Constantin (2006) apresentaram o algoritmo Max-Min Hill-Climbing 
(MMHC) que utiliza um método de independência condicional para 
restringir o espaço de busca para então aplicar um método de busca 
heurística. Yuan e Malone (2013) apresentaram duas heurísticas para 
restringir o espaço de busca. Zhang Y., Zhang W. e Xie (2013) 
restringiu o espaço de busca utilizando testes de independência e 
métricas estatísticas, na fase final do método proposto por Zhang Y., 
Zhang W. e Xie (2013) o algoritmo GES é aplicado. 
Friedman e Koller (2003) apresentaram um método MCMC sobre 
o espaço da ordem das variáveis, que é menor que o das estruturas. A 
ordem encontrada é utilizada em uma segunda etapa que busca a 
estrutura utilizando outro método MCMC. Grzegorczyk e Husmeier 
(2008) utilizaram um método MCMC sobre o espaço das estruturas com 
uma alteração no método que gera a amostra da cadeia de Markov. Um 
outro método que utiliza o algoritmo Expectation-Maximization para 
aprender os parâmetros da rede enquanto um método MCMC busca as 
estruturas, o algoritmo foi chamado EM-MCMC (Guo; Li, 2009). 
Niinimaki, Parviainen e Koivisto (2012) apresentaram outro algoritmo 
que utiliza o método MCMC sobre a ordem das variáveis, mas ao invés 
de aplicar o método MCMC para gerar as amostras, utilizam um método 
annealed importance. Masegosa e Moral (2013) apresentaram dois 
algoritmos, um método de busca e outro MCMC, que utilizam como 
entrada a estrutura genérica da rede. Costa (2013) apresentou um novo 
método MCMC sobre o espaço de estruturas, em que alguns arcos não 
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são alterados pela amostragem pois são considerados fortes, baseados 
em testes de independência condicional. 
O Quadro 1 sintetiza o estado da arte dos métodos descritos neste 
capítulo de acordo com sua abordagem. Esses métodos apresentados no 
Quadro 1 são referentes a pesquisas entre 1999 a 2014. 
 
Quadro 1 – Síntese dos métodos de aprendizagem de estrutura de redes 
Abordagem Autores 
Algoritmo genético 
Morales(2004) 
Faulkner (2007) 
Algoritmo guloso 
Chickering (2002) 
Nielsen, Kocka e Pena (2002) 
Alonso-Barba et al. (2011) 
Ko e Kim (2014) 
Método híbrido 
Tsamardinos e Constantin (2006) 
Gámez, Juan e Puerta (2011) 
Yuan e Malone (2013) 
Zhang Y., Zhang W. e Xie (2013) 
Cobertura de Markov 
Margaritis e Thrun (1999) 
Pellet e Elisseeff (2008) 
Aliferis et al. (2010) 
Bui e Jun (2012) 
Método MCMC 
Friedman e Koller (2003) 
Grzegorczyk e Husmeier (2008) 
Guo e Li (2009) 
Niinimaki, Parviainen e Koivisto 
(2012) 
Masegosa e Moral (2013) 
Costa (2013) 
Fonte: Elaborado pelo autor 
 
O Quadro 1 resume as principais abordagens aplicadas na 
aprendizagem de estrutura de redes bayesianas. Ao analisar o quadro 
percebe-se que esta área possui grandes esforços atualmente. As 
diferentes abordagens procuram melhorar a aprendizagem, 
representando melhor o conhecimento existente nos dados. 
Os trabalhos analisados também mostram que o método MCMC 
está sendo utilizado em pesquisas recentes e de relevância na tarefa de 
aprendizagem de estrutura de redes bayesianas,  sendo este o método 
utilizado nesta pesquisa. 
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4 MÉTRICA PROPOSTA 
 
Este capítulo apresenta uma métrica fuzzy para avaliação de 
estruturas aplicado a um método para aprendizagem de estrutura de 
redes bayesianas utilizando Monte Carlo via Cadeias de Markov, 
chamado de MCMC-Fuzzy.  
O método é baseado no algoritmo EM-MCMC e foi publicado 
nos anais do 25º Simpósio Brasileiro de Informática na Educação 
(SBIE) (CROTTI JUNIOR, 2014). 
 
4.1 PROCEDIMENTOS METODOLOGICOS  
 
O estudo realizado é de natureza aplicada e de base tecnológica, 
pois visa gerar conhecimentos dirigidos a solução de um problema 
específico através do empirismo. 
Esta pesquisa propõe uma métrica fuzzy em um algoritmo para 
aprendizagem de estrutura de redes bayesianas a partir dos dados, aqui 
denominado MCMC-Fuzzy. A Figura 5 apresenta a estrutura dos 
procedimentos metodológicos realizados nesta pesquisa. 
 
Figura 5 – Procedimentos metodológicos 
 
Fonte: Elaborada pelo autor 
 
As etapas para o desenvolvimento do método iniciaram com a 
investigação de abordagens utilizadas na tarefa de aprendizagem de 
estrutura de redes bayesianas. Entre os pesquisados e já descritos em 
seções anteriores, os algoritmos baseados em busca heurística com 
funções de avaliações são os mais utilizados. 
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Assim, esta pesquisa constatou que os algoritmos desse método 
aplicam métricas de avaliação únicas. Ao utilizar apenas uma métrica, o 
algoritmo encontra a rede que melhor representa a propriedade que esta 
métrica avalia. 
Uma maneira de investigar o processo de aprendizagem é alterar 
o processo de avaliação de estruturas, considerando diferentes métricas 
que avaliam propriedades distintas simultaneamente em uma única 
função de avaliação. Desta forma, esta pesquisa busca modelar uma 
métrica fuzzy que combine diferentes métricas.  
A métrica fuzzy irá combinar as diferentes métricas em um único 
valor. Os conjuntos fuzzy são definidos considerando os valores de cada 
métrica para a rede totalmente conectada e para a rede sem conexões. A 
função triangular, com três conjuntos fuzzy, foi escolhida por ser uma 
das mais utilizadas. Além disso obteve melhores resultados quando 
comparada a função gaussiana.  
A função de pertinência utilizada para a variável de saída foi a 
gaussiana. Foram definidos quatro conjuntos fuzzy com base nas funções 
de pertinência das métricas. As regras foram definidas com base nas 
propriedades das métricas utilizadas.  
O motor de inferência utilizado foi o Mamdani, sendo este o mais 
utilizado em sistemas fuzzy. Também foram realizados testes 
comparando Mamdani e Larsen. O método de agregação aplicado nesta 
pesquisa foi o de máximo, sendo que ele foi comparado ao operador de 
soma.  
O passo final da métrica fuzzy é calcular o valor de saída. Entre os 
diferentes métodos de desfuzzyficação, o centroide é tem ampla 
utilização e foi aplicado nesta pesquisa. Outros métodos de 
desfuzzyficação foram testados, como a média dos máximos, mínimo 
dos máximos e máximo dos máximos
1
.  
Após definir a métrica fuzzy, foi realizada uma análise para 
selecionar um algoritmo de busca que iria aplica-la. O método escolhido 
nesta etapa foi o MCMC, pois consegue lidar com problemas de busca 
complexos, sendo utilizado em diversos outros algoritmos de pesquisas 
recentes (BROOKS, 2011) 
O método deve ser capaz de encontrar melhores estruturas de 
redes bayesianas ao combinar diferentes métricas que avaliam diferentes 
propriedades em uma métrica fuzzy.  
                                                             
1
 Para mais informações sobre lógica fuzzy, veja Russel, Norvig (2009).  
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A avaliação da acurácia do método foi realizada comparando os 
resultados encontrados com os de outros algoritmos em bases de dados 
sintéticas.  
A acurácia á analisada comparando a rede padrão ouro com a 
rede aprendida a partir dos dados. Desta forma, temos as quantidades de 
arcos aprendidas pelo algoritmo, de arcos corretos, que devem existir na 
rede, arcos extras, de relações aprendidas porém inexistentes na rede 
real, e faltantes, que deveriam existir na rede, porém o algoritmo não foi 
capaz de identificar.  
A avaliação também considerou o tempo de execução dos 
algoritmos e a convergência das cadeias dos métodos MCMC por meio 
dos métodos estatísticos de Geweke e Heidelberg-Welch. 
O método de Geweke foi apresentado em 1992 e utiliza duas 
partes da cadeia de Markov. As duas partes, normalmente 10% do início 
e 50% do fim da cadeia, são comparadas a fim de verificar se estas 
pertencem a mesma distribuição. 
O teste calcula a diferença das médias das duas partes dividida 
pelo erro padrão, considerando que as duas partes são independentes. 
Valores altos para este teste indicam rejeição (GEWEKE, 1992). 
O teste de Heidelberg-Welch foi apresentado em 1983, este 
método também testa convergência de cadeias de Markov. O método 
utiliza dois passos, se reprovar no primeiro, o segundo teste não é 
executado. 
A segunda parte tenta criar um intervalo de confiança a partir da 
cadeia. Se a divisão entre a largura a meia altura e a média da cadeia for 
menor que um determinado valor e, então a cadeia passa também no 
segundo teste. O valor de e deve ser informado como parâmetro, sendo 
que seu valor padrão é 0,1. A largura a meia altura é definida como a 
medida na metade de uma curva (HEIDELBERGER; WELCH, 1983). 
A implementação foi realizada utilizando a linguagem de 
programação R, pois esta linguagem fornece vários métodos para 
manipulação e analise de dados. 
 
4.2 IMPLEMENTAÇÃO 
 
A implementação do método MCMC-Fuzzy foi realizada 
considerado o fluxograma apresentado na Figura 6. 
 
Figura 6 – Fluxograma do método MCMC-Fuzzy 
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Fonte: Elaborada pelo autor 
 
Dado um conjunto de dados, a primeira etapa do algoritmo gera 
uma estrutura para a rede bayesiana, sendo este o estado inicial da 
cadeia de Markov.  
A seguir duas variáveis são amostradas aleatoriamente a partir do 
conjunto de variáveis. A modificação na estrutura é feita gerando um 
número aleatório a partir de uma distribuição uniforme. 
As modificações possíveis são adicionar, remover ou inverter um 
arco entre as variáveis amostradas. Como uma rede bayesiana não pode 
conter ciclos – antes de avaliar a estrutura – o algoritmo faz esta 
validação.  
Ao gerar uma amostra de estrutura válida o algoritmo avalia esta 
estrutura. Geralmente a estrutura é avaliada utilizando uma única 
métrica, caso do algoritmo EM-MCMC. Algumas métricas favorecem 
estruturas mais complexas, outras levam em consideração a quantidade 
de parâmetros. A proposta é combinar métricas conhecidas em uma 
modelagem fuzzy para avaliar as estruturas no método MCMC.  
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A motivação para utilizar a lógica fuzzy está em avaliar 
simultaneamente a estrutura utilizando diferentes métricas. A 
modelagem fuzzy fornece uma forma flexível de combinar estas 
métricas. 
A modelagem fuzzy irá combinar as três métricas descritas, AIC, 
MDL e BDe. A partir dessas métricas, conjuntos fuzzy são definidos. 
Assim a métrica terá quatro variáveis, as três métricas de entrada e uma 
variável de saída denominada Qualidade. 
 
Quadro 2 –  Conjuntos fuzzy  
Variáveis Conjuntos fuzzy 
AIC Baixa, Moderada e Alta 
MDL Baixa, Moderada e Alta 
BDe Baixa, Moderada e Alta 
Qualidade Ruim, Regular, Boa e Excelente 
Fonte: Elaborado pelo autor 
 
Cada conjunto é definido por uma função de pertinência. A 
definição das funções de pertinência foi feita utilizando o maior valor 
entre as métricas considerando uma estrutura de rede totalmente 
conectada e a mesma estrutura totalmente desconectada. A fim de 
facilitar a implementação todos os conjuntos foram definidos 
uniformemente no intervalo [0,1]. A equação 18 apresenta o cálculo da 
normalização utilizada nos valores das métricas. 
 
N =
v−vmin
vmax−vmin
                     (18) 
Onde: 
v = valor a ser normalizado; 
vmin= valor mínimo; 
vmax= valor máximo. 
 
A Figura 7 apresenta a função de pertinência para as métricas. 
Onde x representa o valor da métrica e μ(𝑥) a sua pertinência. 
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Figura 7 – Funções de pertinências para as métricas 
 
Fonte: Elaborada pelo autor 
 
A função de pertinência para a variável Qualidade é apresentada a 
Figura 8. 
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Figura 8 – Função de pertinência para a variável de saída 
 
Fonte: Elaborada pela autor 
 
A próxima etapa é definir a base de regras fuzzy. As métricas 
MDL e BDe devem ser minimizadas, a AIC maximizada. A 
especificação das regras foi feita de forma subjetiva. Assim, a métrica 
BDe influencia os conjuntos Ruim, Regular e Boa da variável 
Qualidade. As métricas MDL e AIC os conjuntos Regular, Boa e 
Excelente. Sendo esta a configuração que obteve melhores resultados. 
A  
 
 
 
 
 
 
 
 
 
 
 
Figura 9 apresenta as regras. 
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Figura 9 – Regras para a métrica fuzzy 
 
Fonte: Elaborada pelo autor 
 
As métricas são agregadas à variável Qualidade por truncamento. 
A parte final seria a desfuzzyficação da variável de saída Qualidade. O 
método selecionado foi o centróide.  
O algoritmo continua até que a quantidade de iterações seja 
atingida. O pseudocódigo do algoritmo é apresentado na Figura 10. 
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Figura 10 – Pseudocódigo do algoritmo 
 
Fonte: Elaborada pelo autor 
     
   
O método calcularPontuacaoFuzzy() calcula as métricas de 
pontuação individuais, e por meio da métrica fuzzy retorna um valor para 
a variável Qualidade. 
O algoritmo inicia gerando uma estrutura aleatória. A linha 3 
calcula a pontuação desta rede, a na linha 4 guarda esta como sendo a 
melhor. Após estes passos é possível iniciar o processo iterativo. 
As linhas 6 e 7 selecionam aleatoriamente dois nós da rede, a 
linha 8 uma das operações disponíveis, adicionar, remover ou inverter 
arcos. A operação é realizada na linha 9. A linha 10 calcula a pontuação 
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para a nova amostra de rede. A linha 11 verifica se um número aleatório 
de uma distribuição uniforme é menor que o mínimo entre 1 e o 
exponencial da diferença entre as pontuações. Se for então a estrutura é 
aceita como nova amostra. 
O teste apresentado na linha 11 representa a probabilidade de 
aceitação da cadeia conforme equação 17.  
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5 RESULTADOS 
 
O método MCMC-Fuzzy foi aplicado a duas bases de dados 
sintéticas. As bases de dados sintéticas foram escolhidas por serem 
comumente utilizadas para validação de algoritmos de aprendizagem de 
estrutura de redes bayesianas. 
A avaliação para bases de dados sintéticas foi realizada 
analisando a acurácia, comparando a rede gerada com a rede real, o 
tempo de execução e a convergência das cadeias geradas pelos métodos 
MCMC.  
Os resultados obtidos pelo método MCMC-Fuzzy também foram 
comparados com os de outros algoritmos, que utilizam diferentes 
técnicas para lidar com o problema da aprendizagem de estrutura de 
redes bayesianas a partir dos dados. 
 
5.1 BASES DE DADOS 
 
Uma das bases de dados sintética representa o diagnóstico de 
pacientes que chegam na emergência de um hospital. A rede é chamada 
de Ásia e foi apresentada por Lauritzen e Spiegelhalter em 1988. A 
Figura 11 apresenta a rede Ásia. 
 
Figura 11 – Rede Ásia – Padrão ouro 
 
Fonte: Norsys (2014) 
 
A rede Ásia possui oito variáveis e oito conexões. Segundo seus 
autores, a rede descreve que dispneia ou falta de ar pode ser causada por 
tuberculose, câncer de pulmão ou bronquite. Uma recente visita a Ásia 
aumenta as chances de tuberculose. Fumar pode causar câncer de 
56 
 
pulmão ou bronquite. O exame de raio X não discrimina câncer de 
pulmão ou bronquite, nem se existe ou não dispneia. 
Outra base muito utilizada em testes de algoritmos de 
aprendizagem de estruturas é a base Alarme. Esta base foi descrita por 
Beinlich et al. (1989) e é apresentada na Figura 12. 
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Figura 12 – RB Alarme – Padrão ouro 
 
Fonte: Norsys (2014) 
58 
 
 
A rede Alarme foi descrita para apresentar uma mensagem de 
alarme em um sistema de monitoramento de pacientes. Entre as 
variáveis, existem oito diagnósticos, dezesseis informações sobre o 
estado do paciente e treze variáveis intermediárias; com quarenta e seis 
conexões. 
 
5.2 AVALIAÇÃO 
 
A avaliação para as bases de dados foi realizada primeiramente 
comparando as estruturas aprendidas pelo método proposto, MCMC-
Fuzzy, com os algoritmos EM-MCMC, MMHC e K2, comumente 
utilizados para esta tarefa. Os métodos MCMC tiveram suas cadeias 
avaliadas graficamente e por métodos estatísticos. O tempo de execução 
dos algoritmos também foi avaliado. 
 
5.2.1 Comparação com outros algoritmos 
 
A Figura 13 apresenta o resultado encontrado pelo método 
MCMC-Fuzzy para a base de dados Ásia. Os arcos tracejados 
representam arcos identificados corretamente pelo algoritmo. 
As variáveis da rede foram representadas por suas iniciais. 
 
Figura 13 – Resultado do MCMC-Fuzzy para a rede Ásia 
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Fonte: Elaborada pelo autor 
 
A Figura 14 mostra a rede bayesiana identificada pelo método 
MCMC-Fuzzy para a base de dados Alarme. 
 
Figura 14 – Resultado do MCMC-Fuzzy para a rede Alarme 
 
Fonte: Elaborada pelo autor 
 
As tabelas 1 e 2 apresentam os resultados encontrados pelos 
algoritmos K2, MMHC, EM-MCMC e o método MCMC-Fuzzy para as 
bases de dados Ásia e Alarme. Os algoritmos EM-MCMC e MCMC-
Fuzzy tem como condição de parada o número de iterações, assim, os 
testes foram realizados com diferentes configurações para este 
parâmetro. O padrão ouro apresenta a configuração correta da RB para a 
base de dados. Os algoritmos utilizados para comparação foram 
escolhidos devido a sua popularidade, eficiência e ampla utilização.  
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Tabela 1 – Resultados para a rede Ásia 
Algoritmos Total 
Arcos 
corretos 
Arcos 
extras 
Arcos 
faltantes 
K2 8 7 1 1 
MMHC 6 4 2 4 
EM-MCMC 8 4 4 4 
MCMC-Fuzzy 8 6 2 2 
Padrão ouro 8 8 0 0 
Fonte: Elaborada pelo autor 
 
Tabela 2 – Resultados para a rede Alarme 
Algoritmos Total 
Arcos 
corretos 
Arcos 
extras 
Arcos 
faltantes 
K2 46 45 1 1 
MMHC 35 18 17 28 
EM-MCMC 36 19 17 27 
MCMC-Fuzzy 46 26 20 20 
Padrão ouro 46 48 0 0 
Fonte: Elaborada pelo autor  
 
O algoritmo K2 é muito conhecido por apresentar bons resultados 
em diversas bases de dados. Isto acontece devido ao parâmetro de 
entrada que define a ordem das variáveis da rede bayesiana. Definir este 
parâmetro é uma tarefa complexa, considerando que a aprendizagem é 
geralmente utilizada quando se tem pouca ou nenhuma informação 
sobre os dados. Os outros algoritmos constroem a rede bayesiana 
utilizando apenas os dados, sem necessidade de parâmetros adicionais, o 
que torna a aprendizagem mais difícil.  
O algoritmo MMHC é utilizado em diversas aplicações, 
principalmente por ser escalável, tendo bons tempos de processamento 
mesmo quando o número de variáveis é alto. Aplicado às bases de dados 
Ásia e Alarme o algoritmo identificou 4 arcos corretos para a base Ásia 
e 18 para a base Alarme. 
Os resultados do MMHC mostram certa equivalência com os 
resultados encontrados pelo algoritmo EM-MCMC, identificando quase 
as mesmas quantidades de arcos corretos, extras e faltantes em ambas as 
bases. 
O algoritmo MCMC-Fuzzy obteve bons resultados para as duas 
bases de dados. Aplicado a base de dados Ásia, o algoritmo identificou 6 
arcos corretos, tendo resultado compatível com o algoritmo K2, sendo 
que o método proposto não necessita de parâmetros adicionais.  
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Para a base de dados Alarme o algoritmo MCMC-Fuzzy obteve a 
maior quantidade de arcos corretos e a menor de arcos faltantes, porém 
seus resultados ainda foram inferiores ao do algoritmo K2. Também é 
possível perceber que o algoritmo MCMC-Fuzzy identificou mais arcos 
extras em comparação com os outros métodos. Desta forma, obteve uma 
estrutura de rede mais complexa, o que pode comprometer a estimação 
dos parâmetros probabilísticos da rede. 
Uma possível verificação seria comparar as estruturas geradas 
pelos diferentes métodos por meio da acurácia de cada estrutura. Para 
isto, seria necessário estimar os parâmetros probabilísticos da rede, o 
que foge ao escopo desta pesquisa. 
 
5.2.2 Convergência da cadeia 
 
Cadeias de Markov podem ser avaliadas graficamente ou por 
métodos estatísticos. Os dados utilizados para analise da convergência 
das cadeias são as saídas da métrica de avaliação utilizada nos 
algoritmos EM-MCMC e MCMC-Fuzzy.  
Os gráficos das Figuras 13 e 14 apresentam a convergência da 
cadeia a seu estado estacionário. Uma cadeia alcança seu estado 
estacionário quando alterações geram pouca variação em sua saída. 
 
Figura 15 – Convergência do algoritmo EM-MCMC para as redes Ásia 
(esquerda) e Alarme (direita)  
 
Fonte: Elaborada pelo autor 
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Figura 16 – Convergência do método MCMC-Fuzzy para as redes Ásia 
(esquerda), e Alarme (direita) 
 
Fonte: Elaborada pelo autor 
 
As cadeias também foram avaliadas utilizando métodos 
estatísticos. Os métodos escolhidos foram o de Geweke e Heidelberg-
Welch. O teste de Geweke rejeita valores altos, o de Heidelberg 
apresenta os valores do primeiro passo, da média e da largura a meia 
altura. 
Os testes de Geweke e Heidelberg-Welch foram executados por 
meio da biblioteca CODA, implementada por Plummer et al. (2006). As 
tabelas 3 e 4 apresentam os resultados destes testes. 
 
Tabela 3 – Avaliação da cadeia para o algoritmo EM-MCMC 
Bases Geweke Heidelberg-Welch  
Ásia 0,8161 0,7/-11120/0,737 
Alarme -4,655 0,0764/-227999/560 
Fonte: Elaborada pelo autor 
 
Tabela 4 – Avaliação da cadeia para o método MCMC-Fuzzy 
Bases Geweke Heidelberg-Welch 
Ásia 0,04826 0,997/0,795/0,00707 
Alarme -0,0002886 0,998/0,795/0,00477 
Fonte: Elaborada pelo autor 
 
Os valores encontrados para o teste de Geweke foram baixos, 
indicando aceitação da cadeia. O teste de Heidelberg-Welch apresenta 
os valores para o teste inicial, média, e largura a meia altura, 
respectivamente. O valor do teste inicial tenta verificar se a cadeia 
chegou em seu estado estacionário, apenas se a cadeia passar neste teste 
a segunda etapa é executada. A segunda divide a largura a meia altura e 
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a média, se o resultado for menor que um parâmetro e, sendo que o 
utilizado foi 0,1, então a cadeia passa na segunda etapa do teste. 
Segundo os testes realizados, os dois algoritmos chegaram ao 
estado estacionário de suas cadeias de Markov.  
 
5.2.3 Tempo de execução 
 
Estes testes foram realizados em um computador com processor 
Intel Core i7, com 8GB de memória RAM rodando o sistema 
operacional MAC OS X 10.9. 
Os testes de tempo de execução dos algoritmos foram realizados 
com as mesmas bases utilizadas nos testes das redes geradas. Os 
algoritmos K2 e MMHC possuem um critério de parada, enquanto os 
algoritmos EM-MCMC e o método MCMC-Fuzzy utilizam um método 
MCMC e por isso dependem da convergência da cadeia. A convergência 
é influenciada pelo seu estado inicial, que é aleatório. Desta forma, os 
testes consideraram diferentes números de iterações para esses 
algoritmos, sendo apresentados na tabela os tempos com os melhores 
resultados. Os algoritmos foram rodados por 5000 iterações para a base 
de dados Ásia e 10000 iterações para a base de dados Alarme. 
 
Tabela 5 – Comparação do tempo de execução em segundos 
Algoritmos Ásia Alarme 
K2 1,5456 3,6432 
MMHC 0,0385 1,2232 
EM-MCMC 2,9568 15,1015 
MCMC-Fuzzy 5,0924 27,794 
Fonte: Elaborada pelo autor 
 
O algoritmo MMHC é conhecido por obter ótimos tempos de 
processamento, sendo muito utilizado em grandes bases de dados. O 
método MCMC-Fuzzy obteve o maior tempo de processamento, devido 
a métrica fuzzy.  
Analisando os tempos de processamento, é possível perceber que 
a melhora na aprendizagem da estrutura teve um custo, mesmo que 
aceitável. 
É possível perceber que além do número de iterações para os 
métodos MCMC, o tamanho da base de dados influencia diretamente em 
seu tempo de execução.  
O algoritmo K2 obteve os melhores resultados nos experimentos 
realizados, porém sua execução depende de conhecimento prévio sobre 
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os dados, já que a ordenação das variáveis deve ser informada como 
parâmetro de entrada.  
O método MCMC-Fuzzy se mostrou eficiente obtendo os 
melhores resultados entre os algoritmos que aprendem a rede bayesiana 
apenas utilizam dados.  
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6 CONCLUSÃO 
 
Esta pesquisa investigou o desenvolvimento de uma métrica fuzzy 
aplicada a um método para aprendizagem de estruturas de redes 
bayesianas de forma automatizada.  
O algoritmo MCMC-Fuzzy combina diferentes funções de 
avaliação de redes bayesianas em uma métrica fuzzy, por meio de um 
método MCMC. A combinação de diferentes funções de avaliação 
resultou em uma métrica que considera diferentes propriedades de redes 
bayesianas simultaneamente. A métrica modelada adicionou pouca 
complexidade ao método, utilizando poucas regras. Além se 
independente do método de busca, podendo ser aplicada em qualquer 
outro algoritmo que utilize métricas individuais. 
A avaliação foi realizada usando duas bases de dados, escolhidas 
por serem comumente utilizadas em testes com algoritmos de 
aprendizagem de redes bayesianas. 
O método MCMC-Fuzzy obteve bons resultados, sendo que 
apenas o algoritmo K2 o superou. O algoritmo K2 possui como 
parâmetro de entrada a ordem das variáveis, o que facilita a 
aprendizagem, sendo que os outros algoritmos não necessitam de 
parâmetros adicionais. Informar a ordem das variáveis requer 
conhecimento prévio sobre os dados, sendo esta a principal desvantagem 
do algoritmo K2. 
Considerando os algoritmos que não necessitam de parâmetros 
adicionais o método MCMC-Fuzzy obteve os melhores resultados para a 
base de dados Ásia. Para a base de dados Alarme o método identificou a 
maior quantidade de arcos corretos. Porém ainda houve muitos arcos 
faltantes, que deveriam ter sido identificados, e arcos extras que não 
deveriam existir na estrutura da rede. O algoritmo MMHC identificou 
menos arcos corretos, mas também encontrou menos arcos extras.  
Os resultados mostram que o algoritmo MCMC-Fuzzy obtém 
bons resultados para uma rede simples, como a Ásia. Porém para uma 
rede mais complexa, como a base Alarme, o método identificou muitos 
arcos extras em comparação com os outros métodos, obtendo uma 
estrutura de rede mais complexa. 
A fim de identificar a convergência das cadeias geradas pelo 
método MCMC, dois métodos estatísticos foram aplicados a estas 
cadeias, comprovando que as cadeias convergiram a seus estados 
estacionários. 
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Em relação ao tempo de execução dos algoritmos, o algoritmo 
MMHC obteve os melhores resultados e o método MCMC-Fuzzy obteve 
tempo de processamento compatível com outros métodos, mesmo com 
os piores resultados.  
Uma dificuldade no desenvolvimento do método MCMC-Fuzzy 
foi a definição do conjunto de regras e dos parâmetros das funções de 
pertinência.  
Como sugestão para trabalhos futuros, indica-se: 
 Avaliar a acurácia do método MCMC-Fuzzy em relação a 
aprendizagem de parâmetros de RB; 
 Investigar outras funções de avaliação na modelagem fuzzy 
da métrica; 
 Avaliar a utilização de números fuzzy para combinar as 
métricas, substituindo a métrica fuzzy com regras; 
 Investigar a métrica fuzzy aplicada a outros algoritmos de 
aprendizagem de estrutura pelo método de busca heurística, 
como por exemplo, algoritmos genéticos. 
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