Motivated by a simple model for elastic cell membranes, we minimize the Willmore functional among two-dimensional spheres embedded in 3 with prescribed isoperimetric ratio.
Introduction
In the spontaneous curvature model for lipid bilayers due to Helfrich [8] , the membrane of a vesicle is described as a two-dimensional, embedded surface Σ ⊂ 3 , whose energy is given by
where H, K denote the mean curvature and Gauss curvature, µ is the induced area measure and κ and κ G are constant bending coefficients.
Restricting to surfaces Σ of the type of the sphere, the second term reduces to the constant 4πκ G by the Gauss-Bonnet theorem. Reducing further to the simplest case of spontaneous curvature C 0 = 0, the energy becomes up to a factor the Willmore energy
According to [8] , the shapes of the vesicles should be minimizers of the elastic energy E subject to prescribed area and enclosed volume. Since the Willmore energy is scaling invariant, the two constraints actually reduce to the condition that the isoperimetric ratio of the surface Σ, given by 1 3 A(Σ) 1 2 , ( 
W(Σ).
We have M 1 = round spheres ⊂ 3 and β(1) = 4π.
Here we prove the following result.
Theorem 1.1
For every σ ∈ (0, 1) there exists a surface Σ ∈ M σ such that
Moreover the function β is continuous, strictly decreasing and satisfies lim σց0 β(σ) = 8π.
Assuming axial symmetry, several authors computed possible candidates for minimizers by solving numerically the Euler-Lagrange equations (see [1] , [5] ). In [12] the authors prove existence of a one-parameter family of critical points bifurcating from the sphere. It appears that so far no global existence results for the Helfrich model have been obtained. In order to prove Theorem 1.1 we adopt the methods of L. Simon in [14] , where he proved existence of Willmore minimizers for fixed genus p = 1.
Moreover we show the following result.
Theorem 1.2
Let {σ k } k∈ ⊂ (0, 1) such that σ k → 0 and Σ k ∈ M σ k such that W(Σ k ) = β(σ k ). After translation and scaling (such that 0 ∈ Σ k and H 2 (Σ k ) = 1), there exists a subsequence Σ k ′ which converges to a double sphere in the sense of measures, namely
where µ k ′ = H 2 Σ k ′ and µ = 2 H 2 ∂B r (a) for some r > 0 and a ∈ 3 .
We now briefly outline the content of the paper. In section 2 we prove that β is decreasing and β(σ) < 8π for all σ ∈ (0, 1]. In section 3 we prove Theorem 1.1. Section 4 is dedicated to the proof of Theorem 1.2 using similar techniques as in the proof of Theorem 1.1. Finally in the appendix we collect some important results we need during the proofs, as for example the graphical decomposition lemma and the Monotonicity formula proved by Simon in [14] .
This work was done within the framework of project B. 
Upper bound for the Infimum
In this section we prove an upper bound for the infimum of the Willmore energy in the class M σ . The proof is based on the inversion of a catenoid at a sphere together with an argument involving the Willmore flow and its properties. A ref-
erence where the authors also analyze inverted catenoids and their relation to the Willmore energy is [4] . For the part concerning the Willmore flow see [10] .
Lemma 2.1 The function β is decreasing and
Proof: Define the (scaled) catenoid in 3 as the image of g a : ×[0, 2π) → 3 given by g a (s, θ) = a cosh s a cos θ, a cosh s a sin θ, s ,
where a > 0 is a positive constant. Next we invert this catenoid at the sphere ∂B 1 (e 3 ) to get the function f a = I • g a , where I(x) = e 3 +
x−e 3 |x−e 3 | 2 describes the inversion at the sphere. Define the set Σ a ⊂ 3 by
First of all Σ a is smooth away from e 3 . Because of the inverse function theorem and by explicit calculation there exists an open neighborhood U of e 3 in which Σ a can be written as graph u + ∪ graph u − , where
for all α ∈ (0, 1), p ≥ 1 and some R > 0, and which are smooth away from the origin. Moreover direct calculation yields W(Σ a ) = 8π. Since variations of Σ a away from e 3 correspond to variations of the catenoid away from infinity and since the catenoid is a minimal surface, the L 2 -gradient W( f a ) of the Willmore energy of f a satisfies W( f a ) = 0 on (−∞, ∞) × [0, 2π).
Since u ± ∈ C 1,α (B R (0)) ∩ W 2,p (B R (0)) for all α ∈ (0, 1) and p ≥ 1, it follows that the L 2 -gradient of the Willmore energy of graph u ± satisfies
where
, Ω) the Willmore energy of F t ± restricted to Ω. Because of the given regularity of u ± and since
Since W(F ± ) = 0 on B R (0) \ B ε (0), it follows from the first variation formula for the Willmore energy that only a boundary term remains. Exploiting this boundary integral yields
where c > 0 is a positive constant. This shows that the first variation of the Willmore energy of graph u + is negative for variations in the direction e 3 and that the first variation of the Willmore energy of graph u − is negative for variations in the direction −e 3 . Now notice that the isoperimetric ratio I(Σ a ) → 0 as a → 0 and that Σ a can be parametrized over 2 . After approximation by smooth surfaces we have therefore shown that for every ε > 0 there exists a smooth, embedded surface Σ ⊂ 3 of the type of 2 , with isoperimetric ratio I(Σ) < ε and W(Σ) < 8π. Using Theorem 5.2 in [10] , the Willmore flow Σ t with initial data Σ exists smoothly for all times and converges to a round sphere such that W(Σ t ) is decreasing in t. This shows β(σ) < 8π. In order to prove the monotonicity let σ 0 ∈ (0, 1) and ε > 0 such that
Again the Willmore flow Σ t with initial data Σ 0 exists smoothly for all times, converges to a round sphere and W(Σ t ) is decreasing in t. Therefore for every σ ∈ (σ 0 , 1] there exists a surface Σ ∈ M σ with W(Σ) ≤ W(Σ 0 ) ≤ β(σ 0 ) + ε and the lemma follows by letting ε ց 0.
Proof of Theorem 1.1
For σ ∈ (0, 1) let Σ k k∈ ⊂ M σ be a minimizing sequence. Since the Willmore energy is invariant under translations and scalings and in view of Lemma 2.1 we may assume that for some δ 0 > 0
Using Lemma 1.1 in [14] we get an uniformly diameter bound for Σ k and therefore
Define the integral, rectifiable 2-varifolds µ k in 3 by
By a compactness result for varifolds (see [15] ), there exists an integral, rectifiable 2-varifold µ in 3 with density θ(µ, ·) ≥ 1 µ-a.e. and weak mean curvature vector H ∈ L 2 (µ), such that (after passing to a subsequence)
Theorem A.1 and (3.5) applied to U = 3 yield
Since µ is integral we also get that
Our candidate for a minimizer is given by
Using Theorem A.1 we get (up to subsequences) as in [14] , page 310, that
Therefore (3.2) and the varifold convergence yield that Σ ⊂ B R (0) and µ( 3 ) = 1.
In order to prove regularity we would like to apply Simon's graphical decomposition lemma Theorem B.1 to Σ k simultaneously for infinitely many k ∈ . But the most important assumption in the graphical decomposition lemma is that the L 2 -norm of the second fundamental form is locally small, which we will need simultaneously for infinitely many k ∈ . Therefore we define the so called bad points with respect to a given ε > 0 in the following way: Define the radon measures α k on 3 by
From the Gauss-Bonnet formula and (3.1) it follows that α k ( 3 ) ≤ 24π. By compactness there exists a radon measure α on 3 such that (after passing to a subse-
It follows that spt α ⊂ Σ and α( 3 ) ≤ 24π. Now we define the bad points with respect to ε > 0 by
Since α( 3 ) ≤ c, there exist only finitely many bad points. Moreover for ξ 0 ∈ Σ\B ε there exists a 0 < ρ 0 = ρ 0 (ξ 0 , ε) ≤ 1 such that α(B ρ 0 (ξ 0 )) < 2ε 2 , and since α k → α weakly as measures we get
Now fix ξ 0 ∈ Σ \ B ε and let ρ 0 as in (3.11) . Let ξ ∈ Σ ∩ B ρ 0 2 (ξ 0 ). We want to apply Simon's graphical decomposition lemma to show that the surfaces Σ k can be written as a graph with small Lipschitz norm together with some "pimples" with small diameter in a neighborhood around the point ξ. This is done in exactly the same way Simon did in [14] . We just sketch this procedure. By (3.9) there exists a sequence ξ k ∈ Σ k such that ξ k → ξ. In view of (3.11) and the Monotonicity formula applied to Σ k and ξ k the assumptions of Simon's graphical decomposition lemma (see Theorem B.1 in the appendix) are satisfied for ρ ≤ ρ 0 4 and infinitely many k ∈ . Since W(Σ k ) ≤ 8π − δ 0 , we can apply Lemma 1.4 in [14] to deduce that for θ ∈ 0, (ξ k ) (see Theorem B.1 for the notation). Moreover, by a slight perturbation from ξ k to ξ, we may assume that
, and therefore we may furthermore assume that the planes, on which the graph functions are defined, do not depend on k ∈ . After all we get a graphical decomposition in the following way. 
where D k is a topological disc and where the following holds: 
Now we leave the varifold context and define the functions
where Ω k ⊂ 3 is the open, bounded set surrounded by Σ k . We have
Therefore the sequence χ k is uniformly bounded in BV( 3 ) and a compactness result for BV-functions (see [6] ) yields that (after passing to a subsequence)
and pointwise a.e.
for some function χ ∈ BV( 3 ). Since the functions χ k are characteristic functions we may assume without loss of generality that χ is the characteristic function of a set Ω ⊂ 3 with L 3 (Ω) = In the end we would like to have that Σ = ∂Ω is smooth. Therefore it is necessary that | D χ| = µ as measures, which actually holds.
Lemma 3.2 In the above setting we have for
Proof: Let ξ 0 ∈ Σ \ B ε and ρ 0 = ρ 0 (ξ 0 , ε) > 0 as in (3.11) . Let ε ≤ ε 0 such that Lemma 3.1 holds and let ρ ≤
Thus it follows that the sequence u k is equicontinuous and uniformly bounded in
.
Lemma 3.1 yields
where ν k denotes the outer normal to ∂Ω k = Σ k . Because of the Monotonicity formula and the diameter estimates for the sets P k n we can estimate the second term on the right hand side by
Because of the diameter estimates for the sets d k,m and the L ∞ -bounds for the functions u k the first term on the right hand side can be estimated by
where ν k denotes the outer normal to graph u k . Using the convergence stated above together with the estimates for the limit function u we get that lim inf
Since each set B 1 n contains only finitely many points and since the Monotonicity formula yields µ({ξ}) = 0 for every ξ ∈ 3 , we get that
Using the theorem of Radon-Nikodym the lemma follows from (3.15).
Remark 3.3
Notice that the only thing we needed up to now was the bound on the Willmore energy W(Σ k ) ≤ 8π − δ 0 . We are now able to prove that
We already know that β is decreasing and bounded by 8π. Therefore the limit exists. Let σ l → 0 and assume (3.16) is false. After passing to a subsequence there exists a δ 0 > 0 such that
2 and let Ω l ⊂ 3 be the open set surrounded by Σ l . Again after scaling and translation we may assume that H 2 (Σ l ) = 1 and 0 ∈ Σ l , and that the radon measures µ l = H 2 Σ l converge to a radon measure µ with µ( 3 ) = 1. On the other hand we have that the BV-functions χ l = χ Ω l are uniformly bounded and therefore converge (after passing to a subsequence) in
2 , we can do exactly the same as before to get µ = | D χ|, which contradicts µ( 3 ) = 1. Therefore (3.16) holds.
We continue with the proof of Theorem 1.1. The main idea to prove regularity is to derive a power decay for the L 2 -norm of the second fundamental form via constructing comparison surfaces by a cut-and-paste procedure as done in [14] . But this method cannot be directly applied in our case, since the isoperimetric ratio might change by this procedure. In order to correct the isoperimetric ratio of the generated surfaces, we will apply an appropriate variation. But what is an appropriate variation in our case? Which is the quantity we have to look at? To answer this question let Φ : (−ε, ε) × 3 → 3 be a C 2 -variation with compact support and define
Because of (3.4) and since χ Ω k → χ Ω , we get in view of Lemma 3.2 that
where ν is given by the equation
. This follows from the Riesz representation theorem applied to BV-functions and Lemma 3.2.
Now if there would exist a vector field X ∈ C ∞ c ( 3 , 3 ) such that the right hand side of (3.18) is not equal to 0, we would have that the first variation of the isoperimetric ratio of Σ k not equals 0 for k sufficiently large, and in conclusion we would have a chance to correct the isoperimetric ratio of the generated surfaces. The next lemma is concerned with the existence of such a vector field and relies on the fact that each surface Σ ∈ M σ is not a round sphere.
Lemma 3.4 There exists a R
Proof: Assume the statement is false. Then there exists a sequence R k ց 0 and 3 ). Since Σ is compact, it follows after passing to a subsequence that ξ k → ξ ∈ Σ, and since µ({ξ}) = 0, which follows from Theorem A.1, we get after all that
Now the idea of the proof is the following: We just have to show that Σ is smooth, because then Σ would be a smooth surface with constant mean curvature and Willmore energy smaller than 8π. By a theorem of Alexandroff Σ would be a round sphere which contradicts our choice of σ ∈ (0, 1). To show that Σ is smooth we just have to show that θ 2 (µ, x) = 1 for every x ∈ Σ, because then Allard's regularity theorem would yield (remember that H ∈ L ∞ (µ) now) that Σ can be written as a C 1,α -graph around x that solves the constant mean curvature equation and is therefore smooth.
Denote by µ x 0 ,λ the blow-ups of µ around x 0 . Now also the blow-ups generate integer multiplicity, rectifiable 2-currents M x 0 ,λ with ∂ M x 0 ,λ = 0. Moreover the mass of M x 0 ,λ of a set W ⊂⊂ 3 such that W ⊂ B R (0) is estimated in view of the Monotonicity formula by
By a compactness theorem for integer multiplicity, rectifiable 2-currents (see [15] ) there exists an integer multiplicity, rectifiable 2-current M x 0 ∈ D 2 ( 3 ) ′ such that ∂ M x 0 = 0 and (after passing to a subsequence)
Let µ x 0 be the underlying varifold.
On the other hand there exists a stationary, integer multiplicity, rectifiable 2-cone µ ∞ such that (after passing to a subsequence)
Now we get the following:
This follows from the lower semicontinuity of the mass with respect to weak convergence of currents and the upper semicontinuity on compact sets with respect to weak convergence of measures.
4π everywhere: Since µ ∞ is a stationary 2-cone, the Monotonicity formula yields for all z ∈ 3 and all
Now since
, and the claim follows from (3.6).
3.) θ 2 (µ ∞ , ·) = 1 µ ∞ -a.e.: This follows from 2.) since µ ∞ is integral.
4.) µ x 0 = µ ∞ : Choose a point x ∈ 3 such that θ 2 (µ ∞ , x) = 1. By Allard's regularity theorem there exists a neighborhood U(x) of x in which µ ∞ can be written as a C 1,α -graph, which is actually smooth since µ ∞ is stationary. Moreover we get that the convergence
we have that µ ∞ U = µ x 0 U. Since we already know that θ 2 (µ ∞ , x) = 1 for µ ∞ -a.e. x ∈ 3 we get 4.).
From 4.) it follows that M x 0 is a stationary, integer multiplicity, rectifiable 2-current with ∂ M x 0 = 0. Since moreover µ x 0 = µ ∞ is a stationary, rectifiable 2-cone we get for all τ > 0 and all z ∈ 3 that
4π . Using Theorem 2.1 in [9] it follows that M x 0 is a unit density plane or
Therefore we get for all balls B τ (0) such that µ ∞ (∂B τ (0)) = 0
and the lemma is proved.
In the next step we prove a power decay for the L 2 -norm of the second fundamental form on small balls around the good points ξ ∈ Σ \ B ε . This will help us to show that Σ is actually C 1,α ∩ W 2,2 away from the bad points. 
where α ∈ (0, 1) and c < ∞ are universal constants.
Proof: Choose according to Lemma 3.4 a R > 0 such that for every ξ ∈ Σ there exists a point η ∈ Σ \ B R (ξ) such that for all β > 0 there exists a vectorfield
Let ξ 0 ∈ Σ \ B ε , ρ 0 > 0 as in (3.11). We may assume without loss of generality that define the set
From the L ∞ -estimates for the functions u k and the diameter estimates for the sets P k n it follows for ε ≤ ε 0 and
Define the sets
Using the diameter estimates for the discs d k,m we get that L 1 (S k (ξ)) ≥ θ ρ 64 for ε ≤ ε 0 , and then from a Fubini-type argument that L 1 (T k (ξ)) ≥ θ 
Since graph w k ⊂ B θ
Now define the surfacesΣ
From the above it follows for ε ≤ ε 0 and δ k ≤ 
Next we compare the isoperimetric coefficients of Σ k andΣ k . Using the L ∞ -bounds for w k and the Monotonicity formula we get from the definition ofΣ k that
, we get by choosing ρ 0 smaller (smaller in an universal way) that
Moreover we finally get
and we may assume without loss of generality that
As mentioned beforeΣ k might not have the right isoperimetric ratio and may therefore not be a comparison surface.
According to (3.20) 
Notice that the constant c 0 does not depend on ε, ξ, ρ or k ∈ .
Let Φ ∈ C ∞ ( × 3 , 3 ) be the flow of the vectorfield X, namely
Since spt X ⊂ B R 2 (η) there exists a T 0 = T 0 (X) > 0 such that for all t ∈ (−T 0 , T 0 )
Define the setsΩ
Choosing T 0 smaller if necessary (depending on X) it follows for t ∈ (−T 0 , T 0 ) that
By choosing T 0 smaller if necessary (depending on X) and estimating very roughly we get that there exists a constant 0 < c = c(X) < ∞ such that for all t ∈ (−T 0 , T 0 )
The last inequality can be proved by writingΣ k locally as a graph with small Lipschitz norm and using a partition of unity. Now first of all it follows for the first variation of the isoperimetric coefficient of
Now it follows from (3.22)-(3.25) that
where c = c(X), and therefore (3.24) and (3.27) yield
it follows from (3.24) and (3.27) that there exists a constant 0 < c 0 < ∞ independent of ε, ξ, ρ and k ∈ , such that for k sufficiently large
Moreover using the estimates (iii) and (iv) above it follows that
where c = c(X) < ∞ is a universal constant.
Using Taylor's formula we get in view of (3.26) that for each k ∈ there exists a t k with |t k | ≤ cρ such that
Therefore we get by construction thatΣ
Since Σ k is a minimizing sequence for the Willmore functional in M σ and by the Gauss-Bonnet theorem therefore a minimizing sequence for the functional Σ |A| 2 , we get
Now by definition ofΣ k it follows that
By definition of w k and the choice of τ we get
Now by adding c times the left hand side of this inequality to both sides ("hole filling") we deduce the following:
For ρ ≤ ρ 0 4 and infinitely many k ∈ it follows that
where γ = c c+1 ∈ (0, 1) is a fixed universal constant. If we let
Now in view of Lemma C.2 it follows that
In the next step we want to do the same as in the proof of Lemma 3.2 where we constructed a sequence of functions which converged strongly in C 0 and weakly in W 1,2 . But now with the estimate of Lemma 3.5 we will get better control on the sequence.
So let ξ ∈ Σ ∩ B ρ 0 2 (ξ 0 ). Define the quantity α k (ρ) by
and notice that by the choice of ρ 0 and Lemma 3.5 we have that
Furthermore we get from Lemma 3.1 and the Monotonicity formula that
Therefore for ε ≤ ε 0 we may apply the generalized Poincaré inequality Lemma C.3 to the functions f = D j u k and δ = cα k (ρ) 1 4 ρ to get a constant vector η k with |η k | ≤ cε
Since
it follows for ε ≤ ε 0 that
From the gradient estimates for the function u k , since |η k | ≤ c, from (3.33), (3.35) and the choice of ρ 0 we get that
and therefore in view of (3.32) (we will always write α even if it might change from line to line) that
Since λ k > ρ 4 the sequence u k is therefore equicontinous and uniformly bounded in
and we get the existence of a function
Remark: Be aware that the limit function depends on the point ξ, since our sequence comes (more or less) from the graphical decomposition lemma (which is a local statement) and therefore depends on ξ.
Moreover we have that η k → η with |η| ≤ cε
, it follows from lower semicontinuity and (3.36) that
In the next lemma we show that our limit varifold is given by a graph around the good points. 
Proof: From the definition of u k it follows for ρ ≤ θ ρ 0 64 that
where θ ξ k is given by
is a signed measure. The total mass |θ
, can be estimated in view of (3.32), (3.33) and (3.34) by
It follows from (3.32) that
By taking limits in the measure theoretic sense we get that
where θ ξ is a signed measure with total mass |θ ξ | ≤ cρ 2+α ≤ cε 
It follows from the
Since u k → u ξ uniformly and
The dominated convergence theorem yields
On the other hand we have that
and we get that
In view of (3.36), (3.37) and since η k → η we get that
and it follows after all that 
where θ ξ = θ ξ +θ ξ is a signed measure with total mass |θ ξ | ≤ cρ 2+α ≤ cε 
Since θ 2 (µ, ·) ≥ 1 on spt µ, it follows for ε ≤ ε 0 from Theorem A.1 that
From (3.40), especially the bound on the total mass of θ ξ , it follows that
Therefore H 2 graph u ξ ∩ B ρ 2 (x) > 0 for ε ≤ ε 0 and thus x ∈ graph u ξ .
2.) Let
(z) ∩ L, it follows from the estimates for u ξ that y + u ξ (y) ∈ B ρ 2 (x) for ε ≤ ε 0 . Therefore we get that
As above it follows that x ∈ Σ for ε ≤ ε 0 .
After all we get for ε ≤ ε 0
Moreover we get that the function u ξ does not depend on the point ξ in the following sense: Let x ∈ Σ ∩ B ρ 0 2 (ξ 0 ) and τ < θ ρ 0 256 . Then we have that
In the next step choose ρ ∈ θ ρ 0 512 , θ ρ 0 256 such that
and that therefore due to (3.40)
and τ > 0 such that B τ (x) ⊂ B ρ (ξ) and such that (due to (3.40) for the point x)
where θ x is a signed measure with total mass smaller than cτ 2+α .
From (3.45), (3.46) and (3.47) it follows that
and we get a nice decay for the signed measure θ ξ , namely
Since we already know that θ 2 (µ, ·) ≥ 1 on Σ, it follows from (3.46) that
, and by (3.48) the right hand side goes to 1 for τ → 0. This shows that
for all x ∈ Σ ∩ B ρ (ξ) = graph u ξ ∩ B ρ (ξ) and the lemma follows from the theorem of Radon-Nikodym.
Now let ξ 0 ∈ Σ \ B ε . Since we already know that µ admits a generalized mean curvature vector H ∈ L 2 (µ), it follows from the definition of the weak mean curvature vector and by applying Lemma 3.6 to ξ 0 (and writing u for u ξ 0 ) that u is a weak solution of the mean curvature equation, namely u is a weak solution in
Since the norm of the mean curvature vector can be estimated by the norm of the second fundamental form, it follows from Lemma 3.5 and (3.5) applied to B ρ (ξ) that for all ξ ∈ B ρ 0 2 (ξ 0 ) and all ρ ≤ θ ρ 0 128 Using a standard difference quotient argument (as for example in [7] , Theorem 8.8), it follows from (3.49) and H ∈ L 2 (µ) that
By applying (3.49) to this test functions ϕ we get in view of (3.50) that
From Morrey's lemma (see [7] , Theorem 7.19) it follows that
Thus we have shown that our limit varifold Σ can be written as a C 1,α ∩ W 2,2 -graph away from the bad points. Now we will handle the bad points B ε and prove a similar power decay as in Lemma 3.5 for balls around the bad points. Since the bad points are discrete and since we want to prove a local decay, we assume that there is only one bad point ξ.
As mentioned in the definition of the bad points (see (3.10)), the radon measures α k = µ k |A k | 2 converge weakly to a radon measure α, and it follows for all z ∈ 3 that α(B ρ (z) \ {z}) → 0 for ρ → 0. Therefore for given ε > 0 there exists a ρ 0 > 0 such that α(B ρ (ξ) \ {ξ}) < ε 2 for all ρ ≤ ρ 0 .
Since α k → α in C 0 c ( 3 ) ′ , it follows that for ρ < ρ 0 and k ∈ sufficiently large
Moreover it follows from Theorem A.1 applied to our minimizing sequence Σ k and (3.2) that for all σ > 0
where c is an universal constant independent of k and σ. Here ⊥ denotes the projection onto T x Σ k . Rewriting the left hand side and using Cauchy-Schwarz we get
where again c is an universal constant independent of k and σ. Now we can use the monotone convergence theorem to get for σ → 0 that the integral
exists for all k and is bounded by a uniform, universal constant c independent of k.
Moreover the function
Now define the radon measures
It follows that β k ( 3 ) ≤ c and therefore (after passing to a subsequence) there exists a radon measure β such that β k → β in C 0 c ( 3 ) ′ . Moreover β(B ρ (ξ) \ {ξ}) → 0 for ρ → 0. Therefore there exists a ρ 0 such that
Thus we get for k sufficiently large that
It follows for ρ < ρ 0 and k ∈ sufficiently large that
we also get for ρ < ρ 0 and for k large that
To prove this notice that due to the diameter estimate in Lemma 1.1 in [14] we have
, a contradiction.
After all according to (3.53)-(3.55) the following is shown: For ρ < ρ 0 and k ∈ sufficiently large we have that
The Monotonicity formula applied to z k and Σ k yields that we may apply the graphical decomposition lemma to Σ k , z k and infinitely many k ∈ as well as Lemma 1.4 in [14] to get as in Lemma 3.1 that there exists a θ ∈ 0, 1 2 (independent of j ∈ {1, . . . , P} and k ∈ ) and pairwise disjoint subsets P k 1 , . . . , P k
where the following holds: 
The following inequalities hold:
In the next step we show that
To prove this notice first of all that it follows from Theorem A.1 applied to z k , Σ k and (i) above that for ε ≤ ε 0
Now to prove (3.59) notice that
is the set in (ii) above. This follows from the graphical decomposition above, the diameter estimates for the sets P k n , the area estimate concerning the set B k in (ii) and (3.60).
Therefore we finally get that
≤ c ε 1 6 + δ k ρ, and (3.59) is shown.
Since dist(ξ, L k ) ≤ c ε 1 6 + δ k ρ, we may assume (after translation) that ξ ∈ L k for all k ∈ and keeping the estimates for u k . Moreover we again have that L k → L = 2-dim. plane with ξ ∈ L. Therefore for k ∈ sufficiently large we may assume that L k is a fixed 2-dim. plane L.
Define the set
It follows from the diameter estimates and the selection principle in [14] that for ε ≤ ε 0 there exists a τ ∈ θ ρ 64 , θ ρ √ 2·32
such that τ ∈ T k for infinitely many k ∈ .
Since ξ ∈ L it follows from the choice of τ that for ε ≤ ε 0
Define the image points z i,k ∈ graph u k by
Using the L ∞ -estimates for u k we get for ε ≤ ε 0 that 5 8 ρ < |z i,k − ξ| < 7 8 ρ and therefore
Therefore we can again apply the graphical decomposition lemma to the points z i,k . Thus there exist pairwise disjoint subsets P We may assume that these discs are pairwise disjoint since otherwise we can exchange two intersecting discs by one disc whose diameter is smaller than the sum of the diameters of the intersecting discs.
Because of the diameter estimate and again the selection principle there exists a τ ∈ θ ρ 128 , θ
such that
Finally we get the following: There exist pairwise disjoint subsets P k 1 , . . . , P k
where the following holds:
1. The sets P k n are closed topological discs disjoint from graph u k . 2. u k ∈ C ∞ (A k (ρ), L ⊥ ), where L ⊂ 3 is a 2-dim. plane with ξ ∈ L.
The set A k (ρ) is given by
where τ ∈ θ ρ L 1 (C) ≥ θ ρ 2048 and such that every s ∈ C lies in C k for infinitely many k ∈ . Now define the set
By a simple Fubini-type argument (as done before) it follows that L 1 (D k ) ≥ θ ρ 4096 , and again by the selection principle there exists a s ∈ 0, θ ρ 1024 such that s ∈ D k for infinitely many k ∈ . It follows that u k is defined on the circle ∂B 3 4 ρ+s (ξ) ∩ L and that graph u k| ∂B 3 
