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Abstract
In recent years, fuzzy logic techniques have been successfully applied in geodesy problems, in particular to GPS. The aim of
this work is to test a fuzzy-logic method with an enhanced probability function as a tool to provide a reliable criteria for weighting
scheme for satellite-laser-ranging (SLR) station observations, seeking to optimize their contribution to the precise orbit determination
(POD) problem. The data regarding the stations were provided by the International Laser Ranging Service (ILRS), NASA/Crustal
Dynamics Data Information System (CDDIS) provided the satellite data for testing the method. The software for processing the data
is GEODYN II provided by NASA/Goddard Space Flight Center (GSFC). Factors to be considered in the fuzzy-logic clustering are:
the total number of LAGEOS passes during the past 12 months, the stability measure of short- and long-term biases, the percentage
of LAGEOS normal points that were accepted in CSR weekly LAGEOS analysis, and the RMS uncertainty of the station coordinates.
A fuzzy-logic statistical method allows classifying the stations through a clear ‘degree of belonging’ to each station group. This
degree of belonging translates into a suitable weight to be assigned to each station in the global solution. The ﬁrst tests carried out
showed improvements in the RMS of the global POD solution as well as individual stations, to within a few millimeters. We expect
further work would lead to further improvements.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In satellite-laser-ranging (SLR) data processing, often the weighting scheme of station observations is subjective or
even quasi-arbitrary, and a somewhat arbitrary cutoff of say 1m is applied prior to the data processing. This practice
leaves something to be decided in terms of making optimal use of the available data. We intend to improve the situation
by applying fuzzy-logic techniques in the editing and weighting of the data in an objective way.
Many authors (e.g., [6] and others in the Proceedings of the First International Symposium on Robust Statistics and
Fuzzy Techniques in Geodesy an GIS) have demonstrated the potential utility of the fuzzy-logic methods in geodetic
problems.
The origin of fuzzy clustering arises with the work of Bellman et al. [1] and Ruspini [8], based on the ideas of Zadeh
[10]. Dunn [3], who formalized the FCM (Fuzzy C-Means) algorithm and later generalized by Bezdek [2]. While most
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of the analytic fuzzy clustering methods used are derived from Bezdek’s fuzzy C-means algorithms, Bezdek showed
that the solution obtained through the FCM algorithm may or may not provide the desired solution, suggesting that
the method was not based on a completely reliable criteria. Flores-Sintas et al. [4] analyzed this possibility and found,
based on local geometrical properties, the means to reformulate the FCM algorithm.
In this work, we will weight the SLR observations in order to optimize their contribution to the POD problem, for that
purpose we use the Flores-Sintas’ modiﬁed FCM algorithm. As is customary, we weight the SLR stations, rather than
weighting the individual observations.We adopt the guidelines provided by Pearlman (1996, Shanghai SLRWorkshop)
for high-performance SLR systems. This system, considering operating conditions of the stations, later became the
ILRS metrics so that system performance could be measured and regularly reported.
Current performance guidelines are divided into three categories: data quantity; data quality; and operational com-
pliance. Here, we pay special attention to:
Yearly data quantity guideline:
• 1000 Low Earth Satellite (LEO) Passes.
• 400 LAGEOS 1, 2 Passes.
• 100 High Satellite Passes.
Data quality guidelines:
• 1 cm LAGEOS NP precision.
• 2 cm short-term bias stability.
• 1 cm long-term bias stability.
Here, the idea is classifying the stations according to those ILRS guidelines giving rise to a clustering procedure
which would lead to a weight for each station. This procedure will also provide an objective editing as opposed to
applying an arbitrary cutoff.
2. Fuzzy cluster analysis
In fuzzy cluster analysis, the FCM is the algorithm that is utilized. However, we will utilize a new algorithm due to
Flores-Sintas et al. [4]. First, we will see how Flores-Sintas got the objective function and the membership function.
Then, we will show the algorithm to obtain the fuzzy partition. We will get through with a procedure which helps to
improve the membership probabilities.
2.1. The objective and the membership functions
Flores-Sintas has studied the metric derived from the covariance matrix of a sample. This work has allowed us to ﬁnd
an objective function (which takes two forms: one using the Euclidean distance and the other using the Mahalanobis
distance) deduced from a magnitude which the physicians call action. Flores-Sintas et al. also have found a membership
function which is deﬁned with respect to the sample average if we use the Mahalanobis distance, and for all the features
space if we use the Euclidean distance. The membership function found in [4] have been applied to the FCM algorithm
in [5], calculating the membership probabilities and modifying the objective function.A summary of the modiﬁed FCM
proposed in [5] follows.
Let X = {x1, x2, . . . , xn} ⊂ RF be a sample of n F-features patterns. The objective functions found in [4] are the
following:
JEc =
∑
x∈X
xd
2
x,  ∈ RF, (1)
JMhm =
∑
x∈X
xmd
2
xm
√
gx (2)
=
∑
x∈X
3/2xm d
2
xm
√
gm, (3)
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wherem being the sample average,x andxm themembership functions of x ∈ X with respect to  andm, respectively,
using the Euclidean distance for JEc or the Mahalanobis distance for JMhm , and given by
x =
1
1 + r2d2x
, (4)
xm =
1
1 + d2xm
, (5)
(4) for Euclidean distance and (5) for Mahalanobis distance, r is a factor which normalizes the Euclidean distance
making the sample average density equal to 1, gx and gm are the fuzzy covariance matrix inverse determinants at x and
m, respectively, which are related in the following way:
gx = gm1 + d2xm
(6)
for Mahalanobis distances. √gm represents the factor which affects the element of volume in the features space when
we use themetric derived from the covariancematrix. If we use the Euclidean distance gx=1 and then (3) is transformed
to (1), as can be seen from the second member of (3). In order to calculate the fuzzy covariance matrix we utilized
k =
∑
x∈X u2xk(x − vk)(x − vk)∑n
x∈X u2xk
∀k = 1, . . . , c, (7)
where uxk being the membership probability of the x-pattern to the k-group, and V = {v1, v2, . . . , vc} ⊂ RF are the
prototypes of a fuzzy c-partition. In this way, Flores gets the relation
gvk = |k|−1. (8)
The modiﬁed FCM proposed in [5] ﬁnds the prototypes minimizing the function
J (u, v) =
∑
x∈X
c∑
k=1
u2xkd
2
xk , (9)
whose metrics are utilized in the Mahalanobis. The probabilities are given by
uxk = 
3/2
xvk
√
gvk∑c
j=1
3/2
xvj
√
gvj
, (10)
which express the relative deviation of each k-group given by (3). The membership function uxk is calculated using (5)
substituting the sample average by the prototype of the k-group, and substituting the sample covariance matrix by the
fuzzy covariance matrix of each group. Also, Flores demonstrated that the prototypes, minimizing the function (9), are
calculated as
vk =
∑
x∈X 2xvkx∑
x∈X 2xvk
. (11)
2.2. The Flores-Sintas modiﬁed FCM algorithm
A fuzzy partition of X in c clusters is represented by a matrix, U = {uxk}, where
uxk = [0, 1],
c∑
k=1
uxk = 1,
∑
x∈X
uxk > 0, k = 1, . . . , c.
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Fig. 1. Procedure to obtain the fuzzy partition.
The modiﬁed FCM algorithm obtains the V = {v1, v2, . . . , vc} prototypes minimizing the objective function (9). The
algorithm description is the following:
Step 1: Deﬁne c and , a small positive constant. Initialize
u
(0)
xk = {0, 1}, k = 1, . . . , c.
Calculate
v
(0)
k =
∑
x∈X (u
(0)
xk )
2x
∑
x∈X (u
(0)
xk )
2
, g
(0)
k ∀k ∈ {1, . . . , c}
Step 2: t = t + 1.
Calculate
(t)xvk from g
(t−1)
k and v
(t−1)
k ∀k ∈ {1, . . . , c},
u
(t)
xk =
((t)xvk )
3/2
√
g
(t−1)
vk
∑c
j=1
3/2
xvj
√
g
(t−1)
vj
, v
(t)
k and g
(t)
k ∀k ∈ {1, . . . , c}.
Step 3: If |v(t)k − v(t−1)k |<  ∀k Stop. Else go to Step 2.
2.3. Improving probabilities
By using the previous algorithm we can get a fuzzy partition from a sample. However, the membership probability
can improve them. In Soto [9] we improve the probabilities of ﬁnding a new membership function. This deduces itself
going into the volume of membership functions (4) and (5), depending on the utilized metrics. With this function we
got a clustering where probabilities are better assigned. In Fig. 1 we show the procedure that helps in obtaining our
classiﬁcation.
3. The clustering process
We have tried different classiﬁcation schemes depending on the number of variables taken into account. Increasing
the number of variables does not necessarily yield better results. We think it is due to the high correlation between the
variables. In this study we have ﬁxed the number of clusters to 3, and tried three different classiﬁcations, by considering
3, 4 and 6 of the following variables as in (Fig. 2):
V1. LAGEOS Data Volume (October 1998–September 1999).
V2. LAGEOS Normal Point RMS (3rd Quarter 1999).
J. Soto et al. / Journal of Computational and Applied Mathematics 204 (2007) 137–143 141
Fig. 2. Variables we have grouped in three sets, va3, va4 and va6.
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Fig. 3. Membership functions, xk , for the tree clusters; horizontal axis represents the LAGEOS NP RMS (cm).
V3. Percentage of LAGEOS NP Accepted (3rd Quarter 1999).
V4. Long Term Bias Stability (October 1998–September 1999).
V5. LAGEOS Single Shot RMS (3rd Quarter 1999).
V6. Short Term Bias Stability (3rd Quarter 1999).
For each of these variables we estimated fuzzy partitions around three sets. These diffuse sets we assigned the
linguistic labels good, acceptable and bad.
Figs. 3 and 4 show the classiﬁcation for one of the variables, namely LAGEOS NP RMS. Thus, Fig. 3 contains the
graphics of the membership function for each cluster deﬁning clearly the prototypes of such cluster. Fig. 4 depicts for
each of the values of the variable the probability of belonging to each cluster, so that the addition of the three probabilities
is always one. All data used are provided by the ILRS on the web site as the SLR Stations Global Performance Report
Cards [7].
4. Test results
We now apply our method to SLR data sets obtained from NASAs CDDIS. First, we process the data in the standard
way without this weighting scheme, with an editing tolerance for the observations within 1m, to the stations that follow
the ILRS guidelines. The software to be used is the NASA/GSFC software GEODYN II for POD.
The data are from LAGEOS I in 10-day arcs, the IERS standards were followed except that we adopt the EGM96
gravityﬁeldwith expandedocean tidal terms and avalue ofGM=398600.4415 km3/s2.The time span is fromSeptember
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Fig. 4. The three relative membership functions that provides the probability of belonging to each cluster.
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Fig. 5. Improvement obtained in LAGEOS POD RMS.
to November 1999, in seven 10-day arcs. Now to test the method in which we have to consider different number of
variables to generate three weighting schemes to the stations’ observations. We have carried out the clustering with
three, four and six of the variables provided by the ILRS at the SLR Global Performance Report Card corresponding to
the processed data period. So in the ﬁrst test we included the three variables: LAGEOS data volume, LAGEOS normal
point RMS, and percentage of LAGEOS NP accepted. We included later for a second study a fourth variable, which
is the long-term bias stability. A ﬁfth and sixth variable was included for a third study which are LAGEOS single shot
RMS and short-term bias stability.
The result shows improvedRMSon the orbit, as well as in the individual stations. In Fig. 5we represent the improving
percentage of va3 in relation to standard RMS, where the results for the seven different arcs and the three studies are
shown.And in all cases better results were observed with the clustering carried out considering only the three variables:
LAGEOS data volume, LAGEOS normal point RMS, and percentage of LAGEOS NP accepted.
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