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The function of membrane-embedded proteins such as ion channels depends crucially on their
conformation. We demonstrate how conformational changes in asymmetric membrane proteins may
be inferred from measurements of their diffusion. Such proteins cause local deformations in the
membrane, which induce an extra hydrodynamic drag on the protein. Using membrane tension
to control the magnitude of the deformations and hence the drag, measurements of diffusivity can
be used to infer— via an elastic model of the protein— how conformation is changed by tension.
Motivated by recent experimental results [Quemeneur et al., Proc. Natl. Acad. Sci. USA, 111 5083
(2014)] we focus on KvAP, a ubiquitous voltage-gated potassium channel. The conformation of
KvAP is found to change considerably due to tension, with its ‘walls’, where the protein meets
the membrane, undergoing significant angular strains. The torsional stiffness is determined to be
26.8 kBT at room temperature. This has implications for both the structure and function of such
proteins in the environment of a tension-bearing membrane.
PACS numbers: 87.14.ep; 87.15.hp; 47.63.-b
Recently, Quemeneur et al. [1] measured how the diffu-
sion of KvAP was affected by membrane tension. KvAP
is an example of a protein that is found to have an affin-
ity for curved membranes [2], implying an asymmetric,
cone-like shape. The protein induces a localised deforma-
tion, or ‘dimple’, in the membrane, the magnitude (and
extent) of which decreases as the applied tension is in-
creased. To investigate the effect of shape on dynamics,
the authors of [1] traced the motion of KvAP at differ-
ent membrane tensions and compared the corresponding
diffusion constant to the reference, or control, values ex-
hibited by a cylindrically shaped protein (of equivalent
radius), which can be related to the theory of Saffman
and Delbru¨ck [3]. At high tensions the corrections due
to the shape of KvAP were very small (∼ 5%), whilst at
lower tensions the corrections (∼ 40%) were much more
pronounced.
In order to explain these results, the authors of [1] in-
voked a polaron-like theory [4–6]. This involves adding
an extra term to the Hamiltonian of the membrane,
which is coupled locally to membrane curvature and gives
rise to a dimple consistent with the protein’s shape. An
Oseen approximation is then used to calculate an addi-
tional drag, which arises because a moving dimple must
displace the surrounding viscous fluid. The correspond-
ing reduction to the diffusion constant is then found by
using the Stokes-Einstein relation. However, the ap-
proach neglects (i) the fact that membranes are them-
selves incompressible fluids, satisfying a two-dimensional
form of Stokes equation, and (ii) that the movement of
the protein imposes particular boundary conditions on
the membrane flow (and the membrane flow, in turn, im-
poses conditions on the surrounding fluid flow). More-
over, the additional drag calculated in [1] was found
to be too small to explain the experimental data, lead-
ing the authors to explore additional dissipative mecha-
nisms. These were traced to membrane shear flows, or to
the assumption that a protein might drag a large island
of immobilised lipids through the membrane. However,
the effects of these modifications were calculated within
the same Oseen approximation, and cannot be expected
to reliably describe any properties related to membrane
flows for the reasons given: such flows must satisfy the
equations of two-dimensional incompressible Stokes flow,
and are subject to appropriate physical boundary condi-
tions near the moving object. It is for these reasons that
the results of Saffman and Delbru¨ck do not emerge in the
appropriate limit of zero curvature in [1].
Here, we instead seek a classical hydrodynamic expla-
nation for the additional drag, and hence reduced dif-
fusion, of curvature-inducing proteins. In order to take
account of the geometry of the membrane, we employ a
covariant formulation of low Reynolds number hydrody-
namics in two dimensions [7–10]. In doing so, we neglect
both membrane fluctuations and any chemical interac-
tions occurring between the protein and the amphiphilic
molecules that make up the membrane [11, 12]. By treat-
ing the membrane hydrodynamics in this way we find no
additional dissipative mechanisms are required.
If the shape of the protein is fixed, our calculations
predict an increased hydrodynamic drag at high tensions.
The reason is that the induced dimple in the membrane
becomes localised and sharp, increasing the Gaussian
curvature of the membrane in the vicinity of the protein
and introducing additional hydrodynamic shear stresses
(see, for example, Ref. [9]). Such an effect is not ap-
parent in the data, which suggests that, for sufficiently
high tensions, the Brownian motion of KvAP should be
indistinguishable from a cylindrically shaped protein of
the same radius (such as the aquaporin AQP0, used as a
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FIG. 1: Flow diagram. The shape of KvAP induces a local deformation in the membrane, resulting in non-zero Gaussian
curvature in the vicinity of the protein. As tension is applied to the membrane, the deformation becomes more localised,
increasing Gaussian curvature. A covariant formulation of low Reynolds number hydrodynamics demonstrates that Gaussian
curvature increases the drag on the protein, therefore reducing diffusion. As a result, measurements of particle trajectories,
such as those of Ref. [1], can be used alongside a simple elastic model of protein deformation to infer how protein shape is
changed by applied tension.
control by Quemeneur et al.). This is evidence that the
conformation, or shape, of the protein is changed by the
torque exerted on the ‘walls’ where it meets the mem-
brane [22]. Combining our hydrodynamic theory with
linear elastic response yields an excellent fit to the data
[1] and predicts the relevant torsional stiffness of KvAP.
A flowchart representing our approach is shown in Fig. 1.
To develop a theory for the hydrodynamics associated
with the motion of KvAP, the induced shape of the mem-
brane must first be calculated. Taking the mid-plane of
the bilayer to be a smooth Reimannian manifold S, each
point on S is attributed a Helfrich-like free energy per
unit area [13, 14]. The lipids are assumed to remain well
ordered everywhere and therefore the bilayer has a bend-
ing energy of 2κH2, where κ is a constant and H is the
mean curvature. The spontaneous curvature is zero, and
the membrane is under lateral tension σ. In the experi-
ments of [1], this is controlled by the pressure difference
between the interior and exterior of a giant unilamellar
vesicle. Neglecting fluctuations, the shape of the mem-
brane at equilibrium is then found by minimising the
total free energy
E =
∫
S
(
2κH2 + σ
)
dA, (1)
where dA is used as a shorthand for the volume 2-form,
vol2, associated with S. Using a small angle approxima-
tion, the solution can be characterised by an axisymmet-
ric height field αh(r), ∀ r ∈ [a,∞), where a is the radius
of the protein and α is the contact angle subtended at
the walls of the protein (see Fig. 2). Up to a constant fac-
tor, the variational procedure yields an order-0 modified
Bessel function of the second kind (see [15] and SI):
h(r) = l K0 (r/l) /K1 (a/l) , (2)
where l =
√
κ/σ is the membrane correlation length.
Notice that increasing the surface tension leads to an
increasingly localised membrane deformation, or dimple
(see Fig. 1 of the SI).
The effect of the induced-shape (2) on protein diffu-
sion may be calculated by first computing the hydrody-
namic drag, λ, on a protein moving with constant ve-
locity, and then relating this to the diffusion constant
via the fluctuation-dissipation theorem [16]. We consider
the protein moving laterally (i.e., perpendicular to the
z-axis of Fig. 2) with a velocity whose magnitude V is
sufficiently small that h(r) remains good approximation
to the membrane shape [23] and the hydrodynamics re-
mains at low Reynolds number [24]. The force balance
condition for this motion is then F = −λV , where F
is the hydrodynamic stress integrated over the walls of
the protein [16] and the sign signifies that drag forces act
opposite to the direction of motion.
This otherwise straightforward calculation is greatly
complicated by the shape of the membrane, and requires
the use of differential geometry. For the uninitiated, a
summary of both notation and relevant results is given
in the SI. In brief, at each point on the manifold, the
components Πij (i, j = 1, 2) of the rank-(2,0) Cauchy
stress tensor are defined with respect to a non-normalised
basis ei, which spans the tangent plane to S at that point.
a
α
KvAP
zˆ
αh(r)
R(r, θ)
r
θ
FIG. 2: Sketch. The embedded membrane protein KvAP
induces a local curvature in an otherwise planar membrane.
The mid-plane of the membrane is characterised by a cylin-
drically symmetric height h(r), ∀ r ∈ [a,∞) and is further
proportional the contact angle α, which also serves as the
small parameter in our perturbation theory for the hydrody-
namic drag acting on KvAP.
3In order to calculate such stresses, both the hydrostatic
pressure p and components of the fluid velocity field vi,
are required, i.e.,
Πij = −pgij + η (vi;j + vj;i) , (3)
where the constant η is a two-dimensional viscosity and
gij are the components of the inverse metric. Here, a
comma “,” and semi-colon “;” placed before a lower index
represent partial and covariant differentiation, respec-
tively, whilst upper-indices may be lowered and lower-
indices raised by contraction with the metric and its in-
verse, respectively (i.e., vi = vj g
ij and vi;j = vi;k g
kj ,
etc.). If the direction of motion of the inclusion is
assumed (without loss of generality) to be in the x-
direction, the net force F becomes
F =
∫
∂S
(
iˆ · ei
)
Πij dlj = −λV, (4)
where ∂S is the boundary between the surface and the
protein, and dlj is shorthand for the appropriate line 1-
form(s). Under steady state conditions, the hydrostatic
pressure and fluid velocity fields satisfy the covariant
form of Stokes’ equation [8–10]:
η
(
vi;j
;j
+Kvi
)
− p,i = 0. (5)
Here, the crucial difference with standard (Euclidean)
hydrodynamics is that, if the membrane has a non-zero
Gaussian curvature K, the shear stresses exerted by the
fluid are modified.
In principle, the two equations (5) can be solved, sub-
ject to boundary conditions, when combined with the
constraint of incompressibility, vi;i = 0. In practice, it
is often easier to solve for a scalar stream function ψ by
writing
vi =
1√|g|εijψ,j , (6)
where εij is a two-dimensional anti-symmetric Levi-
Civita symbol, and |g| is the determinant of the metric
gij . Consigning the cumbersome derivation to the SI,
we present the result in index-free notation using angle
brackets 〈·, ·〉 to indicate an inner product taken with
respect to the metric(
1
2
∆ +K
)
∆ψ + 〈∇K,∇ψ〉 = 0. (7)
Here, ∇ is the gradient operator, extended to apply on
a smooth manifold, and ∆ is the Laplace-Beltrami oper-
ator. Equation (7) is a fourth order partial differential
equation which encapsulates incompressible Stokes flow
on a two-dimensional smooth manifold (surface) in one
single equation. Notice that if the manifold is planar,
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FIG. 3: Tension-dependent diffusion. Log-linear plot of
membrane tension against diffusion constant for KvAP. Blue
points represent experimental data from [1]. The red dot-
dashed line is the tension independent diffusion constant of a
cylindrical inclusion of equivalent radius [17]. This emerges
at zeroth order in our perturbative scheme for KvAP. The
next lowest non-zero corrections must be calculated numeri-
cally and are of order α2. For proteins with a completely rigid
conformation (constant contact angle α = 0.16 Rad, irrespec-
tive of tension) the hydrodynamic picture is not compatible
with the data (green dotted line). However, if the protein is
permitted to deform elastically in response to the torque it ex-
periences on its walls we obtain an excellent single-parameter
fit (solid purple line). In all cases, the protein radius a = 5
nm, the membrane and solvent viscosities are η = 6×10−10 kg
s−1 and µ = 10−3 kg m−1 s−1 respectively and the membrane
rigidity is κ = 20 kBT at room temperature.
i.e., the Gaussian curvature is zero, then the usual bi-
harmonic equation, ∆2ψ = 0, is recovered.
Unfortunately, for most non-trivial geometries, find-
ing a closed-form solution to (7) is problematic. How-
ever, approximate solutions may be constructed by con-
sidering the equation perturbatively. In our case, both
the Laplace-Beltrami operator and the Gaussian curva-
ture may be expanded as power series in terms of the
small angle α. We further postulate (and later ver-
ify) that ψ can be expanded in the same way, i.e.,
ψ = ψ(0) + αψ(1) + α2ψ(2) + O
(
α3
)
. Equation (7) can
now be solved order by order, subject to boundary con-
ditions. We impose a no-slip condition at the interface
between the protein and the membrane, whilst as r →∞,
we follow [17] and match with the leading term, in r, of
a different velocity field, found by solving a Stokes equa-
tion that incorporates the extra drag from the embedding
fluid. At both boundaries, these conditions are satisfied
at lowest order, leading to the following results.
At lowest order, ψ(0) satisfies the biharmonic equa-
tion and the results of Saffman [17] are reproduced by
design. The resulting drag is λ(0) = 4pi η/C, where
C = log(η/aµ)− γ, and γ is Euler’s constant.
At first order, ψ(1) also satisfies the biharmonic equa-
tion. However, applying the boundary conditions gives
ψ(1) = 0, implying that λ(1) = 0 [25]. This is a natural
consequence of the up/down symmetry of the membrane:
corrections to the drag coefficient λ must be invariant un-
4der α→ −α.
At second order, ψ(2) satisfies an inhomogeneous bihar-
monic equation. The general solution can be constructed
by combining the solution to the homogeneous equation
with a particular solution that can be calculated via an
appropriate Green’s function, see SI for details. The re-
sulting integrals must be calculated numerically [18] and
there is therefore no closed-form solution for λ(2). Nev-
ertheless, our result may still be compared with experi-
ments [1] by invoking the Stokes-Einstein relation
D = D(0)
[
1− α2
(
λ(2)/λ(0)
)]
+O
(
α3
)
, (8)
where D(0) = kBT/λ
(0) = kBT C/4pi η is the diffusion co-
efficient of a cylindrical protein moving in a planar mem-
brane [17]. Here λ(2) depends implicitly on σ through
the shape of the membrane and hence the metric. Fig. 3
shows this result as a function of applied tension (green
dotted curve). By kind permission of the authors, our re-
sults are shown against the original data from [1]. We see
that rigid proteins, assumed to have a constant contact
angle α, would experience a reduction in their diffusion
constant at high tensions. The reason is that the dim-
ple induced in the membrane becomes an increasingly
localised region of high Gaussian curvature, resulting in
extra shear stresses in the fluid and hence extra drag on
the protein. This indicates that, regardless of the tension,
a completely rigid conical protein (otherwise resembling
KvAP) will never diffuse like a cylindrical one, such as
AQP0.
We therefore propose that the shape of the protein
changes with tension, and invoke linear torsional response
τ = τr +k (α− αr). The torque τ exerted on the “walls”
of the protein can be found from the boundary terms in
the earlier variational analysis
τ = 2pi aσ h(a)α. (9)
The subscript r denotes “reference”, where τr is calcu-
lated by identifying the tension σr at which the green
dotted line of Fig. 3 intersects the data, and then sub-
stituting both σ = σr and α = αr = 0.16 Rad (i.e., the
angle used in [1]) into Eq. (9). The result is a tension-
dependent expression for the angle α(σ), which depends
on the torsional stiffness k. Using a least-squares proce-
dure, a single parameter fit for k gives excellent agree-
ment with the data (solid purple line in Fig. 2) yielding
a value of k = 26.8 kBT at room temperature. Reas-
suringly, this is entirely consistent with the energies re-
quired for voltage activation [19]. Moreover, we predict
non-negligible angular strains ∆α := α0 − α(σ), where
α0 := limσ→0 α(σ) = 0.44 Rad, for the range of tensions
investigated in [1], see Fig. 4.
In the context of our evidence for significant struc-
tural strains at physiological tensions, a reassessment of
the function and structure of membrane proteins under
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FIG. 4: Protein shape changes. Log-linear plot of an-
gular strain against membrane tension. In the physiological
range investigated by [1], i.e., 10−5—10−3 N/m, we predict
an angular variation of around 0.22 Rad, roughly equivalent
to a material strain of about 20%.
tension may be required. Our results are especially perti-
nent since the highly specialised functions of membrane-
embedded proteins are currently thought to require pre-
cise spatial positioning of at least the key functional
residues [20, 21]. We therefore welcome further work in
the area.
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SUPPLEMENTARY MATERIAL
This section is intended to provide both theoretical
background (for example, in differential geometry) and
also certain calculation details (such as the second or-
der coefficient ψ(2) of the perturbative expansion of the
stream function) which, although interesting, are sec-
ondary to the message of the main manuscript.
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FIG. 5: The effect of changing tension. Plot of Eq. (12),
the height profile of the membrane, as a function of the (non-
dimensional) radial coordinate r/a (a = 5 nm, α = 0.16 Rad,
κ = 8.2 × 10−20 J). For the range of tensions investigated in
[1], the localisation of the “dimple” caused by KvAP varies
significantly.
Membrane shape
Associating a smooth Reimannian manifold, or regular
surface, S, with the mid-plane of the bi-layer, the shape
induced by KvAP can be calculated by using a variational
approach. Following the main text, the total (Helmholtz)
free energy of the membrane is
E :=
∫
S
[κ
2
(2H)2 + σ
]
dA, (10)
where dA is used as a shorthand for the volume 2-form,
vol2, associated with the manifold S (see next Section).
The shape of the membrane at equilibrium is found by
minimising (10) over a family of surfaces. Here, since
the parameterisation must be radially symmetric, a po-
lar Monge approach will suffice. That is, each surface is
characterised by a height field  h(r), where r ∈ [a,∞).
The distance h is measured in the direction normal to
the plane and  is a small number to help ensure that,
formally, we are restricted to single-valued surfaces. Ex-
panding in powers of  and setting the variation equal to
zero leads to a fourth order Euler-Lagrange equation in
one-dimension:[
1
r
d
dr
(
r
d
dr
)
− σ
κ
] [
1
r
d
dr
(
r
d
dr
)]
h(r) = 0. (11)
At large r, the boundary conditions are that the
height function and its first derivative must vanish, i.e.
limr→∞ h(r) = 0, and limr→∞ d h/dr = 0. At the inclu-
sion, we have  (d h/dr)|r=a = − tanα ' −α, where α is
the small angle subtended at the inclusion. The solution
to (11) can be shown to be [15]
 h(r) = α lK0 (r/l) /K1 (a/l) , (12)
where a is the radius of the protein, l =
√
κ/σ is the
membrane correlation length and Kn is an order-n mod-
ified Bessel function of the second kind. Equation (12)
6implies that  = α, giving a convenient interpretation for
our small parameter as the angle, at the interface of the
membrane and the inclusion, between the outward nor-
mal of the inclusion and the plane defined by the z-axis
(see Fig. 2 of the main text). Moreover, plotting (12)
for increasing values of surface tension indicates that the
disturbance caused by the protein becomes increasingly
localised (see Fig. 1).
Differential geometry
Before considering Stokes’ flow on a manifold, it is first
necessary to understand the basic aspects and notation of
differential geometry. Here, we aim to provide only what
is necessary or helpful to understand the main article
and the focus is therefore two-dimensional Riemannian
manifolds.
The components of a vector v and its corresponding
1-form v are distinguished by superscript and subscript,
respectively. That is, if a two-dimensional smooth Rie-
mannian manifold— the surface— is parameterised by
coordinates {ui : i = 1, 2} then v = viei and v = vidui,
where an implicit sum is understood by repeated indices
of different type (i.e., upper and lower). Under a change
of coordinates, the transformation properties of the func-
tions vi and vi can be readily calculated. The former is
said to transform in a contravariant way, and the latter
in a covariant way. Here, if R(u1, u2) gives the position
of points on the surface relative to some origin, then
ei :=
∂R(u1, u2)
∂ui
, (13)
are basis vectors (not normalised) for the tangent space
at each point on the surface. Furthermore, {dui : i =
1, 2} form the corresponding basis of 1-forms, such that
dui(ej) = δ
i
j , where δ
i
j is the Kronecker delta symbol.
Since the manifold is Riemannian, it is equipped with a
positive-definite metric, whose components gij := ei · ej ,
induce an inner product, which we denote by angle brack-
ets 〈·, ·〉. Specifically, for arbitrary vectors (of the same
dimension) v and w, we may define 〈v,w〉 := vigijwj .
The inner product then permits the explicit identification
of vectors, e.g., v, with its dual 1-form, v, by the condi-
tion v(w) = 〈v,w〉, which holds for all w. Noticing that
v(w) = vidu
i(w) = viw
i and using the above definition
of the inner product of two vectors implies the raising and
lowering properties of the metric and its inverse (gij), re-
spectively. That is, vi = gijv
j and vi = gijvj . Using this
property, the inner product acting on two 1-forms can
be defined in a complementary way to that of the inner
product on vectors:
〈v, w〉 := vigijwj = viwi = 〈v,w〉. (14)
The identification of vectors with 1-forms may also be
used to describe the action of the exterior derivative op-
erator d on a scalar field (0-form) φ. That is, dφ(v) =
〈∇φ,v〉 for all vectors v, where
∇φ := gij ∂φ
∂ui
ej , (15)
is just the usual gradient operator, extended to apply on
a smooth manifold. In general, the exterior derivative
takes a k-form to (k + 1)-form, though its full definition
is not required here. Nevertheless, it is helpful to list
some properties of d. First, repeated application always
yields zero. That is, ddv = d2v = 0 for an arbitrary
differential form w. Second, the action of d is distributive
over the wedge product. For example, d (v ∧ w) = dv ∧
w− v ∧ dw, where v and w are 1-forms. Here, the wedge
product is just an anti-symmetrised tensor product v ∧
w = v ⊗ w − w ⊗ v = −w ∧ v, which is very natural in
geometrical systems. In particular, the volume 2-form
for a two-dimensional surface is written as the following
wedge product
vol2 =
√
|g|du1 ∧ du2, (16)
where |g| := det gij . The volume form in two-dimensions
is an area, and often written using the shorthand “dA”.
It can be used to define a pair of line 1-forms “dli”, which
are natural in the given coordinate system:
dli := vol
2 (ei) =
√
|g|
∑
j>i
εij du
j , (17)
where εij is a two-dimensional Levi-Civita tensor density
of weight −1. Notice that the sum only permits values
of i > j, therefore dl1 =
√|g|du2 and dl2 = 0.
The covariant derivative (or Levi-Civita connection) at
a point x is an extension of the directional derivative. It
takes two arguments: a direction vector T defined in the
tangent plane at x and a tensor field over the tangent
bundle to the manifold, that must be smoothly varying
in the neighbourhood of x. Assuming a two-dimensional
smooth (Riemannian) manifold, with coordinates ui, the
action on a scalar field φ is then ∇Tφ := φ,j duj(T ),
where a subscript comma “,” is shorthand for a partial
derivative, i.e.,
φ,j :=
∂φ
∂uj
. (18)
When acting on a vector v = viei, we write ∇T v :=
ei
(
vi;j
)
duj(T ), where the components vi;j are given by
vi;j := v
i
,j + v
kΓijk. (19)
Once again, a subscript comma “,” is shorthand for a
partial derivative,
vi,j :=
∂vi
∂uj
, (20)
7whilst the Γijk = g
ip (gpj,k + gpk,j − gjk,p) /2 are
Christoffel symbols, which define the action of the co-
variant derivative, via ∇eiej = ekΓkij . Note that the
shorthand ∇i := ∇ei is frequently used in physics. For a
1-from, the action of the covariant derivative can be de-
fined by demanding that the “Leibniz rule” holds. That
is, if a scalar field is defined by the action of a 1-form on
a vector, i.e., φ := v(w) = vi wi, then
∇i
(
vj wj
)
=
(
vj wj
)
i
:= vj ;i wj + v
j wj;i. (21)
The result is that
vi;j := vi,j − vk Γkij , (22)
which is consistent with the notion of using the metric as
a raising / lowering operator (i.e., vi;j = gijv
j
;k).
Stokes’ flow on a manifold
As described in the main text, the aim is to calculate
the drag coefficient associated with an inclusion moving
though a two-dimensional fluid. If the protein is moving
with a steady velocity V = V iˆ then the force balance
equation for hydrodynamic drag is given by
F =
∫
∂S
(
iˆ · ei
)
Πij dlj = −λV, (23)
where ∂S is the boundary to the surface at the inclusion
and dlj is shorthand for the line 1-form. The Cauchy
stress tensor is a rank-(2, 0) tensor, with components
given by
Πij := −pgij + η (vi;j + vj;i) , (24)
where p is the hydrostatic pressure field, the constant η
is a two-dimensional viscosity. So, in order to calculate
the drag, it is first necessary to know both the pressure
and velocity fields, i.e., to solve Stokes’ equation. As
mentioned in the main text, the derivation of Stokes’
equation on a manifold already exists in the literature.
The result, in component form, is that
η
(
vi;j
;j
+Kvi
)
− p,i = 0. (25)
In principle, (25) can be solved, for given boundary con-
ditions, when taken together with the condition of in-
compressibility,
vi;i = 0. (26)
In practice, it is often easier to use a stream function ψ,
defined such that
vi =
1√|g|εijψ,j , (27)
where εij is a two-dimensional anti-symmetric Levi-
Civita symbol, and |g| is the determinant of the metric
gij . We remark that, by taking the embedding space into
account, Eq. (27) is equivalent to writing v = nˆ × ∇ψ,
where nˆ is the unit normal to the surface and ∇ is the
gradient operator of the manifold [cf. Eq. (15)]. Fur-
thermore, by definition, taking the divergence of (27) by
applying the covariant derivative and contracting over
the two free indices, yields zero.
At this point, we wish to derive an equation that, given
boundary conditions, can be used to calculate ψ. We
start by noticing that, in fact, under coordinate transfor-
mation, εij transforms as a tensor density of weight +1
(and εij with a weight −1). This means that εij/
√|g|
behaves like a (pure) tensor, and hence gives Eq. (27) the
correct transformation properties. It is clear that
1√|g|εij =
 1/
√|g| for (i, j) = (1, 2)
−1/√|g| for (i, j) = (2, 1)
0 for i = j
, (28)
which is helpful when substituting (27) into (25). By us-
ing the distributive property of the covariant derivative—
i.e., (φai);j = φ,j a
i + φai;j for scalar field φ and vector
components ai— together with the fact that the covari-
ant derivative of the determinant of the metric vanishes,
we see that (25) becomes
η εij√|g|
[
ψ,j;k
;k +K ψ,j
]
− p,i = 0. (29)
The first term can be further simplified by the invoking
the rules for commuting covariant derivatives. In order
to see this, it is first helpful to make the contraction
over the index “k” explicit, by writing it as the action
of a Kronecker delta, i.e., ψ,j;k
;k = δkl ψ,j;k
;l. From here,
we note that ψ,j;k = ψ,k;j , which can be seen from the
definition (22). Next, we may apply the commutation
relation
ψ,k;j
;l = ψ,k
;l
;j − glpRqkpj ψ,q, (30)
where Rqkpj are the components of the Riemann tensor,
which is given in two-dimensions by the Bianchi identity
Rqkpj = K gql (glp gkj − glj gkp). Re-applying the con-
traction implied by δkl , the result is that
η εij√|g|
[
(∆ψ),j + 2K ψ,j
]
− p,i = 0. (31)
Here, ∆ is the Laplace-Beltrami operator
∆ :=
1√|g| ∂∂ui
(√
|g|gij ∂
∂uj
)
, (32)
defined such that ∆ψ = ψ,i
;i. Finally, the pressure term
in this equation may be eliminated by taking the two-
dimensional analog of the curl (curla = εija
j;i). Using
8angle brackets 〈·, ·〉 according to (14) the resulting equa-
tion can be written in index-free notation as(
1
2
∆ +K
)
∆ψ + 〈∇K,∇ψ〉 = 0. (33)
As remarked in the main text, for most non-trivial ge-
ometries, finding a closed-form solution to (33) is prob-
lematic. Therefore, in this paper, we find approximate
solutions by considering the equation perturbatively.
Perturbation theory
In order to treat (33) perturbatively, both the Laplace-
Beltrami operator and the Gaussian curvature must be
expanded as power series in terms of α, then, postulating
that ψ can be expanded in the same way,
ψ = ψ(0) + αψ(1) + α2ψ(2) +O
(
α3
)
, (34)
Eq. (33) may be solved order by order. As in the main
text, bracketed superscripts indicate the order, in α, of
each term. That is, ψ(0) is of order constant (i.e., α0 = 1)
and ψ(1) is order α, and so on and so forth. In order to
understand these corrections, recall that the control pa-
rameter α has a clear interpretation as an angle, and
therefore the perturbation theory is best though of geo-
metrically.
As indicated in Fig. 2 of the main text, polar coor-
dinates r and θ are used, with the origin on the axis
of symmetry of the inclusion. Each point on the sur-
face then has position relative to the origin of R(r, θ) =
rrˆ−αh(r)zˆ, where rˆ and zˆ are just the usual vectors in
cylindrical polars, and h(r) is given by (12). The defini-
tion (13) implies that the tangent vectors at each point
on the surface are then just
e1 :=
∂R
∂r
= rˆ − αh′zˆ, and e2 := ∂R
∂θ
= rθˆ, (35)
where a dash is used as shorthand for derivative, i.e.,
h′ := dh/dr. (Recall that the vectors {ei : i = 1, 2} are
not normalised). Using these definitions, the components
of the metric
gij =
(
1 + α2 (h′)2 0
0 r2
)
, (36)
and its inverse
gij =
( [
1 + α2 (h′)2
]−1
0
0 1/r2
)
, (37)
can be calculated, from which it is immediately clear
that |g| = r2
[
1 + α2 (h′)2
]
. Furthermore, the Christoffel
symbols may be computed as
Γ1ij =
 α2 h′ h′′
[
1 + α2 (h′)2
]−1
0
0 r
[
1 + α2 (h′)2
]−1
 ,
(38)
and
Γ2ij =
(
0 1/r
1/r 0
)
. (39)
Note that the Γkij are not required for calculating either
ψ or the component functions vi [via Eq. (27)]. However,
they are necessary when computing covariant derivatives
of vi, which appear in the definition of the stress tensor
Πij [cf. Eq. (24)].
Using the above results and the definition (32), we see
that the Laplace-Beltrami operator may be expanded in
the following way
∆ =
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂θ2
− α2h
′
r
∂
∂r
(
rh′
∂
∂r
)
+O
(
α3
)
= ∆(0) + α2∆(2) +O
(
α3
)
.
(40)
Here, notice that the second order correction is an oper-
ator that acts on the radial variable only, as expected on
symmetry grounds. In order to calculate the Gaussian
curvature, we invoke the Brioschi formula which, since
the metric is diagonal, simplifies greatly, leading to
K = − 1
2
√|g|
[
∂
∂r
(
g11√|g|
)
+
∂
∂θ
(
g22√|g|
)]
= α2
h′h′′
r
+O
(
α3
)
= α2K(2) +O
(
α3
)
.
(41)
In summary, the lowest order corrections to both the
Laplace-Beltrami operator and the Gaussian curvature
occur at second order [and the O(1) contribution to the
Gaussian curvature is zero]. Along with a set of given
boundary conditions, the above formulas are all that is
necessary to solve for the stream function ψ order by
order.
Boundary conditions
The inclusion is moving with a constant velocity V ,
therefore imposing a no-slip condition at the interface
between the inclusion and the membrane, gives
v1(a, θ) = V cos θ, and v2(a, θ) = −V
a
sin θ, (42)
where the in-plane angle θ is measured from the positive
x-direction. The conditions (42) are true to all orders of
α, however, in our case, they are fully satisfied at lowest
order, i.e.,[
v1
](0)
(a, θ) = V cos θ, and
[
v2
](0)
(a, θ) = −V
a
sin θ,
(43)
9where bracketed superscripts are once again used to in-
dicate coefficients in a series expansion in terms of α:
vi =
[
vi
](0)
+ α
[
vi
](1)
+ α2
[
vi
](2)
+O
(
α3
)
. (44)
The result of the above is that all but the lowest order
coefficients of this expansion must therefore vanish at the
boundary. That is[
vi
](n)
(a, θ) = 0 ∀ n ∈ Z+. (45)
As mentioned earlier, rather than use these conditions to
calculate the functions vi directly, it is easier to first solve
(33) for the stream function and then use Eq. (27). To
this end, we must translate the boundary conditions on
the component functions of the velocity field into those
for the function ψ. In general [see Eq. (27)] we have the
following order-by-order relationships[
vi
](0)
=
εij
r
ψ
(0)
,j ,
[
vi
](1)
=
εij
r
ψ
(1)
,j , (46)
and [
vi
](2)
=
εij
r
[
ψ
(2)
,j −
(h′)2
2
ψ
(0)
,j
]
. (47)
At the boundary, using the definition of h(r) and apply-
ing both (43) and (45) gives
ψ(0)(a, θ) = V a sin θ, ψ(1)(a, θ) = 0, (48)
and
ψ(2)(a, θ) = (V a/2) sin θ. (49)
By contrast, as r approaches infinity, we follow Saffman
[17] and impose that
lim
r→∞ψ
(0)(r, θ) =
Ur sin θ
C
(
C + 1
2
− log r
a
)
, (50)
where C := log(η/aµ)−γ is a constant. Here, γ is Euler’s
constant, and µ is the (three-dimensional) viscosity of
the embedding fluid. The condition (50) comes from a
matching criterion that arises when solving a Stokes’-like
equation that has been modified due to the drag that
results from a no-slip condition with the embedding fluid
[17]. Once again, at all higher orders, we simply have
lim
r→∞ψ
(n)(r, θ) = 0, ∀ n ∈ Z+. (51)
Separation of angular dependence
An immediate consequence of the above boundary con-
ditions is that the θ-dependence of ψ is trivial. That is,
by writing
ψ(r, θ) = φ(r) sin θ
=
[
φ(0)(r) + αφ(1)(r) + α2φ(2)(r) +O(α3)
]
sin θ,
(52)
Eq. (33) can be reduced to a fourth order ordinary dif-
ferential equation (as opposed to a partial differential
equation). Up to O(α2), this can be seen by noting
that only the O(1) part of the Laplace-Beltrami oper-
ator, ∆(0), acts on the variable θ. Higher order cor-
rections, such as ∆(2) and K(2), are concerned with the
radial variable only. Moreover, given the θ-dependence
of ψ, the second partial derivative ∂2/∂θ2 contained in
the definition of ∆(0) leads to the following relation:
∆(0)ψ(r, θ) = Bˆ [φ(r)] sin θ. Here, Bˆ is then a second-
order ordinary differential operator
Bˆ :=
1
r
d
dr
(
r
d
dr
)
− 1
r
, (53)
whose eigenfunctions are modified Bessel functions of or-
der one.
Calculating the stream function
With the variable dependencies separated according to
(52) we may proceed to solve (33) for φ (and hence ψ)
order by order.
Zeroth order
At lowest order, ψ(0) satisfies the biharmonic equation,
which, in terms of the radial function φ(0) translates to
Bˆ2φ(0)(r) = 0,
=⇒ φ(0)(r) = C1
r
+ C2r + C3r3 + C4r log
( r
a
)
.
(54)
Applying the boundary conditions, we recover Saffman’s
result
ψ(0)(r, θ) = −Ur sin θC
[
C + 1
2
− a
2
2r2
− log r
a
]
, (55)
by design.
First order
At first order, ψ(1) also satisfies the biharmonic equa-
tion, and therefore φ(1) ∼ C1/r+C2r+C3r3+C4r log (r/a),
as above. However, applying the boundary conditions
gives φ(1) = 0 and therefore ψ(1) = 0.
Second order
At second order, ψ(2) satisfies an inhomogeneous bihar-
monic equation, which, in terms of the radial dependence,
gives
Bˆ2φ(2) = Φ, (56)
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where
Φ := −
{
Bˆ,∆(2)
}
φ(0)−2K(2)Bˆφ(0)−2
〈
∇K(2),∇φ(0)
〉
.
(57)
Here, comma separated curly brackets {·, ·} are used to
represent the anti-commutator, i.e., {aˆ, bˆ} := aˆbˆ+ bˆaˆ, for
two operators aˆ and bˆ. The solution to (57) is a sum
of homogeneous and particular parts, φ
(2)
h and φ
(2)
p , re-
spectively. Here, φ
(2)
h is just the solution of the homoge-
neous equation, whilst φ
(2)
p can be found by constructing
a Green’s function G(r, ξ) in order to satisfy the following
equation:
Bˆ2 [G (r, ξ)] = δ (r − ξ) . (58)
The right-hand side is just a Dirac delta function, and
the operator Bˆ is given by the definition (53). For all
values of r other than r = ξ— i.e., intervals a ≤ r < ξ
and ξ < r ≤ ∞— the function G(r, ξ) satisfies the ho-
mogeneous equation Bˆ2 [G (r, ξ)] = 0. Therefore, ap-
plying the boundary conditions G(a, ξ) = const and
limr→∞G(r, ξ) = 0 implies that
G(r, ξ) =
{ D2r +D3r3 +D4r log (r/a) , a ≤ r < ξ,
D1/r, ξ < r ≤ ∞.
(59)
where D1, D2, D3 and D4 are functions of ξ determined
by continuity conditions imposed on G and its deriva-
tives. Since Bˆ2 is a fourth order operator, we impose that
third order derivatives d3G(r, ξ)/dr3 are discontinuous at
r = ξ. Furthermore, G(r, ξ) is assumed continuous in the
variable r, and so too are its first and second derivatives
dG(r, ξ)/dr and d2G(r, ξ)/dr2. In order to quantify the
discontinuity in the third order derivative of G, we multi-
ply (58) by r and integrate over the interval [ξ− ε, ξ+ ε],
giving ∫ ξ+ε
ξ−ε
rBˆ2 [G (r, ξ)] dr = ξ. (60)
The integrand splits into two parts, one of which is an
exact differential and therefore can be integrated easily,
implying
ξ =
[
r
d3G(r, ξ)
dr3
+
d2G(r, ξ)
dr2
− 2
r
dG(r, ξ)
dr
+
2
r2
G(r, ξ)
]r=ξ+ε
r=ξ−ε
−
∫ ξ+ε
ξ−ε
1
r
Bˆ [G (r, ξ)] dr.
(61)
Taking the limit ε→ 0 of (61) then gives
lim
ε→0
[
d3G(r, ξ)
dr3
]r=ξ+ε
r=ξ−ε
= 1, (62)
as required. Using (62) and the fact that
lim
ε→0
[
dnG(r, ξ)
drn
]r=ξ+ε
r=ξ−ε
= 0, ∀ n = 0, 1, 2, (63)
Eq. (59) can be solved for the functions D1, D2, D3 and
D4. The result is that
D1 = ξ
4
16
, D2 = ξ
2
4
log (ξ/a) , D3 = 1
16
, and D4 = −ξ
2
4
,
(64)
which, when substituted into (59), gives the final form
of our Green’s function. Convolving G(r, ξ) with Φ then
gives the result
φ(2)p =
1
16r
∫ r
a
ξ4Φ(ξ) dξ +
r
4
∫ ∞
r
ξ2Φ(ξ) log(ξ/a) dξ
+
r3
16
∫ ∞
r
Φ(ξ) dξ − r
4
log (r/a)
∫ ∞
r
ξ2Φ(ξ) dξ,
(65)
Finally, we remark that the function Φ is known, and
can be written in terms of the functions φ(0), h, and
their derivatives. Of course, h is know (see main article)
and φ(0) is given by (55), however, the resulting form,
in terms of Bessel functions of the second kind, is both
cumbersome and not very illuminating. It is included
only for completeness.
Φ =
V
16 C r4 [K1 (a/l)]2
{
− 3σ r2 [K0 (r/l)]2
[
11 a2 + (5 + 6 C) r2 − 6 r2 log (r/a)
]
+ σ r2 [K2 (r/l)]
2
[
− 7 a2 + (2 C − 9) r2 − 2 r2 log (r/a)
]
− 4 r
l
K0 (r/l) K1 (r/l)
[
3 (5 + 6 C)κ r2 + 4 (2 C − 1)σ r4 + (41κ+ 4σ r2) a2 − (9κ+ 4σ r2) 2r2 log (r/a) ]
− 4 [K1 (r/l)]2
[
3 (5 + 6 C) r2 κ+ 4 (1 + 2 C)σ r4 + (49κ+ 12σ r2) a2 − (9κ+ 4σ r2) 2 r2 log (r/a) ]}.
(66)
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Turning attention to the homogeneous part, a straight-
forward application of the boundary conditions gives
φ
(2)
h = A/r + B, where A and B are the following con-
stants:
A =a
2
2
+
3a4
16
∫ ∞
a
Φ(ξ) dξ +
a2
4
∫ ∞
a
ξ2Φ(ξ) log(ξ/a) dξ
− a
2
4
∫ ∞
a
ξ2Φ(ξ) dξ,
(67)
B =− a
3
4
∫ ∞
a
Φ(ξ) dξ − a
2
∫ ∞
a
ξ2Φ(ξ) log(ξ/a) dξ
+
a
4
∫ ∞
a
ξ2Φ(ξ) dξ.
(68)
Notice that, as required, limr→∞ φ(2)(r) = 0 and
φ(2)(a) = V a/2 [cf. Eqs. (48) and (49)]. Due to the com-
plexity of Φ, the integrals involved in the above expres-
sions [(65), (67) and (68)] cannot be solved analytically.
Therefore, at second order, we are restricted to numerical
solutions. (Albeit ones that are relatively straightforward
to compute).
Lateral mobility
Since, in general, we are restricted to perturbative so-
lutions for ψ, the equation for the drag coefficient must
also be considered order by order:
F (0)+αF (1)+α2F (2) = −
[
λ(0) + αλ(1) + α2λ(2)
]
V+O
(
α3
)
.
(69)
Here, the left hand side corresponds to Eq. (23) which,
by substituting for the definition of the stress tensor Πij ,
can be written as
F =
∫
∂S
(
iˆ · ei
) [−pgij + η (vi;j + vj;i)] dlj . (70)
In principle, we now have everything necessary to expand
this expression in terms of α and compute the coefficients.
That is, from the definition of the tangent basis ei [see
Eq. (35)], it is clear that
iˆ · e1 = cos θ and iˆ · e2 = −r sin θ. (71)
Furthermore, from (17), the line 1-form(s) dli are given
by
dl1 =
[
1 + α2
(h′)2
2
+O
(
α3
)]
r dθ, and dl2 = 0. (72)
All that remains, therefore, is to calculate the compo-
nents of the stress tensor from the results in the pre-
vious section. The coefficients, in a series expansion in
terms of α, of the component functions vi are given by
Eqs. (46) and (47). Calculating the covariant deriva-
tive [see Eq. (19)] of these functions then requires the
Christoffel symbols (38) and (39). Similarly, the coeffi-
cients in the α-expansion of the pressure
p = p(0) + αp(1) + α2 p(2) +O
(
α3
)
. (73)
may be calculated by combining (31) with the series ex-
pansions (34) to (41).
Zeroth order
In a straightforward application of Eqs. (46) and (47),
the lowest order coefficients of the velocity functions can
be easily calculated. As can the lowest order coefficient
of the series expansion of the pressure. In both cases,
we simply reproduce the results of Saffman [17] and the
resulting drag is therefore
λ(0) =
4piη
C . (74)
First order
By virtue of the fact that ψ(1) = 0, the definitions (46)
and (47) imply that, at first order, the coefficients (in
the α-expansion) of both the velocity components and
the pressure are zero i.e.,[
vi
](1)
= 0, ∀ i = 1, 2, and p(1) = 0. (75)
Notice that this does not mean that there is no first or-
der correction to the velocity v = vi ei, because of the
α-dependence of the basis vector e1 [cf. Eqs. (35)]. How-
ever, this correction plays no role in the net force F ,
which acts opposite to the direction of movement (i.e.,
in-plane). That is
F (1) = 0, =⇒ λ(1) = 0. (76)
This should not be a surprise as the membrane is
up/down symmetric and therefore any corrections to the
drag coefficient λ should be invariant under the sign
change α→ −α.
Second order
As explained above, in principle, the solution to φ(2),
combined with the trivial angular dependence of ψ(2), is
enough to calculate the components of the velocity field
[via (44)] and then the pressure field [via (31)]. In prac-
tice, the manipulations are extremely tedious. We there-
fore used the commercially available symbolic computa-
tion software, Mathematica [18]. The form of the result-
ing expressions are not particularly illuminating. Never-
theless, for completeness, we state the final expression for
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the drag coefficient at second order below. (The reader
is reminded that, due to the complexity of the function
Φ, this expression must be calculated numerically).
λ(2) =
η pi
4 C l2 [K1 (a/l)]2
{
3 a2 C [K0 (a/l)]2 + a2 C [K2 (a/l)]2 + 12 a l (C + 2)K0 (a/l)K1 (a/l)
+ [K1 (a/l)]
2
[
4
(
a2 C + 3 l2 (4 + C))+ C l2
V
∫ ∞
a
[
7ξ2 − 3 a2 − ξ2 log (ξ/a)] Φ(ξ) dξ]}.
(77)
