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Abstract
The t-e.c. and pseudo-random property are typical properties of ran-
dom graphs. In this note, we study the gap between them which has not
been studied well. As a main result, we give the first explicit construction
of infinite families of t-e.c. graphs which are not families of best possible
pseudo-random graphs.
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1 Introduction
Erdo˝s-Re´nyi random graphs (or random graphs) are graphs on the vertex set
{1, 2, . . . , n} which can be obtained by choosing edges independently with prob-
ability p (see e.g. [1], [10]). The probability p is called edge probability. For
a property P , we say that random graphs asymptotically almost surely (a.a.s)
satisfy P if the probability of the event that graphs satisfy P tends to 1 when
n goes to infinity. One of important research in random graph theory is to
investigate typical properties of random graphs which give measures how given
deterministic graphs are like random graphs. At present, there are several types
of such properties. In this note, as noted in Cameron-Stark [12] and Bonato [11],
we mainly focus on the t-existentially closed (t-e.c.) and pseudo-random prop-
erty. Throughout of this note, a family (Gi)i≥1 of graphs with ni vertices means
an infinite sequence of graphs such that ni → ∞ when i goes to infinity. For
positive functions f and g of positive integers, the notion f = O(g) means
that there exists a constant C > 0 such that f(i) ≤ Cg(i) for sufficiently large
i. The notion f = Ω(g) means that there exists a constant C > 0 such that
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f(i) ≥ Cg(i) for sufficiently large i. Finally, the notion f = o(g) means that
limi→∞ f(i)/g(i) = 0.
Let t be a positive integer. A graph is called a t-existentially closed (t-
e.c.)graph if for any two disjoint subsets of vertex set, say A and B, satisfying
|A∪B| = t, there exists a vertex z /∈ A∪B such that z is adjacent to all vertices
of A but no vertices of B. Here A or B may be empty set. We also call this
adjacency property the t-e.c. property. A simple probabilistic argument shows
that for each constant 0 < p < 1, random graphs with edge probability p or
p ± o(1) a.a.s. satisfy the t-e.c. property for any t ≥ 1. Moreover, for t-e.c.
graphs, the more the value t is, the more the graph is like random graphs.
The pseudo-random property is explained by the notion of “jumbled graphs”
or “bi-jumbled graphs” which come from the works by Thomason [24], [25]
and Kohayakawa et.al. [19]. In this note, we focus on the notion of bi-jumbled
graphs which is actually more general than the one of jumbled graphs. Let
0 < p < 1 ≤ α. Then a graph G is called a (p, α)-bi-jumbled graph if for any
subsets U and W of vertex set of G,∣∣∣eG(U,W )− p · |U | · |W |∣∣∣ ≤ α ·√|U | · |W |, (1.1)
where eG(U,W ) is the number of edges of G such that one endpoint is in U
and the another one is in W . (Here each edge whose endpoints in U ∩W is
counted twice in eG(U,W )). It is well known that random graphs with n vertices
and edge probability pn are a.a.s. (pn, αn)-bi-jumbled with αn = O(
√
n · pn)
if npn ≫ log pn. (see e.g. [19, Section 2] and [20, Section 2.2]). Furthermore,
Erdo˝s-Spencer [15] showed that the above magnitude of αn is best possible as
long as pn(1− pn) ≥ 1/n (see also [19, Section 2]). In this note, we call a family
(Gi)i≥1 a family of best pseudo-random graphs (with respect to edge probability
pi) if Gi is (pi, O(
√
nipi))-bi-jumbled. We also call the above property the best
pseudo-random property.
At present, the relation between the t-e.c. and pseudo-random property
does not seem to be sufficiently clarified but some related observations have
been obtained. For example, Cameron-Stark [12] raised examples of families of
graphs which are families of best pseudo-random graphs with respect to edge
probability 1/2 − o(1) but not t-e.c. for any t ≥ 4. This means that the best
pseudo-random property does not necessarily imply the t-e.c. property. We
note that families of best pseudo-random graphs which are triangle-free are
such examples since t-e.c. graphs must contain triangles whenever t ≥ 2. At
present, various such families have been obtained (see e.g. [2], [22]). On the
other hand, almost no results on the converse direction have been obtained.
Indeed, almost all known explicit families of t-e.c. graphs are also families of
best pseudo-random graphs and other several families are quite unclear whether
they are families of best pseudo-random graphs or not (see e.g. [11]). It is also
non-trivial to construct infinite families of t-e.c. graphs for large t.
In this note, for any t ≥ 1, we explicitly construct many families of t-e.c.
graphs but not families of best pseudo-random graphs with respect to edge
probability 1/2− o(1). We also show that the constructed families are actually
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special classes of quadratic unitary Cayley graphs proposed by de Beaudrap [4]
and Liu-Zhou [21].
The rest of this note is organized as follows. In Section 2, we explain that the
pseudo-random property of regular graphs can be described by graph eigenval-
ues. In Section 3, we give a construction providing many families of t-e.c. graphs
which are not families of best pseudo-random graphs for every t ≥ 1 without
probabilistic arguments. In Section 4, we make some concluding remarks.
2 The pseudo-random property of regular graphs
and graph eigenvalues
In this section, we explain that the pseudo-random property of families of reg-
ular graphs can be described by eigenvalues of their adjacency matrices. The
adjacency matrix of a graph on the vertex set {1, 2, . . . , n} is the (0, 1)-square
matrix of order n such that the (i, j)-entry is 1 if and only if i and j are adja-
cent. Let (Gi)i≥1 be a family of regular graphs with ni vertices such that the
degree of Gi is di. Let di = λ1(Gi) ≥ λ2(Gi) ≥ · · · ≥ λni(Gi) are eigenvalues
of its adjacency matrix. We define λ(Gi) := max{λ2(Gi),−λni(Gi)}. Then the
following two lemmas hold.
Lemma 2.1 (Expander-mixing lemma, e.g. Alon-Spencer [1]). Then for any
subsets U , W of vertex set of Gi,∣∣∣eGi(U,W )− dini · |U | · |W |
∣∣∣ ≤ λ(Gi) ·√|U | · |W |. (2.1)
Lemma 2.2 (A converse of the expander-mixing lemma, Bilu-Linial [6]). Sup-
pose that for any disjoint subsets U , W of vertex set of Gi, there exists ρi > 0
such that ∣∣∣eGi(U,W )− dini · |U | · |W |
∣∣∣ ≤ ρi ·√|U | · |W |. (2.2)
Then, λ(Gi) = O(ρi(1 + log(di/ρi)).
From these lemmas, we obtain the following corollary.
Corollary 2.3. (1) For each i ≥ 1, Gi is (di/ni, λ(Gi))-bi-jumbled. Thus,
(Gi)i≥1 is a family of best pseudo-random graphs with respect to edge prob-
ability di/ni if λ(Gi) = O(
√
di).
(2) Let ε > 0 be a fixed real number. Assume that di → ∞ when i → ∞ and
λ(Gi) = Ω(d
1/2+ε
i ). Then, (Gi)i≥1 is not a family of best pseudo-random
graphs with respect to edge probability di/ni.
Proof. The statement of (1) is a direct consequence of Lemma 2.1. We prove
(2). Now assume that (Gi)i≥1 is a family of best pseudo-random graphs. Then
by Lemma 2.2, λ(Gi) = O(
√
di · log di), which contradicts the assumption of
(2).
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We note that if di ≤ (1 − δ)ni for some fixed δ > 0, then λ(Gi) ≥ Ω(
√
di)
(see e.g. [20, Section 2.4]). Thus a family of best pseudo-random regular graphs
are best possible up to constant in the sense of graph eigenvalues.
3 An explicit construction
In this section, we prove the following main theorem.
Theorem 3.1. For each integer t ≥ 1 and odd integer e ≥ 3, let (qi)i≥1 be the
sequence of consecutive Pythagorean primes such that q1 is the least Pythagorean
prime satisfying
qe1 − (t2t−1 − 2t + 1)qe−
1
2
1 − t2tqe−11 + t2t−1 > 0.
Then one can explicitly construct a family (Gi)i≥1 of t-e.c. regular graphs which
is not a family of best pseudo-random graphs with respect to edge probability
1/2− o(1). Here Gi is a (qei − qe−1i )/2-regular graph with qei vertices.
This theorem can be directly obtained from Theorem 3.6 and 3.9 shown later.
First, we explain the construction. Let q be a Pythagorean prime, that is, a
prime of the form q ≡ 1 (mod 4). By the Dirichlet’s theorem, there are infinitely
many such primes. Let e ≥ 1 be an odd integer. Then we construct Cayley
graphs over the additive group of the residue ring Zqe := Z/q
e
Z as follows.
Definition 3.2. The graph Gqe is the graph with vertex set Zqe and edge set
{{x, y} | χqe(x − y) = 1}, where χqe(x) := ( xqe ) = (xq )e, where (xq ) is the
Legendre symbol.
Since q ≡ 1 (mod 4), Gqe is well-defined. When e = 1, the graph Gq is the
Paley graphs with q vertices. By the following proposition, we see that Gqe is
a special type of quadratic unitary Cayley graphs proposed by de Beaudrap [4]
and Liu-Zhou [21].
Definition 3.3. Let R be a finite commutative ring and let QR be the set of
squares of unit elements of R. Let TR := QR ∪ (−QR). The quadratic unitary
Cayley graph Cay(R, TR) is the graph with vertex set R such that two elements
x and y are adjacent if and only if x− y ∈ TR.
Proposition 3.4. Gqe is the quadratic unitary Cayley graph Cay(Zqe , TZqe ).
Proof. By the definition of Gqe , two distinct vertices x and y are adjacent in
Gqe if and only if χqe(x − y) = 1. Since e is odd, χqe(x − y) = 1 if and only
if (x−yq ) = 1, that is, x − y is a nonzero square modulo q. From the Hensel’s
lemma (see e.g. [26, Chapter 13]), x−y is a nonzero square modulo q if and only
if x− y ∈ QZqe . Finally, since q ≡ 1 (mod 4), −1 is a nonzero square modulo q
and so −1 ∈ QZqe , which implies that TZqe = QZqe .
By Proposition 3.4, we see the following proposition.
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Proposition 3.5. (1) Gqe has q
e vertices.
(2) Gqe is a (q
e − qe−1)/2-regular graph.
Proof. (1) is directly obtained from Definition 3.2. We prove (2). By Proposi-
tion 3.4, we see that Gqe is |TZqe |-regular and so we shall compute the size of
TZqe = QZqe . Let Z
∗
qe be the unit group of Zqe . Note that Z
∗
qe is the cyclic group
of order ϕ(qe) = qe − qe−1 where ϕ is the Euler’s totient function. Let x be a
generator of Z∗qe . Clearly, QZqe = {x2a | 1 ≤ a ≤ (qe− qe−1)/2}, completing the
proof.
Now we prove the following theorem.
Theorem 3.6. For every t ≥ 1, Gqe is t-e.c. if q and e satisfy
qe − (t2t−1 − 2t + 1)qe− 12 − t2tqe−1 + t2t−1 > 0. (3.1)
To prove the Theorem 3.6, we use a slight generalization of the method in
[8], [9] and [16] using character sums estimation over finite fields. This method
was found to prove that Paley graphs are t-e.c. graphs. Similar methods were
also applied for other Cayley graphs over finite fields in e.g. [3] and [18]. Based
on their discussion, we shall prove that
f(A,B) :=
∑
z∈Zqe\ZA,B
∏
a∈A
{1 + χqe(z − a)}
∏
b∈B
{1− χqe(z − b)} > 0 (3.2)
for all disjoint subsets A,B ⊂ Zqe such that |A∪B| = t if (3.1) holds. Here ZA,B
is the set of elements z such that z − c = qv for some c ∈ A ∪ B and v ∈ Zqe .
Remark that, in the range of z in the first sum, we must exclude the elements of
ZA,B since, if z − c = qv for some c ∈ A ∪B and v ∈ Zqe , then z cannot satisfy
the definition of the t-e.c. property. In fact, if so, from the definition of χqe , z
cannot be adjacent to any c ∈ A ∪ B in Gqe . Now let Z∗A,B = ZA,B \ (A ∪ B)
and
g(A,B) :=
∑
z∈Zqe\Z
∗
A,B
∏
a∈A
{1 + χqe(z − a)}
∏
b∈B
{1− χqe(z − b)}.
Note that, in the range of z in the first sum, the set A ∪B is added. To obtain
(3.2), we shall obtain a lower bound of g(A,B). To explain why, let
h(A,B) :=
∑
z∈A∪B
∏
a∈A
{1 + χqe(z − a)}
∏
b∈B
{1− χqe(z − b)}.
Then we can easily see that
h(A,B) ≤ t2t−1. (3.3)
We also see that
f(A,B) = g(A,B)− h(A,B) (3.4)
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since Zqe \ ZA,B = (Zqe \ Z∗A,B) \ (A ∪B). So, by combining that lower bound
of g(A,B), (3.3) and (3.4), we will get (3.2). To get a lower bound of g(A,B),
at first, we give the following character sum estimation over Zqe by combining
a known character sum estimation elementary number-theoretic observations.
Lemma 3.7. Let k ≥ 1 be a integer and a1, a2, . . . , ak be distinct elements of
Zqe . Then, ∣∣∣ ∑
x∈Zqe
χqe(x− a1) · · ·χqe(x− ak)
∣∣∣ ≤ (k − 1)qe− 12 . (3.5)
Proof of Lemma 3.7. We shall prove that∑
x∈Zqe
χqe(x− a1) · · ·χqe(x− ak) = qe−1
∑
x∈Zq
χq(x− a1) · · ·χq(x− ak) (3.6)
since we can use the following Burgess’s estimation (see e.g. [23, Chapter II.2]);∣∣∣∑
x∈Zq
χq(x− a1) · · ·χq(x− ak)
∣∣∣ ≤ (k − 1)√q. (3.7)
First, χqe is a Dirichlet character modulo q
e of conductor q, that is, χqe(x) =
χqe(y) whenever x ≡ y (mod q). So χqe can be regarded as the primitive
Dirichlet character χq modulo q. Next observe that, for any x ∈ Zqe , there
uniquely exist a0, a1, . . . , ae−1 ∈ Zq such that x = a0+a1q+a2q2+· · ·+ae−1qe−1.
Therefore, for any a ∈ Zq, there are qe−1 elements x ∈ Zqe such that χqe(x) =
χqe(a), completing the proof.
Now we can get the following lower bound of g(A,B).
Lemma 3.8.
g(A,B) ≥ qe − (t2t−1 − 2t + 1)qe− 12 − t2tqe−1 + t2t. (3.8)
Proof of Lemma 3.8. First, we obtain that∑
z∈Zqe\Z
∗
A,B
1 ≥ qe − tqe−1 + t (3.9)
since |ZA,B| ≤ t(qe − φ(qe)) = tqe−1 and Zqe \ Z∗A,B contains A ∪B.
Now let A ∪ B = {c1, c2, . . . , ct}. From the definition of g(A,B) and the
triangle inequality, we see that∣∣∣∣g(A,B)− ∑
z∈Zqe\Z
∗
A,B
1
∣∣∣∣ = ∑
1≤k≤t
∑
1≤i1<i2<···<ik≤t
∣∣∣∣ ∑
z∈Zqe\Z
∗
A,B
χqe(z − ci1) · · ·χqe(z − cik)
∣∣∣∣.
(3.10)
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For each 1 ≤ k ≤ t and 1 ≤ i1 < i2 < · · · < ik ≤ t, we obtain∣∣∣∣ ∑
z∈Zqe\Z
∗
A,B
χqe(z − ci1) · · ·χqe(z − cik)
∣∣∣∣ ≤ (k − 1)qe− 12 + tqe−1 − t. (3.11)
In fact, we get (3.11) since∑
z∈Zqe\Z
∗
A,B
χqe(z − ci1) · · ·χqe(z − cik) =
∑
z∈Zqe
χqe(z − ci1) · · ·χqe(z − cik)
−
∑
z∈Z∗
A,B
χqe(z − ci1) · · ·χqe(z − cik)
and from Lemma 3.7 and the fact that |Z∗A,B| = |ZA,B| − |A ∪ B| ≤ tqe−1 − t.
Thus, by (3.10) and (3.11),∣∣∣∣g(A,B)− ∑
z∈Zqe\Z
∗
A,B
1
∣∣∣∣ ≤ ∑
1≤k≤t
(
t
k
)
{(k − 1)qe− 12 + tqe−1 − t}
= qe−
1
2 t
∑
0≤k≤t−1
(
t− 1
k
)
+ (tqe−1 − t− qe− 12 )
∑
1≤k≤t
(
t
k
)
= t2t−1qe−
1
2 + (2t − 1)(tqe−1 − t− qe− 12 )
= (t2t−1 − 2t + 1)qe− 12 + t(2t − 1)qe−1 − t(2t − 1).
(3.12)
By (3.9) and (3.12), we get (3.8).
Now we are ready to prove the theorem.
Proof of Theorem 3.6. By combining Lemma 3.8, (3.3) and (3.4),
f(A,B) = g(A,B)− h(A,B)
≥ qe − (t2t−1 − 2t + 1)qe− 12 − t2tqe−1 + t2t − t2t−1
= qe − (t2t−1 − 2t + 1)qe− 12 − t2tqe−1 + t2t−1.
Thus (3.2) holds if (3.1) is satisfied.
On the other hand, we can completely determine the spectrum of Gqe . The
following theorem is a corollary of Theorem 2.4 in Liu-Zhou [21]. Here we give
an alternative proof based on elementary calculations and the known fact of
quadratic Gauss sums.
Theorem 3.9. The eigenvalues of the adjacency matrix of Gqe are
qe − qe−1
2
,
−qe−1 + qe− 12
2
, 0,
−qe−1 − qe− 12
2
.
Especially,
λ(Gqe ) =
qe−
1
2 + qe−1
2
.
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Proof. As we proved in Proposition 3.4, Gqe is the Cayley graph over Zqe defined
by the subset TZqe = QZqe . It is not so difficult to show that the multi-set of
eigenvalues of the adjacency matrix is{ ∑
s∈QZqe
exp
(
2piias
qe
)
| a ∈ Zqe
}
where i =
√−1. Moreover, by the definition of QZqe ,
∑
s∈QZqe
exp
(
2piias
qe
)
=
1
2
∑
x∈Z∗
qe
exp
(
2piiax2
qe
)
. (3.13)
Thus we shall evaluate the exponential sum in the right-hand side in (3.13) for
a 6= 0. Remark that the sum for a = 0 is the largest eigenvalue, that is, the
degree of Gqe . Now we see that
∑
x∈Z∗
qe
exp
(
2piiax2
qe
)
=
∑
x∈Zqe
exp
(
2piiax2
qe
)
−
∑
x∈Zqe\Z
∗
qe
exp
(
2piiax2
qe
)
. (3.14)
The first exponential sum in the right-hand side in (3.14) is called a quadratic
Gauss sum. For 1 ≤ k ≤ e, if a = bqe−k for some 1 ≤ b ≤ qk s.t. (b, q) = 1, then
∑
x∈Zqe
exp
(
2piiax2
qe
)
=
∑
x∈Zqe
exp
(
2piibqe−kx2
qe
)
= qe−k
∑
x∈Z
qk
exp
(
2piibx2
qk
)
=
(
b
qk
)
qe−
k
2 .
(3.15)
Here we use the following well known fact (see e.g. [5, Theorem 1.5.2]); for
(b, q) = 1. ∑
x∈Z
qk
exp
(
2piibx2
qk
)
=
(
b
qk
)√
qk (3.16)
where ( ·· ) is the Jacobi symbol. On the other hand, if x ∈ Zqe \ Z∗qe , then q|x.
Then,
∑
x∈Zqe\Z
∗
qe
exp
(
2piiax2
qe
)
=
∑
x=qy, y∈Z
qe−1
exp
(
2piiax2
qe
)
=
∑
y∈Z
qe−1
exp
(
2piiay2
qe−2
)
= p
∑
y∈Z
qe−2
exp
(
2piiay2
qe−2
)
.
(3.17)
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Thus, by (3.17) and the discussion to obtain (3.15), we get
∑
x∈Zqe\Z
∗
qe
exp
(
2piiax2
qe
)
=
{
qe−1 a = bqe−2, b 6= 0;(
b
qk
)
qe−1−
k
2 a = bqe−2−k, (b, q) = 1, 1 ≤ k ≤ e− 2.
(3.18)
Thus, by (3.14), (3.15), (3.17) and (3.18), we obtain
∑
x∈S
exp
(
2piiax2
qe
)
=


qe−qe−1
2
a = 0;(
b
q
)
qe−
1
2−qe−1
2
a = bqe−1, (b, q) = 1;(
b
q2
)
qe−1−qe−1
2
a = bqe−2, (b, q) = 1;(
b
qk+2
)
qe−1−
k
2 −
(
b
qk
)
qe−1−
k
2
2
a = bqe−2−k, (b, q) = 1, 1 ≤ k ≤ e− 2.
(3.19)
It is easy to see that
(
b
q2
)
= 1 for every q and b, and
(
b
qk+2
)
=
(
b
qk
)
for every q,
b and k. Thus, by (3.19), we prove the theorem.
Proof of Theorem 3.1. By Proposition 3.5 and Theorem 3.9, we see that for
each odd e ≥ 1, λ(Gqe ) = Ω(d1/2+εqe ) where dqe = (qe − qe−1)/2 is the degree of
Gqe and ε = (e − 1)/2. Thus we obtain the theorem by Corollary 2.3 (2) and
Theorem 3.6.
4 Concluding remarks
In this note, we constructed families of t-e.c. graphs which are not families
of best pseudo-random graphs with respect to edge probability 1/2 − o(1). At
present, we do not know anything for cases of other edge probability. It would
be interesting to investigate such cases.
Below we make some related concluding remarks. First, we remark on the
relation between t-e.c. graphs and expander graphs. Here we define expander
graphs following the manner in [17]. For a graph G = (V,E), the Cheeger
constant h(G) of G is defined as follows.
h(G) := min
{e(S, V \ S)|
|S| | Y ⊂ V, |S| ≤
|V |
2
}
.
We call a family (Gi)i≥1 of graphs a family of expander graphs if h(Gi) ≥ ε for
some ε > 0 and any i ≥ 1. For a d-regular graph G on n vertices, the Cheeger
inequality shows that h(G) ≥ (d− λ2(G))/2 (see e.g. [17]). So a family (Gi)i≥1
of di-regular graphs whose the spectral gap di −λ2(Gi) is not zero (or large) for
any i is a family of expander graphs. Especially a family of best pseudo-random
regular graphs with respect to edge probability di/ni is a family of expander
graphs with optimal spectral gaps (up to constant). Theorem 3.1 implies that
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for any t, t-e.c. graphs do not necessarily ensure that they are the expander
graphs with optimum spectral gaps (up to constant).
Next, there is another typical properties of random graphs called the quasi-
random property which was found by Chung-Graham-Wilson [13]. They showed
the mutually equivalence of some properties which random graphs with constant
edge probability p a.a.s. satisfy. Here we refer the following property denoted
by P3 in [13] as the quasi-random property. For a constant 0 < p < 1, a family
of graphs {Gi}i≥1 with ni vertices has the quasi-random property with respect
to edge probability p if
e(Gi) ≥ pn2i + o(n2i ), λ1(Gi) = (1 + o(1))pni, λ2(Gi) = o(ni).
Here e(Gi) is the size of edge set of Gi. From Proposition 3.5 and Theorem 3.9,
the constructed families satisfy the quasi-random property with respect to edge
probability around 1/2.
At last, in the research of t-e.c. graphs, one of main problems is constructing
a family of t-e.c. graphs with O(t2t) vertices when t → ∞ (see e.g. [11]). But
Theorem 3.6 only shows that for each e ≥ 3, our construction provides families
of t-e.c. graphs with O(t2e22et) vertices when t → ∞. So it also would be
interesting to improve Theorem 3.6.
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