We show that any PSLG with v vertices can be triangulated with no angle larger than 7n/8 by adding 0 ( v 2 log v) Steiner points in 0 ( v 2 log2 v ) time. We first triangulate the PSLG with an arbitrary constrained triangulation and then refine that triangulation b y adding additional vertices and edges. We follow a lazy strategy of starting from an obtuse angle and exploring the triangulation in search of a sequence of Steiner points that will satisfy a local angle condition. Explorations may either terminate successfully (for example at a triangle vertex), or merge.
Introduction

Problem statement and motivation
We are concerned with finding a Steiner triangulation of an embedded planar straight-line graph (PSLG). That is, we seek an embedded triangular graph, such that vertices of the input appear as vertices of the output, and edges of the input appear as a union of edges of the output. The added vertices of the output are called Steiner points. The triangulation we seek must be conformal, that is, two faces of the triangulation must intersect at a face of the triangulation, or not at all. A vertex in the interior of an edge is called non-conformal. Steiner triangulations whose triangles have bounded shape are important for numerical analysis, in particular for a mesh in a finite element method. BabuLka and Aziz [l] shows that the convergence of a finite element method depends on the largest angle of the triangulation. Often one wishes to find a triangulation for a PSLG that is not a polygon. For example, a semiconductor may have two differently doped regions. Hence a description of the semiconductor would include an edge with the interior of the region on both sides. Steiner triangulations without large angles are also of use in functional interpolation and computer graphics (see Barnhill [2] ).
In addition to the shape of the triangles, another important criterion for a triangulation is the number of triangles. For example, in a finite element method calculation the number of triangles directly affects the running time. For many triangulation algorithms the number of triangles produced depends on the input geometry or embedding, and not just the cardinality of the input. Bern, Dobkin, and Eppstein [3] pose as an open problem the existence of an algorithm to triangulate a PSLG without large angles using only a polynomial number of Steiner points. Here "polynomial" is taken to mean polynomial in the input cardinality, independent of the geometry.
Previous results
For polygonal input there are many results concerning the construction of triangulations without large angles. Bern [6] shows how to triangulate a point set with no obtuse angles using only a linear number of Steiner points, which is worst case optimal. Eppstein [9] achieves this and simultaneously approximates the minimum weight Steiner triangulation. Bern, Mitchell and Ruppert [7] has very recently Figure 1 : A triangulation refinement may require R(nm) Steiner points to have any constant angle bound (left).
In fact, a single Steiner path may require Q(np) Steiner points (right).
shown how to triangulate an arbitrary polygon so that no angle is obtuse using only O(v) Steiner points, matching the worst case lower bound.
Ruppert [12] shows how to triangulate a PSLG so that no angle is smaller than ~/ 9 , and hence no angle is larger than 7a/9. However, any triangulation that achieves no small angles is doomed to use a nonpolynomial number of Steiner points, dependent on the input geometry. There are several previous algorithms that achieve similar results (by dissimilar techniques) for polygonal input. See Bern and Eppstein
[5] for a summary.
Edelsbrunner, Tan, and Waupotitsch [8] shows how to generate a constrained triangulation (one where no Steiner points are allowed) of a PSLG such that the maximum angle is minimized. The technique used is edge-insertion, a global strategy that is a generalization of local edge flip. Mitchell [lo] shows how to generate a covering triangulation (one where no Steiner points are allowed on the input edges) of a PSLG such that the maximum angle is approximately minimum, using a linear number of Steiner points.
Once a triangulation with bounded large (or small) angles has been constructed, one may wish to refine it to reduce the area of triangles in a certain region, while still maintaining an angle bound. Rivara [ll] gives an overview of the considerable effort that has been devoted to this problem.
Overview
We consider the problem of triangulating a PSLG so that no angles are large. We solve this by first triangulating the PSLG with an arbitrary constrained triangilation, and then refining that triangulation. Given any triangulation, we show how to refine it by adding additional vertices and edges so that no angle is larger than 7a/8. Our construction adds O(nm + nplogm) vertices and runs in time O((nm + np log m) log(m + p)). We define p to be one plus the number of holes and interior vertices in the original triangulation. That is, p is the number of onedimensional connected components of the boundary of the region to be triangulated, plus the number of vertices strictly interior to the region to be triangulated. We define n to be the number of small angles, where small means less than 7r/8 (the supplement of our desired angle bound). We define m to be one plus the number of obtuse angles in the original triangu- Steiner path. The key concept in our algorithm is the fact that if the final triangulation is to have no large angles, adding a Steiner point on one edge of a triangle may induce the addition of a Steiner point on another edge of the triangle. We call a sequence of induced Steiner points a Steiner path. Besides being fairly intuitive, the fact that Steiner paths are sometimes necessary can be proved as a direct result of a lemma about constrained triangulations in Edelsbrunner, Tan, and Waupotitsch [8] (see Section 2.1).
A variation on Paterson's example provides additional motivation for Steiner paths in Section 2. We can change the direction of propagation of a Steiner path with a sequence of triangles all having a vertex in common: We build the example of Figure 1 right by using p = Q(v) such constructions separated by a middle stack of size n = Q(u). The Steiner path shown in Figure 1 right is required to intersect each edge of the middle stack Q(p) times. Hence a triangulation with a single obtuse angle may require Q ( u 2 ) (actually Q(np)) Steiner points in any refinement that achieves an angle bound less than T .
Algorithm. Our algorithm is as follows. Given a PSLG, we triangulate it with an arbitrary constrained triangulation algorithm, such as the minmax angle triangulation of Edelsbrunner, Tan, and Waupotitsch [8] .
Henceforth we consider that triangulation as our input PSLG. For each obtuse angle of the input, we subdivide it into two acute angles by adding the altitude from it to the opposite triangle edge. Hence all triangles are non-obtuse (but also non-conformal), which is important for Section 3. These altitudes introduce a collection of Steiner points in the interior of triangle edges. These non-conformal points induce Steiner paths.
Any fixed strategy of consecutively chosing the Steiner points on a path is doomed to produce a very long path for some input. Instead, we adopt a "lazy" refinement approach: For a given desired angle bound there is some flexibility in picking the next Steiner point on a path (Section 2). We retain this flexibility, and consecutively determine an ever widening region called a horn, such that there is some acceptable Steiner path from the initial vertex to every point in the horn. Only later do we chose exactly which path we take from among all those possible inside the horn. This allows us to bound the length of a particular path Eventually each horn will terminate either by intersecting the boundary of the input or a triangle vertex, by intersecting itself in a special way, or by intersecting another horn. In the first case we create a Steiner path to a Steiner vertex on the input boundary, or the triangle vertex. In the second case we create a Steiner path that ends in a loop (see Figure 4) . In the third case, we can create a Steiner path to an intersection by O(np).
point of the two horns on a triangle edge (see Figure   Because of the third case our algorithm is iterative: We may have to create a Steiner path for the intersection point, which we do in the next iteration. The number of Steiner paths mi we need to introduce at iteration i decreases geometrically, so there are O(1ogm) iterations. The collection of paths may intersect an input edge O(mi + p ) times, which is surprisingly close to our bound of O ( p ) for single path. Hence at each iteration we add O(n(mi + p ) ) Steiner points, for a total of O(nm+nplogm). As a practical consideration, the constants in this bound are relatively small. In particular, we derive an upper bound of 9nm + 24np m + 2n/3 + m Steiner points, and even this is not tight. Furthermore, assuming most inputs do not have long sequences of adjacent triangles with small angles, for most inputs the refinement algorithm would add considerably fewer points (perhaps only 3m).
When introducing a path, we just introduce vertices, and not edges between consecutive vertices of the path. We do this because edges for two different, paths may cross interior to a triangle. We introduce edges to make the graph conformal only after all paths have been created. We resolve the crossings of Steiner path edges in two ways. If two crossing edges have vertices near a small angle vertex of a triangle, we can swap vertices so that the edges do not cross, and add a diagonal to triangulate the resulting quadrilateral. This strategy does not work near the large angle vertices of a triangle, since paths involving all three of the triangle edges may interact. So instead we introduce one vertex inside the triangle near the edge opposite the small angle, and connect it with an edge to each remaining vertex on the triangle boundary.
The remainder of this paper is organized as follows. Section 2 concerns the development of the Steiner paths, and Section 3 describes how to fix the nonconformal input triangles. In Section 4 we present selected open problems. The omitted proofs may be found in the full paper. 6).
Introducing Steiner points 2.1 Steiner path motivation
Consider refining a given triangulation so that no angle is greater than some bound. From Edelsbrunner, Tan, and Waupotitsch [8] If LVSW is large, we wish to find an acceptable placement of S1 on wI/ in terms of the angles LVSSl and LWSSl such that the lower bound from Lemma 1 is reasonably small: If we place SI so that both of these angles are less than CY 2 n/2, then the lower bound from Lemma 1 is at most a. Requiring LVSSl = LWSSl = n/2 leads to a single choice for SI. This is too restrictive in that it could lead to long Steiner paths (e.g. infinitely long in Figure 4) . We chose Q = 3n/4, so that there is a range of acceptable placements for SI.
In fact, regardless of the choice of a, we need a global strategy for placing the Sj that takes into account the entire induced Steiner path: For any local strategy] there is an input that leads to a very long Steiner path.
We do not fix SI, but instead only consider it to be in the acceptable range, with the freedom to go back and fix its exact location later. Hence we have more freedom in where to place Sz, or we may even discover a position for SI where S, is unnecessary due to a triangle vertex of T I . The longer the path is, the more freedom we have in the placement of the last Steiner vertex (see Figure 2) . We are able to take advantage of this freedom to prove that paths are only of length O(np). Recall that for Section 3, the first point S is always on the altitude containing the large angle vertex, and we consider that altitude to be as any other triangle edge. We now formalize. We define the center path of a horn to be the sequence of line segments connecting the midpoints of the maws for consecutive stages, starting at S . See Figure 2 . We call the two sequences of segments from the starting vertex of a horn making angle n/4 with each triangle edge boundary paths.
Terminating criteria. We continue the construction of the horn in stages until one of the following occurs (the first three are considered case one in the introduction):
Center and boundary paths.
The maw contains a triangle vertex. As a heuristic, we also terminate if the maw contains a Steiner path vertex of a previous iteration (see Section 
2.5).
The maw is on a triangle edge where the next triangle has all angles at least n/8.
The maw is on an edge of the boundary of the region to be triangulated.
The maw contains a center path point of a previous stage of the horn, and moreover the horn defined from that center path point contains that center path point (see Figure 4) . Figure 3 : In a cone, the maw is twice the center path (left). In a horn, the maw is more than the center path (right).
any point in the maw. In Item 5, we pick the point that is both in the maw and on the boundary path of the other horn. (We may not actually use the corresponding path, depending on whether any later horns in the current iteration terminate on it; see Section 2.5). In Item 4, we pick the center path point Pj that caused the horn to terminate. Figure 4 : A horn may self intersect (left). The horn shown will self terminate by Item 4 after three more stages, since the horn from center path point Pj will contain Pj .
Bounding a single path
The maw intersects a horn constructed earlier in
the current iteration, and either the horns are oriented in the same direction, or in opposite directions and the maw intersects a boundary path or center path of the other horn (see Figure 6 ). Acceptable path. When one of these termination criteria occurs, there is an acceptable Steiner path inside the horn. By an acceptable path, we mean that the cone from a Steiner path vertex contains the next Steiner path vertex. Except for the last triangle in Item 5, from this it follows that the lower bound from Lemma 1 for all triangles touched by the path is no more than 37r/4 (37r/8 for the last triangle in Item 2). Given a final Steiner point, it is easy to compute an acceptable path by working from the final Steiner point back to the first point S of the horn. If the horn terminates because of Item 4, then we must form a loop containing the distinguished center path point as well (see Figure 4) .
In Item 1, the final Steiner point is the vertex contained in the maw. In Item 2 and Item 3 we may pick
In order to bound the number of times horns may intersect a given edge, we need some lemmas about how quickly the maw of a horn grows in relation to its center path length.
Lemma 2 For the cone at S , the width of the maw is twice the length of the center path.
In general, the center point of the next cone is not the center point of the next maw, so that the width of the maw is not always twice the center path length. However, we are able to establish a smaller linear bound.
Lemma 3
The width of the maw is greater than ihe length of the center path. Also, the cone for P, contains Pj+l.
Lemma 4 If a horn intersects an edge with maw width M and again at a later stage with maw width M i , then M i > 2M.
We wish to bound the number of times a center path may cross a given edge. We first show that successive center path points have some ordering along an edge. Proof. This proof illustrates a general technique we use often: We show that a center path must be long, so that a maw is wide. Hence either the center path is far away from some feature or the maw contains that feature.
Consider the horn from PI (whether or not PI really is the first point of a horn E , and hence the corresponding hops have disjoint interiors. Each hop contains at least one vertex of the input in its interior (else the horn crosses an edge twice consecutively, a contradiction) and hence there can be at most p such hops. I
We now consider the case that all of the points of a center path on E do not lie on the same side of the first point. For this to happen, there needs to be a reversal. Intuitively, a reversal is two consecutive hops that travel in opposite directions.
Reversal. A reversal is the center path of a horn from a point P on edge E to a point PI on L (or E ) to a point P2 on E , where PI and P2 are on opposite sides of P , and L is the line through E . Also, the center path must not cross E at any point other than PI between P and P2 (otherwise we may find a shorter reversal instead). See Figure 5 . Just as for a hop, we say that a reversal contains the input vertices in the region bounded by the center pa4h from P to P2 and E.
Lemma 6 The vertices contained in two reversals of a center path are not identical, unless the horn terminates as in Item 4.
Proof, The proof lies in the observation that if hops contain the same vertices and are oriented in the same direction, then they grow closer together as their stages increase. This holds true for two hops for the same Steiner path but different starting stages, and also for two hops for different Steiner paths (used in the next subsection).
We define an inverse horn as the region between the hops of two such horns, and its maw width is the distance between the two horns. See Figure 5 . The rate of decrease of the inverse horn width can be bounded below in the same way that the rate of increase of the width of a maw can be bounded below. Hence the proof reduces to showing that the center path of the inverse horn is long, so that the outer reversal must contain the starting center path vertex of the inner reversal. I Theorem 2 A horn may intersect a given edge at most O(p) times.
Proof. Because of reversals, hops are not necessarily disjoint. However, hops are partially ordered by containment. Hence there are at most 2p unique input vertex sets contained in hops. We enumerate the hops by charging the vertex sets for hops. Using a careful charging scheme, Lemma 6, and Theorem 1, each vertex set gets charged at most four times. I
Bounding the collection of paths
We now consider all of the horns in a given iteration, and how they interact. We seek a bound on the number of times these horns may collectively cross a given edge. We consider two horns with hops oriented Figure 5 : Here we show two consecutive reversals, their horns (darkly shaded), and the inverse horn between them (lightly and very darkly shaded). The inverse horn terminates with negative width, where the two horns overlap (very darkly shaded).
Proof. This proof illustrates a general technique we use often: We show that a center path must be long, so that a maw is wide. Hence either the center path is far away from some feature or the maw contains that feature.
Consider the horn from PI (whether or not PI really is the first point of a horn We now consider the case that all of the points of a center path on E do not lie on the same side of the first point. For this to happen, there needs to be a reversal. Intuitively, a reversal is two consecutive hops that travel in opposite directions.
Reversal. A reversal is the center path of a horn from a point P on edge E to a point PI on L (or E ) to a point P2 on E , where PI and Pz are on opposite sides of P , and L is the line through E . Also, the center path must not cross E at any point other than PI between P and P2 (otherwise we may find a shorter reversal instead). See Figure 5 . Just as for a hop, we say that a reversal contains the input vertices in the region bounded by the center path from P to P2 and E . Proof. The proof lies in the observation that if hops contain the same vertices and are oriented in the same direction, then they grow closer together as their stages increase. This holds true for two hops for the same Steiner path but different starting stages, and also for two hops for different Steiner paths (used in the next subsection).
We define an inverse horn as the region between the hops of two such horns, and its maw width is the distance between the two horns. See Figure 5 . The rate of decrease of the inverse horn width can be bounded below in the same way that the rate of increase of the width of a maw can be bounded below. Hence the proof reduces to showing that the center path of the inverse horn is long, so that the outer reversal must contain the starting center path vertex of the inner reversal. I Theorem 2 A horn may intersect a given edge at most O ( p ) times.
Proof. Because of reversals, hops are not necessarily disjoint. However, hops are partially ordered by containment. Hence there are at most 2 p unique input vertex sets contained in hops. We enumerate the hops by charging the vertex sets for hops. Using a careful charging scheme, Lemma 6, and Theorem 1, each vertex set gets charged at most four times. I
We now consider all of the horns in a given iteration, and how they interact. We seek a bound on the number of times these horns may collectively cross a given edge. We consider two horns with hops oriented Figure 7 : How to triangulate a triangle with Steiner points on its boundary.
Fixing small angle triangles
We introduce the Steiner path edge AB when the angle between the triangle edges containing A and B is less than w/8. We say such edges are drawn. The other Steiner path edges are forever ignored, and also some drawn edges may be erased later. We have bounds on the angle that Steiner path edges make with triangle edges.
Lemma 9
The angles at the intersection of a drawn Steiner path edge and a triangle edge are between w/8 and 77~18.
We can swap vertices of drawn Steiner path edges so that they do not cross, and still maintain the above angle bounds.
Lemma 10 Steiner path edges may be redrawn so that no two cross, while maintaining the angle bounds of Lemma 9. We retain only the drawn edges that are far from m: We erase all Steiner path edges AB where both LUVA 5 s/4 and LVUB 5 a/4. Since the edges do not cross, there will be an edge AB "closest" to uI/ that is not erased: Any edge with a vertex on or will be erased, and any edge with a vertex on AW or BW will be drawn.
What remains is a the non-conformal trapezoid ABVU, and conformal triangles and trapezoids bounded by drawn edges, m, and m. According to Lemma 9 and Lemma 10, the triangles and trapeintroducing an edge from C to each of the Steiner and triangle vertices in region ABVU. See Figure 7 .
It may be that B = V or A = U . Also there may not be a drawn edge AB, so that the region degenerates to AWVU. The construction needs no modifications for these cases.
Lemma 11
The triangulation of region ABVU has no angle larger than 7~1 8 .
Fixing all-large angle triangles
It remains to consider triangles with every angle larger than w/8. Using a construction almost identical to that of Section 3.1, we may triangulate with no angle larger than 7w/8 (see Figure 7) . It is possible to use the fact that the angle at W is large to directly bound the largest angle in the region WAB. For region ABVU, the proof of Lemma 11 holds with slightly different angle bounds in various places, but with the same overall bound of 7~1 8 .
Conclusions
There is a tradeoff between the cone angle of the horns and the number of times that a triangle edge is crossed. We state our cone angle to be w/2. If the cone angle is 4, we conjecture that the techniques of Section 3 can be used to obtain triangles with largest angle at most 3w/4 + 414. On a more general note, we have the following problems.
What is the relationship between the largest angle permitted in a triangulation and the number of Steiner points necessary to achieve that bound? How does this depend on the type of input (e.g. convex polygon, simple polygon, polygon with holes, PSLG)?
The cardinality of our PSLG triangulations is within a logv factor of worst case optimal. Is there an algorithm that is within a constant factor of worst case optimal? A more interesting open problem is the existence of an algorithm that generates triangulations of PSLGs or polygons with cardinality within a factor of optimal for the given input.
zoids have largest angle no more than 7~1 8 . Hence the conformal trapezoids may be triangulated with an arbitrary diagonal and achieve largest angle no more than 7a/8.
We now triangulated region ABVU. We introduce a vertex C in the interior of the triangle. We place C so that LUVC = LVUC = w/8. We triangulate by
