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Water scarcity is one of the most challenging problems the world is facing in the 
21st century. Population growth and economic development often lead to an increase of water 
demand, whereas climate change and land use change have an impact on water availability. 
The assessment of the impacts of climate change and land use change on the water resources 
is highly relevant as it is a prerequisite for water management adaptation and for the 
development of suitable mitigation strategies, especially in regions with scarce water 
resources, high climate sensitivity, and a rapid socio-economic development. This thesis aims 
at the development of a hydrologic model to analyze the impacts of climate change and land 
use change on the water balance components in the meso-scale (2036 km²) Mula and Mutha 
Rivers catchment upstream of the city of Pune, India. To this end, the hydrologic model 
SWAT (Soil and Water Assessment Tool) was modified and adapted to the study area. By 
combining generally available data, locally available data, field measurements, expert 
knowledge, and data preprocessing methods in this hydrologic modeling approach, the 
problem of limited data availability was addressed. A focus was set on the spatial 
interpolation of sparse rainfall data, as rainfall is one of the most important inputs for 
hydrologic models. It was found that the applied modeling approach is suitable for data scarce 
regions. Furthermore, the methodology is transferable to tropical and sub-tropical regions. In 
particular, the use of a TRMM rainfall pattern as a covariate for spatial rainfall interpolation 
was very promising. Climate change impacts were analyzed using regional climate model data 
based on IPCC emission scenario A1B. A new downscaling approach was developed that is 
based on representing the scenario data by rearranging historically measured data in order to 
link the coarse resolution regional climate model data to the catchment scale. The hydrologic 
model was run for the scenario period from 2020 to 2099 using the rearranged weather data. 
The developed downscaling technique provided a consistent weather input for the scenario 
period, but was limited by the range of measured temperature values. Hence, climate change 
impacts at the end of the scenario period were likely to be underestimated. The climate 
change scenario resulted in higher evapotranspiration, particularly in the first months of the 
dry season. Thus, water availability was decreased more rapidly and earlier in the dry season. 
In addition, more frequent dry years led to repeated low water storages in the reservoirs at the 
end of rainy season. Past land use changes between 1989 and 2009 were identified with the 
help of three multitemporal land use classifications which were based on multispectral 
satellite data. Two model runs were performed and compared using the land use 
 
 
classifications of 1989 and 2009. The main land use changes in the past two decades were an 
increase of urban area and cropland, while semi-natural land use decreased. Urbanization in 
the eastern part of the catchment resulted in a shift of cropland towards the west. On the 
catchment scale the impacts of these land use changes upon the water balance canceled each 
other out. However, at the sub-basin scale, urbanization led to an increase of the water yield 
and a decrease of evapotranspiration, whereas the increase of cropland resulted in an increase 
of evapotranspiration. These changes yielded a change of the intra-annual course of runoff, so 
that runoff increased in the rainy season due to urbanization, and decreased in the dry season 
due to increased irrigation water demand. Climate change and land use change pose 
challenges to the diverse water users inside and outside of the catchment. In particular, the 
indicated decrease of water availability in the dry season exacerbates the imbalance of water 
availability and water demand at this time of the year. Overall this thesis substantially 
enhances the knowledge of global change impacts on the water resources in the study area, 
which provides a means to mitigate future impacts by adapting water management. 
Furthermore, the developed and improved methods for hydrologic modeling in data scarce 



















Wasserknappheit stellt eine der größten Herausforderungen des 21. Jahrhunderts dar. 
Bevölkerungswachstum und wirtschaftliche Entwicklung führen häufig zu steigendem 
Wasserbedarf, während Klimawandel und Landnutzungsänderungen das Wasserdargebot 
beeinflussen. Die Untersuchung der Auswirkungen von Klimawandel und 
Landnutzungsänderungen auf die Wasserressourcen ist insofern hoch relevant, weil sie 
Voraussetzung für eine Anpassung des Wassermanagements und die Entwicklung geeigneter 
Mitigationsstrategien ist. Besonders in Regionen mit knappen Wasserressourcen, hoher 
Klimasensitivität und großer sozioökonomischer Dynamik ist eine solche Untersuchung von 
großer Bedeutung. Das Ziel dieser Arbeit ist die Entwicklung eines hydrologischen Modells 
für die Untersuchung von Auswirkungen des Klimawandels und von 
Landnutzungsänderungen auf die Wasserhaushaltskomponenten des mesoskaligen (2036 km²) 
Einzugsgebiets der Flüsse Mula und Mutha oberhalb der Stadt Pune in Indien. Zu diesem 
Zweck wurde das hydrologische Modell SWAT (Soil and Water Assessment Tool) 
modifiziert und an das Untersuchungsgebiet angepasst. Durch die Kombination von allgemein 
und lokal verfügbaren Daten, Messungen, Expertenwissen und Methoden der 
Datenaufbereitung wurde dem Problem der eingeschränkten Datenverfügbarkeit in diesem 
Modellansatz begegnet. Ein Schwerpunkt wurde auf die räumliche Interpolation der wenigen 
Niederschlagsmessungen gelegt, da der Niederschlag eine der wichtigsten Eingangsgrößen für 
die hydrologische Modellierung ist. Die Ergebnisse der Arbeit zeigen, dass die verwendete 
Methode für die hydrologische Modellierung in datenarmen Gebieten geeignet, und überdies 
auf andere datenarme Gebiete in den Tropen und Subtropen übertragbar ist. Insbesondere war 
die Verwendung eines TRMM Niederschlagsmusters als Kovariate für die räumliche 
Interpolation des Niederschlags sehr vielversprechend. Die Auswirkungen des Klimawandels 
wurden unter Verwendung von Berechnungen eines Regionalen Klimamodells, die auf dem 
IPCC Emissionsszenario A1B basieren, analysiert. Um die grobaufgelösten Daten des 
Regionalen Klimamodells auf die Einzugsgebietsskala zu übertragen, wurde eine 
Downscaling-Methode entwickelt, die den Szenarienverlauf durch neu angeordnete 
Messdaten wiedergibt. Das hydrologische Modell wurde mit diesen neu angeordneten 
Messdaten für den Szenarienzeitraum von 2020 bis 2099 betrieben. Die entwickelte 
Downscaling-Methode lieferte ein in sich konsistentes Wetter für den Szenarienzeitraum, 
wurde aber durch den Wertebereich der gemessenen Temperaturen begrenzt. Deshalb wurden 
die Auswirkungen des Klimawandels gegen Ende des Szenarienzeitraums wahrscheinlich 
 
 
unterschätzt. Das Klimawandelszenario führte zu erhöhter Evapotranspiration, besonders in 
den ersten Monaten der Trockenzeit. Dadurch nahm das verfügbare Wasser in der Trockenzeit 
schneller und früher ab. Häufigere Trockenjahre führten außerdem mehrfach zu niedrigen 
Speicherständen in den Stauseen am Ende der Regenzeit. Die Landnutzungsänderungen 
zwischen 1989 und 2009 wurden mit der Hilfe von drei multitemporalen 
Landnutzungsklassifikationen, die auf multispektralen Satellitendaten basieren, erfasst. Zwei 
Modellläufe für die Klassifikationen aus den Jahren 1989 und 2009 wurden durchgeführt und 
miteinander verglichen. Die wichtigsten Landnutzungsänderungen der letzten beiden 
Jahrzehnte sind die Zunahme von Siedlungsflächen und Ackerflächen und die Abnahme 
naturnaher Landnutzungsflächen. Urbanisierung im östlichen Teil des Einzugsgebiets führte 
zu einer Verlagerung der Ackerflächen nach Westen. Die Auswirkungen dieser 
Landnutzungsänderungen auf den Wasserhaushalt des Einzugsgebiets glichen sich 
gegenseitig aus. In den Teileinzugsgebieten wurde jedoch deutlich, dass die Urbanisierung zu 
einer Erhöhung der Abflussspende und einer Abnahme der Evapotranspiration führte, 
während die Zunahme der Ackerfläche in einer Zunahme der Evapotranspiration resultierte. 
Diese Veränderungen führten zu einer Änderung des Abflussgangs, so dass der Abfluss aus 
dem Einzugsgebiet in der Regenzeit durch Urbanisierung zunahm und in der Trockenzeit 
durch den gestiegenen Bewässerungsbedarf abnahm. Klimawandel und 
Landnutzungsänderungen sind eine Herausforderung für die unterschiedlichen Wassernutzer 
innerhalb und außerhalb des Einzugsgebiets. Besonders während der Trockenzeit kommt es 
zu einer Verschärfung des Ungleichgewichts von Wasserverfügbarkeit und Wasserbedarf. 
Insgesamt erweitert diese Arbeit das Wissen über die Auswirkungen des Globalen Wandels 
auf die Wasserressourcen im Untersuchungsgebiet deutlich und schafft damit die 
Voraussetzungen dafür, zukünftige Auswirkungen abzuschwächen, indem das 
Wassermanagement angepasst wird. Außerdem können die neu- und weiterentwickelten 
Methoden zur hydrologischen Modellierung in datenarmen Gebieten auf andere Gebiete 
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Water scarcity is one of the most challenging problems the world is facing in the 
21st century (Simonovic, 2002). Global change affects local and regional water resources. 
Population growth and economic development often lead to an increase of water demand, 
whereas climate change and land use change have an impact on water availability. Especially 
in regions with scarce water resources, high climate sensitivity, and a rapid socio-economic 
development, a decrease of water availability due to climate or land use change will further 
exacerbate the imbalance of water supply and demand. Therefore, assessment of the impacts 
of land use and climate change on the water resources is particularly relevant in these regions, 
as it is a prerequisite for developing suitable water management adaptation and mitigation 
strategies. 
The fourth assessment report of the Intergovernmental Panel on Climate Change (IPCC) 
highlights climate change impacts on freshwater resources worldwide and their implications 
for sustainable development (IPCC, 2007a). Scientific consensus has been achieved about the 
contribution of anthropogenic greenhouse gas emissions to climate change (IPCC, 2007b; 
Oreskes, 2004). In order to assess future impacts of climate change, the IPCC developed 
emission scenarios, following different storylines that represent possible human development 
in different economic, technical, environmental and social dimensions (Nakićenović et al., 
2000). With the help of global coupled atmosphere-ocean general circulation models these 
emission scenarios are used to derive climate predictions. A multi-model approach indicates 
an increase of global mean surface temperature and a general intensification of the global 
hydrological cycle with regionally different impacts on precipitation (IPCC, 2007b). These 
climate projections are typically available at large spatial scales with coarse spatial resolution, 
whereas hydrologic impact assessment is particularly relevant on significantly smaller scales, 
where water management can be adapted. Therefore, downscaling approaches are employed 
to link the coarse climate model results to meso-scale hydrologic models (Diaz-Nieto and 





The consequences of land use changes are a key research question in the 21st century 
(DeFries and Eshleman, 2004). Large proportions of the world’s surface have already been 
changed (Foley et al., 2005). Land use is understood as a general term for land use and land 
cover. Thus, land use change comprises any transition of land use classes, e.g., conversion of 
cropland to urban area, as well as changes within classes such as a change of crops or crop 
rotations. Most rapid land use changes in the recent decades include tropical deforestation, 
agricultural intensification, and urbanization (Ramankutty et al., 2006), and are expected to 
accelerate in the coming decades (DeFries and Eshleman, 2004). These land use changes have 
a large potential to affect water resources (Stonestrom et al., 2009) as land use has a direct 
influence on the partitioning of precipitation into runoff, evapotranspiration and infiltration 
(Foley et al., 2005). In a global-scale study, Vörösmarty et al. (2000) suggest that the impacts 
of land use change due to human development outweigh those of climate change on the water 
resources in the near future. Foley et al. (2005) give a review of typical land use change 
impacts on water resources that were reported in regional studies. Generally, runoff increases 
if natural vegetation decreases (e.g., Costa et al., 2003; Sahin and Hall, 1996) and if built-up 
area increases (e.g., Arnold and Gibbons, 1996; Wijesekara et al., 2012). Runoff decreases if 
water demand and, consequently, withdrawal from rivers increase (Foley et al., 2005). 
Irrigation agriculture accounts for nearly 85% of the worldwide human consumptive water 
use (Gleick, 2003). Hence, increase of irrigation agriculture has a large impact on water 
resources, resulting in increased water withdrawal, decreased runoff, and increased 
evapotranspiration. 
In order to assess land use changes with sufficient spatial precision, spatially distributed 
information is needed. Satellite images provide valuable spatially distributed information for 
this purpose. The collection of satellite images in international archives offers an 
unprecedented opportunity to assess past land use changes (DeFries and Eshleman, 2004), as 
historic satellite images can be used to derive past land use maps (e.g., Miller et al., 2002; 
Seeber et al., 2010). Using these data as an input to hydrologic models provides a feasible 
method to analyze the impacts of past land use changes on water resources (e.g., Ghaffari et 
al., 2010; Im et al., 2009; Miller et al., 2002). 
Due to the scientific relevance of global change (comprising land use and climate change), 
large interdisciplinary research programs, e.g., BRAHMATWINN (Twinning European and 
South Asian River Basins to enhance capacity and implement adaptive management 





(Global Change and the Hydrological Cycle, 2000-2011), KLIWA (Climate change and 
consequences for water management, 1998-present), RIVERTWIN (A regional model for 
integrated water management in twinned river basins, 2003-2007), and WaterGAP (Global 
modeling of water availability, water use, and water quality, 1996-2011) focus on the 
assessment of its impacts on water resources in individual catchments. To this end, modeling 
approaches are typically employed. 
Many hydrologic models are available for different aspects of water resources 
management, such as flood forecasting, water supply and demand analysis, and water quality 
evaluation. A comprehensive review of hydrologic models is available in the literature 
(e.g., Mulligan, 2004; Singh, 1995). Detailed information on model use, calibration and 
validation for 25 commonly used hydrologic and water quality models is provided in a recent 
special issue of Transaction of the ASABE (Vol. 55, No. 4), including exemplary case studies 
for each model (Moriasi et al., 2012). In general, the different modeling approaches vary in 
conception and complexity from physically based, spatially distributed models (e.g., MIKE 
SHE; Refsgaard and Storm, 1995; e.g., Im et al., 2009), to more conceptual lumped models 
(e.g., TOPMODEL; Beven and Kirkby, 1979; e.g., Vincendon et al., 2010). Following 
Kirchner (2006), physically based models are more suitable to analyze impacts of 
environmental change on hydrology as the predictive quality of models with (calibrated) 
empirical components depends on the environmental conditions of the past and may therefore 
not be suitable if these conditions change. Furthermore, with regard to spatially distributed 
changes such as land use changes, spatially distributed models are most suitable to represent 
these changes (Beven, 2001). However, fully distributed physically based models are very 
data intensive (Singh, 1995) and therefore feasible in catchments where intensive 
measurements and further high resolution input data are available. Semi-distributed models 
simplify the representation of space (Mulligan, 2004) and thus balance data requirements and 
process representations. These models are therefore an alternative for impact studies in 
regions with limited data availability. For this reason the Soil and Water Assessment Tool 
(SWAT; Arnold et al., 1998), a semi-distributed catchment model, was used in this thesis. 
SWAT was developed in the early 1990s by the Agricultural Research Service of the U.S. 
Department of Agriculture to study impacts of management on water, sediment, and 
agricultural chemical yields in ungauged catchments (Gassman et al., 2007). Since that time, 
it was continuously developed and improved from model versions SWAT94.2, 96.2, 98.1, 





2007). The model is a comprehensive, semi-distributed, process based catchment model 
(Arnold et al., 2012). The implemented process representations are simplifications of reality 
(Gassman et al., 2007) which are constantly improved (Arnold et al., 2012). These 
simplifications of reality (e.g., hydrologic response units are not spatially identified within a 
sub-basin) make SWAT a computationally efficient model, which is capable of continuous 
simulation over long time periods (Gassman et al., 2007). Arnold et al. (2012) highlight 
SWAT’s flexibility in combining upland and channel processes and the simulation of land 
management as fundamental strengths of the model. A further strength is its well-documented 
open source code, which allows for adaptation of the model to many different environments 
or for specific needs, such as e.g., coupling with the groundwater model MODFLOW (Kim et 
al., 2008; Sophocleous et al., 1999), modifying the nitrogen cycle (Pohlert et al., 2007), 
adapting the model to forested catchments (Watson et al., 2008), and to an African catchment 
(Notter et al., 2012).  Another factor that contributes to the increasing use of the model is the 
user support by the model developers through training seminars, online tutorials, and the 
model website. Moreover, data requirements for an initial setup of the model are moderate, 
and pre-processing is supported by the ArcSWAT extension for ArcGIS, which allows for the 
extraction of parameters from GIS layers and prepares the model input files. Recently, freely 
available data sets (e.g., global weather data, formatted for SWAT, since October 2012; 
global soil data base, including the soil parameters for SWAT, in preparation) are provided on 
the model website (http://swat.tamu.edu). 
SWAT is increasingly used for applications all around the world (Gassman et al., 2007). 
More than 1100 peer reviewed journal articles have been published, which are related to 
SWAT (SWAT Literature Database, 2012). It is a suitable model to conduct impact studies, as 
the impacts of land use change (e.g., Ghaffari et al., 2010; Miller et al., 2002), and climate 
change (e.g., Jha et al., 2006; Liu et al., 2011) or both (e.g., Mango et al., 2011; Park et al., 
2011) on hydrology have been assessed using SWAT in different parts of the world. 
Furthermore, the model has proven its capability to model water fluxes in regions with limited 
data availability (Ndomba et al., 2008; Stehr et al., 2008). In India, SWAT is increasingly 
used for large scale (e.g., Gosain et al., 2006; 2011; Immerzeel and Droogers, 2008; 
Immerzeel et al., 2008), meso-scale (e.g., Dhar and Mazumdar, 2009; Garg et al., 2012; 
Kelkar et al., 2008; Kusre et al., 2010) and small scale studies (e.g., Behera and Panda, 2006; 
Mishra et al., 2007; Pandey et al., 2009; Tripathi et al., 2005). Hence, SWAT is a suitable 
hydrologic model to assess impacts of climate change and land use change on the water 





In a worldwide assessment of threads to human water security, Vörösmarty et al. (2010) 
found that water security is particularly threatened in poorer countries (e.g., in many African 
countries, and India). Thus research on water resources is particularly relevant in these 
regions, while data availability is often limited. One approach to cope with the problem of 
scarce and missing data is to fully exploit the use of worldwide data archives, transferable 
literature values, and remotely sensed data. The use of remotely sensed data for hydrologic 
modeling in general (e.g., Houser et al., 1998; Schneider, 2003) and particularly in data scarce 
environments has previously been shown (e.g., Chaponnière et al., 2008; Immerzeel and 
Droogers, 2008). Research on a suitable methodology for hydrologic modeling in data scarce 
regions addresses the problem of hydrological predictions in catchments with missing or 
scarce measurements, which is a core issue of the decadal initiative (2003-2012) of the 
International Association of Hydrological Sciences (IAHS) on “Predictions in Ungauged 
Basins” (Sivapalan et al., 2003). Particularly, with regard to rainfall data, precaution is 
necessary as this is the major input for hydrologic models (Beven, 2001). Poorer modeling 
results in some SWAT modeling studies (e.g., Bouraoui et al., 2005; Cao et al., 2006; Conan 
et al., 2003) are in part attributed to an inadequate representation of spatial rainfall variability 
(Arnold et al., 2012). 
One of the regions where data availability is limited and water resources are scarce is 
India. India has undergone rapid socio-economic development (CIA World Factbook, 2012; 
World Bank, 2012) and population growth (United Nations, 2012) in the past decades. 
Currently, it is the country with the second largest population (1.2 billion in 2010), by 2025 it 
will be the country with the largest population in the world, and in the year 2050 a population 
of 1.7 billion is expected (United Nations, 2012). Consequently, the past and future socio-
economic development and population growth result in an increase of water demand. 
Furthermore, land use and climate change affect the water availability in India. India’s 
water resources are heavily dependent on seasonally limited rainfall. The largest parts of the 
country receive rainfall from the southwest monsoon from June to September, whereas the 
east coast receives larger rainfall amounts in October and November from the northeast trade 
winds (Gadgil, 2003). The Indian monsoon is related to the El Niño Southern Oscillation 
(ENSO) phenomenon: El Niño can be attributed to a weakening of the Indian monsoon, 
whereas La Niña results in above normal monsoon rainfall in India (Kripalani et al., 2003). 
The Indian monsoon has a high intra-seasonal variation with varying onsets of the monsoon, 





impacts (e.g., droughts) directly by increasing temperatures and indirectly by influencing the 
ENSO phenomenon (e.g., weaker monsoon seasons due to more frequent El Niño conditions; 
Timmermann et al., 1999). 
Main land use changes in India include urbanization (Chauhan and Nayak, 2005), increase 
of agricultural area (Jayakumar and Arockiasamy, 2003; Sharma et al., 2007), and 
deforestation (Jha et al., 2000; Sharma et al., 2007). As noted above all of these land use 
changes affect the water resources. While urbanization and deforestation typically result in an 
increase of runoff, increase or intensification of agriculture leads to an increase of water 
demand and water withdrawal (Foley et al., 2005). Thus, both climate change and land use 
change have the potential to further decrease water availability in India. Increase of water 
demand and decrease of water availability will consequently result in an exacerbation of water 
scarcity. It is therefore highly relevant to investigate impacts of climate change and land use 
change on the water resources in India. The catchment of the Mula and Mutha Rivers 
upstream of the city of Pune has many of the outlined characteristics of India. It experiences 
rapid socio-economic development, population growth, and seasonally limited rainfall 
between June and September. Although it is relatively water rich, as it receives large rainfall 
amounts in some parts, the water resources are under pressure from water users inside and 
outside of the catchment. 
Against this background, the impacts of climate change and land use change on a meso-
scale (2036 km²) catchment in a monsoon-driven environment are analyzed in this thesis. The 
scope of this thesis is to analyze land use and climate change impacts separately, although it is 
understood that climate change and land use change are linked through the hydrologic cycle 
(Stonestrom et al., 2009) and that the combined impact may thus result in more severe 
impacts on water resources. A climate scenario is employed to assess climate change impacts, 
whereas past land use changes are examined and used to assess the impacts of land use 
changes on water resources. Employing observed land use changes gives confidence in the 
relevance of the analyzed changes. The response to climate scenario and observed land use 
changes allow for drawing general conclusions on how climate change and land use change 
affect hydrology in the study area. 
Hence, the main research questions of this thesis are: 
- How can generally available data from satellite observations and GIS databases be 
used in conjunction with sparse local measurements to provide a suitable input for 





- How does climate change affect the water resources in the study area? 
- How does land use change affect the water resources in the study area? 
In order to address these questions the following objectives are defined and addressed in the 
subsequent chapters: 
1) Evaluation and adaptation of the Soil and Water Assessment Tool for an 
application in a monsoon-driven, data scare environment (chapter 2). 
2) Evaluation of different interpolation methods for spatial interpolation of rainfall in 
a data scarce environment (chapter 3). 
3) Downscaling of a climate scenario and analysis of its impact on the water 
resources in the study area (chapter 4). 
4) Analysis of the land use changes in the past 20 years and their impact on the water 
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TECHNICAL NOTE:
HYDROLOGICAL MODELING WITH SWAT
IN A MONSOON‐DRIVEN ENVIRONMENT:
EXPERIENCE FROM THE 
WESTERN GHATS, INDIA
P. D. Wagner,  S. Kumar,  P. Fiener,  K. Schneider
ABSTRACT. Monsoon regions are characterized by a pronounced seasonality of rainfall. Model‐based analysis of water
resources in such an environment has to take account of the specific natural conditions and the associated water management.
Especially, plant phenology, which is predominately water driven, and water management, which aims at reducing water
shortage, are of primary importance. The aim of this study is to utilize the Soil and Water Assessment Tool (SWAT) in a
monsoon‐driven region in the Indian Western Ghats by using mainly generally available input data and to evaluate the model
performance under these conditions. The test site analyzed in this study is the meso‐scale catchment of the Mula and Mutha
Rivers (2036 km2) upstream of the city of Pune, India. Most input data were derived from remote sensing products or from
international archives. Forest growth in SWAT was modified to account for the seasonal limitation of water availability.
Moreover, a dam management scheme was derived by combining general dam management rules with reservoir storage
capacity and estimated monthly outflow rates from river discharge. With these model adaptations, SWAT produced reasonable
results when compared to mean daily discharge measured in three of four subcatchments during the rainy season
(Nash‐Sutcliffe  efficiencies 0.58, 0.63, and 0.68). The weakest performance was found at the gauge downstream of four dams,
where the simple dam management scheme failed to match the combined management effects of the four dams on river
discharge (Nash‐Sutcliffe efficiency 0.10). Water yield was underestimated by the model, especially in the smallest
(headwater) subcatchment (99 km2). Due to the absence of rain gauges in these headwater areas, the extrapolation errors
of rainfall estimates based on measurements at lower elevations are expected to be large. Moreover, there is some indication
that evapotranspiration might be underestimated. Nevertheless, it can be concluded that using generally available data in
SWAT model studies of monsoon‐driven catchments provides reasonable results, if key characteristics of monsoon regions are
accounted for and processes are parameterized accordingly.
Keywords. Data‐scarce environment, India, Monsoon, SWAT, Water management.
onsoon regions are characterized by a pro‐
nounced seasonality of water and energy
fluxes. This seasonality has a strong impact
upon the environment. The varying water avail‐
ability governs the phenological development of natural and
agricultural  vegetation (Goldsworthy and Fisher, 1984) and
is a major motivation for the construction of large reservoirs
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to secure year‐round water supply (Jain et al., 2007). Season‐
al disparity of the natural water supply is often met by an in‐
creasing water demand due to rapid population growth and
industrial development as well as changes in land use patterns
and land management procedures (Pangare et al., 2006). Un‐
der such conditions, hydrologic models are essential tools for
a sustainable current and future water resources management
(Ajami et al., 2008).
A huge number of hydrologic models is available for dif‐
ferent aspects of water resources management, such as flood
forecasting, water supply and demand analysis, and water
quality evaluation. These modeling approaches vary in con‐
ception and complexity from physically based (e.g., MIKE
SHE; Refsgaard and Storm, 1995; Im et al., 2009) to more
conceptual models (e.g., TOPMODEL; Beven and Kirkby,
1979; Vincendon et al., 2010). In monsoon regions, model
application is often restricted by limited data availability or
outdated data due to the rapid socio‐economic development.
Therefore, modeling approaches that balance data require‐
ments and process representations are essential for water re‐
sources analysis and management in these regions. Among
others, the Soil and Water Assessment Tool (SWAT; Arnold
et al., 1998) has proven its capability to model water fluxes
in regions with limited data availability (Ndomba et al., 2008;
M
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Stehr et al., 2008) and has already been utilized in larger‐scale
studies in India (Dhar and Mazumdar, 2009; Gosain et al., 2006;
Immerzeel and Droogers, 2008; Immerzeel et al., 2008). Hence,
SWAT is a suitable tool for hydrological modeling of a meso‐
scale catchment in the Indian Western Ghats.
The main objective of this study is to utilize SWAT in a
monsoon‐driven meso‐scale catchment by using mainly gen‐
erally available input data and evaluate the model's potential
for water resources management under these conditions. Suc‐
cessful implementation of this methodological approach pro‐
vides a transferable method for the assessment of water
resources in a monsoon‐driven, data‐scarce environment.
MATERIALS AND METHODS
STUDY AREA
The Western Ghats catchment of the Mula and Mutha Rivers
(2036 km2, fig. 1) is a sub‐basin and source area of the Krishna
River, which drains towards the east and into the Bay of Bengal.
It has a tropical wet and dry climate characterized by seasonal
monsoon rainfall from June to October and low annual tempera‐
ture variation, with an annual mean of 25°C at the catchment
outlet in Pune (18.53° N, 73.85° E). There is a pronounced west
(approximately 3500 mm) to east (750mm) decline of annual
precipitation in the catchment (Gadgil, 2002; Gunnell, 1997);
likewise, the relief declines from 1300 m on the top ridges in the
Western Ghats to 550 m at Pune.
About two‐thirds of the study area consists of grassland,
shrubland and (semi‐evergreen) deciduous forest (table 1).
The agricultural areas are characterized by small fields
(<1ha). Typically, two crops per year are harvested. A
rainfed crop is grown from June to October, and an irrigated
crop is cultivated after the end of the monsoon season (No‐
vember to March). In a few locations, where irrigation water
supply is sufficient, a third crop is grown in April and May.
Water resources are highly managed by maintenance of six
large dams in the catchment, which serve various purposes, such
as power generation, irrigation, and municipal water supply for
the city of Pune. Within the catchment, four gauged subcat‐
chments that are defined by the locations of the gauges (G1, G2,
G3, and G4) are used for model validation (table 1).
Figure 1. Location and elevation of the Mula‐Mutha catchment.
Table 1. Main characteristics of the Mula‐Mutha catchment and
of four subcatchments, defined by gauge locations G1 to G4.
Catchment Mula‐Mutha G1 G2 G3 G4
Area (km2) 2036 498 331 680 99
Mean elevation (m) 676 634 694 729 803
Mean slope (%) 17 12 21 22 26
Forest (%) 20.6 10.5 34.2 31.3 45.1
Shrubland (%) 26.6 19.8 30.1 34.1 33.5
Grassland (%) 22.8 31.0 17.5 17.1 15.9
Cropland (%) 11.2 17.3 4.4 4.6 3.2
Water (%) 5.8 5.5 12.6 6.6 1.6
Urban (%) 13.0 16.0 1.3 6.2 0.7
DIGITAL ELEVATION MODEL
A suitable digital elevation model (DEM) is an essential
prerequisite for hydrological model studies. We used a DEM
based on ASTER (Advanced Spaceborne Thermal Emission
and Reflection Radiometer) satellite data with a spatial reso‐
lution of 30 m (fig. 1). Four readily processed DEMs, calcu‐
lated from stereo images of the near‐infrared band, were
acquired from the U.S. Geological Survey (USGS, 2009). To
cover the entire study area, these four ASTER DEMs were
merged. However, water surfaces are poorly represented in
DEMs derived from optical satellite data. To determine water
surfaces, a Landsat 7 ETM+ scene was used, and the water
levels were derived from the ASTER elevations of the reser‐
voir banks.
Compared to the 90 m × 90 m SRTM DEM (Jarvis et al.,
2008), the ASTER DEM has a mean offset in elevation of
13.6 m. After correcting for this offset, the mean absolute er‐
ror, which indicates the mean deviation from the SRTM
DEM, is 8.8 m and the root mean square error is 15.3 m. The
most pronounced differences can be observed in the moun‐
tain ranges, which typically result from the different spatial
resolutions. The major advantage of the higher spatial resolu‐
tion is a more accurate representation of slopes and the possi‐
bility to derive a more detailed stream network. Visual
comparison to the drainage maps acquired from the Ground‐
water Department of Pune confirms the accuracy of the cal‐
culated stream network.
SOIL MAP
The spatial distribution of the soils was derived from the
Digital Soil Map of the World (FAO, 2003). Major parts
(92.5%) of the study area consist of a sandy clay loam
(Hh11‐2bc, Haplic Phaeozem). Minor parts (7.5%) are cov‐
ered by a clay (Vc43‐3ab, Chromic Vertisol). The two‐layer
soil parameterization used for modeling (table 2) was partly
taken from a macro‐scale modeling study of the region by Im‐
merzeel et al. (2008).
WEATHER DATA
Daily weather data (temperature, precipitation, humidity,
solar radiation, and wind speed) from the Indian Meteorolog‐
ical Department (IMD) weather station in Pune (ID 430630,
18.533° N, 73.85° E, 559 m) were used as model input. In
addition, three daily rainfall measurement stations that are
maintained during the monsoon season by Tahasil (subdis‐
trict administrative division) offices supplemented the record
of precipitation in the catchment. Weather data is incorpo‐
rated into the model at the SWAT sub‐basin level. Due to the
strong elevation gradient and the resulting east‐to‐west rain‐
fall gradient (Gadgil, 2002; Gunnell, 1997), the SWAT stan-
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Table 2. Parameterization for the two soils in the catchment adapted from Immerzeel






















Hh11‐2bc Topsoil 0‐30 28.0 26.2 45.8 0.17 0.22 1.27 1.81
Subsoil 30‐137 28.3 23.1 48.6 0.14 0.07 1.35 0.70
Vc43‐3ab Topsoil 0‐30 51.7 23.7 24.6 0.11 0.05 1.65 0.76
Subsoil 30‐143 54.6 22.9 22.5 0.16 0.01 1.75 0.46
dard method of using the nearest measurement station to rep‐
resent precipitation in the sub‐basin is not a suitable approach
in the Mula‐Mutha catchment. Therefore, a virtual weather
station was generated in the center of each of the 27sub‐
basins generated by SWAT. The precipitation for these virtual
stations was estimated from the measurements of the four
weather stations using an approach by Mauser and Bach
(2009) that is based upon combining a regression technique
with an inverse distance interpolation scheme. Firstly, a lin‐
ear regression of elevation and mean daily measured rainfall
amount was calculated (R2 = 0.8, p = 0.10). Secondly, the re‐
gression equation and the mean elevation of the respective
sub‐basin were used to estimate the mean daily rainfall
amounts for each sub‐basin. Thirdly, the residual of daily
rainfall (daily rainfall ‐ mean daily rainfall) was calculated
for every wet day and every measurement station. These re‐
siduals were interpolated to the center of each sub‐basin us‐
ing an inverse distance weighting scheme. Finally, by adding
the interpolated residuals to the mean daily rainfall values
calculated from the regression equation, a complete precipi‐
tation record was produced for every sub‐basin.
To account for temperature differences in the catchment,
temperature values were adjusted for every sub‐basin using
adiabatic temperature gradients of 0.98°C per 100 m on a dry
day (no precipitation) and 0.44°C per 100 m on a wet day
(Weischet, 1995). Using the sub‐basin specific temperature
records and the specific humidity measured at the weather
station in Pune, relative humidity was calculated for each
sub‐basin. Solar radiation and wind speed data are only avail‐
able in Pune and were therefore used for the whole catch‐
ment. In the two sub‐basins that include a weather station or
a rain gauge, the measurements from these stations were used
as model input instead of the interpolated sub‐basin specific
data.
LAND USE MAP
A land use map (fig. 2) was derived from a satellite image
taken on 30 November 2009 by the Linear Imaging Self‐
Scanning Sensor III (LISS‐III) on the Indian satellite IRS‐P6.
LISS‐III is a medium‐resolution (23.5 m) multi‐spectral sen‐
sor with two bands in the visible region, one band in the near‐
infrared region, and one band in the shortwave infrared
region. All four of these bands were used for the classifica‐
tion. A stratified knowledge‐based classification approach,
using a maximum likelihood classifier, was applied as fol‐
lows: thresholds of elevation (<800 m) and slope (<10%)
were set for agricultural land use. In the study area, agricul‐
ture depends on the proximity to rivers and is therefore lo‐
cated in the valleys, which typically meet the 800 m elevation
criterion. Pixels classified as agriculture in areas exceeding
these thresholds were assumed to be grassland.
Finally, a majority analysis was applied on a moving 3 ×
3 raster window to remove misclassified, spatially singular
pixels within areas covered by one homogeneous class.
Ground truth mapped at three test sites between 20 Septem‐
ber and 9 October 2009 was used for calibration and valida‐
tion. The time gap between ground truth and satellite imagery
resulted from the need for a cloud‐free image. This time lag
has an influence on the classification of agricultural classes,
as rice fields and some sugarcane fields had been harvested
in between. Hence, the good quality of the classification
(overall accuracy of 79%) decreases when rice and sugarcane
are distinguished from other agricultural land use types
(overall accuracy of 65%). The user's accuracy, which ex‐
presses the quality of the land use classification from the
user's perspective (Story and Congalton, 1986), ranges from
low accuracy for mixed cropland (27%), bare soil (41%),
shrubland (45%) and grassland (69%) to high accuracy for
forest (79%), rice (86%), urban (89%), and sugarcane (92%).
Evidence of the quality of the land use classification is also
derived from comparison with the most recent (cropping year
2007‐2008) agricultural statistics available from the Depart‐
ment of Agriculture in Pune.
The land use classification indicates the dominance of
semi‐natural vegetation (table 1) in the catchment, with for‐
est covering the higher elevations in the west, and grassland
and shrubland dominating the lower elevations (fig. 2). Agri‐
cultural land mainly located in proximity to rivers and dams
accounts for only 10.6% of the catchment (4.7% rice, 0.7%
sugarcane, and 5.3% mixed cropland). The eastern part of the
catchment is dominated by the city of Pune and its surround‐
ing settlements (1.9% high‐density and 11.1% medium‐
density urban area).
Figure 2. Land use map of the study area derived from LISS‐III satellite
data.
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Table 3. Model setup for the vegetation land use classes.
Land Use
SWAT Land Use Code
(Neitsch et al., 2010) Management Details
Forest FRSD Original forest modified for the final model run
Grassland BERM Two growth cycles in rainy season, one in dry season
Shrubland BERM, FRSD Combination of 70% grassland and 30% forest
Bare soil BERM, AGRL Combination of 50% grassland and 50% mixed cropland
Mixed cropland AGRR, AGRL 50% per class, grown as Kharif and Rabi crop, including auto irrigation and fertilization
Rice RICE, SWHT Rice as Kharif crop, wheat as Rabi crop, including auto irrigation and fertilization
Sugarcane SUGC 18‐month period of growth, including auto irrigation and fertilization
MODEL SETUP
The catchment was divided into 27 sub‐basins, which
were defined by stream confluences and reservoir outlets.
These sub‐basins were subdivided into 922 hydrological re‐
sponse units (HRUs), representing homogenous slope (0% to
5%, 5% to 10%, 10% to 15%, and above 15%), soil, and land
use classes. Surface runoff is generated using the SCS curve
number method (Mockus, 1972). For channel routing accord‐
ing to a kinematic wave approach, a default value for Man‐
ning's roughness coefficient of 0.014 s m‐1/3 was used.
Potential evapotranspiration was calculated using the
Penman‐Monteith equation (Monteith, 1965). The chosen
model plant types and management of the vegetation land use
classes are given in table 3. Shrubland was modeled as a mix‐
ture of forest and grassland to account for the percentage of
trees. Two of the general crop classes in SWAT (AGRL,
AGRR; Neitsch et al., 2010) contribute equally to the model‐
ing of mixed cropland. The bare soil class was split between
agriculture and grassland, as some fields were harvested and
bare when the satellite image was taken. For the rice fields,
the typical crop rotation of growing rice in the Kharif season
(June to October) and wheat in the Rabi season (November
to March) was implemented. This rotation was the only crop
rotation pattern that was clearly observable from the field
surveys. A growing period of 18 month was realized for the
modeling of sugarcane. Heat units to bring a plant to maturity
were calculated and adjusted to the growing periods of the lo‐
cal crops. For all crops, auto‐irrigation was initialized. The
irrigation procedure is based on plant water demand, trigger‐
ing irrigation when plant growth falls below 95% of potential
plant growth (Neitsch et al., 2010). In sub‐basins with reser‐
voirs, water for irrigation is taken from the reservoirs. In the
other sub‐basins, irrigation water is supplied by the rivers. A
fraction of two‐thirds of river discharge is allowed to be used
for irrigation purposes, which is in agreement with the per‐
centage of surface water used for irrigation in Pune Division
(districts of Pune, Sangli, Satara, Solapur, and Kolhapur;
Bhagwat, 2006). Apart from rivers and reservoirs, wells are
also used as water sources for irrigation in the study area
(Bhagwat, 2006). A model run performed without any water
limitation did not indicate remarkable differences in the
growth of irrigated crops. Hence, we assume that the imple‐
mented irrigation management supplies a sufficient amount
of water. On an annual average, this irrigation setup resulted
in a supply of 764 mm to sugarcane, 292 mm to the rotation
of rice and wheat, and 275 mm to mixed cropland. For auto‐
fertilization,  elemental nitrogen was used. The model (SWAT
2009) was run for eight years from 2000 to 2007. Only seven
years (2001‐2007) of the simulation period were analyzed,
allowing for a one‐year model spin‐up phase.
ADAPTATION OF FOREST GROWTH
The SWAT model provides a land use and crop database
with plant parameters for the respective land use type. Basi‐
cally, three types of forests are supported: deciduous, conifer‐
ous, and mixed forests. The forest in the Western Ghats
consists of deciduous trees. The annual growth cycle starts
with the beginning of the monsoon in June and ends in the dry
season, when leaves are dropped due to water and tempera‐
ture stress. Most forests can be classified as tropical semi‐
evergreen forests, whereas evergreen forests are very limited
in extent (Dikshit, 2002). Plant growth of deciduous trees in
SWAT incorporates a dormancy period. The phenology mod‐
el in SWAT predicts dormancy as a function of latitude and
day length (Neitsch et al., 2005). The shortest day of the year
triggers the beginning of tree dormancy in the model. How‐
ever, in our region, dormancy is related to water and tempera‐
ture stress. The methodology used by SWAT, which was
developed for regions of the temperate zone, is not suitable
for monsoon‐driven or tropical climates. Consequentially,
we modified this SWAT subroutine by shifting the dormancy
period to the dry season, starting at the beginning of April and
lasting until mid‐May. Additionally, the maximum LAI for
deciduous forests was modified (BLAI = 6) based on the
LISS‐III satellite image and using a relationship of normal‐
ized differenced vegetation index (NDVI) and LAI observed
by Madugundu et al. (2008). Due to the unusually wet No‐
vember in 2009, the LAI derived for 30 November is a suit‐
able estimate for maximum LAI. Heat units were calculated
(4500 heat units to maturity) to allow for a maximum of ten
months of growth. Throughout this period, forest growth is
primarily driven by water availability (fig. 3). The course of
the annual LAI development of the modified forest growth
model from mid‐May to the end of March agrees significant‐
ly better with the phenology of the mainly semi‐evergreen
forests in the region (Dikshit, 2002) than the original model
does.
DAM MANAGEMENT
The hydrology in the Mula‐Mutha catchment is largely af‐
fected by six large dams (fig. 4), which are maintained to mit‐
igate the effects of the pronounced seasonality in rainfall.
Hence, it is essential for any successful model application to
implement dam management. However, the available infor‐
mation regarding the dams is limited to maximum target stor‐
age and remotely sensed surface area. Maximum target
storage for the reservoirs was made available by the Govern‐
ment of Maharashtra (2010), and the surface area of the reser‐
voirs, corresponding to maximum target storage, was derived
from satellite data (LISS‐III image, 30 November 2009),
which is assumed to be a valid estimate due to the wet No‐
vember in 2009. On this basis, a simple dam management
scheme was developed.
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Figure 3. Modified forest growth allows for soil water limited evapotran‐
spiration (ET): total (green and brown) leave area index (LAI), cumula‐
tive evapotranspiration (ET), and periods (gray shaded) when soil water
content (SWC) is above permanent wilting point (PWP) of an exemplary
forest HRU from May 2001 to April 2002.
The dam management in SWAT is controlled by monthly
target storage and monthly minimum and maximum flow
rates that were estimated from discharge observations at the
river gauges. From June to October, the target storage is equal
to the maximum target storage of the dam (table 4). From No‐
vember on, the target storage is decreased every month, so
that the water is released from the dams at a linear rate that
is limited by the dry season maximum flow rate (table 4). This
setup secures the water supply until a potentially late onset
of monsoon in mid‐July. A constant minimum flow rate dur‐
ing monsoon season was specified (table 4). If the mean
annual amount of precipitation occurs, then the minimum
flow rate allows the dam to fill up to the maximum target stor‐
age. When the target storage is reached, additional water is
stored in flood storage. No flood storage information was
available;  therefore, flood storage was assumed to account
for 10% of the maximum target storage. The flood storage is
decreased at a dam‐specific constant maximum flow rate.
Table 4 presents the derived parameterization for each reser‐
voir. Dam storage information, which is supplied online by
the Government of Maharashtra (2010) and is updated on a
daily basis, was logged for the rainy season of 2010 and pro‐
vides evidence for the adequacy of the assumed dam manage‐
ment.
RIVER GAUGING STATIONS
The Government of India implemented a Hydrological In‐
formation System within the World Bank supported Hydrolo‐
gy Project, through which the river discharge data were
provided by the Water Resources Department of Nashik. In
the catchment, four river gauging stations are available that
define four gauged subcatchments (table 1). All gauges are
located downstream of a managed reservoir (fig. 4); conse‐
quently, no record of unmanaged river discharge is available.
The runoff record only provides data for the monsoon seasons
of the years 2001 to 2007. Some data gaps are also observable
in the rainy season. On average, 70 to 100 daily measure‐
ments per year were available at gauges G1, G2, and G4. The
record for gauge G3 consists of only 127 measured values for
the entire observation period.
Figure 4. Location of river gauges, reservoirs, and rain gauges in the
Mula‐Mutha catchment.
Table 4. Reservoir characteristics acquired from the Government of
Maharashtra (2010) and derived from LISS‐III satellite data; dam
outflow rates estimated by combining general management rules

















Pawana 241 23.5 8 2
Mulshi 523 40.0 15 6
Khadakwasla 56 10.0 31.5 2
Panshet 298 13.7 12 2
Warasgaon 362 19.2 15 3
Temghar 70 1.6 2.5 2.2
MODEL CALIBRATION AND VALIDATION
Although the SWAT model does not require much calibra‐
tion (Gosain et al., 2005; Gosain et al., 2006), the model was
not calibrated with ground‐based measurements in this study.
Site‐specific model calibration often results in significant
improvements of the model output. However, achieving good
agreement between model results and independent measure‐
ments, such as river runoff, through model calibration does
not imply that the underlying processes and parameterization
are correctly described. Thus, our study does not primarily
aim at achieving the best match between model and measure‐
ments through model calibration, but rather at analyzing pro‐
cesses and setting model parameters based on process
understanding and regional knowledge, in order to learn from
discrepancies between models and observations and thereby
gain a better understanding of the system. It is assumed that
proper process understanding and model parameterization
build a solid and transferable basis to apply models in data‐
scarce regions or under conditions of environmental change
resulting from land use or climate change or from alternative
management  decisions (Kirchner, 2006).
The model was validated with respect to simulated dis‐
charge and water balance. To evaluate the capability of the
model to reproduce measured discharge at the four subcat‐
chment gauges, a set of commonly used goodness‐of‐fit indi‐
cators was calculated: the coefficient of determination (R2),
the Nash‐Sutcliffe efficiency (NSE; Nash and Sutcliffe,
1970), and the ratio of root mean square error and standard
1788 TRANSACTIONS OF THE ASABE
deviation of the observations (RSR; Moriasi et al., 2007). Di‐
rect validation of the simulated water balance is only possible
for the periods for which measured data are available. Hence,
water yield can only be validated in monsoon time. Addition‐
ally, supplementary information from regional studies re‐
garding runoff coefficient and evapotranspiration (ET) was
used to evaluate the simulated water balance.
RESULTS AND DISCUSSION
RIVER DISCHARGE
Comparing modeled and measured discharge for the four
gauged subcatchments indicates a reasonable performance of
the model (table 5). Except for gauge G3, where the smallest
number of validation values (127 days) is available, more
than 60% of the variability in discharge is explained by the
model, and the NSE (0.58 to 0.68) and RSR (0.57 to 0.65) val‐
ues suggest satisfactory to good performance. Exemplary hy‐
drographs for the years 2003 and 2005 (lowest and highest
discharge rates) at gauge G1 (best model performance,
table5) show the capability of the model to simulate runoff
dynamics accurately (fig. 5).
The importance of an appropriate dam management is in‐
dicated by the substantially lower goodness‐of‐fit indicators
Table 5. Model performance at the river gauges based on daily
discharge during rainy season; results without incorporation
of dam management are given in parentheses.



































in a simulation without dams (table 5). The most notable in‐
crease in model performance was achieved at G2, which is
located downstream of the largest reservoir (Mulshi dam) in
the catchment. Although the model performance at G3 was
improved by implementation of dam management, it is still
unsatisfactory. This might result from its position down‐
stream of four dams (Khadakwasla, Panshet, Warasgaon, and
Temghar), which are operated by the same agency that poten‐
tially applies more complex, interrelated management rules
for these dams. Two gauges (G1 and G4) show satisfactory
results even without implementation of dam management
rules. Hence, it can be concluded that management of these
dams is less important for river discharge at these gauges. In
the case of G4, this is probably due to the smaller size of the
upstream Temghar dam (table 4), while at G1 the longer dis‐
tance between gauge and dam (49.4 km, fig. 4) mitigates the
impact of the Pawana dam on river discharge. The satisfacto‐
ry model performance at these two gauges, where the impact
of dam management is less important, shows that natural
hydrology was generally modeled with acceptable accuracy.
Although effects should be smallest at gauge G1, the im‐
plementation  of dam management helps to simulate runoff
peaks more accurately, as shown in figure 4 for the peaks on
30 June, 3 July, and 26 July 2005. Model results without dam
management  clearly overestimated discharge peaks, whereas
the implemented dam management reproduced the dampen‐
ing effect of the reservoir. Nevertheless, it should be noted
that the relatively simple, knowledge‐based management
scheme does not allow for more complex dam operations; for
example, the higher observed discharge between the peaks on
26 July and 2 August 2005 was not matched by the simula‐
tion.
WATER BALANCE
For long‐term water resources management, changes in
the catchment water balance are of special interest and possi‐
bly more important than discharge rates during the monsoon
season. However, a direct validation of simulated long‐term
water balance components (ET = 679 mm, Q = 1172 mm, and
P = 1860 mm) calculated for the period from 2001 to 2007
Figure 5. Observed and modeled discharge at gauge G1 with and without dam management for low‐flow (2003) and high‐flow (2005) years.
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is not possible, as measured ET data are missing, Q is only
available during the monsoon season, and measurements of
P are spatially limited to four rain gauges. Comparison of the
modeled runoff coefficient (Q/P) of the Mula‐Mutha catch‐
ment (0.63) to a comparable catchment in the Western Ghats
region (upper Krishna: 0.68; Biggs et al., 2007) gives some
confidence in the modeled water balance. The available aver‐
age water yield measured during the monsoon periods from
2001 to 2007 are 878 mm for the catchment upstream of G1,
796 mm for G2, 1006 mm for G3, and 2432 mm for G4. Due
to some data gaps, these cumulative values underestimate the
total monsoon discharge by approximately 10% to 25%, as
estimated from the ratio of the modeled amount of discharge
during validation to the entire monsoon period. For those pe‐
riods for which measurements are available, the model un‐
derestimated water yields by 12.8%, 11.1%, 9.5%, and
44.7% at gauges G1, G2, G3, and G4, respectively. This un‐
derestimation may have resulted from one or more of the fol‐
lowing reasons: (1) modeled ET is too large; (2) during
monsoon season, water is stored and hence baseflow is under‐
estimated by the model; or (3) precipitation is underesti‐
mated, especially in the headwater subcatchments.
The mean annual ET (2001‐2007) in the catchment is
679mm. Implementation of the modified forest phenology
model increased forest ET by 18.6%, which corresponds to
an increase of 5.3% at the catchment scale. Figure 3 shows
that this increase is mainly due to ET in the dry months from
November to January, as the modified model allows for ET
until soil water content is decreased to the wilting point. As
irrigation is only applied on 11.2% of the catchment area and
only a small areal percentage is irrigated in the summer
months (sugarcane 0.7%), irrigation does not have a major
impact on ET (13.2% on the catchment scale). Despite the in‐
crease of forest ET, especially in the dry season, overall ET
seemed to be low compared to the results of other studies that
include the Mula‐Mutha catchment (Immerzeel and Droog‐
ers, 2008; Immerzeel et al., 2008). In the region of our study,
Immerzeel  and Droogers (2008) calculated ET values be‐
tween 500 and 700 mm for the period from October 2004 to
May 2005. For the same period, ET amounts to 370 mm in our
model. Although the comparison of a short period of time
with macro‐scale studies that are based on coarser land use
maps is questionable, it may be concluded that ET during the
dry season tends to be underestimated by the model; there‐
fore, it seems highly unlikely that the low water yield results
from an overestimation of ET.
The second potential reason for the underestimation of
water yield during the monsoon season might be an overes‐
timation of modeled groundwater recharge and storage.
However, as declining simulated hydrographs do not show a
prolonged baseflow effect (e.g., 29 June, 28 July, and 7 Au‐
gust 2003; fig. 5), groundwater storage seems to have an
unimportant effect on modeled water yield.
Underestimation of precipitation is the most likely error
source for the underestimation of water yield, especially in
the case of headwater subcatchments. In G4 (fig. 4, table 1),
where measured water yield (2432 mm) is almost as large as
modeled annual precipitation (2606 mm), the precipitation
interpolation seems to fail. This failure probably originates
from the small number of input rainfall stations (four) that do
not sufficiently represent horizontal and vertical characteris‐
tics of rainfall in the catchment (e.g., the highest station is
694m, whereas mean elevation of G4 is 803 m). Hence, the
applied dependency between elevation and precipitation is
extrapolated and more uncertain for high altitudes. Addition‐
ally, spatial distribution of rainfall may also be influenced by
factors other than elevation, e.g., by the dominant southwest
wind direction during monsoon. This underlines the impor‐
tance of appropriate precipitation data. To improve precipita‐
tion input, additional data from the region may be used to
derive large‐scale dependencies that are also applicable in
the Mula‐Mutha catchment. Remote sensing products such as
those from the Tropical Rainfall Measuring Mission
(TRMM) may be used to reduce errors in the spatial distribu‐
tion of rainfall. However, coarse spatial resolution or incom‐
plete timely resolution of the available TRMM products does
not allow for a direct integration of the data into the model.
Nevertheless, development and application of a more sophis‐
ticated rainfall interpolation scheme using auxiliary vari‐
ables (Verworn and Haberlandt, 2011) like wind direction or
TRMM rainfall patterns could improve our model results.
SUMMARY AND CONCLUSIONS
In this study, the SWAT model was used to simulate river
discharge and water balance in the catchment of the Mula and
Mutha Rivers. The catchment hydrology is dominated by a
pronounced seasonality of rainfall due to the yearly mon‐
soon, which governs vegetation growth and leads to strong
management  of water resources (e.g., irrigation measures
and management of large reservoirs). Despite the limited
availability  of model input data, which were mainly derived
from remote sensing and other freely available data sources,
it was possible to reproduce the measured discharge accurate‐
ly in three of four subcatchments by applying an expert‐based
model parameterization. A relatively simple dam manage‐
ment scheme was derived from reservoir volumes, remote
sensing, and local expert knowledge. In addition, the forest
growth model in SWAT was modified to take into account
water‐limited plant growth during the dry season. However,
modeled evapotranspiration during the dry season was small
compared to results from macro‐scale modeling studies.
Moreover, precipitation input was especially underestimated
in headwater catchments, and therefore water yield was un‐
derestimated, too. The determination of spatial patterns and
amounts of precipitation remains a source of error that must
be addressed in further studies.
In general, the quality of the model output, which was
achieved by using mainly freely available and at times very
coarse input data, is very promising. The methodology can be
transferred to other monsoon‐driven, data‐scarce environ‐
ments and may be adopted for predictions in ungauged catch‐
ments.
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Accurate rainfall data are of prime importance for many environmental applications. To provide spatially
distributed rainfall data, point measurements are interpolated. However, in low density measurement
networks, the use of different interpolation methods may result in large differences and hence in devia-
tions from the actual spatial distribution of rainfall. Our study aims at analyzing different rainfall inter-
polation schemes with regard to their suitability to produce spatial rainfall estimates in a monsoon
dominated region with scarce rainfall measurements. The study was carried out in the meso-scale catch-
ment of the Mula and the Mutha Rivers (2036 km2) upstream of the city of Pune, India. Rainfall data from
16 rain gauges were spatially interpolated using seven different methods, including Thiessen polygons,
statistical, and geostatistical approaches. The two most suitable covariates for rainfall interpolation were
identiﬁed as (i) distance in wind direction from the main orographic barrier and as (ii) a 0.05 pattern of
mean annual rainfall derived from satellite data acquired by the Tropical Rainfall Measuring Mission
(TRMM). Consequently, these two covariates were used in the regression-based interpolation approaches.
The quality of the different methods was assessed using a two step validation approach: (i) Cross-valida-
tion was used to evaluate the capability to reproduce measured data. (ii) Spatially integrated interpola-
tion performance was assessed by using a hydrologic model to calculate runoff and compare modeled to
measured runoff. By this assessment, the regression-based methods showed the best performance. We
found that the choice of the covariate had a signiﬁcant impact on precipitation and runoff amounts, as
well as on the temporal course of runoff events. Our results show, that the decision on the suitable
interpolation scheme should not only be based on the comparison with point measurements, but should
also take the representativeness of the given measurement network as well as of the interpolated spatial
rainfall distribution into account. The successful application of regression-based interpolation methods
using a high resolution TRMM pattern as covariate is very promising as it is transferable to other data
scarce regions.
 2012 Elsevier B.V. All rights reserved.1. Introduction
Accurate precipitation data are of prime importance for many
environmental studies, especially if related to water resources. At
small scales, the use of measurements from individual rain gauges
might be appropriate. However at larger scales, it is required to
draw special attention to the appropriate representation of the
spatial precipitation patterns, which are usually interpolated from
point measurements (Chaubey et al., 1999; Tabios and Salas, 1985;
Zhang and Srinivasan, 2009). A wide range of interpolation meth-
ods is available, ranging from simple techniques such as Thiessen
polygons (Thiessen, 1911) or inverse distance weighting schemesll rights reserved.
x: +49 221 470 5124.
hneider).(Di Piazza et al., 2011; Teegavarapu et al., 2009) to more complex
and computationally intensive approaches such as geostatistical
kriging (Buytaert et al., 2006; Zhang and Srinivasan, 2009). The
more complex approaches often use additional information from
static (e.g., elevation) or dynamic (e.g., rainfall radar) covariates
that are available as spatially distributed data sets.
In many regions of the world, precipitation measurements are
scarce and interpolation is not only more important, but also more
difﬁcult (Croke et al., 2011). Since spatial patterns are often more
heterogeneous and pronounced at short time scales, an appropri-
ate interpolation scheme is particularly important at short time
scales such as daily or hourly precipitation. These short time steps
are usually required for distributed hydrologic modeling studies,
and model accuracy critically depends on these input data (Beven,
2001). Nevertheless in data scarce regions, the use of simple
Fig. 1. Topography of the study area with the Mula–Mutha catchment and the
available rain gauges.
P.D. Wagner et al. / Journal of Hydrology 464–465 (2012) 388–400 389approaches is very common (e.g., Croke et al., 2011; Ndomba et al.,
2008; Stehr et al., 2008). Especially with regard to daily values, the
application of more complex interpolation schemes is relatively
rare (e.g., Buytaert et al., 2006), although these may lead to sub-
stantial improvements in hydrologic model performance (Stehr
et al., 2008). In general, complex methods are more commonly
used, when data availability is sufﬁcient (Hattermann et al.,
2005; Ly et al., 2011; Zhang and Srinivasan, 2009) or with coarser
time resolution (e.g., annual data, Basistha et al., 2008).
In case of coarse measurement networks, interpolation schemes
that include additional information from covariates are most
promising as they may (partly) compensate for the low network
density. Particularly for precipitation, covariates can substantially
improve the representation of spatial patterns (Verworn and
Haberlandt, 2011). Suitable and applicable covariates should be
available at a higher spatial resolution and be inexpensive to mea-
sure in comparison to the interpolated variable (Burrough and
McDonnell, 1998). A further requisite of a covariate is that it should
– to some extent – explain the interpolated variable. This charac-
teristic is typically given by a process that links the covariate to
the variable and is proven by a regression analysis based on the
available data. Traditionally, elevation or other parameters ex-
tracted from digital elevation models (DEMs) are used for rainfall
interpolation (Buytaert et al., 2006; Goovaerts, 2000; Kurtzman
et al., 2009; Lloyd, 2005; Verworn and Haberlandt, 2011). Satellite
products, especially from radar remote sensing, are increasingly
used as covariates, since they provide spatially detailed informa-
tion of rainfall distribution (Velasco-Forero et al., 2009; Verworn
and Haberlandt, 2011; Schiemann et al., 2011). Furthermore, inter-
polation methods that use remotely sensed observations can easily
be transferred to different regions, whereas other covariates (e.g.,
elevation; Lloyd, 2005) are often suitable only for a speciﬁc region
or time of the year, depending on local climatic conditions. The
spatially detailed information provided by satellite data is even
more valuable in the context of data scarce regions.
Another difﬁculty associated with applying interpolation
schemes in data scarce regions is the accuracy assessment. Usually
interpolation results are evaluated applying cross-validation tech-
niques (Hattermann et al., 2005; Lloyd, 2005). Unfortunately, the
accuracy of this validation method depends on the number and
the location of the gauges within the study area, which should be
representative of the distribution of rainfall in space. These criteria
are hardly met in case of a limited number of measurements, as
rain gauges are often found close to settlements to reduce mainte-
nance efforts. Additional more robust validation is often difﬁcult to
achieve and is mostly of a qualitative nature, e.g., comparison and
analysis of interpolated rainfall patterns (Carrera-Hernández and
Gaskin, 2007; Lloyd, 2005; Velasco-Forero et al., 2009). However,
a qualitative, manual assessment of interpolation techniques is
not feasible, if interpolation is carried out for a time series (e.g.,
on a daily time step). Furthermore, spatially integrated assessment
of interpolation accuracy would be highly favorable. Zhang and
Srinivasan (2009) include areal mean precipitation amounts into
the comparison of different interpolation methods. This approach
can be enhanced by the application of a hydrologic model. Such a
modeling approach not only provides temporally and spatially
integrating information in the sense of a water balance study, it
also provides a spatially integrating and temporally explicit per-
spective through the analysis of the modeled hydrograph. Thus, re-
sults of different precipitation interpolation schemes may be used
as inputs to hydrologic models to analyze their effect upon mod-
eled runoff. The approach of using a hydrologic model to assess
the performance of different interpolation schemes has previously
been used in several studies (e.g. Cole and Moore, 2008; Gourley
and Vieux, 2005; Heistermann and Kneis, 2011; Hwang et al.,
2012). This method is especially relevant in catchments that aredominated by heavy rainfall events, producing mostly direct runoff
and resulting in highly dynamic hydrographs, which allow for a
simple evaluation of the rainfall inputs.
Particularly in mountainous areas, spatial patterns are consis-
tently affected by topography and wind direction (Barros and
Lettenmaier, 1993; Barry, 1992). This is the case in the Western
Ghats, India, where topography and monsoon winds result in spa-
tially highly variable rainfall, which is largely determined by oro-
graphic lift and foehn effects. In a previous study carried out in
the meso-scale catchment of the Mula and the Mutha Rivers up-
stream of the city of Pune, India, precipitation input was identiﬁed
as a major source of error for runoff modeling (Wagner et al.,
2011).
The main objective of this paper is to analyze different rainfall
interpolation schemes with regard to their suitability to produce
spatial rainfall estimates on a daily time step in a monsoon domi-
nated region with scarce precipitation measurements. A special fo-
cus is set on the identiﬁcation of an appropriate and transferable
covariate and on the validation of the interpolation schemes using
hydrologic modeling results and measured runoff.
2. Materials and methods
2.1. Study area
The meso-scale catchment of the Mula and the Mutha Rivers
(2036 km2) is located in the Western Ghats upstream of the city
of Pune (18.53N, 73.85E; Fig. 1). It is a sub-basin and source area
of the Krishna River, which drains towards the east and into the
Bay of Bengal. Its elevation ranges from 550 m in Pune up to
1300 m.a.s.l. on the top ridges in the Western Ghats. The catch-
ment has a tropical wet and dry climate, which is characterized
Table 1
Spatial interpolation schemes for daily rainfall interpolation.
Method Interpolation scheme Covariate Abbreviation
1 Thiessen polygons – TH
2 Inverse distance weighting – IDW















390 P.D. Wagner et al. / Journal of Hydrology 464–465 (2012) 388–400by seasonal rainfall from June to October and low annual temper-
ature variations with an annual mean of 25 C at the catchment
outlet in Pune. Annual rainfall amounts decrease from approxi-
mately 3500 mm in the western to 750 mm in the eastern part of
the catchment (Gadgil, 2002; Gunnell, 1997). Land use is domi-
nated by semi-natural vegetation, with forests (20.6%) mainly on
the higher elevations in the west, whereas shrubland (26.6%) and
grassland (22.8%) occupy lower elevations. Agriculture comprises
only 10.6% of the catchment and is mainly located in proximity
to rivers and to six large dams (5.8% of the catchment is covered
by water). Agriculture is dominated by small ﬁelds (<1 ha) with
rain-fed agriculture during the monsoon season and irrigation
during the dry season. Typically two crops per year are harvested.
Urban area (13%) is mainly found in the eastern part of the catch-
ment, where the city of Pune and its surrounding settlements are
situated (Wagner et al., 2011).
2.2. Precipitation data
Daily measurements of precipitation at 16 gauges within or
close to the catchment (Fig. 1) were provided by the Water
Resources Department Nashik and the Indian Meteorological
Department (IMD) Pune. Measurements are carried out with a
Symon’s rain gauge, which is the Indian standard gauge (Jain
et al., 2007). It measures rainfall at a height of 30 cm above ground
level. The surface area of the gauge is 200 cm2. The gauge is typi-
cally installed on a concrete foundation block (60  60  60 cm)
embedded in the ground. A fence (5.5  5.5 m) secures a minimum
distance to possibly measurement interfering objects like bushes.
Furthermore, such gauges should not be unduly exposed to wind
(Jain et al., 2007). Twenty-four hour rainfall sums are given for
each day at 8:30 a.m. Indian Standard Time. Ten of these gauges
are operated manually, whereas six are self-recording gauges. Five
of the latter only recorded data during the monsoon season. To
provide accurate daily precipitation data, the following processing
steps were applied: (i) quality control, (ii) ﬁlling of data gaps, (iii)
correction of systematic measurement errors, and (iv) analysis of
three different interpolation schemes.
2.2.1. Quality control, gap ﬁlling, and error correction
Daily precipitation measurements were available to this study
from all 16 rain gauges. The data was tested for consistency using
double mass curves (Searcy et al., 1960). Due to the higher
amounts of rainfall and larger number of rain days in the upper
catchment, gauges within the western part and gauges within
the eastern part were tested separately. The 73.7E longitude was
used to divide the data set into gauges recording more (west) or
less (east) than 1500 mm mean annual rainfall. For both parts of
the catchment, one reliable rain gauge with a continuous data set
was chosen as reference. The gauge in Pune, which is maintained
by the IMD, is possibly one of the most reliable gauges in the catch-
ment, because its record covers the entire period from 1988 to
2008 and had only one missing value. Due to its central location
in the east, it was chosen as the reference gauge for the eastern
part of the catchment. For the western part, the central gauge in
Paud was used, as its record shows no missing value from 1988
to 2008. The cumulative sums of each of the other stations were
compared to their respective reference station on a daily basis. If
the double mass curves showed inconsistencies (e.g., steps or a
change in slope), the data were checked and questionable data
were marked as missing values (e.g., in some cases missing values
are given as 0 mm in the original data sheet). Apart from question-
able values some shifts in time were detected. Since inconsistent
double mass curves on a daily time step could also result from
other effects such as local thunderstorms, data were only cor-
rected, if there was clear evidence from other gauges (e.g., a timeshift was only corrected, if comparisons with all neighboring
gauges indicated the shift).
Thereafter, the missing values were ﬁlled using a regression-
based gap ﬁlling approach. The available data at the gauge with
data gaps was summed up for each year. Corresponding annual
precipitation sums were calculated for every gauge using the same
dates. On this basis, a linear regression was carried out to establish
a relationship between the station with the incomplete data and
each of the other stations. The slope of the regression was used
as a factor to estimate missing data at the incomplete station from
each of the other gauges. To identify the most suitable gauge to ﬁll
the incomplete station, 120 randomly chosen precipitation days
(4 months) were estimated from each of the other rain gauges.
Subsequently the root mean square error (RMSE) was calculated
to evaluate the performance of each gauge. This procedure was re-
peated 10 times, providing a mean RMSE to identify the most suit-
able gauge. Filling was not applied, if measurements for a whole
year were missing. Thus, the derived precipitation data set consists
of 10 gauges with complete daily records from 1988 to 2008 and
six gauges with gaps that comprised one or more years.
Finally, to account for the systematic undercatch of precipita-
tion measurements due to wind loss, wetting loss, and evaporation
a correction method developed by Richter (1995) was applied. This
method that had been developed for the German measurement
network was chosen, since a speciﬁc method for India was not
available. It estimates precipitation errors based on precipitation
type and wind exposition (shielding) of the rain gauge. To account
for the precipitation character and rain gauge setup in the catch-
ment, we chose the coefﬁcients for German summer rain and light
shielding (Richter, 1995). Depending on the rain gauge location,
the correction adds between 2.9% (106 mm mean annual rainfall)
and 7.4% (40 mm mean annual rainfall) to the measured rainfall
amounts.
2.3. Interpolation schemes
Seven different interpolation schemes (Table 1) that use data
from the Mula–Mutha catchment and its surroundings (Fig. 1)
were applied and compared. These interpolation schemes were
carried out on a 1 km2 grid. Inputs for the hydrologic model were
derived from this grid by averaging the gridded rainfall values
for each sub-basin used in the model. Two sets of interpolation
schemes were tested: (i) univariate methods and (ii) regression-
based methods, which incorporate additional information from
covariates.
2.3.1. Univariate interpolation methods
As a reference, Thiessen polygons (Thiessen, 1911) were used.
Each grid pointwas assigned the value of the nearest rain gauge. This
simple approach balances the contributions of the nearest gauges
within each sub-basin and is therefore superior to simply using



















Fig. 2. Semivariogram and ﬁtted Matern model for pooled July rainfall data (1988–
2008).
Table 2
Capability of different covariates to represent mean annual rainfall data, as indicated
by the coefﬁcient of determination (R2) and the p-value.
Covariate R2 Signiﬁcance
Elevation 0.07 p = 0.32
Distance from the Western Ghats escarpment
in main wind direction (SW)
0.84 p < 0.001
X-coordinate 0.92 p < 0.001
TRMM pattern 0.83 p < 0.001
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in the ArcSWAT model setup interface (Winchell et al., 2010).
Inverse distance weighting (IDW) is a widely used and easy to
implement interpolation method. The inﬂuence of the measured
point data z(xi) is weighted according to the distance d0i from the
sampled point xi to the estimated point x0. Based on the optimal
cross-validation performance the exponent of one was chosen,
providing better estimates in this study than the frequently used
standard exponent of two (Heistermann and Kneis, 2011; Shepard,








In our case we used a localized IDW approach that only takes
the values of the n gauges within a 30 km distance into account.




ki  zðxiÞ; where
Xn
i¼1
ki ¼ 1: ð2Þ
Thirdly, an ordinary kriging scheme (OK) was evaluated. Analo-
gous to the IDW scheme, weights are calculated for every sampled
point, but in contrast to IDW, the weights kOðiÞ are optimized based
on the information that is inherent in the measured data. The
weights are obtained by solving the system
Xn
i¼1
kOðiÞcðxi; xjÞ þ / ¼ cðxj; x0Þ for all j
Xn
i¼1
kOðiÞ ¼ 1; ð3Þ
where c(xi, xj) represents the value of the semivariogram function
for the distance between the points xi and xj, c(xj, x0) is the value
for the distance between xj and the estimated location x0, and / is
the Lagrange parameter. The semivariogram function is derived
by ﬁtting a semivariogram model to the empirical semivariogram,





ðzðxiÞ  zðxi þ hÞÞ2: ð4Þ
Point estimates are calculated by using the optimized weights
kOðiÞ instead of the IDW weights ki in formula (2). Further theoret-
ical details on geostatistics are available in the literature (e.g.,
Wackernagel, 2003; Webster and Oliver, 2007).
Geostatistical methods are commonly used for spatial interpo-
lation of rainfall (Goovaerts, 2000; Zhang and Srinivasan, 2009).
However, to detect spatial autocorrelation, at least 100 measure-
ment locations (ideally 150) are required to supply a sufﬁcient
number of data pairs, which is evidently needed to derive an
accurate empirical semivariogram (Webster and Oliver, 2007). Fur-
thermore, variogram analysis and ﬁtting of variogram models is
very important and should be carried out manually, as it requires
considerable judgment and skill (Burrough and McDonnell,
1998). To meet these requirements, pooled semivariograms (Fiener
and Auerswald, 2009; Schuurmans et al., 2007; Voltz and Webster,
1990) for each month were used. These pooled semivariograms
were calculated from mean daily precipitation values for every
month in every year. The monthly values of the individual years
were treated as spatially independent measurements, resulting in
312 data sets per month (21 years  16 stations – 24 years missing
at different stations) that give 1938 point pairs for every semivari-
ogram, which were grouped into 14 lag classes. A Matern semivari-
ogram model was ﬁtted to these empirical semivariograms (Fig. 2).
This model is recommended for interpolation of spatial data (Stein,
1999) and includes as special case the Gaussian model, which Ly
et al. (2011) recommend for rainfall interpolation. On this basis,a local kriging approach was applied taking only stations within
a 30 km distance into account. Due to the small number of rain
days in dry season months, variograms of mean monthly rainfall
are not useful for interpolation of the rare rainfall events in this
period. Therefore, kriging was only applied from June to Septem-
ber, whereas IDW was used in the remaining months. All interpo-
lations and geostatistical analyses were carried out using the
statistical software GNU R, version 2.13.0 (R Development Core
Team, 2011) and the add-on package gstat (Pebesma, 2004).
2.3.2. Covariates for rainfall interpolation
The use of covariates can substantially improve interpolation
results. In principal, a spatially distributed variable is utilized to
estimate rainfall amounts. To identify appropriate, easily available
and spatially distributed covariates, a linear regression between
mean annual rainfall and the value of the covariates at the rain
gauges was carried out. Four covariates were taken into account:
(i) elevation, (ii) distance from the main orographic barrier in main
wind direction, (iii) X-coordinate, (iv) a pattern of mean annual
rainfall derived from satellite data acquired by the Tropical Rainfall
Measuring Mission (TRMM).
Elevation is commonly used as a covariate for precipitation (e.g.,
Buytaert et al., 2006; Goovaerts, 2000; Kurtzman et al., 2009;
Lloyd, 2005; Verworn and Haberlandt, 2011), but in our case there
was no signiﬁcant correlation between rainfall and elevation data
(Table 2). The distance in the main south-west (SW) wind direction
from the main orographic barrier in the region, the Western Ghats
escarpment, provides a high coefﬁcient of determination. The

























Fig. 3. Proportionality of the distance in main wind direction (DW) and the distance
in east–west direction (DX) from the Western Ghats escarpment for any location P
in the catchment.
Fig. 4. Validity of the regression approach for (A) covariate X-coordinate (p < 0.1
and correlation coefﬁcient r<0) and (B) covariate TRMM pattern (p < 0.1) for every
day from 1988 to 2008.
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western boundary of the catchment (Fig. 1). Due to the general
north–south direction of the Western Ghats escarpment, the dis-
tance from the escarpment (in east–west direction) is proportional
to the distance in wind direction from the escarpment (Fig. 3) for
any location in the catchment and all western wind directions.
Thus, this east–west-distance, which can be expressed by the
UTM X-coordinate, represents the downwind fetch and conse-
quently, the west to east decline of precipitation starting from
the escarpment. Since the X-coordinate is valid for all western
wind directions, it is superior to the distance from the escarpment
in SW wind direction. This becomes obvious in the higher coefﬁ-
cient of determination (Table 2). An additional advantage of this
covariate is its simplicity of calculation. However, spatial transfer-
ability of this covariate to different regions is obviously limited.
A pattern of mean annual rainfall was derived from the Precip-
itation Radar (PR) instrument of the Tropical Rainfall Measuring
Mission (TRMM). The TRMM product 2A25 provides a near-surface
rainfall rate estimated from the precipitation radar at a 4.3 km res-
olution. All available observations between 1998 and 2008 were
used and remapped to 0.05 resolution by the Earth System Science
Interdisciplinary Center, University of Maryland and NASA/God-
dard Space Flight Center. The PR system is stable and accurate en-
ough to allow for quantitative radar reﬂectivity (Kummerow et al.,
2000). Due to the orbital period of the TRMM satellite, the number
of observations has an effect on uncertainty of the derived annual
rainfall pattern. However, Kidd and McGregor (2007) demon-
strated the use of seasonal rainfall patterns acquired from a shorter
period (8 years) of PR observations in a study on Hawaii. In our
study area, the TRMM product clearly underestimates precipitation
by 17–61% (RMSE = 1044 mm) when compared to the measured
mean annual precipitation sums. However, the correlation of the
pattern with the measured data is high (R2 = 0.83; Table 2). It can
therefore be concluded that although the amounts are not valid
without further calibration using regional measurements, the spa-
tial pattern is a valid covariate for precipitation interpolation. Forfurther analysis, the two most promising covariates (X-coordinate
and TRMM pattern) were chosen to be used for interpolation.
2.3.3. Regression-based interpolation methods
Two regression-based methods, a statistical and a geostatistical
method, were tested using the two covariates, one at a time (Ta-
ble 1). For both methods, a regression equation for the covariate
was used to estimate rainfall amounts. This regression equation
between rainfall and the covariate was calculated for every wet
day using the mean precipitation value of a period of 3 days before
and after the interpolation day. A wet day was deﬁned when at
least one gauge recorded precipitation on this day. The signiﬁcance
of the regression was tested for every day at the 10% signiﬁcance
level. In case of the X-coordinate, we additionally tested if the cor-
relation was negative, because only negative correlation expressed
a decline of rainfall from west to east. If these criteria were met
(Fig. 4), the regression was used to estimate the mean precipitation
for every grid point. In addition, daily residuals for every rain gauge
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measured rainfall. It is worth noting that the TRMM pattern can
be used more frequently (4% more days) than the X-coordinate, if
the described criteria are applied. Typically the criteria were met
within the rainy season, whereas in the dry season, the local con-
vective rainfall events led to a non-signiﬁcant relationship with
the covariates (Fig. 4). If the criteria were not met, a local IDW ap-
proach using the gauges within a 30 km distance was applied. In
case of a valid regression, values at every grid point were calcu-
lated by adding the explained variance, which is given by the
regression, to the unexplained variance, which is expressed by
the interpolated residuals. Negative estimates were set to 0 mm
rainfall. Either an IDW or a kriging scheme was used to interpolate
the residuals. The IDWmethod can be referred to as regression–in-
verse distance weighting approach (RIDW) and has previously
been applied using elevation as a covariate (e.g., Mauser and Bach,
2009). A local IDW approach using the gauges within a 30 km dis-
tance and an optimized exponent of one was used to interpolate
the residuals.
As an alternative to the IDW interpolation scheme, a pooled or-
dinary kriging approach was applied to the residuals. A mean
monthly residual was calculated from the daily residuals for every
month in every year. These values were pooled to derive residual
variograms for every month. A Matern semivariogram model was
ﬁtted to these empirical variograms. On the basis of the ﬁtted
semivariogram, a local (30 km distance) ordinary kriging approach
was applied. Valid variograms were only derived for the rainy sea-
son, so that IDW (30 km distance, exponent = 1) was used for inter-
polation in dry season. Finally, by adding the interpolated residuals
to the mean daily rainfall values, calculated from the regression
equation, a rainfall estimate was derived for every grid point.
This linear regression–kriging (subsequently referred to as RK)
results in the same predictions given the same input parameters
as kriging with external drift (Hengl et al., 2007). Both methods al-
low for incorporation of an external variable that is linearly corre-
lated to the predicted variable (Webster and Oliver, 2007). RK
separates regression calculation and residual interpolation and is
therefore more ﬂexible, allowing in this case, the combination of
day speciﬁc regression equations with kriging based on a monthly
pooled residual semivariogram.
2.4. Hydrologic model
In this study, the Soil and Water Assessment Tool (SWAT; Ar-
nold et al., 1998) was used to assess the impact of different rainfall
interpolation methods on runoff. The SWAT model has proven its
capability to model water ﬂuxes also in regions with limited data
availability (Ndomba et al., 2008; Stehr et al., 2008). In a preceding
study, it was adapted to the Mula–Mutha catchment (Wagner
et al., 2011). Thus in the following, we will only present a brief
summary of data inputs and model parameterization.
A digital elevation model (DEM) with a spatial resolution of
30 m was derived from ASTER satellite data. This DEM was cor-
rected using a regression with elevation data from topographic
maps. The spatial distribution of soils was taken from the digital
Soil Map of the World (FAO, 2003). Soil parameterization was
partly adapted from a modeling study of the region by Immerzeel
et al. (2008), and partly taken from the FAO (2003) database. The
land use map was derived from a satellite image taken by LISS-III
on the Indian satellite IRS-P6 (Wagner et al., 2011). Crop rotations
as well as irrigation schemes were set up for arable land (rice 4.7%,
sugarcane 0.7%, mixed cropland 5.3% of the catchment area) to ac-
count for the two main cropping seasons in the region. Addition-
ally, the forest growth module was modiﬁed to represent the
local conditions. For the six major dams in the catchment, a man-
agement scheme was developed, which is based on general man-agement rules allowing for water storage in the rainy season and
water release in the dry season (Wagner et al., 2011). At the Mulshi
and Khadakwasla dams, water is abstracted for energy, irrigation,
and water supply purposes. This is incorporated into the model
based on a monthly abstraction rate, which is estimated using
downstream river gauge measurements. If dams are ﬁlled up to
95% of the storage capacity, the abstraction rate is increased to al-
low for an efﬁcient use of the available water.
Temperature, humidity, solar radiation, and wind speed data
were only available at the IMD weather station in Pune (ID
430630, 18.53N, 73.85E, 559 m.a.s.l.). Missing temperature val-
ues (n = 9 days) were ﬁlled using the value of similar days in terms
of rain, minimum or maximum temperature, and solar radiation in
the same month. Missing humidity (n = 6) and missing wind speed
values (n = 10) were ﬁlled linearly, by averaging the values of the
previous and the following day. On 1269 days, solar radiation val-
ues were missing. However, for most of these days some hourly
values were available. These were used to ﬁll the hourly data gaps
with the hourly observations from a day in the same month with a
similar course of solar radiation. The majority of daily missing val-
ues (n = 1101) were ﬁlled with the help of this procedure. The
remaining 168 missing values were ﬁlled using the value of a sim-
ilar day in terms of rain, temperature, and humidity in the same
month.
To account for temperature differences within the catchment,
temperature values were adjusted for every sub-basin using adia-
batic temperature gradients (0.98 C/100 m on a dry day, 0.44 C/
100 m on a wet day; Weischet, 1995). The two humidity measure-
ments per day in Pune (8:30 am and 5:30 pm) were linearly inter-
polated to obtain an hourly course of humidity. Mean daily
humidity was derived from this hourly course. Relative humidity
was calculated for every sub-basin using the sub-basin speciﬁc
temperature values and the daily speciﬁc humidity values mea-
sured in Pune. Solar radiation and wind speed from Pune are used
for the whole catchment.
Daily discharge data for model validation was only available
during rainy seasons between 2001 and 2007. The runoff measure-
ments were quality checked. Values were removed, if the runoff re-
cord showed exactly the same value for 3 days in a row.
Furthermore, a questionable peak runoff value was found for gauge
G1 on 29 and 30 July 2006. For both days, about the same extreme
runoff was recorded. This runoff value could not be explained by
the measured precipitation. Eliminating the runoff record on 30
July and shifting the runoff measurements 1 day backward be-
tween 31 July and 19 September led to a removal of the observed
systematic lag between modeled and measured runoff peaks.
The catchment model bases its calculations on 25 sub-basins,
which are subdivided into 882 hydrological response units (HRUs).
It was run for 21 years from 1988 to 2008, but only 20 years were
used for analysis allowing for a 1 year model spin-up phase. To
not implicitly correct errors in precipitation measurements with
model parameters that were derived from a speciﬁc model calibra-
tion procedure, we chose default model parameters or we selected
the parameters based upon the literature for the given site condi-
tions (e.g. soil parameterization). The values and sources of the
parameters that are usually used for calibration in SWAT are pro-
vided in the appendix (Table A1). This parameterization procedure
has been successfully applied in other studies, where SWAT input
parameters were estimated without calibration from readily avail-
able GIS databases (e.g., Fontaine et al., 2002; Srinivasan et al.,
2010; Zhang et al., 2008). Under similar (Indian) conditions, SWAT
showed generally good performances without much calibration
(Gosain et al. (2005) only adjusted the lowﬂow (groundwater) com-
ponent of river runoff). A preceding model application using the
same methodology but a different rainfall input was already rela-
tively successful in the study area (Nash-Sutcliffe efﬁciencies of
394 P.D. Wagner et al. / Journal of Hydrology 464–465 (2012) 388–4000.68 (G1) and 0.58 (G4) at the river gauges that are less affected by
dam management; Wagner et al., 2011). Hence, the model was not
calibrated with measured runoff data since the focus is set on obvi-
ous differences between measured and modeled hydrographs
resulting from different rainfall inputs. Four model runs were per-
formed using the different precipitation inputs derived from the
regression-based interpolation methods with the X-coordinate
(RIDWX, RKX) and the TRMM pattern (RIDWTRMM, RKTRMM) as
covariate.
2.5. Validation
The interpolation schemes were validated in two steps:
(i) A cross-validation was carried out by estimating the daily time
series for the entire period from 1988 to 2008 at one gauge by
using all other rain gauges. To evaluate the goodness-of-ﬁt, we cal-
culated root mean square error (RMSE), Nash–Sutcliffe efﬁciency
(NSE; Nash and Sutcliffe, 1970), and percentage bias (PBIAS; Mor-









and PBIAS is computed in the following way:








where Oi is the ith observation,Mi is the ith predicted value, O is the
mean of the observed values, and n is the total number of observa-
tions.
Performances of the different interpolation schemes were
ranked for each gauge and hence a mean ranking of each approach
was derived by averaging the ranking for all individual gauges.
Thus, the best interpolation methods were identiﬁed.Fig. 5. Location of river gauges and reservoirs in the Mula–Mutha catchment.(ii) For many environmental applications (such as hydrologic mod-
eling studies) closing the mass balance is of critical importance and
reproducing meaningful spatial patterns of rainfall is more impor-
tant than reproducing point measurements accurately. Therefore,
the best approaches identiﬁed by cross-validation were compared
at the sub-catchment level to assess spatially integrated differ-
ences in rainfall and runoff. SWAT was used to evaluate the effects
of the different interpolation inputs on the water balance and on
runoff dynamics. This validation technique allows for an assess-
ment of the spatially integrated effects of rainfall. It is focused on
the two sub-catchments (G1 and G4; Fig. 5) that are less affected
by dam management.3. Results
In general, the interpolation schemes that used covariates out-
performed the univariate methods. This is indicated by RMSE,
NSE, and PBIAS for the different interpolation schemes and the
rankings based on cross-validation using these goodness-of-ﬁt
indicators (Table 3). Among the regression-based methods, regres-
sion–kriging (RK) and regression–inverse distance weighting
(RIDW) showed a similar performance. Comparing the covariates,
the use of the X-coordinate led to slightly better results than the
use of the TRMM pattern as a covariate.
This ranking is also reﬂected by the performance at the individ-
ual gauges as indicated by the NSE (Fig. 6). Except for one station,
Thiessen polygons (TH) show the weakest performance, including
negative values for three stations. Thiessen polygons typically
show reasonable performance for gauges, where the nearby gauge
is representative for the estimated gauge (e.g., Kumbheri and Mul-
shi). If this is not the case, Thiessen polygons do not perform as
well as the other methods (e.g., Paud). Ordinary pooled kriging
(OK) and IDW perform quite similar with varying performances
from gauge to gauge, but signiﬁcantly better than the Thiessen
polygons and slightly worse than the schemes that use covariates.
These four regression-based methods often perform similarly. The
mean RMSE (Table 3) usually reﬂects the ranking at the gauges.
However, performance varies from one gauge to another. The
worst interpolation performance was found at the most eastern
gauge Wagholi. As TH and OK show a negative NSE here, it can
be concluded that the nearest gauges are not representative for
this gauge. The regression-based approaches perform better at this
site as they do not rely as much on neighboring gauges, but use
information from the covariate. Depending on the chosen good-
ness-of-ﬁt indicator, the performance of IDW (RMSE; Table 3)
and OK (PBIAS; Table 3) is sometimes slightly better than the least
best regression-based interpolation method. However taking all
indicators into consideration, the regression-based methods show
a better performance than the univariate approaches. RK and RIDW
can be rated similarly good, as it depends on the rain gauge (Fig. 6)
and on the chosen indicator (Table 3) as to which regression-based
interpolation method performs best.
For further analysis, the focus is set on the regression-based
methods using the two different covariates. Based upon the
cross-validation, the incorporation of the X-coordinate led to the
best interpolation results (Table 3). However, the TRMM data pro-
vide spatial patterns that reﬂect the mean annual distribution of
precipitation and incorporate more spatial detail (e.g., orographic
rainfall at mountain ridges) than the X-coordinate that expresses
the general decrease of rainfall with distance from the Western
Ghats escarpment.
Despite the small differences of the cross-validation results ob-
tained with the two covariates shown in Table 3, the integrative ef-
fect of the chosen covariate is quite obvious at the catchment scale
(Table 4), when comparing modeled and measured runoff for two
Table 3




























Thiessen polygons 6.7–20.1 12.3 7 0.49–0.68 0.26 6.9 7 15.4–41.9 28.0 7
IDW 5.5–19.2 10.1 4 0.16–0.73 0.57 4.1 5 5.1–53.7 24.0 6
OK 5.6–19.4 10.2 6 0.17–0.71 0.56 4.3 6 5.6–41.6 19.3 4
RIDWX 5.4–18.1 9.7 1 0.02–0.75 0.60 1.7 1 1.5–41.6 14.8 2
RIDWTRMM 5.6–18.3 10.0 3 0.04–0.73 0.58 3.0 3 2.0–69.1 19.8 5
RKX 5.4–18.1 9.8 2 0.01–0.75 0.60 1.9 2 2.0–42.7 14.7 1



























































































RIDWX RIDWTRMM RKX RKTRMM
TH IDW OK
Fig. 6. Interpolation performance at the rain gauges as indicated by the Nash–Sutcliffe efﬁciency (NSE): Univariate methods above and regression-based methods below.
Table 4
Model performance as indicated by Nash–Sutcliffe efﬁciency (NSE) and percentage
bias (PBIAS) in two sub-catchments using differently interpolated rainfall inputs.
Catchment G1 G4
Interpolation scheme NSE PBIAS NSE PBIAS
RIDWX 0.59 29.5 0.61 42.9
RIDWTRMM 0.73 7.6 0.65 25.6
RKX 0.61 28.5 0.62 40.4
RKTRMM 0.68 4.0 0.67 24.4
Table 5
Modeled water balance components for the Mula–Mutha catchment and two sub-











Mula–Mutha RIDWX 2215 1421 731
RIDWTRMM 2410 1573 734
RKX 2221 1427 731
RKTRMM 2420 1585 734
G1 RIDWX 2312 1631 776
RIDWTRMM 1934 1261 767
RKX 2308 1625 776
RKTRMM 1972 1297 766
G4 RIDWX 2630 1972 629
RIDWTRMM 3046 2386 635
RKX 2680 2021 630
RKTRMM 3065 2405 635
P.D. Wagner et al. / Journal of Hydrology 464–465 (2012) 388–400 395different sub-catchments (G1 and G4). The performance of the
interpolation methods was evaluated using the available daily dis-
charge data during rainy seasons between 2001 and 2007 (Wagner
et al., 2011). This evaluation was restricted to sub-catchments G1
and G4, since the measured runoff at gauge G2 and G3 strongly de-
pends upon the management of the upstream dams. Highest NSE
and lowest PBIAS values were found when using TRMM data as
covariate (Table 4), because TRMM based interpolation led to less
precipitation in catchment G1 and to more precipitation in G4
compared to the results using the X-coordinate (Table 5). The more
favorable NSE and PBIAS indicate that interpolation methods usingremotely sensed patterns provide better results with respect to
modeled runoff.
The TRMM based methods produce 8.8% and 9.0% (RIDW:
196 mm, RK: 199 mm) higher mean annual precipitation at the
catchment scale when compared to the results obtained by using
the X-coordinate. For the Mula–Mutha catchment the higher





















































Fig. 7. Differences in monthly rainfall for sub-catchment G1 using different
covariates for interpolation: (A) Regression-inverse distance weighting (RIDW)
and (B) regression–kriging (RK). Rainy and dry season are shown as black and gray
dots, respectively.
396 P.D. Wagner et al. / Journal of Hydrology 464–465 (2012) 388–400rainfall amounts lead to 10.7% and 11.1% (RIDW: 152 mm, RK:
158 mm) higher runoff and only slightly higher evapotranspira-
tion. As has to be expected, the effects of using different covariates
are even more pronounced at the sub-catchment scale (Table 5).
In the following paragraphs a more detailed analysis with fo-
cus on shorter time scales is presented for sub-catchment G1.
Differences between the interpolation methods are more pro-
nounced at shorter time scales. Monthly rainfall differences be-
tween RIDWTRMM and RIDWX in G1 range from 301 mm to
+3 mm and from 245 mm to +3 mm for the RK methods
(Fig. 7). These monthly differences in sub-catchment G1 generally
showed maximum values (>150 mm) in July and August. The
resulting differences in runoff dynamics are exemplarily analyzed
for monsoon season 2006. This season was chosen since the
summed monthly differences for July and August 2006 (RIDW:
444 mm, RK: 421 mm) are largest within the validation period.
The course of the hydrograph of the RIDW and RK methods forthe same covariate is nearly identical during this period (X-coor-
dinate: 0.999 NSE, 0.03% PBIAS; TRMM pattern: 0.987 NSE,
1.09% PBIAS). Thus, the visual analysis shown in Fig. 8 is re-
stricted to comparing the two RK methods. Generally, the higher
rainfall amounts of RKX lead to higher runoff peaks in the respec-
tive hydrographs (e.g., 12 and 23 July; Fig. 8). The peaks mostly
occur at the same time for both model runs, but may also differ
by 1 day (e.g., 15/16 August; Fig. 8). The primarily small differ-
ences in June and July add up, so that full storage capacity of
the upstream dam is reached at different dates. Hence, once the
full storage capacity of the dam is reached, the dampening effect
of the dam with respect to runoff peaks ceases to exist. If the full
storage capacity is reached at different dates in the models, pro-
nounced differences in runoff may follow (e.g., higher runoff
amounts from 30 July to 2 August; Fig. 8). This indicates that dif-
ferent interpolation schemes can make an important difference
for runoff dynamics.
Comparing the modeled hydrographs to the measured runoff
showed more favorable results using the RKTRMM interpolation
(Fig. 8). Particularly during the high ﬂow period between mid July
and mid August, the course of the measured runoff is well repro-
duced by the RKTRMM model. In the early monsoon season before
full storage capacity of the dam is reached, both model runs show
peaks on 30 June and 6 July that are not represented in the obser-
vations. On these dates, the western rain gauges show high
amounts of rainfall whereas the eastern gauges show little
amounts. Possibly the western gauges were given too much inﬂu-
ence in the interpolation on these days. On the other hand, the
dampening effect of the dam might be too low in the model. Once
the dam is ﬁlled, the dampening effect of the dam with respect to
the hydrograph is negligible. Hence, the following period is most
reliable for comparison of modeled and measured runoff. The poor
match in the late monsoon period after mid August may result
from dam management impacts that were not represented by
the assumed dam management in the model. In contrast to
RKTRMM, the RKX interpolation fails to match the dates of the mea-
sured peaks in runoff (e.g., peaks on 6, 10, and 16 August; Fig. 8).
The modeled peaks occur either 1 day too early or 1 day too late
compared to the measured runoff. Furthermore, the integral be-
tween measured and modeled hydrograph shows a large overesti-
mation of runoff by the RKX driven model. This result is underlined
by PBIAS, which indicates an overestimation of 28.5% for the whole
validation period for RKX. Similarly PBIAS for RKTRMM shows only a
small underestimation of 4.0%, which matches well with the gener-
ally small integral between measured and RKTRMM modeled runoff
in monsoon season 2006. The comparison of runoff dynamics sup-
ports the ﬁnding that the TRMM pattern is the more suitable covar-
iate to reproduce runoff dynamics.4. Discussion
The improvement of the interpolation results by using addi-
tional information from a covariate (Verworn and Haberlandt,
2011) is very clear in this study, as the regression-based methods
outperformed the univariate methods (Table 3 and Fig. 6). This is
in agreement with other ﬁndings, where external drift kriging
(being a modiﬁed form of regression kriging) was found to be
one of the best interpolation schemes (Goovaerts, 2000; Zhang
and Srinivasan, 2009). Pooled semivariograms for rainfall interpo-
lation were previously used only on an event basis (Fiener and
Auerswald, 2009; Schuurmans et al., 2007). Our results show that
this method can successfully be transferred to monthly pooling,
which makes kriging applicable in situations of scarce data avail-
ability. However, the superiority of geostatistical methods was
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Fig. 8. Modeled and measured runoff at gauge G1, the storage volume of the upstream Pawana dam, and rainfall differences in sub-catchment G1 for regression–kriging
rainfall interpolation with covariates TRMM pattern and X-coordinate during the 2006 rainy season.
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In case of the univariate methods the autocorrelation decreases al-
most linearly with increasing distance (Fig. 2). Thus IDW with an
exponent of one is very similar to the applied OK approach. (ii)
In case of the regression-based methods the main part of the rain-
fall estimate is determined by the covariate, giving less inﬂuence to
the interpolation of the residuals. A major advantage of the IDW
method is that it can be used at any time step. Whereas kriging re-
quires a sufﬁcient amount of data to produce a reliable semivario-
gram, which in our case was achieved by using pooled variograms
for every month.
DEM parameters such as elevation are commonly used for rain-
fall interpolation (Buytaert et al., 2006; Goovaerts, 2000; Lloyd,
2005; Verworn and Haberlandt, 2011). However, a relation be-
tween rainfall and elevation could not be found here. If high eleva-
tion rainfall measurements are missing or large scale processes
dominate the small scale orographic rainfall effects, a relation
may not be derived from the data. This is often the case, especially
in data scarce regions. In this study, one reason for a missing rela-
tion between rainfall and elevation is that the elevation difference
of the highest (Katraj Tunnel, 895 m) and the lowest gauge (Pune,
559 m) is not proportionally reﬂected in the rainfall difference of
these gauges. Thus, the mean annual rainfall difference (187 mm)
represented by these gauges is small in comparison to the differ-
ences in mean annual rainfall, which range up to 3160 mm in the
study area. The dominating effect on rainfall distribution is not ele-
vation but distance in wind direction from the Western Ghats
escarpment (Table 2), which is expressed by the X-coordinate. As
the escarpment is the main orographic barrier, the study area lies
in the rain shadow of the escarpment. Hence, the potential amount
of rainfall at higher mountain ranges to the east of the escarpment
(Fig. 1) is limited by the amount of rain that occurred at the escarp-
ment and other westward barriers. The combination of the domi-
nating south-west monsoon and the north–south exposition of
the Western Ghats escarpment clearly leads to the west to east de-cline of rainfall and consequently no rainfall dependence on eleva-
tion can be detected in the study area.
An alternative to DEM parameters are satellite measurements of
rainfall patterns. For this reason satellite data is increasingly used
for rainfall interpolation (Velasco-Forero et al., 2009; Verworn and
Haberlandt, 2011; Schiemann et al., 2011). The results show that
the annual rainfall pattern that was derived from TRMM precipita-
tion radar is a useful covariate. Within the geographic range of 38S
to 38N TRMM provides a spatial precipitation pattern, which is an
alternative to empirical covariates. Its spatial detail (0.05 grid)
makes it superior to empirical covariates such as the X-coordinate,
which might show a higher correlation with the data, but fail to
provide a spatially accurate estimate. Compared to the X-coordi-
nate, the TRMM pattern shows a larger spatial variability, which
results in some areas in more and in other areas in less rainfall.
However, the TRMM based methods provide in any case a better
closure of the water balance, as the spatially integrated compari-
son with measured data shows.
Cross-validation is a widely used and useful technique for the
evaluation of interpolation results (Hattermann et al., 2005; Lloyd,
2005). However, with a limited number of values, results are sub-
ject to bias that originates from the distribution of the gauges. If
this distribution is not representative of the spatial distribution
of rainfall, bias is introduced (Heistermann and Kneis, 2011). Par-
ticularly in low density measurement networks, interpolation
may lead to a large bias, unless these networks were designed with
regard to interpolation needs (Cheng et al., 2008). In our study,
cross-validation indicated only small differences between RKTRMM
and RKX (RMSE of 10.1 mm and 9.8 mm, Table 3), whereas the spa-
tially integrated assessment showed pronounced differences in the
catchment’s mean annual rainfall (2420 mm and 2221 mm, Ta-
ble 5), in monthly rainfall on the sub-catchment scale (Fig. 7),
and in runoff dynamics (Fig. 8). While the cross-validation result
indicated that RKX and RIDWX are the best interpolation technique,
the spatially integrated assessment using the SWAT model showed
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One reason for this might be the relatively small number of 16 rain
gauges. Cross-validation indicated that the interpolation schemes
perform similarly at the rain gauge locations. The differences that
are exposed by comparing the model based spatially integrated re-
sults are due to the different spatial detail provided by the two
covariates. The TRMM pattern with its 0.05 resolution was able
to reproduce local rainfall effects (e.g., due to topography) better
as compared to using the X-coordinate as covariate. It can be as-
sumed that a denser rain gauge network (covering also mountain
ridges) that better reﬂects local rainfall effects would probably lead
to a decrease of the cross-validation performance of RKX and
RIDWX. In data scarce regions with a high spatial variability in rain-
fall (such as mountainous areas), cross-validation results should be
interpreted with care and should be backed up with a spatially
integrated assessment of interpolation quality.
The spatially integrative effect of different interpolation meth-
ods can be assessed with hydrologic models, as they spatially inte-
grate precipitation to produce runoff. Hydrographs allow for an
evaluation of the interpolated rainfall integrating space and time.
However, the approach critically relies on the quality of the model,
which needs to accurately represent the catchment’s hydrologic
response (Heistermann and Kneis, 2011), and on the quality of
the measured runoff data. The model should not require much cal-
ibration, as calibration might compensate for possibly wrong rain-
fall input (Heistermann and Kneis, 2011; Strauch et al., 2012). The
SWAT model parameters were selected based upon literature val-
ues (e.g., soil parameters after Immerzeel et al., 2008), or regional
knowledge (e.g., deﬁnition of dammanagement, forest phenology).
Otherwise default values were used. The model was not calibrated
to observed rainfall–runoff events. Thus, we are conﬁdent that the
obtained results are not compromised by compensatory effects
arising from model calibration. Particularly in consolidated rock
catchments such as the Mula–Mutha catchment with its fast sys-
tem response to precipitation inputs, differences in model re-
sponse can thus be attributed to the spatial patterns and
accuracy of the applied interpolation schemes.
The application of this approach has so far been limited to mod-
eling studies (e.g., Cole and Moore, 2008; Gourley and Vieux, 2005;
Heistermann and Kneis, 2011; Hwang et al., 2012). However, the
presented results show that it is a suitable method to evaluate
interpolation performance. Model based spatial assessment of
interpolation accuracy enhances commonly used validation meth-
ods and provides reliable results that are particularly valuable in
data-scarce regions.5. Conclusions
In this study, seven interpolation schemes were carried out to
provide rainfall data on a daily time step using 16 rain gauges.
The different methods were evaluated using a two step validation
approach incorporating cross-validation as well as spatially inte-
grated assessment of interpolation performance with the help of
a hydrologic model.
Our analysis indicates that precipitation interpolation ap-
proaches using appropriate covariates perform best. The two
regression-based methods (RIDW and RK) performed similarly
well. Since RIDW is less complex than RK, it might be favorable if
a quick and straight forward interpolation method is required.
Even though its use for interpolation might become more evident
in other studies, the additional information that is provided by
semivariograms is valuable for analyzing the spatial distribution
of rainfall. Monthly pooling is a feasible method to assess autocor-
relation of rainfall in data-scarce regions and hence can be used for
geostatistical interpolation schemes.Best interpolation results were obtained using (i) the X-coordi-
nate that represents the distance from the Western Ghats escarp-
ment as climatic dominant structure and (ii) the spatial pattern
of annual rainfall derived from remotely sensed TRMM precipita-
tion radar. Although the differences in interpolation performance
judged by cross-validation were small, relatively large differences
in catchment rainfall were recognized for the two best performing
interpolation schemes. These differences were even more pro-
nounced focusing on a smaller spatial (sub-catchment) and a smal-
ler time (monthly) scale. A spatially integrated analysis based on
rainfall–runoff modeling and its comparison with measured dis-
charge helped to identify the TRMM pattern as a more suitable
covariate. Regardless of the sub-catchment, modeled runoff based
on the interpolation methods that used the TRMM pattern
matched the measured runoff best, because TRMM based interpo-
lation produced more rainfall in one sub-catchment and less
rainfall in the other sub-catchment when compared to the interpo-
lation methods that used the X-coordinate. The comparatively high
spatial resolution of the TRMM pattern provides an accurate esti-
mate of the spatial rainfall distribution, which is particularly
important, when interpolated rainfall is used for spatially distrib-
uted analysis, such as spatially distributed modeling. Superior to
most empirical covariates, the TRMM pattern allows for a transfer
of the methodology to other study areas within the geographic
range of 38S to 38N covered by TRMM. Moreover, it is a valuable
alternative to the commonly used covariate elevation, especially in
regions where a rainfall dependence on elevation is not present or
cannot be derived from measurements.
Furthermore, the results indicate that cross-validation is not
sufﬁcient to identify the most suitable precipitation interpolation
method in data scarce regions, and that spatially integrated evalu-
ation is needed to assess the accuracy of interpolated spatial rain-
fall distributions. In this context, hydrologic models are useful
tools as they allow for evaluations that are based on runoff, which
temporally and spatially integrates rainfall.
In general, our results indicate the high potential of pooled kri-
ging in combination with TRMM data as a covariate (RKTRMM) to
derive appropriate daily inputs for hydrologic models in data
scarce tropical to sub-tropical regions. Moreover, our study under-
lines the importance of more sophisticated multi-step validation of
interpolations schemes, especially if applied in data scarce regions
where cross-validation techniques alone may not be sufﬁcient.Acknowledgements
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CN2 Initial SCS runoff curve number for soil moisture condition II Depends on soil and land use Estimated by the model
(Neitsch et al., 2010)
SOL_AWC Available water capacity of the soil layer Depends on the soil, values given in
Wagner et al. (2011)
Immerzeel et al. (2008)
SOL_K Saturated hydraulic conductivity of the soil layer Depends on the soil, values given in
Wagner et al. (2011)
Immerzeel et al. (2008)
CANMX Maximum canopy storage 0 Default model parameter
value
EPCO Plant uptake compensation factor 1 Default model parameter
value
ESCO Soil evaporation compensation coefﬁcient 0.95 Default model parameter
value
CH_N Manning’s roughness coefﬁcient for channel ﬂow 0.014 s m1/3 Default model parameter
value
SURLAG Surface runoff lag coefﬁcient 4 Default model parameter
value
GWQMN Threshold depth of water in the shallow aquifer required for return ﬂow to occur 0 mm Default model parameter
value
GW_DELAY Groundwater delay time 31 d Default model parameter
value
GW_REVAP Groundwater ‘‘revap’’ coefﬁcient 0.02 Default model parameter
value
ALPHA_BF Baseﬂow alpha factor 0.048 d Default model parameter
value
REVAPMN Threshold depth of water in the shallow aquifer for ‘‘revap’’ or percolation to the
deep aquifer to occur
1 mm Default model parameter
value
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Climate change affects local and regional water resources. Especially in regions with water 
scarcity, high climate sensitivity, and dynamic socio-economic development, adaptation of 
water management and mitigation strategies are needed. Our study aims at (i) testing a new 
downscaling approach to utilize climate model results in a meso-scale hydrologic model, and 
at (ii) analyzing the impact of climate change on the water balance components in the Mula 
and Mutha Rivers catchment upstream of the city of Pune, India. The downscaling approach 
is based on representing a future climate scenario by rearranging historically measured data. 
We use regional climate model data, which are based on IPCC emission scenario A1B. For 
every week in the scenario run (2001-2100), the best matching week in terms of temperature 
and precipitation in a baseline period from 1988 to 2000 was identified. Hence, rearranged 
meteorological measurements from the baseline period were used as scenario input to the 
hydrologic model SWAT. We found a good agreement of the monthly statistics of the 
rearranged and the original measured data in the baseline period. However, the downscaling 
method is limited by the range of measured values provided in the baseline period. Thus 
towards the end of the scenario period, climate change impacts are likely to be 
underestimated. The scenario resulted in higher evapotranspiration, particularly in the first 
months of the dry season, and in repeated low water storages in the reservoirs at the end of 
rainy season.  
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Climate change affects the entire natural hydrological system (Arnell 1996) including 
local and regional water resources. Climate change impacts on water resources are therefore 
of major concern in current hydrologic research. Especially in regions with scarce water 
resources, high climate sensitivity, and dynamic socio-economic development, research on 
developing suitable adaptation and mitigation strategies to balance water supply and demand 
is needed. While climate projections are typically available at large spatial scales with coarse 
spatial resolution, decisions on water management are usually made on significantly smaller 
spatial scales. Thus in order to assess management options, downscaling approaches must be 
employed to link climate change data with hydrologic models (Fowler et al. 2007). 
The fourth assessment report of the Intergovernmental Panel on Climate Change (IPCC 
2007) highlights climate change impacts on freshwater resources worldwide and their 
implications for sustainable development. In many parts of the world, climate change impacts 
on water resources have been investigated using different hydrologic models (e.g., Arnell and 
Reynard 1996; Fujihara et al. 2008; Mauser and Bach 2009). The Soil and Water Assessment 
Tool (SWAT, Arnold et al. 1998) is frequently used for this purpose (Gassman et al. 2007; 
Liu et al. 2011; Park et al. 2011). In India, Gosain et al. (2006) conducted a study on twelve 
major Indian river basins. They found a reduction of runoff in general, and in particular an 
increase of the severity of droughts and floods in different parts of India for a future climate 
scenario from 2041-60. Another study by Gosain et al. (2011) on the water resources of 
Indian river systems additionally includes impacts on blue and green water availability for a 
near term (2021-2050) and a long term scenario (2071-2098). Further studies on individual 
large scale catchments are available in northern (Akhtar et al. 2008; Singh and Bengtsson 
2005) and eastern (Mujumdar and Ghosh 2008) parts of India. However, it is important to 
analyze climate change impacts on smaller spatial scales, as management decisions are 
particularly made at these scales. So far, studies on smaller catchments (i.e., meso- or small-
scale studies, which are typically smaller than 10000 km²; Becker 1992) are very limited in 
India, e.g., recent studies conducted in West Bengal (Dhar and Mazumdar 2009) and Kerala 
(Raneesh and Santosh 2011) are available. Furthermore, it is of particular importance to 
assess water resources in the Western Ghats, as this area is the source of major east flowing 
river systems such as the Godavari and the Krishna Rivers. 
Climate projections are typically provided by global climate models. These calculations 
serve as an input to regional climate models (RCMs) that produce projections with a finer 
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spatial resolution. Using outputs of RCMs directly as an input to hydrologic models is not 
recommended (Wilby et al. 2000) as the RCM data has systematic errors, which should be 
corrected by applying a bias correction (Fujihara et al. 2008; Teutschbein and Seibert 2010). 
However, the direct use of bias corrected RCM data is also often not favorable due to its 
coarse spatial scale (0.25° grid), which is insufficient to represent spatial precipitation 
variability. This is particularly true for applications in mountainous catchments with 
heterogeneous precipitation patterns. In many applications it is therefore preferable to use 
only the trend of the RCM and apply it to the measured data. This transfer of a trend from a 
coarser spatial scale (here the RCM) to the smaller catchment scale is referred to as 
downscaling. Various downscaling approaches are available and their specific assumptions 
and shortcomings have been investigated by Diaz-Nieto and Wilby (2005) and Fowler et al. 
(2007). One way to include the RCM trend is to simulate mean temperature and precipitation 
sums for future weeks based on this trend and substitute the future weeks with historically 
measured weeks that have the same statistical characteristics (Mauser et al. 2008). A main 
advantage of this approach is that it provides a consistent weather input that preserves the 
interdependency of the climate variables, as historically measured data is used and rearranged 
according to a future scenario. However, a basic assumption of the approach described by 
Mauser et al. (2008) is a normal distribution of precipitation. This precondition was not met in 
our data set. Thus the concept was adapted and further developed for use in a monsoon 
climate region. 
Our study aims at (i) evaluating this new downscaling approach and at (ii) assessing 
impacts of climate change on the water resources in a meso-scale catchment in the Western 
Ghats, India, by using the derived climate scenario and the hydrologic model SWAT. 




2. Materials and Methods 
2.1 Study area 
The meso-scale catchment of the 
Mula and the Mutha Rivers 
(2036 km²) is located in the Western 
Ghats upstream of the city of Pune, 
India (18.53° N, 73.85° E; Fig. 1). It 
is a sub-basin and source area of the 
Krishna River, which drains towards 
the east and into the Bay of Bengal. 
Its elevation ranges from 550 m in 
Pune up to 1300 m a.s.l. on the top 
ridges in the Western Ghats. The 
catchment has a tropical wet and dry 
climate, which is characterized by 
seasonal rainfall from June to 
October and low annual temperature variations with an annual mean of 25°C at the catchment 
outlet in Pune. Annual precipitation amounts decrease from approximately 3500 mm in the 
western to 750 mm in the eastern part of the catchment (Gadgil 2002; Gunnell 1997). Land 
use is dominated by semi-natural vegetation, with forests (25%) mainly on the higher 
elevations in the west, whereas shrubland (26%) and grassland (19%) occupy lower 
elevations. Agriculturally used land (13%) is found mainly in proximity to rivers and dams 
(6% of the catchment area is covered by water). Agriculture is dominated by small fields 
(< 1 ha) with rain-fed agriculture during the monsoon season and irrigation during the dry 
season. Typically two crops per year are harvested. Urban area (10%) is mainly found in the 
eastern part of the catchment, where the city of Pune and its surrounding settlements are 
located (Wagner et al. 2012). 
2.2 Climate data 
2.2.1 Climate change scenario 
We used regional climate model data, which were provided by the Institute for 
Atmospheric and Environmental Sciences at the Goethe-University Frankfurt. The regional 
climate model COSMO-CLM (http://www.clm‐community.eu; Rockel et al. 2008; Steppeler 
et al. 2003; e.g., Asharaf et al. 2012) was driven by the coupled global ocean-atmosphere 
Fig. 1 Mula-Mutha catchment with the locations of river 
gauges and reservoirs. 
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model ECHAM5/MPIOM (Jungclaus et al. 2006; Roeckner et al. 2003). Dobler and Ahrens 
(2010) have shown that ECHAM5/MPIOM driven COSMO-CLM simulations are suitable to 
represent the Indian summer monsoon as they provide improved spatial precipitation patterns. 
A baseline run for the 20th century control period from 1960 to 2000 and a projection run 
from 2001 to 2100 applying IPCC emission scenario A1B were available to this study. The 
A1B scenario assumes a future world of very rapid economic growth, a population growth 
that reaches its peak in 2050 and declines thereafter, as well as a rapid introduction of new 
and more efficient technologies. The development is based on a balanced mix of energy 
sources (Nakićenović et al. 2000). Temperature and precipitation data were provided at a 
spatial resolution of 0.25°. The six grid cells between 73.25° - 74.0° E and 18.25° - 18.75° N, 
which covered the whole Mula-Mutha catchment, were used as input data to our downscaling 
approach. 
2.2.2 Measured climate data 
The full data set of measured maximum and minimum temperature, humidity, solar 
radiation, and wind speed data was only available at the IMD weather station in Pune 
(ID 430630, 18.53° N, 73.85° E, 559 m a.s.l.). Missing values were filled. To account for 
temperature differences in the catchment, temperature values were adjusted using adiabatic 
temperature gradients. The spatially distributed temperature records and the specific humidity 
measured at the weather station in Pune were employed to calculate spatially distributed 
relative humidity (Wagner et al. 2011). Precipitation data was available from 16 gauges 
within or near the study area. A thorough analysis of the data and of different interpolation 
schemes was carried out. Regression kriging using satellite data of the Tropical Rainfall 
Measuring Mission (TRMM) was found to be a suitable approach and hence used in this study 
to interpolate precipitation to a 1 km² grid (Wagner et al. 2012). Measured data was available 
from 1988 to 2008. Hence, RCM control run and measured data can be compared for a 
13 year period from 1988 to 2000. In the following this period is referred to as the baseline 
period. 
2.2.3 Downscaling approach 
The downscaling approach is based on the assumption that future climate can be 
represented by rearranging historically measured data. Rearranging historically measured data 
provides a consistent meteorological input, addresses the expected systematic future changes 
of temperature and precipitation, and avoids the errors arising from a direct use of RCM data. 
To yield a climate scenario based upon rearranging historical measurements, the following 




approach is used: For each week of the scenario period (2020 to 2099), the most similar week 
is identified within the baseline period (1988 to 2000) using the RCM data for temperature 
and precipitation. Hence, the scenario is represented by rearranged baseline weeks. For these 
rearranged baseline weeks, the respective measured meteorological data are used, thus 
providing a consistent meteorological scenario input for the hydrologic model. 
The approach is based upon the assumption, that (i) the RCM provides a consistent 
representation of temperature and precipitation in the baseline period and the scenario period, 
(ii) the future climate can be represented sufficiently well by rearranging historically 
measured data, (iii) by using the rearranged measured meteorological variables instead of 
RCM model results, the existing discrepancies between RCM data and measured 
meteorological variables can be accounted for appropriately. 
Identification of the most similar week in the baseline period is achieved in two 
steps: (i) a bias correction is applied to the RCM data to account for systematic differences 
between the RCM data and the measured data, and (ii) a similarity index was developed that 
links scenario to baseline weeks.  
(i) Bias correction: Mean differences between RCM and measurements were assessed 
for all 52 weeks in the year for the baseline period from 1988 to 2000. For 
precipitation, the interpolated catchment average was compared to the mean value 
of the corresponding six grid cells. Temperature differences were assessed using 
the measured data for Pune and the corresponding grid cell of the RCM. The mean 
annual course of RCM temperature and precipitation differs significantly from the 
measured data (Fig. 2). To account for these systematic differences, the weekly 
differences were used to calculate a bias correction factor for precipitation ( ஼ܲ௢௥) 
and a temperature offset ( ஼ܶ௢௥) for each of the 52 weeks. The precipitation 
correction was only applied if mean daily precipitation for the week in the RCM 






where ெܲ௘௦തതതതതത is the mean measured precipitation and ோܲ஼ெതതതതതത is the mean precipitation 




ۓ							1							 , ோܲ஼ெതതതതതത(ݓ௜) < 1 ݉݉
ெܲ௘௦തതതതതത(ݓ௜)
ோܲ஼ெതതതതതത(ݓ௜) , ோܲ஼ெ
തതതതതത(ݓ௜) ≥ 1 ݉݉
 ,                                         (1)      
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The temperature offset is defined as: 
 
஼ܶ௢௥(ݓ௜) = ெܶ௘௦തതതതതത(ݓ௜) − ோܶ஼ெതതതതതത(ݓ௜),       (2) 
 
where ெܶ௘௦തതതതതത is the mean 
measured temperature and 
ோܶ஼ெതതതതതത is the mean temperature 
for the respective week ݓ௜ in 
the RCM. 
By applying this bias 
correction (also referred to as 
scaling approach; 
Teutschbein and Seibert 
2010) to the entire RCM data, 
the mean annual course of 
temperature and precipitation 
in the RCM is adjusted to 
meet the mean annual course 
of the measured data in the 
baseline period. This 
approach is based on the 
assumption that the 
correction factors will not 
change in the scenario period. 
(ii) Similarity index: For every week in the scenario period, the baseline period was 
searched for the best matching week in terms of temperature and precipitation. In 
this context, a week is simply defined as a period of seven consecutive days. Since 
the start day of the week is arbitrary, seven representations are possible. However, 
all start days yield statistically similar representations. Thus, we chose the first day 
of the respective period as the start day of the week. 
Two criteria were used to identify the best match: (1) similarity of the precipitation 
amount, which was expressed by the rule that the precipitation sum of the baseline 
week should deviate less than 10% from the precipitation sum of the scenario 
Fig. 2 Comparison of A) temperature and B) precipitation 
in regional climate model (RCM) and measurements 
based on mean weekly average values for the period 
1988-2000. 
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week, and (2) similarity of the temporal course of the daily temperature and 
precipitation values as well as similarity of the spatial distribution of the variables 
using the six grid cells. The similarity analysis was conducted for each week of the 
scenario period. The similarity index was calculated based on the RCM data 
comparing the scenario week to each week of the baseline period. Once the best 
matching week in the baseline period was identified, the measured data for this 
week was used as input to the hydrologic model. 
Criterion (1) was chosen to preserve precipitation sums, which is important as the 
scenario data serves as an input for a hydrologic modeling study. In some cases, 
the first criterion cannot be met: In 99.6% of these cases, the absolute deviation is 
below 0.1 mm per week. In the other cases (0.4%), large precipitation amounts in 
the scenario period are not met by similar precipitation amounts in the baseline 
period. In these cases, the criterion is relaxed in steps of 10% to allow higher 
deviations of 20-50% until a suitable candidate is found. 
For criterion (2), a similarity index was developed that takes temperature as well 
as precipitation similarity into account. To balance the contribution of both 
variables for the selection of the best matching week, we scaled the difference of 
the variables in the baseline and the scenario period to the variance of the 








 (3)  
 With:  ݔܾ௜௝ = meteorological variable x in the baseline week on day i at cell j 
   ݔݏ௜௝ = meteorological variable x in the scenario week on day i at cell j 
  ߪ௫௦ଶ = variance of meteorological variable x based on values of all days i 
at each cell j in the respective week of the scenario period  
 This standardized ݖݔ value is calculated for every week in the baseline period, 
indicating the goodness-of-fit of each week in the baseline period to the week of 
interest in the scenario period. The minimum of the ݖݔ values indicates the best fit 
using only one variable. By squaring and adding these ݖݔ values for temperature 
(ݖܶ) and precipitation (ݖܲ), an indicator ܫ௓ is derived for each baseline week: 
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ܫ௓ = (ݖܶ)ଶ + (ݖܲ)ଶ.            (4) 
The minimum value of ܫ௓ indicates, which baseline week best fits the daily course 
and spatial distribution in both variables for the respective scenario week. In case 
of a dry week (defined as below 0.1 mm summed weekly precipitation for the six 
grid cells) the precipitation value ݖܲ was set to 0 and the selection of the best 
fitting baseline week was restricted to dry weeks and is therefore solely based on 
temperature, i.e., on ݖܶ.    
Although, the mean courses of temperature and precipitation of the RCM were adjusted 
by applying a bias correction, weekly correlations between RCM and measurements were 
sometimes very weak. Thus, the selectable baseline weeks were filtered, applying the 
following consistency criteria: 
(i) Consistency of the season: We distinguished three seasons: (a) rainy season (June-
September), (b) core dry season (November-May) and (c) transition season 
(October). A rainy season week (June-September) in the scenario period can only 
be represented by a rainy or transition season week in the baseline period. The 
same applies for dry season weeks, which are to be represented only by dry and 
transition season weeks. October is a special case because in some years, late 
monsoon rainfall still affects October weather. Thus, October is assumed to be a 
transition month and scenario weeks in the month of October may be represented 
by baseline season weeks of the dry season as well as June or September weeks. 
The method provides suitable flexibility to account for possible temporal shifts of 
the onset of the monsoon period (Lal et al. 2001). 
(ii) Consistency of RCM and measured data: A wet week in the scenario period can 
only be represented by a week in the baseline period that shows precipitation 
amounts in the RCM as well as in the measurements. The same applies for dry 
weeks respectively.  




2.2.4 Validation of the downscaling approach 
In order to validate the downscaling approach, we applied this approach to the baseline 
period. For each week in the baseline period, the baseline was searched for the most similar 
week, excluding weeks that overlapped with the week under consideration. Thus for 








                                                              (5) 
With: ݔܾ௜௝ = meteorological variable x in the baseline week on day i at cell j, excluding   
weeks that overlapped with week v 
 ݔݒ௜௝ = meteorological variable x in the baseline period week v on day i at cell j 
 ߪ௫௦ଶ   = variance of meteorological variable x based on values of all days i at each 
cell j in respective week v 
Using the RCM model results for the baseline period for each week, the baseline period 
was searched for the best matching week by applying the previously defined rules (see 2.2.3). 
The validation of the method is successful, if this approach yields a statistically equivalent 
representation of the rearranged data set with respect to the original data set. The approach 
was evaluated in two steps: (i) by using RCM data only, and (ii) by using measured data. The 
first step provides evidence for the accuracy of the applied similarity indicator ܫ௓ (formula 4), 
whereas the second step provides a validation of the entire downscaling method. 
2.3 Hydrologic model 
In this study, the Soil and Water Assessment Tool (SWAT, Arnold et al. 1998) was used 
to assess the impact of climate change on water resources. In previous studies, we showed the 
suitability of SWAT to model the water fluxes in the Mula-Mutha catchment (Wagner et al. 
2011; Wagner et al. 2012). Since details of the model setup and parameterization are available 
in the published previous studies, we will only present a brief summary of data inputs and 
model parameterization. 
A digital elevation model (DEM) with a spatial resolution of 30 m was derived from 
ASTER satellite data. The spatial distribution of soils was taken from the digital Soil Map of 
the World (FAO 2003). Soil parameterization was partly adapted from a modeling study of 
the region by Immerzeel et al. (2008), and partly taken from the FAO (2003) database. The 
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land use map was derived from two satellite images taken in 2009 and 2010 by LISS-III on 
the Indian satellite IRS-P6. Applying a stratified knowledge-based approach, using a 
maximum likelihood classifier (Wagner et al. 2011), two land use classifications were 
produced and merged to derive a multitemporal land use classification. Crop rotations as well 
as irrigation schemes were set up for arable land (rice 7.5%, sugarcane 1.3%, mixed cropland 
4.6% of the catchment area) to account for the two main cropping seasons in the region. For 
the six major dams in the catchment, a management scheme was developed, which is based on 
general management rules allowing for water storage in the rainy season and water release in 
the dry season (Wagner et al. 2011; Wagner et al. 2012). 
The catchment model uses 25 sub-basins with 917 hydrological response units. SWAT 
model parameters were either a) estimated from readily available GIS databases, or b) were 
chosen from the literature for the given site condition, or c) default model parameters were 
used. A site specific calibration of the model parameters based upon minimizing the 
difference between measured and modeled runoff was not performed. Thus, the model is not 
tuned to the current climatic conditions (Kirchner 2006) in order to avoid a bias in 
performance under climate change conditions. Details of the model parameterization as well 
as the suitability of the model and its parameterization are given in Wagner et al. (2012). In 
the present study, the model showed good performance at the river gauges G1 and G4 (Fig. 1) 
judged by Nash-Sutcliffe efficiency (NSE, Nash and Sutcliffe 1970; G1: 0.68, G4: 0.67) and 
percentage bias (G1: +4%, G4: +24%), using the available daily discharge data during rainy 
seasons between 2001 and 2007. Model performance in the highly managed sub-catchments 
G2 and G3 depends strongly on dam management. 
The model was run from 1988 to 2008 with measured data, and from 2009 to 2099 using 
the downscaled scenario data. Analysis of water resources was carried out using a 20-year 
baseline (1989-2008) and four 20-year scenario periods (2020-39, 2040-59, 2060-79, and 
2080-99). 
  




3. Results and Discussion 
3.1 Validation of the downscaling approach 
In order to validate the 
downscaling approach, it was applied 
to the baseline period. By this means, 
a rearranged meteorological data set 
for the baseline period was derived. 
This data set was evaluated in two 
steps: a) by comparing original and 
rearranged RCM data, and b) by 
comparing original and rearranged 
measured data (see 2.4.4). 
 a) By comparing the statistical 
properties of original and rearranged 
RCM data, the quality of the derived 
similarity indicator ܫ௓ was evaluated. 
Mean monthly values of the derived 
rearranged and the original baseline 
RCM data averaged over the six grid 
cells are shown in Figure 3. The 
statistical properties of temperature 
and precipitation are represented very 
accurately on a monthly basis. 
Deviations between the monthly mean 
of the rearranged temperatures and the 
monthly mean of the original data are 
smaller than 0.5°C. Similarly, the differences between the monthly standard deviation of the 
rearranged and the original RCM data are small (< 0.3°C). The monthly specific root mean 
square error (RMSE) that was calculated for each month by comparing the original to the 
rearranged mean values of this month in all 13 baseline years is below 1°C (Fig. 3A). 
Figure 3B shows that differences in mean monthly precipitation are very small 
(< 0.2 mm d-1). Standard deviations in August are underestimated by up to 9.7 mm d-1. In all 
other months differences in standard deviation do not exceed 3.5 mm d-1. The RMSE of 
 
Fig. 3 Comparison of statistical properties of original and 
rearranged bias corrected RCM data for A) temperature and 
B) precipitation in the baseline period 1988-2000. The root 
mean square error (RMSE) indicates the deviation of the mean 
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monthly precipitation means (Fig. 3B) indicates highest deviations from the original data set 
in August (2.7 mm d-1) and September (2.8 mm d-1). Additionally, Figure 3B shows that the 
10% criterion, which requires that precipitation sums of similar weeks should not deviate by 
more than 10%, clearly leads to an improvement of the results. The good fit of rearranged and 
original monthly data indicates that the developed similarity indicator ܫ௓ is suitable to identify 
the best matching weeks. 
b) In the next step, we investigated, if the rearrangement of measured data yields a similar 
climatology when compared to the originally measured data in the baseline period. The 
measured mean annual course of minimum and maximum temperature in Pune is shown in 
Figure 4 along with the results of the rearranged measured data. The monthly temperature 
course matches very well. In May a slight underestimation is obvious. The deviations of the 
monthly means of rearranged and original measured data are smaller than one standard 
deviation in all months (maximum deviation 1.2°C in May). Similarly, the standard deviations 
are in agreement with the original data set (Fig. 4A). 
Fig. 4 Comparison of original and rearranged measured data for A) maximum and minimum temperature and 
B) precipitation using mean monthly values and standard deviations (SD) of the baseline period 1988-2000. 
A mean precipitation value for the catchment derived from interpolated measured data 
was used to evaluate the performance of the approach with regard to precipitation. As the 
interpolated data is used in the impact study, it is favorable to use the catchment average for 
evaluation. Evaluation based on single rain gauges might be misleading as they cannot 
represent the entire study area. As can be expected from the differences between RCM and 
measured data (see Fig. 2B), the mean monthly course of measured precipitation data cannot 
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be reproduced as accurately as temperature data. The rearranged data show a less pronounced 
annual course of the precipitation regime as compared to the measured regime. The peak 
precipitation amounts in July are underestimated, whereas slight under- (June) and 
overestimations (August, September) can be observed in the other rainy season months. 
Deviations from the measured data range from 2.1 mm d-1 to 9.5 mm d-1 during rainy season. 
However, with the exception of March (deviation 0.4 mm d-1, standard deviation 0.1 mm d-1), 
the mean monthly course of the rearranged measured data is within one standard deviation of 
the originally measured precipitation. The standard deviation of the rearranged data shows a 
similar course as the measured standard deviation. Larger differences can be observed in June, 
July, August and September (Fig. 4). 
In addition to the general agreement of the mean annual course of the climate variables, 
we evaluated the representation of the monthly course of temperature and precipitation for the 
baseline period. Mean monthly maximum and minimum temperatures in Pune are well 
reproduced (NSE of 0.83 and 0.87, respectively), whereas lower performance is achieved in 
reproducing the monthly precipitation course (NSE of 0.43). This is mainly due to (i) the 
differences between RCM and measurements (NSE of 0.34 for monthly precipitation) and 
(ii) the higher variation in precipitation. Furthermore, the number of wet weeks is 
significantly smaller than the number of dry weeks. Thus, it is less likely to achieve a good 
match in the rainy season. 
3.2 Evaluation of the downscaled scenario 
The climate scenario indicates a temperature increase of 0.51°C per decade between 2020 
and 2099. For precipitation, no significant trend was found in the scenario. Thus we expect 
that the number of similar weeks in the baseline period with comparable temperatures 
decreases with increasing future temperatures. To analyze the expected increasing mismatch 
of the weather in the scenario and in the baseline period, temperature and precipitation values 
of the rearranged RCM scenario data were compared to the respective original values from 
the RCM. 
Figure 5A illustrates that temperatures in the scenario period exceed the range of values 
found in the baseline period. Obviously, these high temperatures can particularly be found in 
the two last periods of 2060-79 and 2080-99. Looking at the match of mean weekly values of 
original and rearranged RCM temperatures in the four 20-year scenario periods, it becomes 
obvious, that a relatively good match is derived for the early 2020-39 period (R²=0.94). This 
correlation decreases in the later 20-year periods (R² values: 2040-59: 0.91, 2060-79: 0.89, 
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2080-99: 0.82). Precipitation in the scenario period does not exceed the measured range. 
Thus, generally a good match between the rearranged bias corrected RCM precipitation data 
of the baseline period and the bias corrected RCM data of the scenario period is achieved 
(Fig. 5B). 
Fig. 5 Comparison of the rearranged and the original data using mean weekly values of bias corrected RCM 
temperature (A) and precipitation (B) data for the scenario period. 
The rearranged measured data provides the meteorological input for the hydrologic model 
for the scenario period. In addition to an agreeable representation of statistical characteristics, 
which was shown for the baseline period in section 3.1, the rearranged data for the scenario 
period should also reproduce the major trends of the RCM data. The rearranged data for the 
scenario period can be characterized by the mean monthly temperature course of the climate 
station in Pune (Fig. 6) and the mean monthly catchment precipitation (Fig. 7). Figure 6 
shows that the mean monthly maximum and minimum temperatures increase by 0.34°C and 
0.25°C per decade, respectively. As the mean monthly minimum temperatures do not exceed 
24°C, the temperature range and the ability to represent the increasing scenario temperatures 
is limited. In order to evaluate whether the temperature trend of the RCM is adequately 
represented by the downscaled scenario, monthly values of the rearranged measured data were 
compared to the bias corrected RCM data (Fig. 8). In all 20-year periods, high RCM 
temperatures were underestimated by the rearranged measured data. However, coefficient of 
determination, offset, and slope of linear regressions for each 20-year period indicate a 
reasonable representation of the first three scenario periods. The quality of the representation 
decreases from the earlier scenario periods to the later scenario periods (Fig. 8). In the last 
period, a stronger underestimation of the RCM temperatures by the rearranged scenario
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representation is obvious. Hence, the 
temperature trend in the rearranged data set 
is reduced as compared to the trend in the 
RCM data. When discussing impacts of 
climate change on the water resources, this 
underestimation should be taken into 
account. 
Similar to the RCM precipitation data, 
the precipitation data of the scenario 
representation does not show a trend (Fig. 7). 
The inter-annual variability of precipitation 
slightly increases towards the end of the 
scenario (black line in Fig. 7). 
3.3 Climate change impacts 
Analysis of the catchment’s mean annual water balance components for the four scenario 
periods indicates similar precipitation amounts (2184-2520 mm) compared to the baseline 
period (2420 mm). Extremely dry years (< 1757 mm, 10% quantile of the baseline period) are 
Fig. 6 Development of maximum and minimum 
temperatures in the scenario period using rearranged 
measured data. Mean monthly values shown in grey; 
linear regression line shown in black. 
Fig. 7 Mean monthly precipitation in the scenario 
period using rearranged measured data. Mean daily 
precipitation per month shown in grey; linear 
regression line shown in light grey; annual average 
shown in black. 
Fig. 8 Comparison of rearranged measured 
temperature and bias corrected RCM data for the 
scenario period using mean monthly values. R², offset 
(a), and slope (b) shown for linear regressions for each 
20-year period. 
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2040-59, R2=0.85, a=5.0, b=0.79
2060-79, R2=0.80, a=4.9, b=0.78
2080-99, R2=0.77, a=7.0, b=0.70
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less common in 2020-39 (n=1) and more common in 2060-79 (n=3) as compared to the 
baseline period. Significantly more dry years occur in 2040-59 (n=5) and 2080-89 (n=7). 
It has to be noted that one third of the dry years between 2040 and 2099 are significantly drier 
(833-1292 mm) than the driest year in the baseline (1617 mm). Extremely wet years 
(> 3367 mm, 90% quantile of the baseline period) are more common between 2060 and 2079 
(n=3). They occur as often as in the baseline in 2080-99, and do not occur in 2020-39 and 
2040-59. The year with maximum precipitation in the last scenario period has also 
significantly more precipitation (5932 mm) as compared to the maximum annual precipitation 
of 3895 mm in the baseline period. 
The combined impact of the scenario on the water resources in the catchment is illustrated 
by the storage of the four largest dams in the catchment at the end of monsoon season (Fig. 9). 
In the period from 1989 to 2008, mean annual precipitation usually allows the dams to be 
filled up to maximum storage capacity at the end of October. Dry years (e.g., 2000) lead to a 
reduced storage of 10-30%. Due to water abstraction for power generation, the storage of 
Mulshi dam is more variable as compared to the other dams. From 2040 onwards, the planned 
storage capacity of the dams is frequently not met. In the last 20 year period (2080-99), low 
dam storages between 20-60% occur regularly at the end of the monsoon period. A severely 
  











































dry year at the end of the scenario run could decrease the storage in Mulshi dam to almost 
zero, if the current water management is maintained. Taking into account that the dam storage 
in October defines water availability throughout the following dry season, the scenario results 
indicate increasing difficulties in meeting agricultural, industrial, and municipal water 
demands towards the end of the century. 
Annual runoff amounts closely follow the precipitation amounts, because the catchment’s 
response to precipitation is very fast. The runoff coefficient (runoff/precipitation) gives the 
fraction of precipitation that appears as runoff, and is thus a measure of the runoff that is 
independent of changes in precipitation. A slightly decreasing trend can be observed for the 
runoff coefficient (Fig. 10). This is in agreement with a slightly increasing annual 
evapotranspiration, which is also shown in Figure 10. Thus, increased temperatures lead to 
slightly more evapotranspiration and less runoff. However, the effect is not very pronounced 
on the catchment scale, as the main part of precipitation appears as direct runoff, thus 
reducing the amount of water that is available for evapotranspiration. As the applied 
downscaling approach underestimates high temperatures, the climate change effect on 
evapotranspiration might be underestimated, particularly in the last decades of the scenario 
period. 
Fig. 10 Annual runoff coefficient and evapotranspiration from 1989 to 2099. 
 
Similar to the annual time scale, runoff closely follows the changes in precipitation on the 
monthly time scale, whereas evapotranspiration (ET) is driven by increasing temperatures and 
limited by water availability. From July to November, monthly ET in the scenario period is 
generally higher than in the baseline period (6-42%) and increases towards the end of the 
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century (Fig. 11). In January and February a different pattern can be observed: In the first 
scenario period (2020-39) ET is 31-71% higher than in the baseline period, but decreases in 
all future periods until ET is about the same level as in the baseline period in 2080-99 
(absolute difference < 3 mm). The higher temperatures in the later scenario periods lead to an 
increased potential ET. As long as water availability is sufficient, the increased potential ET 
results in higher actual ET in the first dry season months. However, the water availability 
decreases more rapidly after the end of the rainy season. Consequently, the effect of increased 
temperatures on actual ET is limited in January and February, as the higher ET rates of the 
previous month result in decreased water availability. As there is no trend in precipitation, the 
total annual water availability remains the same and annual ET is only slightly increased. 
However, the intra-annual course of ET is changed. For the hottest period, 2080-99, this effect 
is very obvious, as ET is 14-42% higher between July and December compared to the 
baseline period, but no pronounced differences can be observed in the following month 
January-March. ET amounts in April, May, and June show a slight decrease for some scenario 








Fig. 11 Average percentage change of monthly 
evapotranspiration (ET) sums for 20-year scenario periods 
in comparison to the 20-year baseline period.




































The developed downscaling approach produced consistent future weather data suitable for 
hydrologic impact studies. The approach does not require that the meteorological variables 
meet any specific statistical preconditions (e.g., normal distribution). However, it is limited to 
the measured temperature and precipitation range of the baseline period, thus limiting its 
applicability to the near future, when temperature increases are moderate. In this study, we 
found that this limitation applies particularly to the last 20-year period of the scenario from 
2080 to 2099. It is expected that the approach will yield a better performance, if 
measurements for a longer baseline period are available or if a closer match between RCM 
and measurements exists. 
Dry years in the scenario period are more frequent and drier as compared to the years in 
the baseline period. Consequently the storage capacity of the large reservoirs in the catchment 
is frequently not achieved. Low water storage levels at the beginning of the dry season have 
severe consequences for different water users. First, the drinking water supply for the city of 
Pune is affected. As the city experiences rapid growth and development, it is expected that the 
water demand will increase, which will exacerbate the imbalance of demand and supply in the 
future. Second, implications on energy production can be expected, posing a problem to the 
megacity Mumbai, which obtains energy from the hydropower plant at the largest reservoir in 
the catchment (Mulshi). Third, agriculture is affected, as it heavily relies on irrigation during 
dry season. Although only 13% of the catchment is agricultural area, and only 1.3% are 
cultivated during summer season, large sugarcane cultivations downstream of Pune rely on 
the catchment’s water resources. The year-round cultivation of sugarcane poses an additional 
challenge, as increased future temperatures will lead to an increase of irrigation water demand 
in April and May. Hence, if this cultivation is to be continued, more efficient irrigation 
techniques need to be employed. 
The increasing future temperatures will result in higher actual evapotranspiration, even 
though this effect is not as pronounced as might be expected from the increase of potential 
evapotranspiration, since actual evapotranspiration is limited by water availability, which 
remains virtually unchanged as a clear trend in future precipitation is not discernible. 
However, the intra-annual course of actual evapotranspiration in the scenario periods 
indicates an earlier decrease of water availability in the dry season, which may affect rainfed 
agriculture as well as semi-natural vegetation. 
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Land use changes are altering the hydrologic system and have potentially large impacts on 
water resources. Rapid socio-economic development drives land use transition. This is 
particularly true in the case of the rapidly developing city of Pune, India. The present study 
aims at analyzing the past land use changes between 1989 and 2009 and their impacts on the 
water balance in the Mula and Mutha Rivers catchment upstream of Pune. Land use changes 
were identified by using three multitemporal land use classifications at the beginning 
(1989/90), in the middle (2000/01), and at the end (2009/10) of the period of interest. The 
hydrologic model SWAT (Soil and Water Assessment Tool) was used to assess impacts on 
runoff and evapotranspiration. Two model runs were performed and compared using the land 
use classifications of 1989/90 and 2009/10. The main land use changes were identified as an 
increase of urban area from 5.1% to 10.1% and an increase of cropland from 9.7% to 13.5% 
of the catchment area in the 20 year period of interest. Urbanization was mainly observed in 
the eastern part and conversion to cropland in the mid-northern part of the catchment. At the 
catchment scale we found that the impacts of these land use changes upon the water balance 
cancel each other. However, at the sub-basin scale urbanization led to an increase of the 
water yield by up to 7.6%, and a similar decrease of evapotranspiration, whereas the 
increase of cropland resulted in an increase of evapotranspiration by up to 5.9%. 
 
KEYWORDS: SWAT, Land use change, Water resources, India 





Land use changes are altering the hydrologic system and have potentially large impacts on 
water resources (Stonestrom et al., 2009). Rapid socio-economic development drives land use 
transition, which includes changes of land use classes, e.g., conversion of cropland to urban 
area due to urbanization, as well as changes within classes such as a change of crops or crop 
rotations. Particularly in regions where water availability is limited, land use changes could 
result in an increase of water scarcity and thus contribute to a deterioration of living 
conditions. DeFries and Eshleman (2004) underline the importance of understanding the 
impact of land use change on water resources, which they identify as a key research topic for 
the decades ahead. 
To assess past land use changes satellite images provide valuable spatially-distributed 
information. Historic multispectral satellite images can be used to produce past land use 
classifications. However, in the absence of historic ground truth data different methods and 
data (e.g., historic topographic or land use maps) are employed to derive accurate past 
classifications (e.g., Miller et al., 2002; Seeber et al., 2010). These classifications are superior 
to commonly used freely available, global data sets (e.g., Hansen et al., 1998), as they provide 
a higher spatial resolution (30 m) and often have a higher level of detail with regard to the 
number of distinguished classes. Each land use classification is representative of the date of 
the satellite image and the phenology of the plants at this time in the year (Jensen, 2007). 
Particularly in regions with a high temporal variability in temperature (e.g., temperate and 
continental climates) or precipitation (e.g., tropical wet and dry climates), the date of the 
satellite imagery has a pronounced impact on the identifiable and distinguishable land use 
classes. In order to derive a classification, which is representative of the whole year, several 
land use classifications from different times in the year can be combined to produce one 
multitemporal land use classification (e.g., Villarreal et al., 2011; Yuan et al., 2005). By this 
means, the intra-annual differences are minimized. Thus, a series of such multitemporal land 
use classifications can be analyzed to identify the inter-annual or in the present case inter-
decadal changes over a past period of time. 
In order to assess impacts of land use change on water resources hydrologic models are 
typically employed, e.g., HBV (Bergström and Forsman, 1973; e.g., Ashagrie et al., 2006), 
MIKE-SHE (Refsgaard and Storm 1995; e.g., Im et al., 2009), SWAT, (Arnold et al., 1998; 
e.g., Fohrer et al., 2001), or WaSiM-ETH (Schulla, 1997; e.g., Niehoff et al., 2002). Models 
are particularly useful, as they can assess past as well as possible future impacts (using land 
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use scenarios). Huisman et al. (2009) employed an ensemble of ten hydrologic models (the 
four previously named and six other models) to assess the impact of land use change 
scenarios, which resulted in a range of predictions that were in general agreement with respect 
to the direction of the impact on discharge. The Soil and Water Assessment Tool (SWAT, 
Arnold et al., 1998) has proven its suitability for hydrologic impact studies (Gassman et al., 
2007) and furthermore under conditions of limited data availability (Ndomba et al., 2008; 
Stehr et al., 2008). Hence, it is a suitable model to study the impact of land use changes on 
water resources in India. 
Investigations of the effects of past land use changes on water availability have been 
carried out in many regional studies worldwide (e.g., Ghaffari et al., 2010: Iran; Im et al., 
2009: Korea; Li et al., 2009: China; Miller et al., 2002: USA). Furthermore, impacts of land 
use scenarios on the water resources have been analyzed in many other regional studies e.g., 
in Germany (Klöcking and Haberlandt, 2002; Barthel et al., 2012), Canada (Wijesekara et al., 
2012), Ethiopia (Legesse et al., 2003), and Kenya (Mango et al., 2011). 
Several investigations of land use changes and land use change impacts have been carried 
out in India. Chauhan and Nayak (2005) reported that industrial development and population 
pressure in Hazira, Gujarat, led to an increase of built-up area and a decrease in forest and 
agricultural areas between 1970 and 2002. Jayakumar and Arockiasamy (2003) have found an 
increase of cropland and a decrease of grassland and shrubland in a study on a part of the 
Eastern Ghats in South India. Deforestation between 1973 and 1995 was reported in a study 
on the southern part of the Western Ghats by Jha et al. (2000). Similarly, a study about Indian 
Himalayan catchments by Sharma et al. (2007) found a decrease of natural forest and an 
increase of agricultural land.  
Impacts of land use change on the water resources in India were mainly assessed by using 
scenario analysis. Particularly, agricultural management practices are a focus of the research 
in India: Garg et al. (2012a; 2012b) found that agricultural water interventions had a 
pronounced impact on water resources, Sharma et al. (2001) employed land use and land 
management measures that decreased the water yield significantly, and Behera and Panda 
(2006) identified critical sub-watersheds and tested best management practices to minimize 
sediment and nutrient loads. Mishra et al. (2007) analyzed the effects of land use on runoff 
and sediment yield to prioritize the construction of structural water management measures. 
Wilk and Hughes (2002) conducted a study in South India employing several land use 
scenarios, and found that only the extreme and very unlikely scenarios had a pronounced 




impact on runoff. The largest increases of runoff were found when converting forest and 
savanna to agriculture, whereas the largest decrease of runoff resulted from a conversion to 
forest in this study. Further Indian studies focus on the impact of land use change on 
groundwater (e.g., Khan et al., 2011; Ramesh, 2001; Singh, 2001).  
A comprehensive assessment of land use change impacts on water resources in an area 
with seasonally limited water availability and which is subject to rapid socio-economic 
development and population growth will provide an exemplary view on the local impacts of 
major recent developments in India. The city of Pune has experienced such rapid socio-
economic development and population growth in the recent decades. In Pune district, where 
Pune city is the largest urban and economic agglomeration, population has increased by more 
than 30% per decade between 1991 and 2011 (Government of India, 2011). It is the aim of 
this study to (i) assess the land use changes between 1989/90 and 2009/10, and (ii) analyze the 
impacts of these changes on the long-term water balance components in the Mula and Mutha 
Rivers catchment upstream of the city of Pune. 
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2. Materials and Methods 
2.1 Study area 
The meso-scale catchment of the 
Mula and the Mutha Rivers 
(2036 km²) is located in the Western 
Ghats upstream of the city of Pune, 
India (18.53° N, 73.85° E; Fig. 1). It 
is a sub-basin and source area of the 
Krishna River, which drains towards 
the east and into the Bay of Bengal. 
Its elevation ranges from 550 m in 
Pune up to 1300 m a.s.l. on the top 
ridges in the Western Ghats. The 
catchment has a tropical wet and dry 
climate, which is characterized by 
seasonal rainfall from June to 
October and low annual temperature 
variations with an annual mean of 25°C at the catchment outlet in Pune. Annual rainfall 
amounts decrease from approximately 3500 mm in the western part of the catchment to 
750 mm in the eastern part of the catchment (Gadgil, 2002; Gunnell, 1997). Land use is 
dominated by semi-natural vegetation, with forests mainly on the higher elevations in the 
west, whereas shrubland and grassland occupy lower elevations. Cropland is found mainly in 
proximity to rivers and dams, and is dominated by small fields (< 1 ha) with rain-fed 
agriculture during the monsoon season and irrigation during the dry season. Typically two 
crops per year are harvested, a Kharif (June-October) and a Rabi (November-March) crop. 
Urban area is mainly found in the eastern part of the catchment, where the city of Pune and its 
surrounding settlements are located (Wagner et al., 2012). 
2.2 Assessment of land use changes 
In order to analyze the land use changes in the study area between 1989/90 and 2009/10, 
we produced three multitemporal land use classifications for the cropping years 1989/90, 
2000/01, and 2009/10. These classifications are based on multispectral satellite data. Different 
sensors were used to cover the 20 year timespan of this study. The classifications are based on 
Landsat 5 TM data for 1989/90, on Landsat 7 ETM+ data for 2000/01, and on IRS-P6 
 
Fig. 1 Mula-Mutha catchment with the locations of river 
gauges and reservoirs. 




(Resourcesat-1) LISS-III data for 2009/10. All sensors have a similar spatial resolution of 
30 m (TM/ETM+) or 23.5 m (LISS-III), and have bands in the visible, the near infrared, and 
the short wave infrared region (Landsat TM/ETM+: 6 bands; LISS-III: 4 bands). Furthermore, 
all of these satellite sensors are commonly used to produce land use classifications 
(e.g., LISS-III: Jayakumar and Arockiasamy, 2003; Saha et al., 2005; TM: Seeber et al., 2010; 
Villarreal et al., 2011; ETM+: Peiman, 2011; Yuan et al., 2005). Due to the absence of 
mapped ground truth data for the past, different methodologies were applied for the current 
and the two historic land use classifications. 
2.2.1 Current land use classification 
For the current land use classification, ground truth data was mapped at three test sites in 
and near the study area. Field surveys were carried out during each of the two cropping 
seasons; one in September and October 2009 and another one in February and March 2010. 
Rice, wheat and sugarcane were the most important crops. Based on the field survey data, we 
confirmed the expected crop rotation of rice in rainy season and wheat in dry season. 
Sugarcane is a perennial plant. Due to their diversity and small scale patchiness, the other 
agricultural land use types were combined into a mixed cropland class. The next available 
cloud-free LISS-III satellite images corresponding to the two field surveys (30 November 
2009, 6 March 2010) were used to produce two land use classification. The satellite images 
were geometrically corrected using ground truth points. A stratified knowledge-based 
approach, employing a maximum likelihood classifier was applied as follows: for agricultural 
land use thresholds in terms of elevation (< 800 m) and slope (< 10%) were set, as cropland is 
typically located in the valleys and in proximity to rivers. Pixels classified as cropland that 
exceeded these thresholds were labeled as grassland. A majority analysis on a moving 3 x 3 
raster window was applied to remove misclassified, spatially singular pixels within 
homogenous areas (Wagner et al., 2011). Water bodies were defined using a threshold value 
for the near infrared band. The ground truth data were used to define the training areas for the 
classification and for validation of the classification results. Both classifications showed 
reasonable accuracies (Table 1).  
In order to derive a single land use map that is representative for the whole cropping year, 
the two classifications were combined by using the rules shown in Table 2. For the 
combination of two semi-natural classes priority was given to the class with a higher 
percentage of trees (e.g., if a pixel was classified as forest in one of the classifications and as 
shrubland in the other one, the pixel was assigned as forest in the combined classification). As 
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bare soil is a temporary land use, a combination of cropland and bare soil, or grassland and 
bare soil was defined as cropland or grassland, respectively. In the cases of a contradictory 
combination of sugarcane, rice, and wheat, the 2009 land uses were given priority over the 
2010 land uses, as higher user accuracies were achieved for these classes in the 2009 land use 
classification (Table 1). Areas were reclassified, where both classifications showed different 
uses and where none of the above described rules were applicable. For this reclassification 
both scenes and homogeneous ground truth information for 2009 and 2010 were used. Water 
areas were taken from the November classification corresponding to the maximum water level 
in the reservoirs. By this multitemporal assessment a classification was derived that is suitable 
























Table 1 Quality of the land use classifications in 2009/10 
assessed by using mapped ground truth data. 
  LISS-III Scene 










Forest 78.6% 91.9% 
Shrubland 45.4% 70.8% 
Grassland 68.9% 52.7% 
Bare soil 41.0% 43.7% 
Mixed cropland 27.4% 41.8% 
Rice 2009/ Wheat 2010 86.4% 31.5% 
Sugarcane 92.4% 51.0% 
Urban 89.1% 91.1% 
Table 2 Applied rules to derive a multitemporal land use 
classification for the cropping year 2009/10. 
Class Combinations Multitemporal Result 
Forest -  Shrubland Forest 
Forest -  Grassland Shrubland 
Shrubland - Grassland Shrubland 
Grassland - Bare soil Grassland 
Agricultural class - Bare soil Agricultural class 
Urban high density - Urban low density Urban high density 
Mixed cropland - Sugar or  Rice Sugar or Rice 
Sugar or Rice of 2009 - Sugar or Wheat of 2010 Sugar or Rice of 2009 
Mixed cropland 2009 - Wheat 2010 Mixed Cropland 
Equal land use Equal land use 
No rules apply New classification using 
both scenes 




Reasonable accuracy of the classification was also indicated by a comparison with the 
most recent agricultural statistics (cropping year 2007-2008) available from the Department of 
Agriculture in Pune. Statistics are provided for each season (Kharif and Rabi) and for the 
perennial plant sugarcane. An administrative area (the subdistrict Mulshi) within the 
catchment that is about half of its size was used for this comparison. As compared to the 
statistics the classification showed less sugarcane area (-12%), and less total cropping area in 
Kharif season (-39%), and in Rabi season (-8%). Reasons for the pronounced difference in 
Kharif season might be: (i) the quality of the land use statistics, which are based on sampling 
methods, (ii) rice area in the 2009 classification might be underestimated, as the satellite 
image was taken in November, when some rice fields were already harvested, and (iii) the 
compared data is based on different years. However, the good overall accuracy (79.1%) of the 
land use classification in 2009 makes it seem unlikely that the total agricultural area is 
underestimated by 39% in Kharif season. The combination of the two land use classifications 
(2009 and 2010), which both showed reasonable accuracies in the validation with mapped 
ground truth (Table 1), gives further confidence in the quality of the derived multitemporal 
classification. 
2.2.2 Historic land use classifications 
For the historic land use classifications mapped ground truth data was not available. Thus 
training areas for the forest, shrubland, grassland, and urban area classes were defined using 
topographic maps and satellite images. The topographic maps in this area date back to 
1962-1980, so that a training area was only defined as forest, shrubland, grassland or urban 
area, if topographic map and satellite image showed consistent information. In addition, the 
regional knowledge of typical locations for forest (in the western part of the catchment), 
shrubland (on the foot of the hills), and grassland (in the valleys or on the plain mountain 
plateaus) in combination with Normalized Difference Vegetation Index (NDVI) values was 
used. Cropland was identified from the satellite image, where field structures were clearly 
observable. Current agricultural fields (high NDVI) were distinguished from harvested 
agricultural fields (low NDVI). A third, intermediate agricultural class was defined, which 
had an intermediate NDVI value. Clouds and cloud shadows were visually identified and 
masked. 
Hence, the images were geometrically corrected using the previously corrected LISS-III 
satellite images. Subsequently, the same stratified knowledge-based approach (elevation and 
slope thresholds, majority analysis) with a maximum likelihood classifier was employed as in 
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the classification of the current land use classifications. The derived historic classifications 
were evaluated using the training areas which were defined above. Table 3 shows that all six 
classifications had a very good overall accuracy (92.4-98.6%) and good or better user 
accuracies (Story and Congalton, 1986) for each class (74.0-100.0%). This assessment 











Multitemporal classifications for the cropping years 1989/90, and 2000/01 were derived 
by using three classifications per cropping year (25 October 1989, 12 December 1989, 
2 March 1990, and 15 October 2000, 19 January 2001, 24 March 2001). Water areas were 
taken from the October classifications, which correspond to the maximum water level in the 
reservoirs. In all other cases, the dominant land use was used for the multitemporal 
classification (majority approach). If all classifications showed a different land use, the pixel 
was reclassified using all bands of all three satellite scenes (Table 4). The three agricultural 






In order to distinguish the major crops (sugarcane, crop rotation rice-wheat), from the 
general agricultural class in the historic land use classification, we used (i) agricultural 
statistics to derive the percentage of total cropped area for these crops, and (ii) spectral 
signatures of rice and sugarcane to derive the spatial distribution of these percentages.  
Table 3 Quality of the land use classifications in 1989/90 and 2000/01. 














Overall accuracy  95.9% 92.4% 93.0% 98.6% 96.7% 96.8% 
User’s accuracy 
Forest 98.7% 97.7% 98.4% 98.7% 99.1% 99.3% 
Shrubland 82.2% 74.0% 74.0% 95.9% 81.9% 82.3% 
Grassland 98.1% 95.9% 94.8% 99.7% 97.7% 97.2% 
Cropland 1, current 97.6% 98.4% 98.6% 95.5% 96.3% 97.1% 
Cropland 2, harvested 99.5% 74.6% 94.1% 99.7% 97.9% 94.2% 
Cropland 3, intermediate 79.7% 97.9% 77.2% 96.3% 91.9% 99.0% 
Urban 99.5% 87.0% 99.5% 100.0% 99.2% 99.6% 
Table 4 Applied rules to derive multitemporal land use classifications 
for the cropping years 1989/90 and 2000/01. 
Class Combinations Multitemporal Result 
Any two agricultural classes in at least two scenes Agricultural class 
Equal land use in two or three scenes Dominant land use 
No rules apply New classification using all scenes 




(i)  The agricultural statistics for the district of Pune indicate that both sugarcane and rice 
percentages of the total agricultural area increased between 1988/89 and 2007/08. 
A linear regression was used to derive the mean rate of this change. It was assumed 
that both sugarcane and rice percentages of the total agricultural area in the catchment 
have undergone the same linear change. Thus the change, as indicated by the 
regression, was applied to the percentages of both sugarcane and rice fields in the land 
use classification of 2009/10 (sugarcane: 9.8%, rice: 55.6%) to calculate the 
percentages for the classifications in 2000/01 (7.3%, 51.4%), and 1989/90 (4.3%, 
46.2%). 
(ii) The spectral information divergence method (Du et al., 2004) was used to identify, 
which agricultural pixels are most similar to measured plant spectra. These spectra 
were taken during the field survey in September and October 2009. To apply the 
spectral information divergence method the satellite images taken in October 1989 and 
2000 were atmospherically corrected using the MODTRAN4 based FLAASH module 
in ENVI Version 4.8 (Matthew et al., 2000). Hence, Landsat bands 1 to 4 in the visible 
and short wave infrared region were used to apply the method: A threshold value for 
each spectrum was set, which defines the minimum allowable variation between the 
pixel vector and the spectrum vector. If the threshold was exceeded, the pixel was not 
classified and thus remained mixed cropland. Threshold values used in the spectral 
information divergence method were set, so that the derived percentages of the total 
cropped area for sugarcane and rice fields in the final classification were equal to the 
percentages calculated from the agricultural statistics. The method provides a 
reasonable spatial distribution of rice fields in the mountainous, western part of the 
catchment, and of sugarcane fields in the lower regions, especially downstream of 
Pune. A majority analysis was applied to the newly distinguished crops to derive the 
final multitemporal land use classifications for the years 1989/90 and 2000/01. 
2.3 Assessment of land use change impacts on water resources 
In this study, the Soil and Water Assessment Tool (SWAT, Arnold et al., 1998) was used 
to assess the impact of land use change on water resources. In previous studies, we showed 
the suitability of SWAT to model the water fluxes in the Mula and Mutha Rivers catchment 
(Wagner et al., 2011; 2012). Since details of the model setup and parameterization are 
available in the published previous studies, we will only present a brief summary of data 
inputs and model parameterization. 
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A digital elevation model (DEM) with a spatial resolution of 30 m was derived from 
ASTER satellite data. The spatial distribution of soils was taken from the digital Soil Map of 
the World (FAO, 2003). Soil parameterization was partly adapted from a modeling study of 
the region by Immerzeel et al. (2008), and partly taken from the FAO (2003) database. 
Measured weather data for the period from 1988 to 2008 was used. The full data set of 
measured maximum and minimum temperature, humidity, solar radiation, and wind speed 
data was only available at the IMD weather station in Pune (ID 430630, 18.53° N, 73.85° E, 
559 m a.s.l.). Missing values were filled. To account for temperature differences in the 
catchment, temperature values were adjusted using adiabatic temperature gradients. The 
spatially distributed temperature records and the specific humidity measured at the weather 
station in Pune were employed to calculate spatially distributed relative humidity (Wagner et 
al., 2011). Rainfall data was available from 16 gauges within or near the study area. A 
thorough analysis of the data and of different interpolation schemes was carried out. 
Regression kriging using satellite data of the Tropical Rainfall Measuring Mission (TRMM) 
was found to be a suitable approach and hence used in this study to interpolate rainfall to a 
1 km² grid (Wagner et al., 2012). Two models were built for the land use classification of 
1989/90 and 2009/10, respectively. In order to account for the two main cropping seasons in 
the region, crop rotations were set up as follows: For the rice fields, the typical crop rotation 
(as observed in the field survey) of growing rice in the Kharif season (June to October) and 
wheat in the Rabi season (November to March) was implemented. Sugarcane is cultivated 
year-round. Mixed cropland is simulated as a mixture of the general crop classes in SWAT 
(AGRL, AGRR; Neitsch et al., 2010). The bare soil class was modeled as mixed cropland 
(50%) and grassland (50%), as it is composed of harvested fields as well as non-agricultural 
bare soils. Irrigation schemes for all of these crops were set up (Wagner et al., 2011). For the 
six major dams in the catchment (Fig. 1), a management scheme was developed, which is 
based on general management rules allowing for water storage in the rainy season and water 
release in the dry season (Wagner et al., 2011; Wagner et al., 2012). 
SWAT input parameters were either a) estimated from readily available GIS databases, or 
b) were chosen from the literature for the given site condition, or c) default model parameters 
were selected. A site specific calibration of model parameters was not applied, as the focus of 
this study is set on the impact of two different land use inputs on the water balance. This 
assessment could be biased, if a land use specific calibration was applied. Details of the model 
parameterization as well as the suitability of the model and its parameterization are given in 
Wagner et al. (2012). In the present study, the model was evaluated using the available daily 




discharge data during rainy seasons between 2001 and 2007. With both land use 
classifications good performances at the river gauges G1 and G4 (Fig. 1) judged by Nash-
Sutcliffe efficiency (NSE, Nash and Sutcliffe, 1970; G1: 0.68 to 0.69, G4: 0.67) and 
percentage bias (G1: +4% to +5%, G4: +24%) were achieved. Model performance in the 
highly managed sub-catchments G2 and G3 depends strongly on dam management.  
For the analysis of land use change impacts on the water balance components, two model 
runs were performed with measured weather data from 1988 to 2008 using the land use 
classifications for 1989/90 and for 2009/10, respectively. This delta approach is frequently 
used to assess the impact of land use changes (e.g., Ghaffari et al., 2010; Im et al., 2009; 
Miller et al., 2002). Only model parameters that were defined by the land use map were 
different in the two model setups. Therefore, the number of hydrologic response units 
(HRUs), which are unique land use – soil – slope class combinations, differed in the two 
model setups. The 2009/10 model had more HRUs (917) than the 1989/90 model (640), 
because the 2009/10 land use classification had a higher level of detail (high density urban 
area and bare soil class). Furthermore, one of the major dams that became operational in the 
year 2000, was not included in the model run for the 1989/90 land use map and was included 
as being operational during the entire 21-year model run for the 2009/10 land use. The first 
year of the model runs was used as a model spin-up phase. Thus, analysis of water resources 
was carried out by comparing the 20-year average water balance components using the model 
results for the two different land use classifications. 
 
  




3.1 Change Analysis 
The major changes within the last 20 years as indicated by the three land use maps 
(see Fig. A1, A2, and A3 in the appendix) are changes from semi-natural vegetation to 
cropland and urban area. Thus the semi-natural vegetation classes of forest, shrubland and 
grassland are combined in Figure 2. The area of semi-natural vegetation decreased from 
79.8% in 1989/90 to 74.7% in 2000/01 and 70.7% in 2009/10 (Fig. 2). Due to urbanization 
and industrial development the percentage of built-up land has increased in the region (5.1% 
in 1989/90, 8.1% in 2000/01, and 10.1% in 2009/10). Also the agricultural area has increased 
from 9.7% to 13.5% between 1989/90 and 2009/10. The district statistics do not show an 
increase in agricultural area, but in contrast show a decrease of total cropland by 11% 
between 1988/89 and 2007/08. This discrepancy may be due to the fact that the study area 
composes only 13% of the district so that different trends are possible and not contradictory. 
The percentage of catchment area covered by water increases slightly between 1989/90 
(5.3%) and 2009/10 (5.7%). 
 
 
Fig. 2 Percentage changes of land use classes between 
1989/90 and 2009/10. Percentages are shown as bars for 
each land use classification. Forest, shrubland, and 
grassland are combined to one semi-natural land use bar. 
Sugarcane, the rice-wheat crop rotation, and the mixed 



























































































The land use classification of 1989/90 was compared to the land use classification of 
2009/10 in order to identify the regions where the main changes between 1989 and 2009 
occurred. Figure 3 shows the changed and unchanged areas (43.0% and 57.0% of the 
catchment area, respectively), in which the changed areas depict the land use of the 2009/10 
classification. Only the major changes are shown, i.e., changes within the agricultural classes 
or within the urban land use classes were considered as unchanged areas. Major increases of 
urban area occurred on the fringes and to the northwest of the city of Pune. The growth 
towards the northwest follows the newly built National Highway 4 to Mumbai (clearly 
observable as a red line in sub-basin 2, Fig. 3) and covers the rapidly developing area of 
Pimpri Chinchwad. Mainly grassland (72.8%) and cropland (21.7%) are converted to urban 
area (Table 5). It should be noted that past growth of the city of Pune to the east and northeast 
is not reflected in this study, as these areas are not part of the catchment. The map indicates 
major changes to agricultural area in the valleys of the northern part of the catchment 
(sub-basins 2, 3, 4, 8, 9, 13). Mainly grassland (70.8%) and shrubland (17.1%) are converted 
to serve these purposes (Table 5). The slight increase of catchment area covered by water 
(Fig. 2) can be attributed to the construction of the Kasarsai reservoir in 1995 (sub-basin 3 in 
Fig. 3) and the expansion of the Temghar dam reservoir in the year 2000 (sub-basin 18). 
 
Fig. 3 Current land use (2009/10) of the areas that have been changed between 1989/90 and 
2009/10. Unchanged areas (57.0% of the catchment) are shown in white. 




Variations between the semi-natural classes (Fig. 2) should not be overinterpreted, as 
these classes overlap and are therefore hard to distinguish. The analysis of the changes by 
land use class between 1989/90 and 2009/10 shows that the land use changes of semi-natural 
classes are mainly intra-class changes (Table 5). The main percentage of the area that was 
changed to forest, shrubland, or grassland in 2009/10 was under semi-natural land use in 
1989/90 (forest: 92.1%, shrubland: 84.3%, grassland: 83.5%; Table 5). Thus, even though the 
changes to semi-natural classes in 2009/10 account for 27.3% of the catchment area, they 
should not be interpreted as major changes. As indicated before (Fig. 2) the main changes are 
an increase of urban area and cropland. This is also reflected in the percentage of the 
catchment area that was changed to cropland (8.2%) and to urban area (6.5%) between 
1989/90 and 2009/10 (Table 5). On the sub-basin level these changes are more pronounced, 
with up to 22.3% of the area changed to cropland in some sub-basins and up to 32.4% of the 
area changed to urban area in other sub-basins. For this reason, a focus will be set on the sub-
basin level in the following analysis of the impacts of these land use changes on the water 
resources in the study area. 
3.2 Land use change impacts 
Two 21-year model runs were performed using the multitemporal land use classifications 
of 1989/90 and 2009/10, respectively. This delta approach does not necessarily provide results 
that reflect the hydrologic observations of the past 20 years, but illustrates the impacts of the 
main changes on the hydrologic components (Miller et al., 2002). On the catchment scale the 
positive and negative impacts cancel each other, so that differences in the long-term water 
Table 5 Information on the changed areas (43.0% of the catchment): i) Distribution of former land use 
(1989/90) of areas converted into the current land use (2009/10) for each class. ii) Area changed into the 
current land use class as percentage of the catchment area. iii) Net change per land use class between 
1989/90 and 2009/10 as percentage of the catchment area (2009/10 bare soil class was split and added to 
cropland and grassland for this assessment). 
 Land use in 2009/10 





Land use in 
1989/90 
Forest 0.0% 24.5% 4.0% 0.4% 2.1% 25.2% 2.0% 
Shrubland 75.7% 0.0% 79.5% 4.8% 17.1% 26.1% 37.9% 
Grassland 16.4% 59.8% 0.0% 72.8% 70.8% 37.2% 0.0% 
Urban 0.5% 1.8% 3.5% 0.0% 8.4% 3.0% 57.2% 
Cropland 6.5% 12.4% 12.8% 21.7% 0.0% 8.5% 0.0% 
Water 0.9% 1.4% 0.2% 0.3% 1.6% 0.0% 2.9% 
ii) Changed area with 2009/10 
land use as percentage of the 
catchment area 
8.4% 11.9% 7.0% 6.5% 8.2% 0.8% 0.3% 
iii) Net change per land use 
class between 1989/90 and 
2009/10 
+4.8% -2.1% -11.9% +5.1% +3.7% +0.3%    –   




balance components are smaller than 3 mm. However, more pronounced changes are 
discernible on the sub-basin level. Figures 4 and 5 show the percentage change of 
evapotranspiration (ET) and water yield per sub-basin. A major decrease of ET is obvious in 
the eastern part of the catchment (-0.8% to -8.1%). Main increases (> 4.5%) can be observed 
in the mid-northern part (sub-basins 2 and 3) and in one small sub-basin (14) in the Western 
Ghats. In order to relate these changes in ET to the changes in land use, the changes in each 
land use class for each sub-basin are assessed as the difference between the area under this 
land use in 2009/10 and 1989/90 expressed as percentage of the sub-basin area. The 
percentages of changed cropland and urban area, which were previously identified as the 
major land use changes in the catchment, are shown for each sub-basin in Figures 4 and 5. 
As indicated by significant correlations (p-value < 0.001) and linear regression analysis 
(Fig. 6), the changes in ET can be attributed to changes of cropland (R²=0.46) and urban land 
(R²=0.48). Figure 6 shows that cropland and ET are positively correlated, whereas urban land 
and ET have a negative correlation. It is clearly shown that the change of urban land can 
explain the decrease of ET but not its increase (Fig. 6B). The other land uses do not show a 
correlation at the 0.1% significance level. 
Figure 5 shows the impact of land use changes on runoff as a percentage change of the 
water yield within each sub-basin. The most pronounced increase in water yield (> 3.5%) was 
found in the eastern sub-basins (4, 5, 6, 12, and 17). The increase in water yield was less 
pronounced in the adjacent sub-basins towards the west. No increase or only slight increases 
were detected in the western part of the catchment. The major driver of the increase in water 
yield is the change of urban area (R²=0.63). The positive correlation (Fig. 7A) of change in 
urban land and in water yield is highly significant (p-value < 0.001). Correlations with other 
land use changes did not yield a relationship at this significance level. However, since mainly 
grassland is converted to urban land, the change in grassland shows a negative correlation 
with the change in water yield, which is significant at the 0.5% significance level. The sub-
basin size does not yield a significant relationship with the increase in water yield (Fig. 7B). 
Obviously, land use changes are more important than sub-basin size with regard to the impact 
on the water yield. However Fig. 7B indicates that the potential response to land use changes 
is larger in smaller sub-basins, as the range of the impacts on water yield is larger for the sub-
basins smaller than 100 km², and decreases with an increase of the size of the sub-basin. 




Fig. 4 Change in evapotranspiration (ET) per sub-basin and changed cropland and urban area as 
percentage of sub-basin area between 1989/90 and 2009/10. 
 
 
Fig. 5 Change in water yield per sub-basin and changed cropland and urban area as percentage of 
sub-basin area between 1989/90 and 2009/10. 
 




The shown relationships are reflected in the spatial patterns of the changes in ET (Fig. 4) 
and water yield (Fig. 5). In the eastern part of the catchment an increase of urban area can be 
observed, whereas cropland decreases or increases only slightly (Fig. 3, Fig. 4). In these 
eastern sub-basins water yield increases (Fig. 5) whereas ET decreases (Fig. 4). Larger 
increases of cropland (9% to 18% of the sub-basin area) are apparent in the mid-northern part 
of the catchment, which often result in increased ET in these sub-basins. Water yield 
increases slightly in these sub-basins. The increase of ET can be attributed to the irrigation of 
crops in dry season. Between December and May increased irrigation water use and water 
withdrawal from the rivers can be observed in sub-basins with an increase of irrigated 
cropland (e.g., sub-basin 2). Thus ET increases in these sub-basins. However, as river water is 
used, this does not necessarily have a negative impact on the water yield within the sub-basin 
itself. On the contrary, irrigation water that is taken from the river contributes to a slight 
increase of the water yield within the sub-basin. For sub-basins that are downstream of other 
sub-basins and experience an increase in cropland this explains why ET and runoff increase at 
the same time (e.g., sub-basins 2, 11, 16). However, some sub-basins that do not have inflow 
from upstream sub-basins also show an increase in ET and water yield (e.g., sub-basins 1, 18, 
24). This is because of a decrease of the storage in these sub-basins between 1989/90 and 
2009/10. 
In some sub-basins the opposing effects of an increase in water yield due to an increase of 
urban area and an increase in ET due to an increase in cropland cancel each other out 
(e.g., sub-basins 7, 13). However in sub-basin 6, where the percentage of changed urban area 
is positive and the percentage of changed cropland is negative, both land use changes lead to a 

















Fig. 6 Change in evapotranspiration explained by the percentage of changed cropland (A) and changed urban 
area (B) in each sub-basin.  
 
 
Fig. 7 Change in water yield and its relation to the percentage of changed urban area in each sub-basin (A) 
and to the size of the sub-basins (B).  
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The produced land use classifications have an agreeable accuracy and hence the major 
land use changes in the study area were accurately identified. However, unlikely changes 
from urban area to cropland have been observed in the present study (Table 5). These may 
result from a) a misclassification of cropland in the 2009/10 classification or b) misclassified 
urban area in the 1989/90. However, these comprise only 8.4% of the catchment area that was 
changed to cropland (8.2% of the catchment, Table 5) and indicate therefore a small, 
acceptable uncertainty of the method.  
Similarly, the changes within the semi-natural class between forest, shrubland, and 
grassland may be attributed to the applied methodology. The three satellite images for the 
historic land use classifications 1989/90 and 2000/01 were not taken at the same time of the 
year (Table 3), due to the availability of cloud-free scenes. Classification differences can be 
attributed to different phenological states of the plants. Although multitemporal approaches 
generally help to minimize these problems (e.g., Oetter et al., 2000; Wolter et al., 1995; Yuan 
et al., 2005), it is obvious that the different dates of the satellite had an impact on the 
classification. This is particularly true for the semi-natural classes which depend on the 
natural water availability that constantly declines during dry season. As the month of the 
second scene in the 1989/90 and 2000/01 classification differ (December 1989, January 
2001), the time gap probably had an impact on the classification of the shrubland class, which 
was 28% of the catchment area in 1989/90 and only 22% in 2000/01.  
For the 2009/10 classification a different methodology was applied to produce a 
multitemporal classification as the majority approach is not applicable when combining two 
land use classifications. Therefore, different rules were applied to derive the multitemporal 
land use classes. With regard to the semi-natural classes these rules gave priority to the class 
with a higher percentage of trees. This might have led to a higher percentage of forest and a 
smaller percentage of grassland in the 2009/10 classification as compared to the historic land 
use classifications. The semi-natural classes are a continuum and therefore generally hard to 
distinguish. With the data that was available to this study, it seems unlikely to derive very 
accurate estimates of intra-class changes. However, the general decrease of semi-natural land 
is a reliable result of this study. 
The location of the main land use changes (increase of urban area and increase of 
cropland) in the catchment suggests that urbanization causes a relocation of cropland from the 
former city fringes to the nearest possible location. An expansion of urban area was mainly 
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found at the fringes and in the northwest of the city of Pune (Fig. 3). In these areas cropland 
either decreased or increased only slightly (Fig. 4). The pronounced increase of cropland in 
the mid-northern part of the catchment (Fig. 3, Fig. 4), might be in part, a result of the 
urbanization process. As cropland is converted to urban area on the city fringes, arable 
grassland in the valleys of the Western Ghats is converted to cropland. It is reasonable that 
this relocation of cropland can be observed towards the west, as water availability increases 
there. The fact that cropland mainly increases in the northern part of the catchment may be 
due to better accessibility (e.g., highway) and a higher potential of arable land. The valleys in 
the southern part of the catchment are either covered with reservoirs or are very small and 
therefore not suitable for a major conversion to cropland. 
The increase of the water yield and decrease in evapotranspiration due to an increase of 
built-up area (Fig. 6B, Fig. 7A) was also found in other studies (e.g., Im et al., 2009; 
Wijesekara et al., 2012). However, these impacts on water yield and evapotranspiration 
appear to be not very pronounced (< 8.1%) as compared to the rate of urbanization. This is 
possibly due to the monsoon dominated rainfall in the catchment. Heavy rains rapidly exceed 
the infiltration capacity of the soil and thus lead to Hortonian surface runoff. Therefore runoff 
on non-paved surfaces differs only slightly from runoff on paved surfaces, which is indicated 
by our results. Moreover, Du et al. (2012) found that the impact of urbanization on annual 
runoff is smaller as compared to its impact on floods. In particular, smaller floods are more 
affected than larger floods by an increase of impervious area (Du et al., 2012). 
It has to be noted that a part of the increase of the water yield caused by urbanization 
results from conversion to high density urban area. High and medium urban density were not 
distinguished in the 1989/90 classification, as the total built-up land was significantly smaller 
as in 2009/10. Hence, the observed change in water yield is in part a consequence of the 
higher level of detail of the 2009/10 land use classification. In order to assess the impact of 
the distinguished high density area, the model was run for the land use of 2009/10 combining 
the two urban land use classes to one medium density class. A comparison with the previous 
results indicates that the higher urban density setup had a pronounced impact in sub-basin 17, 
which includes the inner city of Pune, and where half of the percentage change in water yield 
(3.9%) can be attributed to the high urban density setup. However, in the majority of the sub-
basins (20) no effect or only a small effect on the water yield (accounting for less than 
0.15%), and only a slight effect in the sub-basins 4, 5, 6, and 20 (accounting for 1.0%, 0.9%, 
0.3% and 0.5%, respectively) can be observed. It should be taken into consideration that 




urbanization can include an increased sealing of surfaces, which is possibly overestimated in 
case of sub-basin 17, but seems reasonable for the other sub-basins. The current assessment 
provides evidence that this process leads to an increase of the water yield. 
It is well known that impacts on the annual water balance of a catchment are relatively 
small due to compensating effects in a catchment (e.g., Fohrer et al., 2001). In a large scale 
study on the Meuse River basin, Ashagrie et al. (2006) conclude that the overall impact of 
land use changes was too small to be detected. Wilk and Hughes (2002) argue that the 
complexity of large river basins could mask many of the impacts of land use changes that 
have been identified on smaller scales. Similarly, the FAO (2002) suggests that impacts of 
land use on hydrology can be studied best in small basins (< 1000 km²). In this study, this 
effect is underlined by the fact that impacts on the water balance cancel out on the catchment 
scale, whereas they are observable on the sub-basin scale, and are more pronounced in the 
smaller sub-basins (e.g., impact on ET in sub-basins 6, 11, 14, Fig 4; higher impacts on the 
water yield in smaller sub-basins, Fig. 7B). 
 
  




Multitemporal land use classifications derived from multispectral satellite data provide 
suitable data to assess past land use changes. In the present study, urbanization was identified 
as the main driver of change in the study area. Urbanization has resulted in a shift of cropland 
towards the west, specifically into the valleys of the Western Ghats. As the rapid growth of 
the city of Pune is expected to progress, it can be expected that further urbanization will 
probably reduce the cropland in the study area, as a further shift towards the west is not 
possible (deforestation of the biodiversity-rich Western Ghats is unlikely). Thus, an increased 
demand for food due to population growth and a decreased supply of food due to decreased 
cropland will be a negative consequence of this development. 
Our results regarding the water balance indicate that ongoing urbanization will result in 
less evapotranspiration and more runoff. In the mean annual water balance, this effect was 
balanced by an increase of cropland in some areas of the catchment. However, the annual 
course of runoff was changed, as urbanization resulted in more runoff in rainy season, 
whereas increased irrigation water withdrawal from the rivers led to less runoff in dry season. 
This change in runoff affects the downstream population, irrigation agriculture, and 
industries, all of whom rely heavily on the water supplied from the Mula and Mutha Rivers 
catchment. The loss of these resources for downstream water users could be prevented by 
storing the increased runoff in downstream reservoirs (e.g., in the Ujani dam). However, 
water users between Pune and the Ujani dam (about 100 km distance) would be affected by a 
decrease of runoff from the catchment in dry season. Beyond these implications for water 
quantity, further urbanization will obviously have negative effects on water quality (e.g., due 
to increased sewage water and industrial waste water). 
The increase of the water yield was relatively moderate on the sub-basin level. On the one 
hand further urbanization towards the west may lead to more pronounced impacts (e.g., higher 
peak discharges, flooding) as the western part of the catchment receives significantly more 
precipitation than the eastern part. On the other hand, these impacts might be less pronounced 
as heavy rains rapidly exceed the infiltration capacity of the soil and thus seal the surface, 
resulting in the same effect on runoff as paved areas. Possibly, as indicated by Du et al. 
(2012), smaller floods may be affected by these changes. An analysis of future land use 
scenarios and their impacts on the water resources would shed light on the impacts of further 
urbanization in the Western Ghats.   
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Multitemporal land use classifications of 1989/90, 2000/01, and 2009/10. See Figures A1, 
A2, and A3, respectively. 
 
 
Fig. A1 Multitemporal land use classification 1989/90. 








Fig. A3 Multitemporal land use classification 2009/10. 
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6 Summary of Results and Conclusions 
 
 
The impacts of climate change and land use change on the water resources of the Mula 
and Mutha Rivers catchment (2036 km²) upstream of Pune, India, were analyzed in this 
thesis. The study area experiences seasonally limited water availability, rapid socio-economic 
development, and population growth. Thus, it represents characteristics of many regions in 
India, including the increasing pressure on the water resources. By using generally available 
data, local data, field measurements (field surveys, spectral measurements), and expert 
knowledge in a hydrologic modeling approach, impacts of climate change and past land use 
change on the water resources were analyzed. The developed methodology is transferable to 
other data scarce regions. Furthermore, the results indicate the major consequences of global 
change impacts in a monsoon-driven environment and thus allow for the development of 
water management adaptation and mitigation strategies. 
6.1 Use of generally available data for hydrologic modeling 
It was found that the Soil and Water Assessment Tool (SWAT) is suitable to simulate 
water fluxes in the studied monsoon-driven environment. A good representation of the 
catchment was achieved by using model parameters that were either estimated from GIS 
databases, were chosen from the literature, or else default model parameters were selected. 
However, necessary adaptations had to be made with regard to forest growth, setup of 
regional specific crop rotations, and water management schemes of major dams in the 
catchment. Regional knowledge and generally applicable principles (e.g., elevation 
dependence of temperature) are of particular value in data scarce regions as they can be used 
to preprocess and increase the quality and spatial representation of the input data. Satellite 
data was used to produce land use classifications, improve the forest parameterization, and to 
determine the spatial extension of the reservoirs for dam parameterization. Expert knowledge 
was employed to improve land use classifications by using thresholds for cropland, which is 
typically found below an elevation of 800 m and is unlikely on slopes greater than 10%. 
Based on only one point measurement, temperature and humidity values were calculated for 
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each sub-basin using the elevation dependence of temperature. Furthermore, a dam 
management scheme based on storage of water in rainy season and release of water in dry 
season was developed, which led to a pronounced increase in model performance. However, a 
multiple-site validation of the model with measured runoff indicated that the model 
performance varied in the different parts of the catchment. These shortcomings were primarily 
attributed to an insufficient representation of rainfall by the model. The use of only four rain 
gauges was not sufficient to achieve an accurate spatial representation of rainfall in all parts of 
the catchment. Particularly in the mountainous headwater sub-catchments, more rainfall 
measurements and suitable interpolation methods were needed to provide an accurate 
representation of the spatially variable rainfall input. 
6.2 Suitable interpolation methods for rainfall in data scarce regions 
Consequently, rainfall measurements from 16 gauges within or close to the catchment 
were employed and seven interpolation methods that differed in complexity and use of 
secondary information were tested. Spatial interpolation methods can significantly improve 
the spatial representation of input data for a hydrologic model. In the study area, the 
interpolation of rainfall had a pronounced impact on the accuracy of the catchment model. 
Particularly, the methods that used additional information from covariates were successful. 
Due to the catchments location in the downwind area of the Western Ghats, it was found that 
the frequently used covariate elevation was not suitable for rainfall interpolation in this study. 
The rain shadow of the main orographic barrier in the region, the Western Ghats escarpment, 
caused a general decrease of rainfall in the catchment from west to east. This decrease 
depends upon the distance from the escarpment rather than upon the difference in elevation. 
By correlating rainfall amounts to the distance in wind direction from the escarpment this 
relationship was empirically proven. Although the main prevalent climatic conditions are 
represented by this relationship, smaller scale variability cannot be addressed by this method. 
Satellite data such as a mean annual rainfall pattern derived from observations of the Tropical 
Rainfall Measuring Mission (TRMM) can provide such detail. Using the TRMM pattern as a 
covariate provided superior results as compared to the empiric relationship of distance in wind 
direction from the escarpment. Furthermore, the TRMM based interpolation methods are 
transferable to other regions within the range of the TRMM observations (38° S to 38° N). 
The applied geostatistical interpolation methods were modified to make them applicable with 
sparse input data. To this end, a monthly pooling approach was employed. Moreover, 
geostatistical methods have the advantage that they provide additional information, e.g., 




semivariograms show the spatial autocorrelation of rainfall. However, our results indicate that 
less computational intensive methods that make use of covariates (Regression-inverse 
distance weighting) yield good results as well.  
It was found that the commonly used cross-validation of interpolation methods is not 
sufficient to identify the most suitable interpolation method in data scares regions. Additional 
evidence that provides a measure of the spatial accuracy of the derived rainfall distribution is 
needed. Hydrologic models can be used to produce such evidence. Modeled runoff temporally 
and spatially integrates rainfall and can thus be used for a comparison with measured runoff. 
This provides a spatially integrative evaluation of the accuracy of the spatial rainfall 
distribution. 
The most suitable interpolation method (regression kriging) indicated a good model 
performance on a daily time step using the available discharge data during rainy season. In the 
two sub-catchments that were less influenced by dam management the Nash-Sutcliffe 
efficiency was 0.68 and 0.67 and percentage bias was +4% and +24%, respectively. It has to 
be noted that this performance was achieved without accounting for an uncertainty range in 
runoff measurements, which would possibly have led to an even better evaluation of the 
model. Also, the model parameters were estimated based on measurements and generally 
available data. While a calibration of model parameters based on the comparison of modeled 
and measured runoff would possibly yield better model performance, it would also lead to a 
bias of the impact analysis. Thus a calibration of model parameters was not performed. 
Hence, a transferable methodology for hydrologic modeling in data scarce regions was 
developed that yields good model results. 
6.3 Climate change impacts on water resources 
A new downscaling approach was developed to link coarse data from a regional climate 
model to the catchment scale. This approach rearranges meteorological measurements from 
the baseline period according to the regional climate model data. By this means the 
interdependence of different climate variables is preserved, a consistent weather input is 
provided to the model, and the development of the climate variables in the regional climate 
model is reflected in the downscaled scenario data. The approach substitutes each scenario 
week by a best matching baseline week. The best match is determined in terms of temperature 
and rainfall similarity. The method is limited by the range of the values of the climate 
variables in the baseline period. If scenario temperatures exceed the temperature range of the 
baseline period it is more difficult to find a good match. The method is therefore more 
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suitable for the near future, whereas the later and hotter periods are underestimated. Hence, 
the impacts on the water resources were also underestimated at the end of the scenario period. 
However, it is expected that this approach will yield a better performance if measurements for 
a longer baseline period (with a larger range of temperature values) are available or if a closer 
match between regional climate model and measurements exists. This closer match can be 
realized in the future if the spatial resolution of regional climate models is increased. 
Regional climate model data based on IPCC emission scenario A1B was used as an input 
to the developed downscaling technique. The hydrologic model was run with the rearranged 
weather data for the scenario period from 2020 to 2099. The climate change scenario 
indicated a temperature increase that led to higher annual evapotranspiration in the study area. 
However, the increase of actual evapotranspiration was not as pronounced as might be 
expected from the increase of potential evapotranspiration. This was due to the virtually 
unchanged water availability (no clear trend in future rainfall was discernible) that limited 
actual evapotranspiration. However, the intra-annual course of actual evapotranspiration 
indicated an earlier decrease of water availability in the dry season. Obviously, this temporal 
shift in water availability will affect agriculture as well as semi-natural vegetation. 
It was also found that the more frequent and more extreme dry years had a pronounced 
impact on the storage capacity of the dams, which was frequently not met in the scenario 
period. The water storages at the end of the rainy season define water availability throughout 
the dry season. Thus, low water storages have severe consequences for different water users. 
First, the drinking water supply of the city of Pune is affected. Second, implications on energy 
production can be expected, posing a problem to the megacity Mumbai, which obtains energy 
from the hydropower plant at the largest reservoir in the catchment. Third, irrigation 
agriculture depends on the water storage in the reservoirs. It is likely that even more irrigation 
water is needed due to the increased temperatures and earlier decrease of water availability in 
dry season. This will make it more difficult to meet the irrigation water demand in dry years. 
Thus, an adaptation of water management including prioritizing water supply from reservoirs 
to different water users and more efficient irrigation techniques are needed to mitigate these 
impacts. 
The analysis of climate change impacts was based on a single regional climate model. The 
developed downscaling technique is feasible for an application with other climate models. 
Using an ensemble of climate models or model realizations would increase the confidence in 
the probability and magnitude of the observed impacts. However, the reactions to the climate 




change scenario were illustrated by the presented exemplary assessment. The vulnerability of 
the catchment to more frequent and more severe dry years and the earlier decrease of water 
availability in dry seasons as a result of increasing temperature are generally valid findings. 
6.4 Land use change impacts on water resources 
The analysis of land use changes within the last 20 years in the study area indicated an 
increase of cropland from 9.7% to 13.5% and an increase of urban area from 5.1% to 10.1% 
of the catchment area. Semi-natural vegetation (forest, shrubland, and grassland) decreased 
from 79.8% to 70.7%. The applied methodology using multitemporal multispectral satellite 
data on a decadal basis in combination with ground truth measurements (field surveys and 
spectral measurements) was suitable to derive the temporal course and spatial distribution of 
the land use change within the past two decades. The locations of these changes suggest that a 
relocation of cropland has taken place, caused by ongoing urbanization and conversion of 
arable land to built-up area in the eastern part of the catchment. Cropland was relocated to 
more remote places in the western part of the catchment. It is likely that urbanization will 
continue, due to ongoing socio-economic development and population growth. However, a 
further increase of agricultural land seems unlikely because of a lack of suitable land. 
With regard to the impacts of these changes on the water balance it was found that the 
negative and positive impacts cancel each other out in a long term average on the catchment 
level. An analysis on the sub-basin level revealed that urbanization led to an increase in runoff 
whereas an increase in cropland resulted in more evapotranspiration due to the increased use 
of irrigation water. Particularly in the dry season, irrigation agriculture resulted in increased 
water use and withdrawal from the rivers. These impacts lead to more runoff in rainy season 
(due to urbanization) and to less runoff in dry season (due to irrigation water use). Hence, 
downstream water users have more water when water availability is sufficient and less water 
when water is scarce. Future urbanization will exacerbate this effect. Thus while the annual 
water availability does not change significantly, the seasonal differences will increase. 
Downstream reservoirs such as the Ujani dam (about 100 km downstream of Pune) could be 
used to mitigate the impacts of the land use changes. Water users between Pune and the Ujani 
dam would be affected, unless additional small scale water storage solutions are implemented 
(e.g., small reservoirs, ponds, tanks). While these measures could help to mitigate the impacts 
on water quantity, additional measures need to be taken to mitigate the impact of urbanization 
(e.g., increased sewage water and industrial waste water) on water quality. The impact of 
urbanization on annual runoff is relatively small as compared to its effect on flooding. 
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Particularly smaller floods are affected by urbanization. However in the study area, these 
impacts might not be as pronounced as expected from the literature, as heavy monsoon rains 
rapidly exceed the infiltration capacity of the soil and thus seal the surface, resulting in the 
same effect on runoff as paved areas. An analysis of future land use scenarios and their 
impacts on the water resources would shed light on the impact of further urbanization in the 
high rainfall areas of the Western Ghats. 
The analysis of land use changes revealed some uncertainty with regard to changes within 
the semi-natural land use class. But the general increase of cropland and urban area as well as 
the respective impacts on the water resources were very clear. As urbanization is likely to 
continue, the derived knowledge from the analysis of past changes can be used to mitigate 
likely future impacts. 
6.5 General conclusions 
In this thesis a detailed knowledge on hydrologic modeling in data scarce regions and 
impacts of global change on water resources was acquired. In order to adapt a semi-
distributed hydrologic model to the study area, suitable data preprocessing methods were 
developed, and model modifications were implemented. Hence, the model was used to 
analyze major impacts of climate change and past land use changes on the water resources in 
the study area. 
It was found that generally available datasets (e.g., DEM, soil map, and satellite images) 
provide useful information. However, these data have to be combined with locally available 
data and knowledge (e.g., rainfall data, runoff data, topographic maps, field measurements, 
local expert knowledge) in order to derive a suitable representation of the study area. 
A thorough data analysis, including quality checks and gap filling has to be applied. This is 
important to make sure that the “garbage in, garbage out” principle (Beven, 2001) does not 
apply, particularly if sparse input data are used. The spatial representation of rainfall was 
important because it had a major impact on the model performance. A methodology was 
developed that combines generally available data with locally available data. In this context, 
the use of remote sensing data (DEM, land use classifications, covariate for rainfall 
interpolation, derivation of model parameters) for hydrologic modeling was very clear in this 
thesis. Particularly, the TRMM based rainfall pattern that was used as a covariate for rainfall 
interpolation will be useful in future studies. The methodology is transferable to other data 
scarce tropical and sub-tropical regions. It may be adopted for predictions in ungauged basins 




and therefore contributes to the research aims of the decadal initiative (2003-2012) of the 
International Association of Hydrological Sciences on this topic. 
The knowledge of the study area was enhanced, by building a hydrologic model for the 
studied catchment. Rainfall characteristics were identified, past land use changes - which are 
likely to continue in the future - were assessed, and a possible future climate for the 
21st century was calculated by downscaling a climate scenario to the catchment scale. It was 
thus analyzed how the catchment’s hydrology reacts to global change impacts. More frequent 
dry years will limit water availability in the dry season and temperature increases will result in 
an earlier decrease of water availability in the dry season. The major land use changes in the 
catchment were urbanization and an increase of cropland. While urbanization led to an 
increase in runoff in rainy season, the increase of cropland resulted in a decrease of runoff and 
an increase of evapotranspiration in dry season. Thus, the combined impact of climate change 
and land use change would particularly affect water availability in dry season, so that water 
scarcity would become more severe in a time of the year when water availability is already 
limited.  
The catchment experiences socio-economic development, population growth and 
seasonally limited water availability like many other regions in India. However, the area is 
relatively water rich, which is a major difference when compared to other regions. 
Additionally, the large reservoirs in the catchment allow for the ability to manage water 
supply in the catchment. Thus, if suitable mitigation strategies are developed and water 
management is adapted, it is likely that major impacts on the water resources can be 
mitigated. Many other Indian regions which have less water resources and which are 
dependent on upstream regions have fewer opportunities to mitigate the impacts of global 
change. 
As the catchment is relatively water rich it supplies water to water users outside the 
catchment. These are mainly downstream water users, since the river drains towards the east, 
crosses the dry Deccan Plateau (and thus the entire Indian subcontinent) until it drains into the 
Bay of Bengal. Furthermore, the largest reservoir in the catchment serves for power 
generation for the megacity Mumbai. As the hydropower plant uses the elevation difference at 
the Western Ghats escarpment, the water drains towards the west and is therefore lost for 
further use in the catchment or by water users downstream of Pune. Thus, these water users 
are also affected by the impacts on the catchment’s water resources. In the assessment of past 
land use change impacts, the impacts on the annual water balance cancel out on the catchment 
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level. However, the changes result in more runoff in rainy season (due to urbanization) and 
less runoff in dry season (due to irrigation water use) so that water is supplied to downstream 
water users at different, less favorable times. This effect can be balanced by storing the water 
downstream of the catchment. Either existing large reservoirs (Ujani dam) or the construction 
of smaller reservoirs, ponds, or water tanks can be used for this purpose. Additional measures 
need to be taken to mitigate the impact of further urbanization on water quality. Climate 
change effects such as the higher frequency of dry years similarly affect water users outside 
the catchment. Particularly the impacts on the water storage in the Mulshi dam will affect 
electricity supply to Mumbai. Therefore, future mitigation strategies will have to balance and 
prioritize the supply of water to different water users inside and outside of the catchment. This 
is obviously a challenging future research question. 
With regard to future research, it would be beneficial to couple hydrologic and socio-
economic models so that an integrative assessment of water availability and demand is 
possible. Such integrative modeling approaches could be used to develop and test water 
management strategies, which are suitable to mitigate the effects of global change on the 
water resources. Since the developed methodology is transferable to other regions, it would be 
worthwhile to apply it to other regions, e.g., regions with even less data. This transfer would 
indicate if additional preprocessing measures or local measurements are necessary to cover up 
for missing data. Generally, additional data is useful to improve models. Regarding the 
hydrologic model for the Mula and Mutha Rivers catchment, the most promising 
improvements may be expected from i) additional measurements of runoff in an unmanaged 
sub-catchment and of rainfall on the top ridges of the Western Ghats, and ii) more detailed 
information on reservoir discharge. The developed downscaling method can be used with 
other regional climate models to assess the probability of future climate changes in the study 
area. This would increase the confidence in the probability and in the magnitude of the 
expected climate change impacts. Furthermore, the development of future land use scenarios 
based on the analyzed past land use changes would allow for a spatially distributed analysis of 
future land use change impacts. A scenario assessment that includes the combined effects of 
climate change and land use change on the water resources would be of particular interest for 
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