ABSTRACT
INTRODUCTION
In eukaryotic cell, the study of regulatory processes is complicated by the combinatorial nature of gene-expression regulation: multiple transcription factors (TFs) are required for transcriptional activation; thus, a single promoter contains a number of TF binding sites (TFBS), together comprising a 'combinatorial lock' responding to the 'composite key' of TFs.
Gene-expression clustering is a well-established procedure; however, clustering can also be performed on other types of data to obtain interrelated gene sets. The principal assumption of this paper is that unsupervised clustering of genes both on the basis of similar expression and on the basis of similar cis-element composition in their promoters should assemble coregulated groups of genes. Intersection of these two types of gene clusterings, thus, should identify transcriptional modules (TMs), i.e. particular groups of genes regulated by specific constellations of transcription factors.
There have been several definitions of TMs in the literature. In this work we denote TM as a group of genes with similar expression patterns regulated by a group of TFs. Recent years have seen an explosion of the TM field with almost 40 papers published from 2001 to mid-2004 (selected list: Bar-Joseph et al., 2003; Bergmann et al., 2004; Berman et al., 2002; Beyer et al., 2004; Grad et al., 2004; Halfon et al., 2002; Hannenhalli and Levy, 2002; Ihmels et al., 2002; Lapidot and Pilpel, 2003; Lifanov et al., 2003; Makeev et al., 2003; Manke et al., 2003; Nelander et al., 2003; Pilpel et al., 2001; Rajewsky et al., 2002; Rebeiz et al., 2002; Roven and Bussemaker, 2003; Schroeder et al., 2004; Segal et al., 2004; Sharan et al., 2004; Simonis et al., 2004; Sinha et al., 2004; Sudarsanam et al., 2002; Tanay et al., 2004; Thompson et al., 2004; Vadigepalli et al., 2003; Wang et al., 2002; Werner, 2001; Wolff et al., 2003; Zhu et al., 2002) . Most of these publications describe only one set of TMs, and TMs are viewed as discrete units of transcription. There is, however, a different point of view: TMs could be regarded as the components of the continuum of biological processes in the cell. Such a view is taken in the recent publication by Barkai's group (Bergmann et al., 2004) , in which they distinguish several levels of a regulatory module tree. This notion is supported by works from, for example, Barabasi group (Ravasz et al., 2002) , where they describe hierarchical modular organization of metabolic networks. From this perspective, TMs can be viewed as continual subdivisions of regulatory processes in the cell, whereas discrete set of TMs can be regarded as slices or leaves of the module tree.
Several groups (Ihmels et al., 2004; Lee et al., 2002; Lifanov et al., 2003; Segal et al., 2003) are working on methods to combine diverse data for TM identification. An arbitrary threshold on the number and size of TMs is often fixed in these methods, e.g. 50 TMs, 10 genes in TM in Ihmels et al. (2002) and 5 genes in TMs in Bar-Joseph et al. (2003) . We set out to find a way of identifying TMs whose sizes and numbers are suggested solely by biological data rather than arbitrary thresholds. To this end we calculate the ε-value for every module size that allows reliable identification of even the smallest regulatory units consisting of two genes.
METHODS

The transcriptional regulatory unit discovery (TRUD) algorithm
Three questions must be answered for meaningful identification of TMs:
(1) How can putative TMs or significant intersections (SIs) between cisand expression clusters be identified?
(2) What are the biologically relevant numbers of cis-and expression clusters?
(3) What is the criterion for including genes in a TM?
The first task was accomplished by constructing a contingency table with rows denoting cis-element-based gene clusters, columns denoting expressionbased gene clusters and applying the adjusted (standardized) residuals (MacDonald and Gardner, 2000) 
With sufficiently large number of data points adjusted, residuals follow standard normal distribution, so the significance of the intersection can be determined. The second question of identifying biologically relevant number of cis-and expression clusters can be illustrated using the following extreme example: division of the dataset into a single expression cluster and 1000 cis-clusters or vice versa, into a single cis-cluster and 1000 expression clusters may present a similar number of SIs and a similar value of a statistical parameter showing correspondence between the clusterings (e.g. χ 2 P -value); however, either case is biologically incorrect. One of the initial assumptions of the method was that maximizing a certain correspondence parameter between the two different types of clusterings will help finding the 'best' combination of cisand expression clusters and, therefore, bring the algorithm closer to the goal of revealing the 'true' relationship between regulation and expression. As our results shown (Fig. 1) , subdivision of large intersections between cisand expression clusters results into a greater number of SIs; therefore, the overall number of SIs grows with the increase of degrees of freedom in the contingency table. This presents a 'trivial case' problem, where similarity between the datasets is maximized if each cluster contains a single gene. This trivial case indeed occurs when using target functions that measure the similarity/distance between the two datasets. All of such target functions (χ 2 , mutual information and entropy, each of these normalized in several different ways, e.g. MI normalized to maximum MI and Kullback-Leibler divergence) continued to grow with the increase in cluster numbers (data not shown). With such indefinite growth of the similarity parameter and corresponding growth in the number of SI (and, therefore, the number of TMs), it became apparent that no single combination of cis-and expression clusters shows the complete picture of gene regulation; each combination reveals a slice of hierarchy of biological processes within the cell; therefore, the single 'best' number of cis-and expression clusters does not exist. This is reminiscent of the Barabasi and Oltvai (2004) assertion that 'at present there are no objective mathematical criteria for deciding that one partition is better than another' in biological networks. It is possible, however, to identify the optimum number of cis-and expression clusters for transcriptional modules of certain size. For that purpose we settled on a combination of three parameters: significance of adjusted residuals, overall number of genes in all modules and the minimal number of genes in a TM. The minimal number of genes in a TM can be set at two, thus permitting a higher resolution than was previously reported (Bergmann et al., 2003; Ihmels et al., 2002) . In fact, this technique allows the retrieval of even single-gene modules by subtracting a set of genes included in the higher order TMs (>2 genes) Fig. 1. (A) The number of significant intersections in artificial dataset is correctly identified by TRUD. Artificial datasets resembled expression and cis-element data in the range of values and composition. Expression/binding noise was not simulated, which is why the number of SI plateaus instead of decreasing as in experimental noisy datasets. Shown are the results for 30-SI artificial dataset with a threshold of 10 for the minimum number of genes in SI. (B) The number of significant intersections in yeast ChIP-on-chip and expression datasets. Both datasets were repeatedly (10-100 times) clustered by K-means and each of the expression clusterings was intersected with each cis-clustering. Shown are the results for threshold 10 for the minimum number of genes in SI. The number of SI decreases once it reaches maximum because at the large cluster numbers K-means produces progressively smaller clusters, intersections of which fall below the minimum number of genes threshold.
from the set of all genes that show consistent change of expression. Identification of TMs, especially the small-number gene modules, however, is contingent upon knowing a complete set of TFs and their respective binding sites.
Referring to the overall number of genes in all modules is necessary because partitioning clustering algorithms produces smaller clusters with increased cluster numbers. Our method is capable of retrieving an accurate number of modules above a certain size (as shown on artificial datasets, Fig. 1A ); therefore, retrieving fewer genes at the same number of TMs signifies the point where clustering algorithm starts unnecessary 'shedding' of genes, i.e. incorrectly excluding genes from the clusters. Consequently, both TM number and gene number should be utilized to find the optimum conditions for TM retrieval. To incorporate both parameters we simply take their product. This product always gives more weight to the number of TMs because the number of genes is much greater than the number of TMs. Therefore, the parameter always shows the maximum number of genes at the maximum number of SI (TM).
To test our algorithm, attributable to an absence of a positive control dataset with known number of TMs, we constructed simulated datasets with predetermined number of SI. In all cases the algorithm correctly recognized the number and composition of SI in the control datasets (Fig. 1A ). In the yeast experimental dataset, TRUD recognized a maximum of ∼29 TMs with >10 genes in TM (Fig. 1B) .
To address the third question of finding the criterion for including genes in TM, we utilized a stochastic feature of K-means algorithm, which produces slightly different clusters every time it groups the same dataset. We used this to our advantage by running K-means multiple times and extracting consensus TM from all SIs, thus deciding on the TM composition and size in a 'democratic vote'. Moreover, a statistical significance (ε-value) can be assigned to such a consensus cluster by randomly reshuffling the assignment of the gene/intersection index for all K-means iterations and estimating how many times the modules of a given size appears in a random dataset. ε-value is defined as a ratio of the number of times a TM of size n appears in the random datasets to the number of randomizations. By increasing ε-value stringency (the number of times a given gene appears in the same intersection with another gene), even two-gene clusters can be retrieved with high statistical significance (Fig. 2) . number of cooccurrences number of cooccurrences 
TRUD summary
The algorithm consists of the following major steps:
(1) Repeated (10-100) K-means (Eisen et al., 1998) clustering of genes based on log expression and, separately, base 2 log of P-values from TF binding data (experimental or computational).
(2) Identify SI by adjusted residual analysis and construct a matrix with rows = genes, columns = cis-expression intersection index (e.g. for 10 cis-and 10 expression K-means trials, there will be 100 columns), each cell values = SI identification numbers (e.g. if analysis identified 20 SI in a dataset, all genes inside SI will get identification numbers (SIID) from 1-20, the rest of the genes will be assigned N/A instead of an ID number).
(3) Choose the 'best' combination of cis-and expression clusters by maximizing the product of the number of SI and number of genes retrieved.
(4) Randomly reshuffle assignment of SIID to genes across each column of the matrix to determine the frequency of occurrence (ε-value) of a module of size m genes in the dataset of size n genes with the number of coinciding SI indices c. For example, a module of size 8 appears randomly in the dataset of size 1750 genes with the number of coinciding SIIDs = 14 (out of 100 combinations of cis-and expression clusterings) with the frequency (ε-value) of 0.03. Or, to simplify, if 14 of 100 trials put 8 genes in the same SI, these 8 genes are considered a TM.
(5) Retrieve TMs of all sizes for a certain threshold for observed values (TOV = minimal TM size) and ε-value below a threshold. This set of TMs represents a single slice of a regulatory module tree.
(6) To reveal slices of the regulatory network repeat steps 1-4 for all TOV.
Stop if the number of TMs is greater than the number of cis-clusters and proceed to steps 5 and 6.
(7) Estimate maximum module coherence, i.e. the maximum number of K-means iterations, in which genes in the module appear in the same intersection.
(8) To reveal the endpoints (leaves) of regulatory network, brake large modules using higher ε-value stringency (up to the highest TM coherence).
RESULTS
We tested our algorithm on Saccharomyces cerevisiae cis-element and expression datasets, identifying functionally coherent TMs with high statistical significance by χ 2 analysis. We chose publicly available yeast ChIP-on-CHIP data (Lee et al., 2002) and Brown Laboratory's microarray experiments (DeRisi et al., 1997) on yeast cell cycle, sporulation and diauxic shift to serve The number of expression and cis-element clusters varied from 2 to 10 with step 2 and from 10 to 210 with step 10. The best cluster combination was calculated as described in Section 2.2. Each minimum number of genes threshold corresponds to a slice of regulatory module tree.
as our regulatory element and expression datasets. In these datasets the algorithm found the maximum number of TMs to be ∼29 with the threshold of 10 genes in TM, ∼82 TMs with >5 genes and 576 TMs with >2 genes (Table 1) .
Mapping to MIPS and GO terms
Mapping to GO and MIPS controlled vocabularies and corresponding P -values were obtained using FunSpec (Robinson et al., 2002) ( Table 2) . We found that for many genes in strongly cohesive modules GO terms were not mapped, i.e. the term was 'unknown' in all three ontologies (biological process, molecular function, cellular component). For example, in strongly cohesive (TM coherence 84%) module of 24 subtelomeric proteins, all the genes were labeled 'unknown' according to GO function. Assigning genes to TM may suggest functional annotation and GO mapping for the genes that are currently not annotated.
Comparison with previous work
Several questions should be answered when comparing transcriptional modules from different sources:
(1) Does the algorithm use the same type of data? For example, Ihmels et al. (2004) use expression data alone, whereas BarJoseph et al. (2003) and our group use combination of binding and expression data. Integration of data sources allows obtaining more biologically relevant TMs than expression clustering alone; however, owing to differences in the approaches, each integration method will obtain somewhat different TMs. For example, Ihmels et al. (2004) combine expression data and experimental conditions, whereas another group (Bar-Joseph et al., 2003) and we combine binding and expression data. These two approaches look at different levels of manifestation of gene regulation. Although combination of expression and binding data reveals the most basic relationships between transcription and Modules obtained by the same algorithm, but from different data sources could disagree because not every condition invokes every gene response and expression and binding data are noisy. This disagreement will involve mostly smaller, non-essential modules, while keeping the essential (house-keeping) modules largely intact.
Limitations of various TM identification algorithms are summarized as follows:
(1) Spatial relations between cis-elements are not taken into account. This is a limitation of all algorithms using binding and expression data for genome-wide TM identification.
(2) Number of TFBS of the same type in the promoter is not taken into account for all algorithms using ChIP data. This is somewhat compensated by using ChIP P -values instead of binary (TFBS exists/does not exist) assignment.
(3) Computational methods for cis-element identification would not be able to show 'piggyback' binding, where regulatory TF does not bind directly to DNA but rather to a DNA-binding TF.
(4) Not all cis-elements are known. This impacts all algorithms that use cis-element data.
(5) Post-translational effects are not taken into account. This impacts all algorithms that use cis-element data.
(6) Limited possibility of identifying the cis-regulatory set. This impacts all expression and condition approaches.
(7) Modules will depend on expression dataset. This impacts all algorithms.
(8) Contribution (importance) of individual genes to module composition is not assessed. This applies to all algorithms.
Network slices
Recent works by Barabasi's group (Ravasz et al., 2002 ), Barkai's group (Bergmann et al., 2004) and others reported hierarchical modular organization in biological networks. Barabasi writes that 'the hierarchical modularity indicates that modules do not have a characteristic size: the network is as likely to be partitioned into a set of clusters of 10-20 components (metabolites, genes) as into fewer, but larger modules' (Barabasi and Oltvai, 2004) . The underlining mechanism of such modularity is the combination of discrete biological processes into a coherent organismal response to the environmental conditions. In transcriptional regulatory networks, each level of hierarchy represents a number of regulatory processes or a slice through a transcriptional module tree, at the root of which is 'life' of the cell and the farthest leaves represent very specialized processes, e.g. biosynthesis of a particular amino acid. No single slice reveals the complete information about the organization of the network; on the contrary, the entire tree should be taken into consideration when describing the functioning of the cell. To make a meaningful comparison with other groups without overloading the results, we chose to retrieve modules from only a few network slices, close to the root of the tree and in the middle of the network. The modules were compared with Bergmann et al. (2004) at the highest and the lowest module coherence levels (Barkai Levels 1 and 23), Bar-Joseph et al. (2003) Gifford and Segal et al. (2004) (Table 3) . Segal et al. (2004) and Bar-Joseph et al. (2003) works did not assume hierarchical modularity, so only one network slice was available from these groups. Overall, results from every group were similar to each other with high statistical significance. On average, Barkai Level 23 was the most similar to the entire collection of modules from other groups, followed by our 'low stringency' modules (Table 4) .
The 'middle of network' results from all groups were on average least similar to Segal et al. (2004) . A closer look at the Segal's modules revealed that, for example, only two genes or 2.5% are shared between our largest ribosomal module and their 'Ribosomal and phosphate metabolism' module. In contrast, 60 of 79 genes in Bergmann et al. (2004) 'purified' ribosomal module and 30 of 52 of Bar-Joseph et al. (2003) largest ribosomal module are shared with our largest ribosomal module. Segal et al. (2004) , however, had the Group BL1 BL23 BPM G  LHS LL1  LLS  S   BL1  1267  156  38  119  72  123  89  90  BL23  3187  39  62  93  59  173  216  BPM  394  18  27  28  32  14  G  7242  186  35  134  38  LHS  7146  64  2355  41  LL1  2375  163  59  LLS  25 965  74  S  15 940 Comparison was done by χ 2 analysis, no correction for low expected values; numbers represent (− log) χ 2 P -value. The diagonal corresponds to 'self'-χ 2 , i.e. the minimum possible P -value [maximum possible (− log)] for a dataset. Barkai purified modules: yeast consensus modules obtained after comparison with six other organisms. Leyfer high stringency: TMs, obtained from intersection of 40 cis-and 50 expression clusters with E-value threshold for 2-gene modules 0.001; Leyfer low stringency: same with E-value threshold for 2-gene modules <0.01, 2-gene modules removed. Leyfer level 1: five TMs with >100 genes in TM from intersection of four cis-and 6 expression clusters. Further explanation in text. Comparison was done χ 2 analysis, no correction for low expected values. The numbers represent averages of (− log) χ 2 P -values for all groups that the one in question is compared with. Averaging was done only between results from different groups, e.g. Leyfer high stringency versus Leyfer low stringency did not contribute to the average P -values, same for Barkai's results.
best individual correspondence to the most well rounded Barkai level 23 modules.
Interesting patterns were observed when comparing individual results. As expected, our results close to the root of the module tree (Leyfer level 1, 5 modules) were most similar to Barkai level 1 results (− log P -value = 123); however, only 4 of 5 modules in each dataset had mutually significant intersections. It turned out that there was no correspondence between Barkai's level 1 mating module and any of the level 1 modules obtained in our work: Brown's group expression data that we used did not have mating as one of the conditions. At the same time, Cell cycle module in our level 1 was considerably larger than Barkai's; this could be explained by larger proportion of the experiments in Brown's expression dataset devoted to cell cycle.
Interestingly, increasing ε-value stringency significantly strengthened correspondence of our results to Gifford's and weakened to Barkai's, whereas decreasing stringency had an opposite effect. By increasing stringency our method reveals progressively smaller, 'tighter', more cohesive transcriptional units. We assumed (Pilpel et al., 2001) and plotting them in decreasing order.
that, because both Barkai's and our method take into account the hierarchical modular organization of regulatory networks, our data show network slices, whereas Gifford's modules expose the smallest possible TMs, 'leaves' of the module tree. This assumption could be true if TMs in biological networks have different cohesiveness, i.e. more or less loose association between the genes in the module. To test this hypothesis we compared module cohesiveness with expression coherence, retrieved from Pilpel et al. (2001) 'synergistic motive pairs' results. As can be seen from Figure 3 , both curves follow power law with exponent ∼(−1/2) and show almost an exact correspondence.
A number of recent works, e.g. Pilpel et al. (2001) and Cliften et al. (2003) , report varying coherence of expression clusters. Barabasi and Barkai groups state that the 'networks of all organisms exhibit a high modularity with clustering coefficient C(g) ∼ A 1/2 ' (Albert, 2002; Bergmann et al., 2004) . Power law behavior is characteristic of scale-free topology of biological networks and was described by several groups, e.g. Ravasz et al. (2002) report that the 'metabolic networks . . . are organized into many small, highly connected topologic modules that combine in a hierarchical manner into larger, less cohesive units, with their number and degree of clustering following a power law'.
Our measure of module coherence is related to both clustering coefficient and expression coherence score. Cliften et al. (2003) did a similar work using phylogenetic footprinting instead of cis-element clustering. A work by Hallinan (2004) connects hierarchical modularity with gene duplication and also uses a slightly different measure of module coherence. She observes that when partitioning the network into a small number of large modules, module coherence is small, indicating that the 'modules have more external than internal connectivity'. This corresponds to our results, where large modules close to the root of the module tree are loose and responsible for very broad biological categories (cell cycle, protein synthesis, etc.), whereas small modules close to the end of the tree are overall more coherent and in charge of more discrete biological processes.
Biological significance
An advantage of our approach is that the data by themselves, not an arbitrary assumption, dictate the number of transcriptional modules of a certain size. Clustering of genes based on cis-elements to reveal coregulation and utilizing intersection of cis-and expressionclusters to identify the TMs are novel approaches in understanding hierarchical structure of regulatory networks. In fact, our approach to TM identification is equivalent to taking slices through regulatory machinery of the cell. Cis-element-based gene clustering can also shed light on evolution of both 'paralogous' and 'orthologous' regulatory mechanisms. As recent works (Bergmann et al., 2004; Wray et al., 2003) suggest, the differences between organisms lie in regulome more than in genome. With the abundance of expression data, novel algorithms in cis-element recognition and new methods of transcriptional module identification, it is already feasible to compare humans and chimps as well as the number of other model organisms.
It is possible to trace both interspecies and intraspecies evolution of regulation by clustering of genes based on cis-elements in their promoters. The utility of this approach can be illustrated on an example of two closely related TMs, one corresponding to protein synthesis and the other to subtelomeric proteins. After clustering both cisand expression datasets into 30 clusters each, the biggest expression cluster (EC20) contained 247 genes involved in 37 various processes. The intersection of this cluster with cis-cluster 22 (CC22) contained 65 genes, out of which 63 were involved in protein synthesis. The cis-cluster CC22 contained 183 genes, mostly protein synthesis and subtelomeric proteins and in turn had two significant intersections with expression clusters EC20 and EC23. After splitting CC22 into two subclusters, the intersection between the EC20 and subcluster CC22.1 contained only ribosomal genes, whereas EC23/CC22.2 contained only subtelomeric proteins. Thus two distinct TMs, for protein synthesis genes and for subtelomeric proteins, were identified. This procedure showed relatedness and possible homology between the processes of ribosomal assembly and telomere maintenance. Indeed, both processes involve proteins that bind to nucleic acids (rRNA in ribosomal case and DNA or RNA-primer in the case of telomeres). Cis-elements regulating each TM were determined by counting the number of genes in the cis-cluster having P -value of <0.05 for this cis-element according to ChIP-on-CHIP data. If at least half of the genes were below the threshold, transcription factor for this ciselement was considered to be one of the regulators. This procedure identified a group of GAT3, PDR1, RAP1, RGM1 and YAP5 as shared between the two TMs, a group of FHL1, MET4, SFP1, SMP1 as specific for protein synthesis genes and GAL4, HAP4, MAL13 as specific for subtelomeric proteins.
Implications for drug discovery
Our approach has a number of implications for drug discovery. First, a transcriptional modules method is superior to standard expression analysis in the ability to pinpoint with high precision the set of TFs controlling a biological process. Second, it can answer a question of whether a model organism is really 'model' by determining whether regulatory elements controlling similar biological processes are the same in the model organism and human. Third, our method could be applied to any kind of disparate data; e.g. each gene mRNA stability data (presence of ARE in 3 -UTR) can be combined with cis-element data to obtain a more comprehensive understanding of expression regulation. Finally, expression coherence data, revealing the degree of association between the genes in the module, could be used as Bayesian priors in constructing biological networks and building probabilistic models of gene regulation.
