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Abstract
Matching methods are widely used for causal inference in observational studies. Among
them, nearest neighbor matching is arguably the most popular. However, nearest neighbor
matching does not generally yield an average treatment effect estimator that is
p
n-consistent
(Abadie and Imbens 2006). Are matching methods not
p
n-consistent in general? In this pa-
per, we study a recent class of matching methods that use integer programming to directly tar-
get aggregate covariate balance as opposed to finding close neighbor matches. We show that
under standard conditions these methods can yield simple estimators that are
p
n-consistent
and asymptotically optimal provided that the integer program admits a solution.
Keywords: Causal Inference; Integer Programming; Matching Methods; Observational Stud-
ies; Propensity Score
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1 Introduction
In observational studies, matching methods are widely used for causal inference. The great appeal
of matching methods lies in the transparency of their covariate adjustments. These adjustments are
an interpolation based on the available data rather than an extrapolation based on a potentially mis-
specified model (Rubin 1973, Rosenbaum 1989, Abadie and Imbens 2006). The structure of the
data after matching is also simple (often, a self-weighted sample) so that statistical inferences and
sensitivity analyses are straightforward (Rosenbaum 2002, 2010, 2017). Matching methods are
commonly used under the identification assumption of strong ignorability (Rosenbaum and Rubin
1983) or selection on observables (Imbens and Wooldridge 2009), but they are also used under the
different assumptions required by instrumental variables (e.g., Baiocchi et al. 2010) and disconti-
nuity designs (e.g., Keele et al. 2015).
While there is an extensive literature on matching methods, large sample characterizations of
matching estimators have centered around nearest neighbor matching only (Abadie and Imbens
2006, 2011). This algorithm matches each treated unit to the closest available control in terms
of a covariate distance (e.g., the Mahalanobis distance; Rubin 1973). Abadie and Imbens (2006)
showed that the resulting difference-in-means estimator is not in general
p
n-consistent for the av-
erage treatment effect. This estimator contains a bias that decreases at a rate inversely proportional
to the number of covariates being matched on. As a result, its convergence can be very slow when
matching on many covariates.
Different variants of nearest neighbor matching have been proposed to address this issue. In one
variant, Abadie and Imbens (2011) proposed a class of bias-corrected matching estimators where
the missing potential outcomes are imputed with a regression model. This imputation corrects
the bias of classical nearest neighbor matching. In another variant, Abadie and Imbens (2016)
formalized matching on the estimated propensity score. The estimated propensity score reduces
the dimension of the matching space into a single dimension. Both of these variants achieve
p
n-
consistency. However, in both cases the faster convergence rate depends on specifying correctly
the treatment or the outcome model.
In this paper, we study a recent class of optimization-based matching methods that directly
target aggregate covariate balance and do not explicitly model the treatment or the outcome. These
methods formulate the matching problem as an integer program. They optimize the number of
matched treated and control units subject to constraints that approximately balance the empirical
distributions of the covariates. We show that, under standard conditions, the resulting difference-in-
means treatment effect estimator is
p
n-consistent, asymptotically normal, and semiparametrically
efficient if the integer program admits a solution.
To perform this asymptotic analysis of matching for balance, we establish a connection between
matching and weighting, and view matching as a form of weighting for covariate balance. Exam-
ples of weighting methods for covariate balance include Hainmueller (2012), Imai and Ratkovic
(2014), Zubizarreta (2015), Chan et al. (2016), Fan et al. (2016), Zhao and Percival (2017), Athey et al.
(2018), Hirshberg and Wager (2018), Zhao (2019), andWang and Zubizarreta (2017). Since match-
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ing for covariate balance is a constrained integer program, it might not always admit a solution.
Hence we also establish sufficient conditions that guarantee the feasibility of a solution. These re-
sults show that matching for aggregate covariate balance can be asymptotically optimal when near-
est neighbor matching is not.
2 Matching for aggregate covariate balance
In this section, we describe the causal estimation problem and introduce a class of matching meth-
ods that target aggregate covariate balance. We use the potential outcomes framework for causal
inference (Neyman 1990, Rubin 1974). With binary treatments, this framework posits that the
units i = 1, . . . , N are a random sample from a population of interest. Each unit has a pair of poten-
tial outcomes {Yi(0),Yi(1)}, where Yi(1) is realized if unit i is assigned to treatment (Zi = 1) and
Yi(0) is realized if the unit is assigned to control (Zi = 0). For each unit i, we observe either Yi(0)
or Yi(1). The observed outcome writes Yi = ZiYi(1)+ (1−Zi)Yi(0).
Denote X i as the observed covariates of unit i. Given these covariates, we assume strong
ignorability of the treatment assignment (Rosenbaum and Rubin 1983):
(Yi(0),Yi(1))⊥ Zi | X i,
and
0< P(Zi = 1 | X i)< 1.
We also require that the stable unit treatment value assumption (SUTVA) holds (Rubin 1980).
The goal is to estimate the average treatment effect (ATE), µ = E[Yi(1)−Yi(0)]. We choose
this goal for notational convenience only. Our arguments for consistent and efficient estimation
of the ATE can be directly extended to the average treatment effect on the treated (ATT), µt =
E[Yi(1)−Yi(0) | Zi = 1].
We study matching methods that directly balance the empirical distributions of the observed
covariates. Examples of these methods are Zubizarreta (2012), Diamond and Sekhon (2013), and
Nikolaev et al. (2013); other related examples are Fogarty et al. (2015), Pimentel et al. (2015) and
Kallus (2016). At a high level, these methods aim to balance certain transformations of the covari-
ates that span a function space (see Wang and Zubizarreta 2017 for a discussion). We call these
matching methods matching for balance. Extending the formulation in Zubizarreta et al. (2014),
we write these methods as follows
max. M (2.1)
s.t. mi j ∈ {0,1}, i, j = 1, . . ., n, (2.2)
n∑
j=1
(1−Z j)mi j =M, ∀i ∈ {i : Zi = 1}, (2.3)
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n∑
i=1
Zimi j =M, ∀i ∈ { j : Z j = 0}, (2.4)
n∑
i=1
n∑
j=1
ZiZ jmi j =
n∑
i=1
n∑
j=1
(1−Zi)(1−Z j)mi j = 0, (2.5)∣∣∣∣∣
n∑
i=1
n∑
j=1
Zi(1−Z j)mi j[Bk(X i)−Bk(X j)]∑n
i=1
∑n
j=1 Zi(1−Z j)mi j
∣∣∣∣∣< δk, k= 1, . . . ,K , (2.6)∣∣∣∣∣
n∑
i=1
n∑
j=1
(1−Zi)Z jmi j[Bk(X i)−Bk(X j)]∑n
i=1
∑n
j=1(1−Zi)Z jmi j
∣∣∣∣∣< δk, k= 1, . . . ,K , (2.7)
where mi j is a binary decision variable that indicates whether unit i is matched to unit j (Equa-
tion (2.2)). Equation (2.3) and Equation (2.4) require each treated unit be matched to M con-
trol units, and each control unit be matched to M treated units. Equation (2.5) enforces that each
treated unit is not matched to another treated unit, nor is a control unit matched to another control;
only matches from different treatment groups are allowed. Finally, Equations (2.6) and (2.7) en-
sure that the covariate distributions of the matched treated and control units are balanced. In these
constraints, the functions Bk(·) are suitable transformations of the covariates. For example, they
can be polynomials or wavelets. Thus, Equations (2.6) and (2.7) constrain the imbalances in these
basis functions in the matched sample up to a level δk. The constant δk is a tuning parameter cho-
sen by the investigator (see Wang and Zubizarreta 2017 for a tuning algorithm for δk).
The optimization problem (2.1)–(2.7) of matching for balance finds the largest matched sam-
ple with replacement that is balanced according to the conditions specified in Equation (2.6)
and Equation (2.7). We may posit additional constraints in order to match without replacement:∑n
i=1 Zimi j ≤ 1,∀ j ∈ { j : Z j = 0}. In the asymptotic analyses below, we focus on matching with re-
placement, but these analyses can be extended to matching without replacement.
In order to estimate the ATE with matching for balance, we use a simple difference-in-means
estimator:
µˆ := 1
n
[
n∑
i=1
Zi
(
Yi−
∑m
j=1(1−Z j)mi jY j∑m
j=1(1−Z j)mi j
)
+
n∑
i=1
(1−Zi)
(∑m
j=1 Z jmi jY j∑m
j=1 Z jmi j
−Yi
)]
. (2.8)
This estimator computes the difference between each unit and its matches. For example, the
first term of Equation (2.8) is the difference between the outcome of each treated unit Yi and
the mean outcome of the units it is matched to, {Y j : mi j = 1, Z j = 0}. Analogously, the second
term is the difference between the outcome of each control unit Yi and the mean outcome of its
matches, {Y j : mi j = 1, Z j = 1}.
Using Equation (2.3) and Equation (2.4), we can rewrite this difference-in-means estimator as
µˆ= 1
n
[(
n∑
i=1
ZiYi+
n∑
j=1
∑n
i=1(1−Zi)mi j
M
Z jY j
)
−
(
n∑
i=1
(1−Zi)Yi+
n∑
j=1
∑n
i=1 Zimi j
M
(1−Z j)Y j
)]
.
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This form implies that each unit j receives weight 1(+∑n
i=1(1− Zi)mi j/M) if it is treated and
weight (1+∑n
i=1 Zimi j/M) if it is a control. Using Equation (2.3) and Equation (2.4), we can also
rewrite the covariate balance constraints in Equation (2.6) as
1∑n
i=1 Zi
∣∣∣∣∣
n∑
i=1
ZiBk(X i)−
n∑
j=1
∑n
i=1 Zimi j
M
(1−Z j)Bk(X j)
∣∣∣∣∣< δk, (2.9)
1∑n
i=1(1−Zi)
∣∣∣∣∣
n∑
i=1
(1−Zi)Bk(X i)−
n∑
j=1
∑n
i=1(1−Zi)mi j
M
Z jBk(X j)
∣∣∣∣∣< δk. (2.10)
We observe that the weights of each unit in the constraints and the ATE estimator are both functions
of its probability of being matched, namely
wT (X j)=
∑n
i=1(1−Zi)mi j
M
if X j is treated, (2.11)
wC(X j)=
∑n
i=1 Zimi j
M
if X j is control. (2.12)
We note that the numerator and denominator of the weights wT (X j) and wC(X j) must be integers
due to Equations (2.2) and (2.3). This restricts the values that the weights can take. Other than
this integer-value constraint, the integer program for matching resembles the convex optimization
problem in covariate balancing weights (Zhao 2019, Wang and Zubizarreta 2017).
This connection between matching and weighting allows us to establish the asymptotic opti-
mality of matching for balance. In the following section, we show that under suitable conditions the
above difference-in-means ATE estimator is
p
n-consistent, asymptotically normal, and semipara-
metrically efficient. We focus on the ATE for simplicity of exposition. These results readily extend
to the ATT because the integer program for the ATT is analogous to that of the ATE. The only
difference is that we only match control units to each treated unit, but not treated units to controls.
3 Large sample properties of matching for balance
In this section, we show that under standard assumptions, matching for balance is asymptotically
optimal: the resulting ATE estimator is
p
n-consistent, asymptotically normal, and semiparamet-
rically efficient.
We start with describing the assumptions required. We posit three sets of conditions on the
basis functions that we balance B(x) = (B1(x), . . . ,BK (x)), the propensity score function pi(x) =
P(Zi = 1 |X i = x), and the mean potential outcome functions E[Yi(z) |X i = x] for z ∈ {0,1}.
Assumption 1. Assume the following conditions on the basis functions B(x) = (B1(x), . . . ,BK (x))
hold. There exist constants C0,C1,C2 > 0 such that:
1. supx∈X ||B(x)||2 ≤C0K1/2, where X is the domain of the covariates X .
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2. E[B(X i)B(X i)
⊤]≤C1.
3. λmin(E[B(X i)B(X i)
⊤]) > C2, where λmin(E[B(X i)B(X i)⊤]) denotes the smallest eigenvalue
of the matrix E[B(X i)B(X i)
⊤].
Assumptions 1.1-1.3 are standard regularity conditions on the basis functions. They restrict
their magnitude via the norm of the length-K basis function vector. These conditions are stan-
dard in nonparametric sieve estimation (see Assumption 4.1.6 of Fan et al. 2016 and Assumption
2(ii) of Newey 1997). They are satisfied by many classes of basis functions including regression
spline, trigonometric polynomial, and wavelet bases (Newey 1997, Horowitz et al. 2004, Chen
2007, Belloni et al. 2015, Fan et al. 2016).
Assumption 2. Assume the following conditions on the propensity score function pi(x) = P(Zi =
1 |X i = x) hold.
1. There exists a constant C3 > 0 such that C3 <pi(x)< 1−C3.
2. There exist (λ∗
1T
)K×1, (λ∗1C)K×1 ∈Θ such that the true propensity score function pi(·) satisfies
supx∈X |1/npi(x)−B(x)⊤λ∗1T | =O(K−rpi) and supx∈X |1/n(1−pi(x))−B(x)⊤λ∗1C| =O(K−rpi),
where rpi > 1.
3. There exists a set M such that the propensity score function satisfies 1/pi(x) ∈M and 1/(1−
pi(x)) ∈M . Moreover, the set M is a set of smooth functions such that log n[](ε,M ,L2(P))≤
C4(1/ε)
1/k1 , where n[](ε,M ,L2(P)) denotes the covering number of M by ε-brackets, L2(P)
is the norm defined as ||m1(·)−m2(·)||L2(P) = E[m1(X i)−m2(X i)]2, C4 is a positive constant,
and k1 > 1/2.
Assumption 2.1 requires overlap between the treatment and control populations. This is part
of the identification assumption described in Section 2. Assumption 2.2 is a smoothness condition
on the inverse propensity score function. It requires the inverse propensity score be uniformly
approximable by the basis functions B(x)= (B1(x), . . . ,BK (x)). For example, when we choose the
basis functions to be splines or power series, this assumption is satisfied for rpi = s/d, where s is
the number of continuous derivatives of 1/pi(x) and d is the dimension of x, for x with a compact
domainX (Newey 1997). Assumption 2.3 constrains the complexity of the function class to which
the inverse propensity score function belongs. This assumption is satisfied, for example, by the
Ho¨lder class with smoothness parameter s defined on a bounded convex subset of Rd with s/d > 1
(Van Der Vaart and Wellner 1996, Fan et al. 2016). This is a key assumption that enables empirical
process techniques in establishing the consistency and asymptotic normality.
Assumption 3. Assume the following conditions on the mean potential outcome functions (Yz(x)
∆=
E[Yi(z) |X i = x]) for z ∈ {0,1}.
1. E|Yi −Y0(X i)| <∞ and E|Yi −Y1(X i)| <∞.
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2. E|µ|2 <∞, where µ= E[Yi(1)−Yi(0)] is the true average treatment effect.
3. There exist r y > 1/2 and λ∗2 such that supx∈X |Y0(x)−B(x)⊤λ∗2C| =O(K−r y) and supx∈X |Y1(x)−
B(x)⊤λ∗
2T
| =O(K−r y).
4. The potential outcome functions satisfyY0(·) ∈H and Y1(·) ∈H , where H is a set of smooth
functions satisfying log n[](ε,H ,L2(P)) ≤ C5(1/ε)1/k2 , C5 is a positive constant, and k2 >
1/2. As in Assumption 2.3, n[](ε,H ,L2(P)) denotes the covering number ofH by ε-brackets,
and L2(P) is the norm defined as ||m1(·)−m2(·)||L2(P) = E[m1(X i)−m2(X i)]2.
Assumptions 3.1 and 3.2 are regularity conditions on the mean potential outcomes. Assump-
tions 3.3 and 3.4 are analogous conditions to Assumptions 2.2 and 2.3; they constrain the smooth-
ness of the mean potential outcome functions and the complexity of the function class they belong
to.
Assumption 4. Assume the following conditions on the matching for balance problem.
1. K = o(n1/2).
2. ||δ||2 =Op(K1/2((logK )/n+K−rpi), where δ= (δ1, . . . ,δK ).
3. n
1
2(rpi+r y−0.5) = o(K ), where rpi, r y are the smoothness parameters defined in assumptions As-
sumption 2.2 and Assumption 3.3.
Assumption 4.1 quantifies the rate at which the number of basis functions we balance can grow
with the number of units. Assumption 4.2 limits the extent to which there can be imbalances in the
basis functions. Despite these imbalances, we will show that the optimal large sample properties
of the matching estimator is maintained. Assumption 4.3 characterizes the growth rates of K and
n with respect to the uniform approximation rates rpi and r y.
Now we state the main result of this paper.
Theorem 3.1. Under Assumptions 1–4, if matching for balance admits a solution, the ATE esti-
mator
µˆ := 1
n
[
n∑
i=1
Zi
(
Yi−
∑m
j=1(1−Z j)mi jY j∑m
j=1(1−Z j)mi j
)
+
n∑
i=1
(1−Zi)
(∑m
j=1 Z jmi jY j∑m
j=1 Z jmi j
−Yi
)]
is
p
n-consistent, asymptotically normal, and semiparametrically efficient:
p
n(µˆ−µ) d→N (0,Vopt),
where Vopt equals the semiparametric efficiency bound
Vopt = E
[
var(Yi(1) | X i))
pi(X i)
+ var(Yi(0) | X i))
1−pi(X i)
+ (E(Yi(1)−Yi(0) | X i)−µ)2
]
and pi(X i) is the propensity score of unit i.
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Proof sketch. The proof uses empirical process techniques to analyze ATE estimators as in
Fan et al. (2016) (see also Wang and Zubizarreta 2017). The key challenge in this proof beyond
existing works lies in the need to characterize the entire class of matching solutions in matching
for balance. More specifically, the optimization objective of matching for balance does not involve
the matching solution mi j directly, so it does not correspond to a unique matching solution. We
hence need to study the ATE estimates resulting from all possible matching solutions. In contrast,
the balancing weights (Wang and Zubizarreta 2017) and the covariate balancing propensity score
(Fan et al. 2016) both work with optimization objectives that involve all the weights; these prob-
lems also assume a unique weighting solution with infinite samples.
The proof starts by showing that the implied weights of matching for balance (Equation (2.11))
approximate the true inverse propensity score function pi(x)−1. Moreover, this approximation is
consistent due to the balancing constraints (Equations (2.6)–(2.7)). The rest of the proof involves a
decomposition of µˆ−µ into seven components, where six of them converge to zero in probability,
and the other one is asymptotically normal and semiparametrically efficient. Each of the first six
components can be controlled by the bracketing number of the function classes of the inverse
propensity score and the outcome functions. Assumption 2.3 and Assumption 3.4 provide this
control. The full proof is in Appendix A of the supplementary materials. 
An intuitive explanation of Theorem 3.1 rely on two observations. The first observation is
that the ATE is an estimand derived from the entire population as opposed to from individual
units. The asymptotic optimality of ATE estimators depends primarily on whether the covariate
distribution of the treated units is close in aggregate to that of the control units; how individual
units are matched to each other is secondary for this estimand. For this reason, aggregate covariate
balance is sufficient for the asymptotic optimality of matching estimators for the ATE. Matching
for balance precisely targets this aggregate covariate balance. Equations (2.6) and (2.7) ensure that
the covariate distributions after matching are balanced in aggregate for the treated and control units.
The second observation is the connection between matching for balance and covariate bal-
ancing weights (Hainmueller 2012, Imai and Ratkovic 2014, Zubizarreta 2015, Chan et al. 2016,
Fan et al. 2016, Zhao and Percival 2017, Zhao 2019, Wang and Zubizarreta 2017). Both methods
formulate the estimation problem as a mathematical program under similar covariate balancing
constraints as in Equations (2.6) and (2.7). Covariate balancing weights have been shown to be
asymptotically optimal. Thus, if matching for balance admits a solution, its implied weights as in
Equation (2.11) are as good as the covariate balancing weights. For this reason, matching for bal-
ance can also be asymptotically optimal.
Despite of these two observations, Theorem 3.1 might still seem counter-intuitive: it says that
the ATE estimator from matching for balance achieves the semiparametrically efficiency bound.
Yet, matching is known to be less efficient than weighting in general (Abadie and Imbens 2006,
2011, 2016). The explanation of this counter-intuitiveness lies in an assumption of Theorem 3.1:
we require the existence of a solution to matching for balance under the asymptotic regime de-
scribed by Assumptions 1 to 4. Importantly, matching for balance does not always admit a solu-
tion because it involves a constrained integer program.
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Below we provide sufficient conditions that guarantee the existence of a solution. Together
with Theorem 3.1, this result illustrates the settings where matching methods are as statistically
efficient as weighting methods. Moreover, they are both semiparametrically efficient.
Proposition 1. (Sufficient conditions for the existence of a solution to matching for balance) If
there exists a constant C3 > 0 such that C3 <pi(x)< 1−C3 and
C3 ≥Θ(1/((logK )+nK−rpi)), (3.1)
then matching for balance admits a solution with probability 1−δ0 under Assumptions 1 to 4 when
n ≥ log1−ρ(δ0 ·2−K ) for a constant ρ ∈ (0,1). (The precise technical definition of the constant ρ is
in Appendix B of the supplementary materials.)
Proposition 1 describes sufficient conditions for a matching-for-balance solution to exist. It
roughly requires that the propensity score function should be bounded away from zero and one;
it must be at least Θ(1/((logK )+nK−rpi)) away. As the number of units n increases, this require-
ment becomes increasingly weak and a match-for-balance solution exists more likely. Together
with Theorem 3.1, Proposition 1 delineates a setting where matching methods can be as efficient as
weighting methods despite its integer constraints. In this setting, matching for balance is asymp-
totically optimal: it is
p
n-consistent, asymptotically normal, and semiparametrically efficient.
The intuition behind Proposition 1 is twofold: (1) the treated and control population are closer
if the propensity score is farther from zero and one; (2) if the two populations are closer, it is
more likely for a matching solution to exist, i.e. satisfy the covariate balancing constraints in
Equations (2.6) and (2.7). Due to this intuition, we posit the overlap condition in Proposition 1 to
constrain how far away the two populations can be. It requires the minimum propensity score C3
to be larger than Θ(1/((logK )+nK−rpi)). This condition is stronger than what is usually required of
the overlap between the treated and the control (e.g., Assumption 2.1). Nevertheless, it guarantees
the existence and asymptotic optimality of a matching solution. The full proof of Proposition 1 is
in Appendix B of the supplementary material.
We conclude this section with a discussion of Theorem 3.1 and its assumptions. Unlike other
matching methods that assume a correct propensity or outcome model, Theorem 3.1 studies match-
ing for balance that posits explicit conditions on covariate balance. Such a condition is practically
appealing because covariate balance is what is typically checked in practice. Other regularity con-
ditions and smoothness conditions are standard in nonparametric sieve estimation.
Under these conditions and the existence of a matching solution, Theorem 3.1 establishes the
asymptotic optimality of the simple difference-in-means estimator for the ATE after matching for
aggregate covariate balance. We note that Abadie and Imbens (2011) also devise a matching es-
timator that is consistent at the
p
n-rate, but matching for balance achieve the
p
n-rate in a dif-
ferent way. Abadie and Imbens (2011) correct the bias in nearest neighbor matching by posit-
ing a consistent regression model for the mean potential outcome function. In contrast, matching
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for balance avoids this bias by directly balancing the observed covariates in aggregate. Balanc-
ing covariates in aggregate has been shown to be equivalent to nonparametric estimation of the in-
verse propensity score and mean potential outcome functions (Fan et al. 2016, Zhao and Percival
2017, Hirshberg and Wager 2018, Zhao 2019, Wang and Zubizarreta 2017). This nonparametric
approach relieves us from positing a model for the mean potential outcome function that needs to
be correctly specified.
Finally, while the asymptotic optimality of matching for balance for general basis functions
is appealing, we note that this result hinges on the existence of a matching solution for the data
at hand. In particular, we need a matching solution to exist under the balancing conditions in
Equation (2.6), which may not always be the case in practice. Proposition 1 provides sufficient
conditions on the propensity score to guarantee this existence. These conditions are stronger than
what is usually required for the consistency of matching estimators (with a slower-than-
p
n rate).
This may sound discouraging, but it exemplifies how matching for balance complements nearest
neighbor matching. While nearest neighbor matching always admit a solution, Theorem 3.1 and
Proposition 1 delineate a setting where matching for balance is asymptotically optimal but nearest
neighbor matching is not. In other words, while matching for balance does not always admit a
solution, its solution is asymptotically optimal when it does admit one.
4 Concluding Remarks
In this paper we studied a recent class of matching methods that matches for aggregate covariate
balance as opposed to matching for close unit matches. After all, aggregate covariate balance is the
main diagnostic that investigators carry out in practice. Under standard conditions, we showed that
this class of matching methods yields a simple difference-in-means estimator that is asymptotically
optimal: it is
p
n-consistent, asymptotically normal, and semiparametrically efficient. We also
establish sufficient conditions that guarantee the existence of a solution to the matching for balance
problem. These results complement the fundamental results by Abadie and Imbens (2006), who
showed that a similar estimator is not in general
p
n-consistent for nearest neighbor matching.
Matching for balance exemplifies how tools from modern optimization (e.g., Ju¨nger et al. 2009
and Bixby 2012) can play a central role in the design of observational studies in general (e.g.,
Rosenbaum 2002 and Imbens and Rubin 2015) and in matching for aggregate covariate balance in
particular (e.g., Zubizarreta et al. 2013 and Keele et al. 2015). In pursuit of statistical efficiency in
finite samples, a natural step forward is to augment matching for balance with additional regression
adjustments in the spirit of doubly robust estimators (Robins et al. 1994; see also Rubin 1979,
Abadie and Imbens 2011, and Athey et al. 2018 for related approaches). To further improve study
interpretability and transparency, another promising direction is to build on the methods exposed,
e.g., in Rosenbaum (2017), using evidence factors and sensitivity analysis for simple and open
analyses of matched observational studies.
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Supplementary materials
A Proof of Theorem 3.1
We first revisit the notation. We consider n units randomly drawn from a population. For each unit
i, we observe its treatment indicator Zi, its realized outcomeYi, and its pretreatment covariates X i.
Given the covariate vectors X i, i = 1, . . . , n, we consider a vector of K functions of the covariate
vector B(x)= (B1(x), . . . ,BK (x)).
We are interested in estimating the ATE µ= E[Yi(1)−Yi(0)]. Let mi j be a binary indicator of
whether unit i is matched with unit j, i, j = 1, . . . , n. The general form of the matching for ATE is
max. M (A.1)
s.t. mi j ∈ {0,1}, i, j = 1, . . ., n, (A.2)
n∑
j=1
(1−Z j)mi j =M, ∀i ∈ {i : Zi = 1}, (A.3)
n∑
i=1
Zimi j =M, ∀i ∈ { j : Z j = 0}, (A.4)
n∑
i=1
n∑
j=1
ZiZ jmi j =
n∑
i=1
n∑
j=1
(1−Zi)(1−Z j)mi j = 0, (A.5)∣∣∣∣∣
n∑
i=1
n∑
j=1
Zi(1−Z j)mi j[Bk(X i)−Bk(X j)]∑n
i=1
∑n
j=1 Zi(1−Z j)mi j
∣∣∣∣∣< δk, k= 1, . . . ,K , (A.6)∣∣∣∣∣
n∑
i=1
n∑
j=1
(1−Zi)Z jmi j[Bk(X i)−Bk(X j)]∑n
i=1
∑n
j=1(1−Zi)Z jmi j
∣∣∣∣∣< δk, k= 1, . . . ,K , (A.7)
To estimate the ATE, we compute the difference between the mean outcome of the treated
units and that of the matched control units:
µˆ := 1
n
[
n∑
i=1
Zi
(
Yi−
∑m
j=1(1−Z j)mi jY j∑m
j=1(1−Z j)mi j
)
+
n∑
i=1
(1−Zi)
(∑m
j=1 Z jmi jY j∑m
j=1 Z jmi j
−Yi
)]
. (A.8)
We will give conditions such that the ATE estimator is consistent and asymptotically normal
and semiparametric efficient. The asymptotics for the ATE estimator from its corresponding opti-
mization problem can be proved similarly.
The asymptotic properties of µˆ mainly depends on two of the conditions in the optimization
problem, namely Equation (A.3) and Equation (A.6).
We first rewrite the ATE estimator (Equation (A.8)) as a weighting estimator:
µˆ= 1
n
[
n∑
i=1
ZiYi+
n∑
j=1
∑n
i=1(1−Zi)mi j
M
Z jY j−
n∑
i=1
(1−Zi)Yi−
n∑
j=1
∑n
i=1 Zimi j
M
(1−Z j)Y j
]
. (A.9)
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We can similarly rewrite the balancing conditions (Equation (A.6) and Equation (A.7)) as
1∑n
i=1 Zi
∣∣∣∣∣
n∑
i=1
ZiBk(X i)−
n∑
j=1
∑n
i=1 Zimi j
M
(1−Z j)Bk(X j)
∣∣∣∣∣< δk, (A.10)
1∑n
i=1(1−Zi)
∣∣∣∣∣
n∑
i=1
(1−Zi)Bk(X i)−
n∑
j=1
∑n
i=1(1−Zi)mi j
M
Z jBk(X j)
∣∣∣∣∣< δk. (A.11)
Rewriting the difference-in-means estimator and the balancing conditions implies the following
weights assigned to each unit. These implied weights are functions of the covariates,
w(X j)=


1
n
+
∑n
i=1(1−Zi )mi j
nM
if Z j = 1,
1
n
+
∑n
i=1 Zi mi j
nM
if Z j = 0.
(A.12)
If two subjects j, j′ receive the same treatment assignment Z j = Z j′ and share the same covariates
X j′ = X j but different weights w(X j′) 6=w(X j), we define the weights as an average
w(X j)=
1
2
(w(X j)+w(X j′)). (A.13)
Formulating a weight function this way does not affect the value of either µˆ or the balancing
conditions.
Rewriting the balancing conditions using the w(X j) notation, we have
1∑n
i=1 Zi
∣∣∣∣∣
n∑
i=1
ZiBk(X i)−
n∑
j=1
(nw(X j)−1) · (1−Z j)Bk(X j)
∣∣∣∣∣< δk, (A.14)
1∑n
i=1(1−Zi)
∣∣∣∣∣
n∑
i=1
(1−Zi)Bk(X i)−
n∑
j=1
(nw(X j)−1) ·Z jBk(X j)
∣∣∣∣∣< δk. (A.15)
We first prove the following lemma for the implied weights of the treated units. An analogous
lemma holds for the implied weights of the control units.
Lemma A.1. Let pi(x) be the true propensity score function. Under Assumption 1 and Assump-
tion 2, we have, for all treated units,
1. supx∈X |nw(x)−1/pi(x)| =Op(K ((logK )/n+K−rpi))= op(1),
2. ‖nw(x)−1/pi(x)‖P,2 =Op(K ((logK )/n+K−rpi))= op(1).
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Proof. For notation convenience, we defineX= (X1, . . . , Xn). This leads to B(X)= (B(X1), . . . ,B(Xn))⊤
and w(X)= (w(X1), . . . ,w(Xn))⊤.
We then define XC = ({X i}Zi=0)⊤ as the covariate matrix of the control units. This leads to a
similar basis matrix B(XC ), that is a C by K matrix, where C =
∑n
j=1(1− Z j) is the number of
control units, and K is the number of basis functions we match. Similarly define XT = ({X i}Zi=1)⊤
as the covariate matrix of the treated units. B(XT ) as the covariate basis matrix of the treated units
with size T by K , where T =∑n
j=1 Z j is the number of treated units.
Denote λ† = [B(XT )⊤B(XT )]−1[B(XT )⊤w(XT )]. It is the least square projection of the weights
w(XT ) onto the space of basis functions B(XT ).
Below we prove that
∥∥λ†−λ∗
1T
∥∥
2
=Op(K1/2((logK )/n+K−rpi)/n):∥∥∥λ†−λ∗1T∥∥∥2
=
∥∥[B(XT )⊤B(XT )]−1[B(XT )⊤w(XT )]−λ∗1T∥∥2
≤
∥∥B(XT )⊤w(XT )−B(XT )⊤B(XT )λ∗1∥∥2∥∥[B(XT )⊤B(XT )]−1∥∥2 .
The first equality is due to the definition of λ†. The second inequality is due to the Cauchy-
Schwarz inequality.
We first consider the term
∥∥B(XT )⊤w(XT )−B(XT )⊤B(XT )λ∗1∥∥2.∥∥B(XT )⊤w(XT )−B(XT )⊤B(XT )λ∗1∥∥2
≤
∥∥B(XT )⊤w(XT )−B(XT )⊤(1/{npi(XT )})∥∥2+∥∥B(XT )⊤(1/{npi(XT )})−B(XT )⊤B(XT )λ∗1∥∥2
=
∥∥B(XT )⊤w(XT )−B(XT )⊤(1/{npi(XT )})∥∥2+ 1n ‖B(XT )‖2 ·O(K−rpi )
=
∥∥∥∥B(XT )⊤w(XT )− 1nB(X)⊤1
∥∥∥∥
2
+
∥∥∥∥1nB(X)⊤1−B(XT )⊤(1/{npi(XT )})
∥∥∥∥
2
+ 1
n
‖B(XT )‖2 ·O(K−rpi )
≤‖δ‖2
∑n
i=1(1−Zi)
n
+
∥∥∥∥∥1n
n∑
i=1
B(X i)−
1
n
n∑
i=1
Zi
pi(X i)
B(X i)
∥∥∥∥∥
2
+ 1
n
‖B(XT )‖2 ·O(K−rpi )
≤‖δ‖2
∑n
i=1(1−Zi)
n
+
∥∥∥∥∥1n
n∑
i=1
pi(X i)−Zi
pi(X i)
B(X i)
∥∥∥∥∥
2
+O(K1/2−rpi)
≤‖δ‖2+
∥∥∥∥∥1n
n∑
i=1
pi(X i)−Zi
pi(X i)
B(X i)
∥∥∥∥∥
2
+O(K1/2−rpi).
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We next bound the middle term
∥∥∥ 1
n
∑n
i=1
pi(X i )−Zi
pi(X i )
B(X i)
∥∥∥
2
by Bernstein’s inequality. Recall that
the Bernstein’s inequality for random matrices (Tropp et al. 2015) says, let {Wk} be a sequence of
independent random matrices with dimensions d1× d2. Assume that EWk = 0 and ‖Wk‖2 ≤ Rn
almost surely. Define
σ2n =max{
∥∥∥∥∥
n∑
k=1
E(WkW
⊤
k )
∥∥∥∥∥
2
,
∥∥∥∥∥
n∑
k=1
E(W⊤k Wk)
∥∥∥∥∥
2
}.
Then for all t≥ 0,
P(
∥∥∥∥∥
n∑
k=1
Wk
∥∥∥∥∥
2
≥ t)≤ (d1+d2)exp(−
t2/2
σ2n+Rnt/3
).
Therefore, to bound
∥∥∥1− 1
n
∑n
i=1
Zi
pi(X i )
∥∥∥
2
, we first show the summand is mean zero
E
{
1
n
n∑
i=1
pi(X i)−Zi
pi(X i)
B(X i)
}
= 0.
Furthermore, we have∥∥∥∥∥1n
n∑
i=1
pi(X i)−Zi
pi(X i)
B(X i)
∥∥∥∥∥
2
≤ 1
n
∥∥∥∥pi(X i)−Zipi(X i)
∥∥∥∥
2
‖B(X i)‖2 ≤
1
n
1−pi(X i)
pi(X i)
C0K
1/2 ≤C′K
1/2
n
,
for some constant C′. The first inequality is due to Cauchy-Schwarz inequality. The second in-
equality is due to Assumption 1.1 and E(
pi(X i)−Zi
pi(X i )
)2 =Var(pi(X i)−Zi
pi(X i )
)= (1−pi(X i ))(pi(X i ))
pi2(X i )
= 1−pi(X i )
pi(X i )
. The
third equality is due to Assumption 2.1.
Finally, we have∥∥∥∥∥
n∑
i=1
E{
1
n2
(
pi(X i)−Zi
pi(X i)
)2B(X i)B(X i)
⊤}
∥∥∥∥∥
2
≤ 1
n
sup
i
(
pi(X i)−Zi
pi(X i)
)2∥∥E{B(X i)B(X i)⊤}∥∥2 ≤ C1nC2
3
= C
′′
n
,
for some constant C′′. The last inequality is due to Assumption 1.2 and Assumption 2.1.
Therefore, by the Bernstein’s inequality, we have
P(
∥∥∥∥∥1n
n∑
i=1
pi(X i)−Zi
pi(X i)
B(X i)
∥∥∥∥∥
2
> t)≤ (K +1)exp
(
− t
2/2
C′′
n
+C′K1/2
n
· t/3
)
.
When t =Op(K1/2(logK )/n), then the right side of the inequality going to zero as n→∞ and
for sufficiently large constants C′ and C′′. This gives∥∥∥∥∥1n
n∑
i=1
pi(X i)−Zi
pi(X i)
B(X i)
∥∥∥∥∥
2
=Op(K1/2(logK )/n).
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Hence, we have ∥∥B(XT )⊤w(XT )−B(XT )⊤B(XT )λ∗1∥∥2
≤‖δ‖2+
∥∥∥∥∥1n
n∑
i=1
pi(X i)−Zi
pi(X i)
B(X i)
∥∥∥∥∥
2
+O(K1/2−rpi)
≤‖δ‖2+Op(K1/2(logK )/n)+O(K1/2−rpi)
≤‖δ‖2+Op(K1/2((logK )/n+K−rpi)
≤Op(K1/2((logK )/n+K−rpi).
Finally, this gives∥∥[B(XT )⊤B(XT )]−1[B(XT )⊤w(XT )]−λ∗1T∥∥2
≤
∥∥[B(XT )⊤w(XT )]−B(XT )⊤B(XT )λ∗1∥∥2∥∥[B(XT )⊤B(XT )]−1∥∥2
≤Op(K1/2((logK )/n+K−rpi) ·2/(C2n)
=Op(K1/2((logK )/n+K−rpi)/n),
where the second inequality is due to the following calucation
λmin(B(XT )
⊤B(XT )/
n∑
i=1
Zi)
≥λmin(E[B(X i)⊤B(X i)])−
∥∥∥∥∥B(XT )⊤B(XT )/
n∑
i=1
Zi−E[B(X i)⊤B(X i)]
∥∥∥∥∥
2
≥C2−
∥∥∥∥∥B(XT )⊤B(XT )/
n∑
i=1
Zi−E[B(X i)⊤B(X i)]
∥∥∥∥∥
2
≥C2/2
for sufficiently large n. The first inequality is due to the Weyl inequality. The second inequality is
due to Assumption 1. The third inequality is due to
∥∥B(XT )⊤B(XT )/∑ni=1 Zi−E[B(X i)⊤B(X i)]∥∥2 =
op(1) from Lemma D.4 of Fan et al. (2016).
To conclude the proof, we have
supx∈X
∣∣∣∣nw(x)− 1pi(x)
∣∣∣∣
≤supx∈X |nw(x)−nB(x)λ∗1T |+ |nB(x)λ∗1T −
1
pi(x)
|
=Op(K1/2((logK )/n+K−rpi)/n) ·Op(K1/2n)+ op(K−rpi)
=Op(K ((logK )/n+K−rpi))+ op(K−rpi)
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=Op(K ((logK )/n+K−rpi))
=op(1).
The first inequality is due the triangle inequality. The second equality is due to the observation
w(XT )=B(XT )[B(XT )⊤B(XT )]−1[B(XT )⊤w(XT )],
and Assumption 1.1. The last equality is due to Assumption 4.1.
Similarly, we have ∥∥∥∥nw(x)− 11−pi(x)
∥∥∥∥
2
≤Op(K1/2((logK )/n+K−rpi)/n) ·Op(K1/2n)+ op(K−rpi)
=Op(K ((logK )/n+K−rpi))
=op(1).

Analogously, we can prove a similar lemma for the weights of the control units.
Lemma A.2. Let pi(x) be the true propensity score function. Under Assumption 1 and Assump-
tion 2, we have, for all control units,
1. supx∈X |nw(x)−1/(1−pi(x))| =Op(K ((logK )/n+K−rpi))= op(1),
2. ‖nw(x)−1/(1−pi(x))‖P,2 =Op(K ((logK )/n+K−rpi))= op(1).
Building on Lemma A.1 and Lemma A.2, we then establish the asymptotic normality and
semiparametric efficiency for the ATE estimator Theorem 3.1.
Proof. The proof utilizes empirical processes techniques as in Fan et al. (2016).
We first decompose µˆ−µ into a main term and a few residual terms:
µˆ−µ
=
n∑
i=1
Ziw(X i)Yi−
n∑
i=1
(1−Zi)w(X i)Yi− (E{Yi(1)}−E{Yi(0)})
=
(
n∑
i=1
Ziw(X i)Yi−E{Yi(1)}
)
−
(
n∑
i=1
(1−Zi)w(X i)Yi−E{Yi(0)}
)
=1
n
n∑
i=1
[
Zi
pi(X i)
(Yi−Y1(X i))−
1−Zi
1−pi(X i)
(Yi−Y0(X i))+ (Y1(X i)−Y0(X i))−µ
]
+
n∑
i=1
(w(X i)−
1
n(1−pi(X i))
)(1−Zi)(Yi−Y0(X i))
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+
n∑
i=1
(w(X i)−
1
npi(X i)
)Zi(Yi−Y1(X i))
+
n∑
i=1
(w(X i)(1−Zi)−
1
n
)(Y0(X i)−B(X i)⊤λ∗C)
+
n∑
i=1
(w(X i)Zi−
1
n
)(Y1(X i)−B(X i)⊤λ∗T )
+
n∑
i=1
(w(X i)(1−Zi)−
1
n
)(B(X i)
⊤λ∗2C)
+
n∑
i=1
(w(X i)Zi−
1
n
)(B(X i)
⊤λ∗2T )
=1
n
n∑
i=1
S i+R0C+R0T +R1C+R1T +R2C+R2T ,
where
S i =
Zi
pi(X i)
(Yi−Y1(X i))−
1−Zi
1−pi(X i)
(Yi−Y0(X i))+ (Y1(X i)−Y0(X i))−µ
R0C =
n∑
i=1
(w(X i)−
1
n(1−pi(X i))
)(1−Zi)(Yi−Y0(X i)),
R0T =
n∑
i=1
(w(X i)−
1
npi(X i)
)Zi(Yi−Y1(X i)),
R1C =
n∑
i=1
(w(X i)(1−Zi)−
1
n
)(Y0(X i)−B(X i)⊤λ∗C),
R1T =
n∑
i=1
(w(X i)Zi−
1
n
)(Y1(X i)−B(X i)⊤λ∗T ),
R2C =
n∑
i=1
(w(X i)(1−Zi)−
1
n
)(B(X i)
⊤λ∗2C),
R2T =
n∑
i=1
(w(X i)Zi−
1
n
)(B(X i)
⊤λ∗2T).
Below we show R jT = op(n−1/2),R jC = op(n−1/2),0≤ j ≤ 2. The conclusion follows from S i
taking the same form as the efficient score (Hahn 1998). µˆ is thus asymptotically normal and semi-
parametrically efficient.
Given Lemma A.1 and Lemma A.2, the rest of the proof repeats the proof structure of Theorem
3 in Wang and Zubizarreta (2017). They prove a similar consistency and asymptotic normality
result for weighting methods. We leverage Lemma A.1 and Lemma A.2 to adapt their proof to
matching for balance. We include the rest of the proof here for completeness.
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The first term we study is R0C =
∑n
i=1(w(X i)− 1n(1−pi(X i )) )(1− Zi)(Yi −Y0(X i)). Consider an
empirical process Gn( f0)= n1/2(Pn−P) f0(Z,Y , X ), where Pn stands for the empirical measure and
P stands for the expectation, and
f0(Z,Y , X )= (nw(X )−
1
1−pi(X ) )(1−Z)(Y −Y0(X )).
By the unconfoundedness assumption, we have that P f0(Z,Y , X )= 0. By Markov’s inequality and
maximal inequality, we have
p
nR0 ≤ sup
f0∈F
Gn( f0). E sup
f0∈F
Gn( f0). J[](‖F0‖P,2 ,F ,L2(P)),
where the set of functions is F = { f0 : ‖w(·)−1/n(1−pi(·))‖∞ ≤ δ}, where ‖f ‖∞ = supx∈X | f (x)|
and δ=C(K ((logK )/n+K−rpi)) for some constant C > 0. The second inequality is due to Markov’s
inequality. J[](‖F0‖P,2 ,F ,L2(P) is the bracketing integral. F0 := δ|Y −Y0(X )|& | f0(Z,Y , X )| is
the envelop function. We also have ‖F0‖P,2 = (PF20 )1/2. δ by E|Y −Y0(X )| <∞. This construction
is due to Lemma A.1, where we have∥∥∥∥nw(x)− 11−pi(x)
∥∥∥∥
2
=Op(K ((logK )/n+K−rpi))= op(1).
We next show Esupf0∈F Gn( f0)→ 0 as δ→ 0. We bound J[](‖F0‖P,2 ,F ,L2(P) by n[](ε,F ,L2(P)):
J[](‖F0‖P,2 ,F ,L2(P).
∫δ
0
√
n[](ε,F ,L2(P))dε.
Then we have
log n[](ε,F ,L2(P)). log n[](ε,F0δ,L2(P))= log n[](ε/δ,F0,L2(P)). log n[](ε/δ,M ,L2(P)
. (δ/ε)(1/k1),
where we consider a new set of functions F0 = { f0 : ‖w(·)−1/n(1−pi(·))‖∞ ≤C} for some constant
C > 0. The first inequality is due to w(·) bounded away from 0 and (can always be made) Lipschitz.
The last inequality is due to Assumption 3.4.
Therefore, we have
J[](‖F0‖P,2 ,F ,L2(P).
∫δ
0
√
log n[](ε,F ,L2(P))dε.
∫δ
0
(δ/ε)(1/2k1)dε.
This goes to 0 as δ goes to 0 by 2k1 > 1 and the integral converges. Thus, this shows that
n1/2R0C = op(1). With the exact same argument, we can also show that n1/2R0T = op(1).
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Next, we consider R1C =
∑n
i=1(w(X i)(1−Zi)− 1n )(Y0(X i)−B(X i)⊤λ∗C). Define the empirical
process Gn( f1)= n1/2(Pn−P) f1(Z, X ), where
f1(Z, X )= (n(1−Z)w(X )−1)(Y0(X )−B(X )⊤λ∗2C).
We have
n1/2R1 =Gn( f1)+n1/2P f1(Z, X )
≤ sup
f1∈F1
Gn( f1)+n1/2 sup
f1∈F1
P f1,
where ∆(X ) := Y0(X i)−B(X i)⊤λ∗C, F1 = { f1 : ‖w(·)−1/n(1−pi(·))‖P,2 ≤ δ1,‖∆‖∞ ≤ δ2},δ1 =
C(K ((logK )/n+K−rpi)), and δ2 = CK−r y for some constant C > 0. This construction is due to
Lemma A.2.2 and Assumption 3.3.
Similar to characterizing R0C, we have
sup
f1∈F1
Gn( f1). E sup
f1∈F1
Gn( f1). J[](‖F1‖P,2 ,F ,L2(P)),
where F1 :=Cδ2 for some constantC > 0 so that ‖F1‖P,2. δ2.We then bound J[](‖F1‖P,2 ,F1,L2(P)):
J[](‖F1‖P,2 ,F1,L2(P).
∫δ
0
√
n[](ε,F1,L2(P))dε. Moreover, we have
log n[](ε,F1,L2(P)). log n[](ε/δ2,F0,L2(P))
. log n[](ε/δ2,G10,L2(P))+ logn[](ε/δ2,G20,L2(P))
. log n[](ε/δ2,M ,L2(P))+ logn[](ε/δ2,H ,L2(P))
. (δ1/ε)
1/k1 + (δ2/ε)1/k2 ,
where F0 = { f1 : ‖w(·)−1/(1−pi(·))‖P,2 ≤ C,‖∆‖P,2 ≤ 1},G10 = {m ∈ M +1/(1−pi(·)) : ‖w‖P,2 ≤
C},G20= {∆ ∈H −B(X i)⊤λ∗2C : ‖∆‖P,2 ≤ 1}.
Therefore we have
J[](‖F1‖P,2 ,F1,L2(P).
∫δ
0
(δ1/ε)
(1/2k1)dε+
∫δ
0
(δ2/ε)
(1/2k2)dε.
By 2k1 > 1,2k2> 1 (Assumption 3.4), we have J[](‖ f1‖P,2 ,F ,L2(P))= o(1). This gives supf1∈F1Gn( f1)=
op(1).
Finally we show that n1/2 supf1∈F1P f1 = op(1).
n1/2 sup
f1∈F
P f1 = n1/2 sup
m∈G1,∆∈G2
E(n(1−Z)w(X )−Z/pi(X ))∆(X ))
= n1/2 sup
m∈G1,∆∈G2
E((nw(X )(1−pi(X ))−1)∆(x))
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. n1/2 sup
m∈G1
∥∥∥∥nw(x)− 11−pi(x)
∥∥∥∥
P,2
sup
∆∈G2
‖∆(x)‖P,2
. n1/2δ1δ2 = op(1),
where G1 = {m ∈M : ‖w(·)−1/(1−pi(·))‖P,2 ≤ δ1},G2 = {∆ ∈H −B(X i)⊤λ∗2C : ‖∆‖∞ ≤ δ2}. The
last equality is due to assumption n1/2.K rpi+r y−1/2.
Therefore, we can conclude n1/2R1C = op(1). Analogously, we can conclude n1/2R1T = op(1).
Lastly, we study R2C =
∑n
i=1(w(X i)(1−Zi)− 1n )(B(X i)⊤λ∗2C). We have R2C = op(n−1/2) because
the covariate balancing condition in the optimization problem and Assumption 4.2. Similarly, we
have R2T = op(n−1/2).
B Proof of Proposition 1
We first define the constant ρ in Proposition 1. The constant ρ is defined as ρ
∆=mini P(X ∈R i |T =
0) > 0, where R i, i = 1, . . . ,3K , are the 3K boxes centered at E[B(X i) |Zi = 1]+ 32δ⊙ b. The con-
stant δ= (δ1, . . . ,δk) is the covariate imbalances allowed in matching for balance (Equations (2.6)
and (2.7)) and b ∈RK is a vector that each entry can be −1,0,1.
We will prove the existence of wC(X j) that solves the optimization problem of matching for
balance, where wC(X j) = (
∑n
i=1 Zimi j)/M. The exact same argument can establish the existence
of wT (X j).
The proof proceeds in three steps: (1) Show that a set of wC(X i) exists that satisfies Equa-
tion (2.6), without conforming to the form of Equation (2.11). (2) Show that a set of wC(X i) ex-
ists that satisfies both Equation (2.6) and Equation (2.11). (3) Show that a set of mi j satisfies both
Equation (2.6) and Equation (2.11).
The first step follows directly from Lemma 2 of Zhao and Percival (2017). They show that
a solution exists for Equation (2.6) with probability δ0 when the number of units satisfy n ≥
log1−ρ(δ0 ·2−K ). We call this solution w0C(X i).
The second step relies on the following observation: Equation (2.11) amounts to the restric-
tion that we can only approximate w0
C
(X i) up to the precision (M)
−1. The reason is that wC(X i)=
(
∑n
i=1 Zimi j)/M ∈ {k/M, k ∈ N}; matching restricts both the numerator (
∑n
i=1 Zimi j) and the de-
nominator M of wC(X i) to be integers.
However, we show that the wC(X i) = (
∑n
i=1 Zimi j)/M closest to w
0
C
(X i) still satisfies Equa-
tion (2.6). Notice that |wC(X i)−w0C(X i)| < 1/M. This implies
1∑n
i=1 Zi
∣∣∣∣∣
n∑
i=1
ZiBk(X i)−
n∑
j=1
wC(X j)(1−Z j)Bk(X j)
∣∣∣∣∣
≤ 1∑n
i=1 Zi
∣∣∣∣∣
n∑
i=1
ZiBk(X i)−
n∑
j=1
w0C(X j)(1−Z j)Bk(X j)
∣∣∣∣∣
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+ 1∑n
i=1 Zi
∣∣∣∣∣
n∑
j=1
w0C(X j)(1−Z j)Bk(X j)−
n∑
j=1
wC(X j)(1−Z j)Bk(X j)
∣∣∣∣∣
≤δk+
∑n
i=1(1−Zi)∑n
i=1 Zi
1
M
∣∣∣∣∣
n∑
j=1
Bk(X i)
∣∣∣∣∣
∆=δMk
Assumption 4.2 of Theorem 3.1 requires that ||δ||2 =Op(K1/2((logK )/n+K−rpi), where δ= (δ1, . . . ,δK ).
Wewill show that ||δM ||2 also satisfies Assumption 4.2. Therefore, wC(X j) can also lead to consis-
tent, asymptotically normal, and semiparametrically efficient average treatment effect (ATE) esti-
mators.
We bound the norm of ||δM ||2:
||δM ||2 ≤ ||δ||2+
K∑
k=1
[∑n
i=1(1−Zi)∑n
i=1 Zi
1
M
∣∣∣∣∣
n∑
j=1
Bk(X i)
∣∣∣∣∣
]
≤ ||δ||2+
C
M
∑n
i=1(1−Zi)∑n
i=1 Zi
K1/2
=Op(K1/2((logK )/n+K−rpi).
The last equality is because we can let M = Θ(((logK )/n+K−rpi)−1). It is feasible because the
number of match required M is smaller than the number of treated units or control units:
M =Θ(((logK )/n+K−rpi)−1)
≤nC3−
√
log(1−ρ)+ K log2
n
≤nC3−
√
(− logδ0)/(2n)
≤min(
n∑
i=1
Zi,
n∑
i=1
1−Zi)
with probability 1−δ0. The first inequality is due to Equation (3.1). The second inequality is due to
the assumption that n≥ log1−ρ(δ0 ·2−K ). The third inequality is due to the Hoeffding’s inequality.
The third step is to construct a solution {mi j}
n
i, j=1 such that they are consistent with the solution
from the second step: wC(X j) = (
∑n
i=1 Zimi j)/M. We first notice that we only need to make sure
each treated unit is matched M times. Moreover, for each control unit j, it is matched wC(X j) ·M
times. Therefore, to construct a solution mi j, we match each control unit to the first wC(X j) ·M
treated units that have not been matched for M times. More precisely, we start with setting mi j = 0
for all i, j. We then iterate through the set of control units {i : Zi = 0}. For each i, we set mi j = 1
if j satisfies
∑ j
k=11{
∑n
j=1 mk j <M}< M. Iterating through all the control units leads to a solution
mi j that satisfies both Equation (2.6) and Equation (2.11). 
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