Today's data analytics displays an overwhelming diversity along many dimensions: data types, platforms, hardware acceleration, etc. As a result, system design often has to choose between depth and breadth: high efficiency for a narrow set of use cases or generality at a lower performance. In this paper, we pave the way to get the best of both worlds: We present Modularis-an execution layer for data analytics based on fine-grained, composable building blocks that are as generic and simple as possible. These building blocks are similar to traditional database operators, but at a finer granularity, so we call them sub-operators. Sub-operators can be freely and easily combined. As we demonstrate with concrete examples in the context of RDMA-based databases, Modularis' sub-operators can be combined to perform the same task as a complex, monolithic operator. Sub-operators, however, can be reused, can be offloaded to different layers or accelerators, and can be customized to specialized hardware. In the use cases we have tested so far, sub-operators reduce the amount of code significantly-for example, for a distributed, RDMA-based join by a factor of four-while having minimal performance overhead. Modularis is an order of magnitude faster on SQL-style analytics compared to a commonly used framework for generic data processing (Presto) and on par with a commercial cluster database (MemSQL).
INTRODUCTION
The massive surge in demand for data analytics over the past few years has lead to a proliferation of specialized engines. Systems specialize by type of analytics (OLAP, linear algebra, data mining, machine learning), data type (relational, graphs, time series, spatial), and the platform they run on (multi-core, cluster, cloud, CPU, GPU, FPGA). In the few cases where the system design aims at generality (e.g., Spark [57] ) performance is often sacrificed with an efficiency loss that can easily reach orders of magnitude compared to the best-in-class system for one particular configuration.
We argue that the problem lies in the granularity at which data processing systems operate. The tried and tested approach is to implement variants of relational operators that are then combined by the optimizer to produce a good query plan. This approach no longer works today. Starting with the advent of multi-core CPUs, the hardware and underlying platforms have been changing very quickly. The response has been to implement increasingly complex, monolithic operators that exhibit outstanding performance on the platform they target: multi-core CPUs [1, 4, 10, 33, 41, 53] , NUMA machines [2, 35, 37, 49] , specialized networks [5, 9, 38, 39, 50, 59, 60] , disaggregated storage on cloud platforms [12, 32, 52] , or hardware accelerators [13, 16, 19, 24, 26, 27, 28, 48, 54, 55] . However, in the future, systems will not only need to run on ever more specialized platforms, but they will also need to support combinations of them. As a simple example, it has been shown that FPGAs, while not being competitive with multi-core machines for full joins, can significantly speed up their partitioning phase [31] . With the current approach of highly engineered, monolithic operators, it will be very difficult or impossible to exploit the potential that new architectures and platforms have to offer, especially in the context of near-data processing. We thus need a radical change in the way query processing is conceived.
Along these lines, we propose Modularis-an execution engine aiming to maximize performance without specializing neither the engine nor the bulk of the operators for either the type of analytics or the target platform. Modularis follows the design principle of making operators (we call them sub-operators) as small and simple as possible as well as reusable, while retaining the ability to optimize entire SQL queries. Modularis' sub-operators share the same goal of composability of operators present in traditional database engines: sub-operators can be freely and easily combined, follow a well-defined interface, and adhere to an execution model. The main difference is that we are agnostic regarding the nature of our sub-operators and we assume they could be running over a heterogeneous system. Since suboperators define operations of a lower granularity, they can express low-level optimizations that are at the same time hardware-specific and reusable. This transforms the effort of implementing optimizations to reassembling existing building blocks, which are reused across different high-level operators and sometimes even within the same one. With this approach, supporting new platforms does not require to engineer a large number of complex operators, but allows reusing existing sub-operators for large parts of the job while resorting to adding new, platform-specific sub-operators only when the new platform is fundamentally different than anything previously supported.
We evaluate Modularis with an extensive set of experiments. First, we quantify the potential performance overhead of the modular design by comparing it with state-ofthe-art, manually optimized RDMA-based join algorithms. We compare Modularis with the best monolithic implementations available for RDMA clusters [5, 6] . Modularis is always within 30 % of the performance of the specialized implementation (and often closer) but it uses 3.8 × fewer lines of code than the monolithic operator even though none of the suboperators is specific to this join. Second, we show how the same sub-operators can be used to implement optimizations for sequences of joins and, with one additional sub-operator, for distributed GROUP BY, thereby demonstrating the advantages of sub-operators over monolithic approaches. Extending existing joins [5, 6, 39] to support, e.g., inner, outer, semi, and anti joins plus grouping for partitioned, sorted, and general inputs would be very difficult (and has not been attempted as far as we are aware). In Modularis, once we had the sub-operators for the initial distributed radix hash join, we needed only a small effort to develop the rest of the operators. Third, we compare Modularis to mature systems using TPC-H queries. When compared to Presto, a system that is general enough to read from various storage layers and execute in various distributed set-ups, Modularis is about an order of magnitude faster thanks to the optimizations expressed as sub-operators. Furthermore, Modularis is only marginally slower than MemSQL, a system that specializes in in-memory analytics using SQL and lacks the extensibility of Modularis.
The design of Modularis makes it possible to target a large number of platforms with a reasonable implementation effort. It also enables query optimization in the complex case of heterogeneous platforms. As we show in the RDMA setting, the vast majority of operators are platform-agnostic. Support for new platforms hence amounts to implementing the remaining few hardware-specific operators, which all have simple, well-defined tasks. This opens almost endless possibilities: For example, using smart NICs, smart storage devices, or even serverless cloud functions to execute projections, filters, (partial) aggregations, (partial) sorting, and (partial) partitioning should be possible by introducing a single target-specific sub-operator to handle the data transfer, while reusing existing operators for the remaining logic. We will explore such possibilities as part of future work [40] . In this paper we focus on proving the feasibility of Modularis and evaluating its performance and flexibility in supporting a wide range of operators and queries.
BACKGROUND ON RDMA
We provide a brief overview of Remote Direct Memory Access (RDMA) and describe the Message Passing Interface (MPI) used in the design of Modularis. These concepts are used later on to understand how our design goes from monolithic operators to modular operators.
RDMA
Broadly, RDMA allows using the network protocol (InfiniBand [30] , RoCE [29] ) and the Network Interface Card (NIC) to move data directly from the memory of the sender machine to the memory of the receiving machine. This is accomplished by using DMA features that allow the NIC to read and write from and to the host memory directly over the PCI bus (almost) without involving neither the CPU nor the OS.
For this paper, we focus on one-sided operations that do not require any involvement of the receiving CPU. Onesided operations have Remote Memory Access (RMA) as their basis. RMA supports access to remote memory regions through one-sided read and write operations. There is an initial set-up procedure where the target memory region (buffer) is reserved, pinned, and registered with the NIC. The registration of the memory region to be used involves pinning a portion of memory to avoid other processes or the OS to interact with it. Memory or buffer registration has been identified as a bottleneck when using RDMA for data processing [20] , an aspect that our experiments also confirm. After this initialization process, the sending side just puts or gets the data into or from the memory of the remote host through a one-sided write or read operation.
Message Passing Interface (MPI)
The Message Passing Interface (MPI) is a widely used standard for writing parallel, High-Performance Computing (HPC) applications. MPI provides platform-independent communication primitives. Different MPI implementations such as foMPI [23] , OpenMPI [46] , and MVAPICH [43] are customized for particular platforms and they select the most applicable communication approach among processes.
The user can define the parallelism of an MPI job by specifying the total number of processes to be used when dispatching it. Each of these processes is assigned a rank as a unique identifier for communication purposes. The dispatch system, mpirun, initializes all processes that will run the same code on the machines assigned to the job. To perform any one-sided RDMA operation each process has to allocate a contiguous section of main memory, called memory window. This is accomplished using a collective call named MPI_Win_-create. This function is implemented as a collective call such that all processes execute this instruction, even if one of them does not need to register memory itself.
After the creation of the window and before the program executes any other operation on it, the user must synchronize the processes with the MPI_Win_fence function. The synchronization ensures that all incoming and outgoing RMA operations will complete at that process before the fence call returns. The time mediating between two fence function calls is called an RMA epoch. Fence synchronization is also a collective call.
To read and write from a remote window the user should use the MPI_Get and MPI_Put functions. To ensure that all the pending RMA operations that the calling process starts on the target window are complete without releasing the lock, MPI has the MPI_Win_flush function only in passive target synchronization. After this call, the program can reuse or read all the buffers used by previous MPI_Get and MPI_Put function calls.
MODULAR OPERATORS

Design principles
Our approach is based on the observation that the monolithic operators commonly used, e.g., for high-speed networks [5] or multi-core [4] , are built around the same conceptual building blocks: when the authors describe their algorithms, they use some visual or textual representation of "reading data", "partition by key", "for each partition", etc. To human readers, these terms imply the same operation is being done during different phases of a query execution. However, there is no code reuse-the implementations differ in intricacies related to how and where data is stored, how it is passed from one phase to the next, how they depend on the state of some enclosing scope, etc.
The goal of Modularis is, thus, to identify pieces of code that reoccur in slight variations, factor out their common logic, and package them with a well-defined interface, such that they can be reused and recomposed. In other words, our goal is to derive actual building blocks from the conceptual ones. To derive sub-operators systematically, we follow these design principles:
1. Each sub-operator consists of or is part of at most one inner loop. If a high-level algorithm consists of several phases, each of these phases is expressed by at least one sub-operator. Phases often reoccur across and within monolithic operators, though sometimes in slight variations. One high-level example is to factor out the partitioning used as pre-processing in join operators for better cache locality as a dedicated sub-operator, which may be reused for the same purpose in grouping operators (see Section 4.3).
2. Each physical (in-memory) materialization format is handled by a dedicated set of read/write/build/. . . sub-operators. This decouples the processing of data from where and how it is stored. Consequently, other sub-operators become independent of the physical formats of their inputs and outputs and are, thus, more generic. One high-level example is to have different scan sub-operators for reading base tables or intermediate materializations in RDMA windows such that a single partitioning sub-operator implementation can consume inputs of two different scan operators (or any other operator) instead of having two specialized partitioning operators (see Section 4.1.2).
3. High-level control flow is expressed as (nested) operators. This allows connecting plan fragments of sub-operators that express the heavy-lifting data processing through the same operator interface. In monolithic operators, such orchestration logic is typically implemented as imperative code that is specific to that operator and, thus, makes it necessary to reimplement the data path as imperative code as well. One high-level example is to express the in-memory join of two partition pairs occurring in a classical partitioned hash join as a nested query plan that is executed for each pair of matching partitions, which allows using partition-unaware sub-operators in the inner plan. We introduce the NestedMap sub-operator for this purpose below (Section 4.1.2).
The sub-operator interface
We base the interface of sub-operators on the wide-spread idea of Volcano-style operators [25] -iterators that pass records on the data path through a tree of Next() function calls. We discuss below how we remove the overhead of these function calls in a way that allows low-level cross-operator optimizations. Like in a traditional execution engine, the iterator interface allows us to combine operators in almost arbitrary ways, which is only limited by the schema or types that operators may require.
The main distinctive feature of the sub-operator interface compared to traditional Volcano-style operators is the type system of the records (or "tuples") passed between them. While records in relations (in the First Normal Form) consist of atomic fields, we need a more expressive type system for a generic physical execution layer. For example, to split the materialize and scan operators of a given physical data format into two distinct sub-operators, these operators need to pass "records" containing that materialization from one to the other. Similarly, if we want to express operators that work on individual records as well as those that work on batches (or morsels) thereof in the same interface, we need to be able to represent the concept of a "batch". We thus extend the concept of tuples with that of "collections", which is the generalization of any physical data format of tuples of a particular type.
More formally, sub-operators are iterators over tuples and the tuples are of a statically known type from the following recursive type structure:
where a tuple is a mapping from a domain of (static) field identifiers to item types, an item is a (statically known) atomic or collection-based type, an atom is a particular domain of undividable values, and a collection is the generalization of any physical data format one might want to use in the execution layer. We denote tuples type by fieldName0 : ItemType0 , . . . , fieldNameK : ItemTypeK and collections types by CollectionType TupleType . Most operators are generic in the sense that they require from their upstream operator(s) to produce tuples of a type with a particular structure but accept any type of that structure, and that their output type usually depends on the type(s) of their upstream(s). For example, the scan operator for a C-array of C-structs (which we call RowVector ) requires from their upstreams to produce tuples of type RowVector TupleType and returns tuples of TupleType, where TupleType is allowed to be any tuple type. Similarly, operators consuming or producing batches can do that by consuming or producing tuples with RowVector fields.
We extend the Volcano-style execution model to DAGs in the following way: Since operators in that model consume their input, any operator can only have one consumer, i.e., plans must be trees. Before execution, we thus cut a DAG of operators into pipelines, where pipelines start either with the original plan inputs or with the result of any operator with several consumers. In each pipeline, that result will be read only once, so the sub-plan of that pipeline is a tree and can thus be executed with the iterator model. Pipelines materialize their results, such that multiple downstream pipelines can read them. For simplicity, we present the plans as DAGs in the remainder of the paper and omit the pipelines and materialization points.
Proposed sub-operators
In this section, we introduce the sub-operators that we use in Modularis. We base our choice on a systematic study of implementation techniques of monolithic operators and apply the design principles from Section 3.1. The resulting sub-operators are expressive enough to support all the major operations a relational engine needs, such as selections, projections, aggregations, and joins. The sub-operators fall into four categories: orchestration operators, data processing operators, network operators, and materialize and scan operators. Orchestration operators enable the execution of nested computations. Data processing operators express the computations carried out on the data inside the inner loops. Network operators are the ones that are aware of the distributed nature of query execution. Finally, materialize and scan operators read and write tuples from and to nested collections.
Orchestration operators
Parameter Lookup. The ParameterLookup operator encapsulates plan inputs in the operator interface, such that other operators can consume them. It is thus the only operator that is aware of plan inputs. This operator does not have upstreams and produces a single tuple of an arbitrary type, which may depend on the upstream types of some outer scope.
Nested Map. The NestedMap operator executes a nested plan independently on each input tuple, which typically contains a nested collection. Each invocation of the nested plan produces one output tuple, which possibly contains nested collections as well. This allows us to process nested collections using the same building blocks regardless of the nesting level. This operator can consume tuples of any type, and the ParameterLookup operator(s) in the nested plan each return a tuple of that type. Conversely, the NestedMap operator returns tuples of the same type as those produced by the root operator of the inner plan.
Data processing operators
Map. The Map operator takes a tuple from the upstream operator, applies a function to it, and returns the modified tuple to the downstream operator. The function needs to have a single parameter of the type returned by the upstream operator, and the tuples returned by the Map operator have the type returned by the function.
Parametrized Map. The ParametrizedMap operator works like the Map operator, but consumes a single tuple from an additional upstream operator, which it passes to every function call.
Projection. The Projection operator returns a new tuple for each tuple from the upstream operator keeping only a subset of the (otherwise unmodified) fields of the original tuple. The type of the returned tuples is thus a tuple with the returned fields, each of which has the same type as that of the input tuple type. This operator is a special case of the Map operator, but for better readability, we present it as a different operator in the plans below.
Cartesian Product. The CartesianProduct operator produces a tuple for each combination of the tuples returned by the two upstream operators that consists of the fields of the two input tuples, which preserve their field names and types. For this to work, the tuples of the upstream operators need to have distinct field names.
Filter. The Filter operator is Modularis' counterpart of relational algebra's selection. It takes a predicate as a parameter and returns the tuples that satisfy the predicate. The returned tuples are unmodified and thus preserve their type.
Reduce. The Reduce operator produces a single tuple obtained by iteratively aggregating input tuples using an associative and commutative function given as parameter. The function takes two arguments of the tuple type returned by the upstream operator, and returns a single tuple of the same type, which also corresponds to the type returned by the Reduce operator.
Reduce by Key. The ReduceByKey operator consumes tuples with at least two fields and combines all tuples with the same value in a specified "key" field into a single tuple using the same type of function as the Reduce operator. The key field is stripped from the tuples passed to the function, but the aggregated tuple for each key value is augmented with that key field before it is returned. The tuples returned by the ReduceByKey operator are of the same type as those returned by its upstream operator.
Zip. The Zip operator may have an arbitrary number of upstream operators. For each tuple it returns, it consumes one tuple of each of its upstreams and combines them into one tuple that consists of the union of the fields of the inputs. This concatenates the tuples the same way as the CartesianProduct operator: the input field names need to be distinct and the output field names and types are those of the inputs. Furthermore, if the upstream operators return different numbers of tuples, Zip throws a runtime error.
Local Histogram. The LocalHistogram operator maps each input tuple consumed from upstream to a bucket using a function given as parameter, counts how many tuples fall into each bucket, and returns bucketID, count pairs. The two fields of these tuples are of type integer (which is an atom type). The function must have one parameter of the same type as the tuples returned by upstream and return an integer from the range [0, n), where n is the number of buckets and given to LocalHistogram operator as a parameter.
Build and Probe. The BuildProbe operator returns all tuple combinations from its left and right upstream operators that have the same values on a set of tuple field names (called "join attributes"). To that aim, it first builds a hash table from the tuples of the left upstream operator by using the join attributes as key. It then consumes the tuples from the right upstream, probing the hash table for tuples with the same key, and returns a tuple for each match. The fields of the returned tuples are the join attributes and the remaining fields of the left and right input tuples, respectively. As before, the remaining attributes must therefore have distinct names, and the resulting tuples otherwise preserve field names and types.
Network operators
The sub-operators in this section use worker processes in an MPI cluster. Other platforms probably require similar sets of operators with similar functionality.
MPI Executor. The MpiExecutor operator executes a nested plan on each input tuple in parallel. The semantics and types of this operator are the same as those of the NestedMap operator, except that it guarantees that the different instances of the inner plan are executed concurrently on different MPI ranks. The MpiExecutor is responsible for passing the input tuples to the ranks, triggering the execution of the inner plan on these inputs, and collecting their results. We describe this process in more detail below.
MPI Histogram. The MpiHistogram operator consumes bucketID, count pairs (which are tuples with two integer fields) from its upstream and returns the global count of each bucket as tuples of the same type. As the LocalHistogram, this operator is parametrized with the number of buckets n. The implementation is based on MPI_AllReduce.
MPI Exchange. The MpiExchange operator partitions the tuples from upstream through the network such that each partition ends up entirely on one rank. We use the same approach as used in monolithic operators [5, 6] : We first determine the number of tuples that each rank contributes to each partition and use those to compute the offsets into a shared RMA window where each rank will write that data. Since the ranks know beforehand where to write into the window, they do not need to synchronize during the actual data transfer. The MpiExchange operator does not compute the partition sizes itself; instead, it expects (1) the number of tuples each rank will send and (2) the global partition sizes from two dedicated upstream operators, 1 which it uses to compute the offsets. These two operators are required to return exactly n tuples with two integer fields each, where n is the parameter of the operator that determines the number of partitions. When this is done, the MpiExchange operator consumes the tuples that should be partitioned from a third upstream operator, applies a function to determine the target partition to each of them (like the histogram operators), and writes batches of these tuples accordingly into the windows of the target ranks. Finally, when all other ranks have sent their data, the operator returns partitionID, partitionData pairs, where the partition ID is an integer and the partition data is a RowVector collection of the same tuple type as those returned by the main upstream operator.
MPI Broadcast. The MpiBroadcast operator sends all tuples from upstream to all ranks in the cluster. It is very similar to the MpiExchange operator; in particular, it consumes a local and a global histogram from two dedicated upstream operators to compute offsets into a shared RMA window and uses those for synchronization-free network transfer. The difference is that it sends all tuples from the main upstream to all ranks and returns these tuples directly (i.e., without partition ID).
Materialize and scan operators
Local Partitioning. The LocalPartitioning operator partitions a sequence of tuples. It takes as input the data to be partitioned and their histogram. The number of partitions this operator produces and the length of the histogram are the same. The histogram of the input tuples is necessary for the calculation of the prefixes inside a partition. After the operator calculates these prefixes, it reads the input tuples one-by-one and assigns them to the respective partitions. It then returns partitions containing a collection of tuples together with the corresponding local partition ID.
Row Scan. The RowScan operator takes as input a (nested) collection of tuples and returns to the downstream operator a tuple at a time. It is thus the basic operator for input reading in Modularis.
Materialize Row Vector. The MaterializeRowVector operator reads a sequence of tuples, it encapsulates them into a collection and it then returns this collection to the downstream operator. It is, therefore, the counterpart of the RowScan operator and the basic operator for input materializing in Modularis. Modularis' semantics also require every nested plan to finish with this operator.
Modularis architecture
In this section, we describe the architecture of Modularis and how it executes a relational query. Modularis is implemented in the Collection Virtual Machine (CVM) [40] , a larger effort of our group of building a query compilation 1 As discussed below, these are usually the LocalHistogram and the MpiHistogram operators. The user typically writes queries on a work station or laptop, which we call driver. She writes her code in a high-level front-end language, in our case a UDF-based library interface written in Python. Then, her query is translated into an intermediate plan representation, which can be illustrated as a DAG of operators. This DAG undergoes a series of optimizations such as projection push-downs and transformations into data-parallel plans. As part of these translations, as described above, Modularis cuts the DAG into tree-shaped sub-plans, each of which represents a pipeline with a materialization point at its end. Each pipeline is lowered into LLVM IR and is Just-in-Time compiled to native machine code. To translate UDFs into LLVM IR, Modularis uses Numba [45] and inlines the generated LLVM code into the remainder of the pipeline. The latter allows eliminating any function calls or interpretation in inner loops.
The top-level plan is also executed on the driver. However, in a typical plan targetting an MPI cluster, the bulk of the work is done inside a nested plan of a MpiExecutor operator. Other platforms and combinations thereof can be expressed similarly inside the same plan. As typical for MPI clusters, the MpiExecutor operator starts worker processes on the cluster using mpirun. The worker processes consist of a lightweight executable that dynamically loads the JiT-compiled binary of the nested plan and executes it. All workers have access to a shared file system such as an NFS and read and write their input and output tuples from and to files on that file system. After the nested plan finishes its execution, the MpiExecutor operator deserializes the tuples from the files produced by the workers and returns them to its downstream plan, which might do simple post-processing steps, such as merging the results or writing the results to a local file, or simply printing them on the screen.
COMPLEX QUERY PLANS
4.1 High-performance distributed join 4.1.1 State-of-the-art distributed join
In this section, we illustrate how Modularis' sub-operators can express optimized monolithic operators by doing this exercise for the state-of-the-art distributed join algorithm proposed by Barthels et al. [6] . We start with a summary of the algorithm as it was originally proposed, which is illustrated in Figure 2 .
The algorithm consists of three phases: (1) histogram computation, (2) multi-pass partitioning including network RDMA-aware hash join algorithm for two processes proposed by Barthels et al. [6] transfer, and (3) hash table build and probe. The original algorithm is optimized for a workload involving two relations where both relations consist of a 16-byte tuples (8 bytes for the key and another 8 for the payload). In Figure 2 , the two phases where communication happens amongst processes, namely the histogram calculation and the network partitioning phase, are depicted using black boxes around them.
In the first phase, the algorithm computes the exact partition sizes of both relations for the subsequent phase by creating a global histogram of the partition IDs based on the key attributes. To calculate the global histogram, each process reads its part of the input and computes the histogram for that part. Then all the processes combine their local histograms into a global histogram.
In the second phase, the algorithm partitions the data across the network such that each tuple from the inner relation has its matching tuple from the outer relation residing in the same rank. As described before, the ranks compute the number of tuples each rank will receive from each other rank and in total using the histograms of the previous phase. With this information, each rank allocates a single window that will hold all tuples it will receive in this phase, and computes the offsets of its exclusive regions inside the windows of the target ranks. After that, each rank reads the input again, computes the target partition for each input tuple the same way as it did for computing the histogram, and writes the tuple into a buffer corresponding to that partition. This partitioning routine is based on well-known techniques using streaming stores and software write-combining [41, 49, 53 ] to achieve the full memory bandwidth. When the buffer of a partition is full, it is sent to the target rank using an asynchronous RDMA write operation, replaces the buffer with an empty one, and continues partitioning the input right away. This overlaps the network communication with local communication and thus increases performance.
In the network partitioning phase, each process compresses the 16-byte workload of the algorithm into 8 bytes to reduce the total amount of data transmitted by a factor of two. The compression takes advantage of the fact that some bits of the key are the same for each partition. Specifically, if we use the identity hash function and radix partitioning with a fan-out of 2 F , then the first F bits of each partition are identical. These bits can be dropped and recovered later. Furthermore, keys and values are considered to come from a dense domain (for example due to dictionary encoding) and can be represented with P bits each. Thus, key and value can be stored in a single 64-bit word if 2 · P − F ≤ 64.
After the network partitioning, each first-level partition may be partitioned further until each sub-partition fits into the CPU cache to avoid cache misses in the build and probe phases. This involves another local histogram to compute offsets in the local buffer and the same low-level tuning as before.
After all partitioning phases have completed, the algorithm builds a hash table for each partition of the smaller relation, probes that hash table with the keys of the tuples from the corresponding partition of the outer relation, and returns the matching combinations, recovering the bits previously dropped during compression.
The description and the graphical representation in Figure 2 illustrate our observation that monolithic operators actually consist of independent and distinct phases that are sometimes repeated throughout the algorithm.
Modularis query plan
We now show how the same join algorithm can be expressed as sub-operators. The resulting query plan is shown in Figure 3 . To keep the graphical representation concise, we abbreviate the operator names as shown in Table 1 . Furthermore, we omit materialization points and, instead, express the plan as a DAG as discussed above. Finally, most of the operators in the figure are part of a nested plan inside a MpiExecutor operator, which is executed concurrently by all ranks in the cluster in a data-parallel way. The data-parallel nature of that plan is illustrated with a stacked frame.
The join starts by computing the histogram of each of the two inputs using the LocalHistogram operator. The inputs can be produced by any operator producing tuples with key fields, for example, a scan operator reading from a base table that is stored in main memory. On each of the two sides, a MpiHistogram computes a global histogram from the local one until finally, a MpiExchange consumes the local and the global histograms as well as the original input and returns the tuples as networkPartitionID, partitionData pairs such that all tuples of each partition end up on only one rank. Note that the tuples inside of partitionData are compressed, but the missing bits can be recovered from networkPartitionID further downstream.
The subsequent plan eventually joins the tuples inside two corresponding partitions of the two sides. An imperative implementation would express this as a loop over matching partition pairs. In Modularis, we use the NestedMap operator to do the same thing: We first concatenate corresponding networkPartitionID, partitionData pairs using a Zip operator (note that they are produced in dense, ordered sequence). This way, all data belonging to one partition pair is represented in a single tuple, such that we can express the remaining logic as a nested plan transforming each such tuple. The nested plan starts by dissecting the input tuple. Note that the tuple has four fields: the partition ID and data of the two sides, respectively. A sequence of ParameterLookup (which returns the entire tuple) and Projection operators (which retains one of the fields) extracts one of the fields, each. The partition data is partitioned further on both sides by a sequence of RowScan (which extracts individual tuples from the nested collection inside the partitionData fields), LocalHistogram, and LocalPartitioning operators. Note that each of these sequences returns several localPartitionID, partitionData pairs. In order be able to recover the dropped bits further downstream, we augment each of these pairs with the networkPartitionID by using the CartesianProduct operator. Its left side only consists of a single tuple (containing the network partition ID), so it does not increase the number of tuples. The actual join happens inside another nested plan, which is executed for each pair of sub-partitions. As before, we use a Zip operator to combine all information of each pair of partitions into a single tuple, on which we call a nested plan using NestedMap. Also as before, sequences of ParameterLookup and Projection operators extract the partitions of the two sides. Each partition is read by a RowScan operator and individual tuples produced by these two are finally fed into the BuildProbe operator, which produces the matching pairs. Note that these tuples still miss the dropped bits. We recover those using a ParametrizedMap operator: It contains a function that, given a parameter from upstream (the network partition ID), shifts that parameter by a certain amount and adds the result to the key field of each input tuple from the other upstream. The remainder of the plan depends on what should happen with the join result. The figure shows a plan that materializes that result. Since each NestedMap operator needs to return a single tuple, the result of each nested plan needs to be materialized using a MaterializeRowVector operator. This operator produces a single tuple containing its input tuples as a nested RowVector . Each NestedMap thus returns several such tuples (one for each input tuples) and the inner tuples can be recovered as a flat stream using RowScan operators.
Sequences of joins
A key advantage of Modularis is that, once we have the original join algorithm, it is straightforward to extend the plan to run sequences of joins. None of the work to date on high performance joins on multi-core or over RDMA has ever addressed this basic design due to the complexity of modifying the highly tuned operators.
For a cascade of N joins, the output of the n − 1-th join is joined with the n-th relation, where n = 1, . . . , N . Therefore, in the original plan of Figure 3 , after the RowScan operator, we should return the new data to the LocalHistogram and MpiExchange operators. On the other side, another upstream operator returns tuples that go through the network partitioning phase. This pattern is repeated on one side of the corresponding join for each output and on the other side for the corresponding new relation, until all of the N joins are performed.
However, if all the joins are on the same attribute and the relations fit in main memory, we can apply the following optimization: We can perform the network partitioning of all relations in the beginning, instead of reshuffling the output of every join through the network. This way, for a cascade of N joins we shuffle through the network N + 1 instead of 2 · N relations. We show our optimization for a sequence of two Figure 4 , where instead of shuffling four relations through the network, namely R, S, T and the output of R S, we shuffle only R, S, and T . This optimization is easily applicable because of the modularity of our operators. In the case of more sophisticated monolithic operators, a system engineer would have to take special care of this case by adapting a large part of the system and possibly by reimplementing parts of the algorithm. On the other hand, Modularis restructures the sub-operators inside the query plans more beneficially and takes advantage of the common attribute in a sequence of joins. After it performs all the network partitioning phases in the beginning of the inner plan of Figure 3 , Modularis carries out all the local partitioning phases in the first nested map. Finally, it forms a sequence of BuildProbe operators where the output of the n − 1-th BuildProbe is the input of the n-th BuildProbe and the final build probe output is the input of the ParametrizedMap operator.
Distributed GROUP BY
To illustrate how Modularis simplifies development and provides better extensibility than existing approaches, we implement a distributed GROUP BY operator by re-using components from the previous use cases. The corresponding plan is shown in Figure 5 . The workload of the algorithm is a 16-byte tuple (8 bytes for the key and another 8 for the value).
The plan starts with any upstream operator that returns tuples to the LocalHistogram and MpiExchange operators. Since we have multiple consumers from one operator, these tuples have to be materialized and put into a separate pipeline. After the local and global histogram calculations, the tuples are partitioned and distributed through the network. The operator performs a similar compression scheme as in Section 4.1.2. This compression is not strictly necessary, but assuming that the data comes from a dense domain, it allows us to reduce the network traffic in half, which is crucial for performance. Every output tuple (which consist of networkPartitionID, partitionData ) coming from the MpiExchange operator is the input of a NestedMap, which executes its nested plan for every input partition.
The execution of the nested plan starts with the ParameterLookup operators. The tuples returned by these operators are the input of Projection operators, which ensure that each downstream operator gets the expected input in a similar manner as before. Specifically, the network partitioning data is an input a RowScan operator that returns a tuple at a time to the LocalHistogram and LocalPartitioning operators. After the histogram calculation is finished, the LocalPartitioning consumes both the input data and the calculated histogram to calculate the necessary prefixes inside a partition. It then performs the actual data partitioning. The corresponding partitioned data is concatenated with the network bits that the MpiExchange has removed, using a CartesianProduct. Finally, the networkPartitionID, localPartitionID, partitionData triples are the input to NestedMap operator, which executes the final aggregation for each input partition.
To perform the final aggregation, we first have to restore the original keys in a similar manner as we did in the join algorithm after the hash build and probe phase. Therefore, we project on the tuples returned by the ParameterLookup and forward the local partition data to the RowScan operator, which returns individual tuples to the ParametrizedMap operator. The ParametrizedMap, after getting each tuple and the bits that were removed in the network partitioning phase, performs the decompression and each tuple to a ReduceByKey operator, which aggregates the data per local partition.
Afterwards, we materialize the output tuples of the ReduceByKey operator with a MaterializeRowVector operator. Like in the distributed hash join case, we finish the plan with the RowScan operators that remove nesting levels or the MaterializeRowVector operators that should end every nested plan. However, unlike before, we have to post-aggregate the data that comes from every nested plan, such as the local partitioning. Therefore, between every RowScan and MaterializeRowVector operator at the end of the plan, we insert a ReduceByKey operator. Finally, the individual results from the workers return to the driver where we have to perform a final post-aggregation of all results received.
Based on the previous description, one can deduce that the distributed GROUP BY plan shares many similarities with the distributed hash join query plan. The main differences are the total number of input relations and that for distributed GROUP BY operator we do not perform a hash build and probe phase in the end but an aggregation using a ReduceByKey operator.
The similarity between the two plans shows how Modularis can use a largely overlapping set of sub-operators to implement different relational database operators whereas if using monolithic operators, the different operators would probably have to be reimplemented almost from scratch.
TPC-H queries
So far we have used Modularis to implement key components of a query processor. The same sub-operators can be used to implement TPC-H queries. Specifically, we pick Queries 4, 12, 14, and 19. We choose these queries because they follow a similar pattern. This allows us to use a very simplistic query optimizer to produce the corresponding suboperator plans similar to those shown above for individual high-level operators. Writing a more sophisticated optimizer is part of future work and out of the scope of this paper; for now, we concentrate on the execution layer alone.
The pattern of the aforementioned TPC-H queries is the following: they consist of a single join on two tables that were previously filtered and then a projection and postaggregation of the join results. Modularis executes the queries as follows: It first reads the input data from the corresponding tables and it then performs any filters and projections of the input, before it finally performs the join of the tables. The plan at the beginning of the first and the second NestedMap for all the queries is the same as in Figure 3 . After the join output is produced, depending on the query, Modularis performs a different form of post-aggregation. For example in Query 12, to group by l_shipmode, we perform a ReduceByKey on the join output tuples and in Query 19 we perform a Reduce to sum the discounted l_extendedprice attributes. Exactly as in the case of the distributed GROUP BY, this post-aggregation happens at every nesting level as well as when the results from the workers return to the driver to aggregate the results of every local or network or node partition.
MODULARIS EVALUATION
In this section, we evaluate Modularis performance to traditional monolithic operators by analyzing the performance of a distributed hash join and a distributed GROUP BY operators. Then, we analyze its performance in more complex query plans such as sequences of joins and TPC-H queries.
All of the experiments were run using all available cores from a cluster of 8 machines (specifications in Table 2 ). Otherwise, the cluster size used is explicitly stated. Regarding the MPI implementation, we use OpenMPI 3.1.4 as opposed to foMPI [23] used by Barthels et al. [6] because foMPI is specific for Cray machines. Finally, we run each query five times and report the average among such runs. 
Component Specs
Modularizing operators
State-of-the-art distributed join
Implementation effort comparison. Before we delve into a performance comparison of the execution of the distributed hash join algorithm between Modularis and the original codebase, we measure the implementation effort between the two approaches by using the number of lines of code used on each of them. Although this metric is not always reliable, most of the times it gives a good indication of the implementation effort. The operators that are used in the plan according to Table 1 , sum up to 1152 lines of code, while the original implementation adds to 1754 lines of code, leading to a 35% reduction. One can argue that this can be attributed to coding style, but the main takeaway from this comparison is not only the reduction but the extensibility of our sub-operators. While to support other join types (e.g. semi-joins, anti-joins) we only need to modify the HashProbe operator that consists of 103 lines, the original codebase would have to be replicated for every join variant. Furthermore, the only operators that are specific to the target platform used are: MpiExecutor, MpiHistogram, and MpiExchange. By only adapting these three operators that sum up to 461 lines of code, we can execute the same join algorithm in a different platform. The original monolithic code would have to be rewritten from scratch, if we wanted to change the target platform, involving 3.8 × more code.
Performance comparison
We compare the distributed hash join code used in [5] consisting of one monolithic operator against our equivalent Modularis plan. To have a fair comparison, we extend the original codebase with a similar materialization operation to our MaterializeRowVector operator. The workload consists of two relations with 2048 million tuples each. This is to be consistent with the workload used by Barthels et al. [5] in their scale-out experiment (shown in Figure 7 (a) in [5] ). Additionally, we use a 1-on-1 correspondence between the keys in the inner and outer relation, unless otherwise mentioned.
We present our results in Figure 6 . To understand how our system performs, we also run microbenchmarks of our sub-operators. These microbenchmarks show the model performance that Modularis can achieve. We compare the total runtime of these microbenchmarks (referred to as model ) against the entire Modularis query plan and the original codebase. We present our results for two machine configurations in Figure 6a . We start our analysis by comparing the three execution times phase-by-phase.
Starting with the local histogram phase, we observe that compared to the original code both the model and the whole query plan have a small speedup. We attribute this speedup to the fact that, as we mention in Section 4.1.2, the local histogram calculation is isolated in a small pipeline because its input has to be consumed by multiple readers. This allows for compiler optimizations such as function inlining that remove our sub-operators abstractions. These optimizations are not possible in larger pipelines and function calls.
The global histogram phase runs at the same time in our model and the original code. However, in the full query plan and especially when the join is executed on more machines, the total time is significantly larger. This is associated with the MPI_Allreduce function that calculates the global histogram, which is a collective operation that requires data from all the processes. In case some process is stalled in some previous phase of the execution of the algorithm, then every other process must wait until it has the required data from it. In the original algorithm, this phenomenon is not present because the histograms are calculated almost at the same time for both relations. This also holds for the model. On the other hand, during the execution of the join in Modularis, the global histogram calculation happens in two distinct phases, one for each upstream path. In case the phases that precede this calculation has a slight variation in their execution time, this causes tail latencies for some processes during the calculation of the global histogram.
The network partitioning phase is slower in the model and the query plan than the original codebase. This is attributed to two reasons. First, this operator is part of a large pipeline in our generated code and therefore, as mentioned before, the compiler cannot perform all the possible optimizations and remove all of our abstractions. To validate this assumption and find the cause of the slowdown, we run the following benchmark: We generate 1 billion integers and we record the time that RowScan needs to read them and compute their sum, compared to a simple C++ program which does the same. RowScan needs about 1 second, whereas the C++ program needs around 0.8 seconds. The second reason for the slowdown, present in the query plan and not in the microbenchmarks, is due to tail latencies of some of the processes. More specifically, the window allocation function calls, which are collective operations, in the original codebase happen at the same time, whereas in the Modularis query plan happens at different times, one for each upstream path.
The local partitioning phase is faster in the original codebase than in the model and the query plan. Part of the slowdown can be again explained due to the complex pipelines that this phase belongs to, which causes a comparative slowdown in the RowScan operator. This effect is more eminent in the query plan where the pipeline is even bigger than the one present in our microbenchmarks. Another cause of the slowdown is that in the query plan, we cannot exactly isolate the local partitioning phase, but we instead measure the whole subplan present in the first NestedMap of Figure 3 and we subsequently subtract the one present in the second NestedMap. This nested plan includes an extra materialization of the output partitions, and also the processing of metadata necessary for later phases of the algorithm. Although the latter is not significantly compute-heavy, it attributes to a small part of the slowdown present.
The build probe phase is always faster in the model, compared to the original codebase and the query plan. The slowdown in the first case is explained by the fact that the MaterializeRowVector uses the realloc function to request more memory, compared to the allocator interface that the original codebase uses. In the second case, build probe is again part of a larger pipeline, therefore we lack some compiler optimizations. Both these effects are ameliorated in the case where we have 8 machines, where the build and probe phase is executed fewer times per process and also each process materializes less tuples and therefore requests less memory. Finally, in Figure 6b , we depict the total runtime of the monolithic operator compared to the Modularis plan for the distributed join algorithm. Our modular integration is from 12 to 28% slower, depending on the number of machines used, due to the reasons explained before. However, the operators present in this plan exhibit the advantage that they can be reused in a variety of queries.
Distributed GROUP BY
In this section, we run the distributed GROUP BY plan presented in Section 4.3. We show our results in Figure 7 . On the left side of the figure, we run the plan across different machine configurations for a workload of 2048 million keys where each key occurs once. As expected, the total runtime decreases as the algorithm load is distributed across more nodes. On the right side of the figure, we increase the cardinality of each key and we execute the plan for three different machine configurations. Because the total execution time is dominated by the network time and the materialization of the tuples, the time is almost steady for each machine configuration. There is a small decrease in the aggregation time when more groups are present, since the underlying hash map used by the ReduceByKey operator has to reallocate less memory because it assigns more elements to the same groups. However, this effect is negligible compared to 
Modularizing queries
Sequences of joins
We start the evaluation of modularizing queries by presenting the results of executing sequences of joins in Modularis. As a baseline, we use the naive version of the plan that shuffles four relations through the network. We compare the naive plan against a plan that once optimized shuffles only three. For this experiment, we use multiple relations with 2048 million tuples each, similar to the relations used in [5] . Additionally, we use a 1-on-1 correspondence between the keys in the inner and outer relation, unless otherwise mentioned. Figure 8a shows the execution time when performing a sequence of two joins across a number of machines with the two variants of the algorithm, naive and optimized.
We observe that there is a constant speedup in the optimized version compared to the baseline, which is partly due to the network shuffling of one less relation and partly due to the materialization of only the final result instead of materializing both the intermediate and the final join output. The execution time has a sublinear speedup as the number of machines increases because the tail latencies mentioned in the previous section in the network phases are even more eminent. Because the network phases constitute a larger part of the execution time of the optimized version, these tail latencies are the main reason that the speedup between the baseline and the optimized version is decreased as the number of machines increases.
However, the advantage of the optimized version is more conspicuous when the first join has an increasing join output. We show the total runtime of such an experiment across 8 machines in Figure 8b and the time spent on partitioning data through the network in Figure 8c . While the naive version increases linearly with a high rate as the algorithm materializes and shuffles through the network an extra relation that has an increasing size, the optimized version has a sublinear increase in its total execution time. To analyze further the cause of this time difference, we show in Figure 8c that for the optimized version the time spent on shuffling data through the network is constant, as all three relations are pre-partitioned at the beginning of the plan execution, while the network time is increasing linearly as more data are shuffled through the network. In the two aforementioned plots, we cannot execute the baseline algorithm for more than 18 million tuples due to memory constraints. Lastly, we compare the two versions while increasing the number of joins performed. We show the results in Figure 8d . The difference in the total runtime between the two version is proportional to the number of joins, because for N joins the optimized plan performs N −1 materializations and N +1 network shuffling phases less than the naive plan.
TPC-H queries
In the last part of the evaluation, we present the results from the execution of the TPC-H queries for scale factor 500 in Figure 9 . We compare Modularis against two different systems, Presto and MemSQL. Presto is a petabyte-scale data warehouse solution heavily used in the big data ecosystem. MemSQL is a distributed, relational SQL database that compiles SQL into machine code. For MemSQL, we deploy a master aggregator node and 7 leave nodes. We do a warm run for each of the queries and we then report averages of 5 runs. As MemSQL is an in-memory database, we exclude the time Modularis does to read the data. We observe that for queries 4 and 12 Modularis is on par with MemSQL and regarding queries 14 and 19, MemSQL is 33% and 25% faster, respectively. For Presto, we deploy it along with HDFS in our 8 machine cluster using one node exclusively as coordinator and NameNode. We configure HDFS to use replication factor 3 and Presto to use as much memory as possible. We run each query four times, use the first run as a warm-up and then report the average of the other runs. To have a fair comparison, we include also the time that Modularis needs to read the input data. Our system is 6-9x faster than Presto, depending on the query. We can therefore conclude that Modularis' performance is very close to a highly optimized in-memory database and orders of magnitude faster than an interactive SQL query engine.
RELATED WORK
Database operators design. Operator modularity is a crucial design decision as it has an impact on the expected performance. Determining the right granularity of operators has been a reoccurring topic of research: from the bracket model [14] for parallelization in the early days of databases to morse-driven parallelism [37] and "deep" query optimization [15] in recent years. In Modularis, we use the Volcano model [25] as the basis for the interfaces between operators but, instead of only supporting flat records, we also support collections. Modularis shares a similar vision to that of Dittrich and Nix [15] and Mutable project [42] in having operators defined at a finer granularity to lead to a deeper level of query optimization. Using a similar line of ideas, they argue that a modular database system will allow for easy implementation of research ideas. They also take advantage of modern software engineering to design small and abstract operators without sacrificing performance. We follow the same vision and we build operators in a way such that they can be self-contained and perform only a specific task, while at the same they are suitable for a variety of tasks that are not limited to databases but to data processing in general and a variety of platforms. Our design favors composability and reusability in larger query plans. Research work proposing different optimization rules is orthogonal to our approach as different optimization rules could be applied to the query plan generated by Modularis as an additional optimization pass. For instance, Leeka et al. [36] proposed a new class of optimization rules which consist of fusing operators with similar functionality together and replacing them with a single operator by using a streaming interface.
RDMA-based database operations. Adding RDMA capabilities to data processing systems has been extensively studied in the literature. Some of the earliest work by Frey and Alonso [20] identified several of the overheads associated with data processing using RDMA and proposed several solutions that are now widely used such as buffer pre-allocation. Also early on, several experimental systems were built exploring how RDMA could be used in a cluster of machines to process joins [21, 22] . More recently, two lines of work have emerged. One focuses on the use of RDMA to implement database infrastructure such as concurrency control [7, 56, 58] , replication [59] , or indexing [60] . The other focuses on the implementation of highly distributed operators on top of RDMA (and MPI in some cases). For instance, Liu et al. [39] have proposed to implemented data partitioning at large scales using RDMA while Barthels et al. [6] have revisited the implementation of joins and showed how to scale them to thousands of cores and implement them on top of a supercomputer. In parallel to these efforts, several projects have explored the network bottleneck and the use of RDMA for query processing and database design in a variety of contexts [5, 8, 38, 50, 51] .
As we show in the paper, Modularis allows implementing these techniques as well. However, only a small number of sub-operators is specific to RDMA, while the overall design and the remaining sub-operators are not. With this design, Modularis provides a more flexible and extensible way to exploit RDMA than previous work and puts the underlying mechanisms at a level that can be exploited across the engine in a wide variety of settings and not just in a particular use case or for supporting a concrete operator. The work on Modularis has been inspired by the ideas put forward on the DPI interface [3] which describes a possible interface for data processing on top of MPI.
Query compilation for data processing. Our work is also related to systems that perform Just-in-Time (JiT) query compilation. The work that arguably started this technique is the one of Neumann [44] . Similar techniques were later used and extended by several other systems: Tupleware [11] , which targets machine learning workloads; Weld [47] , which incorporates a large class of data analytics algorithms by translating frontend languages into an intermediate representation that is later Just-in-Time compiled; LegoBase [34] , which builds a database using a high-level language; and Flare [17, 18] , which combines data processing tasks with machine learning. Modularis uses JiT compilation techniques similar to those in the systems above to solve the same problem: eliminating the performance overhead of a programming abstraction.
CONCLUSION
In this paper, we implement Modularis -an execution engine that is based on sub-operators. After sketching design principles that the sub-operators should follow, we propose a set of them and we demonstrate how they can be combined in traditional database operators like a distributed hash join and GROUP BY, and in more complex query plans like sequences of joins and TPC-H queries.
Through extensive experiments, we show that modularity comes only at a small performance penalty, while the implementation effort is vastly reduced. Modularis is an order of magnitude faster than Presto, a data warehouse that supports various storage layers and distributed setups, marginally slower than MemSQL, an in-memory analytics SQL engine, and only 30% slower than a monolithic highperformance distributed hash join operator. Except for their competitive performance, our hardware-agnostic sub-operators can be combined through simple composition to support arbitrary plans, allowing execution on a variety of different platforms and types of analytics.
