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This data publication contains supplementary material such as the code, data and additional
results for the paper Satisficing Mentalizing: Bayesian Theory-of-Mind Reasoning in Scenarios with
varying Uncertainty [1]. This supplementary material is an extension of an earlier version [2] for an
earlier version of the paper.
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1 Data description
This section describes the raw data contained in this publication. The experiment that produced
this data is explained in [1].
1.1 Condition data
The folder Conditions contains compact representations of the conditions which were used by the
webserver to setup each condition. This is included, as the scripts will need the information about
the potential goal conditions of condition 2 in order to properly setup the models.
The filename and identifier for the condition is made up of three parts: First the map number,
then the condition and lastly a variant, as there were two variants of each map and condition, which
basically swapped the starting position and the goal position around.
The each contain the following topics:
• ConditionID: The identifier for the condition. This is the same as the filename, except that
filenames further have the prefix "cond".
• EnvString: An ASCII representation of the maze, where "#" represent walls, and "g" represent
passable grounds. Other symbols are possible, but where not used for the reported experiment.
• AlwaysVisibles: A list of positions which were always visible regardless of view radius. This
was used in order to make potential goal locations always visible in conditions 2 and 3.
• ViewRadius: The number of blocks the agent was able to see around itself. A viewRadius of
0 means that the radius was not restricted and the entire maze was visible.
• TargetRadius: The distance measured in blocks an agent was able to see the color of a goal,
which was only important for the second condition.
• Targets: A dictionary describing the potential targets or goal locations. The key specifies the
location of the target and the value contains the targets color as well as the symbol that was
to be displayed.
• Goal: A dictionary describing the actual goal for the condition. Only the type "Reach" was
used in this experiment. The task descriptions varied between conditions slightly.
• StartPosition: The initial position of the agent.
1.2 Participant data
For each participant of the study, we collected all their actions within the maze. The folder Partici-
pant_data thus contains a folder for each participant. Within each folder, we recorded their data in
individual files for each trail the participant finished. The files are named according to the condition
of the trail and the first 24 lines are identical to the condition data description. Following an empty
line, the behavior is recorded starting from line 26. Each line first contains a timestemp of when
the action was performed. Afterwards, we record the way the action was performed (either via the
keyboard –"Key"– or via the buttons displayed around the maze –"Button"). The last line should
always contain "Condition Finished" as this was recorded when the participant interacted with the
goal tile.
2 Code
The code package contains the python code used to implement the different models mentioned in [1]
as well as the code to evaluate the results.
The models used are implicitly implemented in models/optimalModel.py. For each of the four
models considered, we implemented a rate_action and a rate_episode method which computed
the score for the last action or the entire episode, respectively.
The models all consider rational agents with a softmax policy. The value for an action was deter-
mined by the resulting distance from the considered goal which was computed via the A*-algorithm
on the entire maze, or for the World Uncertainty condition under the free-space assumption. Both
implementations can be found in blockworld.py
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The reported experiments are configured and run in the file experiments.py. The file further
contains functions to write different parts of the results to csv-files for further processing. Most of
the processing for is then done by the file analyze_results.py.
To run the code unzip the src.zip and the data.zip archives. Depending on where you unzip
these folders you might need to adapt the path for the conditions in playback.py as well as the
path at the bottom of experiments.py. Afterwards you can just use python experiments.py to
run the script which should reproduce the experiment results which can than be processed using
python analyze_results.py.
The plots and tables used in [1] were generated in Latex using the csv-files generated by the
analyze_results.py script.
While the next section already contains a lot of data, we invite the interested reader to use the
analyze_results.py script to generate even more data, e.g. using the compute_timings_by_variants
function in order to generate timings-csv files for all mazes and variants separately.
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Figure 1: The mazes (1-6 from top left to bottom right) in their first variant. The smiley indicate
the starting position. The true destinations were as follows: Maze 1: Orange, Maze 2: Blue, Maze
3: Orange, Maze 4: Orange, Maze 5: Orange, Maze 6: Yellow
3 Additional Evaluation
As the experiment reported in [1] can be broken down into many different aspects, the paper needed
to leave many of the possible aspects out in favor of better readability and clarity. For the overall
description of the study design and the meaning of the different conditions or surprise measurements,
we refer the reader to the actual paper [1]. For the sake of completeness, we will report the results
of all analysis done in the main paper for all aspects (except for the examples trajectories, which
can be done by the interested themselves using the code and raw data provided above.). Note that
we always consider the three conditions No Uncertainty (NU), Destination Uncertainty (DU) and
Path Uncertainty (PU) and usually refer to them by their abbreviations.
3.1 Maze Variants
[1] reports the use of six different mazes, with two variants each. Figures 1 and 2 shows the six mazes
in the first and second variant respectively. Maze 3 in Figure 2 shows 2 starting points (indicated
by the smiley). This is due to the fact that in the Destination Uncertainty condition, the agent did
not start on the (O)range exit, but instead on the position in the middle, whereas it started on the
(O)range exit in the other two conditions, as only the (B)lue exit was shown to participants then.
3.2 Percentage of (close to) optimal behavior
We analyzed the recorded behavior regarding how close they were to objective optimality, meaning
that we compared the number of steps participants took with the number of steps one required to
reach the true exit minimally. In order to allow some overshooting at intersections or other smaller
execution errors, we also account for 10% and 20% of additional actions. Figure 3 presents these
results for the three different conditions over all mazes and both variants, whereas Figures 4 through
9 breaks them down to for each maze and both variants.
3.3 Aggregations
To visualize the behavior of all individuals Figures 10 through 15 visualizes the aggregated trajec-
tories of all participants across the Mazes 1 through 6 respectively for the different conditions and
the two variants.
3.4 Predictive Accuracy
The paper [1] suggests two different surprise measurements, one corresponding to the negative log-
likelihood of the predictions, whereas the other considers relative differences to the best outcomes.
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Figure 2: The mazes (1-6 from top left to bottom right) in their first variant. The smiley indicate
the starting position. The true destinations were as follows: Maze 1: Orange, Maze 2: Red, Maze
3: Blue, Maze 4: Yellow, Maze 5: Red, Maze 6: Orange
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Figure 3: Percentage of trajectories that were (close to) optimal for the three different uncertainty
(U) conditions. Optimal+10% and Optimal+20% refer to trajectories that used 10% or 20% more
steps than the optimum respectively. All other trajectories with more steps are collected under
Other.
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Figure 4: Percentage of trajectories that were (close to) optimal for the three different uncertainty
(U) conditions. Optimal+10% and Optimal+20% refer to trajectories that used 10% or 20% more
steps than the optimum respectively for both variants of Maze 1. All other trajectories with more
steps are collected under Other. The left images shows the first variant, while the right image shows
the second variant (target exit was Orange in both cases).
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Figure 5: Percentage of trajectories that were (close to) optimal for the three different uncertainty
(U) conditions. Optimal+10% and Optimal+20% refer to trajectories that used 10% or 20% more
steps than the optimum respectively for both variants of Maze 2. All other trajectories with more
steps are collected under Other. In the first variant (left image) the goal was the Blue exit, while it
was the Red exit in the second variant (right image).
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Figure 6: Percentage of trajectories that were (close to) optimal for the three different uncertainty
(U) conditions. Optimal+10% and Optimal+20% refer to trajectories that used 10% or 20% more
steps than the optimum respectively for both variants of Maze 3. All other trajectories with more
steps are collected under Other. In the first variant (left image) the goal was the Orange exit, while
it was the Blue exit in the second variant (right image). The second variant on the right shows two
smileys since the starting position for was different in the Destination Uncertainty condition (where
they started in the center position) compared to the other two conditions where they started at the
Orange exit.
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Figure 7: Percentage of trajectories that were (close to) optimal for the three different uncertainty
(U) conditions. Optimal+10% and Optimal+20% refer to trajectories that used 10% or 20% more
steps than the optimum respectively for both variants of Maze 4. All other trajectories with more
steps are collected under Other. In the first variant (left image) the goal was the Orange exit, while
it was the Yellow exit in the second variant (right image).
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Figure 8: Percentage of trajectories that were (close to) optimal for the three different uncertainty
(U) conditions. Optimal+10% and Optimal+20% refer to trajectories that used 10% or 20% more
steps than the optimum respectively for both variants of Maze 5. All other trajectories with more
steps are collected under Other. In the first variant (left image) the goal was the Orange exit, while
it was the Red exit in the second variant (right image).
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Figure 9: Percentage of trajectories that were (close to) optimal for the three different uncertainty (U)
conditions. Optimal+10% and Optimal+20% refer to trajectories that used 10% or 20% more steps
than the optimum respectively for both variants of Maze 6. All other trajectories with more steps
are collected under Other. The two variants (1 left, 2 right) only differed in their final destination,
being Yellow for the first variant and Orange in the second.
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Figure 10: Aggregation of all trajectories in Maze 1 for Variant 1 (top row) and Variant 2 (bottom
row). Trajectories from the three conditions No Uncertainty, Destination Uncertainty and Path
Uncertainty are shown in 10a, 10b and 10c respectively. Circle size and opacity represents the
relative number of times a cell was visited. The smiley represent the starting position in each case.
(a) No Uncertainty (b) Destination Uncertainty (c) Path Uncertainty
Figure 11: Aggregation of all trajectories in Maze 2 for Variant 1 (top row) and Variant 2 (bottom
row). Trajectories from the three conditions No Uncertainty, Destination Uncertainty and Path
Uncertainty are shown in 11a, 11b and 11c respectively. Circle size and opacity represents the
relative number of times a cell was visited. The smiley represent the starting position in each case.
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Figure 12: Aggregation of all trajectories in Maze 3 for Variant 1 (top row) and Variant 2 (bottom
row). Trajectories from the three conditions No Uncertainty, Destination Uncertainty and Path
Uncertainty are shown in 12a, 12b and 12c respectively. Circle size and opacity represents the
relative number of times a cell was visited. The smiley represent the starting position in each case.
(a) No Uncertainty (b) Destination Uncertainty (c) Path Uncertainty
Figure 13: Aggregation of all trajectories in Maze 4 for Variant 1 (top row) and Variant 2 (bottom
row). Trajectories from the three conditions No Uncertainty, Destination Uncertainty and Path
Uncertainty are shown in 13a, 13b and 13c respectively. Circle size and opacity represents the
relative number of times a cell was visited. The smiley represent the starting position in each case.
9
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Figure 14: Aggregation of all trajectories in Maze 5 for Variant 1 (top row) and Variant 2 (bottom
row). Trajectories from the three conditions No Uncertainty, Destination Uncertainty and Path
Uncertainty are shown in 14a, 14b and 14c respectively. Circle size and opacity represents the
relative number of times a cell was visited. The smiley represent the starting position in each case.
(a) No Uncertainty (b) Destination Uncertainty (c) Path Uncertainty
Figure 15: Aggregation of all trajectories in Maze 6 for Variant 1 (top row) and Variant 2 (bottom
row). Trajectories from the three conditions No Uncertainty, Destination Uncertainty and Path
Uncertainty are shown in 15a, 15b and 15c respectively. Circle size and opacity represents the
relative number of times a cell was visited. The smiley represent the starting position in each case.
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The paper primarily uses the first (S1) as it is more commonly used as a measure for predictive accu-
racy and is computable fairly efficiently. Here we present the results for both surprise measurements
in different sections and also break it down for the different mazes and variations.
3.4.1 S1 Results
This section contains all the predictive accuracy results when using S1. Table 1 presents the aggre-
gated data, whereas Tables 2 through 13 contain the data for the Maze 1, Variant 1 through to Maze
6, Variant 2 respectively. The used meta-parameters for the models are β = 1.5 (for the Boltzmann
noisy rationality) and γ = 20 (the switching threshold).
Model Overall NU DU PU
Full BToM Model 43.6975 (41.98) 29.1360 (11.04) 48.8868 (38.29) 53.1374 (58.02)
TWG Model 47.8146 (59.76) 13.8305 (12.54) 75.3903 (56.71) 54.5828 (73.36)
TW Model 49.0316 (44.56) 32.9640 (13.26) 50.8797 (39.45) 63.2752 (61.28)
TG Model 45.6111 (51.67) 22.8657 (15.75) 72.0591 (47.27) 42.2535 (65.58)
Switching Model 34.1854 (46.29) 13.0823 (10.38) 48.7999 (40.96) 40.8646 (62.75)
Table 1: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all mazes and their variants.
Model Overall NU DU PU
Full BToM Model 40.5179 (23.10) 31.5633 (3.94) 39.3504 (32.49) 56.5632 (19.91)
TWG Model 37.9915 (33.27) 10.8284 (5.11) 48.5828 (29.61) 70.5122 (27.34)
TW Model 43.8243 (25.54) 32.5531 (3.43) 38.8810 (32.51) 67.9907 (20.54)
TG Model 48.0043 (21.33) 38.1122 (9.17) 62.0534 (25.80) 48.1996 (20.91)
Switching Model 27.6180 (24.84) 10.8284 (5.11) 34.6482 (28.94) 47.1666 (20.82)
Table 2: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 1, Variant 1.
Model Overall NU DU PU
Full BToM Model 29.2643 (10.05) 24.0305 (5.60) 33.0123 (11.80) 31.2887 (9.35)
TWG Model 26.0999 (22.24) 10.7469 (5.76) 43.9412 (22.88) 24.0499 (19.02)
TW Model 30.0843 (11.99) 23.7168 (6.29) 33.1063 (12.27) 34.3411 (13.60)
TG Model 32.4598 (24.20) 19.9952 (12.98) 54.8976 (23.05) 21.5167 (16.17)
Switching Model 21.3665 (15.14) 10.6903 (5.61) 31.0522 (13.32) 23.1153 (16.70)
Table 3: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 1, Variant 2.
3.4.2 S2 Results
This section contains all the predictive accuracy results when using S2. Table 14 presents the
aggregated data, whereas Tables 15 through 26 contain the data for the Maze 1, Variant 1 through
to Maze 6, Variant 2 respectively. The used meta-parameters for the models are β = 1.5 (for the
Boltmann noisy rationality) and γ = 1.5 (the switching threshold).
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Model Overall NU DU PU
Full BToM Model 25.7049 (12.72) 19.9803 (8.37) 34.1020 (13.91) 22.2687 (9.72)
TWG Model 27.5364 (28.37) 11.7580 (11.44) 52.8175 (30.20) 15.3185 (15.53)
TW Model 27.1198 (12.49) 21.6264 (8.72) 34.6279 (13.27) 24.5295 (10.74)
TG Model 27.2539 (29.00) 10.5356 (8.60) 55.5476 (30.31) 12.3713 (10.86)
Switching Model 19.4609 (15.78) 10.7026 (8.23) 32.8789 (15.85) 13.4700 (10.65)
Table 4: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 2, Variant 1.
Model Overall NU DU PU
Full BToM Model 38.7533 (30.89) 22.5100 (1.71) 57.3383 (37.70) 37.1851 (29.31)
TWG Model 37.2518 (45.61) 6.4455 (4.16) 72.5339 (46.23) 34.2431 (44.00)
TW Model 46.1265 (31.14) 29.7860 (2.01) 58.2385 (38.11) 51.1331 (32.37)
TG Model 33.8544 (39.75) 11.0070 (4.99) 67.1758 (42.74) 24.4682 (34.90)
Switching Model 29.1192 (36.31) 6.4455 (4.16) 56.1491 (39.24) 25.8426 (34.36)
Table 5: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 2, Variant 2.
3.5 Pairwise Comparison of Model Accuracy
While the overall surprise measurements can give us an objective measurement for the quality of the
models’ probabilistic action predictions, it can be hard to clearly distinguish which model performed
better than another due to the large standard deviations resulting from the wide range of different
human behavior. For this reason, we compared each model against all the other’s in order to
determine which model is better able to predict the human behavior more often. The next two
sections contain the results of these evaluations for S1 and S2 respectively.
3.5.1 S1 Results
This section contains the results when using S1 as the comparative measurement. Table ?? presents
the percentage each model won against all other models across all mazes, variants and conditions,
whereas Tables 28 to 30 report these results for the three conditions No Uncertainty, Destination
Uncertainty and Path Uncertainty respectively.
To determine how much worse, a model performed when it did loose, we also report the average
percentage of the score differences in Tables 31 across all data and 32 to 34 for the three conditions
separately.
3.5.2 S2 Results
This section contains the results when using S2 as the comparative measurement. Table ?? presents
the percentage each model won against all other models across all mazes, variants and conditions,
whereas Tables 36 to 38 report these results for the three conditions No Uncertainty, Destination
Uncertainty and Path Uncertainty respectively.
To determine how much worse, a model performed when it did loose, we also report the average
percentage of the score differences in Tables 39 across all data and 40 to 42 for the three conditions
separately.
3.6 Computational Efficiency
This section reports the computational costs in terms of run-time of the different models. In order
to make these timings more fair, we disabled caching in between trajectories for all models, as the
TG and the Full BToM models would have been penalized otherwise. As above, the code used to
evaluate the timings is the same as the one included in this publication. The results reported here,
were achieved using Python 3.6.8 on a 3.5Ghz Xeon computer.
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Model Overall NU DU PU
Full BToM Model 72.6141 (86.26) 38.6199 (7.12) 50.4875 (12.83) 129.3760 (133.04)
TWG Model 86.4601 (105.89) 21.1633 (17.25) 92.3965 (44.32) 140.9973 (157.61)
TW Model 84.6962 (87.82) 50.5234 (10.84) 61.0761 (13.44) 143.3059 (134.71)
TG Model 86.0171 (91.40) 57.2538 (12.76) 88.3052 (18.86) 110.4087 (153.80)
Switching Model 62.7214 (93.80) 21.1633 (17.25) 58.0007 (16.35) 106.9929 (150.88)
Table 6: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 3, Variant 1.
Model Overall NU DU PU
Full BToM Model 53.4095 (30.76) 39.6380 (4.93) 45.1973 (11.29) 75.2727 (43.79)
TWG Model 60.9958 (50.32) 14.5775 (12.90) 85.5575 (20.72) 87.1954 (58.56)
TW Model 65.0094 (34.27) 46.5495 (10.47) 52.1986 (15.33) 95.9547 (40.97)
TG Model 46.5291 (42.08) 17.7580 (4.78) 63.5671 (18.46) 61.1189 (59.63)
Switching Model 39.7370 (39.72) 11.1485 (6.17) 50.0103 (13.94) 60.2856 (55.42)
Table 7: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 3, Variant 2.
3.6.1 Absolute Time
Table 43 reports the average times the different models took for the different conditions and their
standard deviations when using S1. The same date for S2 is reported in Table 44.
3.6.2 Relative Timings
Since the absolute timings can be difficult to interpret and will vary strongly between different
machines, we include in Table 45 the relative timings for both surprise measurements, where we
normalized the averages of the absolute timings by the quickest model.
3.6.3 Number of Re-Evaluations
As mentioned in the main paper, the Switching model’s performance heavily relies on the number
of re-evaluations due to the vary naive approach used in the paper. Therefore we report the average
number of re-evaluations for all mazes, conditions and variants in Table 46 when using S1 and in 47
when using S2.
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Model Overall NU DU PU
Full BToM Model 49.9660 (42.40) 21.2741 (2.02) 54.4831 (22.36) 61.3892 (52.88)
TWG Model 67.1430 (79.67) 7.2124 (3.64) 123.1181 (74.98) 66.8026 (80.06)
TW Model 67.2888 (40.89) 40.6705 (2.41) 63.7557 (18.53) 81.9028 (51.02)
TG Model 48.4524 (61.69) 8.8213 (4.08) 87.6736 (51.71) 47.0804 (68.25)
Switching Model 38.8984 (48.13) 7.2124 (3.64) 56.0291 (29.15) 45.1998 (59.25)
Table 8: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 4, Variant 1.
Model Overall NU DU PU
Full BToM Model 64.5721 (46.89) 49.3262 (11.14) 82.0092 (52.37) 64.2524 (54.50)
TWG Model 73.1938 (81.74) 12.0248 (21.23) 152.2727 (74.11) 66.0496 (71.78)
TW Model 73.6650 (48.64) 52.4577 (12.34) 86.0772 (54.74) 80.8338 (55.41)
TG Model 65.0462 (69.39) 22.9301 (10.43) 133.2195 (63.23) 51.3034 (65.25)
Switching Model 45.8864 (58.92) 10.1704 (13.24) 84.2218 (56.72) 46.7537 (64.29)
Table 9: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 4, Variant 2.
Model Overall NU DU PU
Full BToM Model 28.6866 (16.56) 20.8878 (5.61) 39.2057 (24.22) 27.1114 (8.29)
TWG Model 27.9177 (22.47) 17.8534 (8.20) 43.8763 (32.72) 23.6497 (8.63)
TW Model 28.9297 (16.60) 21.3711 (6.02) 38.7213 (24.48) 27.7812 (8.62)
TG Model 27.5785 (21.69) 17.3810 (6.47) 43.8676 (31.34) 23.1424 (8.14)
Switching Model 25.7144 (17.78) 17.1995 (6.81) 38.0330 (24.80) 23.2129 (9.83)
Table 10: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 5, Variant 1.
Model Overall NU DU PU
Full BToM Model 32.4907 (21.39) 23.1311 (3.01) 46.7690 (28.97) 23.9610 (3.75)
TWG Model 28.6454 (26.81) 12.5307 (3.72) 52.0458 (30.53) 15.3678 (6.26)
TW Model 32.0306 (21.78) 23.1575 (3.06) 45.4670 (30.34) 24.0629 (3.72)
TG Model 30.3686 (26.24) 14.8760 (3.68) 53.8057 (29.14) 16.4844 (6.63)
Switching Model 25.6188 (24.74) 12.5307 (3.72) 44.5191 (31.16) 14.9601 (5.67)
Table 11: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 5, Variant 2.
Model Overall NU DU PU
Full BToM Model 50.9850 (59.08) 30.0474 (9.81) 64.9349 (83.46) 61.9767 (7.78)
TWG Model 53.6439 (62.38) 24.6603 (13.07) 70.6786 (84.83) 75.3618 (12.05)
TW Model 50.6772 (59.23) 29.8973 (9.55) 63.2369 (83.74) 65.2578 (9.11)
TG Model 55.3550 (61.18) 32.6671 (13.59) 78.0474 (84.03) 45.6187 (9.33)
Switching Model 45.8815 (62.49) 24.9125 (13.26) 63.7972 (87.85) 45.6187 (9.33)
Table 12: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 6, Variant 1.
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Model Overall NU DU PU
Full BToM Model 38.8914 (40.41) 25.1638 (7.64) 41.0598 (19.74) 47.9738 (60.11)
TWG Model 49.0352 (55.85) 18.2496 (14.30) 84.1361 (36.36) 45.6445 (71.40)
TW Model 40.5047 (42.72) 26.7922 (7.85) 40.1032 (22.49) 51.5943 (63.06)
TG Model 49.9021 (51.13) 24.8039 (14.45) 83.5690 (29.89) 43.1695 (66.53)
Switching Model 32.4110 (42.83) 16.9285 (11.40) 38.7344 (23.47) 39.6075 (62.53)
Table 13: Average negative log-likelihood values (S1 scores) (and their standard deviations) for the
different models and conditions aggregated across all trajectories in Maze 6, Variant 2.
Model Overall NU DU PU
Full BToM Model 6.0316 (8.00) 3.7241 (2.73) 6.6104 (7.11) 7.7678 (11.18)
TWG Model 8.3359 (12.01) 1.5737 (2.34) 13.8076 (11.50) 9.6979 (14.76)
TW Model 7.6745 (8.90) 5.0110 (3.62) 7.5070 (7.55) 10.5034 (12.33)
TG Model 7.6746 (10.17) 3.3440 (3.11) 12.8406 (9.38) 6.9065 (12.91)
Switching Model 4.8950 (8.73) 1.2050 (1.65) 7.1236 (7.58) 6.3856 (12.15)
Table 14: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all mazes and their variants.
Model Overall NU DU PU
Full BToM Model 5.6091 (4.12) 5.0474 (0.77) 5.6518 (6.80) 6.4829 (3.04)
TWG Model 6.4213 (6.70) 0.9464 (1.01) 8.4983 (5.82) 13.0419 (5.61)
TW Model 6.1366 (4.29) 5.2380 (0.57) 5.4255 (6.81) 8.4253 (2.99)
TG Model 8.3759 (4.20) 6.7311 (1.94) 11.2912 (5.09) 7.7464 (4.07)
Switching Model 3.6009 (4.49) 0.9464 (1.01) 4.5402 (5.91) 6.8882 (3.40)
Table 15: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 1, Variant 1.
Model Overall NU DU PU
Full BToM Model 4.0977 (1.59) 3.5641 (0.94) 4.0604 (2.16) 4.7935 (1.10)
TWG Model 4.2793 (4.58) 1.0998 (1.20) 7.9525 (4.70) 3.8801 (3.91)
TW Model 4.4536 (2.17) 3.5934 (1.14) 4.3271 (2.54) 5.6525 (2.12)
TG Model 5.7070 (4.96) 3.2639 (2.70) 10.2616 (4.78) 3.3792 (3.32)
Switching Model 2.7263 (2.72) 1.0672 (1.12) 3.9309 (2.63) 3.3488 (3.18)
Table 16: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 1, Variant 2.
Model Overall NU DU PU
Full BToM Model 3.3499 (3.19) 1.7966 (1.75) 5.8519 (3.47) 2.1301 (2.11)
TWG Model 4.9547 (5.94) 1.7067 (2.45) 10.2994 (6.25) 2.2589 (3.24)
TW Model 3.8710 (3.01) 2.4371 (1.85) 6.0887 (3.14) 2.8633 (2.30)
TG Model 4.7632 (6.15) 1.2251 (1.62) 10.9005 (6.31) 1.4213 (2.20)
Switching Model 3.0962 (3.29) 1.2876 (1.59) 5.9627 (3.34) 1.7359 (2.12)
Table 17: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 2, Variant 1.
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Model Overall NU DU PU
Full BToM Model 5.2275 (5.75) 2.6369 (0.46) 8.5701 (7.39) 4.5987 (5.25)
TWG Model 6.8109 (9.24) 0.5767 (0.81) 14.0111 (9.33) 6.1419 (8.93)
TW Model 7.7058 (5.67) 5.3112 (0.31) 9.1110 (7.45) 8.8094 (5.77)
TG Model 6.0075 (7.87) 1.6058 (0.98) 12.5506 (8.50) 4.0759 (6.97)
Switching Model 4.3988 (6.81) 0.5767 (0.81) 8.7936 (7.55) 4.0082 (6.98)
Table 18: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 2, Variant 2.
Model Overall NU DU PU
Full BToM Model 11.0524 (17.43) 3.4447 (1.04) 6.8854 (2.21) 22.8725 (26.65)
TWG Model 16.5075 (21.42) 3.2474 (3.61) 17.8043 (9.12) 27.4800 (31.82)
TW Model 15.7117 (17.82) 9.0804 (2.34) 10.4235 (3.21) 27.8780 (27.10)
TG Model 15.9040 (18.09) 10.5849 (2.66) 16.6320 (3.79) 20.0716 (30.58)
Switching Model 11.1517 (18.76) 3.2474 (3.61) 10.2295 (3.92) 19.5995 (30.29)
Table 19: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 3, Variant 1.
Model Overall NU DU PU
Full BToM Model 7.9183 (5.48) 6.8485 (0.78) 5.9066 (2.40) 10.8655 (8.33)
TWG Model 11.1139 (10.12) 1.6551 (2.57) 16.4478 (4.08) 16.1535 (11.65)
TW Model 10.7490 (5.83) 8.5270 (1.73) 8.5868 (2.61) 15.0378 (7.97)
TG Model 7.8746 (8.34) 2.0914 (1.01) 11.3166 (3.52) 10.7916 (11.80)
Switching Model 6.3335 (7.15) 0.9947 (1.26) 8.3448 (2.54) 10.0864 (9.79)
Table 20: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 3, Variant 2.
Model Overall NU DU PU
Full BToM Model 8.3143 (8.79) 2.5270 (0.43) 9.3406 (5.16) 10.5585 (10.91)
TWG Model 13.1959 (16.41) 0.8069 (0.78) 24.6639 (15.50) 13.1792 (16.47)
TW Model 14.9689 (8.34) 10.1845 (0.47) 13.0204 (4.89) 18.2786 (10.14)
TG Model 8.9693 (12.59) 0.9427 (0.74) 16.8982 (10.56) 8.6991 (13.98)
Switching Model 6.9779 (9.90) 0.8158 (0.78) 10.5230 (6.83) 8.0923 (12.06)
Table 21: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 4, Variant 1.
Model Overall NU DU PU
Full BToM Model 11.5765 (8.79) 9.8372 (2.28) 13.3996 (10.93) 11.6468 (9.86)
TWG Model 14.3396 (16.98) 1.5415 (4.38) 30.8711 (15.35) 12.8537 (14.82)
TW Model 14.2062 (9.23) 10.7777 (2.69) 14.9813 (11.30) 16.1568 (10.04)
TG Model 12.2670 (14.29) 3.5196 (2.08) 26.2518 (13.06) 9.5249 (13.45)
Switching Model 7.7987 (11.33) 1.1333 (2.62) 14.5042 (11.71) 8.2491 (12.19)
Table 22: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 4, Variant 2.
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Model Overall NU DU PU
Full BToM Model 2.1533 (2.15) 1.0662 (0.69) 3.6260 (3.01) 1.9276 (1.25)
TWG Model 3.2791 (3.38) 1.7586 (1.55) 5.8804 (4.62) 2.4559 (1.48)
TW Model 2.0765 (2.23) 0.9501 (0.79) 3.5018 (3.09) 1.9370 (1.43)
TG Model 2.8753 (3.26) 1.4055 (1.09) 5.4123 (4.61) 2.0587 (1.30)
Switching Model 2.1209 (2.18) 1.2316 (0.65) 3.4853 (3.10) 1.7866 (1.45)
Table 23: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 5, Variant 1.
Model Overall NU DU PU
Full BToM Model 3.2726 (3.15) 1.9038 (0.40) 5.3258 (4.30) 2.0669 (0.60)
TWG Model 3.5519 (4.32) 0.9909 (0.61) 7.1863 (5.07) 1.5424 (0.98)
TW Model 3.2763 (3.33) 1.8278 (0.44) 5.4552 (4.54) 1.9929 (0.66)
TG Model 3.5747 (4.03) 1.2519 (0.63) 7.1110 (4.55) 1.4664 (1.03)
Switching Model 2.7376 (3.47) 0.9268 (0.50) 5.2804 (4.47) 1.3488 (0.76)
Table 24: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 5, Variant 2.
Model Overall NU DU PU
Full BToM Model 5.3171 (10.33) 1.5380 (1.15) 8.3874 (14.54) 5.7226 (0.99)
TWG Model 8.0171 (11.18) 2.9901 (1.53) 11.8123 (15.36) 9.3819 (1.57)
TW Model 5.1369 (10.37) 1.3141 (0.98) 8.1901 (14.61) 5.6971 (1.21)
TG Model 8.5700 (11.19) 4.5813 (1.92) 13.3133 (15.18) 4.7045 (1.44)
Switching Model 4.9742 (10.37) 1.3037 (1.00) 8.1901 (14.61) 4.6999 (1.44)
Table 25: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 6, Variant 1.
Model Overall NU DU PU
Full BToM Model 4.2827 (6.49) 2.5001 (1.05) 3.6173 (2.47) 6.2061 (9.81)
TWG Model 7.8231 (10.10) 2.0784 (2.36) 14.6301 (6.42) 6.9884 (12.75)
TW Model 4.1042 (6.82) 2.2263 (0.94) 3.3857 (2.89) 6.1442 (10.25)
TG Model 7.7926 (8.98) 3.2266 (2.40) 14.3528 (5.55) 6.2257 (11.23)
Switching Model 3.4594 (6.97) 1.4220 (1.12) 3.3130 (2.94) 5.1753 (10.54)
Table 26: Average S2 scores (and their standard deviations) for the different models and conditions
aggregated across all trajectories in Maze 6, Variant 2.
Winning Full BToM TWG TW TG Switching
Full BToM – 38.86 % 66.96 % 44.1 % 15.14 %
TWG 61.14 % – 65.36 % 52.84 % 49.93 %
TW 33.04 % 34.64 % – 40.32 % 33.19 %
TG 55.9 % 47.89 % 59.68 % – 36.68 %
Switching 84.86 % 96.51 % 99.13 % 85.3 % –
Table 27: Average frequency of the model on the left achieving a lower S1 surprise measure than the
model on the top across all trajectories.
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Winning NU Full BToM TWG TW TG Switching
Full BToM – 3.91 % 69.13 % 32.17 % 3.04 %
TWG 96.09 % – 97.39 % 80.87 % 93.91 %
TW 30.87 % 2.61 % – 29.13 % 4.78 %
TG 67.83 % 20.43 % 70.87 % – 20.87 %
Switching 96.96 % 97.39 % 99.13 % 85.22 % –
Table 28: Average frequency of the model on the left achieving a lower S1 surprise measure than the
model on the top across all trajectories of the No Uncertainty condition.
Winning DU Full BToM TWG TW TG Switching
Full BToM – 81.94 % 41.85 % 87.22 % 30.84 %
TWG 18.06 % – 19.38 % 58.15 % 18.5 %
TW 58.15 % 80.62 % – 85.02 % 85.02 %
TG 12.78 % 42.29 % 14.98 % – 11.45 %
Switching 69.16 % 92.95 % 98.24 % 94.27 % –
Table 29: Average frequency of the model on the left achieving a lower S1 surprise measure than the
model on the top across all trajectories in the Destination Uncertainty condition.
Winning PU Full BToM TWG TW TG Switching
Full BToM – 31.3 % 89.57 % 13.48 % 11.74 %
TWG 68.7 % – 78.7 % 19.57 % 36.96 %
TW 10.43 % 21.3 % – 7.39 % 10.43 %
TG 86.52 % 80.87 % 92.61 % – 77.39 %
Switching 88.26 % 99.13 % 100 % 76.52 % –
Table 30: Average frequency of the model on the left achieving a lower S1 surprise measure than the
model on the top across all trajectories of the Path Uncertainty condition.
Worse Full BToM TWG TW TG Switching
Full BToM – 145.61 % 3.86 % 92.57 % 120.21 %
TWG 56.26 % – 56.13 % 42.07 % 64.72 %
TW 21.46 % 175.62 % – 128.3 % 198.66 %
TG 49.99 % 87.94 % 51.4 % – 96.31 %
Switching 12.17 % 6.77 % 7.6 % 19.76 % –
Table 31: Average percent of how much worse the model on the left performed in terms of S1 than
the one on top in those trajectories where it did perform worse in the No Uncertainty condition.
Worse NU Full BToM TWG TW TG Switching
Full BToM – 221.03 % 2.09 % 112.54 % 222.14 %
TWG 13.1 % – 14.62 % 30.94 % 53.09 %
TW 20.85 % 268.29 % – 149.27 % 279.02 %
TG 25.48 % 141.72 % 21.08 % – 142.71 %
Switching 2.78 % 3.74 % 5.73 % 19.86 % –
Table 32: Average percent of how much worse the model on the left performed in terms of S1 than
the one on top in those trajectories where it did perform worse in the No Uncertainty condition.
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Worse DU Full BToM TWG TW TG Switching
Full BToM – 62.34 % 5.17 % 56.1 % 21.75 %
TWG 69.71 % – 68.02 % 26.64 % 68.92 %
TW 16.42 % 84.43 % – 80.18 % 119.27 %
TG 64.08 % 28.26 % 64.92 % – 68.91 %
Switching 13.72 % 6.94 % 8.54 % 7.99 % –
Table 33: Average percent of how much worse the model on the left performed in terms of S1 than
the one on top in those trajectories where it did perform worse in the No Uncertainty condition.
Worse PU Full BToM TWG TW TG Switching
Full BToM – 61.72 % 1.9 % 82.23 % 84.4 %
TWG 26.91 % – 16.8 % 52.64 % 60.48 %
TW 24.25 % 83.1 % – 119.94 % 126.33 %
TG 18.53 % 41.9 % 17.32 % – 39.84 %
Switching 10.6 % 14.57 % – 22.53 % –
Table 34: Average percent of how much worse the model on the left performed in terms of S1 than
the one on top in those trajectories where it did perform worse in the No Uncertainty condition.
Winning Full BToM TWG TW TG Switching
Full BToM – 54.59 % 66.23 % 53.86 % 27.22 %
TWG 45.41 % – 54 % 48.76 % 37.99 %
TW 33.77 % 46 % – 48.47 % 41.34 %
TG 46.14 % 51.24 % 51.53 % – 33.62 %
Switching 72.78 % 98.69 % 96.8 % 91.56 % –
Table 35: Average frequency of the model on the left achieving a lower S2 surprise measure than the
model on the top across all trajectories.
Winning NU Full BToM TWG TW TG Switching
Full BToM – 19.57 % 64.78 % 42.17 % 10.43 %
TWG 80.43 % – 82.61 % 78.7 % 80 %
TW 35.22 % 17.39 % – 39.13 % 16.09 %
TG 57.83 % 21.3 % 60.87 % – 20 %
Switching 89.57 % 99.57 % 95.22 % 89.13 % –
Table 36: Average frequency of the model on the left achieving a lower S2 surprise measure than the
model on the top across all trajectories of the No Uncertainty condition.
Winning DU Full BToM TWG TW TG Switching
Full BToM – 90.75 % 55.95 % 92.51 % 49.78 %
TWG 9.25 % – 12.78 % 50.22 % 10.13 %
TW 44.05 % 87.22 % – 89.43 % 85.9 %
TG 7.49 % 49.78 % 10.57 % – 8.37 %
Switching 50.22 % 98.68 % 97.8 % 99.12 % –
Table 37: Average frequency of the model on the left achieving a lower S2 surprise measure than the
model on the top across all trajectories in the Destination Uncertainty condition.
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Winning PU Full BToM TWG TW TG Switching
Full BToM – 53.91 % 77.83 % 27.39 % 21.74 %
TWG 46.09 % – 66.09 % 17.39 % 23.48 %
TW 22.17 % 33.91 % – 17.39 % 22.61 %
TG 72.61 % 82.61 % 82.61 % – 72.17 %
Switching 78.26 % 97.83 % 97.39 % 86.52 % –
Table 38: Average frequency of the model on the left achieving a lower S2 surprise measure than the
model on the top across all trajectories of the Path Uncertainty condition.
Worse Full BToM TWG TW TG Switching
Full BToM – ∞ 13.66 % ∞ ∞
TWG 126.74 % – 136.62 % ∞ 133.69 %
TW 57.72 % ∞ – ∞ ∞
TG 134.13 % ∞ 142.98 % – ∞
Switching 31.39 % 13.84 % 88.63 % ∞ –
Table 39: Average percent of how much worse the model on the left performed in terms of S2 than
the one on top in those trajectories where it did perform worse. Note that ∞ results from some
models ending up with surprise values of (numerically) 0, resulting in infinite percentages.
Worse NU Full BToM TWG TW TG Switching
Full BToM – ∞ 19.49 % ∞ ∞
TWG 113.74 % – 154.45 % ∞ 134.45 %
TW 76.07 % ∞ – ∞ ∞
TG 123.18 % ∞ 121.81 % – ∞
Switching 72.79 % 10.08 % 164.07 % ∞ –
Table 40: Average percent of how much worse the model on the left performed in terms of S2 than
the one on top in those trajectories where it did perform worse in the No Uncertainty condition.
Note that ∞ results from some models ending up with surprise values of (numerically) 0, resulting
in infinite percentages.
Worse DU Full BToM TWG TW TG Switching
Full BToM – ∞ 10.65 % 201.25 % ∞
TWG 168.63 % – 166.86 % 34.49 % 164.93 %
TW 33.33 % ∞ – 323.32 % ∞
TG 166.97 % ∞ 173.05 % – ∞
Switching 24.72 % 19.32 % 14.64 % 122.24 % –
Table 41: Average percent of how much worse the model on the left performed in terms of S2
than the one on top in those trajectories where it did perform worse in the Destination Uncertainty
condition. Note that ∞ results from some models ending up with surprise values of (numerically)
0, resulting in infinite percentages.
Worse PU Full BToM TWG TW TG Switching
Full BToM – ∞ 10.31 % ∞ ∞
TWG 61.86 % – 50.72 % ∞ 97.28 %
TW 59.75 % ∞ – ∞ ∞
TG 41.51 % ∞ 38 % – ∞
Switching 26.59 % 11.3 % 11.97 % ∞ –
Table 42: Average percent of how much worse the model on the left performed in terms of S2 than
the one on top in those trajectories where it did perform worse in the Path Uncertainty condition.
Note that ∞ results from some models ending up with surprise values of (numerically) 0, resulting
in infinite percentages.
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Model Overall NU DU PU
Full BToM Model 33.2227 (11.12) 32.7581 (11.84) 33.2447 (10.57) 33.4961 (11.22)
TWG Model 1.2039 (1.04) 1.4691 (1.02) 1.1319 (1.06) 1.1135 (1.01)
TW Model 1.4990 (1.08) 1.7792 (1.06) 1.4225 (1.09) 1.4040 (1.05)
TG Model 1.3669 (1.53) 1.3323 (0.48) 1.3765 (2.35) 1.3784 (0.49)
Switching Model 2.6036 (10.91) 1.8045 (4.75) 3.0151 (12.12) 2.6617 (12.21)
Table 43: Absolute average timings and their standard deviations (in ms) for the different models
and conditions when using S1.
Model Overall NU DU PU
Full BToM Model 76.1202 (34.74) 75.3214 (35.77) 76.6170 (33.63) 76.0842 (35.27)
TWG Model 1.2399 (1.06) 1.5238 (1.05) 1.1597 (1.07) 1.1466 (1.02)
TW Model 2.0272 (1.24) 2.3138 (1.25) 1.9470 (1.24) 1.9321 (1.21)
TG Model 3.1383 (1.43) 3.1003 (1.47) 3.1640 (1.37) 3.1344 (1.45)
Switching Model 5.4505 (26.21) 3.1035 (14.50) 6.3788 (27.84) 5.9303 (29.84)
Table 44: Absolute average timings and their standard deviations (in ms) for the different models
and conditions when using S2.
Model Overall NU DU PU Overall S2 NU S2 DU S2 PU S2
Full BToM 27.60 24.59 29.37 30.08 61.39 49.43 66.07 66.36
TWG 1.00 1.10 1.00 1.00 1.00 1.00 1.00 1.00
TW 1.25 1.34 1.26 1.26 1.63 1.52 1.68 1.69
TG 1.14 1.00 1.22 1.24 2.53 2.03 2.73 2.73
Switching 2.16 1.35 2.66 2.39 4.40 2.04 5.50 5.17
Table 45: Relative times of the different models using S1 and S2, normalized to the quickest model.
NU DU PU
Maze V1 V2 V1 V2 V1 V2
1 0.087 0.136 1.75 1.476 2.5 0.722
2 0.167 0.000 1.722 2.762 0.357 0.905
3 1.133 0.174 3.167 2.65 2.938 2.818
4 0.000 0.200 2.692 3.778 2.16 1.821
5 0.235 0.053 1.933 2.12 0.75 0.238
6 1.000 0.409 2.75 2.091 2.571 1.357
Table 46: Relative number of re-evaluations performed by the switching model across the different
mazes and conditions using S1 with an initial threshold of 20.
NU DU PU
Maze V1 V2 V1 V2 V1 V2
1 0.565 0.409 2.438 2.667 3.857 2.389
2 0.722 0.318 3.667 4.81 0.857 2.048
3 2.000 0.609 5.444 5.15 4.563 4.455
4 0.250 0.400 4.846 6.111 3.88 3.321
5 0.471 0.211 2.2 2.96 1.063 0.524
6 1.059 0.773 3.4 2.364 3.286 2.321
Table 47: Relative number of re-evaluations performed by the switching model across the different
mazes and conditions using S2 with an initial threshold of 1.5.
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