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ABSTRACT 
One attractive feature of the classical successive overrelaxation (SOR) iterative 
method is its algorithmic simplicity. Whereas for linear systems with symmetric 
positive definite matrices A, the theorem of Ostrowski guarantees convergence as 
long as the relaxation parameter o E (0,2), results on the optimal choice of o can 
only be obtained under certain additional assumptions on A. Here, for positive 
definite systems with coefficient matrices A = Z - L - LT in which L is not necessar- 
ily strictly lower triangular, we study the behavior of the spectrum of the SOR 
operator _z$ as o + 0 and w + 2 and describe enclosure sets which may be used to 
estimate the spectral radius of 1, for 0 < o < 2. Numerical experiments show why 
results on the optimal relaxation parameter are difficult to obtain in the general case 
of positive definite systems. 
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1. INTRODUCTION 
The study of the classical successive over-relaxation @OR) iterative 
method for the solution of nonsingular linear equations has led to an 
extensive theory whose development is intimately associated with the names 
of D. M. Young and R. S. Varga. Their monographs [16, 181 still cover most 
relevant topics of the theory and are widely used as standard reference 
books. 
The SOR method has been applied to systems of equations with various 
kinds of coefficient matrices, including matrices with property A, p-cyclic 
matrices, symmetric positive definite matrices, and M-matrices. A major 
reason for the many applications of SOR is the simplicity of the algorithm, 
namely, one has to carry out the work of essentially one matrix-vector 
multiplication with A per iteration step. Recently the use of parallel com- 
puter architectures has been considered to implement the SOR algorithm (cf. 
e.g. [IS], Ortega and Voigt [I5], and Gallivan, Plemmons, and Sameh [6]). 
In the present paper we shall add another piece to the mosaic of SOR 
theory by concentrating on systems of equations whose coefficient matrices 
are n x n real symmetric normalized positive definite, that is, 
Ax=b, A= AT, diag( A) = I, and xTAx > 0 vxzo. (1.1) 
Systems of the form (1.1) arise in finite element approximations of self- 
adjoint elliptic problems (cf. Varga [I7]). In addition, nonsymmetric or 
singular linear systems are often transformed into positive definite or posi- 
tive semidefinite systems via the normal equations. In particular the analysis 
of the Kaczmarz iterative method, which is well known in medical and 
geodetical applications, leads to the study of SOR applied to (1.1) (cf. 
Natterer [ 111). 
Let 
A=Z-L-LT (1.2) 
be a representation of A such that I - WL is invertible for all 0 < w < 2. 
Then the generalized SOR iterative scheme associated with (1.1) is given by 
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The term “generalized” is used here in the sense that L need not be the 
strictly lower triangular part of A. Such generalized SOR iteration schemes 
have been studied in [17]. The theorem of Ostrowski and Reich [16, Theorem 
3.61 states that xk converges to A-lb for any fixed w E (0,2) as k --+a. The 
rate of convergence is given by the spectral radius ~$1~) of the SOR 
iteration matrix 
~~=(Z-~L)-‘[WL~+(~-~)Z]=Z-~(Z-~L)-~A. (1.3) 
Note that 1” may be viewed as an analytic matrix function of w. Therefore, 
the eigenvalues of dm are continuous, piecewise analytic functions of w. It 
is our purpose to give qualitative results on the respective branches of these 
eigenvalue functions. 
In Sections 2 and 3 we shall trace the eigenvalue branches of 1, in (one 
sided) neighborhoods of w = 0 and w = 2, respectively, and we shall also 
provide an upper estimate on the local spectral radii. In the case of the 
neighborhood of w = 0 this will give us a Stein-Rosenberg type theorem in 
which it will be shown that for small w’s the SOR method has at least as 
favorable a rate of convergence as the Jacobi overrelaxation (JOR) method, 
whose iteration matrix is given by >m := Z - oA. We remark that we foresee 
a useful application for the estimates on the eigenvalues of the SOR iteration 
matrix for small w’s even in the case when A is only positive semidefinite. 
This is so because, on the one hand, it has been shown recently by Elsner, 
Koltracht, and Lancaster 151 and in [9] that using small relaxation parameters, 
the cyclic Kaczmarz algorithm for solving inconsistent rectangular linear 
systems Cx = d converges to a point in a sufficiently small ball centered at 
the minimum 2-norm least squares solution to the system Cx = d. On the 
other hand, it is well known that the rate of convergence of the Kaczmarz 
algorithm is the same as that of the SOR method applied to the matrix CCr. 
The case of o’s in a neighborhood of 2 is also interesting, as in many 
practical applications of the SOR algorithm, such as the finite difference 
method for elliptic systems, it is known or has been observed that the optimal 
relaxation parameter is greater than 1 and often close to 2. 
The proofs of the results in this paper are based on perturbation theory, 
on some upper estimates for the spectral radius of the SOR iteration matrix 
in terms of the spectral radius of the corresponding symmetric successive 
ouewekzxation (SSOR) iteration matrix which were developed in [18, Sec- 
tions 7.4 and 15.31, and on a transformation of & which was first observed 
in [18, Section 3.61. With our general assumptions on A we cannot expect 
satisfactory results on the optimal relaxation parameter wb which minimizes 
~(1~). Instead we shall determine enclosure sets for the spectrum of 2’ 
460 M. HANKE, M. NEUMANN, AND W. NIETHAMMER 
(Section 4), extending results in [I2]. Such enclosure sets may be used either 
to obtain bounds for p(-t’,) or to develop semiiterative methods with respect 
to SOR. To provide further perspective we performed several numerical 
experiments, some of which are presented in Figures 1 through 4. 
We shall make use of the well-known Landau symbol O( *>, i.e., (A] = O(w) 
implies the existence of a positive constant c independent of w such that 
]A] < cw uniformly for o in the given range. If A is a complex number, then 
%(A) denotes its real part and 3(A) denotes its imaginary part; as usual, i is 
the imaginary unit. The notation 1). I] is used for either the Euclidean norm in 
[w” or the corresponding matrix norm. 
2. THE CASE w + 0 
Buoni and Varga [l] considered the asymptotic behavior of the spectral 
radius p(&,) as w + 0 for general matrices A. Exploiting the special 
structure of A in (1.11, sharper results can be obtained. The basic argument 
is the Neumann expansion of (1.31, 
lm=l-wA-&A- a.. , (2.1) 
which is valid as long as 0 < w < l/ ]]L]]. Since 
gw=l-wA (2.2) 
is the JOR iteration matrix, the expansion (2.1) reveals the essence of [l]: the 
SOR and JOR methods behave similarly if w is close to 0. 
Let 0 < w,, < l/ ]]L]]. Th en it is clear from (2.1) that -t’, = /m + T,, 
where 
Applying the Bauer-Fike theorem (e.g. Golub and van Loan [7, Theorem 
7.2.21) to this splitting of & and writing the spectrum of xw in terms of 
the eigenvalues of A, we obtain the following analogue of [l, Theorem 3.11: 
THEOREM 1. Let 0 <w,, <l/ IILl], and a1 2 *. . 2 (Y, > 0 be the eigen- 
values of A. Zf A(w) is a branch of eigenvalues of dw for w E [O,oO], then 
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there is a corresponding j, 1~ j Q n, such that 
A(w)=1-waj+0(02), O<W<O,. (2.3) 
Conversely, jbr each j, 1 Q j < rr, there is a branch of eigenvalues A(w) of Jw 
fulfilling (2.3). 
Extensions to the case that A is singular can be found in [2] and in 181. 
Then, (Y, = 0 and the corresponding branch in (2.3) is A(o) = 1 in 0 Q w Q 2. 
From Theorem 1 it follows immediately that 
p(-t’,)=1-oa,+0(~2), O<WGO,. (2.4) 
Note that this implies local convergence. 
In the main result of this section we show that a sharper result than (2.4) 
is possible: 
THEOREM 2. Under the conditions of Them-em 1, 
p( dw) Q 1 - ml” -+iPC.xn(l--(y,)+o(~3), O,<w<o,. (2.5) 
Mweover, there exists 0 < w 1 Q w. such that 
with equality holding in (2.6) fw some 0 < w < 0, $and only if A = Z. 
Proof. Although we do not assume here that L is lower triangular, we 
can define for o E (0,2) the symmetric successive overrelaxation iteration 
matrix associated with (1.2) as follows: 
s,=(Z-oLT)-l[(l-~)Z+oL](Z-oL)-l[(l-o)Z+oLT]. (2.7) 
Following line by line the proof of Theorem 3.5.1 in [18], one can show that 
also in our slightly more general setting 
p( Jo) Q (lA1/2_&A-"2~~ d [P(d)] “‘. (2*8) 
Suppose now that 0 Q o Q w,,, so that the expansion in (2.1) is valid. 
Then we can expand (I - ~L~>-l[(l- o)Z + oL] similarly. From (2.7) we 
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have that for such o’s 
and, as in the proof of Theorem 1, we deduce from the Bauer-Fike theorem 
that 
p(9,) = l-2wa, - wy1-2a,)a, + O(d). (2.9) 
Recall now that for real 0 < x < 1 we have that (1 - x)“” < 1 - $x - +x2, and 
put x = ~w(Y, + o”(l-2~u,)a,, + 0(w31. Then, by (2.9) and (2.81, it is clear 
that (2.5) holds. Finally, since diag(A) = I, we have that (Y, < 1 or A = 1, and 
so it is evident from the defining equation (2.2) for the JOR iteration matrix 
that there exists 0 < oi < o0 for which (2.6) and the subsequent claim 
concerning the case of equality are true. n 
It may be interesting to note that it follows from (2.3) that the graphs of 
the eigenvalue branches in C tend to 1 with a horizontal tangent as o + 0. 
In fact, 
?++J)) = O(w2), O<W<W,. 
More can be said if all eigenvalues of A are simple. Then, all eigenvalues of 
.&W must be real, assuming that w is sufficiently close to 0. This should be 
compared with the results in Section 4. 
3. THE CASE w + 2 
For the analysis of (~(ot7,) as o + 2, the formula (2.1) is no longer useful. 
Instead we use a different approach, which is based on an analogue of the 
Cayley transformation (cf. [18, Section 3.611, i.e., we define the bilinear 
transformation 
s(z) = 1_z : l+z c-+c. (3.1) 
Consider first an arbitrary splitting of A = Z - E - F in which I - wE is 
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nonsingular. The corresponding SOR operator is given by 
~w=(z-wE)-l[wF+(l-w)z]. (3.2) 
The next proposition is a slight generalization of [18, (6.221, p. 841, and 
therefore its proof is omitted. 
PROPOSITION 3. Let lm be given by (3.2), and s by (3.1). Then 
(34 
Suppose now that A is symmetric positive definite, E = L, and F = LT. 
Then Al/’ is well defined, and from (3.3) we have that 
S, := s(A1/2dUA-1/2) = 
2-w 
-A-- + A-1’2( LT- L)A-“2. 
w 
(3.4) 
In (3.4) we have the decomposition of S, into its symmetric and its 
skew-symmetric parts. What is surprising is that the latter is independent of 
w. This might be a starting point of future research. 
Clearly, (3.4) is well suited for an analysis concerning o + 2. Notice that 
the spectrum of S, is purely imaginary. 
The inverse transformation of s is given by 
Thus A’/2l A-112 = s-1 
0 
(S,), which gives 
For example, since s maps the unit circle onto the imaginary axis, we can 
conclude from the above relation that all eigenvalues of L2 lie on the unit 
circle (which also follows from the Ostrowski-Reich theorem together with a 
theorem due to Kahan, see [16, Theorem 3.51). Moreover, as S, is skew-sym- 
metric, A’/212A-1/2 must be unitary. Thus _&a has a complete A-ortho- 
464 M. HANKE, M. NEUMANN, AND W. NIETHAMMER 
normal eigensystem {zl,. . . , zJ, that is, 
zjUAzk = sj,, I< j,k,<n. 
THEOREM 4. Assume that all eigenvalues of A-‘/‘(LT - L)A-‘I2 are 
simple, and denote them by iuj, 1~ j < n, where CT, > .. * > a, = - ul. Let 
A(w) be a branch of eigenvalues of 1”. Then there is a corresponding 
eigenpair 0,~) of d2 with llzll = 1 such that 
( l-%(A) A(w)=A 1-(2-w) 2z*Az +0(2-bq , 1 o-+2, (3.5) 
where A has the fm 
iuj-1 
/+=- 
iaj+l’ 
l-W=--& 
I 
(3.6) 
for some 1 <j <n. Conversely, for any 1 <j <n we can find some A E 
a(-f2) and a branch of eigenvalues A(w) ful@lling (3.6) and (3.5). 
Furtheme, regardless of the simplicity of the eigenvalues of A-‘12(LT 
- L)A-“2, in a suficiently small neighborhood of w = 2 the following 
estimate holds: 
P(4) =Gl- 1_~~~4y(2-w)+o((2-~)2), 0+2, (3.7) 
where v = p(L + LT) and y = max{p(LLT), i). 
Proof. Under the given assumptions we can expand the eigenvalues of 
S, in convergent power series around o = 2. Thus if p = ia is such an 
eigenvalue of S, and y the corresponding eigenvector, then (cf. e.g. [7, p. 
3441) 
dti 1 y*A-‘y 
fi’do’-2y*y. 
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Hence, as w + 2, 
h(w) = s-l (/_L+jqo-2)+ ***) 
Now A = s-i(/.~) and z = A-‘12y/ ](A-‘/2y() form an eigenpair of J2 with 
A fulfilling (3.6). Since (S-~)‘(P) = ZS-‘(/_L)/(~~ - l), we readily obtain 
(3.5). The l-to-l correspondence between A and A(w) follows from the fact 
that the eigenvalues of _K2 are pairwise distinct. 
To prove (3.7) we follow some of the developments in [18, Section 15.31. 
First, with 
R,= o(21”)A-1(l-OL)(l-~~~), 
Young shows that 
/,=I- R,' 
and 
1 
p(9,) = l- ___ 
P(k) ’ 
It thus follows from [18, (3.32) and (3.37), p. 4681 that 
P(9,) <I- 
0(2- o)(l- V) 
1-wv+wsy. (3.8) 
Now put x = [w(2 - ~0x1 - v)]/[l - WV + 02y] and, for w sufficiently close 
to 2, expand f(r)=(l- x)‘12 in a Taylor series about zero. Then (3.7) 
follows from (2.8) and (3.8), as [o(l - v)]/[2(1- WV + OJ~~)] = (1 - v)/(l - 
2v +4r)+ 0((2- CO>). n 
Note that the representation (3.5) implies that the graphs of A(w) in 6 
cut the unit circle at a right angle. However, Theorem 4 is less illustrative by 
far than Theorem 1, because it involves not only the eigenvalues of A2 but 
also its eigenvectors. 
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4. SPECTRAL ENCLOSURES 
Considering the entire interval 0 < o < 2, it is of crucial importance in 
most applications to determine an optimal relaxation parameter, that is, to 
find some wh for which p(_& b ecomes minimal. Without further assump- 
tions on A we cannot expect to find a formula which corresponds to the 
optimal relaxation parameter 
2 
Wb= 1+JW 
(4.1) 
derived by Young for symmetric positive definite matrices with property A 
[KS, p. 1721, even if the spectral radius of the Jacobi iteration matrix xl is 
less than 1. It is, however, possible to find enclosure sets for the spectrum of 
&. These may be useful either for the determination of bounds for ~(1~) or 
for the development of semiiterative methods with respect to SOR (cf. [4]). 
In [17], Varga derived a certain upper bound for P(_zQ. Assuming that 
for each w E (0,2) there exists a real eigenvalue A(w) of _t: such that 
IA(o)1 = ~(1~1, the bound is minimized by 
2 
8= 1+fi 
(4.2) 
(see [I7, (3.8)], where (pi and an are the same as in Section 2). It should be 
remarked that for (pi = 1+ p(xl), (Y, = 1- p(#i>, and p(/i) < 1 the two 
values of w in (4.1) and (4.2) coincide. On the other hand, while oh in (4.1) 
is always greater than 1, 0 < 1 may occur (see also Example II in Section 5). 
Returning to the case of arbitrary symmetric positive definite matrices A, 
as far as we know, the first estimates of a(dw) were obtained by Collatz 131. 
Using his ideas, one can determine a certain region containing all eigenval- 
ues of dm for a given choice of w E (0,2). A second region enclosing this 
spectrum has been derived in [12]. Here, we shall determine a third region 
using (3.4). 
THEOREM 5. Let 0 < w < 2 and u1 be as in Theorem 4. Then 
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Proof. By Bendixson’s theorem, 
a(S,)c9:=RX[-iai,ia,]. 
Therefore. 
The horizontal boundaries f 
circles 
467 
(T(_dg cs-‘(Lq 
If 9, + ia, + R, are mapped by s-l onto the 
and the infinite strip 9 is mapped onto the closure of the exterior of these 
two circles. This proves the theorem. n 
To obtain Collatz’s result one maps the rectangle 
[ 
2-w 2-w 
SW= -1 ----a1 > -a(y-l X[-iicr,,ial] 
w 0 n 1 
instead of the infinite strip 9. 
All enclosure sets are shown in Figure 1 for the two examples of the 
following section. The value of OJ which we use for both is 1. The eigenval- 
-1 -0.0 0 0.5 1 
FIG. 1. Enclosures of &/i): left, 
-1 -0.5 0 0.5 
Example I; right, Example II. 
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ues of Ji are marked with a cross. The two dashed circles form the 
boundary of Collatz’s enclosure, the region enclosed by the dotted lines has 
been derived in [12], and the solid circular lines are the ones determined by 
Theorem 5. Notice that the latter enclosure is the only one which is 
independent of w and that it is quite sharp, since in Figure I(b) there is one 
eigenvalue which lies almost on the boundary of the corresponding region. 
5. NUMERICAL ILLUSTRATIONS 
In this section we present some results of our numerical experiments: We 
consider two specific positive definite matrices A I and A II E [w ‘” x ‘a with l’s 
on the diagonal. A, was generated with a random procedure by MATLAB. Its 
eigenvalues are almost evenly distributed in the range [0.17,1.88]. The matrix 
A II is taken from Kahan [lo]: 
Here a(A,,) = {0.5,6.5} with 6.5 
corresponding matrix L in (1.3) is 
a simple eigenvalue. In both cases the 
the strictly lower triangular part of A. .~ 
A, may be viewed as a “typical” representative (see also the illustrations 
in [18, Figures 5.1-5.41 in the property A case). In most examples that we 
have computed, a(Jm) showed a closely related behavior; this is true 
especially for the spectral radius ~(2~). One of these typical phenomena 
was the need for overrelaxation in order to minimize p(-t”,). 
In contrast to this, Kahan suggested the matrix Au as a first example in 
the class of symmetric, positive definite matrices for which p(Jm) is minimal 
for some value wh < 1. A reason may be-as Kahan supposes-that A has 
one relatively large eigenvalue while the others are close together. This has 
the effect that the spectrum of A is highly unsymmetric with respect to 1. 
Consider first A,. In Figure 2, ~(1~) is plotted as a function of w, 
0 < w < 2 (solid line). Figure 3 shows the behavior of the eigenvalues of the 
SOR operators. To be precise, each plot contains the graphs of all eigenvalue 
branches of Jm in C, (%A( w), S A(w)), with 0 < w < w0 (this interval was 
discretized with mesh size 0.01). In this way, one obtains the impression of 
an eigenvalwfilm. Recall that each branch has its origin at A = 1. In each of 
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FIG. 2. 
dashed line. 
Spectral radius of -t’, versus w. Example I: solid line; Example II: 
these plots, the 12 eigenvalues of JU, have been marked by a cross. In 
Figure 3, the spectral radius p(_~$,) is illustrated by the dashed circle. 
To give additional perspective, we remark that o = 1.22 is close to the 
optimal relaxation factor w,?. In fact, for this example, wb is the largest value 
of o for which p(-t’,) E a(&>, i.e., there is a positive eigenvalue of -t’, 
which coincides with the spectral radius. More can be said: There is a 
continuous eigenvalue branch X(w) of -t’, such that IGo>l= ~(2~) in the 
whole interval 0 < o < 2. However, we came across other examples where 
both of the foregoing properties fail to be satisfied. 
-1 -0.5 0 0.5 I 
I 
0.0 
0.6 
0.4 
0.2 
0 
-02 
-0.4 
-0.0 
-0.8 
-1 
-1 -0.5 0 0.5 
FIG. 3. Example I, eigenvalue branches of JW with o in the range 0 G o < oO. 
In left, w0 = 1.21; in right, o0 = 1.8. 
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FIG 4. Example II, eigenvalue branches of ~5’~ with w in the range 0 < w < oO. 
In left, w0 = 0.64; in right, o,, = 2. 
Notice that the spectral radius is a concave function of w nearby o = 0. 
This is a consequence of Theorem 2. The eigenvalues of JW are all real for 
0 < 0 < 0.44. 
In the second example, -t’, has nonreal eigenvalues for every w > 0, as 
can be seen from Figure 4. The first plot in this figure illustrates the situation 
for the optimal relaxation factor oh = 0.64. It should be remarked that the 
corresponding value of G, in (4.2) is approximately 0.71. As in the previous 
example, there is a continuous branch of eigenvalues which determines the 
spectral radius in the whole interval 0 < w < 2. The corresponding values of 
p(&) may be found in Figure 2 (dashed line). In contrast to the first 
example, ~(2,) has no singularity in the open interval because the eigen- 
value branches of -tl, are well separated. 
6. DISCUSSION 
We close the paper with the following remarks: 
(i) The SOR operator JU is similar to the operator 
introduced in (3.4) which is the iteration operator of Kaczmarz’s method (cf. 
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[ll]). The Kaczmarz iteration scheme can be applied to solve arbitrary linear 
equations 
Cx=d, c E ILYnX”, d E UP, (6.1) 
in which case A = CCr which can be positive semidefinite. If (6.1) is 
inconsistent, the limit of the iteration still exists, but it depends on the choice 
of o E (0,2). Good approximations to the least-squares generalized solution 
can be obtained when w is sufficiently small [5, 8, 91. For such a choice of w 
the analysis of Section 2 can be extended to this slightly more general 
situation. 
(ii) As mentioned in the Introduction, the investigations of Section 3 may 
be of interest if one has to estimate the relaxation parameter wh for which 
the speed of convergence of the SOR method is optimized. This is so because 
in many practical applications ol, is close to 2. 
(iii) We should like to comment on the case where the Jacobian >I = Z 
- A is a skew-symmetric matrix. In [12] enclosure regions are given for 
(+(Lm) similar to those in Figure 1. In this case F = - ET in (3.3) and so 
This is for instance true if &, is the point SOR operator. The spectrum of 
s(kz,) may be enclosed by a so-called bowtie region Cl, [14, Section 41. As 
before, s-‘(0,) y’ Id ie s an enclosure of a<_t7,>; the respective result coin- 
cides with the one in [I2]. 
REFERENCES 
J. J. Buoni and R. S. Varga, Theorems of Stein-Rosenberg type II. Optimal paths 
of relaxation in the complex plane, in Elliptic Problem Solvers (M. H. Schultz, 
ed.), Academic, New York, 1981, pp. 231-240. 
J. J. Buoni, M. Neumann, and R. S. Varga, Theorems of Stein-Rosenberg type. 
III. The singular case, Linear Algebra AppZ. 42:183-198 (1982). 
L. Collatz, fiber die Konvergenzkriterien bei Iterationsverfahren hir lineare 
Gleichungssysteme, Math. Z. 53:149-161 (1950). 
M. Eiermann, W. Niethammer, and R. S. Varga, A study of semiiterative 
methods for nonsymmetric systems of linear equations, Numer. Math. 47:505-533 
(19851. 
L. Elsner, I. Koltracht, and P. Lancaster, Convergence properties of the ART and 
SOR algorithms, Numer. Math., to appear. 
472 M. HANKE, M. NEUMANN, AND W. NIETHAMMER 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
K. A. Gallivan, R. J. Plemmons, and A. H. Sameh, Parallel algorithms for dense 
linear algebra computations, SIAM Rev. 32:54-135 (1990). 
G. H. Golub and C. F. van Loan, Matrix Computations, 2nd ed., Johns Hopkins 
U.P., Baltimore, 1989. 
M. Hanke, Iterative Losung gewichteter linearer Ausgleichsprobleme, Ph.D. 
Thesis, Univ. Karlsruhe, West Germany, 1989. 
M. Hanke and W. Niethammer, On the use of small relaxation parameters in 
Kaczmarz’s method. 2. Angew. Math. Mech. 7O:T575-T576 (1990). 
W. Kahan, Gauss-Seidel Methods of Solving Large Systems of Linear Equations, 
Ph.D. Thesis, Univ. of Toronto, Canada, 1958. 
F. Natterer, The Mathematics of Computerized Tomography, Wiley, New York, 
1986. 
W. Niethammer, Uber- und Unterrelaxation bei linearen Gleichungssystemen, 
Computing 5:303-311 (1970). 
W. Niethammer, The SOR method on parallel computers, Numer. Math. 
56:247-254 (1989). 
W. Niethammer and R. S. Varga, Relaxation methods for non-Hermitian linear 
systems, Resultate Math. 16:308-320 (1989). 
J. M. Ortega and R. Voigt, Solution of partial differential equations on parallel 
and vector computers, SIAM Reu. 27:149-240 (1985). 
R. S. Varga, Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, N.J., 
1962. 
R. S. Varga, Extensions of the successive overrelaxation theory with applications 
to finite element approximations, in Topics in NumericuZ Analysis (J. J. H. Miller, 
ed.), Academic, New York, 1973, pp. 329-343. 
D. M. Young, lterutive Solution of Large Linear Systems, Academic, New York, 
1971. 
Received 12 April 1990; j&ml manuscript accepted 9 November 1990 
