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Abstract
The conformal method in general relativity aims to successfully parametrise the
set of all initial data associated with globally hyperbolic spacetimes. One such map-
ping was suggested by David Maxwell [Max14b]. I verify that the solutions of the
corresponding conformal system are stable, in the sense that they present a priori
bounds under perturbations of the system’s coefficients. This result holds in dimen-
sions 3 6 n 6 5, when the metric is conformally flat, the drift is small. A scalar field
with suitably high potential is considered in this case.
1 Introduction
A spacetime is defined as the equivalence class, up to an isometry, of Lorentzian manifolds
(M˜, g˜) of dimension n+ 1, which satisfy the Einstein field equations
Ricαβ(g˜)− 1
2
R(g˜)g˜αβ = 8piTαβ, (1.1)
α, β = 1, n+ 1. We have used the following notation: R(g˜) is the scalar curvature of g˜,
Ric the Ricci curvature and Tαβ the stress-energy tensor. If Tαβ = 0, we describe the
vacuum. If
Tαβ = ∇˜αψ˜∇˜βψ˜ −
(
1
2
|∇˜ψ˜|2g˜ + V (ψ˜)
)
g˜αβ, (1.2)
the model corresponds to the existence of a scalar field ψ˜ ∈ C∞(M) having potential
V ∈ C∞(R). By correctly choosing ψ and V , we can describe the vacuum with cosmological
constant and the Einstein-Klein-Gordon setting.
A globally hyperbolic spacetime accepts initial data (M, g,K, ψ, pi), where
• (M, g) is an n-dimensional Riemannian manifold,
• K is a symmetric 2-tensor corresponding to the second fundamental form,
• ψ represents the scalar field in M , and
• pi is its derivative.
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The associated spacetime development takes the form (M×R, g˜, ψ˜), where g˜ is a Lorentzian
metric that verifies g˜|M = gˆ and ψ˜ is a scalar field such that ψ˜|M = ψˆ and ∂tψ˜|M = pˆi.
Through the work of Choquet-Bruhat and Geroch, having the initial data verify the
constraint equations is proved to be not only a necessary, but a sufficient condition for the
development of a maximal, globally hyperbolic space-time [FB52, CBG69]:
R(gˆ) + (trgˆKˆ)
2 − |Kˆ|2gˆ = pˆi2 + |∇ˆψˆ|2gˆ + 2V (ψˆ)
∂i(trgˆKˆ)− Kˆji,j = pˆi∂iψˆ,
(1.3)
The above system is clearly under-determined, which allows for a good amount of freedom
in choosing (gˆ, Kˆ, ψˆ, pˆi).
The conformal method began with Lichnerowicz [Lic44], and was later developped by
York, Jr., O´ Murchadha and Pfeiffer, [Yor73, O´MY74, Yor99, PY03]. We allow for the
constraint equations to be transformed into a determined system of equations by fixing
well-chosen quantities (see Choquet-Bruhat, Isenberg and Pollack [CBIP07]). Essentially,
the technique maps a space of parameters to the space of solutions.
Given an initial data set (gˆ, Kˆ, ψˆ, pˆi), the classical choice of parameters is (g,U, τ, ψ, pi;α):
in this case, the conformal class g is represented by a Riemannian metric g, the smooth
function τ = gˆabKˆab is a mean curvature and the conformal momentum U measured by
a volume form α (volume gauge) is a 2-tensor that is both trace-free and divergence-free
with respect to g (a transverse-traceless tensor). We sometimes prefer to indicate the
volume gauge by the densitized lapse
N˜g,α :=
α
dVg
. (1.4)
In 2014, Maxwell introduces a variant to the standard conformal method called “the
drift method” [Max14b]. Very succinctly, it differs from its predecessor in that it re-
places the mean curvature τ with two new conformal data, a volumetric momentum and a
drift. These new quantities are defined by the volumetric equivalent to the York splitting
[Max15]:
τ = τ∗ +Ng,ωdivg(V +Q) (1.5)
where τ∗ ∈ R, V is a smooth vector field and Q is a conformal Killing field.
Given a gauge ω, one might choose
1. an arbitrary representative gab ∈ g,
2. the unique densitized lapse N˜g,ω,
3. the unique TT-tensor Uab such that (gab, Uab) = U, where U is the conformal mo-
mentum as measured by ω, and
4. a vector field V˜ , unique up to a conformal Killing field, such that (gab, V˜ab) = V,
where V is the volumetric drift measured by ω.
We denote by
q :=
2n
n− 2 (1.6)
the critical Sobolev constant corresponding to the embedding of H1 into the Lebesgue
spaces. Let
LgWij = Wi,j +Wj,i − 2
n
divgWgij (1.7)
2
be the conformal Killing operator with respect to g. We use the decompositions
gˆab = u
q−2gab
Kˆab = u
−2[ N˜2 (LgW )ab + Uab] + 1nuq−2gab
(
τ∗ + N˜divg(V +Q)
)
.
(1.8)
where u is a scalar function and W and Q are vector fields, all unknown.
For additional details on the drift method, see the annex: section 6.1.
1.1 The viability of conformal method models
The conformal method essentially provides a mapping from the set of conformal data
representatives to the set of initial data,
Conformal data representatives → Initial data. (1.9)
More precisely, in the case of the classical conformal method, given a volume gauge ω, the
mapping presents as
(gab, Uab, τ ;N)
solve(u,W )−−−−−−−→ (gˆ, Kˆ). (1.10)
By the nature of the conformal method, the mapping is unto: from any set of initial data,
one can calculate a set of corresponding conformal data representatives. We list a number
of criteria by which the strength of a conformal method may be judged.
1) Is the mapping a bijection?
Ideally, to any set of conformal data representatives there corresponds one and only one
set of initial data. Thus, the set of all possible initial data is completely characterized by
the conformal method.
In lieu of such a strong result, one may ask:
• Where is the mapping well-defined (in the sense that there exists (gˆ, Kˆ) correspond-
ing to a fixed set of conformal data representatives)? As long as we properly identify
the problem sets, we can simply remove them from the domain.
• Where is the mapping one-to-one? If we obtain multiple solutions, where does this
happen?
2) Is the mapping continuous?
This question tests that the mapping is, in some sense, physically relevant.
1.2 The main result.
Let (M, g) be a closed locally conformally flat manifold of dimension n, which can be 3, 4
and 5. Let
∆g = −divg∇ (1.11)
be the Laplace-Beltrami operator with non-negative eigenvalues. Similarly, let
−→
∆gWi = −divg(LgW )i = −(LgW ) jij, (1.12)
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be the corresponding Lame´ operator. The volumetric drift model proposed by Maxwell
leads to the reworking of the Einstein constraint equations as
∆gu+
n−2
4(n−1)(R(g) + |∇ψ|2g)u = (n−2)|U+LgW |
2+pi2
4(n−1)uq+1
+ n−24(n−1)
(
2V (ψ)− n−1n τ∗
+n−1n
N˜divg(uqV˜ )2
u2q
)
uq−1
divg
(
N˜
2 LgW
)
= n−1n u
qd
(
N˜divg(uqV˜ )
2u2q
)
+ pi∇ψ.
(1.13)
The existence of solutions to this system was treated in [HMM18] in the non-focusing case,
and in [Vaˆl19] for the focusing case. The classical conformal method, also in the focusing
regime, is treated in [Pre14]. See [DH09] for the precursor of the asymptotic techniques
used in the existence proofs.
The second equation may be rewritten as:
−→
∆gW = 〈∇ ln N˜ ,LgW 〉+ 2n−1n−2
(
3n−2
n−2
〈∇u,V˜ 〉∇u
u2
− 〈∇
2u,V˜ 〉
u
)
+2n−1n−2
(
−〈∇u,V˜ 〉u ∇ ln N˜ + divgV˜ ∇uu − 〈∇V˜ ,∇u〉u
)
−n−1n
(
divgV˜∇ ln N˜ +∇divgV˜
)
− 2N˜−1pi∇ψ.
(1.14)
In the present paper, it sometimes proves useful to work with the more general equation
∆gu+ hu = fu
q−1 + ρ1+|Ψ+ρ2LgW |
2
g
uq+1
− bu − c〈∇u, Y 〉
(
d
u2
+ 1
uq+2
)− 〈∇u,Y 〉2
uq+3
(1.15)
where we make the following substitutions:
h = n−24(n−1)
(Rg − |∇ψ|2g) , f = n−24(n−1) (2V (ψ)− n−1n τ∗2) ,
ρ1 =
n−2
4(n−1)
(
pi − n−1n N˜2divgV˜
)
, ρ2 =
√
n−2
n−1
N˜
4 , Ψ =
√
n−2
n−1
U
2 ,
b = n−22n τ
∗N˜divgV˜ , c =
√
n−2
n , d = τ
∗, Y =
√
n
n−2N˜ V˜ .
(1.16)
Consider (uα,Wα)α∈N a sequence of smooth solutions of perturbations of the system (1.15),
∆guα + hαuα = fαu
q−1
α +
ρ1,α+|Ψα+ρ2,αLgWα|2g
uq+1α
− bαuα − cα〈∇uα, Yα〉
(
dα
u2α
+ 1
uq+2α
)
− 〈∇uα,Yα〉2
uq+3α−→
∆gWα = Rα(uα,∇uα,∇2uα,LgWα).
(1.17)
Here, we ask that the perturbed coefficients converge towards the initial ones in a suffi-
ciently regular way, e.g in C2,η norm. The scalar solutions uα are positive as long as ρ1
which is positive. To see this, let mα = minx∈M uα(x) = uα(xα) > 0 and let
aα = ρ1,α + |Ψα + ρ2,αLgWα|2g. (1.18)
Since ∇uα(xα) = 0 and since ∆guα(xα) 6 0, we have
hα(xα)mα − fα(xα)mq−1α −
aα(xα)
mq+1α
+
bα(xα)
mα
> 0.
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Since aα → a in C0 (M) as α→ +∞ and a > 0 in M , there exists ε > 0 such that mα > ε,
meaning that
uα > ε > 0 for all x ∈M and all α. (1.19)
We would like to prove the a priori estimate
||uα||C2,η + ||Wα||C1,η 6 C. (1.20)
If this is true, then by standard elliptic theory there exists, up to a subsequence, a C2,η
limit of (uα,Wα) solving the limiting system (1.15). In effect, since the system (1.15) is
invariant by the addition of conformal Killing fields, it suffices to show that
||uα||L∞ + ||∇uα||L∞ + ||∇2uα||L∞ + ||LgWα||L∞ 6 C. (1.21)
The proof follows by contradiction. We assume instead that there exists a sequence of
solutions (uα,Wα) of the perturbed system such that
||uα||L∞ + ||∇uα||L∞ + ||∇2uα||L∞ + ||LgWα||L∞ →∞ as α→∞. (1.22)
The main theorem in this paper is the following.
Theorem 1. Let (M, g) be a closed Riemannian manifold of dimension n = 3, 4, 5, where
g is locally conformally flat. Let 12 < η < 1 and 0 < α < 1. Let a, b, c, d, f , h, ρ1, ρ2,
ψ, pi, N˜ be smooth functions on M , let V˜ and Y be smooth vector field on M . For any
0 < θ < T , there exists Sθ,T and ϑθ,T such that, given any parameters within
Eθ,T :=
{
(f, a, b, c, d, h, ρ1, ρ2, Y )× (N˜ , V˜ , ψ, pi), f > θ, a > θ, N˜ > θ,
||f ||C1,η 6 T,
||a||C1,α , ||b||C1,α , ||c||C1,α , ||d||C1,α ,
||ρ1||C1,α , ||ρ2||C1,α , ||h||C1,α , ||Y ||C1,α 6 T,
and ||N˜ ||C2,α , ||V˜ ||C2,α 6 T
}
,
(1.23)
with
||Y ||C1,α , ||V˜ ||C2,α 6 ϑθ,T , (1.24)
then any smooth solution (u,W ) (1.13), with u > 0, satisfies
||u||C2,α + ||LgW ||C1,α 6 Sθ,T . (1.25)
A few remarks are in order at this point. We have taken the decision to write the
theorem using the physical coordinates for the second equation, and the general coeffi-
cients for the first. The same is true for the ensuing proof. This forcibly leads to some
redundancies. We recall that Y =
√
n
n−2N˜ V˜ , so asking for bounds on N˜ and V˜ imply
bounds on Y . The reasons why we still choose this writing are as follows:
1. The general notation of the first equation is the same as the ones used in the paper
proving the existence of solutions to the system, and are more readable than the
physical coordinates one. Moreover, they more accurately capture the nature of the
scalar equation and make it easier to handle, since one can follow each of the different
non-linear terms separately.
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2. Writing the second equation in more general terms can prove counterproductive.
For one, introducing new coefficients would actually burden the notation in this
particular case.
3. Most importantly, one hopes that there is a better way to treat potential blow-ups
caused by LgWα. This could follow from a more detailed analysis of the second equa-
tion, where even the exact size of each of the dimensional constants can potentially
play a role, given the coupling of the system.
In the proof, we use the smallness of Y (and thus, V˜ , since N˜ > θ) as sparsely
as possible, and we take care to emphasize it each time. We do this out of the desire
to provide what we hope is useful insight into current technical difficulties. By looking
at similar systems, such as the Yamabe problem, one can hope that by advancing the
necessary techniques, one can successfully remove the smallness hypothesis altogether.
The ultimate goal is to work towards a more proof of a more general stability.
For now, in the argument by contradiction, we are working with
Yα → 0 in C1,α and V˜α → 0 in C2,α. (1.26)
The fact that g is locally conformally flat is a condition we impose to get the improved
estimates on LgWα that we need. We briefly explain the reasoning. The Green represen-
tation formula is applied on balls of diminishing radius Bxα(δα), δα → 0, where xα is a
concentration point. Moreover, we impose Neumann boundary conditions, so that there
is no dependency on Wα, but just LgαWα. The bounds needs to be uniform with respect
to α, which is why we need the kernel of
−→
∆gα to have the same dimension as that of
−→
∆ξ,
with gα = exp
∗
xα(δα·).
The stability of the classical system, also in the focusing case, was treated in [Pre16].
Outline of the paper. The proof is structured as follows. In Section 2, we confor-
mally change (uα,Wα) on (M, g) to (vα, Zα) defined in a Euclidean domain. In Section
3, we begin by obtaining pointwise estimates on both vα, ∇vα, ∇2vα and LgZα. Section
4 begins with an immediate consequence of the aforementioned bounds: they yield a Har-
nack inequality on vα. Green’s representation theory, applied to the elliptic operators of
both the first and second equation, plays a central role in both obtaining and improving
the aforementioned weak bounds on LξZα. The next step consists of using the techniques
of asymptotic analysis to describe potential blow-up behaviour, and their interactions. All
leads to a contradiction.
Acknowledgements. I would like to extend my heartfelt thanks to Olivier Druet for
his insight and continued support throughout the writing of this paper.
2 Conformal changes of coordinates.
Since (M, g) is assumed to be locally conformally flat, for any sequence xα ∈ M with
xα → x as α→ +∞ and for any δ > 0 small enough, there exist smooth diffeomorphisms
Φα : Uα ⊂M 7→ B0 (δ) ⊂ Rn (2.1)
and ϕα ∈ C∞ (B0 (δ)) where Uα is some neighbourhood of xα in M such that(
Φ−1α
)?
g = ϕα(x)
q−2ξ (2.2)
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where ξ is the Euclidean metric. Moreover we can choose the diffeomorphisms Φα and the
functions ϕα to be uniformly bounded in any Ck for k ≤ m, m fixed as we want. Note
that we can also choose ϕα(0) = 1 and ∇ϕα(0) = 0. For x ∈ B0(δ), consider the change
of functions
vα(x) = ϕα(x)uα ◦ Φ−1α (x) and Zα(x) = ϕα(x)2−q (Φα)∗Wα(x). (2.3)
This change of functions will be used repeatedly in the sequel. First of all, note that, by
(1.19), there exists ε′ > 0 such that
vα > ε′. (2.4)
Then it’s convenient to recall the following formulas. Given that
(
Φ−1α
)?
gij = ϕ
q−2
α ξij , we
see that the Laplace-Beltrami operator becomes
∆ξvα = ∆ξ
(
ϕαuα ◦ Φ−1α
)
= ϕq−1α (x)
(
∆guα +
n−2
4(n−1)R(g)uα
) (
Φ−1α
) (2.5)
and that
ϕq−2α LξZα = (Φα)∗ (LgWα) . (2.6)
At last, the Lame´ type operator transforms as
−→
∆ξ
(
ϕ2−qα (Φα)∗Wα
)
i
− qξkl∂k(lnϕα)Lξ
(
ϕ2−qα (Φα)∗Wα
)
il
= (Φα)∗
(−→
∆gWα
)
i
, (2.7)
so (−→
∆ξZα
)
i
− q 〈∇ lnϕα,LξZα〉i = (Φα)?
(−→
∆gWα
)
i
. (2.8)
Simple but tedious computations lead then to the transformation of the system (1.17) into
∆ξvα(x) + h˜α(x)vα(x) = f˜α(x)v
q−1
α (x) +
a˜α(x)
vq+1α (x)
− b˜α(x)vα(x)
−〈∇vα(x), Y˜α(x)〉
(
c˜α(x)
v2α(x)
+ d˜α(x)
vq+2α (x)
)
− 〈∇vα(x),Y˜α(x)〉2
vq+3α (x)(−→
∆ξZα
)
i
= q〈∇ lnϕα,LξZα〉i + R˜α(vα,∇vα,∇2vα,LξZα)i
(2.9)
where
Y˜α = ϕ
2
α(Φα)∗Yα, f˜α = fα ◦ Φ−1α ,
h˜α = ϕ
q−2
α
(
hα − n−24(n−1)R(g)
)
◦ Φ−1α ,
b˜α = ϕ
q
αbα ◦ Φ−1α − ϕα〈∇ϕα, (Φα)?Yα〉cα ◦ Φ−1α ,
c˜α = cα ◦ Φ−1α , d˜α = 2ϕα〈∇ϕα, (Φα)?Yα〉+ ϕqαdα ◦ Φ−1α ,
a˜α = ρ˜1,α +
∣∣∣Ψ˜α + ρ˜2,αLξZα∣∣∣2
ξ
ρ˜1,α = ϕ
2q
α ρ1,α ◦ Φ−1α + ϕq+1α 〈∇ϕα, (Φα)?Yα〉dα ◦ Φ−1α − ϕ2α〈∇ϕα, (Φα)?, Yα〉2,
ρ˜2,α = ϕ
q
αρ2,α ◦ Φ−1α , Ψ˜α = ϕ2α (Φα)∗Ψα
(2.10)
and
R˜α(vα,∇vα,∇2vα,LξZα) = (Φα)?Rα(uα,∇uα,∇2uα,LgWα)
= 〈(Φα)?∇ ln N˜ ,LξZα〉
+2n−1n−2ϕ
2−q
α
(
3n−2
n−2
〈∇vα,(Φα)?V˜α〉∇vα
v2α
− 〈∇2vα,(Φα)?V˜α〉vα
)
+T˜α(vα,∇vα,∇2vα).
(2.11)
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Here, T˜α denotes the lower order terms of the second equation. It is clear that we have
|T˜α(vα,∇vα,∇2vα)| 6 C
(
1 + ||(Φα)?V˜α||C1
∣∣∣∣∇vαvα
∣∣∣∣) . (2.12)
3 Weak pointwise estimates
The following result describes a pointwise estimate that holds everywhere on M . It pro-
vides a way to identify a set of points Sα where uα or LgWα can potentially explode.
Lemma 1. Let (uα,Wα) be a sequence of solutions of the perturbed system (1.17), verifying
the non-compactness hypothesis (1.22). There exists an integer Nα ∈ N∗ and a set of
critical points Sα = (x1,α, . . . , xNα,α) of uα such that
dg(xi,α, xj,α)
nuα(xi,α)
q > 1, (3.1)
for all 1 6 i, j 6 Nα, i 6= j, and(
min
16i6Nα
dg(xi,α, x)
)n
uα(x) 6 1 (3.2)
for any x critical point of uα in M , and(
min16i6Nα dg(xi,α, x)
)n
×
(
uqα(x) +
∣∣∣∇uα(x)uα(x) ∣∣∣n + ∣∣∣∇2uα(x)uα(x) ∣∣∣n2 + |LgWα|g(x)) 6 C. (3.3)
Proof. Step 1: Setting up the proof by contradiction. For every α ∈ N∗, we may
define the integer Nα ∈ N∗ and the set of critical points
Sα = (x1,α, . . . , xNα,α)
of uα by the following lemma, which holds very generally for any sufficiently regular
function.
Lemma 2. Let u be a positive real-valued C2 function defined in a compact manifold M .
Then there exists N ∈ N∗ and (x1, x2, . . . xN ) a set of critical points of u such that
dg(xi, xj)
n−2
2 u(xi) > 1 (3.4)
for all i, j ∈ {1, . . . , N}, i 6= j, and(
min
i=1,...,N
dg(xi, x)
)n−2
2
u(x) 6 1 (3.5)
for all critical points x of u.
The lemma and its proof may be found in Druet and Hebey’s paper [DH09]. Let
Ψα(x) =
(
min16i6Nα dg(xi,α, x)
)n
×
(
uqα(x) +
∣∣∣∇uα(x)uα(x) ∣∣∣n + ∣∣∣∇2uα(x)uα(x) ∣∣∣n2 + |LgWα|g(x)) (3.6)
for x ∈M . Let (xα)α ∈M be such that
Ψα(xα) = sup
M
Ψα →∞ (3.7)
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as α→∞.
Step 2: Rescaling. We denote the injectivity radius of M by ig(M). Let
0 < δα <
1
2
ig(M) (3.8)
be radii around xα. Since (M, g) is conformally flat, let ϕα and Φα be as in previous section
so that
(
Φ−1α
)?
gij = ϕ
q−2
α ξij , ϕα(0) = 1 and ∇ϕα(0) = 0. In fact, these conformal factors
can be chosen to be uniformly bounded up in Ck, up to an arbitrary k > 0. Consider the
following rescalings of the conformal factors:
vˆα(x) = µ
n−2
2
α ϕα(µαx)uα ◦ Φ−1α (µαx)
Zˆα(x) = µ
n−1
α ϕα(µαx)
2−q (Φα)∗Wα(µαx),
(3.9)
where x ∈ Ωα, with Ωα := Bxα
(
δ
µα
)
and
µ−nα := uα(xα)
q +
∣∣∣∣∇uα(xα)uα(xα)
∣∣∣∣n + ∣∣∣∣∇2uα(xα)uα(xα)
∣∣∣∣
n
2
+ |LgWα|g(xα). (3.10)
Moreover, because M is compact, and by (3.6) and (3.7),
dg(xα,Sα)
µα
→∞ and µα → 0. (3.11)
We consider the rescaled perturbed system corresponding to (3.9),
∆ξ vˆα = −µ2αhˆαvˆα + fˆαvˆq−1α + aˆαvˆq+1α − µ
n+2
2
α
bˆα
vα(µα·)
−µ
n
2
α
〈∇vˆα,Yˆα〉
vˆα
(
dˆα
vα(µα·) +
cˆα
vq+1α (µα·)
)
−µ
n−2
2
α
〈∇vˆα,Yˆα〉2
vˆ2α
1
vq+1α (µα·)−→
∆ξZˆα = qµαξ
kl∂k(lnϕα)(µα·)LξZˆαl
+Rˆα(vˆα,∇vˆα,∇2vˆα,LξZˆα),
(3.12)
where
hˆα(x) = h˜α(µαx), fˆα(x) = f˜α(µαx),
ρˆ1,α(x) = ρ˜1,α(µαx), ρˆ2,α(x) = ρ˜2,α(µαx),
Ψˆα(x) = Ψ˜α(µαx), Yˆα(x) = Y˜α(µαx),
aˆα(x) = a˜α(µαx),
cˆα(x) = c˜α(µαx), dˆα(x) = d˜α(µαx).
(3.13)
and
Rˆ(vˆα,∇vˆα,∇2vˆα,LξZα) 6 C ′R
(
µn+1α + µ
n
α
∣∣∣∇vˆαvˆα ∣∣∣+ µn−1α ∣∣∣∇vˆαvˆα ∣∣∣2
+µn−1α
∣∣∣∇2vˆαvˆα ∣∣∣+ µα|LξZˆα|). (3.14)
where C′R is a constant.
By the definition (3.10),
vˆα(0)
q +
∣∣∣∣∇vˆα(0)vˆα(0)
∣∣∣∣n + ∣∣∣∣∇2vˆα(0)vˆα(0)
∣∣∣∣
n
2
+ |LξZˆα|ξ(0) = 1 (3.15)
and for any R > 0,
sup
x∈B0(R)
(
vˆqα(x) +
∣∣∣∣∇vˆα(x)vˆα(x)
∣∣∣∣n + ∣∣∣∣∇2vˆα(x)uˆα(x)
∣∣∣∣
n
2
+
∣∣∣LξZˆα(x)∣∣∣
ξ
)
6 1 + o(1) (3.16)
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and thereby
sup
B0(R)
|∇ ln vˆα(x)| 6 1 + o(1) (3.17)
for all R > 0. As a consequence,
vˆα(0)e
−2|x| 6 vˆα(x) 6 vˆα(0)e2|x|. (3.18)
Step 3: |LξZˆα| converges to zero. By Green’s representation formula applied to
the first equation of (3.12) on Bx(3R), we get
vˆα(x) >
∫
Bx(3R)
G3R(x, y)
[
aˆα(y)
vˆq+1α (y)
− µ2αhˆα(y)vˆα(y)− µ
n+2
2
α
bˆα(y)
vα(µαy)
−µ
n
2
α
〈∇vˆα(y),Yˆα(y)〉
vˆα(y)
(
dˆα(y)
vα(µαy)
+ cˆα(y)
vq+1α (µαy)
)
−µ
n−2
2
α
〈∇vˆα(y),Yˆα(y)〉2
vˆα(y)
1
vq+1α (µαy)
]
dy.
(3.19)
Here, G3R(x, y) := 1(n−2)ωn−1
(|x− y|2−n − (3R)2−n). By taking α large, we get the bulk
integral estimate ∫
Bx(2R)
|x− y|2−n|LξZˆα|2ξ(y) dy 6 C, (3.20)
where C a positive constant independent of R or α. Therefore, we may find sα ∈ (32R, 2R)
such that the boundary estimate∫
∂B0(sα)
|LξZˆα|2ξ(y) dσ(y) 6 CRn−3 (3.21)
holds. Moreover, ∣∣∣qµαξkl∂k (lnϕα) (µα·)(LξZˆα)
li
∣∣∣ 6 Cµ2α|y| ∣∣∣LξZˆα∣∣∣
ξ
. (3.22)
Turning to the second equation of (3.12), we use the Green representation formula for the
Lame´ type operator
−→
∆ξ in B0(2R). This yields∣∣∣LξZˆα∣∣∣
ξ
(x) 6 C
∫
B0(sα)
|x− y|1−n
∣∣∣−→∆ξZˆα∣∣∣ dy
+C
∫
∂B0(sα)
|x− y|1−n
∣∣∣LξZˆα∣∣∣
ξ
(y) dσ(y)
6 C ′Rµα + C
′
R .
(3.23)
for positive constants C and C ′. We therefore get an improvement on the pointwise
estimate of the rescaled Wˆα from (3.16):∣∣∣LξZˆα∣∣∣
ξ
→ 0 (3.24)
and
aˆα → 0 (3.25)
in C0loc(Rn) as α→∞.
Step 4: The study of potential blow-up profiles. We turn to the study of the
remaining terms of (3.10). From (3.15) and (3.24), we deduce that
lim
α→∞
(
vˆqα(0) +
∣∣∣∣∇vˆα(0)vˆα(0)
∣∣∣∣n + ∣∣∣∣∇2vˆα(0)vˆα(0)
∣∣∣∣
n
2
)
= 1. (3.26)
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Let us set
wα(x) :=
vˆα(x)
vˆα(0)
=
uα(expxα(µαx))
uα(xα)
. (3.27)
It follows that
wα(0) = 1 and lim
α→∞
(∣∣∣∣∇wα(0)wα(0)
∣∣∣∣n + ∣∣∣∣∇2wα(0)wα(0)
∣∣∣∣
n
2
)
6 1 (3.28)
and therefore
e−2|x| 6 wα(x) 6 e2|x| (3.29)
We divide the first equation of system (3.12) by uˆα(0) and obtain
∆ξwα = −µ2αhˆαwα + fˆαwq−1α vˆq−2α (0)
+
µ
n+2
2
α ρˆ1,α(x)
vˆq+1α (x)vα(xα)
+
|µ
n+2
4
α Ψˆα(x)+ρˆ2,α(x)LξZˆα(x)|2ξ
vˆq+1α (x)vα(xα)
−µ2α bˆαvα(expxα (µα·))vα(xα) −
〈∇wα,Yˆα〉2
w2α
1
vα(xα)v
q+1
α (µα·)
−µα〈∇wα, Yˆα〉
(
dˆα
vα(expxα (µα·))vα(xα)
+ cˆα
vq+1α (expxα (µα·))vα(xα)
)
.
Up to a subsequence, we denote
lˆα = vˆα(0), with limα→∞ lˆα =: lˆ ∈ [0, 1],
lα = v
−1
α (xα), with limα→∞ lα =: l ∈ [0, ε−1]
(3.30)
which follows from (3.9) and (3.26) in the case of the first limit, and from (1.19) for the
second. Furthermore, (3.10) implies that
llˆ = lim
α→∞µ
n−2
2
α = 0. (3.31)
Remark 1. It is here that we use the hypothesis Vα(xα)→ 0.
We denote
LξZˆα(x)
lˆ
q+2
2
α
→ LξZ. (3.32)
By standard elliptic theory, we find that there exists w := limα→∞wα in C1,ηloc (Rn), and
by dividing the first equation by lˆ, we obtain
∆w = n−24(n−1)
(
2V (ψ(x0))− n−1n τ∗2
)
wq−1 lˆq−2 + n−216(n−1)
N˜2(x0)|LξZ|2ξ
wq+1
− nn−2 〈∇w,N˜(x0)V˜ (x0)〉
2
wq+3
l q+2
−→
∆ξZ = −2n−1n+1 〈V˜ (x0),∇w〉∇ww2 l
q+2
2 − n−1n 〈V˜ (x0), ∇
2w
w 〉l
q+2
2 .
(3.33)
Since V˜ (x0) = 0, we obtain LξZ = 0. Had we not imposed this hypothesis, the next step
would have been to classify the solutions of the second equation. To our knowledge, this is
an open problem.
Therefore, the limit equation becomes:
∆w = f(x0)w
q−1 lˆq−2.
In fact, we can easily tackle the slightly more general equation
∆w = f(x0)w
q−1 lˆq−2 − 〈∇w, Y (x0)〉
2
wq+3
l q+2, x ∈ Rn, (3.34)
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even if Y (x0) 6= 0. Based on the observation (3.31), we consider three separate cases.
First case. Let
l = 0 and lˆ 6= 0. (3.35)
Then by passing to the limit in the first equation of (3.12), we obtain
∆U = f(x0)U
q−1 (3.36)
in Rn. The exact form of the solutions of this equation is known, thanks to the work of
Caffarelli, Gidas and Spruck [CGS89]:
U(x) =
(
1 +
f(x0)|x− y0|2
n(n− 2)
)1−n
2
or U ≡ 0, (3.37)
If U is non-trivial, with y0 ∈ Rn the unique maximum point, there exist (yα)α local
maxima of (vα)α approaching y0 such that
dg(xα, yα) = O(µα) (3.38)
and
µ
n−2
2
α vα(yα)→ 1 as α→∞. (3.39)
Since (yα)α are critical points, the hypothesis (3.5) implies that
dg(Sα, yα)
n−2
2 vα(yα) 6 1
for all α ∈ N, so by (3.39), dg(Sα, yα) = O(µα); together with (3.38), the triangle inequality
implies dg(Sα, xα) = O(µα), which contradicts (3.11).
If U ≡ 0, then
lim
α→∞ vˆα(0) = 0, (3.40)
which contradicts (3.35).
Second case. Let
l 6= 0 and lˆ = 0. (3.41)
Since l 6= 0, thanks to (1.19) and (3.27), w is bounded from below by a constant,
w > εl. (3.42)
Note also that (3.34) implies that w is subharmonic and that
∆w−α 6 α |∇w|
2
wα+2
[ |Y (x0)|2
εq+2
− (α+ 1)
]
, (3.43)
so w−α is subharmonic for α large. By applying Lemma 9 (see the Annex), we deduce
that w is constant, in contradiction with (3.28).
Third case. Let
l = 0 and lˆ = 0, (3.44)
then w is a non-negative harmonic function on Rn. Thus, w = cst and furthermore, by
(3.28), w ≡ 1. But lˆ = 0 implies that∣∣∣∣∇w(0)w(0)
∣∣∣∣n + ∣∣∣∣∇2w(0)w(0)
∣∣∣∣
n
2
= 1. (3.45)
which leads to a contradiction.
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4 Asymptotic analysis
In this section, we assume that (uα,Wα)α∈N is an L∞ blow-up sequence, i.e. we ask that
there exist a sequence (xα)α∈N of critical points of (uα)α∈N and a series of positive real
numbers (ρα)α∈N, where
0 < ρα <
1
16
ig(M), (4.1)
such that
ρnα sup
Bxα (8)
uqα(ραx)→∞ as α→∞, (4.2)
and moreover we ask that
dg(xα, x)
n
(
uqα(x) +
∣∣∣∇uα(x)uα(x) ∣∣∣n + ∣∣∣∇2uα(x)uα(x) ∣∣∣n2 + |LgWα|g(x)) 6 C,
x ∈ Bxα(8ρα).
(4.3)
In the reminder of this section, we assume that (uα,Wα)α∈N is a blow-up sequence, and
we look at the kind of asymptotic profiles we can potentially obtain. At the very end, we
rule all of them out, and thus obtain our compactness result. Note that, if we were to
assume that (4.2) holds for a sequence (xα)α in Sα, with ρα smaller than the distance of
xα to any other point in Sα, then (4.3) holds as well.
4.1 Harnack inequality
The following is a Harnack-type inequality. It is a direct consequence of the weak estimate
and it plays a key role in ruling out clusters of bubbles where some are much larger than
others.
Lemma 3. Let (uα, ρα)α be a blow-up sequence such that (4.2) and (4.3) hold. Then there
exists a constant C3 > 1 such that for any sequence 0 < sα 6 ρα, we get
s2α||∇2uα||L∞(Ωα) + sα||∇uα||L∞(Ωα) 6 C3 sup
Ωα
uα 6 C23 inf
Ωα
uα, (4.4)
where Ωα = Bxα(6sα)\Bxα(16sα).
Remark 2. When considering a rescaling of the type
u¯(x) = s
n−2
2
α uα(expxα(sαx)), (4.5)
and Ω¯α = B0(6) \B0(16), then the above lemma gives
||∇2u¯α||L∞(Ω¯α) + ||∇u¯α||L∞(Ω¯α) 6 C3 sup
Ω¯α
u¯α 6 C23 inf
Ω¯α
u¯α. (4.6)
Proof of Lemma (3): Estimate (3.10) implies that∣∣∣∣∇uα(x)uα(x)
∣∣∣∣ 6 C2dg(xα, x)−1 in Ωα, (4.7)
and therefore
sα|∇ lnuα(x)| 6 6C2 in Ωα. (4.8)
Similarly, it holds true that
s2α|∇2 lnuα(x)| 6 6C2 in Ωα. (4.9)
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Taking C3 > 6C2, we get the first inequality from (4.6). Then, from (4.8) and from the
fact that the domain is an annulus Ωα = Bxα(6sα)\Bxα(16sα), we estimate that
sup
Ωα
lnuα − inf
Ωα
lnuα 6 lα(Ωα)||∇ lnuα||L∞(Ωα) 6 42C2,
where lα(Ωα) is the infimum of the length of a curve in Ωα drawn between a maximum
and a minimum of uα. Equivalently
sup
Ωα
uα 6 e42C2 inf
Ωα
uα,
so it suffices to take C3 = e
42C2 .
Let (Bxα(16),Φα) be a conformal chart around xα. We study the blow-up sequence in
a Euclidean framework through these charts. By the properties we’ve imposed on ϕα,∣∣∣qξkl∂k (lnϕα) (LξZα)li∣∣∣ 6 C|y||LξZα|ξ, on B0(8ρα). (4.10)
By the definition of a blow-up sequence, we also get that
|x|n
(
vqα(x) +
∣∣∣∣∇vα(x)vα(x)
∣∣∣∣n + ∣∣∣∣∇2vα(x)vα(x)
∣∣∣∣
n
2
+ |LξZα(x)|
)
6 C. (4.11)
4.2 Strong estimate on vα in B0(µα)
The following result is a strong estimate on the size of a blow-up sequence in a very small
ball B0(µα).
Lemma 4. Let (uα,Wα)α∈N be a blow-up sequence. Let
µ
1−n
2
α := uα(xα) = vα(0). (4.12)
Up to a subsequence, we have
µα → 0 and ρα
µα
→∞. (4.13)
Moreover, we see that
µ
n−2
2
α vα(µαx)→ U(x) in C2,ηloc (Rn) as α→∞ (4.14)
and
µnα|LξZα|ξ(µαx)→ 0 and C0loc(Rn) as α→∞. (4.15)
We have denoted
x0 = lim
α→∞xα (4.16)
and
U(x) =
(
1 +
f0(x0)
n(n− 2) |x|
2
)1−n
2
. (4.17)
Proof. The proof involves similar arguments to the ones used for Lemma (1). Let yα ∈
Bxα(8ρα) be such that
uqα(yα)+
∣∣∣∇uα(yα)uα(yα) ∣∣∣n + ∣∣∣∇2uα(yα)uα(yα) ∣∣∣n2 + |LgWα(yα)|
= supBxα (8ρα)
(
uqα(x) +
∣∣∣∇uα(x)uα(x) ∣∣∣n + ∣∣∣∇2uα(x)uα(x) ∣∣∣n2 + |LgWα(x)|) (4.18)
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and let
ν−nα := u
q
α(yα) +
∣∣∣∣∇uα(yα)uα(yα)
∣∣∣∣n + ∣∣∣∣∇2uα(yα)uα(yα)
∣∣∣∣
n
2
+ |LgWα(yα)|. (4.19)
Conditions (4.2) and (4.3) imply that
ρα
να
→∞ and να → 0 as α→∞. (4.20)
Moreover,
dg(xα, yα) 6 C
1
n
2 να, (4.21)
which implies that the coordinates of yα in the exponential chart around xα, defined as
y˜α := ν
−1 exp−1xα (yα), are bounded by C
1
n
2 . Up to a subsequence, we may choose a finite
limit y˜0 := limα→∞ y˜α. We denote
vˆα(x) = ν
n−2
2
α uα
(
expxα(ναx)
)
and Zˆα(x) = ν
n−1
α Zα
(
expxα(ναx)
)
(4.22)
for x ∈ Ωα := B0
(
8ρα
να
)
. As before,
vˆα(x) = O(1),
∣∣∣∣∇vˆα(x)vˆα(x)
∣∣∣∣ = O(1), ∣∣∣∣∇2vˆα(x)vˆα(x)
∣∣∣∣ = O(1) (4.23)
and
|LξZˆα(x)|ξ → 0. (4.24)
This implies that
vˆqα(y˜α) +
∣∣∣∣∇vˆα(y˜α)vˆα(y˜α)
∣∣∣∣n + ∣∣∣∣∇2vˆα(y˜α)vˆα(y˜α)
∣∣∣∣
n
2
= 1. (4.25)
By applying the same analysis as in the proof of Lemma 1, we get that, up to passing to a
subsequence, there exists Uλ := limα→∞ vα in C2,ηloc (Rn), with x0 := limα→∞ xα, such that
∆Uλ = f(x0)U
q−1
λ , (4.26)
Since ∇Uλ(0) = 0, it holds that
Uλ(x) = λ
n−2
2
(
1 +
f(x0)λ
2|x|2
n(n− 2)
)1−n
2
(4.27)
for some λ > 0, where
να
µα
→ λ. (4.28)
This yields (4.13), (4.14) and (4.15), thanks to (4.20), (4.27) and (4.24).
4.3 The sphere of dominance around a blow-up point
We denote
Bα(x) = µ
n−2
2
α
(
µ2α +
fα(xα)
n(n− 2) |x|
2
)1−n
2
(4.29)
and
θα(x) =
√
µ2α + |x|2. (4.30)
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Our next goal is to extend the estimates from a ball of size µα to one of size ρα. We define
the radius on which the estimates continue to hold as
rα = supRα (4.31)
where
Rα =
{
0 < r 6 ρα, vα 6 (1 + ε)Bα, |∇(vα −Bα)|ξ 6 ε|∇Bα|ξ,
and B0(r)\B0(2Rαµα)
} (4.32)
where
R2α =
n(n− 2)
fα(xα)
. (4.33)
The two following properties hold for rα:
rα = O(
√
µα) (4.34)
and
rα >> µα. (4.35)
By the previous lemma, we know that the C2,η limit holds on balls of order ρα and by
definition also of size rα, which is to say that the two are comparable. As a result, (4.13)
implies (4.34). In order to get the second estimate, it suffices to note that, by the definition
of rα and by (1.19),
ε 6 Cµ
n−2
2
α r
2−n
α , (4.36)
which directly implies (4.35).
4.3.1 First order estimates of vα on B0(8δα)
Lemma 5. Let (δα)α 0 < δα 6 rα be a sequence of radii. Then for any zα ∈ B0(8δα)
there holds:
vα(zα) + |∇vα(zα)||zα|+ |∇2vα(zα)||zα|2 6 CBα(zα). (4.37)
Moreover, there exists a sequence of positive numbers (κα)α∈N such that
(1− κα)Bα(zα) 6 vα(zα). (4.38)
If δα → 0, then κα → 0.
Proof. For x ∈ B0(8):
v¯α(x) = r
n−2
2
α vα(rαx). (4.39)
Then v¯α satisfies
∆ξ v¯α(x) + r
2
αh¯α(x) = f¯α(x)v¯
q−1
α (x) + r2nα
a¯α(x)
v¯q+1α (x)
− rnα b˜α(x)v¯α(x)
−r
n
2
α
〈∇v¯α(x),Y¯α(x)〉
v¯α(x)
(
r
n−2
2
α d¯α(x)
v¯α(x)
+ r
3n−2
n−2
α c¯α(x)
v¯q+1α (x)
)
−r2n+2α 〈∇v¯α(x),Y¯α(x)〉
2
v¯α(x)
1
v¯q+1α (x)
(4.40)
where
a¯α(x) = a˜α(rαx), h¯α(x) = h˜α(rαx), f¯α(x) = f˜α(rαx),
c¯α(x) = c˜α(rαx), d¯α(x) = d˜α(rαx), Y¯α(x) = Y˜α(rαx).
(4.41)
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By the definition of rα, we know that
v¯α(x) 6 C
(
µα
rα
)n−2
2
(4.42)
in B0(1)\B0
(
1
2
)
. By the weak estimate we know that
v¯α 6 C∣∣∣∇v¯α(x)v¯α(x) ∣∣∣ 6 C∣∣∣∇2v¯α(x)v¯α(x) ∣∣∣ 6 C
r2nα a¯α 6 C
(4.43)
in B0(8)\B0
(
1
2
)
. We conclude the proof by Lemma 3.
Considering Gα the Green function of ∆g + hα in M . For any sequence (zα) of points
in B0(8rα):
vα(zα) > ϕα(zα)
∫
B0(rα)
ϕα(y)Gα
(
Φ−1α (zα),Φ
−1
α (y)
)
fα(y)v
q−1
α (y) dy. (4.44)
In particular,
vα(zα)
Bα(zα)
> ϕα(zα)
∫
B0(
6rα
µα
) ϕα(µαy)f˜α(µαy)
(
µ
n−2
2
α vα(µαy)
)q−1
×Gα(Φ−1α (zα),Φ−1α (µαy))dg
(
Φ−1α (zα),Φ−1α (µαy)
)n−2
×
(
µ2α+
fα(xα)
n(n−2) |zα|2
dg(Φ−1α (zα),Φ−1α (µαy))
2
)n−2
2
dy.
(4.45)
4.3.2 Improved weak estimate of LξZα on B0(7δα)
Lemma 6. Let (δα)α be a sequence of positive numbers such that δα >> µα and δα 6
√
µα.
We get for any x ∈ B0(7δα),∫
B0(6δα)
|x− y|2−n|LξZα(y)|2ξv−q−1α (y) dy 6 C (Bα(x) +O(1)) (4.46)
and as a consequence∫
B0(6δα)\B0(δα)
|LξZα|2ξ dy 6 C
(
µ2n−2α δ
2−3n
α + µ
3n
2
−1
α δ
−2n
α
)
, (4.47)
and there exists a sequence sα ∈ (5δα, 6δα) such that∫
∂B(sα)
|LξZα|2ξ dσ 6 C
(
µ2n−2α δ
1−3n
α + µ
3n
2
−1
α δ
−2n−1
α
)
. (4.48)
Proof. We use the Green’s representation theorem for ∆ξ + h˜α in B0(7δα) in the 1st
equation, and obtain∫
B0(6δα)
|x− y|2−n |LξZα(y)|
2
ξ
vq+1α (y)
dy 6 C (Bα(x) +H1 +H2 +H3) , (4.49)
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where
H1 =
∫
B0(6δα)
b˜α(y)
vα(y)
|x− y|2−n dy,
H2 =
∫
B0(6δα)
〈∇vα(y), V˜ (y)〉
(
d˜α(y)
v2α(y)
+ c˜α(y)
vq+2α (y)
)
|x− y|2−n dy,
H3 =
∫
B0(6δα)
〈∇vα(y),V˜ (y)〉2
vq+3α (y)
|x− y|2−n dy.
(4.50)
Lemma 5 yields the following estimates:
H1 6 C
∫
B0(6δα)
µ
2−n
n
α θ
n−2
α (y)|x− y|2−n dy 6 Cµα
(
δ2α
µα
)n
2
, (4.51)
H2 6 C
∫
B0(6δα)
θ−2α (y)
(
µ
2−3n
3
α θ3n−2α (y) + µ
2−n
2
α θn−2α (y)
)
×|x− y|2−n dx,
6 C
(
δ2α
µα
) 3n−2
2
+ C
(
δ2α
µα
)n−2
2
(4.52)
and
H3 6 C
∫
B0(6δα)
µ
2−3n
2
α θ
3n−2
α (y)|x− y|2−n dx 6 C
(
δ2α
µα
) 3n−2
2
. (4.53)
As a consequence,∫
B0(6δα)
|x− y|2−n |LξZα(y)|
2
ξ
vq+1α (y)
dy 6 C
(
µ
n−2
2
α θ
2−n
α (x) + 1
)
. (4.54)
In particular, we get (4.47) and (4.48).
4.3.3 First order estimate of LξZα on B0(3δα)
We use the previous improved weak estimate in order to get a first order estimate of LξZα.
For x 6= 0, let
Gi(x)j = − 1
4(n− 1)ωn−1 |x|
2−n
(
(3n− 2)δij + (n− 2)yiyj|x|2
)
(4.55)
be the i-th fundamental solution of
−→
∆ξ in Rn. We define on Rn the vector field
Vα(x)i = − n
2
2(n− 2) ln
(
1 +
|x|2
µ2α
)
V˜α(0)i +
n
µ2α + |x|2
〈
x, V˜α(0)
〉
xi (4.56)
and a vector field Rα such that
−→
∆ξ(Vα +Rα)(x) = 2
n−1
n−2
(
− 〈∇
2Bα(x),V˜α(0)〉
Bα(x)
+3n−2n−2
〈∇Bα(x),V˜α(0)〉∇Bα(x)
B2α(x)
)
.
(4.57)
Note, in particular, that
|−→∆ξRα(x)| 6 C|V˜α(0)|µ2αθα(x)−4. (4.58)
Thus,
C|V˜α(0)|µ2αθ−3α (x) n = 5
|LξRα(x)| 6 C|V˜α(0)|µ2αθ−3α (x) ln
(
1 + θα(x)µα
)
n = 4,
C|V˜α(0)|µ2αθ−2α (x) n = 3.
(4.59)
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By direct calculation, we see that
(LξVα)ij (x) = − 2nn−2 |V˜α(0)| |x|µ2α+|x|2
(
xj
|x|
V˜α(0)i
|V˜α(0)| +
xi
|x|
V˜α(0)j
|V˜α(0)| −
2
n
〈
x
|x| ,
V˜α(0)
|V˜α(0)|
〉)
−4 |x|3|V˜α(0)|
(µ2α+|x|2)2
〈
x
|x| ,
V˜α(0)
|V˜α(0)|
〉
−4n |x|3|V˜α(0)|
(µ2α+|x|2)2
〈
x
|x| ,
V˜α(0)
|V˜α(0)|
〉
xi
|x|
xj
|x| .
(4.60)
Note that
|LξVα(x)| 6 C|V˜α(0)|θ−1α (x). (4.61)
Lemma 7. Let (δα)α be a sequence of positive numbers such that
µα
δα
→ 0 and δα 6 min(rα,√µα). (4.62)
For any x ∈ B0(3δα), we get the following estimate on |Lξ (Zα − Vα) (x)|:
|LξZα(x)| 6 θ−1α (x) + µn−1α δ1−2nα . (4.63)
Proof. Without making mention of the conformal change factor ϕα, We apply the Green
representation theorem on the 2nd equation. Let Gα,i be the i-th Green 1-form for −→∆ξ
with Neumann boundary conditions on B0(sα), sα 6 4δα. Similarly, let
Hij,α(x, y)p = ∂iGα,j(x, y)p + ∂jGα,i(x, y)p − 2
n
ξij
n∑
k=1
∂kGα,k(x, y)p. (4.64)
There holds that
Lξ(Zα − Vα −Rα)ij(x) =
∫
B0(sα)
Hij,α(x, y)p−→∆ξ(Zα − Vα −Rα)p(y) dy
+
∫
∂B0(sα)
Hij,α(zα, y)pνpLξ(Zα − Vα −Rα)pq(y) dσ.
(4.65)
Keeping in mind that Rα is negligible compared to Vα, we obtain the estimate
|Lξ(Zα − Vα −Rα)(x)|ξ 6 C (I1 + I2 + I3 + I4 + J1 + J2) , (4.66)
where the bulk terms are
I1 =
∫
B0(6δα)
|x− y|1−n|LξZα(y)| dy
I2 =
∣∣∣2n−1n−2 ∫B0(6δα) 3n−2n−2 (〈∇vα(y),V˜α(y)〉∇vα(y)v2α(y) − 〈∇Bα(y),V˜α(y)〉∇Bα(y)B2α(y)
)
|x− y|1−n
−
(〈∇2vα(y),V˜α(y)〉
vα(y)
− 〈∇
2Bα(y),V˜α(y)〉
Bα(y)
)
|x− y|1−n dy
∣∣∣
I3 =
∣∣∣ ∫B0(6δα) |x− y|1−n(− 〈∇vα(y),V˜α(y)〉vα(y) ∇ ln N˜α(y)
+divV˜α(y)
∇vα(y)
vα(y)
− 〈∇V˜ (y),∇vα(y)〉vα(y)
)
dy
∣∣∣
I4 =
∫
B0(6δα)
|x− y|1−n dy
(4.67)
and the boundary terms
J1 =
∫
∂B0
|x− y|1−n|LξVα(x)| dσ,
J2 =
∫
∂B0
|x− y|1−n|LξZα(x)| dσ. (4.68)
Then, by (4.61),
J1 6 Cδ−1α , (4.69)
19
and by (4.48),
J2 6 µn−1α δ1−2nα . (4.70)
Next, we see that
I2 6 C
∫
B0(6δα)
|x− y|1−nθ−2α (y) dy
6 Cθ−1α (x)
∫
B0
(
6δα
θα(x)
) ∣∣∣ xθα(x) − z∣∣∣1−n 1( µα
θα(x)
)2
+|z|2
dz (4.71)
so that
|I2| 6 θ−1α (x). (4.72)
The term I3 is in fact negligible when compared to I2 and so
|I3| 6 θ−1α (x) (4.73)
also. It is also clear that
I4 6 Cδα. (4.74)
Coming back to (4.66) with all these estimates, we thus obtain that
|LξZα(x)| ≤ C
(
θα(x)
−1 + µn−1α δ
1−2n
α
)
+ I1. (4.75)
It remains to estimate I1. We shall use an iterative argument to do it. Assume that
|LξZα(x)| ≤ C
(
θα(x)
−β + µn−1α δ
1−2n
α
)
(4.76)
for some 1 < β ≤ n. Note that, thanks to the weak estimate (4.11) on LξZα, it holds for
β = n. If (4.76) holds, we can write that
I1 ≤ Cµn−1α δ1−2nα
∫
B0(6δα)
|x− y|1−n dy
+C
∫
B0(6δα)
|x− y|1−nθα(y)−β dy
≤ Cµn−1α δ2−2nα
+
{
θα(x)
1−β if β < n
θα(x)
1−n ln
(
1 + θα(x)µα
)
if β = n
(4.77)
Remember here that β > 1. Coming back to (4.75), we obtain that, if (4.76) holds for
some 1 < β ≤ n, it necessarily also holds when β is replaced by β − 12 . Since, as already
said, it holds for β = n, we obtain by induction that it holds for all β = n− k2 as long as
n− k−12 > 1. Thus, it holds for β = 1. But this is exactly the estimate (4.63).
Remark 3. For δα = rα, we get that
|LξZα| 6 θ−1α + µn−1α δ1−2nα (4.78)
implies
|LξZα| 6
(
µα
rα
)n−1
θ−nα . (4.79)
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4.3.4 Asymptotic profile on B0(2rα)
Lemma 8. Up to a subsequence, it holds that
vα(0)r
n−2
α vα(rαx)→
Rn−20
|x|n−2 +H(x) in C
2
loc(B0(2)\{0}), (4.80)
where H is a non-negative superharmonic function in B0(2). We recall that, by (4.12),
vα(0) = µ
1−n
2
α . (4.81)
Proof. Step 1: Let
vˇα(x) = µ
1−n
2
α r
n−2
α vα(rαx), x ∈ B0(2), (4.82)
where µα is defined in (4.12). Then
∆ξ vˇα = Fˇα, (4.83)
with
Fˇα = −r2αhˇα(x)vˇα(x) + µ2αr−2α fˇα(x)vˇq−1α (x)
+µ2−2nα r4n−2α
ρˇ1,α(x)+|Ψˇα(x)+ρˇ2,α(x)LξZα(x)|2ξ
vˇq+1α (x)
−µ2−nα r2n−2α bˇα(x)vˇα(x) − µ
2−n
2
α rn−2α
〈∇vˇα(x),Yˇα(x)〉2
vˇ2α(x)u
q+1
α (expxα (rαx))
−µ1−
n
2
α rn−1α
〈∇vˇα(x),Yˇα(x)〉
vˇα(x)
(
dˇα(x)
vα(x)
+ cˇα(x)
vα(x)q+1
) (4.84)
This implies that
∆gˇα vˇα =
(
µα
rα
)2
fˇαvˇ
q−1
α +
(
r2α
µα
)2n (
µα
rα
)2 |ρˇ2,α|2|LξZα(rαx)|2
vˇq+1α
−
(
r2α
µα
)2n−2 〈∇vˇα,Yˇα〉2
vˇq+3α
+ o(1);
(4.85)
where
fˇα(x) = f˜α(rαx), ρˇ2,α = ρ˜2,α(rαx), and Yˇα(x) = Y˜α(rαx). (4.86)
By the definition (4.32), there holds for some positive C that((
µα
rα
)2
+
fα(xα)
n(n− 2) |x|
2
)1−n
2
6 vˇα(x) 6
(
fα(xα)|x|2
n(n− 2)
)1−n
2
. (4.87)
Similarly,
|∇vˇα(x)| 6
(
fα(xα)|x|2
n(n− 2)
)−n
2
. (4.88)
Moreover, for any x ∈ B0(2):
aˇα(x)
vˇq+1α (x)
6 C
((
µα
rα
)2
+
fα(xα)
n(n− 2) |x|
2
)n
2
∈ L∞(B0(2)\{0}). (4.89)
We recall that we’ve assumed Yˇα → 0 in C0,α. By standard elliptic theory, we see that
vˇα → vˇ in C1loc(B0(2) \ {0}) as α→∞. (4.90)
For x 6= 0,
vˇ(x) =
λ0
|x|n−2 +H(x), (4.91)
where H is a superharmonic function in B0(2) and λ0 =
(
n(n−2)
f(x0)
)1−n
2
. Moreover, H > 0
in B0(2). If rα < ρα, then H(0) > 0. Indeed, by the definition (4.32), there exists
yα ∈ B0(rα) such that at least one of the following conditions hold:
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1. vα(yα) = (1 + ε)Bα(yα),
2. |∇vα(yα)|ξ = (1 + ε)|∇Bα(yα)|ξ,
Letting yˇα =
yα
rα
, we see that either H(yˇα) or ∇H(yˇα) are non-zero, and since H
is a non-negative superharmonic function, then H(0) > 0. Independently, we show that
H(0) 6 0. The Pohozaev identity writes as∫
B0(δrα)
(
xk∂kvα(x) +
n−2
2 vα(x)
)
∆ξvα(x) dx
=
∫
∂B0(δrα)
(
1
2δrα|∇vα(x)|2ξ − n−22 vα(x)∂νvα(x)− δrα(∂νvα(x))2
)
dσ.
(4.92)
Thanks to (4.80), we can estimate the boundary terms as∫
∂B0(δrα)
(
1
2δrα|∇vα(x)|2ξ − n−22 vα(x)∂νvα(x)− δrα(∂νvα(x))2
)
dσ
=
(
µα
rα
)n−2 (∫
∂B0(δ)
(
1
2δ |∇Ψ|2 − n−22 Ψ∂νΨ− δ (∂νΨ)2
)
dσ + o(1)
) (4.93)
where Ψ(x) = Rn−20 |x|2−n +H(x). Simple computations lead then to∫
∂B0(δrα)
(
1
2δrα|∇vα(x)|2ξ − n−22 vα(x)∂νvα(x)− δrα(∂νvα(x))2
)
dσ
=
(
µα
rα
)n−2 (
(n−2)2
2 ωn−1R
n−2
0 H(0) +O (δ)
)
.
(4.94)
On the other hand, the LHS writes as∫
B0(δrα)
(
xk∂kvα(x) +
n− 2
2
vα(x)
)
∆ξvα(x) dx = J1 + J2 + J3 + J4, (4.95)
where
J1 = −
∫
B0(δrα)
(
xk∂kvα(x) +
n−2
2 vα(x)
)
×
(
h˜α(x)vα(x) +
b˜α(x)
vα(x)
+ 〈∇vα(x), Y˜α(x)〉
(
d˜α(x)
v2α(x)
+ c˜α(x)
vq+2α (x)
))
dx
J2 =
∫
B0(δrα)
(
xk∂kvα(x) +
n−2
2 vα(x)
)
f˜α(x)v
q−1
α (x) dx
J3 =
∫
B0(δrα)
(
xk∂kvα(x) +
n−2
2 vα(x)
) ρ˜1,α(x)+|Ψ˜α(x)+ρ˜2,α(x)LξZα(x)|2
vq+1α (x)
dx
J4 = −
∫
B0(δrα)
(
xk∂kvα(x) +
n−2
2 vα(x)
) 〈∇vα(x),Y˜α(x)〉2
vq+3α (x)
dx
(4.96)
We find estimates for each quantity in turn. In the case of J1, we notice that∣∣∣∣∣
∫
B0(δrα)
h˜α(x)B
2
α(x) dx
∣∣∣∣∣ 6 C

µ2α if n = 5
µ2α ln
(
rα
µα
)
if n = 4
δrαµα if n = 3
(4.97)
Then we have that ∣∣∣∣∣
∫
B0(δrα)
b˜α(x) dx
∣∣∣∣∣ 6 C(δrα)n, (4.98)
and ∣∣∣∫B0(δrα) 〈∇Bα(x),Y˜α(x)〉Bα(x) (d˜α(x) + c˜α(x)vqα(x)) dx∣∣∣ 6 C ∫B0(δrα) θ−1α (x) dx
6 C(δrα)n−1.
(4.99)
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For J3, we obtain∣∣∣∫B0(δrα) |LξZα(x)|2Bqα(x) dx∣∣∣ 6 ∫B0(δrα) (µαrα )2n−2 µ−nα θnα(x) dx
6 C
(
µα
rα
)n−2
rαδ
2n,
(4.100)
while for J4, we get∣∣∣∫B0(δrα) 〈∇Bα(x),Y˜α(x)〉2Bq+3α (x) dx∣∣∣ 6 ∫B0(δαrα) θ2n−2α (x)µ−nα dx
6 C
(
µα
rα
)n (
r2α
µα
)2n
r−2α δ3n−2.
(4.101)
For J2, lengthy, yet straightforward computations as those seen in [Vaˆl19] lead to
J2 = o
(
µα
rα
)n−2
. (4.102)
We conclude that
H(0) = o
(
µα
rα
)n−2
(1 +O(δ)), ∀α, ∀δ > 0, (4.103)
and thus H(0) = 0.
4.4 Stability theorem proof
Consider the sets Sα and let
16δα := min
16i<j6Nα
|xi,α − xj,α|. (4.104)
We first prove that δα → 0 as α→ +∞. Assuming that the contrary holds, we can apply
the results of Lemma 4 with xα = x1,α and ρα = δ for some δ > 0 fixed. This contradicts
(4.32). We reorder the elements of the sets Sα in order of distance, so that
16δα = |x1,α − x2,α|. (4.105)
For R > 1, let 1 6MR,α be such that
|x1,α − xiα,α| 6 Rδα for iα ∈ {1, . . . ,MR,α},
|x1,α − xiα,α| > Rδα for iα ∈ {MR,α + 1, . . . , Nα}. (4.106)
For x ∈ B0(8δα), we define the rescaled quantities
vˇα(x) := δ
n−2
2
α ϕα(δαx)uα ◦ Φ−1α (δαx) (4.107)
and
Zˇα(x) = δ
n−1
α ϕ
−q+2
α (δαx)(Φα)∗Wα(δαx). (4.108)
In the exponential chart, the elements of Sα become
xˇi,α := δ
−1
α exp
−1
x1,α(xi,α), (4.109)
where 1 6 i 6 Ni. Note that Bxi,α (8δα) and Bxj,α (8δα) are disjoint. We define two types
of concentration points : the first
sup
Bxˇi,α (8)
(
vˇα(x)
q +
∣∣∣∣∇vˇα(x)vˇα(x)
∣∣∣∣n + ∣∣∣∣∇2vˇα(x)vˇα(x)
∣∣∣∣
n
2
+ |LξZˇα(x)|
)
= O(1) (4.110)
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and the second
sup
Bxˇi,α (8)
(
vˇα(x)
q +
∣∣∣∣∇vˇα(x)vˇα(x)
∣∣∣∣n + ∣∣∣∣∇2vˇα(x)vˇα(x)
∣∣∣∣
n
2
+ |LξZˇα(x)|
)
→∞. (4.111)
A cluster with only the first type of points, i.e. where all bubbles are of a
comparable size. Assume xˇi,α corresponds to the first type. Since for all j 6MR,α,
|xˇi,α − xˇj,α|
n−2
2 vˇα(xˇi,α) > 1, (4.112)
then
vˇ(xˇi,α) > 2C(R). (4.113)
Since vˇα is uniformly bounded in C2, there exists ri > 0 such that
inf
Bxˇi,α (ri)
vˇα > C(R). (4.114)
By following the arguments of Lemmas 1 and 4, there exists a C2(B0(R)) limit,
vˇ = lim
α→∞ vˇα (4.115)
such that
∆ξ vˇ = f(0)vˇ
q−1; (4.116)
since vˇ has at least two maxima, this leads to a contradiction.
A cluster with both type of points, i.e. where there exists at least one pair
of bubbles such that one is much greater than the other. Around the second type
of concentration point, we consider two cases: either
sup
Bxˇj,α (8)
vˇα(x) 6M and sup
Bxˇj,α (8)
∣∣∣∣∇vˇα(x)vˇα(x)
∣∣∣∣n + ∣∣∣∣∇2vˇα(x)vˇα(x)
∣∣∣∣
n
2
+ |LξZˇα(x)| → ∞ (4.117)
or
sup
Bxˇj,α (8)
vˇα(x)→∞. (4.118)
By similar arguments to those of Lemma 4. From Lemma 8, we know that
|vˇα − Bˇα| = o(δ
n−2
2
α ). (4.119)
where
Bˇα(x) = µˇ
n−2
2
α
(
µˇ
n−2
2
α − fˇ(xˇi,α)
n(n− 2) |x|
2
)
(4.120)
with
µˇα =
µα
δα
= uˇα(xˇi,α)
−q+2. (4.121)
Up to a subsequence,
uˇα(xˇj,α)uˇα(x)→ λi|x− xˇj |n−2 +Hj(x) (4.122)
in Bxˇi
(
1
2 \ {xˇj}
)
, with λj > 0, where Hj is superharmonic in Bxˇj,α
(
1
2
)
with H(xˇi) = 0.
This means that uˇα → 0 in C0
(
Bxˇi,α
(
1
2
) \Bxˇi,α (14)) By the Harnack type result, Lemma
3, we get a contradiction.
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A cluster with only the second type of points. Let Gˇα(x, ·) be the Green
function of the operator ∆ξ + δ
2
αhˇα in Bx(3R). It converges to the Green function of ∆ξ
in C1loc(Bx(3R) \ {x}). Since ∆ξ + h0 is coercive, for any y ∈ Bx(2R), and since Yα → 0,
uˇα(x) >
∫
B0( 12)
Gˇα(x, y)fˇα(y)vˇ
q−1
α (y) dy
+
∫
Bxˇ2,α(
1
2)
Gˇα(x, y)fˇα(y)vˇ
q−1
α (y) dy.
(4.123)
This yields
vˇα(x) > (1 + o(1))(Bˇ1,α(x) + Bˇ2,α(x))− C
Rn−2
(
µ
n−2
2
1,α + µ
n−2
2
2,α
)
(4.124)
For |x| 6 14 , x 6= 0, we approximate the RHS with Bˇ1,α to get(
µ1,α
µ2,α
)n−2
2
|x|n−2 (|x− xˇ2|2−n − CR2−n + o(1)) 6 o(1) + C
Rn−2
|x|2−n (4.125)
We divide the previous equation by |x| and take x→ 0 to get, for R large,
lim sup
α→∞
(
µ1,α
µ2,α
)n−2
2
6 C 16
n−2
Rn−2 − C16n−2 . (4.126)
By switching the roles of xˇ1,α and xˇ2,α, we obtain
lim sup
α→∞
(
µ2,α
µ1,α
)n−2
2
6 C 16
n−2
Rn−2 − C16n−2 . (4.127)
This is a contradiction.
5 Discussion: Is the drift model a better alternative?
We recall that not much is known about far-from-CMC solutions. The classical conformal
method seems to display a number of singularities, and these singularities are sometimes
difficult to find a priori without first solving the corresponding conformal system [Max11,
Max15].
As we’ve discussed in the introduction, an advantage of the drift model is that the
singularities identified by Maxwell can be found in a priori known conformal data sets -
i.e when the volumetric momentum is null.
Apart from being more natural from a physical and geometrical point of view, another
feature of Maxwell’s model is that it prescribes more than 10 parameters. At first glance, it
“over-describes” the initial data. An important idea underlying the works presented in the
sequel is the hope to use these four additional parameters to “tilt” the coordinate system
(the other ten parameters) in the neighbourhood of a singularity. Another way to think
about this is that the 10-dimensional manifold of initial data cannot accurately be covered
by only one chart; by changing the additional drift parameters whenever we approach of
singularity, we essentially switch to a different chart. In this way, we might prove that
the set of solutions to the constraint equations does not possess any real singularity, but
only ones due to the choice of coordinates. Naively, one might think of a curve having a
vertical tangent which is not well parametrized by its x-axis. The price we pay is that the
drift system is analytically much more complicated than the classical one.
The goal is to find a viable alternative to the conformal method that gives insight
into the structure of the set of solutions of the constraint equations. The drift method
proposed by Maxwell provides a promising way forward. The following steps may begin
to provide a way forward, in order to achieve this goal:
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10 parameters (+3)
Figure 5.1: Initial data manifold, parametrized by the drift method.
a. Existence for small data. Verify that Maxwell’s system is reasonable, in the sense
that it can be solved even in the case of focusing non linearities. An immediate
consequence is that the set of solutions is non-empty. For the non-focusing case,
existence is proved in [HMM18], whereas for the focusing case, we cite [Vaˆl19].
b. Stability. Check that, given a perturbation of the coefficients, the set of solutions to the
perturbed system is bounded. One might always extract a sequence that converges
to a solution of the limiting system. This is the purpose of chapter 3.
c. The study of bifurcations. This is where the extra parameters of Maxwell’s method
might come into play, by allowing us the freedom to continuously change our mapping
as needed. Indeed, as proved by Premoselli [Pre15], there is no hope that a single
choice of N and V lead to a nice smooth parametrisation of the set of solutions.
Bifurcations must occur. Even in the defocusing case, such bifurcations can occur,
as shown by James Dilts, Michael Holst and David Maxwell [DHKM17]. Thus,
tilting the coordinates (the parameters) in a neighbourhood of these bifurcations is
a way to understand them and the extra parameters give an opportunity to do so.
We summarize this program with the help of the following figure. Point a. allows
us to start the process of proving that solutions exist for small parameters. Point b.
roughly says that the only problem could come from bifurcations corresponding to
folding (at least for the parameters for which stability holds). We rule out vertically
asymptotic branches. Part c. consists intuitively in tilting the coordinates with the
four added parameters, as shown in the figure. These three steps should permit to
obtain a nice smooth description of the set of solutions.
6 Annex
6.1 The drift model (continued)
In order to have a better understanding of the drift method, we recall a basic fact of
differential geometry: any metric is uniquely identified by its conformal class together
with its volume form. In fact,
M = C × V, (6.1)
where M is the space of metrics, V is the space of volume forms and C is the space of
conformal classes. In the context of the Einstein equations, it makes sense to considerM,
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C and V modulo diffeomorphisms D0, with D0 the connected component of the identity in
the diffeomorphism group.
In his papers, Maxwell describes in great detail how the spaces M, C and V, together
with their tangent, cotangent and quotient spaces, are represented within the choice of
parameters [Max14a, Max14b]. The conformal momentum U, for example, is shown to
be an element of Tg (C\D0). By this interpretation, it becomes clear that C is prioritized
over V when it comes to choices of parameters.
In a 2014 paper, Maxwell introduces a variant to the standard conformal method
[Max14b]. Very succinctly, the drift model differs from its predecessor in that it re-
places the mean curvature τ with two new conformal data, a volumetric momentum and a
drift. These new quantities are defined by the volumetric equivalent to the York splitting
[Max15]:
τ = τ∗ +
1
Ngˆ,ω
div(V +Q) (6.2)
where τ∗ ∈ R, V is a smooth vector field and Q is a conformal Killing field. The volumetric
momentum τ∗ as measured by ω is uniquely determined and can be rewritten as
τ∗ =
∫
M Ngˆ,ωτ dVgˆ∫
M Ngˆ,ω dVgˆ
. (6.3)
The vector field V is uniquely determined up to a gˆ divergence-free vector field.
As we explain above, τ∗ = 0 seems to be a common property of the known non-CMC
cases of an infinity of solutions corresponding to the same data set. The drawback of the
classical conformal method is that the value of τ∗ cannot be calculated a priori from a
choice of representatives. One needs to first solve the corresponding system, as
τ∗ = τ∗(g, u) =
∫
M u
2qNg,ωτ dVg∫
M u
2qNg,ω dVg
. (6.4)
Coming back to (Q1), this is an argument against the classical conformal model.
The volumetric momentum [g, τ ]α as measured by ω is −2n−1n τ∗. A drift [V ]driftg at
g is the equivalence class of V , modulo KerLg and Ker divg. The space of drifts at g
is denoted as Driftg. David Maxwell introduces the concept of drift as an infinitesimal
motion in the space of metrics, modulo diffeomorphisms, that preserves conformal class,
up to a diffeomorphism, and the volume form, also up to a diffeomorphism.
Assumming that g admits no non-trivial conformal Killing field and therefore that
Q ≡ 0, one can obtain the initial data (gˆab, Kˆab) from a conformal data set, given a gauge
ω, as follows.
1. Choose an arbitrary representative gab ∈ g.
2. Choose the unique densitized lapse Ng,ω.
3. Choose the unique TT-tensor Uab such that (gab, Uab) = U, where U is the conformal
momentum as measured by ω.
4. Choose a vector field V˜ , unique up to a conformal Killing field, such that (gab, V˜
a) =
V, where V is the volumetric drift measured by ω. We use the tilde to differentiate
the drift from the potential, while still staying true to Maxwell’s initial notation.
Both u and W are unknown. We write
gˆab = u
q−2gab
Kˆab = u
−2[ 12Ng,ω (LgW )ab + Uab] + 1nuq−2gab
(
τ∗ + 1Ng,ω div(V˜ )
)
.
(6.5)
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Plug these quantities into the constraint equations to obtain
∆gu+
n−2
4(n−1)(R(g) + |∇ψ|2g)u = (n−2)|U+LgW |
2+pi2
4(n−1)uq+1
+ n−24(n−1) [2V (ψ)− n−1n
(
τ∗ + divg(u
qV˜ )2
Ng,ωu2q
)
]uq−1
divg
(
1
2Ng,ω
LgW
)
= n−1n u
qd
(
divg(uqV˜ )
2Ng,ωu2q
)
+ pi∇ψ = 0.
(6.6)
The following table regroups for n = 3 the conformal data and their dimensions (columns
2 and 3), the expressions of physical data as functions of representatives of conformal data
(column 1) and the dimensions of the remaining unknowns (column 4).
Physical data Parameters Dimensions Unknowns
gˆ = uq−2g g 5 1
Kˆab = u
−2[ 12Ng,ω (LgW )ab + Uab]
+ 1nu
q−2gab
(
τ∗ + 1Ng,ω div(V )
) U, τ∗,N,V 2 + 1 + 3 3
ψˆ = ψ ψ 1 0
pˆi = u−qpi pi 1 0
(6.7)
This time, we obtain additional parameters. More on this in the following section.
6.2 Standard elliptic theory for the Lame´ operator
If X is a 1-form in M , the Lame´ operator is written in coordinate form as:
−→
∆gXi = ∇j∇jXi +∇j∇iXj − 2
n
∇i (divgX) . (6.8)
The operator
−→
∆g is uniformly elliptic on M . It satisfies the strong ellipticity condition
(also known as the Legendre-Hadamard condition): for any x ∈M and any η ∈ T ∗xM :
(L(x, ξ)η)iη
i = |ξ|2g|η|2g +
(
1− 2
n
)
|〈ξ, η〉|2g > |ξ|2g|η|2g. (6.9)
The Lame´ operator is self-adjoint on H1(M) on any closed manifold M , since by integra-
tion by parts one gets, for any 1 forms X and Y ,∫
M
〈−→∆gX,Y 〉g dvg = 1
2
∫
M
〈LgX,LgY 〉g dvg. (6.10)
This implies that for any 1-form X on M ,
−→
∆gX = 0 ⇐⇒ LgX = 0. (6.11)
The standard elliptic theory for (self-adjoint) strongly elliptic operators acting on vector
bundles on a compact manifold apply (see Theorem 5.20 in Giaquinta-Martinazzi):
Proposition 1. For any p > 1, there exists constants C1 = C1(g, p) and C2 = C2(g, p)
such that for any 1-form X in M :
||X||W 2,p(M) 6 C1||
−→
∆gX||Lp(M) + C2||X||L1(M). (6.12)
In addition, X satisfies ∫
M
〈X,K〉g dvg = 0 (6.13)
for all conformal Killing 1-forms K, then we can choose C2 = 0.
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We now turn to the case of Rn. For any 1 6 i 6 n, we define the 1-form Rn \ {0} by:
Gi(y)j = − 1
4(n− 1)ωn−1 |y|
2−n
(
(3n− 2)δij + (n− 2)yiyj|y|2
)
(6.14)
for any y 6= 0. Note that the matrices (Gi(y)j)ij thus defined are symmetric: for any y 6= 0,
Gi(y)j = Gj(y)i. (6.15)
Let X be a field of 1-form in Rn. For any R > 0 and for any x ∈ B0(R) there holds:
Xi(x) =
∫
B0(R)
Gi(x− y)j−→∆ξX(y)j dx
+
∫
∂B0(R)
LξX(y)klνk(y)Gi(x− y)l dσ
− ∫∂B0(R) Lξ (Gi(x− ·))kl (y)ν(y)kX(y)l dσ.
(6.16)
If Y is a smooth 1-form in L1(Rn), then
Wi(x) =
∫
Rn
Gi(x− y)jY j(y) dy = (G ∗ Y )i(x) (6.17)
satisfies −→
∆ξWi(x) = Yi(x). (6.18)
The system (1.15) is invariant up to adding a conformal Killing 1-form in M to Wα. Let
KR = {X ∈ H1(M) (B0(R)) ,LξX = 0} (6.19)
is the subspace of 1-forms associated to the kernel to the Neumann problem for ∆ξ in
B0(R). The H
1 orthogonal space is defined as the space of 1-forms Y ∈ H1 (B0(R)) such
that for any X ∈ KR: ∫
B0(R)
〈Y,K〉ξ dx = 0. (6.20)
For any 1-form X ∈ B0 (B0(R)), we define the orthogonal projection on KR by
piR(X) =
m∑
j=1
(∫
B0(R)
〈Kj , X〉 dx
)
Kj . (6.21)
The existence of Green 1-forms satisfying Neumann boundary conditions:
Proposition 2. For any 1 6 i 6 n and any R > 0, there exists a unique Gi,R defined in
B0(R)×B0(R) \D, where D = {(x, x), x ∈ B0(R)} there holds:
(X − piR(X))i (x) =
∫
B0(R)
Gi,R(x, y)j−→∆ξX(y)j dx
+
∫
∂B0(R)
LξX(y)klνk(y)Gi,R(x, y)k dσ.
(6.22)
Moreover, Gi,R is continuously differentiable in B0(R) × B0(R) \ D. Furthermore, if K
denotes any compact set in B0(R), there holds for any x, y ∈M
|x− y||∇Gi,R(x, y)|+ |Gi,R(x, y)| 6 C(δ)|x− y|2−n, (6.23)
where
δ =
1
R
d (K, ∂B0(R)) > 0. (6.24)
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6.3 Limiting equation
The following lemma has been proved in [Vaˆl19].
Lemma 9. Let u be a bounded subharmonic function defined on Rn. If there exists 0 <
ε 6 u which bounds u from below and α > 0 such that u−α is a subharmonic function,
then u is a constant.
Proof. Let us denote
u¯x(R) :=
1
ωn−1Rn−1
∫
∂Bx(R)
u(y) dy
the average of a smooth function u over the sphere ∂Bx(R). We will sometimes use the
simplified notation u¯(R). Recall that, given any subharmonic function u, x ∈ Rn and for
any two radii R 6 R˜, then
u¯x(R) 6 u¯x(R˜). (6.25)
This follows from
rn−1u¯′(r) =
1
ωn−1
∫
∂Bx(r)
∂νu(y) dy = − 1
ωn−1
∫
Bx(r)
∆u(y) dy > 0
where r > 0 and ν is the exterior normal.
Note that u−α 6 ε−α implies that the average of u−α on arbitrary subsets is uniformly
bounded. Let us fix x ∈ Rn. Since u−α is bounded, there exists a constant M > 0 and a
sequence of radii Ri →∞ as i→∞ such that
M−α := lim
i→∞
u−αx(Ri). (6.26)
In fact, because the averages are increasing (6.25), any sequence R→∞ around any point
in Rn leads to the same limit M , since one may always find a subsequence of Ri such that
Bx(Ri) includes the new sequence.
As u−α is subharmonic,
u−α(x) 6 u−αx(R)
and therefore u−α(x) 6M−α, or equivalently
M 6 u(x). (6.27)
For z ∈ Rn, let R := |z − x| and R˜ > R. By Green’s representation theorem, we get
u(z) 6
∫
∂Bx(R˜)
u(y)
R˜2 −R2
ωn−1R˜|z − y|n
dy
6 (R˜+R)R˜
n−2
(R˜−R)n−1 ux(R˜).
(6.28)
For δ > 0, we denote
Ωδ,R := {z ∈ ∂Bx(R), u(z) >M + δ}
a subset of ∂Bx(R) and let
θδ,R :=
|Ωδ,R|
|∂Bx(R)| ∈ [0, 1]
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be the corresponding relative size of its volume. Note that θδ,R → 0 as R→∞. Otherwise,
if there exists ε ∈ (0, 1] such that
lim sup
R→∞
|{z ∈ ∂Bx(R), u(z) >M + δ}|
|∂Bx(R)| = ε
then
lim sup
R→∞
u−αx(R) 6 ε(M + δ)−α + (1− ε)M−α < M−α
which contradicts our definition (6.26) of M .
By choosing R large, θδ,R 6 δ. Let
λδ,i := u¯x(2
iR)
Note that, by (6.28), λδ,i 6 3× 2n−2λδ,i+1. Since
u(x) 6 λδ,i 6 (M + δ)(1− θδ,2iR) + λδ,i+1 × θδ,2iR
then, by induction,
u(x) 6 (M + δ)1− δ
l
1− δ + λlδ
l
for all l ∈ N. As we take l→∞,
u(x) 6 (M + δ) 1
1− δ
for any δ > 0, and therefore u(x) 6M. By (6.27), u(x) ≡M.
We may apply the same argument to any other x˜ ∈ Rn and obtain the same value
u(x˜) = M . Indeed, assuming that
M˜−α := lim
R˜→∞
u−αx˜(R˜)
so that M˜−α > M−α, then for R˜ large, u−αx˜(R˜) > M−α. But, at the same time, given
any fixed R˜, then for R sufficiently large, by (6.28), u−αx˜(R˜) 6 u−αx(R). Thus we obtain
that u ≡M in Rn.
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