Introduction
Many reliability growth models have been proposed to model the number of failures in software testing. These models include the Goel-Okumoto 12], , 24] models. This paper presents a Bayesian methodology for the Ohba-Yamada model. The Ohba-Yamada model assumes that the number of errors M(t) discovered in software testing follows a nonhomogeneous Poisson process (NHPP) with the mean value function m(t) to be a multiple of a gamma distribution function with shape parameter equal to 2. From now on, we will call this process NHPP-gamma-2. The mean value function of the NHPP-gamma-2 is S-shaped to re ect that it is usually di cult to nd the faults in the software at the beginning of testing. After a learning period, the faults are found rapidly and then gradually slowly due to debugging. In addition to the NHPP-gamma-2, we also consider a more general class of NHPP with S-shaped mean value functions with an arbitrary shape parameter k (known) and an unknown scale parameter in the gamma distribution. This class denoted by the NHPP-gamma-k models, or k-Stage Erlangian growth curve models (Khoshgoftaar and Woodcock 15] ), includes the Goel-Okumoto model where the shape parameter is 1, the Ohba-Yamada model where the shape parameter is 2.
To compute Bayes estimates, the Gibbs sampler is proposed to evaluate the features of the posterior distribution. The Gibbs sampler is a Markov chain Monte Carlo (MCMC) algorithm which samples variates according to a Markov chain with the stationary distribution as the desired posterior distribution. The transition measure of this Markov chain is usually a product of conditional densities. We propose two samplers: one is a Metropolis-within-Gibbs algorithm, where the scale parameter is generated by the Metropolis algorithm; the other is a stochastic substitution algorithm with data augmentation. To facilitate speci cation of the conditional densities used in the latter algorithm, we employ a few tricks. The mean value function for the NHPP-gamma-k model can be obtained by a nite sum of Poison probabilities. We introduce a data augmentation technique with two latent variables: one is the number of faults remaining in the software; the other is for indicating which component of the Poisson probabilities in the mean value function would contribute in updating the scale parameter.
In addition to Bayesian inference, we also explore the posterior Bayes factor criterion (Aitkin 1]) to select the best model among the generalized class of gamma intensity functions. The posterior Bayes factor compares the marginal likelihoods of the whole data set for two models with respect to their posterior distributions. We prefer the posterior Bayes factor to the Bayes factor because (1) it is less sensitive to prior variations; (2) it can be used with improper priors; (3) it is e ectively equivalent to a penalized likelihood criterion in many cases; and (4) it is easy to implement using the MCMC algorithm. Let us note the controversy about the posterior Bayes factor, from the discussion section in Aitkin 1] , because it uses the data twice. Nevertheless, we explore its use in this paper because of its desirable features listed above. In order to make the usual posterior Bayes factor more comparable to the ratio of the log of the maximum likelihoods, we use the log of the marginal likelihoods instead of the marginal likelihoods in de ning the posterior Bayes factor.
Kuo and Yang 16] consider a uni ed approach to the software reliability growth models. They model the failure times with two di erent classes. One is the general order statistics model (GOS); the other is the record value statistics model. In the GOS model as given in Raftery 21] , we assume there is an unknown number of faults N at the beginning of software testing. We model the observed epochs of failures to be the rst n order statistics taken from N i. the data set consists of observed ordered epochs of failures 0 < x 1 < < x n < t D xn the data set consists of observed ordered epochs of n failures 0 < x 1 < < x n s-expected number of errors at the beginning of testing to be estimated error detection rate per error in the steady-state to be estimated ?( ; ) gamma distribution with shape parameter and scale parameter (mean = ) mult(p; N) multinomial distribution with cell probability p and sample size N is distributed as / is proportional to
Other standard notation is given in \Information for Readers & Authors" at the rear of each issue.
Gibbs Sampler for the NHPP-Gamma-2 Model
We rst describe the likelihood function and the Gibbs sampler for the NHPP-gamma-2 model.
Given the time truncated model, testing until time t, the ordered epochs of the observed n failures are denoted by x 1 ; : : : ; x n . Therefore, the data set D t consists of fn; x 1 ; x 2 ; : : :; x n ; tg.
Given the failure truncated model (observed until n th failure), the data set D xn consists of fx 1 ; x 2 ; : : :; x n g. For the failure truncated model, similar expressions to (2.1) and (2.2) can be applied with t replaced by x n .
For Bayesian inference, we propose two Gibbs samplers. The Gibbs sampler is a Markov chain Monte Carlo (MCMC) technique. The transition distribution of this Markov chain is the product of several conditional densities. The stationary distribution of the chain is the posterior distribution we desire. We can also replicate this chain with independent starting points to obtain multiple samples from the posterior distribution. Please refer to Geman and (1) p is generated from the conditional density f(U p jU Chapter 9 of Hammersley and Handscomb 13] provides a discussion of why this algorithm works. Note that this algorithm is de ned by using the ratio of two values of (2.4). Therefore, all we need is to know the functional form of the likelihood and prior. This spares us the task of evaluating the normalizing constant.
If 
Gibbs Sampler for the Generalized Gamma Class
The generalized gamma class is a class of NHPP with intensity functions This Poisson probability representation for the gamma distribution in m(t) will help us in de ning the data augmentation in the stochastic substitution step of the Gibbs sampler. We assume the same prior distributions as in the NHPP-gamma-2. Therefore, the posterior density for the NHPP-gamma-k model is 
Bayesian Inference
In this section, we describe the Bayes estimators. In addition to making inference on the unknown parameters, we are interested in predicting the s-expected number of remaining errors and the current reliability function.
For inference on the parameters, such as and , we can use the empirical measure of the sample generated by the Gibbs sampler (cf. Gelman and Rubin, 10]). Now we study prediction. We illustrate it by using the NHPP-gamma-2 model. Prediction for the generalized gamma models is done similarly with the appropriate mean value functions.
The s-expected number of remaining errors is de ned to be (t) = m(1) ? m(t) = (1 + t)e ? t for the NHPP-gamma-2 model. Therefore, the Bayes estimator for it with respect to the squared error loss is E( (t)jD t ) = E (1 + t)e ? t jD t : Let Bayes inference for m(t) can be carried out similarly. For inference for the reliability function, it would be easier if we consider the failure truncated situation, i.e., testing until the n th failure. All the posterior distributions described in Sections 2 and 3 should be modi ed by replacing t with x n . Inference for the current reliability function evaluated at x distance away from x n can be obtained by E(R(x)jD xn ) = E fE(P(X n+1 > x n + x)j ; ; D xn )jD xn g = E fexp (?m(x n + x) + m(x n )) jD xn g = Z Z exp n (1 + (x n + x))e ? (xn+x) ? (1 + Bayesian credible regions for the unknown parameters and Bayesian con dence intervals for the functionals such as the reliability function and the s-expected number of remaining errors can be computed using the quantiles of the unknown parameters and the functionals evaluated from the second half of the Gibbs sample.
Model Selection
We have presented a class of NHPP-gamma-k. It is natural to ask what is the best k value for a particular data set. Khoshgoftaar and Woodcock 15] study the Akaike Information criterion 2] for selecting the best model. We explore the posterior Bayes factor criterion for model selection.
Let us de ne the posterior log marginal likelihood to be the average of the log marginal likelihood with respect to the posterior distribution based on the whole data set D t for the NHPP-gamma-k model:
where L NHPP?k ( ; jD t ) is obtained from (2.1) with m(t) = 1 ? e ? t P k?1 j=0 ( t) j =j! . Here k is the posterior joint density of and for the NHPP-gamma-k model. The posterior log Bayes factor criterion says that we prefer the model with k 1 to the model with k 2 , if I k 2 < I k 1 . The integrals I k 1 and I k 2 can easily be approximated by applying the Monte Carlo integration technique; this is, for l = 1; 2, I k l is estimated by averaging log (L NHPP?k l ( ; jD t )) over the ; 's drawn in the second half of the iteration and all replications of the Gibbs sampler.
A Numerical Example
Some numerical results for Bayesian inference and model selection are given here for a simulated data set. We simulate the data from the Ohba-Yamada (NHPP-gamma-2) model. Then we t the data with the NHPP-gamma-k models for k = 1; : : : ; 4. Model selection among the four models is also considered.
To simulate the data of 100 failures from a NHPP with the mean function m(t) = We consider relatively di use proper priors so that the numerical results are more focused on the likelihood. The priors for and are ?(1; 0:001) and ?(1; 0:001), respectively. Given the above data, we consider the failure truncated situation (n = 100) in our analysis.
We monitor the convergence of the Gibbs sampler using the Gelman and Rubin 10] method that uses the analysis of variance technique to determine whether further iterations are needed. We found 20,000 iterations to be large enough for the priors being considered. All the following numerical results are obtained with 20,000 iterations and 50 replications in the Gibbs sampler. Table 1 lists the posterior means for the parameters. The Bayes estimates f^ ;^ g for the NHPP-gamma-2 model (in the k = 2 column) are reasonably close to the true values that generate the data. In addition to tting the data set with the k = 2 model, we also t it with k = 1; 3; and 4. As expected, the Bayes estimates are comparable to the maximum likelihood estimates (computed by the MATLAB CONSTR routine) for each k because of the relatively di use prior.
In model selection, we choose the best model among the four models. Table 2 lists the log of the maximum likelihoods and the posterior log marginal likelihoods. The table shows that, as we would expect, the NHPP-gamma-2 model is the best.
The Bayes estimate for the current reliability function for the NHPP-gamma-2 model as a function of time, measured from the last observed failure time 58.51, is plotted in Figure 3 . The Bayes estimate for the s-expected number of remaining errors (t) plotted as a function of t is given in Figure 4 . To compare the Bayes estimate of the mean function m(t) to the known function 100 (1 ? exp(?0:1t)(1 + 0:1t)), we plot each of them as a function of t as in Figure 4 . The gure shows that the Bayes estimate of the mean function is quite close to the true mean function. 
