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Abstract
Policy gradient based reinforcement learning algorithms coupled with neural net-
works have shown success in learning complex policies in the model free continu-
ous action space control setting. However, explicitly parameterized policies are
limited by the scope of the chosen parametric probability distribution. We show
that alternatively to the likelihood based policy gradient, a related objective can be
optimized through advantage weighted quantile regression. Our approach models
the policy implicitly in the network, which gives the agent the freedom to approxi-
mate any distribution in each action dimension, not limiting its capabilities to the
commonly used unimodal Gaussian parameterization. This broader spectrum of
policies makes our algorithm suitable for problems where Gaussian policies cannot
fit the optimal policy. Moreover, our results on the MuJoCo physics simulator
benchmarks are comparable or superior to state-of-the-art on-policy methods.
1 Introduction
Research in artificial intelligence has brought many algorithms into existence. However, the core
challenge, an algorithm capable of learning anything, is still to be solved. Over the years, algorithms
have become less restrictive in their assumptions, going from expert systems over kernel engineering
to deep learning approaches, making the same algorithms applicable to a wider range of problems.
In this mindset, we start from one of the least restrictive learning settings - continuous action space
deep reinforcement learning - and show that removing the restriction of an explicitly parameterized
policy can in fact improve performance. To achieve this, we cut loose of policy gradient methods and
show that policies can be improved by moving probability mass through quantile regression towards
adequate actions.
The core idea of our algorithm is to use quantile regression (Koenker, 2005) for an implicit approxi-
mation of the optimal policy in the network parameters. Modeling the policy implicitly in the network
allows us to approximate any distribution, i.e., we are not limited to an a-priori defined parameterized
distribution (like Multinomial Gaussian). This allows us to learn complex, multi-modal, non-Gaussian
policies that are automatically inferred from interaction with the environment. While under full
observability the optimal policy is deterministic (Sutton et al., 1998), we show in our experiments that
in multi-agent and limited history setups this is not the case. Here, stochastic, multi-modal policies
are required to reach optimality. We further show that our algorithm has a trust region (Schulman
et al., 2015, 2017b) interpretation and achieves good performance on a large set of challenging control
tasks from the OpenAI gym benchmark suite (Brockman et al., 2016).
To summarize, our contributions are:
• A new reinforcement learning algorithm for continuous action space policies
• A derivation showing a formal similarity between policy gradient based methods with trust
region regularization and qunatile regression deep reinforcement learning
• And as a side product: An efficient neural architecture for monotonic function approximation
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2 Background and Related Work
In reinforcement learning (Sutton et al., 1998) an agent tries to learn a task through interaction
with the environment in which the task is defined by means of a reward signal. More formally, in
each time step t the agent chooses an action at based on the current observation o ∈ O and gets as
feedback the reward rt and next observation ot+1 from the environment. O denotes the space of
all possible observations. The goal of the agent is to maximize the discounted cumulative reward
R =
∑
t γ
trt, with discount factor γ ∈ [0, 1], by adapting its policy to more rewarding trajectories.
For our derivation, we will use the standard definitions (Sutton et al., 1998) of value function Vpi(ot)
and action-value function Qpi(at,ot)
Vpi(ot) = Epi[
T∑
t′=t
γt
′−tr′t] Qpi(at,ot) = rt + Vpi(ot+1)
where the expectation is taken over trajectories collected when acting according to policy pi. We will
further use the superscript ∗ as in pi∗ to denote optimality.
There are two main approaches in the literature to achieve this task: Value based methods, foremost
Q-learning (Watkins, 1989), and policy gradient based methods (Sutton et al., 2000). Both methods
have been adapted to use deep neural networks as function approximators (Mnih et al., 2015, 2016)
where policy gradient based methods are often combined with a critic to actor-critic methods to
reduce the variance in the gradients. Deep reinforcement learning, the combination of deep learning
and reinforcement learning, has also found its way into the continuous action space setting (Lillicrap
et al., 2015). Especially actor-critic methods with proximal second order updates (Schulman et al.,
2015; Wu et al., 2017) - which ensure that the policy stays within a trust region - have shown success
in learning complex policies in the continuous action space setting. A now popular algorithm, called
Proximal Policy Optimization (PPO), was introduced by Schulman et al. (2017b), who showed that
the trust region performance boost can be achieved by optimizing a clipped first order objective.
Recently, several papers (Haarnoja et al., 2017, 2018b; Schulman et al., 2017a; Haarnoja et al.,
2018c,a) showed that soft Q-learning is in fact equivalent to maximum entropy actor-critic methods;
a setup in which the agent is encouraged to maximize the entropy of its policy besides maximizing
the reward. Combining a stochastic actor with the sample efficiency of Q-learning (Haarnoja et al.,
2018b,c) has led to impressive results. Haarnoja et al. (2018a) also extended this setup to a hierarchy
of latent policies, where higher level policies control lower level actions through an invertible,
normalizing flows network (Dinh et al., 2017). Also Tang and Agrawal (2018) use a normalizing
flows network to boost the performance of on-policy continuous action space algorithms. The
drawback of normalizing flow networks is however that the network needs to be invertible and
requires the computation of the determinant of the Jacobian in each layer for the probability mass
propagation. This limits normalizing flows in practice to narrow networks, a limitation not faced by
quantile networks as in our setup.
One of the early works on maximum entropy deep reinforcement learning (Haarnoja et al., 2017)
however already showed that one can train a particle based actor to approximate the (possibly
multimodal) maximum-entropy policy defined by the soft Q-function with Stein-variational gradient
descent (Liu and Wang, 2016). This work was extended by Zhang et al. (2018) which showed that
policy optimization can be seen as Wasserstein Gradient Flow in the policy probability space with
the 2-Wasserstein distance as metric. This leads to an additional loss on the action particles which
improves performance. The relationship between policy optimization and Wasserstein Gradient Flows
was simultaneously shown by Richemond and Maginnis (2017). The problem with particle based
methods is however that for a general sampling network the likelihood of a given sample cannot be
directly recovered. Therefore, off-policy corrections for multi-step learning as proposed in (Munos
et al., 2016; Espeholt et al., 2018) cannot be applied. As we show in Section 3, our method does not
have this limitation and is therefore susceptible to such extensions.
Concurrently to our work, Fellows et al. (2018) introduced a variational inference framework for
deep reinforcement learning. They provide a theoretical framework for classical deep reinforcement
learning algorithms from a variational inference perspective, but revert to Gaussian policies in their
experiments for implementation convenience.
Dabney et al. (2018b) were the first to use quantile regression in connection with deep reinforcement
learning. In their work, including their followup work (Dabney et al., 2018a), they focused on approx-
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imating the full probability distribution of the value function. In contrast, we explore possibilities of
using quantile regression to approximate richer policies by not constraining the action distribution to
an explicitly parameterized distribution. Ostrovski et al. (2018) showed that quantile networks can
also be used for generative modeling while recently Gasthaus et al. (2019) used quantile regression in
combination with a recurrent neural network for probabilistic forecasting. In general, we see quantile
regression in combination with deep learning to have a lot of potential for future work.
3 Quantile Regression and Quantile Networks
Quantile regression (Koenker, 2005) discusses approximation techniques for the inverse cumulative
distribution function F−1Y , i.e., the quantile function, of some probability distribution Y . Recent work
(Dabney et al., 2018a; Ostrovski et al., 2018) shows that a neural network can learn to approximate the
quantile function by mapping a uniformly sampled quantile target τ ∼ U([0, 1]) to its corresponding
quantile function value F−1Y (τ) ∈ R. Thereby, the trained neural network implicitly models the full
probability distribution Y .
More formally, let Wp(U, Y ) be the p-Wasserstein metric
Wp(U, Y ) =
(∫ 1
0
|F−1Y (ω)− F−1U (ω)|pdω
)1/p
of distributions U and Y , also characterized as the Lp metric of quantile functions (Müller, 1997).
Dabney et al. (2018b) show that the quantile regression loss (Koenker and Hallock, 2001)
ρτ (δ) = (τ − 1δ<0) · δ (1)
minimizes the 1-Wasserstein distance of a scalar probability distribution Y to a uniform mixture of
Diracs U . Here, δ = y − u with y ∼ Y and u ∼ U is the quantile sample error. Ostrovski et al.
(2018) generalized this result by showing that the expected quantile loss
L = Eτ∼U([0,1])
[
Ez∼Z
[
ρτ (z − Gˆθ(τ))
]]
(2)
of a parameterized quantile function Gˆθ aproximating the quantile function F−1Z of some distribution
Z is equal to the quantile divergence
q(Z, piθ) :=
∫ 1
0
[∫ F−1piθ (τ)
F−1Z (τ)
(FZ(x)− τ)dx
]
dτ
plus some constant not depending on the parameters θ. Here, piθ is the distribution implicitly defined
by Gˆθ. Therefore, training a neural network Gˆθ(τ) to minimize ρτ (z − Gˆθ(τ)) with z sampled
from the target probability distribution Z effectively minimizes the quantile divergence q(Z, piθ) and
thereby models an approximate distribution piθ of Z implicitly in the network parameters θ of the
neural network Gˆθ(τ).
Another way to state this result is by noting that the quantile regression loss ρτ appears in the
continuous ranked probability score (CRPS) (Matheson and Winkler, 1976)
CRPS(F−1, z) :=
∫ 1
0
2ρτ (z − F−1(τ))dτ
which is a proper scoring rule (Gneiting and Raftery, 2007), i.e., Ez∼Z [CRPS(F−1Z , z)] ≤
Ez∼Z [CRPS(F−1Y , z)] for any distributions Z and Y . Minimizing the expected quantile loss (2) is
equivalent to minimizing the the expected score Ez∼Z [CRPS(Gˆθ, τ)] which leads to Gˆθ approxi-
mating F−1Z (derivation adapted from Gasthaus et al. (2019)). Note that this derivation requires Gˆθ
to always define a proper quantile function, which we ensure in this work by modeling Gˆθ through a
monotonically non-decreasing neural network.
By approximating the quantile function instead of a parameterized probability distribution, as it is
common in many deep learning models (Kingma and Welling, 2013; Mnih et al., 2016; Schulman
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et al., 2015; Wu et al., 2017; Schulman et al., 2017b), we do not enforce any constraint on the
probability distribution Z, e.g., Z can be multi-modal and/or not continuous, i.e., non-Gaussian.
Further, we note that the partial derivative of a quantile function Gˆθ(τ) with respect to the quantile τ
- also known as the sparsity function (Tukey, 1965) or quantile-density function (Parzen, 1979) - has
the interesting property (Jones, 1992):
δ
δτ
Gˆθ(τ) =
1
piθ(Gˆθ(τ))
=
1
piθ(aτ )
(3)
where piθ is the probability density function of the distribution implicitly defined by Gˆθ, i.e., the
likelihood function of the policy in a reinforcement learning setup.
4 Quantile Regression Deep Reinforcement Learning
Given that a quantile network can approximate any probability distribution, we aim at approximating
the optimal policy in a reinforcement learning setup. For this, we model for each action dimension the
quantile function Gˆθ(τ,o) = F−1piθ (τ,o) of the implicitly defined action distribution piθ by a neural
network with an observation o and a target quantile τ ∈ [0, 1] as input. In practice, we share the
first few layers extracting features from the observation into an embedding φ(o), before we pass the
embedding to the individual quantile networks Gˆθ(τ, φ(o)). However, for ease of notation we omit
this shared network φ(·) in the following derivations1. From the full network Gˆξ : [0, 1]d×O→ Rd,
with d being the number of action dimensions, an action a ∈ A ≡ Rd for a given observation o can
be obtained by sampling τ ∼ U([0, 1]d) and taking the network output as action. Since the network
approximates quantile functions, the network output of a uniformly at random sampled quantile target
is a sample from the implicitly defined action distribution. The question left to address is how to train
the network, such that it (a) represents the quantile functions of the action dimensions and (b) the
implicitly defined policy maximizes the expected (discounted) reward R.
(a) can be achieved by limiting the quantile network to a monotonic function with respect to the
quantile input τ . This ensures that the network represents a valid quantile function already at the
start of training. Further, it allows us to perform gradient ascent on the quantile loss to decrease
the likelihood of a given action (detailed below), as the network remains a valid representation of a
quantile function. We detail in Appendix A how we design a monotonically non-decreasing neural
network to achieve this, improving upon the current literature in monotonic networks.
We will therefore now focus on desiderata (b), which can be addressed with advantage weighted
quantile regression. Informally put, quantile regression is linked to the Wasserstein metric which is
also sometimes refered to as earth movers distance. Imagine a pile of earth representing probability
mass. In reinforcement learning we essentially want to move probability mass towards actions that
were good and away from actions that were bad, where “good” and “bad” are measured by discounted
cumulative (bootstrapped) reward achieved. Quantile regression can achieve this neatly by shaping
the pile of earth according to an advantage estimation and the constraint of monotonicity (which is a
core property of quantile functions).
More formally, we are interested in approximating the optimal policy pi∗(a), where we omit the
implicit dependence on the observation o in the following to ease readability2. If we were given the
optimal policy, this could be achieved by training on the quantile regression objective
θ′ = argmin
θ
Ea∼pi∗ [Ea′∼piθ [ρτ (a− a′)]]
as this would minimize the quantile divergence between pi∗ and piθ as derived in the previous section.
However, sampling from the optimal policy pi∗ is infeasable, since we do not know it a-priori.
Therefore we rewrite our objective as
θ∗ = argmin
θ
Ea∼µ[Ea′∼piθ [
pi∗(a)
µ(a)
ρτ (a− a′)]]
1See Appendix C for more details. Our exact implementation will be made available for the camera ready
version, reviewers may receive a copy upon request.
2We focus our analysis on the simple case of a single action dimension with scalar input and scalar output.
The generalization to multidimensional independent action-/quantile-functions follows trivially.
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where µ is a policy with support greater or equal to the support of pi∗. The importance ratio pi
∗(a)
µ(a)
gives a measure of how much more/less likely a given action a would be under the improved policy
piθ′ compared to the policy µ that collected the experience. Following (Fellows et al., 2018) we define
the optimal policy at temperature α as piαθ′(a) ∝ expQ∗(a)/α, where Q∗ is the action-value function
of the improved policy. Assuming that µα(a) ∝ exp Q˜µ(a)/α is proportional to the exponential of
some approximate action-value Q˜µ we can write our objective as
θ∗ = argmin
θ
Ea∼µ
[
Ea′∼piθ
[
exp
(
Q∗(a)− Q˜µ(a)
α
)
ρτ (a− a′)
]]
(4)
Since we can approximate Q∗ with Q-learning (Watkins, 1989), the above objective gives rise to
a tractable algorithm for learning policies based on quantile regression. In practice however, it is
cumbersome to define a-priori a behaviour policy µ for experience collection. This, due to the fact
that an a-priori defined µ is might not explorative enough to capture the support of the optimal
policy pi∗, as required by the derivation. On the other hand, an a-priori defined µ might also be too
explorative, rendering only a few informative action samples, which would result in a bad sample
efficiency of the algorithm. What we would therefore like to do is to use our current best estimate
of the optimal policy to gather experience. Note, however, that the optimization (4) is a contraction
of the policy piθ on the support of µ. If we set µ ≡ piθ and use an approximate iterative procedure
like SGD, at some point the support of piθ would not cover the support of pi∗ anymore and the policy
would degenerate to a sub-optimal deterministic action in each state. To circumvent this, we propose
to take a linear approximation to the exponential function exp(x) ≈ x+1 around x ≈ 0, multiply by
α and use the fact that Ea∼µ[Q˜µ(a)] = V˜µ to get the approximate objective
θ∗ = argmin
θ
Ea∼µ[Ea′∼piθ [(Q∗(a)− V˜µ)ρτ (a− a′) + αρτ (a− a′)]] (5)
Note that this objective converges to the original objective as Q˜µ(a) converges to Q∗(a), or equiva-
lently V˜µ converges to V ∗. This linearization however brings an interesting property: if an action
taken by the behaviour policy results in an outcome that is worse than predicted by V˜µ, i.e., the
difference Q∗(a)− V˜µ is negative, we maximize the corresponding quantile loss ρτ . This essentially
pushes action samples a′ ∼ piθ away from the bad action a, thereby expanding the support of piθ.
Note that ascending on the quantile loss does not cause damage since we restrict our quantile network
to be monotonically non-decreasing (see Appendix A) and therefore any parametarization of the
network results in a valid quantile function. This leads us to propose our iterative on-policy algorithm
θk+1 = argmin
θ
Ea∼piθk [Ea′∼piθ [A˜
GAE
piθ
(a)ρτ (a− a′) + αρτ (a− a′)]] (6)
where we replaced the behaviour policy to generate experience with our current best estimate piθk
and Q∗(a)− V˜piθ with a generalized advantage estimation (Schulman et al., 2016) A˜GAEpiθ (a) which
spares us the burden of approximating Q∗ first and which we found to work well in practice.
Another motivation for this objective is its similarity to trust region methods (Schulman et al., 2015,
2017b): while the first part in objective (6), A˜GAEpiθ (a)ρτ (a − a′), gives a measure for how much
we will update our policy based on the current rollout, the second part, αρτ (a− a′), constrains the
updated policy to not deviate too far from the behaviour policy which gathered the experience. We
use this similarity to take advantage of other algorithmic improvements employed by Schulman et al.
(2017b) and adapt them without adjustment in our algorithm. Namely, in our reinforcement learning
experiments we normalize the advantages and train a small number of epochs with mini-batches on
each collected rollout.
Further, note that the number of samples taken from the inner expectation in objective (6) can be freely
chosen to trade-off required computation against gradient variance. After some initial experiments on
the MuJoCo Swimmer and Ant task, where we varied the number of samples K ∈ {1, 32, 128, 256}
we chose K = 128 as we found this to be a good trade-off. The remaining hyper-parameters were
copied without adjustment from Schulman et al. (2017b) and are reported in Appendix C. The fact
that our algorithm works without any adjustment of these hyper-parameters hints at its robustness
and ease of applicability. We leave it to future work to find a better suited set of hyper-parameters.
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Figure 1: Middle: Decomposition of the 1-
dimensional continuous action space into the
three distinct actions of the rock paper scissors
game. Any action outside the indicated intervals
is treated as an invalid action and results in a loss
if the opponent chooses a valid action. Top: Ac-
tion distribution learned by quantile regression
training. Bottom: Action distribution learned by
policy gradient training.
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Figure 2: Average return of the two policy net-
work types over the course of training rock-paper-
scissors (see main text for details). The x-axis
denotes the number of meta updates. A return
of -1 corresponds to the countering policy always
winning while a return of 1 corresponds to the
training policy always winning. Plotted is the av-
erage and standard deviation (shaded area) of 20
independent runs. Curves are smoothed over 10
steps, i.e., 1000 games.
5 Experiments and Results
We now report the results of our empirical evaluation. As recent papers have raised valid concerns
about the reproducibility of deep reinforcement learning results in the continuous action domain
(Islam et al., 2017; Henderson et al., 2018), we ran all our experiments for 20 fixed random seeds
(0-19). Implementation details and hyper-parameter choices to reproduce the results can be found in
the supplementary material. With our experiments we aim to answer the following questions:
• Is the ability to learn more diverse probability distributions worthwhile to get an advantage
in simple two player games? Do multi modal policies emerge from training on these games?
• How does quantile regression deep reinforcement learning (or QRDRL in short) compare to
other online algorithms on well studied reinforcement learning benchmarks?
As a first experiment, we implemented a continuous action version of Rock-Paper-Scissors. Rock-
Paper-Scissors can be seen as a two player multi-arm bandit problem, each player chooses one of the
actions “Rock”, “Paper” or “Scissors” and the winner is determined based on the choices: Rock beats
Scissors, Scissors beats Paper and Paper beats Rock. We modeled the players through algorithms
choosing their action in a 1-dimensional continuous action space, where we defined intervals for the
corresponding discrete actions as shown in Figure 1. We aim to learn a non-exploitable policy in this
setup, that is, we train a policy such that a countering policy, trained to exploit the former policy,
achieves the minimum possible wins. Specifically, in each training iteration we train a countering
Gaussian policy from scratch on 10’000 games against the current policy and then use this countering
policy as opponent in 100 games based on which the current policy is updated.
We trained two policy networks in this setup: (i) a quantile network trained on the weighted quantile
loss Ea,a′∼piθ [r · ρτ (a − a′)] where the weight r = 1 for games that where won and r = −1 for
games that were lost3 and (ii) a Gaussian policy trained to maximize the log-likelihood of winning,
i.e., maximize r, via policy gradient. The exact experiment setup is described in Appendix B. Figure 1
shows histograms of the action distributions learned by the two approaches while Figure 2 shows the
average return r throughout the training. The results show that the uni-modal nature of the Gaussian
network can always be exploited by the countering policy, hindering any learning progress. On the
other hand, the Quantile network learns to choose close to uniform at random, making the policy
3Note that this is the multi-arm bandit analogy to (6) with α = 0.
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Figure 3: Histograms of the learned action distri-
butions on the choice toy game. Top: PPO with
quantile regression training. Bottom: PPO with
gaussian policy.
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1.5
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QRDRL
PPO
Figure 4: Average return over the course of train-
ing on the choice toy game. The x-axis denotes
steps in millions. Plotted is the average and stan-
dard deviation (shaded area) of 20 independent
runs.
impossible to exploit. Moreover, it learned that the countering Gaussian policy is initialized with the
mean close to 0 - “Paper” - which explains the slight tilt of the action distribution towards the right -
“Scissors” - and the slightly above zero return at the end of the training. I.e., it has learned to exploit
the initialization and inability to counter of the countering policy.
However, we did not find the multi-modal nature in the learned action distribution that we were
hoping for. To verify that our approach can indeed learn a multi-modal policy we implemented
another toy game. In this game, which we call Choice, the agent also acts in a single continuous
action dimension, where an action between -0.6 and -0.4 corresponds to a button A pressed while and
action between 0.4 and 0.6 corresponds to a button B pressed. The agent is rewarded if it presses
the button that was pressed less often so far within the episode. The problem is complicated in that
we only model the agent as a feed-forward network, giving it no ability to remember the actions it
took so far. Note that in this setup the best policy is to choose one of the two buttons at random.
Implementation details can be found in Appendix C. As can be seen in Figure 3, QRDRL is capable
of recovering the two modes needed to solve the task while proximal policy optimization (PPO,
Schulman et al. (2017b)), a commonly used Gaussian policy gradient method, learns a suboptimal
compromise between the two buttons. This is especially apparent when we look at the corresponding
return throughout the training depicted in Figure 4: the return of PPO stagnates around 1.5 while
QRDRL continuous to improve throughout the training.
Given that the ability to express more complex stochastic policies is indeed vital to perform well
in the toy games presented, we are left with our second research question, whether QRDRL also
performs well on commonly used reinforcement learning benchmarks. To this end, we run our
algorithm on a diverse set of robotic tasks defined in OpenAI gym (Brockman et al., 2016) based
on the MuJoCo (Todorov et al., 2012) physics simulator. These include diverse robotic figures
which should learn to walk as well as robotic arms and pendulums which need to reach a certain
point or balance themselves. We compare our approach against PPO (Schulman et al., 2017b) as
well as normalizing flows TRPO (Dinh et al., 2017), a recently proposed on-policy algorithm using
normalizing flows.4 Implementation details are provided in Appendix C
The results reported in Figure 5 show that QRDRL is indeed capable of performing as well as current
state-of-the-art on-policy methods. Moreover, we clearly outperform these methods on the pendulum
tasks as well as the challenging Ant task. This suggests that being able to express more complex
stochastic policies can be beneficial throughout training. Moreover, the normalizing flows TRPO
algorithm sees a similar trend on the afore mentioned tasks. However, it fails to take advantage of
other algorithmic adjustments introduced by PPO (Dinh et al., 2017), which might be due to the deep
narrow normalizing flow network required.
4We compare against their TRPO version since their normalizing flow ACKTR implementation yielded
worse and inconsistent results.
7
0 0.5 1.0
−100
−50
0
Reacher-v2
QRDRL
PPO
N-TRPO
0 0.5 1.0
0
5,000
10,000
InvertedDoublePendulum-v2
0 0.5 1.0
0
500
1,000
InvertedPendulum-v2
0 0.5 1.0
0
50
100
Swimmer-v2
0 0.5 1.0
0
1,000
2,000
Hopper-v2
0 0.5 1.0
0
1,000
2,000
3,000
4,000
Walker2d-v2
0 0.5 1.0
0
1,000
2,000
HalfCheetah-v2
0 0.5 1.0
0
1,000
2,000
Ant-v2
0 0.5 1.0
200
400
600
Humanoid-v2
Figure 5: Average return on OpenAI gym MuJoCo benchmarks. The x-axis denotes steps in millions.
Plotted is the average and standard deviation (shaded area) of 20 independent runs.
6 Conclusion and Outlook
In this work, we introduce quantile regression deep reinforcement learning (QRDRL), a likelihood
free reinforcement learning approach to overcome the limitation of explicitly parameterized policies.
We show that the ability to learn more diverse stochastic continuous action space policies is essential to
perform well in different situations, be it to defer the exploitability of a policy or to cope with memory
limitations. We further show that our algorithm has performance comparable to state-of-the-art
on-policy methods on the well studied MuJoCo benchmarks.
Given that this work introduces a new idea to approach reinforcement learning with quantile regres-
sion, it offers many directions for future work:
Off-policy learning: We showed in this work how quantile regression can be used within an on-
policy algorithm. Future work could extend our approach to the off-policy setting, leveraging the
advantage of sample reuse. Note that while our training objective is likelihood free, we can still
recover the action likelihood through a simple gradient back propagation (see equation (3)). This is a
distinct advantage of our approach over other particle based algorithms, as it enables the potential use
of multi-step off policy corrections as described by Munos et al. (2016) or Espeholt et al. (2018).
Multivariate quantile regression: We took a conservative approach in this work by modeling each
action dimension as an independent quantile function. However, insights into multivariate quantile
regression (Chakraborty, 2003; Hallin et al., 2010) could be adapted to give an algorithm capable of
inferring the stochastic relations between action dimensions.
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A Monotonic Neural Networks
While there are several methods for monotonic function approximation in the literature (Cano et al.,
2019), (partially) monotonic neural networks (Minin and Lang, 2008; Daniels and Velikova, 2010)
are mainly constructed using either the max-pool, min-pool architecture introduced by Sill (1998)
or a positive weight network with tanh-activations as introduced by Lang (2005). Other approaches
include training a monotonic network through genetic algorithms (Tarca et al., 2004) or using a
mixture of monotonic networks for prediction (Velikova et al., 2006). More recently, You et al. (2017)
introduced a monotonic neural network with multidimensional lattices as non-linearities. We believe
that this approach over-complicates the problem of monotonic function approximation with a neural
network and restrain to a novel, simple yet effective way.
First of all, we note that a neural network is a combination of functions, most commonly a combination
of linear embeddings (i.e., matrix multiplication) and element-wise non-linearities (e.g., tanh or
ReLU). The easiest way to restrict a neural network to approximate only monotonic functions is
therefore to restrict all constituent functions to be monotonic with respect to their inputs. This can
be done by restricting the matrix multiplications to have only positive weights and use monotonic
element-wise non-linearities, as was done with tanh-activation by Lang (2005). In our work, we take
advantage of the good performance reported for ReLU non-linearities (Glorot et al., 2011). Note that
ReLU activation, y = max(0, x), is monotone with respect to its input. More so, it is convex, which
would lead to a network only capable of approximating convex functions, if we restrict the network
weights to be positive. To overcome this limitation, we use an adjusted ReLU activation on the hidden
layers of our monotonic neural network. That is, we take half of the embedding dimensions and apply
a ReLU activation, while we apply an inverse ReLU activation, y = min(0, x), to the remaining
embedding dimensions. Note that the inverse ReLU activation is concave and a following linear layer
with positive weight matrix can therefore make any combination of concave and convex functions,
giving it the capability to approximate any monotonic function for a large enough hidden embedding
dimension.
In our preliminary experiments (not reported here) we found that this simple monotonic network
converges faster than a max-pool, min-pool architecture (Sill, 1998) and an architecture with tanh
activation (Lang, 2005). We think that the reason for this is that the former architecture only
backpropagates sparse, uninformative gradients (due to the double pooling operation), while the latter
starts of with an initialisation far from the non-linear region of the function approximator.
B Rock-Paper-Scissors
In our Rock-Paper-Scissors experiment we compare a Gaussian policy network against a quantile
policy network. Both policies are trained as described in the main text against a Gaussian countering
policy with the same specifications as the other Gaussian policy network detailed hereafter. The
policies opposing each other in a game choose simultaneously an action and the winner is determined
as follows:
• If both policies chose a valid action, i.e., an action within one of the three action ranges
depicted in Figure 1, the winner is determined based on Rock-Paper-Scissors rules. That is,
Rock wins over Scissors, Paper over Rock and Scissors over paper. If both policies chose
the same action, the game results in a draw (r = 0)
• If one of the policies chose an invalid action, i.e., an action outside the three action ranges,
the other policy wins with any valid action.
• If both policies chose an invalid action, the game results in a draw.
As Gaussian policy network, we implemented a simple 2 layer fully connected neural network, which
takes the two actions played in the last game as input, projects them to a hidden layer with 64 neurons
and ReLU activation, and then back to a 2-dimensional embedding, from which the first dimension
is taken as mean and the second dimension as log-standard deviation of the Gaussian defining the
action distribution.
Our quantile policy network also consists of 2 fully connected layers, where the first takes as input
the one dimensional (scaled and shifted) quantile, sampled from a uniform distribution over [-1, 1],
and projects it through a positive weight matrix to the hidden representation with 64 neurons. Half of
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Hyperparameter Value
Initial learning rate 3e-4
Learning rate schedule linear decay
Optimizer Adam
Adam epsilon 1e-5
Discount factor 0.99
GAE-lambda 0.95
Steps taken per update 2048
Number of epochs in each update 10
Batch size 32
Quantile loss samples K 128
Temperature α 2
Table 1: Hyperparameters used in the reinforcement learning experiments.
the neurons in the hidden representation have ReLU activation, while the other half goes through an
inverse ReLU non-linearity, as described in Appendix A. The hidden representation is then projected
with a positive weight matrix to a single output dimension, directly representing the action.
Both, Gaussian and quantile network, have trainable, unconstrained bias terms added in each layer.
Also, we did not use multiple samples for the quantile loss in this experiment, i.e., we set K = 1.
Note that the Gaussian network has (i) more parameters than the quantile network and (ii) more
information given to it through the input: The Gaussian network can base its action on the last action
played, giving it the ability to exploit any deterministic policy. Nevertheless, the quantile network
can better fit the action space, leading to better results (see main text).
C Reinforcement Learning Experiments
For our reinforcement learning experiments, the toy Choice game as well as the MuJoCo experi-
ments, we adjusted the PPO implementation published in the OpenAI baselines github repository:
https://github.com/openai/baselines
That is, our policy network consists of a state feature extraction part equivalent to the PPO network
architecture before the final projection to the Gaussian parameters. We replace this final projection
through a quantile net per action dimension similar to the one described in Appendix B with the only
difference that we add the extracted features to the hidden representations of the quantile networks.
We summarize the hyperparameters used in Table 1. For our baselines, we used the implementations
provided by the authors.
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