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Uvod
Kada govorimo o migracijama ljudi unutar zadanog prostora, tesˇko je predvidjeti kretanje
pojedinca. Medutim, pokazalo se izvedivim i isplativim promatrati kretanja masa ljudi i na
temelju takvih podataka i uocˇenih trendova u njima planirati buduc´e radnje. Takav pristup
se koristi u prometu za planiranje prometne infrastrukture [27]. Obiljezˇja tokova urbanih
dnevnih migracija najcˇesˇc´e se zapisuju u obliku polazisˇno-odredisˇne matrice.
Tradicionalno, polazisˇno-odredisˇne matrice dobivaju se brojanjem ljudi i vozila na frek-
ventnim podrucˇjima (prometna raskrizˇja, vazˇne prometnice...) ili korisˇtenjem podataka vi-
deonadzora. U novije vrijeme koriste se metode koje koriste podatke o korisˇtenju javnih
pokretnih (telekomunikacijskih) mrezˇa za procjenu migracija [8]. Teleoperateri prikupljaju
mnosˇtvo podataka s mobilnih uredaja, primjerice podatke o aktivnosti korisnika zasnovane
na zapisima o govornim pozivima, slanju kratkih poruka (engl. Short Messaging Service,
SMS) te ostalim podatkovnim transakcijama po internetskoj javnoj pokretnoj mrezˇi. Svaki
put kada korisnik napravi poziv, posˇalje kratku poruku ili neki drugi skup podataka pu-
tem interneta, biljezˇi se identifikacijska oznaka pristupne tocˇke radijske mrezˇe na koju se
korisnik spojio, te vrijeme pocˇetka i trajanje telekomunikacijske aktivnosti. Podaci o te-
lekomunikacijskoj mrezˇi (polozˇaji pristupnih tocˇaka radijske mrezˇe) i telekomunikacijskoj
aktivnosti mogu biti korisˇteni za realniju procjenu POM-e i opisu migracija primjerenije
odredivanje zona [26]. Odredenje zona polazisˇno-odredisˇnih matrica u ovom radu je pos-
tignuto Voronoievom teselacijom oko pristupnih tocˇaka radijske mrezˇe.
OpenStreetMap (OSM) [11] je baza prostornih podataka otvorenog pristupa, nastala
volonterskim doprinosima, s ciljem pruzˇanja svima dostupnih prostornih podataka. Glavne
karakteristike su joj
(1) detaljan i skalabilan opis prostora i objekata u prostoru na standardiziran nacˇin dostu-
pan komercijalnim i slobodnim alatima za rad s prostornim podatcima
(2) uskladenost raznovrsnosti izvora, uz odrzˇavanu kvalitetu podataka
(3) sˇiroka dostupnost i omoguc´en pristup.
OpenStreetMaps je rezultat koordiniranog i usmjerenog rada volonterske zajednice koja
odrzˇava najvec´u svjetsku bazu prostornih podataka, zasnovanu na volonterskom zapisiva-
nju i dijeljenju podataka o trajektorijama (snimljenim satelitskim navigacijskim prijem-
nikom) te satelitskim, radarskim i ostalim snimkama prostora (kao podlogama baze). U
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ovom radu, kategorizacija objekata biti c´e zasnovana na podacima dobivenim iz OSM-a.
Cilj istrazˇivanja predstavljenoga u ovom diplomskog radu bio je iskoristiti povezivanje
atributa prostornih podataka iz OSM baze s opazˇanjima uzorka migracija u svrhu dobi-
vanja kvalitetnijih POM-ova koje se ne ogranicˇavaju na raspoznavanje uzoraka migracija
unutar transportne mrezˇe, vec´ izrazˇavaju detaljnije spoznaje o migracijama unutar kontek-
sta drusˇtveno-ekonomskih aktivnosti. Istrazˇivanja predstavljena u ovom radu zasnivaju se
na nekonvencionalnim izvorima podataka lokalnim urbanim migracijama: anonimiziranim
zapisima o telekomunikacijskoj aktivnosti korisnika u javnoj pokretnoj mrezˇi, atributim
prostornih podataka iz baze prostornih podataka OSM te preciznim GNSS (Global Navi-
gation Satellite System) opazˇanjima polozˇaja kao elemenata migracijskih trajektorija pod-
skupa ukupne populacije (taxi vozila opremljena GPS prijamnicima). Razmotreni podatci
odnose se na izabrani vremenski period i podrucˇje grada Shenzhena, Kina.
U prvom poglavlju razradena je motivacija za istrazˇivanje i domena problema. U dru-
gom poglavlju opisani su podaci koji se koriste te njihovo pribavljanje i obrada. U trec´em
poglavlju razradena je kategorizacija podataka, a u cˇetvrtom je opisana izrada regresijskog
modela i primjena na eksperimentalnim podacima.
Rad je u potpunosti izveden u programskom jeziku R (verzija 3.4.4) koristec´i okruzˇenje
RStudio. [12][22]
Poglavlje 1
Motivacija
1.1 Polazisˇno-odredisˇne matrice
Tokom posljednjih nekoliko desetljec´a, s porastom broja automobila, pojavom novih i
usavrsˇavanjem tradicionalnih usluga javnog prijevoza te sukladno opc´em razvoju promet-
nih sustava, pojavljuje se potreba za novim informacijskim elementima vezanim uz uprav-
ljanje prometom i predvidanje prometa. U tu svrhu cˇesto se koristi polazisˇno-odredisˇna
matrica kao nacˇin izrazˇavanja koji opisuje tokove kretanja iz jednog podrucˇja u promatra-
nom prostoru u drugo. Promatrani prostor dijeli se na zone koje mogu biti polazisˇte i/ili
odredisˇte migracija.
Definicija 1.1.1 (Polazisˇno-odredisˇna matrica). Neka jeA promatrano unaprijed odredeno
podrucˇje u ravnini, odredeno u sebe zatvorenom krivuljom granice. Neka su a1, ..ak zone
unutar promatranog podrucˇja A, pri cˇemu svaka zona predstavlja podskup tocˇaka od A,
odredenih jedinstvenim koordinatama polozˇaja, odreden u sebe zatvorenom krivuljom gra-
nice, uz uvjet da je presjek bilo kojih dviju zona prazan skup. Matricu B = (bi j) dimenzije
n×m koja je definirana tako da je bi j ,i = 1...n, j = 1, ...m, broj migracija iz zone ai u zonu
a j nazivamo polazno-odredisˇna matrica (POM).
U (i, j) element polazisˇno-odredisˇne matrice (POM) upisuje se opazˇeni broj migracije
iz i-te zone u j-tu zonu.
U izvornom tumacˇenju prometnih znanosti, vrijednosti elemenata POM-e dobivene su
brojanjem prometa [5], tj. brojanjem vozila u odredena doba dana i na odredenim tocˇkama
(obicˇno raskrizˇjima kao cˇvorovima cestovne mrezˇe) na promatranom podrucˇju [29]. Ova-
kav pristup prikupljanju podataka je slozˇen, zamoran (stoga izaziva subjektivne pogresˇke
individualnih promatracˇa kao izvora podataka), nepouzdan (podaci su neravnomjerne kva-
litete) i skup. Tehnolosˇki razvoj (posebno u podrucˇju racˇunarstva i odredivanja polozˇaja)
omoguc´io je postupnu automatizaciju prikupljanja podataka, primjerice korisˇtenjem po-
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dataka iz videonadzora i mjernim osjetilima za automatsku detekciju vozila [3]. Podaci
prikupljeni na ovakav nacˇin cˇesto i dalje nisu dovoljni za izradu polazisˇno-odredisˇnih ma-
trica, stoga se podaci kombiniraju [4] te se pristupa razlicˇitim metodama procjene [6][13].
Uz to, ovakva metoda naglasˇava prostornu distribuciju intenziteta prometa, a manje na
vremensku. Neka istrazˇivanja [17] su ukazala na dodatne nedostatke nacˇina kreiranja po-
lazisˇno-odredisˇnih matrica tradicionalnim metodama: zasnivanje metoda na zastarjelim
modelima POM-a, losˇa vremenska rezolucija podataka koja ne prikazuje dnevne promjene
u prometu i ne uzimanje u obzir prirodnih dnevnih i sezonskih varijacija u prometu te
promjena uslijed velikih dogadanja (utakmice, koncerti itd.)
Alternativa tradicionalnom pristupu pri izradi polazisˇno-odredisˇnih matrica je pristup
koji koristi odnosne podatke iz alternativnih i neovisnih izvora, kao sˇto su zapisi o tele-
komunikacijskim aktivnostima u javnoj pokretnoj mrezˇi, uz potpuno ocˇuvanje privatnosti
individualnih korisnika javne pokretne mrezˇe. Metodologija izrade i sposobnost detaljnije
procjene migracija na dijelovima promatranog podrucˇja izvan javne prometne (cestovne)
mrezˇe ovako dobivenih POM-a validirana je u brojnim istrazˇivanjima [21][7][15][8]. S po-
rastom korisˇtenja pokretnih uredaja raste kolicˇina podataka o pokretljivosti korisnika javne
pokretne mrezˇe, a time i kolicˇina podataka potencijalno iskoristivih za procjenu migracija
i POM-e. Ti podaci se dobivaju biljezˇenjem identifikacijskih oznaka i polozˇaja pristupnih
tocˇaka (baznih stanica) pristupne radijske mrezˇe na koje se uredaji spajaju pri uspostav-
ljanju poziva, slanja SMS poruka i slanja i primanja mobilnih podataka. Podrucˇja pokri-
vanja pristupnih tocˇaka radijske mrezˇe mogu biti definirana kao prostorne zone polazisˇno-
odredenih matrica. Jedan od nacˇina kako se to mozˇe ucˇiniti je Voronoievom teselacijom
[10][9].
Definicija 1.1.2 (Teselacija). Teselacija plohe Ω definira se kao skup poligonalnih po-
drucˇja cˇija je unija cijela ravnina i cˇiji se unutrasˇnji dijelovi ne sijeku. Za teselaciju se
kazˇe da je dobro poravnata ako se bilo koja dva podrucˇja susrec´u ili u zajednicˇkom vrhu
ili u zajednicˇkom rubu ili uopc´e ne. Regularna teselacija je teselacija cˇija se poligonalna
podrucˇja podudaraju s regularnim poligonom.
Definicija 1.1.3 (Voronoieva teselacija). Voronoieva teselacija ili Voronoiev diagram za-
dan skupom tocˇaka P = pi je teselacija cˇiji elementi Ki imaju svojstvo da su sve tocˇke
poligona stupnja Ki blizˇe tocˇki pi nego ijednoj drugoj tocˇki skupa P.
Voronoiev diagram se ponekad josˇ naziva i Dirichletova teselacija.
Poligonalna podrucˇja od kojih se sastoji Voronoieva teselacija nazivaju se Voronoieve
c´elije.
Osim polozˇaja bazne stanice, precizno se mogu odrediti i trenutak pocˇetka i trajanje te-
lekomunikacijske transakcije (korisˇtenja usluge telekomunikacijske mrezˇe) putem proma-
trane pristupne tocˇke radijske mrezˇe s baznom stanicom te kada i na koju sljedec´u baznu
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stanicu je uredaj bio spojen. Time je, osim prostorne, odredena i precizna vremenska kom-
ponenta.
Mozˇe se pokazati kako [26] da polazisˇno-odredisˇne matrice dobivene iz telekomunika-
cijskih podataka iskazuju vec´u tocˇnost od matrica dobivenih tradicionalnim metodama, te
da mogu davati konzistentnije procjene migracija, pogotovo na podrucˇjima gdje je tesˇko
skupiti podatke za tradicionalne metode.
1.2 Primjena polazisˇno-odredisˇnih matrica
Najcˇesˇc´a primjena polazisˇno-odredisˇnih matrica je u planiranju prometne infrastrukture,
primjerice kod odlucˇivanja o izgradnji novih cesta, broju traka, usmjeravanju prometa i
postavljanju semafora. Zasnovano na kvalitetnim POM se mogu osmisliti nacˇini korisˇtenja
cestovne mrezˇe [27] koje omoguc´uju djelotvornije korisˇtenje cestovne mrezˇe i optimiza-
ciju prometa, ili se mogu koristiti za planiranje prometnih strategija u slucˇaju masovnih
dogadanja [28]. Medutim, osim u svrhu poboljlsˇanje prometnih tokova, POM-e se mogu
primijeniti i u druge svrhe poput: identifikacije urbanih podrucˇja prema klasifikaciji ak-
tivnosti (proizvodnja, trgovina, sˇkolstvo), ravnomjerni razvoj pojedinih gradskih cˇetvrti
putem poticanja drusˇtveno-ekonomske aktivnosti koja nedostaje razvojem cestovne i tele-
komunikacijske infrastrukture, ciljanim uredenjem okolisˇa i upravljenjem prometom itd.).
Izvorne POM-e zasnovane na zapisima o telekom aktivnosti josˇ uvijek ne sadrzˇe kontekst
koji bi omoguc´io razlucˇivanje drusˇtveno-ekonomskih aktivnosti koje poticˇu dnevne lokalne
migracije. Iz samog broja i vremena putovanja nije jasna njihova svrha, zbog cˇega se do-
biva nepotpuna slika o ljudskoj mobilnosti. Razumijevanje i poznavanje razloga zasˇto ljudi
putuju kljucˇno je za planiranje urbanih projekata, razvoj gradova, ekonomije i turizma
[19][23][2].
1.3 Pristup problemu
Pokazalo se [1] da se uz pomoc´ POM-a dobivenih iz telekomunikacijskih podataka, te sta-
tisticˇkih pokazatelja o drusˇtvenim trendovima stanovnisˇtva polazisˇno-odredisˇne migracije
mogu podijeliti po svrsi. Statisticˇke procjene ponasˇanja stanovnisˇtva dobivaju se dugotraj-
nim i skupim procesima i nisu uvijek dostupne, te se postavlja pitanje mogu li se podaci
o razlogu i svrsi putovanja pribaviti na druge nacˇine. Moguc´e je [24] iskoristiti podatke
o drusˇtvenoj funkciji prostornih objekata na podrucˇju interesa kako bi se ti objekti ka-
tegorizirali u skupine. Time se dobiva distribucija objekata po njihovoj funkcionalnosti.
Vjerojatnost posjete objektu koji pripada nekoj od funkcionalnih skupina tada ovisi o tome
koliko objekata te skupine ima u odnosu na objekte drugih skupina, tj. o distribuciji obje-
kata po skupinama. Time se distribucija objekata po skupinama pretvara u vjerojatnosnu
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distribuciju, koja se mozˇe iskoristiti za identifikaciju svrhe putovanja zabiljezˇenih u po-
lazisˇno-odredisˇnim matricama.
U ovom istrazˇivanju biti c´e razradena sama kategorizacija prostornih objekata na te-
melju podataka o njihovoj drusˇtevnoj funkciji i prikazan model koji ovisno o vremenskom
okviru unutar dana predvida vjerojatnost posjec´enosti odredenim kategorijama objekata.
Poglavlje 2
Podaci
2.1 OpenStreetMap
Ukratko o OSM projektu
Projekt OpenStreetMap (OSM) [11] pokrenuo je 2004. godine Steve Coast, u zˇelji da ucˇini
prostorne podatke besplatnima i svima dostupnima. Inicijalno je projekt bio usredotocˇen
na podrucˇje Ujedinjenog Kraljevstva, ubrzo se prosˇirivsˇi na ostatak svijeta. Danas se OSM
podaci koriste u mnogim programskim podrsˇkama i uslugama, te od strane mnogih kom-
panija i institucija. Nekoliko primjera: Apple, Foursqare, Flickr, Uber, TripAdvisor, Wol-
fram Alpha, DuckDuckGo, igre Ingress i PokemonGO. Jedno od cˇesˇc´ih pitanja vezanih
uz OpenStreetMap je koja je razlika izmedu njegovih usluge zasnovanih na protokolima i
bazama prostornih podataka i usluga GoogleMapsa i zasˇto ne koristiti GoogleMaps usluge.
Odgovor na to pitanje lezˇi u tome sˇto iako su usluge GoogleMapsa do odredene kolicˇine
korisˇtenih podataka besplatne kroz GoogleMaps API, podaci koji se u tim uslugama ko-
riste i dalje podlijezˇu autorskim pravima organizacija koje su ih prikupile. Zbog toga se
podaci prikupljeni uz pomoc´ GoogleMapsa smatraju izvedenim djelom i podlijezˇu istim
autorskim pravima. Za razliku od GoogleMapsa, OSM projekt je projekt zajednice na vo-
lonterskoj bazi. Njegov glavni pokrovitelj je OpenStreetMaps Foundation koji se brine i o
financijskoj potpori (primjerice za odrzˇavanje servera), ali on nije vlasnik OSM podataka.
Stoga se podaci prikupljeni kroz OSM smiju legalno koristiti u daljnje svrhe.
Punjenju i osvjezˇavanju OSM prostornih podataka, procˇisˇc´avanju i kontroli kvalitete
OSM podataka mozˇe pridonijeti svatko, unosˇenjem zabiljezˇenih putanja kretanja, zasno-
vanim na procjenama polozˇaja GNSS prijamnikom, rucˇnim mapiranjem objekata ili bilo
kojom drugom tehnikom preslikavanja prostornih podataka. Projekt prikupljanja prostor-
nih podataka je suradnicˇke prirode, pa je moguc´e da unatocˇ provjerama kvalitete postoji
mali skup podataka koji nisu tocˇni. Ovaj problem nije ogranicˇen samo na OSM, naime, i
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drugi, komercijalni izbori prostornih podataka takoder imaju malu kolicˇinu netocˇnih po-
dataka kako bi se osigurale od krade i neovlasˇtenog korisˇtenja. Tocˇnost podataka u OSM
bazi prostornih podataka postizˇe se upravo pomoc´u kolaborativne prirode projekta. Velikoj
vec´ini korisnika u interesu je imati tocˇnu bazu (prostornih) podataka. U slucˇaju da netko i
unese netocˇan podatak, slucˇajno ili namjerno, ostali korisnici imaju uvid u najnovije pro-
mjene i mogu provjeriti i po potrebi ispraviti netocˇne podatke. Josˇ jedna prednost takvog
nacˇina razvoja jest sˇto omoguc´ava brzo osvjezˇavanje podataka, zbog cˇega se OSM podaci
osvjezˇenim prostornim podacima primjereno opisuju trenutno stanje prostora.
Struktura podataka
Objekti su u OSM bazi prostornih podataka odredeni vrstom objekta (element baze) i opi-
som elementa (sadrzˇanom u podatku zˇiga)
Definicija 2.1.1 (Element). Element OSM baze prostornih podataka je osnovna kompo-
nenta konceptualnog podatkovnog modela fizicˇkog svijeta u OpenStreetMapsu. Element
mozˇe biti cˇvor (engl. node), put (engl. way) ili relacija (engl. relation). Svaki element
mozˇe (ali i ne mora) imati pridruzˇen opisni element zˇiga (engl. tag).
Definicija 2.1.2 (Cˇvor). Cˇvor (engl. node) predstavlja jedinstvenu tocˇku u prostoru koja
sadrzˇi razne atribute medu kojima i identifikacijski broj (engl. node id), zemljopisnu sˇirinu
(engl. latitude) i duzˇinu (engl. longitude). Cˇvor mozˇe opisivati konkretan fizicˇki objekt u
prostoru ili oblik puta (dijela trajektorije ili prometne infrastrukture).
Definicija 2.1.3 (Put). Put (engl. way) je uredena lista koja se sastoji od 2 do 2000
cˇvorova. Obicˇno je opisan zˇigom ili je dio relacije. Ako je prvi cˇvor u putu ujedno i
zadnji, kazˇemo da je put zatvoren. U suprotnom kazˇemo da je put otvoren.
Definicija 2.1.4 (Relacija). Relacija (engl. relation) je uredena lista koja se sastoji od
cˇvorova, puteva i/ili drugih relacija. Relacija definira logicˇku ili geografsku povezanost
izmedu svojih cˇlanova. Cˇlanovi mogu imati dodatni opisni podatak koji sluzˇi opisivanju
njihove uloge unutar relacije.
Definicija 2.1.5 (Zˇig). Zˇig (engl. tag) je opisni, tekstualni element koji sluzˇi kako bi se
definirale znacˇajke elementa. Sastoji se od kljucˇa i vrijednosti. Kljucˇ se koristi kako bi
se definirala tema, kategorija ili tip elementa. Vrijednost definira specificˇnost elementa za
zadani kljucˇ. I kljucˇ i vrijednost mogu biti bilo koji niz znakova, ali u praksi se obicˇno
koristi zajednicˇka konvencija.
Iz definicija je vidljivo da medu vrstama elemenata postoji hijerarhijski odnos. Putevi
se sastoje od cˇvorova, a relacije se sastoje od puteva i cˇvorova. Ipak, svaki od elemenata
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Slika 2.1: Atributi cˇvora unutar jedne ’ˇcelije POM-e
mozˇe biti i samostalan, tj. ne pripadati elementu ”iznad” sebe. Primjerice, iako se svaki
put sastoji od cˇvorova, postoje cˇvorovi koji nisu dio nijednog puta.
Buduc´i da cˇvorovi cˇesto predstavljaju stvarne fizicˇke objekte, oni c´e sluzˇiti kao skup
objekata na kojima c´e biti izvedena kategorizacija i koji c´e sluzˇiti za razvoj vjerojatnosnog
modela. U obzir nec´e biti uzeti svi cˇvorovi, nego samo oni koji predstavljaju relevantne
objekte, kako c´e biti prikazano u poglavlju 3.2.
Izdvajanje podataka i segmentacija podrucˇja
Kao sˇto je vec´ navedeno, podrucˇje interesa iz kojeg c´e biti ekstrahirani podaci je grad Shen-
zhen u Kini. Problem izdvajanja podataka mozˇemo podijeliti na 3 koraka. Prvi korak je
dohvac´anje podataka iz OSM-a za cijelo podrucˇje interesa. Drugi je podjela podrucˇja inte-
resa na Voronoieve c´elije, koje su ujedno i zone polazisˇno-odredisˇnih matrica. Trec´i korak
je smjesˇtanje dohvac´enih OSM objekata u Voronoi c´elije kojima (geografski) pripadaju.
Rjesˇenje sva 3 koraka razradeno je u [24], a u nastavku slijedi kratki opis.
OSM pruzˇa opciju izravnog skidanja podataka na pravokutnom podrucˇju omedenom
zˇeljenim geografskim duljinama i sˇirinama na dva nacˇina: putem web-sucˇelja za pristup
OSM bazi prostornih podataka i pomoc´u funkcije get osm u programskom okruzˇenju za
statisticˇko racˇunarstvo R. Medutim, podrucˇje Shenzhena je preveliko za dohvat podataka
na takav direktni nacˇin. Zbog toga je podrucˇje podijeljeno na manje kvadrate, te su podaci
dohvac´eni za svaki kvadrat posebno (pomoc´u funkcije get osm). U smislu tipova poda-
taka u programskom okruzˇenju za statisticˇko racˇunarstvo R, OSM objekti su liste cˇvorova,
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puteva i relacija, koji unutar sebe sadrzˇe daljnje liste i data.frame tipove podataka. Zbog
toga je osnovnim postupcima rukovanja podacima moguc´e medusobno pridruzˇiti podatke
s manjih podrucˇja u skup podataka za cijelo podrucˇje.
Iz Open Cell ID [20] baze podataka, koja sadrzˇi podatke o polozˇajima pristupnih tocˇaka
radijske mrezˇe (baznih stanica) baznih stanica, dohvac´aju se koordinate polozˇaja baznih
stanica za podrucˇje Shenzhena. Oko tih baznih stanica radi se razdioba prostora na vo-
ronoieve c´elije koja definira pokrovno podrucˇje za svaku baznu stanicu. Ovaj korak se
josˇ naziva i voronoi teselacija. Na slici 2.2 prikazane su bazne stanice i voronoieve c´elije
definirane oko njih. Tokom ovog koraka pronalaze se i sidrisˇta koje definiraju voronoieve
c´elije. Te tocˇke c´e kasnije biti korisˇtene i za izdvajanje podataka o kretanju taxi vozila za
tocˇno odredenu c´eliju (poglavlje 3.3).
Koristec´i geolokacije i identifikacijske brojeve cˇvorova, generiran je data.frame (R
objekt koji predstavlja podatkovnu matricu koja mozˇe imati podatke razlicˇitih tipova) pros-
tornih tocˇki koji je rastavljen po Voronoi c´elijama. Za svaki takav podskup prostornih
tocˇaka, pomoc´u identifikacijske oznake prostornog OSM cˇvora broja moguc´e je ponovno
pristupiti opisnim atributima cˇvora. Tako su OSM podaci za cijelo podrucˇje interesa podi-
jeljeni na podskupove podataka za svaku Voronoi c´eliju. Prikaz OSM podataka i njihovih
Voronoi c´elija na podrucˇju Shenzhena nalazi se na slici 2.3.
2.2 GPS podaci taksija
O podacima
Putanje kretanja taksi vozila definirane su skupovima procjena polozˇaja satelitskim navi-
gacijskim sustavom GPS i preuzeti su sa [14]. Podaci se odnose na grad Shenzhen u Kini
i iskljucˇivo su za korisˇtenje u akademske svrhe. Zbog privatnosti, sve informacije o datu-
mima i vremenu su izuzete, a identifikacijske oznake po kojima bi se moglo identificirati
stvarne osobe zamijenjene su serijskim brojevima.
Struktura podataka
Velicˇina skupa podataka o putanjama taksi vozila iznosi priblizˇno 1.9 GB. Skup podataka
o putanjama taksi vozila se sastoji od 46927855 redaka. Svaki redak je sljedec´eg oblika:
TaxiID,Time, Latitude, Longitude,Occupancy, S tatus, S peed (2.1)
Primjer jednog retka: 22223,08:49:25,114.116631,22.582466,0
Taxi ID je redni broj taksija, Time predstavlja vremenski trenutak (sat, minute i sekunde) u
kojem je podatak zabiljezˇen, Latitude je geografska sˇirina polozˇaja taksi vozila u promatra-
nom trenutku Time, Longitude je geografska duzˇina polozˇaja taksi vozila u promatranom
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Slika 2.2: Voronoi teselacija vezana za polozˇaje pristupnih tocˇaka radijske mrezˇe s
polozˇajima baznih stanica kao sidrisˇtima voronoievih c´elija
trenutku Time. Occupancy Status je vrijednost 0 ili 1 koja oznacˇava da je taksi prazan (0)
ili da u njemu ima putnika (1). Speed je brzina kojom se taksi giba u promatranom trenutku
Time.
Navedeni podaci opisuju putanje taksija. U nastavku teksta pod pojmom taksi podatka
podrazumijeva se jedan redak oblika (2.1) u bazi.
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Slika 2.3: OSM objekti unutar Voronoi c´elija
Priprema podataka
Izvorni set podataka je realtivno velik sˇto ne omoguc´ava izravno ocˇitanje u R programsko
okruzˇenje za statisticˇko racˇunarstvo. Osnovno okruzˇenje R djeluje tako da skup podataka
kojeg procesira mora u cijelosti biti ucˇitano u radnu memoriju racˇunala, sˇto ogranicˇava
velicˇinu skupa podataka kojeg R mozˇe procesirati. Medutim, za daljnji rad nisu potrebni
svi podaci iz izvornog seta. Taxi ID nije bitan podatak, jer svaki taksi podatak gledamo kao
individualni objekt, neovisno o tome o kojem tocˇno taksiju se radi. Takoder, Occupancy
Status nam ne daje informacije o tome koliko ljudi se nalazi u taksiju, nego samo da li ih
ima, a takoder ne znamo ni je li podatak snimljen neposredno prije ili poslije dolaska na
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odredisˇte, pa nam taj podatak ne daje nikakve informacije. Nadalje, buduc´i da se radi o
putanjama podaci se zapisuju tokom cˇitavog puta, a ne iskljucˇivo u trenutku zaustavljanja.
Kako bi se pronasˇli podaci nastali kada se taksi doista zaustavi na odredisˇtu, promatraju se
oni reci u kojima je brzina (Speed) jednaka 0.
Za dio filtracije sirovih podataka koji ukljucˇuje izdvajanje samo vrijednosti varijabli (stu-
paca) Time, Latitude, Longitude, Speed koristi se bash. Bash je skriptni jezik koji se ko-
risti za interpretiranje korisnicˇkih naredbi. To je interpretativni jezik koji obraduje velike
skupove podataka brzˇe od programskog okruzˇenja za statisticˇko racˇunarstvo R, te se tako
izbjegava ucˇitavanje velikog skupa podataka u radnu memoriju racˇunala u R. Tako pret-
procesiran set podataka ucˇitava se u R pomoc´u funkcije fread iz programske knjizˇnice
data.table koja se ponasˇa slicˇno kao read funkcija iz osnovne knjizˇnice, ali je brzˇa, mozˇe
ucˇitati vec´e datoteke, i pogodnija je od read funkcije. Skup podataka u R se ucˇitava kao
data.table objekt, ali zatim se pretvara u data.frame i izvrsˇava se drugi dio filtriranja, fil-
triranje redaka sa brzinom 0. Zavrsˇni skup podataka sastoji se od 18438300 redaka (136.5
MB).
Prikazani pristup pripremi podataka ima odredene nedostatke. Occupany Status je
znacˇajna informacija koja mozˇe znatno utjecati na interpretaciju rezultata. Ako je pri-
mjerice u taksiju jedna osoba, to predstavlja jedan posjet objektu u blizini tog taksi objekta
(visˇe o kategorizaciji podataka nalazi se u poglavlju 3). U slucˇaju da su u taksiju 3 osobe,
radi se o 3 posjeta objektu u blizini tog taksi objekta. Takoder, moguc´e je da taksi ima
brzinu 0 zato sˇto stoji na semaforu ili u guzˇvi. Medutim, iz dostupne strukture podataka,
nije moguc´e izvuc´i detaljnije zakljucˇke bez dublje analize koja izlazi iz opsega ovog rada.
Slikom 2.4 prikazan je podskup taksi podataka unutar jedne voronoieve c´elije zajedno
s OSM cˇvorovima koji sadrzˇe zˇigove.
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Slika 2.4: Taksi i OSM cˇvorovi koji sadrzˇe zˇigove unutar jedne Voronoi c´elije. Taksi
objekti su prikazani plavom bojom, a OSM cˇvorovi crvenom. Neki objekti (sivi objekti
koji vec´inom predstavljaju zgrade ili kuc´e) nisu obiljezˇeni kao cˇvorovi s zˇigom jer u OSM-
u nije svaka zgrada oznacˇena kao cˇvor, a svaki cˇvor ne mora imati zˇig.
Poglavlje 3
Kategorizacija podataka
U ovom poglavlju biti c´e opisan postupak pripreme podataka za razvoj vjerojatnosnog
modela. Kao sˇto je vec´ navedeno, razlikujemo dvije osnovne vrste podataka: podatke do-
bivene iz OSM-a koji c´e u ovom radu predstavljati stvarne fizicˇke objekte svrstane u neku
kategoriju, te podatke dobivene iz GPS podataka o kretanju taksija koji c´e predstavljati
posjete fizicˇkim objektima. Prije nego mozˇemo razviti model za vjerojatnost posjeta ka-
tegorijama objekata, potrebno je definirati sˇto su kategorije objekata, kako se pridjeljuju
objektima i kako se konkretnom posjetu pridruzˇuje objekt i kategorija. Takoder c´e biti ra-
zvijeni algoritmi za kategorizaciju i filtraciju podataka, te c´e ti algoritmi biti primjenjeni
na stvarne podatke opisane u poglavlju 2.
3.1 Kategorije
Jedan od ciljeva ovog rada je omoguc´iti bolji uvid u svrhu kretanja ljudi. Kako bi to bilo
moguc´e, treba pogledati razloge i motivaciju iza urbanih migracija. Premda na migracije
stanovnisˇta mogu utjecati mnogi faktori (generalna urbanizacija podrucˇja, politicˇke prilike,
etnicˇko porijeklo, povijesni razlozi itd.) u ovom radu bavimo se migracijama na dnevnoj
bazi (unutar 24h) pa su stoga i razlozi koje promatramo kao relevantne, oni svakodnevne
prirode (npr. odlazak na posao, u sˇkolu, povratak kuc´i, izlazak s prijateljima, odlazak do
duc´ana). Uzimajuc´i u obzir aktivnosti koje ljudi uobicˇajeno rade tokom prosjecˇnog dana,
analizom literature i razgovorom s ekspertima ustanovljeno je kako ih za potrebe ovog pro-
jekta mozˇemo podijeliti u 6 osnovnih kategorija, koje ujedno predstavljaju i svrhu ili cilj
ljudskog djelovanja:
Dom (Home), Posao (Work), Zdravlje (Health), Edukacija (Education), Zabava (Le-
isure) i Ostalo (Other).
Mozˇemo rec´i da kategorija kojoj neka migracija pripada odreduje prirodu te migracije
i obrnuto. Ako je cilj neke migracije odlazak na posao, tada ona ocˇito pripada kategoriji
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Work. Ako je cilj izlazak u kazalisˇte, tada migracija pripada kategoriji Leisure. Medutim,
postavlja se pitanje kako za konkretnu migraciju odrediti kategoriju kojoj pripada ako a
priori ne znamo njenu prirodu? Odgovor lezˇi upravo u prostornim podacima. Vec´ina mi-
gracija c´e za dolaznu tocˇku imati neki polozˇaj u blizini konkretnog fizicˇkog objekta. Ako
pretpostavimo da je
(a). taj objekt cilj migracije
(b). taj objekt ima kategoriju
tada mozˇemo rec´i da je kategorija te migracije ista kao i kategorija objekta koji je njen cilj.
U poglavlju 3.2 bavit c´emo se pitanjem kako odrediti kategoriju objekta, dok c´e u
poglavlju 3.3 biti detaljnije opisana veza izmedu posjeta objektu i kategorije objekta.
3.2 Kategorizacija i filtriranje prostornih objekata
U poglavlju 2.1 opisana je struktura OSM podataka. Poznato je da neki objekti, bilo da
se radi o cˇvorovima, putevima ili relacijama, imaju zˇig. Premda zbog kolaborativne pri-
rode samog OSM objekta zˇigovi mogu biti bilo kakav tekstualni objekt, u vec´ini slucˇajeva
zˇigovi ipak sluzˇe kao opis funkcije objekta, pogotovo ako se radi o zˇigovima na cˇvorovima.
Upravo na ovoj osobitosti OSM zˇigova bazirat c´e se kategorizacija prostornih objekata. U
nastavku c´e biti opisana tri nacˇina na koje c´e OSM cˇvorovi biti razvrstani u 6 kategorija
spomenutih u prethodnom potpoglavlju: Home, Work, Leisure, Education, Health i Ot-
her. Takoder c´e biti opisan algoritam koji primjenjuje sva tri nacˇina razvrstavanja kako bi
kategorizirao i filtrirao podatke iz poglavlja 2.1.
Kategorizacija pomoc´u vrijednosti (engl. tag value)
U ovom radu, kategorizacija OSM cˇvorova ucˇinjena je pomoc´u vrijednosti pridijeljenih
zˇigova. Premda iz definicije zˇiga kljucˇ opisuje temu ili kategoriju objekta, te teme nisu
uvijek u skladu s kategorijama relevantnim za ovo istrazˇivanje. Takoder, postoje objekti
cˇiji zˇigovi imaju isti kljucˇ, ali na temelju vrijednosti ih zˇelimo svrstati u razlicˇite kategorije.
Stoga se prvo gleda ”finiji” opis objekata, onaj baziran na vrijednosti zˇiga. Ovim nacˇinom
objekti se kategoriziraju u sve kategorije osim u kategoriju Other, iz razloga sˇto Other
kategorija predstavlja upravo one objekte koji nisu razvrstani u ostalih pet kategorija. Ideja
je sljedec´a: za svaku kategoriju (osim Other) postoji skup vrijednosti zˇigova koji pripada
toj kategoriji. Taj skup zvat c´emo skup vrijednosti kategorije. Ako neki cˇvor ima zˇig
cˇija se vrijednost nalazi u skupu vrijednosti neke kategorije, tada taj objekt pripada toj
kategoriji. Skup vrijednosti svake kategorije odreden je tako da u njega ulaze vrijednosti
zˇiga pobrojane u poglavlju 3.1 koje svojim znacˇenjem odgovaraju opisu te kategorije, u
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skladu s opisima navedenim u 3.1. U nastavku se nalazi tablica 3.1 koja prikazuje skup
vrijednosti za svaku kategoriju (osim Other).
Home Leisure Education Health Work
apartments bar college clinic commercial
house pub school doctors industrial
residential cafe university hospital building
apartment restaurant kindergarten dentist office
house number cinema library pharmacy yes
nightclub books chemist government
theatre archive hearing aids bank
fast food music school herbalist coworking space
playground driving school medical supply works
park language school optician
department store research institute nursing home
museum social facility
mall blood donation
clothes first aid kit
boutique ambulance station
art
music
video
video games
community centre
Tablica 3.1: Tablica skupa vrijednosti kategorija
Kategorizacija pomoc´u kljucˇa (engl. tag key)
Kategorizacija pomoc´u vrijednosti kljucˇa je dobra, ali ne ukljucˇuje sve objekte koji bi
mogli (i trebali) spadati u ranije spomenute kategorije. Ranije je spomenuto da ne mozˇemo
iskljucˇivo kategorizirati objekte pomoc´u kljucˇa. Nakon razmatranja, zakljucˇeno je kako
karakterizacija objekata pomoc´u kljucˇa predstavlja primjeren pristup za potrebe ovog rada.
Konkretno, pomoc´u kljucˇa c´e biti kategorizirane tri kategorije: Work, Leisure i Other.
Za ostale kategorije nema kljucˇeva koji bi zadovoljili uvjet da svi objekti s zˇigom takvog
kljucˇa pripadaju nekoj kategoriji. Analogno kategorizaciji pomoc´u vrijednosti, kod ka-
tegorizacije pomoc´u kljucˇa definiramo skup kljucˇeva kategorije. Ako neki cˇvor ima zˇig
cˇiji kljucˇ se nalazi u skupu kljucˇeva neke kategorije, tada taj objekt pripada toj kategoriji.
Tablica 3.2 prikazuje skupove kljucˇeva kategorija.
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Leisure Work Other
leisure office amenity
craft building
shop
tourism
Tablica 3.2: Tablica skupa kljucˇeva kategorija
Kategorizacija pomoc´u roditeljskog puta
U prva dva nacˇina kategorizacije kategorizirani su bili cˇvorovi koristec´i direktno njihove
zˇigove. Na prvi pogled se cˇini da je tako moguc´e kategorizirati sve relevantne cˇvorove.
Nazˇalost, u praksi to nije uvijek tako. Buduc´i da pravila oznacˇavanja u OSM sustavu
nisu stroga i visˇe je nacˇina na koje se odredene stvari mogu oznacˇavati, samo gledanje
zˇigova cˇvorova nije dovoljno. U ovom radu konkretan problem predstavljali su objekti
Home kategorije. Stambene zgrade i kuc´e koje bi trebale pripadati u ovu kategoriju mogu
biti oznacˇene zˇigom s vrijednosti residential. Medutim, takvih objekata u eksperimen-
talnim podacima gotovo da i nije bilo. Drugi nacˇin oznacˇavanja stambenih objekata jest
oznacˇavanje cijelih puteva kao rezidencijalnih. Tako dolazimo do kategorizacije pomoc´u
roditeljskog puta.
Ova kategorizacija koristi se samo za raspodjelu objekata u Home kategoriju. Ovaj
put, promatraju se putevi unutar c´elije koji imaju zˇig s vrijednosti residential. Zatim se
trazˇe cˇvorovi na tim putevima koji se nalaze unutar c´elije (jer put mozˇe prolaziti kroz visˇe
c´elija). Cˇvorovi koji zadovoljavaju uvjete da se nalaze na rezidencijalnom putu i unutar
c´elije, svrstavaju se u kategoriju Home.
Potrebno je naglasiti da nijedna metoda kategorizacije opisana u ovom radu nec´e uvijek
i u potpunosti zahvatiti sve relevantne objekte, ali cilj je pokriti sˇto vec´i broj objekata. Na-
dalje, metode kategorizacije uvelike ovise o konkretnim podacima. Kljucˇevi i vrijednosti
zˇigova koji se koriste u metodama spomenutim u ovom radu, a time i kategorije u koje se
objekti svrstavaju pojedinom metodom, mogu se (i trebaju) mijenjati sukladno informaci-
jama koje se zˇeli dobiti iz podataka, kao i ovisno o prostoru na kojem se podaci prikupljaju
i tome kako su na tom prostoru objekti unutar OSM-a oznacˇeni.
Algoritam za kategorizaciju prostornih objekata
U poglavlju 2.1 prikazana je ekstrakcija podataka iz OSM-a te preraspodjela prostornih
OSM objekata u Voronoieve c´elije. Sada c´emo na te podatke primijeniti gore opisane
metode kategorizacije.
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Za svaku c´eliju postupak kategorizacije se primjenjuje posebno. Koriste se dvije funk-
cije: glavna u kojoj se odvija sama kategorizacija i pomoc´na koja uklanja objekt (odreden
njegovom identifikacijskom oznakom) iz skupa objekata u c´eliji.
Pomoc´na funkcija prima vektor identifikacijskih oznaka objekata koje je potrebno izbaciti,
te osmar objekt u programskom okruzˇenju za statisticˇko racˇunarstvo R (iz knjizˇnice osmar)
iz kojeg se objekti izbacuju. Buduc´i da osmar objekt predstavlja listu, objekti odredeni
identifikacijskim oznakama u ulaznom vektoru izbacuju se iz osmar objekta koristec´i bazne
mehanizme rada s listama u programskom okruzˇenju za statisticˇko racˇunarstvo R. Tocˇnije,
objekti se izbacuju iz podliste u osmar objektu koja predstavlja cˇvorove. Zatim funkcija
vrac´a promijenjeni osmar objekt, koji visˇe ne sadrzˇi nezˇeljene objekte.
Unutar c´elije, objekti se prvo kategoriziraju redom u Home, Education, Leisure, Health i
Work kategorije koristec´i metodu kategorizacije pomoc´u vrijednosti zˇiga. Preostali objekti
zatim se pomoc´u kljucˇa zˇiga kategoriziraju u Work, Leisure i Other kategorije. Za objekte
koji su ostali nekategorizirani koristi se metoda roditeljskog puta da ih se svrsta, ako je to
moguc´e, u Home kategoriju. Detaljniji postupak prikazan je u algoritmu 1.
Slika 3.1: OSM objekti podijeljeni po kategorijama
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Algoritam 1 Algoritam kategorizacije objekata
1 big map = skup svih OSM objekata
2 Za svaku c´eliju:
1 categories = (Home, Education, Leisure, Health, Work)
2 map = skup OSM cˇvorova u c´eliji
3 Za c u categories:
i. values = skup vrijednost kategorije c
ii. nadi objekte u map koji imaju vrijednost zˇiga iz skupa values
iii. spremi longitude i latitude tih objekata
iv. spremi broj objekata kategorije c
v. izbaci objekte iz map
4 Za c u (work,leisure,other):
i. keys = skup kljucˇeva kategorije c
ii. nadi objekte u map koji imaju kljucˇ zˇiga iz skupa keys
iii. spremi longitude i latitude tih objekata
iv. povec´aj broj objekata kategorije c
v. izbaci objekte iz map
5 ids = identifikacijske oznake preostalih objekata u map
6 w1 = u big map pronadi cˇvorove s id-evima iz ids, te njihove roditeljske struk-
ture
7 w2 = u big map pronadi puteve s vrijednosˇc´u kljucˇa residential
8 nadi puteve u presjeku w1 i w2
9 nadi cˇvorove unutar tih puteva
10 spremi longitude i latitude tih objekata
11 povec´aj broj objekata kategorije Home
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Filtriranje prostornih objekata
U prethodnom koraku kategorizacije, rezultat je lista u kojoj su pohranjeni podaci o kate-
gorijama prostornih objekata unutar svake c´elije, kao i podatak koliko objekata koje kate-
gorije se nalazi u svakoj c´eliji. Za daljnje korake, nisu sve c´elije jednako relevantne. Neke
c´elije imaju premalo kategoriziranih OSM objekata ili ih nemaju uopc´e. Takav slucˇaj se
mozˇe pojaviti zbog prirode oznacˇavanja objekata u OSM-u i takve c´elije ne sadrzˇe dovoljno
podataka za daljnje zakljucˇivanje. S druge strane, neke c´elije sadrzˇe ogromnu kolicˇinu
Home objekata, zbog metode roditeljskog puta koja se koristi za njihovo kategoriziranje,
a koja je manje precizna od ostalih metoda. Premda cˇvorovi unutar residencijalnog puta
u pravilu oznacˇavaju fizicˇki objekt, ponekad mogu sluzˇiti samo kao ”kostur” na kojem se
gradi put. Stoga u stvarnosti nema toliko objekata Home kategorije, i korisˇtenje c´elija s
previsˇe takvih objekata ne bi dalo tocˇne rezultate. Stoga listu s podacima o kategorijama
prostornih objekata filtriramo tako da nastavak postupka obuhvati:
• samo c´elije koje nemaju visˇe od 100 Home objekata te
• imaju barem 5 ili visˇe kategoriziranih objekata
Korisˇtene knjizˇnice i funkcije
U procesu kategorizacije i filtriranja prostornih objekata korisˇteni su, uz osnovne knjizˇnice
i osnovne funkcije iz programskog okruzˇenja za statisticˇko racˇunarstvo R, sljedec´e funkcije
iz knjizˇnice osmar:
• find(object, condition): funkcija za trazˇenje elemenata u objektu object koji zado-
voljavaju uvjet condition
object je osmar objekt
condition je logicˇki uvjet, trazˇe se elementi ili reci koji ga zadovoljavaju. Mora se
definirati na kojim elementima i podacima osmar objekta se trazˇenje primjenjuje, u
obliku element(data(condition)). Element mozˇe biti cˇvor, put ili relacija, a data je,
ovisno o elementu, zˇig ili atribut.
Povratna vrijednost je vektor identifikacijskih oznaka elemenata u objektu object
koji zadovoljavaju uvjet condition
• find up(object, ids): funkcija za trazˇenje svih elemenata koji su u hijerarhiji iznad
elemenata odredenih identifikacijskim oznakama u ids
object je osmar objekt
ids je vektor identifikacijskih oznaka elemenata, neovisno o tome jesu li cˇvor, put ili
relacija.
Povratna vrijednost je vektor identifikacijskih oznaka elemenata
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• find down(object, ids): funkcija za trazˇenje svih elemenata koji su u hijerarhiji
ispod elemenata odredenih id-evima u ids
object je osmar objekt
ids je vektor id-eva elemenata, neovisno o tome jesu li cˇvor, put ili relacija.
Povratna vrijednost je vektor id-eva elemenata
3.3 Kategorizacija taksi podataka
U ovom poglavlju bit c´e objasˇnjen algoritam za kategorizaciju taksi podataka. Taksi podaci
predstavljaju stvarne lokacije na koje ljudi dolaze. Upravo ti podaci sluzˇit c´e kako bi se
predvidjela vjerojatnost posjeta pojedinim kategorijama objekata. U tu svrhu, potrebno je
odrediti kategoriju kojoj pripada svaka lokacija iz taksi podataka, odnosno odrediti kate-
goriju objekta koji je pritom posjec´en.
Definicija 3.3.1 (Kategorija taksi podatka). Kategorija taksi podatka, odredenog geograf-
skom sˇirinom i duzˇinom, je jednaka kategoriji onog objekta koji je geografski najblizˇi taksi
podatku.
Haversineova formula
Pretpostavimo kako su zadana dva podatka odredena geografskom sˇirinom i duzˇinom (dva
polozˇaja odredena na jedinstven nacˇin svojim koordinatama u zajednicˇkom unaprijed defi-
niranom koordinatnom sustavu). Postavlja se problem odredivanja udaljenosti ovih dvaju
polozˇaja ukoliko se oni nalaze na Zemljinoj povrsˇini (plohi geoda, geometrijskog tijela koje
opisuje Zemlju). Moguc´e rjesˇenje problema postizˇe se primjenom haversineove formule.
Definicija 3.3.2 (Haversineova formula). Haversineova formula je izraz koji racˇuna naj-
krac´u udaljenost izmedu dvije tocˇke (zadane geografskom duzˇinom i sˇirinom) na povrsˇini
sfere.
Racˇunanje udaljenosti pomoc´u haversineove formule dano je na sljedec´i nacˇin:
a = sin2(∆φ/2) + cosφ1 ∗ cosφ2 ∗ sin2(∆λ/2)
c = 2 ∗ atan2(√a, √1 − a)
d = R ∗ c
gdje je
φ... zemljopisna sˇirina (u radijanima)
λ ... zemljopisna duljina (u radijanima)
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R ... Zemljin radijus (≈ 6 371km)
Filtriranje podataka i algoritam za kategorizaciju
Za kategorizaciju taksi podataka koristit c´e se rezultati iz poglavlja 3.2, te taksi podaci
opisani u poglavlju 2.2.
Algoritam se za svaku c´eliju primjenjuje posebno, medutim ne gledaju se sve c´elije
nego samo odabrane (relevantne) c´elije dobivene postupkom filtriranja objasˇnjenom u po-
glavlju 3.2. Za pojedinu c´eliju prvo se dobavljaju taksi podaci samo za tu c´eliju, te se
zatim primjenjuje funkcija distanceCalculation za izracˇunavanje udaljenosti i kategorije
najblizˇeg objekta za svaki taksi podatak. Ova funkcija prima matricu taksi podataka za
trenutnu c´eliju, listu matrica sa kategoriziranim OSM objektima za svaku c´eliju (nastalu
kako je opisano u 3.2) te identifikacijsku oznaku trenutne c´elije. Rad funkcije detaljnije je
opisan u algoritmu 2.
Rezultat ove funkcije je matrica udaljenosti, tj. matrica dimenzija n×5, gdje n predstav-
lja broj taksi objekata unutar pojedine c´elije, a stupci su redom: zemljopisna sˇirina taksi
podatka, zemljopisna duzˇina taksi podatka, udaljenost, kategorija i timeframe najblizˇeg
prostornog objekta.
Buduc´i da je cilj kategorizacije taksi podataka dobiti kategoriju objekata koje ljudi
doista posjec´uju, potrebno je voditi racˇuna o tome da podaci budu smisleni. Ako je primje-
rice nekom taksi podatku najblizˇi prostorni objekt udaljen nekoliko kilometara, nije realno
pretpostaviti da c´e putnik taksija doista posjetiti taj objekt. S druge strane, tako veliku uda-
ljenost taksi objekta od prostornog objekta moguc´e je dobiti u podacima zbog visˇe razloga:
nisu svi objekti oznacˇeni na OSM-u, neki objekti se odbacuju prilikom kategorizacije pros-
tornih objekata i zbog prirode taksi podataka. Kako bi se smanjila pogresˇka uzrokovana
ovakvim scenarijima koji u stvarnosti nisu izgledni, matrica udaljenosti se filtrira tako da
se odbacuju svi reci koji sadrzˇe taksi podatke cˇiji je najblizˇi prostorni objekt udaljeniji od
100 metara.
Sve matrice udaljenosti spremaju se u listu matrica udaljenosti. Lista matrica udalje-
nosti koristit c´e se u koraku predvidanja posjeta kategorijama prostornih objekata. Prije
toga se filtrira tako da se uzimaju one matrice koje imaju visˇe od 200 redaka (svaki redak
predstavlja detalje o jednom taksi objektu) i one koje sadrzˇe podatke o taksi objektima iz
visˇe od jedne kategorije. Ovaj korak je potreban kako bi algoritmi za ucˇenje koji c´e se
kasnije koristiti dali bolje rezultate. Zˇelimo se osigurati da za svaku matricu udaljenosti
imamo dovoljno podataka i da ti podaci budu raznoliki (ako su svi iste kategorije, nemamo
sˇto predvidati).
POGLAVLJE 3. KATEGORIZACIJA 24
Algoritam 2 Algoritam funkcije distanceCalculation
1 ako je matrica taksi podataka prazna, vrati prazan data frame
2 inicijaliziraj prazne vektore minimum, category i timeframe
3 inicijaliziraj matricu udaljenosti dist matrix sa longitude i latitude vrijednostima svih
podataka iz matrice taksi podataka
4 za svaki taksi objekt:
1 dist vector = izracˇunaj Haversine udaljenost taksi objekta od svih prostornih
objekata
2 pronadi najmanju udaljenost u dist vector-u
3 pronadi prostorni objekt koji ima najmanju udaljenost od taksi objekta
4 pronadi kategoriju prostornog objekta koji ima najmanju udaljenost
5 odredi timeframe taksi objekta
6 vektorima minimum, category i timeframe dodaj (respektivno) najmanju uda-
ljenost, kategoriju najmanje udaljenog objekta i timeframe najmanje udaljnog
objekta
5 matrici dist matrix dodaj stupce minimum, category i timeframe
6 dist matrix = dist matrix bez redaka gdje je minimum vec´i od 100
7 vrati dist matrix
Korisˇtene knjizˇnice i funkcije
U procesu kategorizacije i filtriranja taksi objekata korisˇtene su vec´inom U procesu katego-
rizacije i filtriranja prostornih objekata korisˇtene su vec´inom funkcije iz osnovnih knjizˇnica
iz programskog okruzˇenja za statisticˇko racˇunarstvo R. Takoder je za racˇunanje haversine-
ove udaljenosti bila korisˇtena funkcija iz knjizˇnice geosphere:
• distHaversine(p1, p2, r=6378137): funkcija za racˇunanje udaljenosti izmedu dvije
tocˇke koristec´i haversineovu formulu
p1 je longitude/latitude tocˇke ili tocˇaka. Mozˇe biti vektor dva broja (koji predstav-
ljaju longitude i latitude), matrica s dva stupca (prvi su longitude vrijednosti tocˇaka,
drugi latitude vrijednosti) ili SpatialPoints objekt
p2 isto kao i p1
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r je radijus sfere, po defaultu predstavlja radijus Zemlje i iznosi 6378137 metara
Povratna vrijednost je udaljenost u istoj mjernoj jedinici kao sˇto je zadan r (po de-
faultu je mjerna jedinica metar). Ako su i p1 i p2 zadani kao vektori, povratna
vrijednost c´e biti broj koji predstavlja udaljenost izmedu tocˇaka p1 i p2. Ako je p1
zadana kao vektor, a p2 kao matrica, povratna vrijednost c´e biti vektor, u kojem je
svaki broj udaljenost izmedu tocˇke p1 i jedne od tocˇaka u matrici p2.
Poglavlje 4
Vjerojatnosni pristup klasifikaciji
podataka
4.1 Logisticˇka regresija
Kada se govori o problemima koji se rjesˇavaju statisticˇkim ucˇenjem [16], oni se mogu
podijeliti na regresijske i klasifikacijske probleme. Kada su varijable koje se predvidaju
kontinuirane naravi, tada se govori o regresiji. Kada su varijable diskretne naravi, go-
vori se o klasifikaciji. Logisticˇka regresija, premda sadrzˇi rijecˇ regresija u sebi, je metoda
koja rjesˇava klasifikacijske probleme. Klasifikacijske modele nadalje mozˇemo podijeliti
na binarne i multinomijalne. Binarni klasifikacijski modeli imaju za uvjet Bernoulijevu
distribuciju izlaznih varijabli, dok multinomijalni imaju multinoulli distribuciju (multino-
ulli distribucija josˇ se naziva i generalizirana Bernoulijeva distribucija). U literaturi se
pojam logisticˇka regresija cˇesto poistovjec´uje s binomnom logisticˇkom regresijom koja
spada u binarne klasifikacijske modele. Osim toga, postoji i multinomijalna logisticˇka re-
gresija koja spada u multinomijalne klasifikacijske modele. Opc´enito, logisticˇka regresija
ne modelira direktno vrijednosti zavisne varijable, nego modelira vjerojatnost da zavisna
varijabla pripada odredenoj kategoriji. Zbog laksˇeg razumijevanja, u potpoglavlju 3.1.1 c´e
prvo biti opisana binomna logisticˇka regresija, a u potpoglavlju 3.1.3 c´e ona biti poopc´ena
na multinomijalnu logisticˇku regresiju. Na kraju c´e biti prikazano kako je multinomna
logisticˇka regresija primjenjena na podacima opisanim u prijasˇnjim poglavljima.
Binomna logisticˇka regresija
Neka je
(x1, y1), ..., (xn, yn)
26
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skup opazˇenih podataka. Izlazne ili zavisne varijable oznacˇavat c´emo s yi, i = 1, ..., n.
Ulazne ili nezavisne varijable su 1 × k, k ∈ N, vektori i oznacˇavat c´emo ih s xi, i = 1, ..., n.
Na ovom skupu c´emo graditi klasifikator. Izlazne varijable mogu poprimiti vrijednosti
c1, ..., cJ. Buduc´i da se radi o binarnom modelu, vrijedi J = 2, c1 = 1, c2 = 0. Takoder
pretpostavljamo da postoji J funkcija f1, ..., fJ takvih da je
P(yi = c j|xi) = f j(xi, θ), i = 1, ..., n, j = 1, ..., J
Primijetimo da uvjetna vjerojatnost ne ovisi samo o opazˇenim izlaznim vrijednostima, nego
i o vektoru parametara θ.
Sada nas zanima oblik funkcija f1 i f2. Buduc´i da se radi o vjerojatnostima, funkcije
moraju biti nenegativne i davati 1 u sumi. Formalno, to mozˇemo zapisati:
f j(xi, θ) ≥ 0, j = 1, ..., J
J∑
j=1
f j(xi, θ) = 1,
za svaki par (xi, θ).
Vjerojatnost da neka izlazna varijabla y poprima vrijednost 1, uz ulaznu varijablu x mozˇemo
izraziti kao
P(y = 1|x) = p(x)
Vrijednosti p(x) se nalaze u intervalu izmedu 0 i 1. Postavlja se pitanje kako modelirati
vezu izmedu p(x) i x. Koristec´i model linearne regresije, tu vezu bismo mogli prikazati
kao:
p(x) = β0 + β1x
Problem s ovakvim pristupom je u tome sˇto c´e kada x poprima vrijednosti blizu nuli, p(x)
poprimati negativne vrijednosti, a za jako velike x, p(x) c´e poprimati vrijednosti vec´e od 1.
Drugim rijecˇima, vrijednosti p(x) nec´e se nuzˇno nalaziti u intervalu izmedu 0 i 1. Kako bi
se ovaj problem izbjegao, p(x) treba modelirati pomoc´u funkcije koja uvijek daje vrijed-
nosti izmedu 0 i 1. Primjer takve funkcije je logisticˇka funkcija
p(x) =
eβ0+β1 x
1 + eβ0+β1 x
(4.1)
Primijetimo da za vrlo male vrijednosti x logisticˇka funkcija poprima vrijednosti blizu
nule, ali nikad ispod, dok se za velike vrijednosti x funkcija priblizˇava vrijednosti 1, ali ju
nikad ne prelazi. Graf logisticˇke funkcije uvijek je oblika slova S te stoga bez obzira na
vrijednost x uvijek daje smislene predikcije. Nakon malo racˇuna dobije se
p(x)
1 − p(x) = e
β0+β1 x (4.2)
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Vrijednost p(x)1−p(x) naziva se omjer sˇansi(odds) i poprima vrijednosti izmedu 0 i ∞. Sˇansa
blizu 0 oznacˇava vrlo malu, a sˇansa blizu∞ vrlo veliku vjerojatnost varijable y.
Kada logaritmiramo obje strane jednakosti, dobivamo
log(
p(x)
1 − p(x) ) = β0 + β1x (4.3)
Lijeva strana jednadzˇbe naziva se logit. Vidljivo je da logisticˇki regresijski model ima logit
linearan u x. U linearnom regresijskom modelu, β1 odreduje prosjecˇnu stopu promjene u y
povezanu s jedinicˇnim porastom vrijednosti x. Drugim rijecˇima, povec´anje x za jednu je-
dinicu mjere povec´at c´e p(x) za β1. Za razliku od toga, u logisticˇkom regresijskom modelu
povec´anje vrijednosti x za jednu jedinicu promijenit c´e logit za β1 odnosno pomnozˇiti c´e
omjer sˇansi sa eβ1 . Medutim,buduc´i da veza izmedu x i p(x) nije linearna, promjena vrijed-
nosti p(x) izazvana jedinicˇnom promjenom u x ovisit c´e o trenutnoj vrijednosti varijable x.
Jedino sˇto se sa sigurnosˇc´u mozˇe rec´i jest sljedec´e: bez obzira na vrijednost x,
• ako je β1 pozitivan, tada c´e porast vrijednosti x uzrokovati porast p(x)
• ako je β1 negativan, tada c´e porast vrijednosti x uzrokovati smanjenje p(x)
ako je β1 pozitivan, tada c´e porast vrijednosti x uzrokovati porast p(x).
Ako sada logisticˇku funkciju izrazimo u opc´enitijem obliku, kao
S (t) =
1
1 + e−t
mozˇemo primijetiti da vrijedi
P(yi = 1|xi) = p(xi) = S (xiβ)
gdje je yi izlazna varijabla, xi ulazna varijabla, a β vektor koeficijenata.
Takoder vrijedi
P(yi = 0|xi) = 1 − S (xiβ)
Iz svega ovoga je sada vidljivo da uz definiciju θ = β vrijedi
f1(xi, θ) = P(yi = 1|xi) = S (xiβ) (4.4)
f2(xi, θ) = P(yi = 0|xi) = 1 − S (xiβ)
Metoda maksimalne vjerodostojnosti
Koeficijenti β0 i β1 su nepoznati i potrebno ih je procijeniti na temelju podataka za trenira-
nje. Pretpostavit c´emo takoder da se procjena temelji na neovisnim i jednako distribuiranim
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podacima. Kod linearne regresije u tu svrhu se koristi metoda najmanjih kvadrata, ali kod
logisticˇke regresije uobicˇajena metoda je metoda maksimalne vjerodostojnosti (maximum
likelihood). Kod metode maksimalne vjerodostojnosti, pokusˇavamo pronac´i βˆ0 i βˆ1 takve
da ubacivanje tih procjena u 4.1 daje priblizˇno 1 za one vrijednosti koje poprimaju ka-
tegoriju ’da’ i priblizˇno 0 za one koje poprimaju kategoriju ’ne’. Ovaj problem mozˇe se
formalizirati koristec´i funkciju vjerodostojnosti [18].
Definicija 4.1.1 (Funkcija vjerodostojnosti). Neka je (x1, ..., xn) opazˇeni uzorak za slucˇajnu
varijablu X s gustoc´om f (x|θ), gdje je θ = (θ1, ..., θk) ∈ Θ j Rk nepoznati parametar.
Definiramo funkciju vjerodostojnosti L : Θ→ R sa
L(θ) := f (x1|θ)... f (xn|θ), θ ∈ Θ.
Vrijednost θˆ = θˆ(x1, ..., xn) ∈ Θ za koju je
L(θˆ) = max
θ∈Θ
L(θ)
zovemo procjena metodom maksimalne vjerodostojnosi.
Statistika θˆ(X1, ..., Xn) je procjenitelj metodom maksimalne vjerodostojnosti (MLE)
Sada mozˇemo dobiti funkciju vjerodostojnosti za opazˇanje (yi, xi) :
L(β; yi, xi) = [S (xiβ)]yi[1 − S (xiβ)]1−yi (4.5)
Oznacˇimo n× 1 vektor svih izlaznih varijabli s y, a n× k matricu svih ulaznih varijabli s X.
Uz pretpostavku da su opazˇanja neovisna i jednako distribuirana, funkcija vjerodostojnosti
cijelog uzorka je jednaka umnosˇku vjerodostojnosti pojedinih opazˇanja, odnosno:
L(β; y, X) =
n∏
i=1
[S (xiβ)]yi[1 − S (xiβ)]1−yi (4.6)
POGLAVLJE 4. VJEROJATNOSNI PRISTUP KLASIFIKACIJI PODATAKA 30
U nastavku dajemo izvod logaritmirane funkcije vjerodostojnosti za logisticˇki model:
l(β; y, X) = ln(L(β; y, X))
= ln(
n∏
i=1
[S (xiβ)]yi[1 − S (xiβ)]1−yi)
=
n∑
i=1
[yiln(S (xiβ)) + (1 − yi)ln(1 − S (xiβ))]
=
n∑
i=1
[yiln(
1
1 + e−xiβ
) + (1 − yi)ln(1 − 11 + e−xiβ )]
=
n∑
i=1
[yiln(
1
1 + e−xiβ
) + (1 − yi)ln(1 + e
−xiβ − 1
1 + e−xiβ
)]
=
n∑
i=1
[yiln(
1
1 + e−xiβ
) + (1 − yi)ln( e
−xiβ
1 + e−xiβ
)]
=
n∑
i=1
[ln(
e−xiβ
1 + e−xiβ
) + yi(ln(
1
1 + e−xiβ
) − ln( e
−xiβ
1 + e−xiβ
))]
=
n∑
i=1
[ln(
e−xiβ
1 + e−xiβ
exiβ
exiβ
) + yi(ln(
1
1 + e−xiβ
1 + e−xiβ
e−xiβ
))]
=
n∑
i=1
[ln(
1
1 + exiβ
) + yi(ln(
1
e−xiβ
))]
=
n∑
i=1
[ln(1) − ln(1 + exiβ) + yi(ln(1) − ln(e−xiβ)))]
=
n∑
i=1
[−ln(1 + exiβ) + yixiβ]
Dakle, logaritmirana funkcija vjerodostojnosti glasi:
l(β; y, X) =
n∑
i=1
[−ln(1 + exiβ) + yixiβ] (4.7)
Da bismo procijenili koeficijente β0 i β1 tj. vektor koeficijenata β potrebno je pronac´i
procjenitelj metodom maksimalne vjerodostojnosti βˆ. βˆ dobiva se kao rjesˇenje problema:
βˆ = argmax
β
l(β; y, X) (4.8)
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Analiticˇko rjesˇenje ovog maksimizacijskog problema postoji za neke specificˇne slucˇajeve,
ali opc´enito ne postoji, nego se rjesˇenje mozˇe pronac´i samo numericˇki. Sˇtovisˇe, ovaj pro-
blem uopc´e ne mora imati rjesˇenje u slucˇaju da se model savrsˇeno podudara s opazˇenim
klasama. Ipak, takva situacija je izuzetno rijetka i u gotovo svim slucˇajevima postoji
rjesˇenje [25].
Multinomna logisticˇka regresija
Notacija kod multinomne logisticˇke regresije ista je kao i kod binomne. Opet je (x1, y1),...,
(xn, yn) skup opazˇenih podataka za koji vrijede iste oznake kao i kod binomne logisticˇke
regresije. Jedina razlika je skup klasa koje izlazne varijable mogu poprimiti, c1, ..., cJ. U
binarnom modelu vrijedilo je J = 2, c1 = 1, c2 = 0, dok u multinomnom klasa mozˇe biti i
visˇe. Posljedica toga je da sada umjesto jednog vektora koeficijenata β, svaka klasa c j ima
svoj vektor koeficijenata β j. Iz toga sada slijedi:
f j(xi; θ) = P(yi = c j|xi) = e
xiβ j∑J
l=1 exiβl
(4.9)
za j = 1, ..., J, uz θ = [β1...βJ]. Primijetimo da izlazne varijable yi imaju multinoulli
distribuciju, s vjerojatnostima f1(xi; θ), ..., fJ(xi; θ)
Zadrzˇavajuc´i oznake iz binomnog modela, poopc´iti mozˇemo i funkciju vjerodostojnosti
cijelog uzorka:
L(θ; y, X) =
n∏
i=1
J∏
i=1
[ f j(xi; θ)]yi j (4.10)
te logaritmiranu funkciju vjerodostojnosti:
l(θ; y, X) =
n∑
i=1
J∑
i=1
ln( f j(xi; θ))yi j (4.11)
Daljnji postupak pronalaska procjenitelja θˆ metodom maksimalne vjerodostojnosti isti je
kao i za binomni model.
4.2 Primjena na eksperimentalnim podacima
U poglavlju 3.3 prikazan je postupak dobivanja liste matrica udaljenosti za relevantne
c´elije. Svaka matrica udaljenosti sadrzˇi podatke o taksi objektima unutar pripadajuc´e c´elije,
udaljenosti taksi objekta od najblizˇeg kategoriziranog prostornog objekta, kategoriji tog
prostornog objekta te vremenskom okviru taksi objekta. Ideja je zavisno o vremenskom
okviru taksi objekta predvidjeti kategoriju kojoj taksi objekt pripada. Vazˇno je napomenuti
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da se longitude i latitude podaci o taksi objektu ne uzimaju u obzir.
Za ovakvo predvidanje koristit c´e se model multinomne logisticˇke regresije, opisan u pret-
hodnom poglavlju. Glavni razlog korisˇtenja tog modela jest sˇto on ne daje samo klase
kojima taksi objekt pripada, nego i vjerojatnosti da pripada basˇ toj klasi. Drugim rijecˇima,
daje vjerojatnosnu distribuciju objekta po klasama.
Za svaku matricu udaljenosti, model c´emo raditi zasebno, jer se sastav c´elija medusobno
jako razlikuje (broj objekata po klasama je bitno drugacˇiji, kao i broj klasificiranih objekata
opc´enito). U daljnjem tekstu, dok ne bude navedeno drugacˇije, sve tvrdnje i postupci se
odnose na podatke unutar jedne (proizvoljne) matrice udaljenosti.
Priprema podataka
Podsjetimo se: matrica udaljenosti jest matrica dimenzija n×5, gdje je n broj taksi objekata,
a stupci su redom: zemljopisna sˇirina taksi podatka, zemljopisna duzˇina taksi podatka, uda-
ljenost, kategorija i timeframe najblizˇeg prostornog objekta.
Oznacˇimo s xi, i = 1, ..., n timeframe i-tog taksi objekta, a s yi, i = 1, ..., n kategoriju i-tog
taksi objekta. Sada je (x1, y1), ..., (xn, yn) skup opazˇenih podataka. Na slici 4.1 prikazana je
podjela ulaznih podataka po timeframeovima za cˇetiri c´elije. Na slici 4.2 dan je boxplot
Slika 4.1: Raspodjela podataka po timeframeovima za razlicˇite c´elije
prikaz ulaznih podataka po timeframeovima za cijelo podrucˇje interesa. Varijable yi mogu
pripadati jednoj od sˇest klasa: Home, Education, Health, Leisure, Work ili Other. Mogli
bismo te klase oznacˇiti brojevima od 1 do 6 te definirati skup klasa koje izlazne varija-
ble mogu poprimiti kao {ci = i}, i = 1, ..., 6. Medutim, ne sadrzˇi svaka c´elija objekte svih
kategorija. Stoga c´emo klase koje izlazne vrijednosti u c´eliji doista poprimaju oznacˇiti bro-
jevima 1 do J, gdje je J ≤ 6 broj klasa koje varijable doista poprimaju, a skup klasa koje
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Slika 4.2: Boxplot prikaz svih podataka po timeframeovima
izlazne varijable poprimaju definirat c´emo kao di = i, i = 1, ..., J. Kako bi se to postiglo
u programskom okruzˇenju za statisticˇko racˇunarstvo R, korisˇtenom u ovom radu, koriste
se faktori. Faktor u programskom okruzˇenju za statisticˇko racˇunarstvo R je tip podataka
namijenjen prikazu kategoricˇkih podataka. Faktori se pohranjuju kao vektor cjelobrojnih
vrijednosti s odgovarajuc´im skupom znakovnih vrijednosti koje se koriste pri prikazivanju
faktora. Drugim rijecˇima, faktori upravo oznacˇavaju klase (znakovne vrijednosti) razlicˇitim
cjelobrojnim vrijednostima. Ako nije drugacˇije zadano, u programskom okruzˇenju za sta-
tisticˇko racˇunarstvo R su te cjelobrojne vrijednosti upravo redom prirodni brojevi, pocˇevsˇi
od jedinice.
Sljedec´i korak je podjela skupa opazˇenih podataka na podatke za treniranje i testiranje.
Podaci za treniranje sluzˇiti c´e za prilagodbu modela logisticˇke regresije i oni cˇine 80%
skupa opazˇenih podataka. Koji podaci iz skupa opazˇenih podataka c´e uc´i u skup za treni-
ranje odabire se pomoc´u funkcije createDataPartition. Ova funkcija za faktor opazˇenih
podataka, nasumicˇno odabire podatke unutar pojedinih klasa tog faktora, kako bi se distri-
bucija klasa u uzorku za treniranje zadrzˇala. Visˇe detalja o ovoj funkciji biti c´e navedeno u
poglavlju 4.2.
Podaci koji ne ulaze u skup za treniranje, tvore skup za testiranje. Na skupu za testiranje
c´e se provjeriti tocˇnost, preciznost i osjetljivost modela, te izracˇunati gresˇka. Tek na skupu
za testiranje vidi se koliko je model ’dobar’.
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Algoritam i korisˇtene funkcije
Za svaku matricu udaljenosti, potrebno je izdvojiti stupce s podacima o timeframeu i kate-
goriji te ih pretvoriti u faktore, kako je opisano u potpoglavlju Priprema podataka. Zatim se
na izlazne vrijednosti primjenjuje funkcija createDataPartition te se dobivaju podaci za
trening i testiranje. Na trening podacima se funkcijom multinom gradi model multinomne
logisticˇke regresije, te se na testnim podacima prvo predvida vjerojatnosna distribucija po-
dataka po klasama, a zatim i klasifikacija svakog podatka. Uzima se da podatak pripada
onoj klasi za koju ima najvec´u vjerojatnost da joj pripada. Za ova dva postupka koristi se
funkcija predict. Osim toga racˇuna se i matrica konfuzije te se rezultati spremaju u listu.
Cijeli postupak (za jednu matricu udaljenosti) detaljnije je opisan u algoritmu 3:
Algoritam 3 Multinomijalna logisticˇka regresija
1 dist matrix$timeframe = faktor timeframe vrijednosti
2 dist matrix$category = faktor category vrijednosti
3 trainingRows = createDataPartition(dist matrix$category, p=.8, list = FALSE, times
= 1)
4 training = trainingRows reci matrice udaljenosti
5 test = ostali reci matrice udaljenosti
6 multinomMOdel = multinom(category ., data=training)
7 predicted scores = predict (multinomModel, test, ”probs”)
8 predicted class = predict (multinomModel, test)
9 confusion = table(predicted class, test$category)
10 vrati list(predicted scores,predicted class,confusion)
Najvazˇnije funkcije koje su korisˇtene su createDataPartition iz biblioteke caret, mul-
tinom i predict iz biblioteke nnet:
• createDataPartition(y, times = 1, p = 0.5, list = TRUE, groups = min(5, len-
gth(y))): stvara seriju test/training particija. Za bootstrap uzorke particije se biraju
nasumicˇnim odabirom. Ako je y faktor, particije se biraju unutar pojedinih klasa
faktora kako bi se zadrzˇala distribucija klasa. Ako je y numericˇki, particije se biraju
u podgrupama baziranim na percentilima.
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y je vektor izlaznih varijabli
times je broj particija
p je postotak podataka koji idu u skup za treniranje
list je logicˇki parametar, ako je TRUE rezultat c´e biti u listi, u suprotnom c´e biti
matrica
groups ako je y numericˇki, broj prekida u kvantilima
povratna vrijednost je lista ili matrica koja sadrzˇi redne brojeve redaka koji cˇine skup
za treniranje
• multinom(formula, data, weights, subset, ... ): gradi multinomijalni logisticˇki mo-
del pomoc´u neuralnih mrezˇa, pozivajuc´i funkciju nnet.
formula je izraz tipa formula (objekt u programskom okruzˇenju R) za regresijski mo-
del, u obliku response ∼ predictors. response treba biti faktor ili matrica s onoliko
stupaca koliko ima klasa
data je proizvoljni data.frame za interpretaciju varijabli iz parametra formula
weights su opcionalne tezˇine u gradnji modela
subset je izraz koji govori koji podskup redaka treba uzeti za gradnju modela, po
defaultu se uzimaju svi reci
na.action je funkcija za filtriranje podataka koji nedostaju
povratna vrijednost je nnet objekt s eventualnim dodatnim komponentama
• predict(object, newdata, type = c(”raw”, ”class”, ”probs”), ...): predvida nove
vrijednosti pomoc´u modela istreniranog na neuralnim mrezˇama
object je objekt klase nnet koji je povratna vrijednost funkcije nnet
newdata je matrica ili data.frame sa podacima iz testnog skupa
type je vrsta izlaznog argumenta, mozˇe biti ”raw”, ”class” ili ”probs”
... dodatni argumenti iz drugih metoda
povratna vrijednost je matrica vrijednosti koje vrati istrenirana mrezˇa, ako je type =
”raw”, predvidene klase ako je type = ”class” i matrica vjerojatnosne distribucije po
klasama ako je type = ”probs”
Rezultati
U listi matrica udaljenosti, izracˇunatoj u poglavlju 3.3, nakon filtriranja ostaje 144 matrica
udaljenosti (za 144 c´elije) na koje se primjenjuje algoritam 3. Nakon toga, racˇunaju se bro-
jevi ispravno pozitivnih, ispravno negativnih, lazˇno pozitivnih i lazˇno negativnih rezultata
za svaku c´eliju.
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Definicija 4.2.1 (Ispravno pozitivan). Ispravno pozitivan (engl. true positive) je rezultat
kada model tocˇno predvidi pozitivnu klasu.
Primjer ispravno pozitivnog rezultata bi bio objekt Home kategorije kojeg je model
takoder svrstao u Home kategoriju. Broj svih objekata koje je model svrstao u kategoriju
kojoj doista pripadaju je broj true positive rezultata.
Definicija 4.2.2 (Ispravno negativan). Ispravno negativan (engl. true negative) je rezultat
kada model tocˇno predvidi negativnu klasu.
Primjer ispravno negativnog rezultata bi bio objekt kategorije koja nije Home kojeg
model nije svrstao u Home kategoriju.
Definicija 4.2.3 (Lazˇno pozitivan). Lazˇno pozitivan (engl. false positive) je rezultat kada
model netocˇno predvidi pozitivnu klasu.
Primjer lazˇno pozitivnog rezultata bi bio objekt kategorije koja nije Home kojeg je mo-
del svrstao u Home kategoriju. Za neku kategoriju, broj svih objekata koje je model svrstao
u nju, a ne pripadaju joj je broj lazˇno pozitivnih rezultata za tu kategoriju. Zbroj lazˇno po-
zitivnih rezultata za sve kategorije je broj lazˇno pozitivnih rezultata za cijelu matricu.
Definicija 4.2.4 (Lazˇno negativan). Lazˇno negativan (engl. false negative) je rezultat kada
model netocˇno predvidi negativnu klasu.
Primjer lazˇno negativnog rezultata bi bio objekt Home kategorije kojeg model nije
svrstao u Home kategoriju. Za neku kategoriju, broj svih objekata koje model nije svrstao
u nju, a ne pripadaju joj je broj lazˇno negativnih rezultata za tu kategoriju. Zbroj lazˇno
negativnih rezultata za sve kategorije je broj lazˇno negativnoh rezultata za cijelu matricu.
Pomoc´u brojeva ispravno pozitivnih, ispravno negativnih, lazˇno pozitivnih i lazˇno nega-
tivnih rezultata moguc´e je dobiti nekoliko mjere tocˇnosti predvidanja klasifikatora. Oznake
TP, TN, FP i FN definiramo na sljedec´i nacˇin:
TP (ispravno pozitivni)... broj ispravno klasificiranih elemenata testnog skupa s
pozitivnim atributom klase
FP (lazˇno pozitivni)... broj neispravno klasificiranih elemenata testnog skupa s pozitivnim
atributom klase
TN (ispravno negativni)... broj ispravno klasificiranih elemenata testnog skupa s
negativnim atributom klase
FN (lazˇno negativni)... broj neispravno klasificiranih elemenata testnog skupa s
negativnim atributom klase
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Slika 4.3: Stupcˇasti graf prosjecˇne pogresˇke po c´elijama
Prva mjera je prosjecˇna pogresˇka (engl. mean). To je mjera za prosjecˇan broj krivo
klasificiranih podataka. Na slici 4.3 nalazi se graf stupcˇaste podjele prosjecˇne gresˇke po
c´elijama. Prosjek svih prosjecˇnih gresˇaka iznosi 0.1595678, a medijan 0.1112110.
Sljedec´a mjera je tocˇnost modela (engl. accuracy) ili stopa prepoznavanja. Tocˇnost
modela je omjer podataka koje je model tocˇno predvidio u cijeloj populaciji (skupu proce-
siranih podataka). Formalno, tocˇnost se dobiva izrazom
accuracy =
T P + T N
T P + T N + FP + FN
(4.12)
Na slici 4.4 nalazi se graf stupcˇaste podjele tocˇnosti po c´elijama. Prosjek svih tocˇnosti
iznosi 0.8693479, a medijan 0.8959108.
Kada je odnos kategorija neravnomjeran (u jednoj kategoriji je znatno vec´i broj obje-
kata nego u ostalima) kao sˇto je to slucˇaj u eksperimentalnim podacima gdje je cˇesto
znacˇajno vec´i broj objekata Home kategorije, tada tocˇnost nije najbolja mjera za model.
Stoga se koriste josˇ dvije mjere: preciznost i osjetljivost.
Preciznost (precision) je mjera koja iskazuje koliko je pozitivnih procjena doista tocˇno.
Preciznost je definirana izrazom (4.13):
precision =
T P
T P + FP
(4.13)
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Slika 4.4: Stupcˇasti graf tocˇnosti po c´elijama
Na slici 4.5 nalazi se graf stupcˇaste podjele preciznosti po c´elijama. Prosjek svih preciz-
nosti iznosi 0.4769839, a medijan 0.5000000.
Osjetljivost (recall) je mjera koja iskazuje koliko je podataka neke kategorije model
tocˇno predvidio. Formula za racˇunanje osjetljivosti je:
recall =
T P
T P + FN
(4.14)
Na slici 4.6 nalazi se graf stupcˇaste podjele osjetljivosti po c´elijama. Prosjek svih osjetlji-
vosti iznosi 0.8364470, a medijan 0.8758542.
Iz ovih rezultata je vidljivo da model multinomne logisticˇke regresije na eksperimen-
talnim podacima ima malu preciznost, odnosno da u prosjeku pola podataka koje model
kategorizira u neku kategoriju ne pripadaju toj kategoriji. S druge strane, model ima dobru
osjetljivost, tj. dobro predvida visˇe od 80% podataka neke kategorije. Buduc´i da problem
kojim se bavi ovaj rad ne favorizira nijednu kategoriju niti po njegovoj prirodi ima smisla
davati prednost preciznosti nad osjetljivosˇc´u ili obrnuto, biti c´e iskazana josˇ jedna mjera.
Radi se o mjeri F1. Mjera F1 koristi se kada se trazˇi ravnotezˇa izmedu osjetljivosti i pre-
ciznosti, a distribucija klasa je jako neravnomjerna. To je harmonijska sredina preciznosti
i osjetljivosti, iskazana izrazom:
F1 = 2 ∗ precision ∗ recall
precision + recall
(4.15)
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Slika 4.5: Stupcˇasti graf preciznosti po c´elijama
Na slici 4.7 nalazi se graf stupcˇaste podjele mjere F1 po c´elijama. Prosjek svih mjera F1
iznosi 0.8680865, a medijan 0.9338191.
Konacˇno, na slici 4.8 mogu se vidjeti boxplotovi svih spomenutih mjera i njihova uspo-
redba.
Valja napomenuti da se prilikom racˇunanja TP, TN, FP i FN vrijednosti racˇunaju za
svaku kategoriju unutar c´elije posebno. Prilikom racˇunanja statisticˇkih pokazatelja kvali-
tete tocˇnosti, takoder se racˇuna statisticˇki pokazatelj kvalitete tocˇnosti za svaku kategoriju
posebno i prosjek tih pokazatelja se uzima kao vrijednost statisticˇkog pokazatelja za c´eliju.
Posljedica toga je da se ni prosjek ni medijan F1 mjere po svim c´elijama ne mozˇe dobiti
direktnim uvrsˇtavanjem prosjeka preciznosti i osjetljivosti u 4.15.
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Slika 4.6: Stupcˇasti graf osjetljivosti po c´elijama
Slika 4.7: Stupcˇasti graf mjere F1 po c´elijama
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Slika 4.8: Boxplot prikaz svih statisticˇkih pokazatelja kvalitete tocˇnosti
Poglavlje 5
Zakljucˇak
Migracije ljudi vazˇan su podatak koji se koristi pri urbanom planiranju u prometne, eko-
nomske i druge svrhe. Tradicionalno se migracije biljezˇe polazisˇno-odredisˇnim matricama
koje daju prostornu i vremensku komponentu urbanog kretanja. Medutim, svrha kreta-
nja ljudi i razlozi putovanja nisu zabiljezˇeni ovakvim pristupom. Ovdje je prikazana nova
formalna (poopc´ena) metoda kategorizacije prostornih objekata i predvidanja vjerojatnosti
posjeta kategorijama tih objekata, u svrhu omoguc´avanja tocˇnijeg odredivanja prirode ur-
banih migracija. Korisˇteni su podaci iz baze prostornih podataka OpenStreetMap o na-
mjeni objekata na podrucˇju grada Shenzhena u Kini te GPS podaci putanja taksija u istom
geografskom podrucˇju u izabranom periodu vremena. Prostorni objekti su kategorizirani
pomoc´u zˇigova (atributa prostornih podataka koji opisuju objekte) unutar OSM-a koji opi-
suju namjenu objekata. Navedena kategorizacija je zatim prosˇirena na taksi podatke, te
je za svaku posjetu taksija unutar zadanog podrucˇja (Shenzhen, Kina) dobivena kategorija
te posjete. Skup podataka o kategoriji taksi objekata podijeljen je na podskup za ucˇenje
i podskup za provjeru modela u odnosu 80% : 20%, te je zasnovano na podskupu za
ucˇenje razvijen model mulitnomne logisticˇke regresije koji na temelju vremenskog okvira
u kojem se posjeta dogodila predvida kategoriju posjete. Kvaliteta modela provjerena je
korisˇtenjem podskupa izvornih podataka za provjeru i kvaliteta modela izrazˇena je sta-
tisticˇkim pokazateljima kvalitete tocˇnosti, preciznosti, osjetljivosti i F1 mjerom.
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Sazˇetak
Urbane migracije vazˇan su podatak koji se koristi pri urbanom planiranju u prometne, eko-
nomske i druge svrhe. Migracije se biljezˇe polazisˇno-odredisˇnim matricama koje daju
prostornu i vremensku komponentu urbanog kretanja. Tradicionalno, polazisˇno-odredisˇne
matrice dobivaju se brojanjem ljudi i vozila na frekventnim podrucˇjima, a u novije vrijeme
za njihovu se izradu koriste metode koje koriste podatke o korisˇtenju javnih pokretnih
(telekomunikacijskih) mrezˇa za procjenu migracija. Takvim pristupom nije zabiljezˇena
svrha kretanja ljudi i razlozi putovanja. U ovom istrazˇivanju je prikazana nova formalna
(poopc´ena) metoda kategorizacije prostornih objekata i predvidanja vjerojatnosti posjeta
kategorijama tih objekata, u svrhu omoguc´avanja tocˇnijeg odredivanja prirode urbanih mi-
gracija.
Uvodno poglavlje formulira ciljeve istrazˇivanja i kratak pregled strukture rada. Prvo
poglavlje detaljno opisuje domenu problema i motivaciju za istrazˇivanje. U drugom po-
glavlju opisani su podaci koji se koriste te njihovo pribavljanje i obrada. U trec´em poglavlju
razradena je kategorizacija podataka. U cˇetvrtom poglavlju je opisana izrada regresijskog
modela i primjena na eksperimentalnim podacima. Zakljucˇno poglavlje daje zakljucˇak
istrazˇivanja.
Korisˇteni su podaci iz baze prostornih podataka OpenStreetMap o namjeni objekata
na podrucˇju grada Shenzhena u Kini te GPS podaci putanja taksija u istom geografskom
podrucˇju. Prostorni objekti su kategorizirani pomoc´u zˇigova (atributa prostornih podataka
koji opisuju objekte) unutar OpenStreetMapa koji opisuju namjenu objekata. Navedena
kategorizacija je zatim prosˇirena na taksi podatke.
Summary
Urban migration is an important information used in urban planning for traffic, economic
and other purposes. Migrations are recorded with origin-destination matrices which give
the spatial and temporal components of urban motion. Traditionally, origin-destination
matrices are obtained by counting people and vehicles in frequency domains, and in recent
times methods used for their development are using data on the use of public mobile (tele-
communication) networks for estimating migration. That approach does not report purpose
of people’s movements and the reasons for traveling. In this research, a new formal (ge-
neralized) method of categorizing spatial objects and predicting probabilities of visits to
the categories of these objects is introduced, with intention of enabling the more accurate
understanding of the nature of urban migration.
The introductory chapter formulates research objectives and a brief overview of the
work structure. First chapter details the problem domain and motivation for research. The
second chapter describes the data used and their acquisition and processing. In the third
chapter the categorization of data was elaborated. The fourth chapter describes the creation
of regression model and application on experimental data. The concluding chapter gives
the conclusion of the research.
Data from the OpenStreetMap spatial database on the use of objects in the Shenzhen
city area in China and the GPS data of the taxiway in the same geographic area are used.
Spatial objects are categorized by means of the spatial attributes describing objects wit-
hin OpenStreetMap that describe the purpose of the objects. The categorization is then
extended to the taxi data.
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