ABSTRACT A growing number of user applications rely on the computing resources of edge cloud data centers (ECDCs). The efficient management of ECDC resources has a positive impact on the cloud service providers' profitability and on the stringent quality-of-service (QoS) requirements of user applications. This paper proposes a resource allocation framework of interconnected ECDCs using software-defined networking (SDN). SDN technology is used to ensure QoS and to efficiently embed user applications into the ECDCs. The proposed framework, called infrastructure as a service provisioning using SDN (IaaSP-SDN), includes the two-phase coordinated IaaS requests. Provisioning approach and a set of SDN management modules to set up accepted IaaS. The performance of IaaSP-SDN is evaluated in two steps: 1) a prototype is compared with generalized multi-protocol label switching (GMPLS) and 2) the impact of SDN controller physical location on the performance of the IaaSP-SDN framework is evaluated. The results illustrate that the SDN framework is more stable and scalable than GMPLS. We also show that SDN controller location attributes have a significant effect on the acceptance ratio of IaaS requests.
I. INTRODUCTION
From its inception, Software Defined Networking (SDN) rapidly captured the attention of Cloud Service Providers (CSPs). SDN enhanced the use of network resources by automating their orchestration and providing a global view. However, the automation could not fully achieved for two major reasons. First, because of the inflexibility of some legacy networking equipment [1] and second, because the QoS requirements of IaaS requests may not be met by traditional Cloud Data-Center (CDC) architecture.
Traditionally, CDCs are located far from end-users and are geographically distributed in regions with lower deployment and operational costs [2] . In addition, CDCs were designed for non-real-time applications and may not efficiently satisfy the QoS requirements of user applications. To overcome these limitations, a new class of architecture, Edge Cloud DataCenters (ECDCs) [3] , was introduced. ECDCs are kept in the last mile, closer to the end users. ECDCs not only provide a better Quality of Experience (QoE), but they also reduce the deployment costs. ECDCs provide opportunities for a broad range of new, over-the-top (OTT) user applications such as Netflix video streaming, Map Reduce applications, Facebook, Skype and Twitter [3] , [4] . The distributed nature of ECDCs helps the CSPs and application providers to generate more revenue by using network virtualization, since this can improve the performance of the user application by placing needed data in the closest ECDC.
Network virtualization has been regarded as a promising solution for the Internet ossification that results from legacy networking equipment and complex routing protocols. A well-known example of a complex protocol is packet switching, the most commonly used technology for communication, that could therefore help to automate resource allocation. However, the cost and complexity involved would be inadequate to meet the rising demand for user applications. Packet switching makes it difficult for CSPs to guarantee QoS for user applications. Consequently, CSPs have adopted the Metro Optical Network (MON) for sensitive delay/bandwidth applications. In addition, the maturity of the Dense Wavelength Division Multiplexing technology (DWDM) and new optical switching equipment such as Reconfigurable Optical Add Drop Multiplexers (ROADMs) has provided MONs with more flexibility. Using complex algorithms, MON's resource allocation can now operate autonomously [8] .
The efficient use of interconnected ECDCs involves two main tasks: (a) allocation of ECDC resources, and (b) simplifying the management of the MON by moving the control logic from the switches to a centralized controller. Separating the control plane and the data plane, as proposed in the SDN paradigm [10] , simplified the development of new services and virtualization of the ECDC resources for CSPs.
The allocation of network and ECDC resources, known as the Cloud resource provisioning problem, is well investigated in the literature [12] - [19] . In modeling the Infrastructure as a Service (IaaS) provisioning problem, the resource requirements of a given IaaS are represented as a Virtual Network (VN), made up of a set of nodes and a set of links. An IaaS provisioning solution calculates and maps the nodes and links into the ECDC infrastructure. However, most proposals in the literature involve traditional networking equipment which do not adapt well in case of a variation in QoS of user applications requirement or in the case of networking failure events. Indeed, in traditional network architecture data and control planes are coupled in the layer 2 and 3 equipment which result in high adaptation / reconfiguration time (i.e., time to adapt to any changes in the networking and computing resources used for the provisioning of IaaS requests).
In our previous work [30] , we proposed an approach that provisions IaaS to interconnected ECDCs using an SDNbased MON. This preliminary work confirms the positive impact of using SDN architecture on the performance of the IaaS provisioning approach. In this paper, therefore, we want to build on our preliminary results and answer another question: Does the SDN controller's location plays any role in the performance of the proposed provisioning approach? [20] implemented a primary test-bed to evaluate the impacts of the SDN controller location on minimizing control plane (SDN controller) to data plane (Switches) latency. The study confirmed SDN location impact on the latency between dataplane and control plane. Further suggested that a single controller is sufficient to satisfy the latency requirement in a small network.
Most proposals in the literature use the minimization of latency to determine the optimal SDN controller location [21] - [29] . However, in MON, it is not only the link latency that matters but also the response time associated with each switch. The constant change in traffic patterns with web 2.0 applications makes a controller's response time vital and can affect its performance, as can resource availability. These are the factors that determine the optimal controller location within a MON topology; failing to consider them can lead to unusual delays or high response times.
The contributions of this paper can therefore be summarized as follows:
• We propose a SDN-based IaaS Provisioning framework (IaaSP-SDN) that is based on coordinated node and link Provisioning of IaaSs into the ECDC infrastructure and a set of SDN management modules to set up the accepted IaaS requests.
• We design a provisioning framework according to SDN principles of separating network data and control plans. By doing so, we ensure that node and link provisioning phases are better coordinated.
• We compare IaaSP-SDN's performance to the GMPLS approach, the current state-of-the-art control plane for MONs.
• We propose different strategies for determining the optimal SDN controller location within the MON. IaaSP-SDN performances are evaluated accordingly. The rest of the paper is organized as follows: Section II discusses related work. Section III presents the networked ECDCs infrastructure. Section IV presents the proposed framework for IaaS Provisioning using SDN (IaaSP-SDN). Section V presents the approach used for finding the optimal location of the SDN controller within a given MON topology. In Section VI, the performances of the IaaSP-SDN with different controller location selection strategies are analyzed and evaluated with respect to the GMPLS framework. Section VII concludes the paper and suggests future work.
II. RELATED WORK
This section presents an overview of related works in the literature dealing with SDN-based IaaS Provisioning on ECDCs infrastructure and those addressing the SDN controller location problem.
A. IaaS PROVISIONING
The simplicity of SDN-managed networks has captured the attention of the research community, including the integration of IaaS and Cloud Data-Center resources into the SDN framework.
Gu et al. [12] introduce an IaaS provisioning model using a reactive approach, where the IaaS resource allocation is triggered during optical network failures.
Jiachen et al. [13] use a node/link failure probability factor in their IaaS provisioning model to decide on the locations of virtual links and nodes. This work uses the SDN nature of the optical network to enhance its resilience and to make an informed decision on the provisioning of accepted IaaSs. However, the proposal overlooks the QoS requirements of user applications and the SDN controller's impact on the proposed solution.
References [14] and [15] present dynamic provisioning approaches based on switch load, memory and storage. Reference [15] emphasizes that number of flows through a location is an important consideration for a controller location. However, the proposals in both [14] and [15] focus only on the attributes of the data plane (switching layer).
A framework for IaaS provisioning of a converged fiber and wireless network is proposed in [16] . But, with no separation between control and data plan, routing decisions are made at switch level. The approach accepts IaaS requests if the computational requirement is met, while a heuristic approach reallocates channels if link provisioning is not satisfactory.
Wen et al. [17] consider the computational attributes of IaaS requests along with link and switch requirements. The key objective of their approach is to increase the acceptance ratio and the CSP's revenue. Less focus was given to the stringent QoS requirements of IaaS requests.
Reference [18] introduces a Mixed Integer linear programming model that allows for the partial provisioning of IaaS requests. QoS requirements were considered only to increase the CSP's profit.
Reference [19] proposes an ILP-based approach for IaaS resource provisioning. The resiliency of the accepted IaaS requests was tested against different factors that can affect resiliency. The topology consists of large, geo-distributed DCs with no limit on computing resources.
B. SDN CONTROLLER LOCATION
Does the SDN controller's location have any role in the performance of the IaaS resource provisioning approach? Most approaches in the literature have focused simply on the optimal location of the controller, with little or no focus on the impact of that location. Most relevant proposals are presented below.
Brandon et al. [20] and Zhang et al. [21] attempt to highlight the importance of the SDN controller location in a network. The former uses the link latency approach to determine the optimal location, while the latter uses a reliability-aware location by splitting the substrate network. The split architecture approach uses the smallest number of SDN controllers needed to maintain the reliability of the data plane in a given topology. No analysis was provided on the impact of the selected locations on the allocation of network resources.
References [22] - [24] propose a dynamic location for the SDN controllers in a large network. The location is decided based on factors such as the current IaaS demand and the load on the controllers. Again, however, no analysis was provided on the impact of the controller location.
References [25] and [26] propose optimization techniques for the SDN controller location to improve the QoS of the control plane. Less focus was given to the management of network resources with respect to the location.
Using different graph theory concepts, Vizarreta et al. [27] and Guo et al. [28] introduce a robust and resilient location for SDN controllers.
Reference [29] present a heuristic approach for the controller placement in a large-scale core network using the warehouse location optimization technique. None of these proposals analyzes the impact of the location.
Two main observations can be made about these works: (a) the focus is more on the data plane use in general and less on the constraints associated with the type of networking layer used, and (b) little or no focus is given to the impact of the SDN controller location. A summary of the related work compared to the proposed work is presented in table 1 
III. SDN-BASED NETWORKED EDGE CLOUD DATA-CENTERS
Networked Edge Cloud Data-Centers allow CSPs to reduce their capital costs and to benefit from the elasticity of the Cloud architecture by placing VMs running user processing tasks closer to the end-users. The Edge Cloud infrastructure uses smaller DCs located in the last mile, closer to major population centers, in order to honor the QoS requirements of user applications. The main elements of the proposed resource provisioning framework using an ECDC topology and an SDN-based Metro Network are presented below.
A. EDGE CLOUD DATA-CENTERS
Today, 55% of the Internet traffic is from multimedia applications and is predicted to reach 92% by the end of 2020 [35] . These applications require a large amount of computing resources and have stringent processing requirements and constraints. Failing to consider these requirements can lead to poor performance and inefficient network use [36] . Networked Edge Cloud Data-Centers were introduced to address these requirements. Fig.1 depicts the high-level view of SDN-enabled ECDC network and Network Services. As described in the following section, IaaS are composed of set of nodes and a set of interconnecting links. The IaaSs are deployed (embedded) over the ECDC infrastructure using an SDN-based MON to provide greater flexibility and more efficient resource allocation.
B. SDN-BASED METRO NETWORK (MON)
Traditionally, MONs have been used to integrate various access networks into Wide Area Network (WAN). With the introduction of multimedia services and web 2.0, MONs need to become more agile and flexible [7] .
Network Management System (NMS) and GMPLS are among the best-known networking management architectures. NMS is based on a static, manual configuration, with human intervention between the control plane and data plane. This rigidity makes NMS-based MONs unsuitable for multimedia services. To automate the system, GMPLS was introduced. GMPLS is not simply an extension of the MPLS protocol; it also acts as a control plane to the network and allows dynamic configuration. The core protocols of GMPLS are Link Management Protocol (LMP), Reservation Protocol-TE and OSPF-TE. While these allow increased complexity, GMPLS is used only for controlling and routing devices; it cannot handle tasks such as the orchestration of ECDC resources, and coordination with the QoS requirements of applications. The complications and sophistication involved with the number of protocol interactions led to the downfall of the GMPLS paradigm [34] . In contrast, a SDN-enabled network can virtualize the data plane and run many user-defined applications with different QoS requirements. Figure 2 gives an overview of different management and coordination done by the SDN controller. The centralized nature of SDN made it easy to integrate new technologies, to improve flexibility, and to automate the orchestration of network resources. Accordingly, an SDN-based MON was selected to interconnect and manage the Edge Cloud infrastructure. The proposed network view and the centralized control plane are shown in Fig. 3 . 
IV. SDN-BASED EDGE CLOUD COMPUTING RESOURCE ALLOCATION FRAMEWORK
Thyagaturu et al. [50] states that with the increase in SDN paradigm prominence, Orchestration functionality is becoming more integrated as a part of SDN controller. Resource allocation (RA) and management is one of the main function of ECDC management and Orchestration. RA is directly related to the cost and the QoS requirements of accepted IaaS requests. Efficient RA has a positive impact on the CSPs' profitability. The RA problem is in minimizing ECDC hosting and MON networking costs while preserving QoS requirements. The following section describes the mathematical modeling of the RA approach.
A. SDN-BASED ECDC INFRASTRUCTURE MODELLING
The SDN-networked ECDC infrastructure is represented by an undirected graph Table 2 shows the interconnected ECDC infrastructure parameters.
B. IaaS REQUEST MODELLING
An IaaS request from ECDC resources is represented as Virtual Network n ∈ N , which is represented by a directed graph G n (A n , E n ). A n represents the set of nodes that requires computing, memory, graphic processing and storage resources. The set of virtual links E n represents the networking requirements between virtual nodes. The QoS requirements of each virtual node a ∈ A n is defined by a set of Virtual Machines (VMs) that require: (a) CPU capacity p a , (b) memory capacity r a , (c) GPU capacity g a , and (d) storage capacity o a . Similarly, each virtual link e ∈ E n has a set of QoS requirements: (a) a minimum required bandwidth b e , and (b) a maximum number of hops (optical links) d e . The bottom part of Table 2 summarizes IaaS parameter.
C. IaaS PROVISIONING
The resource provisioning of each IaaS request can be divided into node and link provisioning, as follows.
1) NODE PROVISIONING
Each virtual node a ∈ A n from the same IaaS request n is embedded to a different substrate node u ∈ W s by provisioning: M n : A n → W s .
2) LINK PROVISIONING
Similarly, each virtual link e ∈ E n from the same IaaS request n is embedded to a different substrate path π ∈ e uv ⊂ s by provisioning: M l : E n → s , where (u, v) are substrate nodes assigned to virtual nodes (s, d), the source and destination nodes of virtual link e.
D. CLOUD SERVICE PROVIDER OBJECTIVE FUNCTION
When an IaaS request arrives, the CSP has to determine whether to accept or reject it. The main criteria for this decision are the availability of ECDC resources and the economic benefit of accepting the request. We calculate the CSP's revenue of each request n as follows.
where the first term of Equation (1) calculates the revenue collected from provisioning IaaS request n and the second term calculates the cost of assigned ECDC resources to IaaS request n.
E. FRAMEWORK OF IaaS PROVISIONING ARCHITECTURE
The proposed resource allocation framework is shown in Fig. 4 . Since the architecture uses a SDN-enabled Metro Network for Provisioning IaaS requests, it is referred to as IaaSP-SDN. The following paragraphs describe how the major components interact.
• Request Handler and Processed Request Queue: This component manages each IaaS request and generates an Information Graph (IG) that provides detailed information about the request. It consists of the ECDC resources and the link requirements needed for the requests.
• IaaS Requests Queue: This is a buffer where incoming IaaS requests are kept on hold until the active provisioning process is completed.
• SDN Orchestrator/ Modules Coordinator: With the increase in the complexity of SDN controller, Orchestration has become a major function of SDN controller. Typically in SDN framework an Orchestrator is a module which co-ordinates among other software blocks or functions or modules to manage resources and to provision efficiently the incoming IaaS requests to the underlying physical network [50] . A more detailed figure on the role of Orchestrator can be found in [50, Fig. 2 ]. The Orchestrator converts the accumulated IGs into a set of flow rules and messages that inform the ECDC to reserve the cloud computing resources needed.
Once the request arrives, the Orchestrator communicates it to the Routing Engine.
Orchestrator also communicates the final set of lightpaths and ECDC nodes of each accepted IaaS request to the Flow Handler which is responsible for communicating directly with the SDN controller. Once the accepted IaaS requests are embedded, the SDN controller has to keep track of these resources to make sure that the QoS is not affected while an accepted IaaS is still active.
• SDN Routing Engine: This identifies the QoS class through a QoS Classifier and communicates with the Databases for available resources. Once the Routing Engine makes the decision, it responds to the Orchestrator with the set of routing paths. The Orchestrator gives raw inputs consisting of the available resources in ECDC nodes and the available routing paths to the optimizer.
• Optimizer: This processes the incoming IaaS requests, sends the information to the Orchestrator and prompts the CSP to update network usage. The Optimizer consists of two engines: the Node Provisioning Engine and the Link Provisioning Engine, both controlled by the Orchestrator. When an IaaS request arrives, the Orchestrator communicates with the Node Provisioning Engine to find the optimal location for the IaaS nodes or virtual Machines. It also provides the set of potential routing paths for each request. The information is then sent to the Link Provisioning Engine, which finds the most suitable routing paths. It evaluates the routing paths provided by the Node Provisioning Engine and provides the optimal routing solution. Node and link optimization are designed as separate modules. This provides the flexibility to run them independently, such as to regroom optical traffic during a network failure. The Link Provisioning Engine is executed whenever congestion is sensed in any network link. This is of particular importance in MON because of frequent sudden shifts in the traffic matrix, requiring traffic to be diverted to alternate paths without losing QoS.
• Event Listener and Recovery modules: These two modules are responsible for maintaining resiliency in the network and for recovery. We keep the discussion of these modules to a minimum as the details are beyond the scope of this work. However, it must be mentioned that the architecture includes segmented routing concepts available in the ONOS controller, as proposed in [12] .
F. MATHEMATICAL MODELLING OF IaaS PROVISIONING PROBLEM
To evaluate the merits of the proposed framework, we propose a mathematical modeling that performs IaaS Provisioning in coordinated fashion [52] . The first phase determines the best set of ECDC nodes that (a) satisfies the computing and QoS requirements of the IaaS requests, and (b) finds some of the many possible routing paths between selected ECDCs. The solution determined by the first phase is coordinated by the solution determined in the second phase. The second phase selects one from the predetermined routing paths with the minimum cost.
Advantages of Two Coordinated Phase Approach:
The Global view provided by SDN controller can be utilized to constantly restructure the traffic pattern to better utilize the existing capacity. Running IaaS optimizer for the whole set of network data for every period can be computationally intensive. Especially moving the IaaS locations from one Data-Center to another. Hence having two separate phases where in the global optimal solution is coordinated by the link solution can be leveraged. In this way, we can only run the Link optimizer phase more frequently. By doing so helps reduce the computational strain on the SDN controller's CPU. Mathematical modeling of node and link provisioning is explained in the following sections.
1) NODE PROVISIONING
Using our previous work [46] , we formulate the node Provisioning problem as an Integer Linear Program. We call this model (Node-ILP). To decide on the ECDCs selected to handle the virtual nodes of each IaaS request n ∈ N , we define the following binary decision variables: (a) z n = 1, if the IaaS request n is accepted and 0 otherwise, and (b) x u a = 1, if virtual node a ∈ A n is assigned to ECDC of node u ∈ W s and 0 otherwise.
As mentioned, CSP accepts an IaaS request n ∈ N only if it increases his revenue while satisfying QoS requirements. For this, we used the following objective function.
A-Objective Function:
where, P n e is the revenue generated by accepting a virtual link e from an IaaS request n. In Eq: 2, l∈ e uv c b l · b e is used VOLUME 7, 2019 to coordinating with the next provisioning phase. C u and C v are the costs of ECDC resources used respectively in node u and v and calculated as follows.
and
We denote by e uv , the set of shortest paths between the ECDCs of nodes u and v assigned respectively to source node s and destination node d of virtual link, i.e., e = (sd).
The resources allocated to any IaaS request n ∈ N from ECDCs are governed by the following constraints:
B-Constraints:
1) All virtual nodes of an accepted IaaS request n ∈ N should be embedded into the infrastructure, which is given by
2) We denote by W a the subset of W s , which represents the potential ECDC locations that can satisfy the QoS requirements of node a ∈ A n . At any given period of time t, QoS requirements to be satisfied for a given virtual node a ∈ A n , n ∈ N are governed by the Eqs. (6) -(9). a) Available CPU capacity on a selected ECDC node u should be more than the requested for node a in a period t.
b) Available memory on a selected ECDC node u should be more than the requested for node a in a period t.
c) Available GPU capacity on a selected ECDC node u should be more than the requested for the virtual node a in a period t.
d) Available storage capacity on a selected ECDC node u should be more than the requested for node a in a period t.
2) LINEARIZATION OF QUADRATIC TERMS
The constraint (5) 
Inequalities (10) and (11) 
Inequality (12) 
3) COMPLEXITY ANALYSIS
The proposed model Node-ILP can be solved in polynomial time. Indeed, as, for a given IaaS request G n (A n , E n ), a virtual node a ∈ A n can be assigned to: | W s |. o(c 2 ). We used the CPLEX solver to solve the Node-ILP model.
G. LINK PROVISIONING
The link provisioning stage aims to select a set of routing paths to connect the ECDCs selected in the node provisioning stage at minimum cost and meeting the QoS requirements of the virtual links. A trivial formulation could be to use an ILP, as we did in the node provisioning stage. However, a formulation based on an Integer Linear Programming model may suffer from scalability issues [5] . With a large number of IaaS requests, an ILP model takes on a large number of variables and constraints. This is potentially a significant drawback to solving the ILP model optimally in a reasonable time, as shown in the following section.
1) DRAWBACKS OF ILP FORMULATION
i. As, for a given IaaS request G n (A n , E n ), a virtual link e ∈ E n can be assigned to: As mentioned previously, link provisioning is a NP-hard problem, equivalent to a multi-way separator problem [6] . To address this complexity, we propose in following a large scale approach based on the Column Generation technique [5] .
2) COLUMN GENERATION FORMULATION
Using the Column Generation (CG) technique means reformulating the link provisioning problem in terms of Independent provisioning Configurations (IECs) [31] .
An IEC configuration defines the provisioning solution of at least one IaaS request. It is represented by the set of ECDC nodes used to handle the resource requirements (CPU, memory, GPU and storage) and all the links/light-paths with the same wavelength that connect these nodes. An 
The link provisioning problem can be formulated with respect to the variables (λ c ), c ∈ C. Under the new formulation, the problem then chooses a maximum of W IECs, where W is the number of available wavelengths per optical fiber link l ∈ L s . The resulting configuration corresponds to the so-called master problem in the Column Generation technique [31] , while each configuration design corresponds to the so-called pricing problem. We denote by cost c the cost of an IEC c. It corresponds to the costs of link bandwidth and OEO conversion ROADM ports (used to groom IaaSs bandwidth requirement on the same wavelength) used by IEC c. It is defined according to Equation ( The Column Generation technique [5] means that the link provisioning problem is decomposed into a master problem (which includes constraints related to the availability of substrate resources) and a pricing problem (which includes the constraints related to the link provisioning of IaaS requests).
The problem becomes one of generating an additional column to the constraint matrix of the master problem. In other words, generating an IEC that reduces the current value of the master objective function. We call this approach Link Provisioning using CG (Link-CG). The mathematical formulations of the master problem and the pricing problem are provided below.
A-Master Problem: Master problem is formulated as an Integer Linear Program ILP(M ).
a-Objective Function: The link provisioning objective is to reduce the cost of used light-paths while maintaining IaaS request's virtual links QoS requirements.
Equation (15) ensures that an IaaS request is embedded to only one IEC configuration. Equation (16) guarantees the respect of available number of ROADMs in any ECDC node. Equation (17) ensures that the number of IEC configurations selected in the link provisioning solution do not exceed the number of available wavelengths W in the optical links, as each IEC will be assigned a distinct wavelength.
B-Pricing Problem:
The pricing problem is used in generating additional columns for the constraint matrix of the master problem. It deals with the constraints related to provisioning IaaS virtual links into routing light-paths. Consider β, µ and α as dual variables for the master problem constraints (15), (16) and (17) respectively. Then, the reduced cost of variable λ c can be written as: (19) In order to linearize the expression of the reduced cost and to express the constraints of the pricing problem, we define the binary decision variables z n , y u and x π e , where z n = 1, if IaaS request n is served by the IEC configuration c and 0 otherwise. Similarly, y u = 1, if a ROADM is installed in the node u ∈ W s and 0 otherwise. x π e = 1, if virtual link e ∈ E n is assigned to the light-path π ∈ e u * v * and 0 otherwise. Where u * and v * are the selected ECDC nodes in the node provisioning phase for source node s and destination node d of a virtual link e ∈ E n . Then, we derive the following relations between the variables of the pricing problem and the coefficients of the master problem.
The pricing objective function and constraints can then be expressed as follows. 
b-Constraints: 1) All virtual links e ∈ E n of an IaaS request n ∈ N have to be accepted, otherwise the request will be rejected. This is defined as:
Equation (24) means that only one light-path is selected for each virtual link to guarantee the stringent QoS requirements of IaaS requests, where sending data on different light-paths may result in additional delay. 2) Sum of bandwidth of light-path π using a given optical link l ∈ L s should not exceed the wavelength capacity B l . (25) where parameter δ l π = 1 if light-path π uses link l and 0 otherwise. e u * v * is the set of light-paths that can be used for provisioning virtual link e ∈ E n of an IaaS request n where their lengths do not exceed the maximum allowed number of hops d e . Candidate light-paths for each virtual link are calculated using a k-shortest path algorithm [47] . 3) Grooming factor g is defined as the total amount of bandwidth that can be pushed into a given wavelength. For the sake of simulation, the grooming factor is kept constant. OTU-1 bandwidth capacity is used for each IaaS request and each substrate link has a bandwidth capacity defined by OTU-3 standards. This makes the grooming factor 16. However, the grooming factor can be adjusted using any value g by adding the following equation (26) to the modeling.
3
) SOLVING COLUMN GENERATION FORMULATION
We now discuss how to solve the Link-CG model developed in previous sections and how to obtain an integer link provisioning solution.
• We denote by LP(M ) the continuous relaxation of the master problem ILP(M ) obtained by exchanging the integrality constraint (18) by λ c ∈ [0, 1] for any c ∈ C.
• We solve LP(M ) using any linear programming solver. Next, we check the optimality of the solution with respect to the original link provisioning problem. To do so, we need to check the existence of a variable λ c with a negative reduced cost by solving the pricing problem.
If we succeed in finding a new column (IEC) with a negative reduced cost, we add the resulting IEC c to the current set of IECs by adding the corresponding variable λ c to the master problem. We repeat until no column can be found with a negative reduced cost. This step is described in the following section.
Column Generation Procedure():
1. We initialize LP(M ) by a subset of dummy configurations, that is, a set of artificial IECs with a large cost. 2. We solve the linear relaxation LP(M ) of the master problem optimally using CPLEX solver and then go to
Step 3. 3. We solve the pricing problem optimally as follows.
-We first solve the pricing problem using a greedy heuristic that we developed based on k-shortest path [47] . -If, using this heuristic, we succeed in finding a new column with a negative reduced cost, we go to
Step 4. -Otherwise we solve exactly the pricing problem using the CPLEX solver and then go to Step 4.
4.
If a column with a negative reduced cost has been found, we add this column to the current master problem, and we repeat Steps 2 and 3. Otherwise, the master problem is optimally solved.
The optimal solution of LP(M ) only provides a lower bound on the optimal integer solution of ILP(M ). To derive an integer value once the LP(M ) has been optimally solved, we therefore use the Branch & Bound technique described below, starting with the optimal solution of the linear relaxation LP(M ) generated using Column Generation Procedure().
Branch & Bound Technique: In order for the process to remain scalable, instead of defining a branch-and-price procedure, we propose to remove the relaxation on variable λ c and we proceed with a classic branch-and-bound procedure using any linear solver (such as CPLEX) on selected columns (IECs) to solve the new Integer Linear Program.
V. OPTIMIZATION OF SDN CONTROLLER LOCATION IN METRO OPTICAL NETWORK
The second question that we want to answer in this paper is: Did the SDN controller's location play any role in the performance of the proposed IaaS provisioning approach? For the answer, we propose different strategies to select the optimal location of SDN controller, and then evaluate the performance of the Proposed IaaS Provisioning solution with respect to that optimal location. Depending on the network requirement the Optimal location for an SDN controller can be determined. Some of the objective functions used in the current study is discussed in section V-A. The constraints associated with the objective functions are presented in Section V-A.2.
A. STRATEGIES FOR OPTIMAL LOCATION OF SDN CONTROLLER
SDN controller location problem is defined as determining optimal location of controller in a network based on the defined objective and constraints. To do so, we define a binary decision variable y d = 1 if the SDN controller is located in ECDC node d and 0 otherwise. We denote by W d ⊂ W s the set of all possible controller locations.
1) OBJECTIVE FUNCTIONS
The objective functions to be considered for optimizing controller-to-node communication costs are as follows.
(a) Minimize the distance between SDN controller to switching nodes:
gives a geodetic distance between two points d and u on the surface of the earth, a represents the latitude and o represents the longitude. Actual fiber distance can also be used for the purpose of calculation. The distance is calculated as follows.
where, The shortest distance cannot usually provide the least latent paths; the location therefore needs to be optimized so that it does not affect the QoS of data plane to control plane.
where R du is the response time for path π du ∈ γ du ⊆ du . γ du are the set of paths that satisfy the QoS of control plane to data plane. N = |W s | is the total number of networked ECDCs nodes. (c) Most reliable and average minimum response time for SDN controller to switching nodes: The strategy to select the controller location that minimizes its response time is not always optimal and does not guarantee resilience to link or node failures. To circumvent this limitation, a location that can reduce response time and provide resilience during failure is selected as follows.
where L Max and F d are the average of maximum response time of the selected paths and average Shared Risk Link Group (SRLG) respectively. The SRLG factor is determined by finding the number of independent paths from the SDN controller to each switching node. An example of the SRLG calculation is shown in Fig.5 for a controller located in node D to all the other nodes i.e., A, B, C and E. For example D to A can have two independent paths: D → C → A and D → B → A. Given the total number of possible paths between controller and nodes as k, SRLG can be defined as: Fig. 5 where, since it is an edge switch, location E is selected if only flow table use is considered. This can lead to a sub-optimal location. The solution is to consider the response time of the SDN controller to nodes as follows.
2) CONSTRAINTS 1) At least one location has to be selected to host the controller. Thus the cardinality of W d should be greater than 1, given as:
2) Response Time: This is defined as the time taken for an event generated at the data plane (switch) to receive an update from the control plane (SDN controller). This constraint depends on the type of controller used, VOLUME 7, 2019 FIGURE 5. Calculation of performance parameters for a network.
the link bandwidth, the switching latency and the signal conversion latency.
where R du is the response time from controller location node d to switching node u using the shortest path. R u max is the maximum tolerable response time for the switch u. 3) Maximum Hops: The hop constraint is vital in MON, because a significant amount of time is taken by signals during the O-E-O conversions required to upload new customer data. This is defined as follows. The contingencies are more common during the traffic bursts that lead to bottlenecks in network links and nodes. Contingencies in the network can be reduced by allocating resources, such as sufficient bandwidth, from SDN controller to switching nodes and processing power to the switch node selected for the controller location. These resources are defined as follows.
• Available Bandwidth: The higher the bandwidth, the less chance of delay during peak hours. The communication path between the SDN controller and a switching node should satisfy the minimum bandwidth requirement. The available bandwidth in the selected path link should be more than it is required for the switching node to communicate with the SDN controller.
• Resource Requirement at the SDN Controller Node: The resources needed for optimal performance of the controller are CPU and memory. Resources available at the ECDC switching node should be more than those needed for seamless performance of the SDN controller node, as defined in Eq. (37) and Eq. (38) . (38) where p c and r c are respectively the CPU and memory needed for the optimal operation of the SDN controller. P d and R u are the maximum CPU and memory available that the node d ∈ D can spare during sporadic burst events. 5) Limit the total number of live SDN controllers at any given time to 1.
VI. PERFORMANCE EVALUATION A. SIMULATION ENVIRONMENT
To assess the efficiency of the proposed IaaSP-SDN framework, we conducted experiments on the topology from taken topology Zoo [43] . Fig. 6 and 7 are some of the example of typologies used for the study. The yellow highlights represent FIGURE 6. Example of topology for IaaS provisioning and controller.
FIGURE 7.
Topology used for the discussion of optimal controller location. the optimal location determined based on the mathematical modeling. Further discussion is done in the later section. We used a synthetic IaaS topology generator inspired from the GT-ITM tool proposed in [44] . In each IaaS request, the number of virtual nodes is randomly determined and uniformly distributed between 2 and 20. The minimum degree of connectivity degree is set to two links and the bandwidth requirement of virtual links are set according to ODU standards. Factors associated with Optical networking components such as tuning a laser, optical losses are relaxed and assumed to be negligible for the current evaluation. The available CPU, memory, GPU and storage capacities of ECDC nodes are real numbers, uniformly distributed between 2 and 10 units. The available bandwidth capacity of the optical links is measured in terms of the number of available DWDM wavelengths W = 16.
The IaaS requests were fed to both GMPLS and IaaSP-SDN. The advantage of the SDN network is that we can merge routing and signaling application with resource manager through the use of SDN Controller's API. Thus, the SDN controller is responsible for both managing the Cloud computing ECDC resources and routing and signaling the devices. GMPLS performs only routing and signaling, using end nodes. The resource allocation runs separately.
For GMPLS, we used a GMPLS Lightwave Agile Switching Simulator (GLASS) [48] . For IaaSP-SDN, we used an ONOS controller and Mininet, with LINC OE (Link is Not Closed Optical Extension) switches. We assume that all the nodes in a network are capable of grooming traffic i.e., OTN Switches.
The whole system was run on a computer with i7 dual processor, 16 GB RAM and 128 GB flash memory. IBM CPLEX [49] was used for solving the ILP and MILP models used in IaaS provisioning and in the calculation of the optimal controller location.
B. RESULT ANALYSIS 1) IaaSP-SDN VS GMPLS MON
Comparison of SDN with GMPLS has always been of great interest among the research community as well as the industry [50] , [51] . As pointed out in [50] the main difference VOLUME 7, 2019 between GMPLS and SDN is ''Whereas GMPLS offers distributed control, GMPLS/PCE is commonly regarded as having centralized path computation but still distributed provisioning/configuration; while OpenFlow centralized all the network control''. Lack of in-depth quantitative analysis comparing the performance of distributed architecture i.e., GMPLS to a completely centralized architecture i.e., OpenFlow based solution instilled in us to carry over this study. We believe to bring some of the performance differences between those two solutions. The performance of both IaaSP-SDN and GMPLS approaches depends on the number of switches and flows configured. The GMPLS performance was found to be highly unstable . Fig 8(a) that the GMPLS network, on average, took a round trip time nine times longer to converge in a worst case scenario. IaaSP-SDN took little more than five times the average round-trip time to re-establish the path. GMPLS takes more time because it does not keep track of the node and link resources; when a link fails, it has to re-execute the recovery. The RSVP-TE protocol has to locate the links with the required resources after the link failure has occurred. With IaaSP-SDN, the databases keep track of all the resources. As soon as a link failure is detected, the process of recovery begins. This saves time in collecting the resources available in the network.
The acceptance ratio of IaaS requests is directly related to the implementation of the control plane (Fig. 8(b) ). A request accepted in IaaSP-SDN was dropped in GMPLS, for two main reasons. First, when an incoming request arrives, the RSVP-TE protocol of GMPLS goes through the available resources in the selected path. If that path cannot meet the request, RSVP searches the next path. Brute force and the lack of global view keep the incoming IaaS requests on hold for longer. As a result, the IaaS Resource Manager determines that it is best to drop those requests and to execute the next request in line. Second, the dropping occurs because GMPLS is not completely aware of the QoS requirements and considers that the path has too many intermediate O-E-O conversions. As a result, the IaaS resource manager assumes that the network does not fulfill the QoS requirements and drops the request. This lack of global view clearly makes GMPLS computationally expensive and non-optimal solution.
It is of vital importance that the control plane is scalable, especially with MONs, where nodes and links are being constantly added. The bootstrap time for GMPLS and IaaSP-SDN is shown in Fig. 8(c) . The GMPLS performance is stable and reliable in smaller topology with fewer nodes and links. However, as the number of nodes and links increases, the time taken to search the network also increases. In the SDN framework, the time is relatively stable.
The throughput was calculated by sending TCP packets between the end nodes. The results in Fig. 8 (e) clearly show that GMPLS was highly unstable compared to IaaSP-SDN. The reason lies with the protocols used for traffic engineering. Routing and Wavelength Assignment (RWA) uses the Best-fit and OSPF algorithms in order to reduce the number of wavelengths used. Best-fit approach leads to increased congestion of links and instability of the control plane when processing the incoming packets. IaaSP-SDN not only considers factors such as link cost and the number of hops, but it also uses the First-fit algorithm for wavelength assignment. It also uses a large-scale optimization tool based on the Column Generation technique that is able to consider the specific requirement for IaaS requests. This ensures that the links are not overly crowded. The simulation results clearly show a constant throughput for the IaaSP-SDN framework.
Jitter values are shown in Fig. 8 (f) . The graph clearly shows that the points are strongly correlated for both GMPLS and IaaSP-SDN when there is no link or node failure. The maximum jitter is because of the simulation of link failure. The maximum jitter of IaaSP-SDN is clearly more than the maximum jitter of GMPLS because only a single SDN controller is used. When a link failure occurs, the packet has to reach the controller, which in turn updates the required nodes. In the GMPLS network, the jitter is not very high: because the topology was small, the system was able to converge faster. However, jitter varied greatly with link failure. Jitter points in the graph clearly show a change from tightly coupled to moderately coupled, a change that indicates instability. This is because the GMPLS controller overloads the neighboring link for faster recovery.
2) EFFECT OF CONTROLLER PLACEMENT ON THE PERFORMANCE OF IaaSP-SDN PROVISIONING
In this section, we evaluate the performances of the IaaSP-SDN framework with respect to the SDN location selection strategies proposed in Section V-A.1. For the purpose of result discussion topology shown in Fig. 7 is used. Table 5 gives a summary of optimal SDN controller locations. Many proposals in the literature argue that a single controller is sufficient in a small-scale network [20] , [29] . The proposals therefore select only one SDN controller location. The cost is defined based on the controller's use of the network for management and control purposes. Algorithm 1 shows implementation of node selection for the placement of SDN controller. Fig. 9 (a) - Fig. 9 (d) provide an overview of the topology and show how different metrics in the network vary with each node. The results are arranged in increasing order of latency followed by distance, where applicable. Initially, all nodes are assumed to be potential controller locations. The worst response time of each path is recorded during peak hours. It is clear that the latency of some nodes that are relatively distant from each other is less than those closer together, for example nodes 3 and 11. Therefore using distance, as in [24] or the number of hops as a metric to find the optimal SDN controller location is not advisable. Fig. 9 (d) shows the cost vs. the Shared Risk Link Group (SRLG) factor value of different nodes. Intuitively, it can be said that the cost of having more disjoint paths from the controller to a network element can lead to higher cost. But, in a few cases, the cost is high while the SRLG is comparatively low. One such example is node 10. Optimizing a controller location based on a single metric may therefore lead to poor network performance, especially with MON, where the traffic and the type of access network vary. The nodes obtained for different strategies from the controller placement model are shown in Fig. 10 (a) and Fig. 10 (b) . The location selected for the SDN controller is one that can reliably satisfy the networking QoS requirements. In topology show in Fig. 7 , some of the potential candidates determined as controller location are 13, 14, 15, 16, 30, 35, 28 . The results fluctuate depending on the MON topology and the available ECDC resources. The latency of all the potential candidates nodes is almost the same, although the distance is highly variable. The node resources play a crucial role, having to host multiple virtual controllers for the incoming IaaS requests. The controller should therefore have sufficient computing resources. It is interesting to note the high SRLG factor of node 28 ( Fig. 10 (b) ) that confirms that the location is very reliable even though the average distance from node 28 to all other nodes is high. It proves that optimization based on selecting the location only from the reliability factor might lead to nonoptimal results during peak traffic hours.
Different strategies can have the same optimal SDN controller location. Cases 2 and 5 have the same location, as do cases 3 and 4. We therefore focus only on three strategies, Fig. 11 (b) shows the recovery time with respect to reactive routing, where re-routing is performed when a link failure occurs. This is a highly CPU-intense task that incurs unnecessary overhead. Fig. 11 (c) and Fig. 11 (d) evaluate the performance of TCP bandwidth and UDP jitter respectively. TCP is used for reliable communication and UDP is used for multimedia communication. It is important that both types of applications perform well in the network and were therefore evaluated under stressful conditions. Case 3 had the least downtime, proving that it is the most reliable controller location. Case 2 had T mapped to G low downtime and was able to converge faster, but with a constant drop in the network bandwidth. Case 1, where optimization was based on distance, had the highest downtime. Initially, the network was stable during the sporadic events, but when the simulation included both link failures and sporadic events, the system failed to converge within acceptable limits. Jitter was stable in all cases, except for a few sporadic bursts. Case 3 had the least jitter. From Fig. 11 , it is clear that Case 3 was the most suitable SDN controller location for multimedia communication. Figures 11 (e) and 11 (f ) compare different ECDC resources available at the controller location node, along with the average worst-case metrics. It shows that Case 3 has higher available resources and the highest shared risk, factors that plays a vital role in the performance of the SDN controller.
This evaluation shows that the performance of the SDN controller is highly dependent on the selected location attributes such as computational power, node to controller latency, and SRLG. A comprehensive evaluation of placement strategies is needed before the SDN controller is installed at a given location. This applies especially with MON topology, where a single SDN controller can fulfill the network requirement but a non-optimal location can lead to poor network performance. This may also give CSPs the impression that more SDN controllers are needed for efficient performance.
VII. CONCLUSION
This paper proposed a resource allocation framework of interconnected ECDC infrastructure to accommodate IaaS requests with stringent QoS requirement. The framework uses the global view made possible by the use of an SDN controller to manage the MON topology that interconnects ECDC sites. Provisioning IaaS requests into the infrastructure was also performed in a GMPLS test-bed. The results of performance comparisons revealed that GMPLS performed better than SDN when the topology had few network elements. However, as the network grows and multimedia communication forms the major part of the traffic, the distributive nature of GMPLS made it impractical.
The physical location of the SDN controller must be selected with care. We proposed a number of strategies to determine the optimal location. Each strategy showed distinct performances, making it difficult to choose a single methodology. We have shown that there is a fine trade-off between the various QoS metrics, proving that each MON topology must be considered separately with respect to its IaaS traffic pattern.
The proposed strategies for SDN controller placement focus on a single location. A MON using multiple standby SDN controllers to ensure resiliency in the control plane is not considered. In future work, we would like to extend this current proposal to multiple controllers, and to use a proactive approach for determining the optimal locations that can sustain traffic bursts and network failures. 
