We present several quantum algorithms for the simulation of quantum systems in one spatial dimension. First, we provide an efficient method to simulate the evolution of the quantum harmonic oscillator (QHO) and compute the corresponding scattering amplitudes at different times. We define a discrete QHO and show that the desired scattering amplitudes can be approximated arbitrarily well by those of the discrete version. To achieve precision > 0, it suffices to choose the dimension of the Hilbert space of the discrete system, N , proportional to N and logarithmic in |t|/ , where N is the largest eigenvalue in the spectral decomposition of the initial state in terms of eigenstates of the QHO, and t is the evolution time. We then present a Trotter-Suzuki product formula to approximate the evolution operator of the discrete system by short-time evolutions under the corresponding discrete operators. The number of terms in the product is subexponential, and the complexity of simulating the evolution operator on a quantum computer is O(|t| exp(γ log(N |t|/ ))), wherẽ γ > 0 is a constant. For constant t and , our results suggest a superpolynomial speedup of the classical method that computes the propagator. Next, we describe a quantum algorithm to prepare the ground state of the discrete QHO with complexity polynomial in log(1/ ) and log(N ). Such a quantum algorithm may be of independent interest, as it provides an efficient way of preparing quantum states of Gaussian-like amplitudes. Other eigenstates of the discrete QHO can be prepared from the ground state by evolving with a Hamiltonian that is a discrete version of the Jaynes-Cummings model. By approximating the evolution using the Trotter-Suzuki approximation, we present a quantum algorithm to prepare low-energy eigenstates with complexity polynomial in log(N ) and 1/ . We also study a quantum system with a quartic potential. We perform several numerical simulations in this case that indicate that the evolution operator of the corresponding discrete system can be well approximated using the Trotter-Suzuki approximation, where the number of terms in the formula scales as N q , for q < 1. In contrast to the QHO, our numerical results suggest a polynomial quantum speedup for the case of the quartic potential. We also prove an upper bound on the complexity of simulating a large class of one-dimensional quantum systems using recent results on Hamiltonian simulation. Specifically, we show that there exists a quantum algorithm to simulate the evolution operator using a number of gates that is almost linear in N |t| and logarithmic in (1/ ). We discuss further applications of our results, in particular with regards to the so-called fractional Fourier transform, which is a generalization of the Fourier transform used in signal analysis.
I. INTRODUCTION
One of the best known problems that a quantum computer would tackle more efficiently than a classical one is quantum simulation (QS) [13, 20, 26] . QS provides insight to the behavior of a quantum system, hence it serves as a powerful method applicable to a variety of scientific areas from physics (c.f., [35] ) to quantum chemistry (c.f. [3, 19, 31, 41] ). One way to explore this problem is by solving the Schrödinger equation, so that the state of the system evolves under the evolution operator, as determined by the time-dependent Hamiltonian of the system. A quantum simulator carries out this simulation task on a quantum system or computer by an approximate implementation of the evolution, either as a sequence of elementary gates (i.e., a digital quantum simulator) or by direct implementation of the Hamiltonians (i.e., an analog quantum simulator); This paper is concerned with digital quantum simulators.
Simulating a quantum system requires a certain amount of "time and memory", called resources, and the important question is how the resources scale with quantities such as the volume or size of the system (or the dimension of the Hilbert space), and precision. Generally, when the simulation is carried on a classical computer, it would require an undesirably large amount of resources, which R.P. Feynman addressed as an "exponential explosion", and it rapidly becomes an intractable problem even for relatively small systems. On the contrary, a quantum simulator is expected to carry this simulation efficiently, at least in some important cases [13] .
Typically, a QS can be implemented for two goals: ito compute time-dependent physical properties, such as scattering amplitudes or expectation values of observables, as determined by the evolution of the quantum system, and ii-to compute spectral properties, such as eigenvalues or expectation values of observables on different eigenstates of the system. In the first goal we are mainly concerned with the implementation or simulation of the evolution operator U (t) := exp{−iHt}, while in the second goal we are mostly concerned with the preparation of different eigenstates of the system Hamiltonian arXiv:1503.06319v1 [quant-ph] 21 Mar 2015 H, such as the ground state. We remark that several problems in areas other than physics can be reduced to one of these goals; an example being discrete optimization problems, where the goal may be to compute the lowest eigenvalue of certain Hamiltonian associated with an objective function (c.f., [11] ).
Results on the so-called Hamiltonian simulation problem provide quantum algorithms to simulate the evolution operator, and partially address the first goal. In [1, 5, 8, 9, 42] , for example, it was shown that the complexity to approximate the evolution operator U (t) on a digital quantum simulator, as determined by the number of elementary two-qubit gates and queries, depends only polynomially in τ , d, and 1/ , where τ = Ht , d is the sparseness of H, and > 0 is a precision parameter. Since d is at most polynomial in the size of the system in important examples, such as when H is a physical and local Hamiltonian, the simulation methods provided in [1, 5, 8, 9, 42] are deemed efficient. A commonly used formula in these results is given by a generalization of the Trotter-Suzuki approximation [37, 40] , in which U (t) is approximated by a sequence of short-time evolutions under each term that composes H. More recently, a different Hamiltonian simulation method that requires order of τ log 2 (τ / ) two-qubit gates plus queries was presented in [6, 7] , yielding a significant improvement on the number of resources to implement U (t), specially in terms of . The quest for more efficient methods for the simulation of the evolution operator is ongoing, particularly sparked for the need to understand the quantum advantages of relatively small, potentially near-future, quantum computers (c.f., [27] ).
There are also quantum algorithms to prepare eigenstates of spin systems, and in particular ground states, partially addressing the second goal of a QS. Some examples are [32, 33, 36] . Two commonly used techniques for these quantum algorithms are the simulation of quantum adiabatic evolutions [12] and the implementation of the so-called phase estimation algorithm [22] . But since approximating the ground state energy of many-body systems is a computationally hard problem [23] , quantum algorithms to prepare ground states are generally inefficient.
Unfortunately, most quantum algorithms for QS up to date concern the case of discrete, finite dimensional quantum many-body systems where H < ∞, and cannot be directly applied to the case of continuous-variable (CV) quantum systems. While a few exceptions exist (e.g., [17, 30] ), a detailed analysis of the power and limits of quantum computers for QS of CV systems is lacking. Here we incentivize such an analysis by studying a quantum-computer simulation of simple one dimensional quantum systems. We start with the quantum harmonic oscillator (QHO); this is regarded as one of the most important models in quantum mechanics, naturally because it can be used to describe a variety of systems in quantum optics and solid state physics, as arbitrary potentials can be approximated by harmonic (quadratic) potentials as we reach a stable equilibrium point. In addition, the QHO can be used to provide a simple demonstration of fundamental concepts of quantum mechanics, such as Heisenberg's uncertainty principle [15] or the existence of creation and annihilation operators, and can also be used to study other complex quantum systems successfully. We then extend our analysis to a quantum system with a quartic potential and finally prove an upper bound on the complexity of simulating a large class of one-dimensional quantum systems.
Our first result is that, for the case of the QHO, there exist quantum algorithms to achieve the first goal of a QS with subexponential complexity [in terms of log(N ), where N is the dimension as determined by the discretization of the problem]. This contrasts, for example, the results in [17, 30] , where the complexity is polynomial in N . Our quantum algorithms suggest a superpolynomial speedup of the corresponding classical algorithms for this problem, showing a significant quantum advantage even for the simulation of this simple model. We then present quantum algorithms of complexity polynomial in log(N ) that prepare good approximations to the eigenstates of a discrete version of the QHO. The computation of spectral properties of the QHO can then be done by computing expectation values on such approximations using a variety of known techniques (c.f., [24] ). With the goal of understanding more complex quantum systems, we perform several numerical simulations of a quantum system with a quartic potential. In contrast to the QHO, quantum algorithms to simulate the evolution operator in this case seem to be of complexity sublinear in N , suggesting a polynomial quantum speedup. Finally, we use our results in [7] to present a generic quantum method to simulate the dynamics of several one dimensional quantum systems of complexity almost linear in N and t.
The paper is organized as follows. In Sec. II we revisit the QHO where we discuss particular properties that are useful for our quantum algorithms, and also classical algorithms for simulating this model. In Sec. III we define a discretization of the QHO as the starting point for a QS. We provide a quantum algorithm to compute scattering amplitudes associated with the QHO in Sec. IV and quantum algorithms to prepare the eigenstates of the discrete QHO in Sec. V. We analyze the quantum system with a quartic potential in Sec. VI and present the upper bound on the complexity of simulating one-dimensional quantum systems in Sec. VII. Finally, in Sec. VIII, we discuss related work with particular emphasis on the so-called fractional Fourier transform, which is a generalization of the Fourier transform used in signal analysis [29] .
II. THE QHO REVISITED
The QHO is described by its Hamiltonian ( = 1) [4] ,
Because x ∈ (−∞, ∞), we sometimes refer to H as the CV QHO. The eigenfunctions of H are the so-called Hermite functions,
where each H n (x) is the n-th Hermite polynomial and n = 0, 1, 2, .... Then,
where n+1/2 are the corresponding eigenvalues. In standard bra-ket notation, we represent the eigenfunctions ψ n (x) by the eigenstates |ψ n and the QHO, in operator form, is
Then, H|ψ n = (n + 1/2)|ψ n , and the position and momentum operators satisfy
respectively. The evolution operator of the QHO for time t is U (t) = exp{−iHt}. We also use |x to denote the eigenstates ofx of eigenvalue x. We can alternatively define the raising and lowering operators,
and write H = a † a + 1/2. The eigenstates satisfy a † a|ψ n = n|ψ n and a † |ψ n = √ n + 1|ψ n+1 . Then, other eigenstates of the QHO can be obtained by repeated action of a † on the vacuum (ground) state |ψ 0 . Later, we will use this property to devise a quantum algorithm that prepares eigenstates, up to some approximation error (Sec. V).
A well-known result states thatx andp are related via the Fourier transform (FT), which mapsx → −p and p →x (i.e., a π/2 rotation in phase space). Similarly, the FT maps a † → −ia † and a → ia. One implication is that the eigenstates |ψ n of the QHO are also eigenstates of the FT, and direct computation shows that the eigenvalues of the FT are (−i)
n . We will use this property to prove some results regarding the quantum algorithm that simulates the evolution of the QHO (Appx. A). Another implication is that we can assume 0 ≤ t < 2π, as −U (2π) = 1l, i.e., the trivial operation.
Of particular interest in a QS is the computation of quantities such as scattering amplitudes, ϕ | ϕ(t) . Here, |ϕ(t) = U (t)|ϕ is the evolved state and |ϕ , |ϕ are some other specific states of the system, such as eigenstates of the position or momentum operator, or more general states. Also important is the computation of expectation values or correlation functions in different eigenstates, namely ψ m |Â|ψ n , whereÂ is some observable; e.g.,Â =p l1xl2 , where l 1 , l 2 ≥ 0 [44] . Our quantum algorithms are designed to compute such quantities, but they could also be used for the computation of more general quantities, such as expectation values of other unitary operators, after minor and straightforward modifications.
With no loss of generality, |ϕ = N n=0 c n |ψ n and |ϕ = N n=0 c n |ψ n (with n |c n | 2 = n |c n | 2 = 1), so that
Then, a standard classical method to compute scattering amplitudes involves the spectral decomposition of |ϕ and |ϕ in terms of |ψ n , to obtain the amplitudes c n and c n .
Because the sum in Eq. (2) involves O(N ) terms, the worst-case complexity of the classical method is of order polynomial in N . We also note that
where A(x , x) = x |Â |x . Assuming n, m ≤ N , classical methods to approximate the integral in Eq. (3) can also have a worst-case complexity of order polynomial in N . This is because the functions ψ n (x) present oscillations that become more significant as n grows, so a good approximation to the integral by a finite sum can only be obtained if the number of terms in the sum is polynomial in N [30] . Nevertheless, it is well-known that many quantities associated with the QHO can be analytically obtained, so our quantum algorithms will be more powerful than classical ones only in certain scenarios. A natural quantum method to compute Eq. (2) involves direct QS of the QHO. In this case, if the states |ϕ and |ϕ can be efficiently prepared, the quantum method is efficient or not whether U (t) can be simulated efficiently or not, respectively. In this paper we are first interested in devising efficient quantum-computer simulations of the evolution induced by the QHO and then we will consider quantum algorithms for preparing eigenstates.
III. A DISCRETE QUANTUM HARMONIC OSCILLATOR
In analogy with the CV QHO, we define a discrete QHO by the Hamiltonian
The Hilbert space dimension is N , where N ≥ 2 is even for simplicity. x d is the discrete "position" operator given by the N × N diagonal matrix
and p d is the discrete "momentum" operator given by
The N × N unitary matrix F d c is the so-called centered discrete Fourier transform, which is the standard discrete Fourier transform F d up to a simple (cyclic) permutation. Its matrix entries are
where j, k ∈ {−N/2, . . . , N/2 − 1} label the rows and columns, respectively. Then,
, and
is the operation that performs a cyclic permutation, shifting the indices by one. The relation between F . We will generally assume that we are in the limit of large N , although some results do still apply when N is fairly small. Then, in the following, the order notation to bound approximation errors assume N 1; We refer to the corresponding appendices for more details.
A. Spectral properties
In contrast to the CV QHO, the Hamiltonian H d may not be exactly solvable. However, some spectral properties of H d can be well approximated from those of the CV version. We write E d n and |φ d n for the eigenvalues and eigenstates of H d , respectively, and n = 0, 1, . . . , N − 1. We also introduce the (unnormalized) quantum states
which, as we will show, approximate the eigenstates of
Here, x j = j 2π/N and ψ n (x) is the n-th Hermite function, so that |ψ d n represents a "discrete Hermite state". In Appx. A, Cor. 2, we show that there exists a constant c, 1 > c > 0, such that
for all n ≤ cN . Here, for a matrix A, A is the spectral norm and |ξ is the Euclidean norm of a state |ξ .
1 is a function that decays exponentially in N . That is, 1 = exp(−Ω(N )) so that there is a constant β > 0 for which 1 ≤ exp(−βN ). Since k 1 , k > 0, is also a function that decays exponentially in N , we sometimes abuse notation in the sense that O(
. The important observation is that any approximation error that is O( 1 ), is an approximation error that is exponentially small. Note that, assuming N 1, we could avoid the factor N 2 in Eq. (7). Nevertheless, the reason for keeping polynomial factors in N in the order notation is to make explicit the difference between approximation errors in our results.
Since c < 1, we refer to the subspace spanned by |ψ d n , for all n ≤ cN , as the "low-energy" subspace. Intuitively, in such a low-energy sector, the Hermite functions can be well approximated by piecewise constant functions ψ n (x) = ψ n (x j ) if x j ≤ x < x j + 2π/N . The integrals needed to compute properties of the QHO can be replaced, within high accuracy, by the sums that appear in the discrete case. In contrast, for large values of n, the Hermite functions may present oscillations that will not be captured under such an approximation, and the approximation error gets large.
The states |ψ d n form almost an orthonormal basis of the low-energy subspace. In Appx. A, Cor. 1, we prove
for all n, m ≤ cN . Equations (7) and (8) imply that the eigenvalues of H d in the low-energy sector satisfy
and that the corresponding eigenstates satisfy
again with n ≤ cN . The values of the constants hidden by the order notation can be estimated from the corresponding proofs in Appx. A. Nevertheless, we can also perform a simple numerical analysis to validate our results and give better estimates of such constants. As an example, in Fig. 1 we show the absolute value of the overlap between |ψ In Fig. 2 we show the eigenvalues of the CV QHO and H d . Our numerical results suggest that |E d n − (n + 1/2)| is small as long as n ≤ cN , also for some c ≥ 3/4.
In Fig. 3 we show the absolute difference between the (3N/4)-th eigenvalue of H d and (3N/4) + 1/2. The numerical results indicate that this difference decays exponentially with N , as determined in Eq. (9). 
IV. SCATTERING AMPLITUDES
We address the first goal of a QS. In particular, we seek a quantum algorithm, built upon a sequence of two-qubit gates, to compute scattering amplitudes as determined by the evolution of the CV QHO. We let U d (t) := exp{−iH d t} be the unitary evolution operator of the discrete QHO. Intuitively, U d (t) approximates U (t), in some sense, as the dimension N grows larger. Our goal is to compute ϕ |U (t)|ϕ where, without loss of generality, |ϕ = N n=0 c n |ψ n . We also assume that |ϕ = respond to discretizations of |ϕ and |ϕ , respectively, in space. The proportionality constants are needed for normalization, since we assume |ϕ
The first result of this section is:
Proof. The result follows from the subadditivity property of errors. First, we consider |ϕ d ∝ N n=0 c n |ψ d n and let α and α be the constants of proportionality, so that
The value of n within the range represents the low-energy subspace, and we also used that
Furthermore, since |t| ≥ 1, Eqs. (8) and (9) imply
Then,
and from Eq. (8),
Similarly,
It follows that there exists N = O(log(|t|/ )) that implies |t| 1 N 2 = O( ). Then, N = O(log(|t|/ ) + N ) suffices to provide an overall precision of order in the computation of ϕ |U (t)|ϕ , for both possibilities of |ϕ .
We note that, with no loss of generality, 0 ≤ t ≤ 2π because U (t = 2kπ) = (−1) k 1l for the QHO. However, we made the dependence on t explicit as these results may be useful for studying other quantum systems whose evolution operators are not periodic.
Theorem 1 basically shows that scattering amplitudes of the continuous-variable QHO can be well approximated by those of the discrete QHO as long as the dimension N scales with the largest eigenvalue in the decomposition of |ϕ (and |ϕ ) in terms of eigenvectors of H. Also, N is only logarithmic in |t|/ . In particular, if the states |ϕ d and |ϕ d can be efficiently prepared on a quantum computer, the complexity of computing
will be determined by the complexity of implementing the evolution operator U d (t) for the corresponding choice of N .
A. Time evolutions: Trotter-Suzuki approximation
To compute the propagator on a quantum computer, we seek an implementation or simulation of U d (t), whose complexity will be determined by the number of twoqubit gates required to approximate the operator. Unfortunately, H d is not sparse, and known results on sparse Hamiltonian simulation [5] [6] [7] [8] 10] are not very useful in the current case; other approaches are necessary.
Since x d is diagonal and each entry can be efficiently computed, a quantum computer simulation of exp(−i(x d ) 2 t) can be done efficiently [9] . To show this, let q(δ) = O(polylog(N/δ)) be the number of two-qubit gates required to compute a diagonal entry of (x d ) 2 within precision δ > 0. Then, for t > 0, a diagonal entry of (x d ) 2 t can be computed within precision˜ using q(˜ /t) + O(polylog(N t/˜ )) two-qubit gates: we need O(log(N t/˜ )) bits (or qubits) to represent (x d ) 2 within precision˜ /t, and multiplication by t can be done using additional O(polylog(N t/˜ )) gates. Then, exp(−i(x d ) 2 t) can be simulated on a quantum computer, within precision˜ , using O(polylog(N t/˜ )) two-qubit gates. The complexity for the simulation of exp(−i(p d ) 2 t) is of the same order, since x d and p d are related by the centered Fourier transform and
, where X is a cyclic permutation [Eq. (5)]. (Note that X N = 1l and X N/2 = X −N/2 .) An efficient quantum circuit for F d that requires O(polylog(N )) two-qubit gates is known [22, 28] . X N/2 can be implemented on a quantum computer using O(polylog(N )) two-qubit gates in a number of different ways. For example, X N/2 can also be decomposed as
, where Z is the diagonal unitary whose nonzero entries are the roots of unity, i.e., exp(i2πk/N ) for k ∈ {0, . . . , N − 1}. Then, the diagonal entries of Z N/2 are exp(iπk) = ±1, resulting in a simple and efficient quantum-computer implementation of Z N/2 . The above results suggest using the Trotter-Suzuki product formula to simulate U d (t) [5, 16, 37, 38, 40, 42] . Such a formula approximates the evolution operator as a sequence or product of shorter time evolutions un-
Known results provide an upper bound on the number of terms in the formula given by
, for arbitrarily small η > 0, and precision > 0 [5, 9] . Since H d = O(N ), the results in [5, 9] would imply that the number of two-qubit gates required to approximate U d (t) grows faster than N , being undesirably large in the asymptotic limit. Remarkably, an improved analysis of the complexity of high-order Trotter-Suzuki product formulas allows us to reduce the complexity substantially. The basic idea is to note that the cost resulting from such formulas actually depends on quantities (commutators) such as
2 ,p 2 , and {x,p} are a basis of a Lie algebra. Since our discrete QHO operators approximate the operators in the continuous-variable case, it is possible to show that (
, and {x d , p d } are almost a basis of a Lie algebra, when projected onto the low-energy subspace. This implies, for example,
, where Q is the projector into the low energy subspace spanned by {|ψ
. The (symmetric) Trotter-Suzuki approximations of the evolution operator over a course of evolution time s are defined recursively as follows [5, 9] :
and
Here, p ≥ 2 is integer and s p = s/(4−4 1/(2p+1) ). For time t, we will approximate the evolution operator
k , where k = t/s and p are chosen to minimize the number of exponentials of (x d ) 2 and (p d ) 2 in the product. In Appx. B, Lemma 8, we show that there is a choice for the dimension of the Hilbert space where N = exp{O( log(N |t|/ ))} + O(N ), and a choice of p = O( log(N |t|/ )) and |s| = exp(−O( log(N |t|/ ))), such that
for all n ≤ N . We will use Eq. (12) to prove the main result of this section:
c n |ψ n be the initial state of the CV QHO, t the evolution time (|t| ≥ 1), and
The number of two-qubit gates to simulate (U
Proof. The first result is a direct consequence of Eq. (12) 
To achieve overall precision , each exponential of
k has to be simulated within precision O( /M ). Then, the above discussion on the cost of implementing diagonal unitaries implies that the number of two-qubit gates for each exponential is
, and we can safely bound this quantity by O(log(N |t|/ )). Then, the total number of two-qubit gates is O(M polylog(N |t|/ )). That is, there exists a constant γ > 0 such that the number of two-qubit gates to simulate (U
We let x ≥ 1 and k ≥ 0 a constant. Then, there exists a constantγ such that e
We illustrate the results of this section with several numerical simulations. In Fig. 4 we show the error dependence of the Trotter-Suzuki approximation as a function of n for fixed s and p. A worst-case analysis indicates that this error would be O(n (2p+1)/2 ) [5, 6] . However, a linear scaling in n is observed, for n ≤ N/2. This is a main reason for the quantum speedup; see Appx B. In Fig. 5 we choose p and s according to Thm. 2 and show that the approximation error is indeed bounded by .
n as a function of n, for N = 400, p = 4, and s = 1. The scaling is almost linear in n, as suggested by Lemma 5 in Appx. B. Additional simulations also observe a linear scaling in n for higher values of p.
FIG. 5: The difference between
as a function of the dimension, for t = π/2 and n = N/2. The values of p and s where set as determined by Thm. 2. That is, according to Lemma 6 in Appx. B, we chose p = log((n + 2)t/ )/(2 log(5)) , k = t/( /((n + 2)t) 1/(2p) ) , and s = t/k, for = 0.001. Note that with these choices, s = exp(−O( log(N t/ ))) and the number of terms in the
, for some γ > 0. The error induced by the Trotter-Suzuki approximation in this case is smaller than . The "jump" at N ≈ 500 corresponds to an increase of p from 2 to 3, due to the increase in N .
B. Subexponential-time quantum algorithm for computing scattering amplitudes
We can combine Thms. 1 and 2 to construct a quantum algorithm to simulate the QHO and obtain the desired propagators ϕ |U (t)|ϕ . The quantum algorithm has three basic steps: i-the preparation of an initial state, ii-the implementation or simulation of the evolution operator, and iii-a projective measurement. The desired expectation value can be obtained within arbitrary accuracy after repeated executions of these steps. 
. To measure such expectation values at precision , we can implement the quantum circuit in Fig. 6 , O(1/ √ ) times [34, 35] . Otherwise, we can implement the quantum methods described in [24] for optimal quantum measurements of overlaps, where the number of repetitions can be improved to O(1/ ). [34, 35] . The filled circle denotes the controlled operation on the state |1 of the ancilla qubit; that is, the corresponding unitary operation is 1l ⊗ |0 0| + V d (t) ⊗ |1 1|. H denotes the Hadamard gate that maps the state of a qubit as H |0 = (|0 + |1 )/ √ 2 and H |1 = (|0 − |1 )/ √ 2. The single qubit operator σ + is σx + iσy, with σα the Pauli operators. Since σ + is not Hermitian, the computation of its expectation value can be done by repeated projective measurements of σx and σy independently (i.e., with repeated executions of the circuit).
In the remaining of this section we assume that the precision 1 is constant, i.e., = O(1). We also assume that W c n |ψ n or |ϕ = (2π/N ) 1/4 |x j and t the evolution time (|t| ≥ 1). Then, there exists a quantum algorithm Q that outputs ϕ |U (t)|ϕ at arbitrary accuracy. Q requires M Q = O(|t| exp(γ log(N |t|))) two-qubit gates, where γ > 0 is a constant.
, and |s| = exp(−O( log(N |t|))) as in Thm. 2, for = O(1). The subadditivity property of (γ log(N |t|)) ), for some constant γ > 0.
The complexity of the quantum algorithm satisfies lim N →∞ M Q /N η = 0, for all η > 0, and lim N →∞ log(N )/M Q = 0. That is, the complexity of the quantum algorithm is subexponential in log(N ). Since classical algorithms are expected to require poly(N ) operations to compute the propagator in the worst case, our quantum algorithm provides a superpolynomial quantum speedup.
V. EIGENSTATE PREPARATION
We now investigate ways of simulating and preparing low-energy eigenstates of H d , via the action of unitary operations acting on simple initial states. In part, this section addresses the second goal of a QS, namely the computation of expectation values on various eigenstates of the QHO, which can be obtained using the techniques presented in previous sections if we replace the initial state |ϕ by the corresponding |ψ n (or |ϕ
The results of this section may be of independent interest; e.g., quantum algorithms to prepare states with Gaussian-like amplitudes are important in other cases [21] .
We first focus on the preparation of the ground state |φ d 0 . In Appx. C, Lemma 9, we prove in the large-N limit,
where the initial state is
exp(−j 2 /(2δ)) |j , and δ > 0. The constant κ is for normalization purporses and α(t) is an irrelevant global phase that can be computed exactly. The evolution times satisfy t = σ 2 (2 − 4σ 2 )/2 and t = 1/(4t+4σ 2 /t), and σ 2 = πδ/N . This result was obtained by realizing that in CVs, the quantum state |ψ 0 can be obtained from an initial state with Gaussian-like amplitudes by evolving with the freeparticle Hamiltonian (i.e., −p 2 ). The result follows by approximating the CV case after a proper discretization.
Lemma 9 allows us to state the first result of this section.
Theorem 4. Let > 0. Then, there is a quantum circuit W d that satisfies
in the large N limit. W d can be implemented on a quantum computer using a number of two-qubit gates that is polynomial in log(1/ ) and log(N ).
Proof. First, we choose δ = O(log(1/ )) so that the right hand side of Eq. (13) is O( ). In Fig. 7 we show the exponential decay of the error as a function of δ, as implied by Eq. (13). To prepare the other eigenstates |φ d n , with n ≥ 1, we define a discrete version of the Jaynes-Cummings (JC) model:
where σ α are the corresponding Pauli operators acting on a the Hilbert space of an ancillary qubit. In CV, the evolution induced by the JC model eventually transforms the state |ψ n |0 into |ψ n+1 |1 , providing a unitary operation to prepare eigenstates of the QHO from |ψ 0 . We will show that something similar occurs in the discrete case.
For n ≥ 0, we define the normalized states
These are approximations of the eigenstates of H
where 1 is exponentially small in N . We use Eq. (17) to prove the second result of this section.
and then
Then, there is N = O(log(1/ )) so that the right hand side of Eq. (18) is O( ) in the large N limit.
We can combine Thms. 4 and 5 to build a quantum circuit that prepares approximations of other eigenstates |φ d n , n ≥ 1, by a sequential action of (1l ⊗ σ x ).e 
We now seek a quantum algorithm to prepare the eigenstates |φ 
The proof uses a simple Trotter-Suzuki approximation and the scaling with can be improved using high-order approximations. We can use this result to prove:
Theorem 6. Let > 0. Then, there is a quantum circuit W d that satisfies
where n ≤ N = cN and c < 1 is some constant. W d can be implemented using M = O((n 2 / )polylog(N/ )) two-qubit gates.
Proof. The quantum circuit approximates
where m = O(n/ ). Because we work in the asymptotic limit, approximation errors that are exponentially small in N or √ N are negligible. Then,
The number of terms in the product is O(n 2 / ). The circuit W d is obtained by implementing each term using a number of two-qubit gates that is polylog(N/ )) (see Sec. IV A). Then, the total number of two-qubit gates to implement
VI. THE QUARTIC POTENTIAL
We now analyze quantum algorithms to simulate the evolution operator of a quantum system with Hamiltonian
We will use the same discretization as that for the DQHO, where x d and p d are defined in Sec. III. Then,
In contrast to previous results, we only conduct a numerical analysis here and state some observations from numerical results. In part, this is due to not having an exact solution in this case. Our simulations suggest a polynomial quantum speedup for the computation of scattering amplitudes.
In Fig. 8 we plot the eigenvalues E d n of H d for different dimensions N . Taking N = 4000 as a reference, in Table VI we look for the maximum value of n, defined as n i , such that |E
The values of the ratios r i = n i /N suggest that the eigenvalues of a large sector of the lowenergy subspace of the CV system can be well approximated by those of the discrete system. While r i does seem to decrease in N , the dependence seems to satisfy r i = O(1/ log N ) for the large N limit. Under this dependence, the N -th eigenvalue of H can be well approximated by the N -th eigenvalue of the discrete system if the dimension satisfies N = O(N log N ). Note that the exact dependence of N on N may not be too important as classical algorithms to simulate this system using the same H d will also be subject to a worst-case complexity determined by N . We can use the Trotter-Suzuki approximation to simulate the evolution operator U d (t) = exp{−iH d t}. This approximation breaks the evolution operator into a product of exponentials or short time evolutions under (p d ) 2 and (x d ) 4 and, using the result of Sec. IV A, each of these exponentials can be simulated efficiently. In contrast to the QHO, the operatorsx 4 andp 2 do not form a small dimensional Lie algebra and tight error bounds from high-order Trotter-Suzuki approximations may be difficult to obtain. The recursive definition for U d p (s) is given in Eq. (11), assuming now
A worst-case analysis of the Trotter-Suzuki formula results in an approximation error bounded by [5, 16, 37, 38, 40, 42] . However, as in the case of the DQHO, we would expect that the error for the current case is significantly smaller than that for the worst case. In Fig. 9 we plot the error (U 
, where the order dependence in s follows directly from the analysis of the high-order Trotter-Suzuki approximations and p < 2p as p increases.
Under this numerical observations, we can analyze the complexity of a quantum algorithm that computes scattering amplitudes
within some constant precision . For simplicity, we assume that the initial and final states, |ϕ and |ϕ , can be written as linear superpositions of the eigenstates |φ n , with n ≤ N . This suggests that we can approximate Eq. (21) by
where the dimension is N = O(N log(N )), and |ϕ d and |ϕ d are quantum states obtained by replacing |φ n by |φ d n in the spectral decompositions of |ϕ and |ϕ , respectively. We assume that |ϕ d and |ϕ d can be efficiently prepared so that the main cost of the algorithm is that from simulating U d (t). We split the evolution time into k parts of size s = t/k. Using the 2p + 1th order Trotter-Suzuki approximation, our numerical simulations suggest that the error is bounded as
c > 1 is a constant. Then, the number of terms in the product formula is
Then, for constant precision, the quantum circuit that approximates the evolution operator U d (t), needed to compute Eq. (21), can be implemented using a number of two-qubit gates that is
Our numerical simulations suggest that p /2p < 1 for p = 2, 3. Then, the complexity in Eq. (22) polynomial quantum speedup, with respect to the complexity scaling in N , for the quantum algorithm that approximates scattering amplitudes for the quartic potential. Classical algorithms, in the worst-case, may require computing U d (t), which can be done in complexity O(N q ), for q ≥ 2.
VII. ONE-DIMENSIONAL QUANTUM SYSTEMS: AN UPPER BOUND
We now present an upper bound on the complexity of simulating the evolution operator of one-dimensional quantum systems described by
where V (x) is the potential, i.e., some function ofx. If |φ n denote the eigenstates of H and |ϕ is the initial state, we will assume |ϕ = N n=0 c n |φ n and V (x) |φ n = O(poly(N )), for all n ≤ N . We also assume that there exists N such that, defining
the scattering amplitudes of the CV system can be well approximated by those of the discrete system. N will depend on N and the precision parameter . In particular, for constant precision, we will assume that N = O(poly(N )), an assumption that is satisfied by a large class of one-dimensional quantum systems such as the QHO or the quartic potential. We prove:
Theorem 7. Let > 0 and t the evolution time. Then, there is a quantum circuit W d that satisfies
For constant precision, the quantum circuit can be implemented using O(N |t|) two-qubit gates. The number of two-qubit gates is polynomial in log(1/ ).
Proof. We use our results in [7] for Hamiltonian simulation and do some modifications to obtain the desired result. In [7] we showed that for a d-sparse time dependent Hamiltonian A(t) acting onubits, the evolution operator can be approximated within precision using 
and denote U N ) ) under the assumptions. This implies that, for constant precision, the method in [7] can be used to simulate U d I usingÕ(N |t|) two-qubit gates, where the order notation hides logarithmic dependences. We note that
and that e −iV (x d )t can be efficiently simulated as explained in Sec. IV A. All complexities depend logarithmically in 1/ .
VIII. THE FRACTIONAL FOURIER TRANSFORM AND RELATED WORK
The evolution induced by the QHO results in a transformation referred to as the fractional Fourier transform (frFT), which corresponds to an arbitrary rotation in phase space. The frFT has been proven useful in signal analysis [2, 18, 25, 29] , in noise filtering in particular, when the noise does not have a well defined frequency spectrum. The evolution operator U d (t) can then be interpreted as an approximate version to a "discrete" frFT, and our results may prove useful in the design of classical or quantum algorithms for discrete signal analysis. This would require efficient methods for encoding and decoding signals, which may exist under some assumptions.
The split-step (Fourier) method is a well known technique to solve the nonlinear Schrödinger equation in quantum mechanics and in fiber optics (c.f., [39] ). As in our studies, the basic idea of the method is to evolve the initial state according to small step evolutions under the corresponding operators. This also requires a discretization of the continuous-variable coordinates. Our results on Trotter-Suzuki approximations can then be used and generalized to bound the errors induced by the split-step method.
The development of quantum simulation methods for continuous-variable quantum systems, including quantum chemistry, is an active area of research (c.f., [19, 41, 43] and references therein). Commonly, the complexity of such methods is polynomial in the energy of the system. As an example, in [30] , a quantum algorithm for approximating the ground state energy of a continuous-variable quantum system is provided. The algorithm works under some assumptions on the energy potential and its complexity is proportional to d, the number of state variables (or particles). Another example is [17] , which presents a quantum algorithm to compute scattering probabilities in a certain quantum field theory (φ 4 theory). The complexity of such algorithm is also polynomial in the energy. In contrast, our quantum algorithm to simulate the time evolution operator of the QHO has complexity that is subexponential in log N , where N denotes both, the relevant energy scale of the problem, and the number of points in the discretization (the dimension of the Hilbert space). The QHO provides a basis for the quantization of the electromagnetic field and quantum field theories, and we expect that our simulation techniques will be proven useful in more general scenarios.
Finally, we note that several interesting problems resulted from our studies. An important one is understanding whether there exists a large class of models for which the complexity of simulating the evolution operator and computing scattering amplitudes on a quantum computer can be subexponential.
Most of our results can be obtained from approximations of integrals appearing in the continuous-variable case as finite sums appearing in the discrete variable case. For completeness, the Hermite functions are
where H n (x) is the n-th Hermite polynomial, n ≥ 0,
The orthogonality (or normalization) condition is dx ψ m (x)ψ n (x) = δ n,m , and a useful property is xψ n (x) = n/2ψ n−1 (x) + (n + 1)/2ψ n+1 (x). In Dirac's bra-ket notation, these are ψ m |ψ n = δ n,m and x|ψ n = n/2|ψ n−1 + (n + 1)/2|ψ n+1 , respectively. The Hermite functions are eigenfunctions of the Fourier transform with eigenvalues (−i) n , n ≥ 0. Then, we can writeF for an operator that applies the Fourier transform andF |ψ n = (−i) n |ψ n . Unless a region of integration is given explicitly, we assume x ∈ (−∞, ∞). Similarly, sums are infinite unless otherwise stated. In all cases, l ≥ 0, k, and n ≥ 0 are integer numbers. N ≥ 4 denotes the dimension of the Hilbert space for the discrete QHO.
We will show that our main results follow from statements about the "tails" of the Hermite functions for x / ∈ [−kT /2, kT /2], where T = √ 2πN and k ≥ 1. For even n, the Hermite polynomials satisfy
and there is a similar upper bound for odd n (see inequality 8.954 of [14] ). Stirling's approximation implies
for some constant c 3 ≈ 0.7 and x ≥ 0. In the event that
. A similar result is obtained for odd n.
The results described in Secs. III A and IV will follow from the following lemmas, which suffice to provide analytical proofs. For simplicity, we use 1 to denote any function that decays exponentially in N . That is,
Proof. We will choose c > 0 so that
The desired result follows from setting β = √ 2πβ and
A more detailed analysis of I k gives the improved result
. This follows from noticing that
Lemma 2. For constant l ≥ 0, there exists a constant c > 0 such that, for all n, m ≤ cN ,
Proof. The proof has two parts. First, we will show that
n at the desired order. The Cauchy-Schwarz inequality implies
In this case, x j ≥ πN/2. We will choose c so that
This coincides with the result of Lemma 1 when k = 1. The same result can be obtained if we replace n → m, with the assumption that m ≤ cN . Then, from the Cauchy-Schwarz inequality,
). In the second part of the proof, we will show that Eq. (A2) also approximates the expectation ψ m |x l |ψ n . We use the identity
−ikT x , where δ(x) is the Dirac delta, to write Eq. (A2) as
The term with k = 0 is ψ m |x l |ψ n , so we need to show that the sum of the terms with k = 0 is small and satisfies the desired bound. The property of the Hermite functions implies
which in the bra-ket notation takes the form 
We are then interested in showing that dx ψ m (x)ψ n+l (x+kT ) is small when k = 0. For k ≥ 1, for example, it is useful to divide the region of integration of x depending on whether x ≥ kT /2 or x ≤ kT /2. Since l is constant, Eq. (A1) implies that there is c > 0 such that, if m, n
The values of c andβ can be those used in Lemma 1 or Lemma 2. The Cauchy-Schwarz inequality implies
, and then
. Since the case of k ≤ 1 can be analyzed similarly and gives the same result, it follows that Eq. (A2) can be approximated by ψ m (x)|x l |ψ n (x) , the term with k = 0, or by ψ
When l = 0, the next corollary is easily obtained from the orthogonality condition of the Hermite functions and Lemma 2: Corollary 1. There exists a constant c > 0 such that, for all n, m ≤ cN , the discrete Hermite states are almost orthonormal:
For all n ≥ 0 integer, we define the states
Remarkably, the |ψ n . To show this, we work in the bra-ket notation and let |C j = k |x j + kT be the states that represent the corresponding Dirac combs (sums of Dirac deltas): C j |ψ n =ψ n (x j ). Then,
The properties of the Fourier transform when acting on the Dirac comb implieŝ
The centered Fourier transform has a similar action on |j :
where we usedF |ψ n = (−i) n |ψ n . We note that
For k = 0, we obtain |x j + kT | ≥ T /2. Then, if c and β are the constants in Lemma 1 and Lemma 2, and n ≤ cN , Eq. (A1) implies |ψ n (x j + kT )| = O(−xβ √ N ), with x = |x j + kT |. Consider, for example, k ≥ 1. In that case, |x j + kT | ≥ kT /2 and explicit calculation gives
(The approximation error can be further improved, but that is unnecessary for our analyses.) The states |ψ d n will be useful for the following lemmas.
Lemma 3. For constant l ≥ 0, there exists a constant c > 0 such that, for all n, m ≤ cN ,
Proof. Because |ψ 
, the properties of the norm and Eq. (A8) imply
for n, m ≤ cN . Additionally, conjugation by the corresponding Fourier transforms gives
and Lemma 2 implies
Applying the triangle inequality to Eqs. (A9) and (A10) gives the desired result.
Lemma 4. For constants l 1 , l 2 ≥ 0, there exists a constant c > 0 such that, for all n, m ≤ cN ,
Proof. The property of the Hermite functions xψ n (x) = (n + 1)/2ψ n+1 (x)+ n/2ψ n−1 (x) immediately implies
Because c l = O(N l2/2 ) and l 1 is constant, Lemma 3 implies that Eq. (A11) can be approximated by Corollary 2. There exists a constant c > 0 such that, for all n ≤ cN ,
Proof. Alternatively, we can show that
is bounded. Corollary 1 implies that there exists c > 0 such that, if n ≤ cN ,
2 )/2, Lemmas 2 and 3 imply (l = 2)
It follows that Eq. (A12) can be approximated by (n + 1/2)
Appendix B: High-order Trotter-Suzuki formula for the discrete QHO
We first prove our results for the continuous variable QHO and then find approximations in the discrete case. Since [x,p] = i, the operators of the QHO form a Lie (Heisenberg-Weyl) algebra and satisfy the following commutation relations: 
We let U (t) = exp(−iHt) be the evolution operator of the QHO for time t ∈ R. The second order TrotterSuzuki (symmetric) approximation over a course of evolution time s is
While such an approximation is typically defined in a finite dimensional Hilbert space, here we use it in Hilbert spaces of infinite dimension. We also construct higher order Trotter-Suzuki approximations using the recurrence relation
with s p = s/(4−4 1/(2p+1) ) and p = 2, 3, . . . [5, 9, 38] . The operator p (s) = U p (s)U (−s) − 1l, where 1l is the identity operation, can be used to quantify the error made in the approximation.
Lemma 5. There exists a constant d ≥ 1 such that, for all s satisfying |s| < 1/d and all n ≥ 0, p ≥ 1,
Proof. With no loss of generality, we write
From Eqs. (B2), 
{x,p} and l 1 = 2. The first goal is to obtain upper bounds on |a lp (s)|, |b lp (s)|, and |c lp (s)|; we will obtain such bounds from the corresponding series expansions in s.
In general, we will show by induction that l p = 2p. Since U p (s) = (1l + p (s))U (s), we can rewrite Eq. (B4) as
This is a sum of 2 5 terms; the term without p corresponds to (U (s p )) 2 U (s − 4s p )(U (s p )) 2 = U (s), and the remaining terms sum up to U p+1 (s) − U (s). The sum of the terms containing a single p is
In the induction step we assume that l p = 2p, for some p ≥ 1. A Taylor series expansion of p (s) can be obtained by Taylor expanding U p (s ) and U (−s ) in Eq. (B5). Because the lowest degree off lp (s ) is assumed to be 2p, integration in s implies that the lowest degree in the series expansion of p (s) will be 2p + 1. The lowest degree in the Taylor series of E p (s) will be determined by the lowest degree of 4 p (s p ) + p (s − 4s p ), which is the operator obtained from E p (s) if we replace U by 1l (i.e., the lowest degree term in the expansion of U ). Then, since 4(s p ) 2p+1 + (s − 4s p ) 2p+1 = 0, the lowest degree in the series of E p (s) is, at least, 2p + 2. Also, the lowest degree in the series of U p+1 (s) − U (s) (and p+1 (s)) is determined by that of E p (s) (i.e., the term of lowest order in p ), and is also bounded from below by 2p + 2. It follows
, whereV is some operator that depends on (powers of)x 2 ,p 2 and {x,p}. The Trotter-Suzuki approximations determined by Eq. (B4) are symmetric and imply
which can only be satisfied ifV = 0. The last equality follows from the expansion of U (s), whose lowest-degree term is 1l. Then, the lowest degree in the Taylor series of The properties of the Hermite functions imply x 2 |ψ n = p 2 |ψ n = O(n+2), and also {x,p}|ψ n = O(n + 2). From the triangle inequality and the previous results, we obtain f lp (s )|ψ n = O((n + 2)|s | 2p ).
In addition, since U (−s )|ψ n = e is (n+1/2) |ψ n and U p (s ) = 1, Eq. (B5) implies
which is the desired result.
Lemma 5 basically demonstrates that U p (s) is a product formula approximation of U (s) of order 2p + 1 in s. The approximation is better for smaller values of n, i.e., for the low energy states. It is important to note that the dependence of the approximation error in n is only linear.
Lemma 6. The number of exponentials ofx 2 andp because n ≤ cN and |s| ≤ 1, 5 p ≥ 1. The result is
For the following results, we set s and p so that
Proof. First we show that in CVs, Eq. (C1) holds exactly if the discrete states and operators are replaced by their CV versions. Then, we approximate the integrals appearing in CVs by finite sums that appear in the actual Eq. (C1). In CVs, the wave function of a free particle evolves according to the Schrödinger equation, with a Hamiltonian −p 2 . If the initial state (t = 0) of the CV system is |ϕ and the normalized wave function is
then, the wave function at time t ≥ 0 is given by
We note that |ϕ(x, 0)| 2 and |ϕ(x, t)| 2 correspond to normal distributions of variances σ 2 and σ 2 + t 2 /σ 2 , respectively. We can rewrite ϕ(x, t) as
where the phase factor satisfies
and α(t) solely depends on t, and can be computed exactly from Eq. (C2). Selecting σ 2 = δπ/N , for some given N > 0, and t so that 4σ 2 + 4t 2 /σ 2 = 2, we obtain x| e −iα(t) e ix 2 t e ip 2 t |ϕ = x|ψ 0 = ψ 0 (x) , with t = 1/(4t + 4σ 4 /t). Then, in CVs, we can exactly prepare the ground state of the CV QHO from the initial state |ϕ by applying the unitary sequence e −iα(t) e ix 2 t e ip 2 t . We will show that a similar result is obtained, up to some bounded approximation errors, when we work in the discrete Hilbert space of dimension N .
We rewrite
whereF is the operator that implements the Fourier transform, and we used the propertyF 2 e −ix
2 t |ψ 0 . We also define the functions
where we used ψ 0 (x) = e
and α = σ 2 − it + 1/(2 − i4t ) = [σ 2 + 1/(2 + 8t
2 )] − i[t − t /(1 + 4t
2 )] .
Next we approximate Eq. (C4) by a finite sum, assuming the discretization where x j = j 2π/N , j = −N/2, . . . , N/2 − 1, and bound the errors of the approximation. Later, we relate this approximation with Eq. (C1). We will show that one of the dominant sources of error in the approximation, for N 1, results from bounding j so that |j| ≤ N/2. To estimate this approximation error, we consider 
where we used that 1 − e −x ≥ x/2 for x ≤ 1, which in this case requires N ≥ δπ 2 . We also note
Combining this with Eq. (C7), we obtain Using similar tools as in previous proofs based on the Dirac comb of period T = √ 2πN , we obtain the error of the approximation of the integral as
This error was obtained using the Fourier transform of exp(−αx 2 ). The frequencies are ω k = k √ 2πN . With our choices for σ, t, and t , we can bound
where we first used |α| ≥ (α) ≥ σ 2 and then (α) ≤ 3σ 2 , which is valid under the assumption that N ≥ δπ 2 or σ 2 ≤ 1/π. Then, there is a constant λ (2) > 0 such that
The next goal is to show that the finite sum h(x j )e i(xj )
which we showed is a good approximation to Eq. (C3), also approximates the desired inner product between discrete states appearing in Eq. (C1). Equation (C10) can be realized as the inner product
with ξd |F 
i.e., the convolution of ϕ with the Dirac comb. Equivalently, we are defining
as used in Corollary 1, Appendix A. We note that 
This implies that there is a constant λ (4) > 0 such that
= O(N exp(−λ (4) N )) .
We then define |ξ d = j ξ(x j ) |j and, using the definition of |ψ 
within approximation error of order ε 1 +ε 2 +ε 3 +ε 4 , which can be obtained by using the subadditivity property of errors.
There are two additional approximations that remain to be bounded. One is
Using the results in Eq. (A8), we can show that |ψ where ω k = k √ 2πN , and ε 6 was obtained by computing the Fourier transform of a Gaussian with variance πδ/N . Then, there is a constant λ (6) > 0 such that ε 6 = O(δ exp(−λ (6) δ)). Setting a cutoff in the infinite sum so that |j| ≤ N/2, this introduces an additional approximation error
for some constant λ (7) > 0. The overall result is that we can approximate Eq. (C3), or Eq. (C4), by
, we can cutoff the sum in k at K = O( √ N ) with an approximation error that is negligible (i.e., exponentially small in √ N ). Since K ≤ cN , for some constant c > 0, we then use Eqs. (D1) and (D2) to show 
where we assumed that other contributions to the error that are exponentially small in N or √ N are negligible in the asymptotic limit. We use the bound on the binomial coefficient
If s ≤ / 2(n + 1), Stirling's approximation implies
