Abstract. We prove extensions of the estimates of Aleksandrov and Bakel ′ man for linear elliptic operators in Euclidean space R n to inhomogeneous terms in L q spaces for q < n. Our estimates depend on restrictions on the ellipticity of the operators determined by certain subcones of the positive cone. We also consider some applications to local pointwise and L 2 estimates.
Introduction
In this paper, we consider linear second order partial differential operators L of the form
in bounded domains Ω in Euclidean n−space R n . The operator L is elliptic in Ω if the coefficient matrix A = [a ij ] : Ω → S n is positive in Ω. Here S n denotes the linear space of n×n real symmetric matrices and D 2 u = [D ij u] ∈ S n is the Hessian matrix of second derivatives of an appropriately smooth function u : Ω → R. The maximum principle of Aleksandrov and Bakel ′ man [1, 2, 6] provides for any solution u ∈ C 2 (Ω) ∩ C 0 (Ω) of the inequalities,
where C is a constant depending on n and Ω and the function ρ n is given by ρ n (A) = (det A) 1 /n . (1.4) † AND NEIL S. TRUDINGER ‡ In the special case, where L is the Laplacian, that is A = I , the exponent n in (1.3) can be improved so that (1.5) for any q > n/2, where C is a constant depending on n, q and Ω. Our concern in this paper is with estimates which lie between these two extreme cases. As well we shall treat more precise forms of these estimates, along with applications to local estimates.
To illustrate the nature of our results we first formulate here an extension of the estimates (1.3) (1.5). The coefficient conditions will be expressed in terms of subcones of the positive cone in S n , Γ n = {A ∈ S n | A > 0}, determined by the elementary symmetric functions S k , k = 1, · · · n, given by
for λ = (λ 1 , · · · , λ n ) ∈ R n , where the summation is taken over all increasing k-tuples {i 1 , · · · , i k } ⊂ {1, · · · , n}. Let us first note that for a convex symmetric cone Γ in R n , the dual cone Γ * given by
is closed, convex and symmetric. We associate with the elementary symmetric function S k the open cone
and its closure
which are both convex and symmetric. Clearly, Γ k ⊂ Γ l for k ≥ l and Γ 1 is the halfspace, Γ 1 = {λ ∈ R n | λ i > 0}, while Γ n is the positive cone, Γ n {λ ∈ R n | λ i > 0, i = 1, · · · , n}. Note that Γ k can also be characterized as the component of the positivity set of Γ k which contains Γ n , as in [8] . Consequently the dual cones Γ * k ⊂ Γ * l for k ≤ l with Γ * 1 the closed ray through (1, ... , 1) and Γ * n = Γ n . Corresponding dual functions are determined as follows. First, we normalize S k by defining, for λ ∈ Γ k ,
We remark that the function ρ k is increasing and concave on the cone Γ k , [8] , and
Clearly we have ρ * 1 (λ) = ℓ where λ = ℓ(1, · · · , 1) and ρ * n (λ) = ρ n (λ) = ( λ i ) 1/n . As a further example, we may calculate
We shall employ the same notation as above for matrices A ∈ S n , writing A ∈
We can now state the following extension of the estimates (1.3), (1.5).
for q = k if k > n/2 and q > n/2 if k ≤ n/2, where C is a constant depending on n, q and Ω.
It follows, by approximation as in [11] , that Theorem 1.1 extends to functions u ∈ W 2,q ℓ oc (Ω) ∩ C 0 (Ω). Accordingly we have the uniqueness result that if A ∈ Γ * k , ρ * k (A) > 0, Lu = 0 a.e. (Ω), u = 0 on ∂Ω, then u = 0 in Ω. Using the example of Gilbarg and Serrin, (see [11] ),
with solution u given by
, we infer that the exponent q in Theorem 1.1 cannot be improved (i.e. q can not be smaller than k). To see this, we note, for example from [22] , (see also [20] 
for any i = 1, · · · , n. For the coefficient matrix A in (1.14), we then have
< k < n, q < k, we choose α = 2 − n/k to get a counterexample. The case k = n, follows by a slight modification, taking 2 − n/q < α < 1 for q < n. For the case k ≤ n/2, if q < n/2, we get a counterexample with α < 0 while for q = n/2, we may modify (1.15) by taking α = 0 and for ε > 0,
(1.17)
In this case Lu ǫ L q (Ω) is uniformly bounded in ε but inf u ε → −∞ as ε → 0. In this connection we mention the recent work of Astala, Iwaniec and Martin, [4] , for n = 2, where an estimate of the form
is derived for solutions of (1.2) provided q > 2K K+1
, where K = sup Ω λ max (A)/λ min (A) denotes the ellipticity constant of A. The operator (1.14) may also be used to show that their estimate (1.18) is sharp, [4] .
In the next section we will in fact prove a stronger version of Theorem 1.1, where the L q norm is taken over the upper k−contact set of u in Ω. In the following section, we will consider sharp versions of the estimate (1.13) in the cases k > n/2, using the Greens function from [21] . Finally in Section 4, we prove a corresponding local maximum principle and indicate the relevant extensions of other local estimates such as the Harnack and Holder estimates, [11, 12] . As an application of the local maximum principle, we obtain an extension of (1.13) for uniformly elliptic operators, with the constant C depending only on n, k and |Ω|, analogous to [7] .
Some of this paper, in particular Theorem 1.1, was proved by the second author several years ago and presented at various meetings. The two authors have also obtained discrete versions of the case k = n, ( [13, 14, 15] ). It would also be interesting to have corresponding discrete versions of the estimates in this paper.
Reduction to Hessian Equations
where for an n × n real matrix, A , [A] k denotes the sum of its k × k principal minors. The operator F k is related to the linear operator in (1.1) through the following proposition.
Proposition 2.1. For any matrices
Proof. If we fix the matrix B = [b ij ] and minimize the inner product A · B on the set where A·B ≥ 0, S k (A) = 1, we obtain at a critical point A,
for some constant c. Hence with respect to an orthonormal basis of eigenvectors of A, the matrix B is also diagonal with eigenvalues µ = (µ 1 , · · · , µ n ) given by
where λ = λ(A), [8] . The inequality (2.2) then follows from the definition (1.11).
(Ω) satisfy the differential inequality (1.2). From Proposition 2.1, we then have
k . Consequently, replacing u by −u we have the differential inequality,
holding on the subset of Ω where D 2 u ∈ Γ k , that is where the function u is k-convex. The estimate (1.13) is accordingly reduced to the existence and estimation of solutions of Hessian equations, with inhomogeneous terms in L p spaces. Indeed if u ∈ C 2 (Ω) is a k−convex function on Ω, satisfying (2.4), with u = 0 on ∂Ω, then it follows readily from the Wang Sobolev inequality, [9, 24] , using Moser iteration, that
(2.5)
and C depends on k, n, p, and diamΩ.
From the estimate (2.5), we can prove Theorem 1.1, as stated, through an existence theorem for Hessian equations. Let Ω o be a uniformly (k−1)-convex domain, containing Ω, with boundary ∂Ω o ∈ C ∞ and set
where Ω k = Ω − k is the lower k−contact set of u in Ω given by
(2.7)
Clearly for any
By replacing Ω if necessary by a strictly contained subdomain we may assume u ∈ C 2 ( Ω), and
to be the unique k-convex solution of the Dirichlet problem,
The existence of u o is guaranteed by the existence theorem of Caffarelli, Nirenberg and Spruck [8] ; ( see also [18] ). We claim that a comparison principle holds namely u ≥ u 0 in Ω. To see this we suppose there exists y ∈ Ω such that
Since u 0 is k−convex, we must have
, which contradicts (2.8). By letting ψ 0 approach to ψ ′ , we then obtain the estimate (2.5), with ψ = ψ ′ , Ω = Ω 0 . Hence letting Ω + k (u) = Ω − k (−u) denote the upper k-contact set of u in Ω, we obtain the estimate
which is a more precise version of (1.13). In the next section, we shall provide a proof of (2.5) in the cases k > n/2, using [21] , which leads to sharper versions of (2.9).
Refinements
In this section we refine the estimate (2.9) by using an argument analogous to that of Aleksandrov and Bakel ′ man for the case k = n; see [11] . The fundamental idea is to replace cones by the graphs of the Green's functions in the cases k > n/2. 
The main result of [21, 22] is that for any u ∈ Φ k (Ω), there exists a Borel measure
and
weakly as measures .
The case k > n/2 is proved in [21] . Here Φ k (Ω) ⊂ C 0,2−n/k (Ω) and a.e. convergence is equivalent to uniform convergence. From the weak continuity (ii) of (3.1), it follows † AND NEIL S. TRUDINGER ‡ that there exists a unique Green's function for F k . That is for any point y ∈ Ω, there exists a function G y ∈ Φ k (Ω) such that
Here δ y denotes the Dirac delta measure at y and we also need to assume that ∂Ω ∈ C 2 is uniformly (k − 1) − convex, that is the principal curvatures (
The uniqueness is more difficult in the cases k ≤ n/2, [23] .
Moreover, from the interior gradient bound [19] , we always have G y ∈ C 0,1 (Ω − {y}). It is easy to show, for example by smoothing the cusp, that the Green's function G y for a ball B R (y) of center y and radius R is given by
In the case k = n and convex Ω, the Green's function G y is the function whose graph is a cone with vertex at (y, G y (y)) and base ∂Ω. For general Ω and k > n/2, G y will have a cusp-like behavior at y, as exemplified by (3.3) . It is also shown in [21] , that the monotonicity property of the Monge-Ampère measure in the case k = n, extends to Hessian measures for k ≤ n.
in Ω, then u ≤ v in Ω. As a consequence we obtain an estimate for the Greens' function, in the cases k > n/2, by comparison with (3.3). That is
Now returning to the proof of Theorem 1.1 in Section 2, we let
where ∂Ω is (k − 1)−convex and k > n/2. Then for any point y ∈ Ω, we have
Hence, by the monotonicity property of µ k and its k−homogeneity, we obtain
≤ Ω ψ so that we have the precise estimate
by virtue of (3.4). Accordingly we obtain (2.9) with constant C given by
Instead of using the Green's function G y , we may use the function
which can be obtained independently as the weak solution of the homogeneous Dirichlet problem,
in Ω − {y}, (3.10) w y = 0 on ∂Ω , w y (y) = 1 , for example by using the Perron process. It then follows directly from (3.10) that
(Ω − {y}) and moreover in the estimate (3.7), † AND NEIL S.
The quantity µ k [w y ] is an extension to n/2 < k ≤ n of the volume of the polar of Ω, with respect to y, in the case k = n. The best constant C in (2.9) is thus given by
Note that the cruder estimate (3.8) may be proved directly from (3.3) using the comparison principle.
Local estimates
In this section, we consider the full linear operator,
where ρ 0 and a 0 are positive constants and b i , c ∈ L ∞ (Ω). Note that by (1.11), condition (4.2) implies L is uniformly elliptic, as on Γ * k ,
where λ 1 , λ 2 , · · · , λ n denote the eigenvalues of A in decreasing order. Local pointwise estimates for L then follow from Theorem 1.1 as with the uniformly elliptic case k = n. We first consider an extension of the local maximum principle of Trudinger [11, 16] .
for some ball B = B R (y) ⊂ R n , f ∈ L q (Ω) where q = k for k > n/2 , q > n/2 if k ≤ n/2. Then for any concentric ball B σ = B σR (y), 0 < σ < 1, and p > 0, we have the estimate
where C is a constant depending on σ, p, n and a 0 /ρ 0 , sup |b|R/ρ 0 , sup |c|R 2 /ρ 0
Proof. For the proof of Theorem 4.1, we cannot directly employ the proof in [11, 16] but instead we may use that given in [17] , which we indicate briefly here. First, in view of the scaling x → x/R, f → f /R 2 , we may take R = 1, y = 0. Let
where C depends on n, λ 1 /λ n and β. Now following [17] , we apply Theorem 1.1, to obtain
from which we deduce (4.5), by taking β = 4q/p.
We remark that we may only assume b ∈ L 2q (Ω), c ∈ L q (Ω) in Theorem 4.1. Also, as remarked in [17] for the case k = n, we obtain by choosing R sufficiently large in Theorem 4.1, the following variant of the Aleksandrov-Bakel ′ man principle for uniformly elliptic operators. 
where q = k if k > n/2, q > n/2 if k ≤ n/2 and C is a constant depending on n, q, a 0 /ρ 0 .
The special case k = n of (4.9) was found differently by Cabré in [7] . For solutions, the Hölder and Harnack estimates of Krylov and Safonov, (see [11, 12, 16, 17] , extend automatically to inhomogeneous terms in lower L p spaces. This is readily seen, for example by following the proof in [11, 16] .
Then for any concentric ball B σ = B σR (y), 0 < σ < 1, we have the estimate where C depends on the same quantities as in (4.10) together with σ and τ .
We remark that as in Theorem 4.1 we need only assume b/ρ 0 ∈ L 2q (B), c/ρ 0 ∈ L q (B). Other local estimates which depend on the Aleksandrov-Bakel ′ man maximum principle also extend in a corresponding way.
Finally we remark on an interesting relationship between the case k = 2 and second derivative estimates. Indeed we first note another characterization of Γ * 2 , namely Γ * 2 = λ ∈ R n (n − 1) trA A − I 2 < 1 (4.12) Consequently, we have by perturbation from the case L = ∆, (see [11] ), that if u ∈ C 2 (Ω), Lu = f in Ω and (4.2) holds for k = 2 then for any Ω ′ ⊂⊂ Ω,
where C depends on n, Ω, Ω ′ , a 0 /ρ 0 , b 0 /ρ 0 and c 0 /ρ 0 . Now if we take n = 3 and apply Corollary 4.2, we obtain the full estimate
if L is of the form (1.1) and u ∈ C 2 (Ω) ∩ C 0 (Ω) vanishes on ∂Ω. If ∂Ω ∈ C 1,1 , then we may replace Ω ′ by Ω. Note that the estimates of this section also extend by approximation to functions u in Sobolev spaces W 2,q loc (Ω).
