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This review is devoted to the detailed consideration of the universal statistical properties of one-
dimensional directed polymers in a random potential. In terms of the replica Bethe ansatz technique
we derive several exact results for different types of the free energy probability distribution functions.
In the second part of the review we discuss the problems which are still waiting for their solutions.
Several mathematical appendices in the ending part of the review contain various technical details
of the performed calculations.
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1I. INTRODUCTION
It is well known that macroscopic characteristics of any random system defined in terms of macroscopic number of
independent random parameters (according to the central limit theorem) are described by the Gaussian distribution
function. In a sense, such type of the universal behavior is trivial, and not so much interesting. On the other hand,
any non-trivial system usually requires individual consideration, and although there are lot of universal macroscopic
properties among microscopically different systems (e.g. scaling and critical phenomena at the phase transitions)
until very recently no one would expect to have a universal function (different from the Gaussian one) which would
describe macroscopic statistical properties of a whole class of non-trivial random systems.
One of the main achievement of the last three decades in the scope of the disordered systems is the discovery of
the entire class of random systems whose macroscopic properties are described by the same universal probability
distribution function which is called the Tracy-Widom (TW) distribution [1]. Traditionally it is called the KPZ
universality class by the name of the celebrated Kardar-Parisi-Zang equation [2] which describes the time evolution
of an interface (separating two homogeneous bulk phases) in the disordered inhomogeneous media.
Originally the solution of Tracy and Widom [1] were devoted to rather specific mathematical problem, namely the
distribution function of the largest eigenvalue of N ×N Hermitian matrices (Gaussian Unitary Ensemble (GUE)) in
the limit N → ∞. Nowadays we have got rather comprehensive list of various systems (both purely mathematical
and physical) whose macroscopic statistical properties are described by the same universal TW distribution function.
Among these systems are: the longest increasing subsequences (LIS) model [3]; zero-temperature lattice directed
polymers with geometric disorder [4]; the polynuclear growth (PNG) system [5]; the oriented digital boiling model
[6]; the ballistic decomposition model [7, 8]; the longest common subsequences (LCS) [9]; the fixed-trace ensembles of
random matrices [10] the asymmetric simple exclusion process (ASEP)[11–13]; etc. Besides, there are lot of physical
and biological systems in which the KPZ universality class scaling behavior has been convincingly demonstrated
experimentally: bacterial colony growth [14]; paper combustion [15]; liquid-crystal electroconvection [16]; eucariotic
cell colony growth [17]; particle decomposition in coffee rings [18]; chemical reaction front [19] (see also [20] for a
review on experiments).
In this review we are going to concentrate on the model of directed polymers defined in terms of an elastic string
φ(τ) directed along the τ -axes within an interval [0, t] which passes through a random medium described by a random
potential V (φ, τ). The energy of a given polymer’s trajectory φ(τ) is
H [φ(τ);V ] =
∫ t
0
dτ
{1
2
[
∂τφ(τ)
]2
+ V [φ(τ), τ ]
}
; (1.1)
Here the disorder potential V [φ, τ ] is supposed to be Gaussian distributed with a zero mean V (φ, τ) = 0 and the
δ-correlations
V (φ, τ)V (φ′, τ ′) = uδ(τ − τ ′)δ(φ− φ′) (1.2)
where (...) denotes the disorder average and the parameter u describes the strength of the random potential. Diverse
physical systems such as domain walls in magnetic films [21], vortices in superconductors [22], wetting fronts on planar
systems [23], or Burgers turbulence [24, 25] can be mapped to this model, which exhibits numerous non-trivial features
deriving from the interplay between elasticity and disorder.
The system defined by the above Hamiltonian (1.1) has been the subject of intense investigations during the past
almost three decades (see e.g. [26–36]). Historically, the problem of central interest was the scaling behavior of the
polymer mean squared displacement which in the thermodynamic limit (t → ∞) reveals a universal scaling form
〈φ2〉(t) ∝ t2ζ (where 〈. . . 〉 denotes the thermal average), with ζ = 2/3, the so-called wandering exponent.
More general and more interesting problem is the statistical properties of the free energy of this system. For a
given realization of the random potential the partition function of the considered system is defined in terms of the
functional integral:
Z(x, t) =
∫ φ(t)=x
φ(0)=0
D[φ(τ)] exp
{
−βH [φ(τ);V ]
}
= exp
{−βF (x, t)} (1.3)
where β = 1/T is the inverse temperature and the integration goes over all trajectories with fixed boundary conditions
φ(0) = 0 and φ(t) = x, and F (x, t) is the (random) free energy. According to the above definition one can easily show
that the partition function Z(x, t) satisfies the differential equation
∂τZ(x, t) =
1
2β
∂2xZ(x, t) − βV (x, t)Z(x, t) (1.4)
2substituting here Z(x, t) = exp{−βF (x, t)} one obtains
− ∂τF (x, t) = 1
2
(
∂xF (x, t)
)2
− 1
2β
∂2xF (x, t) − βV (x, t) (1.5)
which is the KPZ equation [2] where the free energy F (x, t) of the original directed polymer problem, eqs.(1.1)-(1.3),
plays now the role of the interface front evolving in time in the presence quenched random potential V (x, t).
First of all it is evident that in the absence of the random potential the partition function Z(x, t) describes simple
thermal diffusion. Indeed, according to eq.(1.3) the probability that at time τ = t the trajectory arrives to the point
φ(t) = x is given by
Z0(x, t) =
∫ φ(t)=x
φ(0)=0
D[φ(τ)] exp
{
−1
2
β
∫ t
0
dτ
[
∂τφ(τ)
]2}
(1.6)
Simple Gaussian integration (with the proper choice of the integration measure of the functional integral) yields
Z0(x, t) =
√
β
2πt
exp
{
−βx
2
2t
}
(1.7)
In other words the typical deviation 〈φ(t)〉 of the trajectory due to the thermal fluctuations growth as t1/2 which is
much smaller than the typical value of the trajectory deviations due to the action of the random potentials which
scales as φ(t) ∼ t2/3 On the other hand, in the presence of the random potential the two terms of the Hamiltonian
(1.1) must balance each other. For a given value of the typical deviation φ ∼ t2/3 the contribution of the elastic
term can be estimated as φ2/t ∼ t1/3. Thus, in the presence of disorder the free energy fluctuations of this system
must scale as t1/3. In other words, in the limit t → ∞, besides the usual extensive (linear in t) self-averaging part
and the elastic term, the total free energy F of the considered systems must contain disorder dependent fluctuating
contribution ∼ t1/3:
F = f0t +
x2
2 t
+ c t1/3 f (1.8)
where f0 is the (non-random) linear free energy density, x
2/2t is the trivial elastic contribution, c is a non-universal
parameter, which depends on the temperature and the strength of disorder, and finally f ∼ 1 is the random quantity
which in the thermodynamic limit t→∞ is expected to be described by a non-trivial universal distribution function
P (f).
The breakthrough in the studies of the problem defined above took place in 2010 when the exact solution for the
free energy probability distribution function (PDF) P (f) for the model with fixed boundary condition has been found
[37–43]. It was shown that this PDF is given by the Tracy-Widom (TW) distribution of the largest eigenvalue of
the Gaussian Unitary Ensemble (GUE) [1] (see Appendix A). Since that time important progress in understanding
of the statistical properties of the KPZ-class systems has been achieved (for the review see [44, 45]). In particular,
by this time it is shown that the free energy PDF of the directed polymer model (1.1) with free boundary conditions
is given by the Gaussian Orthogonal Ensemble (GOE) TW distribution [46, 47], while in the presence of a ”wall”
(φ(τ) ≥ 0, 0 ≤ τ ≤ t) such PDF is given by the Gaussian Simplectic Ensemble (GSE) TW distribution [48]. The
two-point as well as N -point free energy distribution function which describes joint statistics of the free energies of
the directed polymers coming to different endpoints has been derived in [49–53]. Besides the free energy, the explicit
expression for the PDF for the end-point φ(t) fluctuations has been also obtained [54–58]. In all the above studies,
however, the problems were considered in the so called ”one-time” situation. The problem of the joint statistical
properties of the free energies at two different times has been studied in [59–65]. Unfortunately at present stage most
of the theoretical results for the two-time quantities remain analytically intractable and moreover the most recent
studies indicate that the replica treatment of this problem contains controversial technical issues (see [66]). For that
reason we will not touch the two-time problem in the present review.
The consideration will be done in terms of the so called replica Bethe ansatz technique which is the combination
of the replica method (used for systems with quenched disorder) and the Bethe ansatz wave function solution for
one-dimensional quantum boson system (which can be shown to be equivalent to the replicated representation of the
original directed polymer problem). It should be stressed that although in some cases this technique includes rather
”heavy mathematical machinery”, everything represented in this review is physics and not mathematics. Namely,
although most of the results obtained in terms of this technique are exact, their derivation is not rigorous. First of
all, the replica technique itself (which includes unjustified analytic continuations as well as summations of formally
3divergent series) is mathematically ill grounded. Besides, in some cases other unproved assumptions (such as multiple
Gamma functions poles cancellations, etc.) are used. On the other hand, until now in all the cases where it was
possible to give mathematically rigorous derivation the results of the replica Bethe ansatz technique are confirmed.
Thus, by ”analytic continuation” it is supposed that all the other (not confirmed yet) results obtained in terms of
this technique are also correct. We see very well that the method works. The problem is that no one understands,
why it works.
The review is structured in the following way:
In Chapter II the replica technique is formulated and a brief discussion of its mathematically ill grounded tricks
is given. In Chapter III the original replicated directed polymer problem is redefined in terms of one-dimensional
quantum bosons with paired attractive interactions and the Bethe ansatz wave function of this system is introduced.
Chapter IV is devoted to the formal derivation of the GUE Tracy-Widom probability distribution for the directed
polymer problem with fixed boundary conditions. In Chapter V similar derivation of the GOE distribution is given
for the same system with free boundary conditions. In Chapter VI we derive the joint two-point and the N -point
probability distribution functions. In Chapter VII the explicit expression for the PDF of the end-point φ(t) fluctuations
is derived.
In the second part of the review we discuss some of the unsolved problems:
In Chapter VIII we consider the problem of the zero temperature limit for the directed polymers in random potentials
with finite correlation length. In Chapter IX in terms of a particular ”toy” model we consider the application of the
directed polymer studies for the problem of random force Burgers turbulence. Chapter X is devoted to the problem
of the joint statistical properties of two free energies computed at two different temperatures in the same sample (for
the same realization of the random potential). Future perspectives are discussed in Conclusions.
Finally, several technical appendices contain all necessary mathematical machinery which hopefully makes the whole
review self-contained.
II. REPLICA METHOD
For the calculation of thermodynamic quantities averaged over quenched disorder parameters (e.g. average free
energy) the replica method assumes, first, calculation of the averages of an integer N -th power of the partition function
Z(N), and second, analytic continuation of this function in the replica parameter N from integer to arbitrary non-
integer values (and in particular, taking the limit N → 0)[67, 68] (see also [69, 70]). Usually one is facing difficulties
at both stages of this program. First of all, in realistic disordered systems the calculations of the replica partition
function Z(N) can be done only using some kind of approximations, and in this case the status of further analytic
continuation in the replica parameter N becomes rather indefinite since the terms neglected at integer N could become
essential at non-integer N (in particular the limit N → 0) [71, 72].
The typical example of such type of trouble is provided by the old Kardar’s solution of (1 + 1) directed polymers
in random potential where due to the approximation used at the first stage of calculations (when the parameter N
is still integer) the resulting free energy distribution function appears to be not positively defined [73, 74] (see also
[75, 76])
On the other hand, even in rare cases when the derivation of the replica partition function Z(N) can be done exactly,
further analytic continuation to non-integer N appears to be ambiguous. The classical example of this situation is
provided by the Derrida’s Random Energy Model (REM) in which the momenta Z(N) growths as exp(N2) at large
N , and in this case there are many different distributions yielding the same values of Z(N), but providing different
values for the average free energy of the system [77]. Performing ”direct” analytic continuation to non-integer N (just
assuming that the parameter N in the obtained expression for Z(N) can take arbitrary real values), one finds the so
called replica symmetric (RS) solution which turns out to be correct at high temperatures, but which is apparently
wrong (it provides negative entropy) in the low temperature (spin-glass) phase. In the case of REM the situation is
sufficiently simple because here one can check what is right and what is wrong comparing with the available exact
solution (which can be derived without replicas). Unfortunately in other systems the status of the results obtained
by the replica method is less clear.
It should be noted that during last two decades remarkable progress has been achieved in mathematically rigorous
derivations of various results previously obtained in terms of the replica method. First of all, a number of rigorous
results have been obtained [78–82] which prove the validity of the cavity method [69, 83] for the entire class of
the random satisfiability problems [84–86], revealing the physical phenomena similar to what happens in REM and
which are described by the one-step RSB solution. Rigorous proof has been found [87] for the result of the replica
solution of the random bipartite matching problem in the thermodynamic limit [88]. The results obtained in terms
4of the continuous RSB scheme developed for mean-field spin glasses [69] has been also confirmed by independent
mathematically rigorous calculations (see [89] and references therein). Notable progress in the studies of the subtleties
of the replica method has been achieved in the context of the random matrix theory, where the remarkable exact
relation between replica partition functions and Painleve´ transcendents has been proved [90–93]. Recently rigorous
replica method has been developed for q-TASEP and ASEP models [94], as well as for the Povolotsky particle system
and for the general class of stochastic higher spin vertex models [95, 96].
All these studies convincingly demonstrate that the replica method is robust and reliable, although of course, in
many cases it does not explain why the replica trick, the way it is used in the actual calculations by physicists, does
provide correct results.
In this Chapter we will consider the application of the replica technique for the directed polymer model (1.1)-(1.2).
For simplicity let us consider the situation with the zero boundary conditions: φ(0) = φ(t) = 0. In this case the
partition function of a given sample is (c.f. eq.(1.3))
Z(t) =
∫ φ(t)=0
φ(0)=0
D[φ(τ)] exp
{
−βH [φ, V ]
}
(2.1)
on the other hand, the partition function Z(t) is related to the total free energy F (t) via
Z(t) = exp{−β F (t)} (2.2)
The free energy F (t) is defined for a specific realization of the random potential V and thus represent a random
variable. The free energy probability distribution function Pt(F ) can be studied in terms of the integer moments of
the above partition function. Taking the N -th power of both sides of eq.(2.2) and performing the averaging over the
random potential V we obtain
ZN (t) ≡ Z(N ; t) = exp{−βNF} (2.3)
where the quantity Z(N ; t) is called the replica partition function. As the averaging in the rhs of the above equation
can be represented in terms of the distribution function Pt(F ) we arrive to the following general relation between the
replica partition function Z(N ; t) and the free energy distribution function Pt(F ):
Z(N ; t) =
∫ +∞
−∞
dF Pt(F ) exp
{−βNF} (2.4)
The above equation is the bilateral Laplace transform of the function Pt(F ), and at least formally it allows to restore
this function via inverse Laplace transform of the replica partition function Z(N ; t). In order to do so one has to
compute Z(N ; t) for an arbitrary integer N and then perform analytical continuation of this function from integer
to arbitrary complex values of N . This is the standard strategy of the replica method in disordered systems where it
is well known that very often the procedure of such analytic continuation turns out to be rather controversial point
[71, 76]. Even in rare cases where the replica partition function Z(N ; t) can be derived exactly, its further analytic
continuation to non-integer N appears to be ambiguous. Compared with the Derrida’s Random Energy Model in
which the momenta Z(N ; t) growths as fast as exp(N2) at large N , in the present system the situation is even worse
because, as we will see later, the replica partition function growth here as exp(N3) at large N , and in this situation
its analytic continuation from integer to non integer N is ambiguous.
There are two (physical) approaches which allows to cope with this problem. Both of them are mathematically ill
grounded, but it is interesting to note that although they look as completely independent ways of calculations, both
approaches provide the same finial result (see Chapter IV).
In the first approach one performs the ”analytic continuation” from integer to arbitrary complex values of N in
the explicit expression for the replica partition function Z(N ; t) just by claiming that from now on N is a complex
parameter. As the free energy of the system under consideration besides the fluctuating part ∼ t1/3f contains also
non-random (self-averaging) contribution f0t, eq.(1.8), to extract the probability distribution function Pt(f) of the
fluctuating part let us redefine
Z(t) = Z˜(t) exp
{−β f0 t} (2.5)
so that
Z˜(t) = exp{−λ(t) f} (2.6)
5where
λ(t) = β c t1/3 ∝ t1/3 (2.7)
Correspondingly, for the replica partition function we have
Z(N ; t) = Z˜(N ; t) exp
{−βN f0 t} (2.8)
where
Z˜(N ; t) = Z˜N (t) (2.9)
Substituting eqs.(2.8) and (1.8) into eq.(2.4) we get
Z˜(N ; t) =
∫ +∞
−∞
df Pt(f) exp
{−λ(t)N f} (2.10)
Formally the above relation allows to restore the probability distribution function Pt(f) via the inverse Laplace
transform. Redefining N = s/λ(t), where s is a new complex parameter, we get
Pt(f) =
∫ +i∞
−i∞
ds
2πi
Z˜
( s
λ(t)
; t
)
exp{s f} (2.11)
In the present study we are mostly interested in the asymptotic (universal) shape of the probability distribution
function Pt(f) in the limit t→∞. Introducing
P∗(f) ≡ lim
t→∞
Pt(f) (2.12)
and
Z˜∗(s) ≡ lim
t→∞
Z˜
( s
λ(t)
; t
)
, (2.13)
provided the above limits exist, according to eq.(2.11) we get
P∗(f) =
∫ +i∞
−i∞
ds
2πi
Z˜(s) exp{s f} (2.14)
In Chapter IV it will be shown that following the above procedure one eventually obtains the Tracy-Widom distribution
result for the function P∗(f).
In an alternative approach, to bypass the problem of the analytic continuation in the replica parameter N to
non-integer values, instead of the free energy distribution function P∗(f) one introduces its integral representation
W (f) =
∫ ∞
f
df ′ P∗(f
′) (2.15)
which gives the probability to find the fluctuation bigger that a given value f . According to the above definition
P∗(f) = − ∂
∂f
W (f) (2.16)
In terms of the above replica partition function the function W (f) can be defined as follows:
W (f) = lim
t→∞
∞∑
N=0
(−1)N
N !
exp
{
λ(t)Nf
}
Z˜N (2.17)
Indeed, substituting here eqs.(2.9) and (2.10), we have
W (f) = lim
t→∞
∞∑
N=0
(−1)N
N !
∫ +∞
−∞
df ′ Pt(f
′) exp
{
λ(t)N(f − f ′)
}
= lim
t→∞
∫ +∞
−∞
df ′ Pt(f
′) exp
{
− exp[λ(t)(f − f ′)]}
=
∫ +∞
−∞
df ′ P∗(f
′) θ
(
f ′ − f) (2.18)
6which coincides with the definition, eq.(2.15). Thus, according to eq.(2.17) the probability function W (f) can be
computed in terms of the replica partition function Z˜(N ; t) by summing over all replica integers
W (f) = lim
t→∞
∞∑
N=0
(−1)N
N !
exp
{
λ(t)N f
}
Z˜(N ; t) (2.19)
It should be noted however, that in accordance with the troubles conservation law the calculations of the probability
distribution function in terms of the above series contain a delicate point which makes them mathematically ill-posed.
On one hand, if we first perform the summation of the series as it is done in eq.(2.18) (which is perfectly convergent)
and only after that perform the disorder averaging and take the limit t → ∞, everything looks mathematically well
grounded (of course, provided the limit limt→∞ Pt(f) exist). On the other hand, if we perform the disorder averaging
first (which is done in the present approach) and only after that perform the summation of the series, taking into
account that Z˜(N ≫ 1; t) ∼ exp{N3t} we are facing formally divergent (sign alternating) series which require proper
regularization. For the moment the proof that such regularization in the limit t → ∞ can be done in unambiguous
way does not exist. Nevertheless, it is interesting to note that all apparent examples of the regularizations of such
series which demonstrate ambiguity of the result of its summation at finite value of t, in the limit t → ∞ fall into
the same unique result. This result for the function W (f), derived in Chapter IV, reveal the universal GUE Tracy-
Widom probability distribution function and it coincides with the one obtained via the inverse Laplace transform of
analytically continued replica partition function, eqs(2.5)-(2.14).
III. MAPPING TO QUANTUM BOSONS
Explicitly, for the zero boundary conditions (φ(0) = φ(t) = 0) the replica partition function, Eq.(2.3), of the system
described by the Hamiltonian, Eq.(1.1), is
Z(N ; t) =
N∏
a=1
[∫ φa(t)=0
φa(0)=0
Dφa(τ)
]
exp
{
−β
∫ t
0
dτ
N∑
a=1
[1
2
[
∂τφa(τ)
]2
+ V [φa(τ), τ ]
]}
(3.1)
Since the random potential V [φ, τ ] has the Gaussian distribution the disorder averaging (...) in the above equation is
very simple:
exp
{
−β
∫ t
0
dτ
N∑
a=1
V [φa(τ), τ ]
}
= exp
[
1
2
β2
∫ ∫ t
0
dτdτ ′
N∑
a,b=1
V [φa(τ), τ ]V [φb(τ ′), τ ′]
]
(3.2)
Using Eq.(1.2) we find:
Z(N ; t) =
N∏
a=1
[∫ φa(t)=0
φa(0)=0
Dφa(τ)
]
exp
{
−1
2
β
∫ t
0
dτ
[ N∑
a=1
[
∂τφa(τ)
]2 − βu N∑
a,b=1
δ
(
φa(τ) − φb(τ)
)]}
(3.3)
It should be noted that the second term in the exponential of the above equation contain formally divergent contribu-
tions proportional to δ(0) (due to the terms with a = b). In fact, this is just an indication that the continuous model,
Eqs.(1.1)-(1.2) is ill defined as short distances and requires proper lattice regularization. Of course, the corresponding
lattice model would contain no divergences, and the terms with a = b in the exponential of the corresponding replica
partition function would produce irrelevant constant 12 tβ
2uNδ(0) (where the lattice version of δ(0) has a finite value).
Since the lattice regularization has no impact on the continuous long distance properties of the considered system this
term will be just omitted in our further study.
Introducing the N -component scalar field replica Hamiltonian
HN
[
φ
]
=
1
2
∫ t
0
dτ
(
N∑
a=1
[
∂τφa(τ)
]2 − βu N∑
a 6=b
δ
(
φa(τ) − φb(τ)
))
(3.4)
7for the replica partition function, Eq.(3.3), we obtain the standard expression
Z(N ; t) =
N∏
a=1
[∫ φa(t)=0
φa(0)=0
Dφa(τ)
]
exp
{
−βHN
[
φ
]}
(3.5)
where φ ≡ {φ1, . . . , φN}. According to the above definition this partition function describe the statistics of N
trajectories φa(τ) with attractive δ-interactions all starting and ending at zero: φa(0) = φa(t) = 0
In order to map the problem to one-dimensional quantum bosons, let us introduce more general object
Ψ(x; t) =
N∏
a=1
[∫ φa(t)=xa
φa(0)=0
Dφa(τ)
]
exp
{
−βHN
[
φ
]}
(3.6)
which describes N trajectories φa(τ) all starting at zero (φa(0) = 0), but ending at τ = t in arbitrary given points
{x1, ..., xN}. One can easily show that instead of using the path integral, Ψ(x; t) can be obtained as the solution of
the linear differential equation
∂tΨ(x; t) =
1
2β
N∑
a=1
∂2xaΨ(x; t) +
1
2
β2u
N∑
a 6=b
δ(xa − xb)Ψ(x; t) (3.7)
with the initial condition
Ψ(x; 0) = ΠNa=1δ(xa) (3.8)
One can easily see that Eq.(3.7) is the imaginary-time Schro¨dinger equation
− ∂tΨ(x; t) = HˆΨ(x; t) (3.9)
with the Hamiltonian
Hˆ = − 1
2β
N∑
a=1
∂2xa −
1
2
β2u
N∑
a 6=b
δ(xa − xb) (3.10)
which describes N bose-particles of mass β interacting via the attractive two-body potential −β2uδ(x). The original
replica partition function, Eq.(3.5), then is obtained via a particular choice of the final-point coordinates,
Z(N ; t) = Ψ(0; t). (3.11)
with the initial condition Ψ(x; 0) = ΠNa=1δ(xa). According to the standard procedure, the wave function Ψ(x; t) of
the quantum problem, eq.(3.7)-(3.8), can be represented in terms of the linear combination of the solutions of the the
corresponding eigenvalue equation
2β EΨ(x) =
N∑
a=1
∂2xaΨ(x; t) + κ
N∑
a 6=b
δ(xa − xb)Ψ(x; t) (3.12)
where κ = β3u. A generic eigenstate of such system is described in terms of the so called Bethe ansatz eigenfunctions
Ψ
(M)
Q (x) and it is characterized by N momenta {Qa} (a = 1, ..., N) which split into M (1 ≤M ≤ N) ”clusters” each
described by continuous real momenta qα (α = 1, ...,M) and by nα discrete imaginary ”components” (for details see
[97–103]) :
Qa → qαr = qα −
iκ
2
(nα + 1− 2r) ; (r = 1, ..., nα ; α = 1, ...,M) (3.13)
with the global constraint
M∑
α=1
nα = N (3.14)
8Explicitly,
Ψ
(M)
Q (x) =
∑
P∈SN
N∏
1≤a<b
[
1 + iκ
sgn(xa − xb)
QPa −QPb
]
exp
[
i
N∑
a=1
QPaxa
]
(3.15)
where the vector Q denotes the set of all N momenta eq.(3.13) and the summation goes over N ! permutations P of N
momenta Qa, over N particles xa. Note that recently it has been rigorously proved that the set of such Bethe ansatz
eigenfunctions is orthogonal and complete on the full continuous line of the interaction parameter u which includes
both attractive (u > 0) and repulsive (u < 0) sectors [104, 105].
In terms of the above eigenfunctions,eqs.(3.13)-(3.15), the solution of eq.(3.7) can be expressed as follows:
Ψ(x; t) =
1
N !
N∑
M=1
1
M !
∫
D(M)Q
∣∣CM (Q)∣∣2 Ψ(M)Q (x)Ψ(M)Q ∗(0) exp(−t EM (Q)) (3.16)
where we have introduced the notation∫
D(M)Q ≡
M∏
α=1
[∫ +∞
−∞
dqα
2π
∞∑
nα=1
]
δ
( M∑
α=1
nα , N
)
(3.17)
and δ(k,m) is the Kronecker symbol (note that the presence of this Kronecker symbol in the above equation allows
to extend the summations over nα’s to infinity). |CM (Q)|2 in eq.(3.16) is the normalization factor,
∣∣CM (Q)∣∣2 = κN∏M
α=1
(
κnα
) M∏
α<β
∣∣qα − qβ − iκ2 (nα − nβ)∣∣2∣∣qα − qβ − iκ2 (nα + nβ)∣∣2 (3.18)
and EM (Q) is the eigenvalue (energy) of the eigenstate Ψ
(M)
Q (x),
EM (Q) =
1
2β
N∑
α=1
Q2a =
1
2β
M∑
α=1
nαq
2
α −
κ2
24β
M∑
α=1
(
n3α − nα
)
(3.19)
Taking into account the global constraint, eq.(3.14), the energy EM (Q) can be represented as the sum of two contri-
butions:
EM (Q) = E˜M (Q) + β N f0 (3.20)
where
E˜M (Q) =
1
2β
M∑
α=1
nαq
2
α −
κ2
24β
M∑
α=1
n3α (3.21)
and the factor
f0 =
κ2
24β2
=
1
24
β4 u2 (3.22)
provides the linear in t non-random contribution to the total free energy, eq.(1.8). Redefining the replica partition
function Z(N ; t) according to eq.(2.8) (with f0 given in eq.(3.22)) and taking into account the relations (3.11) and
(3.16) for the reduced replica partition function Z˜(N ; t) we obtain the following sufficiently simple representation
Z˜(N ; t) =
1
N !
N∑
M=1
1
M !
∫
D(M)Q
∣∣CM (Q)∣∣2 ∣∣Ψ(M)Q (0)∣∣2 exp(−t E˜M (Q)) (3.23)
where according to eq.(3.15)
Ψ
(M)
Q (0) = N ! (3.24)
9and the explicit expressions for the reduced energy E˜M (Q) and the normalization factor |CM (Q)|2 are given in
eqs.(3.21) and (3.18) correspondingly.
Finally, using the standard Cauchy double alternant identity (see Appendix D)∏M
α<β(aα − aβ)(bα − bβ)∏M
α,β=1(aα + bβ)
= det
[ 1
aα + bβ
]
α,β=1,...M
(3.25)
the normalization factor, eq.(3.18) can be represented in the compact determinant form:
∣∣CM (Q)∣∣2 = κN det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
(3.26)
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PART 1: Exact results
IV. GUE TRACY-WIDOM DISTRIBUTION IN THE MODEL WITH FIXED BOUNDARY
CONDITIONS
A. Generating function approach
Substituting eqs.(3.17), (3.24) and (3.26) into eq.(3.23) we get
Z˜(N ; t) = N !
N∑
M=1
1
M !
M∏
α=1
[
∞∑
nα=1
∫ +∞
−∞
dqα κ
nα
2π
exp
{
− t
2β
nαq
2
α +
κ2 t
24β
n3α
}]
δ
( M∑
α=1
nα , N
)
×
(4.1)
× det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
Substituting this into eq.(2.19) and taking into account that N =
∑M
α=1 nα we obtain
W (f) = lim
t→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[
∞∑
nα=1
(−1)nα−1
∫ +∞
−∞
dqα κ
nα
2π
exp
{
λ(t)nα f − t
2β
nαq
2
α +
κ2 t
24β
n3α
}]
×
(4.2)
× det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
Let us redefine the momenta
qα =
κ
2λ(t)
pα (4.3)
with
λ(t) =
1
2
(κ2t
β
)1/3
=
1
2
(
β5u2t
)1/3
(4.4)
Then for the last two term in the exponential of eq.(4.2) we find
− t
2β
nα q
2
α +
κ2 t
24β
n3α = −λ(t)nα p2α +
1
3
λ3(t)n3α (4.5)
The determinant factor
det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
=
(
2λ(t)
κ
)M
det
[
1
λ(t)nα − ipα + λ(t)nβ + ipβ
]
α,β=1,...M
(4.6)
The cubic term in the exponent can be linearized using the Airy function relation (see Appendix B)
exp
{1
3
λ3(t)n3α
}
=
∫ +∞
−∞
dyα Ai(yα) exp
{
λ(t)nα yα
}
(4.7)
Substituting eqs.(4.3), (4.5), (4.6) and (4.7) into eq.(4.2), and redefining yα → yα + p2α, we get
W (f) = lim
t→∞
∞∑
M=1
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dydpα
2π
Ai
(
y + p2α
) ∞∑
nα=1
(−1)nα−1 κnα exp{λ(t)nα (y + f)}
]
×
(4.8)
× det
[
1
λ(t)nα − ipα + λ(t)nβ + ipβ
]
α,β=1,...M
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The above expression in nothing else but the expansion of the Fredholm determinant det(1 − Kˆ) (see e.g. [103] and
Appendix C) with the kernel
Kˆ ≡ K[(n, p); (n′, p′)] = ∫ +∞
−∞
dyAi(y + p2)
(−1)n−1κn exp{λ(t)n (y + f)}
λ(t)n− ip+ λ(t)n′ + ip′ (4.9)
Using the exponential representation of this determinant we get
W (f) = lim
t→∞
exp
{
−
∞∑
M=1
1
M
Tr KˆM
}
(4.10)
where
Tr KˆM =
M∏
α=1
[∫ ∫ +∞
−∞
dydpα
2π
Ai(y + p2α)
∞∑
nα=1
(−1)nα−1κnα exp{λ(t)nα (y + f)}
]
×
× 1[
λ(t)n1 − ip1 + λ(t)n2 + ip2
][
λ(t)n2 − ip2 + λ(t)n3 + ip3
]
...
[
λ(t)nM − ipM + λ(t)n1 + ip1
] (4.11)
Substituting
1
λ(t)nα − ipα + λ(t)nα+1 + ipα+1 =
∫ ∞
0
dωα exp
{
−[λ(t)nα − ipα + λ(t)nα+1 + ipα+1]ωα} (4.12)
into eq.(4.11) we get
Tr KˆM =
M∏
α=1
[∫ ∞
∞
dyα
∫ +∞
−∞
dpα
2π
∫ ∞
0
dωαAi(yα + p
2
α) exp
{
ipα(ωα − ωα−1)
}×
×
∞∑
n=1
(−1)n−1κn exp{λ(t) [yα + ωα + ωα−1 + f]n}
]
(4.13)
where by definition it is assumed that ω0 ≡ ωM . The series
S(z) =
∞∑
n=1
(−1)n−1 zn = z
1 + z
(4.14)
is converging only for |z| < 1, but the function S(z) can be unambiguously analytically continued for a whole complex
plain (except the pole at z = −1). Thus, in the limit t→∞ (where λ(t)→∞) we have
lim
t→∞
∞∑
n=1
(−1)n−1κn exp{λ(t) [yα + ωα + ωα−1 + f]n} = lim
t→∞
κ exp
{
λ(t)
[
yα + ωα + ωα−1 + f
]}
1 + κ exp
{
λ(t)
[
yα + ωα + ωα−1 + f
]} =
= θ
(
yα + ωα + ωα−1 + f
)
(4.15)
Substituting this into eq.(4.13) and shifting the integration parameters, yα → yα−f +ωα+ωα−1 and ωα → ωα+f/2,
we obtain
lim
t→∞
Tr KˆM ≡ Tr KˆMA =
M∏
α=1
[∫ ∞
−f/2
dωα
∫ ∞
0
dy
∫ +∞
−∞
dp
2π
Ai(y + p2 + ωα + ωα−1) exp
{
ip(ωα − ωα−1)
}]
(4.16)
Using the standard Airy function integral relations (see Appendix B)∫ +∞
−∞
dp Ai
(
p2 + ω1 + ω2
)
exp
[
ip(ω1 − ω2)
]
= 22/3πAi
(
21/3ω1
)
Ai
(
21/3ω2
)
(4.17)
and ∫ ∞
0
dy Ai
(
y + ω1
)
Ai
(
y + ω2
)
=
Ai
(
ω1
)
Ai′
(
ω2
) − Ai′(ω1)Ai(ω2)
ω1 − ω2 (4.18)
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and redefining ωα → ωα2−1/3 we eventually find
Tr KˆMA =
∫ ∫
...
∫ ∞
−f/22/3
dω1dω2...dωMKA(ω1, ω2)KA(ω2, ω3)...KA(ωM , ω1) (4.19)
where
KA(ω, ω
′) =
Ai(ω)Ai′(ω′)−Ai′(ω)Ai(ω′)
ω − ω′ (4.20)
is the Airy kernel. This proves that in the limit t → ∞ the probability function W (f), eqs.(2.15), (4.10), is defined
by the Fredholm determinant,
WGUE(f) = exp
{
−
∞∑
M=1
1
M
Tr KˆMA
}
= det[1− KˆA] ≡ F2(−f/22/3) (4.21)
where KˆA is the integral operator on [−f/22/3,∞) with the Airy kernel, eq.(4.20). The function F2(s) is the GUE
Tracy-Widom distribution [1] (see Appendix A). It can be shown to admit the following explicit representation (see
Appendix C)
F2(s) = exp
(
−
∫ ∞
s
dt (t− s) q2(t)
)
(4.22)
where the function q(t) is the solution of the Panleve´ II equation, q′′ = tq + 2q3 with the boundary condition,
q(t→ +∞) ∼ Ai(t) [106, 107].
B. Inverse Laplace transformation approach
The Kronecker symbol in eq.(4.1) can be represented in the integral form
δ
( M∑
α=1
nα , N
)
=
∮
C
dz
2πi z
zN
M∏
α=1
z−nα (4.23)
where the integration over z in the complex plane is goes over the closed contour around zero. Substituting represen-
tation (4.23) as well as eqs.(4.3) and (4.5)-(4.7) into eq.(4.1) we get (s.f. eq.(4.8))
Z˜(N ; t) = N !
∮
C
dz
2πi z
zN
∞∑
M=1
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α
) ∞∑
nα=1
(−1)nα−1 κnα z−nα exp{λ(t) yα nα}
]
×
(4.24)
× det
[
1
λ(t)nα − ipα + λ(t)nβ + ipβ
]
α,β=1,...M
In this way the replica partition function Z˜(N ; t) can be represented in the form of the integral of the Fredholm
determinant (s.f. (4.10)-(4.14)):
Z˜(N ; t) = N !
∮
C
dz
2πi z
zN exp
{−Gt(z)} (4.25)
where
Gt(z) =
∞∑
M=1
1
M
Tr KˆMt (z) (4.26)
with
Tr KˆMt (z) =
M∏
α=1
[∫ ∞
0
dωα
∫ ∞
−∞
dy
∫ +∞
−∞
dp
2π
Ai(y + p2 + ωα + ωα−1) exp
{
ip(ωα − ωα−1)
}
St(z, y)
]
(4.27)
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and
St(z, y) =
∞∑
n=1
(−1)n−1κn z−nα exp{λ(t) y n} = κ z−1 exp{λ(t) y}
1 + κ z−1 exp
{
λ(t) y
} (4.28)
Now, the above expression for the replica partition function Z˜(N ; t), eqs.(4.25)-(4.28), we analytically continue to
arbitrary non-integer values of the replica parameter N and redefine N = s/λ(t) (see the discussion in Chapter II).
Besides, let us deform the contour of integration C to the configuration shown in Fig.1 so that z = ρ exp{iθ}, where
0 < ρ < +∞, while θ = 0 in the upper branch of the new contour and θ = 2π in the lower branch. In this way we
get: N ! = Γ(1 + N) → Γ(1 + s/λ); the function Gt(z) → Gt(ρ) and it takes the same values at the upper and at
the lower branch of the contour; on the other hand, zN → ρs/λ at the upper branch while zN → ρs/λ exp{2πis/λ}
at the lower branch. Thus instead of eq.(4.25) we obtain
FIG. 1: The contour of integration which result in eq.(4.29)
Z˜
( s
λ(t)
; t
)
=
Γ
(
1 + s/λ(t)
)
2πi
[∫ 0
+∞
dρ ρs/λ(t) exp
{−Gt(ρ)} + ∫ +∞
0
dρ ρs/λ(t) exp{2πis/λ(t)} exp{−Gt(ρ)}
]
(4.29)
Substituting ρ = exp{λ(t) ξ} and reorganizing the integration terms we gets
Z˜
( s
λ(t)
; t
)
= −Γ(1 + s/λ(t)) λ(t)
2πi
[
1− exp{2πis/λ(t)}] ∫ +∞
−∞
dξ exp
{
s ξ − Gt(ξ)
}
(4.30)
where the function Gt(ξ) is defined in eqs.(4.26)-(4.27) with
St(z, y) → St(ξ, y) =
κ exp
{
λ(t) (y − ξ)}
1 + κ exp
{
λ(t) (y − ξ)} (4.31)
Performing the inverse Laplace transformation, eq.(2.11), for the free energy probability distribution function we get
Pt(f) = −Γ
(
1 + s/λ(t)
) λ(t)
2πi
∫ +∞
−∞
dξ
∫ +i∞
−i∞
ds
2πi
[
1− exp{2πis/λ(t)}] exp{s (ξ + f) − Gt(ξ)} (4.32)
Finally, taking the limit t→∞ (so that λ(t)→∞) we obtain
lim
t→∞
Pt(f) ≡ PGUE(f) =
∫ +∞
−∞
dξ
∫ +i∞
−i∞
ds
2πi
s exp
{
s (ξ + f)
}
exp
{−G∗(ξ)}
=
∫ +∞
−∞
dξ δ′(ξ + f) exp
{−G∗(ξ)}
= − ∂
∂f
exp
{−G∗(−f)} (4.33)
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where, according to eq.(4.26) and (4.27),
G∗(−f) =
∞∑
M=1
1
M
Tr KˆMA (4.34)
with
Tr KˆMA ≡ limt→∞
M∏
α=1
[∫ ∞
0
dωα
∫ ∞
−∞
dy
∫ +∞
−∞
dp
2π
Ai(y + p2 + ωα + ωα−1) exp
{
ip(ωα − ωα−1)
}
St(z, y)
]
(4.35)
Using eq.(4.31) we find
lim
t→∞
St(−f, y) = θ(y + f) (4.36)
Thus, according eqs.(4.33)-(4.36) in the limit t→∞ the free energy probability density function is
PGUE(f) = − ∂
∂f
exp
{
−
∞∑
M=1
1
M
Tr KˆMA
}
(4.37)
where
Tr KˆMA =
M∏
α=1
[∫ ∞
0
dωα
∫ ∞
−∞
dy
∫ +∞
−∞
dp
2π
Ai(y + p2 + ωα + ωα−1) exp
{
ip(ωα − ωα−1)
}
θ(y + f)
]
(4.38)
One can easily see that the above expression coincides with the one in (4.16) and (4.19) which defines the Fredholm
determinant, eq.(4.21).
V. GOE TRACY-WIDOM DISTRIBUTION IN THE MODEL WITH FREE BOUNDARY CONDITIONS
In this Chapter we consider the system in which the polymer is fixed at the origin, φ(0) = 0 and it is free at τ = t.
In other words, for a given realization of the random potential V the partition function of this system is:
Z(t) =
∫ +∞
−∞
dx Z(x; t) = exp{−βF (t)} (5.1)
where
Z(x; t) =
∫ φ(t)=x
φ(0)=0
Dφ(τ) exp{−βH [φ;V ]} (5.2)
is the partition function of the system with the fixed boundary conditions, φ(0) = 0 and φ(t) = x. Here F =
f0t + c t
1/3 f is the total free energy (see discussion in Chapter I and eq.(1.8) and the Hamiltonian H [φ;V ] is given
in eq.(1.1). In this Chapter it will be shown that unlike the system with fixed boundary conditions (considered in
Chapter IV) the probability distribution of the fluctuating part of the free energy W (f), eq.(2.5), in the present
system is the Gaussian orthogonal ensemble (GOE) Tracy-Widom distribution [46, 47, 108]. Namely, in the limit
limit, t→∞, this function is equal to the Fredholm determinant
WGOE(f) = det(1 − Kˆ) ≡ F1(−f) (5.3)
where Kˆ is the integral operator on [−f, +∞) with the kernel [109]
K(ω, ω′) = Ai(ω + ω′ − f) ; (ω, ω′ > 0) (5.4)
Explicitly [108],
F1(s) = exp
[
−1
2
∫ +∞
s
dξ (ξ − s) q2(ξ) − 1
2
∫ +∞
s
dξ q(ξ)
]
(5.5)
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where q(ξ) is the solution of the Panleve´ II differential equation, q′′(ξ) = ξq(ξ) + 2q3(ξ), with the boundary condition
q(ξ → +∞) = Ai(ξ).
It should be noted that derivation given below is rather technical and the purpose of this Chapter is not only the
final result (which is well known anyway) but the demonstration of the method and new technical tricks used in the
derivation. The most cumbersome technical parts of the calculations are moved to the Appendix E.
Later on we will see that the integration over x in the definition of the partition function, eq.(5.1), requires proper
regularization at both limits ±∞. For that reason it is convenient to represent it in the form of two contributions:
Z(t) =
∫ 0
−∞
dx Z(x; t) +
∫ +∞
0
dx Z(x; t) ≡ Z(−)(t) + Z(+)(t) (5.6)
Correspondingly, following the same route as in Chapter III, for the replica partition function ZN (t) = Z(N ; t) instead
of eq.(3.11) we get
Z(N ; t) =
N∑
K,L=0
N !
K!L!
δK+L,N
∫ 0
−∞
dx1...dxK
∫ +∞
0
dy1...dyLΨ(x1, ..., xK , yL, ..., y1; t) (5.7)
where
Ψ(x1, ..., xK , yL, ..., y1; t) = Z(x1; t)Z(x2; t) ... Z(xK ; t)Z(yL; t)Z(yL−1; t) ... Z(y1; t) (5.8)
Explicitly, in terms of the Bethe ansatz solution the above wave function is given in eqs.(3.16) and (3.15). Next,
repeating the calculations of Chapter III, instead of eq.(4.1) we eventually get
Z˜(N ; t) = N !
N∑
K,L=0
δK+L,N
N∑
M=1
1
M !
M∏
α=1
[
∞∑
nα=1
∫ +∞
−∞
dqα κ
nα
2π
exp
{
− t
2β
nαq
2
α +
κ2 t
24β
n3α
}]
δ
( M∑
α=1
nα , N
)
×
(5.9)
× det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
IK,L(q,n)
where
IK,L(q,n) =
1
K!L!
∑
P∈SN
∫ 0
−∞
dx1...dxK
∫ +∞
0
dy1...dyL exp
[
i
K∑
a=1
(
QPa − iǫ
)
xa + i
L∑
c=1
(
QPc − iǫ
)
yc
]
×
×
K∏
a<b
[
1 + iκ
sgn(xa − xb)
QPa −QPb
]
L∏
c<d
[
1 + iκ
sgn(yc − yd)
QPc −QPd
]
K∏
a=1
L∏
c=1
[
1 + iκ
sgn(xa − yc)
QPa −QPc
]
(5.10)
Here the summation goes over all permutations P of N momenta {Q1, ..., QN} over K + L = N particles
{x1, ..., xK , yL, ..., y1}. Note also that the integrations both over xa’s and over yc’s in eq.(5.10) require proper regular-
ization at −∞ and +∞ correspondingly. This is done in the standard way by introducing a supplementary parameter
ǫ which will be set to zero in final results. Due to the symmetry of the above expression with respect to permutations
among xa’s and yc’s it can be represented as follows
IK,L(q,n) =
∑
P(K,L)
∑
P(K)
∑
P(L)
K∏
a=1
L∏
c=1
[
Q
P
(K)
a
−Q
P
(L)
c
− iκ
Q
P
(K)
a
−Q
P
(L)
c
]
×
K∏
a<b
[
Q
P
(K)
a
−Q
P
(K)
b
− iκ
Q
P
(K)
a
−Q
P
(K)
b
]
×
L∏
c<d
[
Q
P
(L)
c
−Q
P
(L)
d
+ iκ
Q
P
(L)
c
−Q
P
(L)
d
]
×
×
∫
−∞<x1≤...≤xK≤0
dx1...dxK exp
[
i
K∑
a=1
(Q
P
(K)
a
− iǫ)xa
]
×
∫
0≤yL≤...≤y1<+∞
dyL...dy1 exp
[
i
L∑
c=1
(Q
P
(L)
c
+ iǫ)yc
]
(5.11)
Here the summation over all permutations P is split into three parts: the permutations P(K) of K momenta (taken
at random out of the total list {Q1, ..., QK+L}) over K ”negative” particles {x1, ..., xK}, the permutations P(L) of the
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remaining L momenta over L ”positive” particles {yL, ..., y1}, and finally the permutations P(K,L) (or the exchange)
of the momenta between the group ”K” and the group ”L”.
Performing the integrations in eq.(5.11) we get:
IK,L(q,n) = i
−(K+L)
∑
P(K,L)
K∏
a=1
L∏
c=1
[
Q
P
(K)
a
−Q
P
(L)
c
− iκ
Q
P
(K)
a
−Q
P
(L)
c
]
×
×
∑
P(K)
1
Q
(−)
P
(K)
1
(
Q
(−)
P
(K)
1
+Q
(−)
P
(K)
2
)
...
(
Q
(−)
P
(K)
1
+ ...+Q
(−)
P
(K)
K
) K∏
a<b
[
Q
(−)
P
(K)
a
−Q(−)
P
(K)
b
− iκ
Q
(−)
P
(K)
a
−Q(−)
P
(K)
b
]
×
×
∑
P(L)
(−1)L
Q
(+)
P
(L)
1
(
Q
(+)
P
(L)
1
+Q
(+)
P
(L)
2
)
...
(
Q
(+)
P
(L)
1
+ ...+Q
(+)
P
(L)
L
) L∏
c<d
[
Q
(+)
P
(L)
c
−Q(+)
P
(L)
d
+ iκ
Q
(+)
P
(L)
c
−Q(+)
P
(L)
d
]
(5.12)
where
Q(±)a ≡ Qa ± iǫ (5.13)
Using the Bethe ansatz combinatorial identity [46] (Appendix D),
∑
P∈SN
1
QP1(QP1 +QP2)...(QP1 + ...+QPN )
N∏
a<b
[
QPa −QPb − iκ
QPa −QPb
]
=
1∏N
a=1Qa
N∏
a<b
[
Qa +Qb + iκ
Qa +Qb
]
(5.14)
(where the summation goes over all permutations of N momenta {Q1, ..., QN}) we get:
IK,L(q,n) = i
−(K+L)
∑
P(K,L)
K∏
a=1
L∏
c=1
[
Q
P
(K)
a
−Q
P
(L)
c
− iκ
Q
P
(K)
a
−Q
P
(L)
c
]
×
× 1∏K
a=1Q
(−)
P
(K)
a
K∏
a<b
[
Q
(−)
P
(K)
a
+Q
(−)
P
(K)
b
+ iκ
Q
(−)
P
(K)
a
+Q
(−)
P
(K)
b
]
× (−1)
L∏L
c=1Q
(+)
P
(L)
c
L∏
c<d
[
Q
(+)
P
(L)
c
+Q
(+)
P
(L)
d
− iκ
Q
(+)
P
(L)
c
+Q
(+)
P
(L)
d
]
(5.15)
Substituting now eq.(5.9) with IK,L(q,n) given in eq.(5.15) into the expression for the probability distribution
function, eq.(2.19), and taking into account that N = K + L we obtain
W (f) = lim
t→∞
∞∑
K,L=0
(−1)K+L
∞∑
M=0
(−1)M
M !
M∏
α=1
[
∞∑
nα=1
(−1)nα−1
∫ +∞
−∞
dqα κ
nα
2π
exp
{
λ(t)nα f − t
2β
nαq
2
α +
κ2 t
24β
n3α
}]
×
(5.16)
× det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
IK,L(q,n) δ
( M∑
α=1
nα , K + L
)
Further simplification comes due to the special Bethe ansatz product structure of the factor IK,L(q,n), eq.(5.15).
One can easily see that in these products, according to the definition (3.13), the momenta Qa belonging to the same
cluster must be ordered. In other words, if we consider the momenta, eq.(3.13), of a cluster α, {qα1 , qα2 , ..., qαnα}, the
permutation of any two momenta qαr and q
α
r′ of this ordered set gives zero contribution to the factor IK,L(q,n). Thus,
in order to perform the summation over the permutations P(K,L) in eq.(5.15) it is sufficient to split the momenta of
each cluster into two parts: {qα1 , ..., qαmα ||qαmα+1..., qαnα}, where mα = 0, 1, ..., nα and the momenta qα1 , ..., qαmα belong
to the sector ”K”, while the momenta qαmα+1..., q
α
nα belong to the sector ”L”.
It is convenient to introduce the numbering of the momenta of the sector ”L” in the reversed order:
qαnα → q∗α1
qαnα−1 → q∗α2
........
qαmα+1 → q∗αsα (5.17)
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where mα + sα = nα and (s.f. eq.(3.13))
q∗αr = qα +
iκ
2
(nα + 1− 2r) = qα + iκ
2
(mα + sα + 1− 2r) (5.18)
By definition, the integer parameters {mα} and {sα} fulfill the global constrains
M∑
α=1
mα = K (5.19)
M∑
α=1
sα = L (5.20)
In this way the summation over permutations P(K,L) in eq.(5.15) is changed by the summations over the integer
parameters {mα} and {sα}:
∑
P(K,L)
(
...
) → M∏
α=1
[
∞∑
mα+sα≥1
δ
(
mα + sα , nα
)]
δ
( M∑
α=1
mα , K
)
δ
( M∑
α=1
sα , L
) (
...
)
(5.21)
which allows to lift the summations over K, L, and {nα} in eq.(5.16):
W (f) = lim
t→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[
∞∑
mα+sα≥1
(−1)mα+sα−1 κmα+sα
∫ +∞
−∞
dqα
2π
× exp
{
λ(t)(mα + sα) f − t
2β
(mα + sα)q
2
α +
κ2 t
24β
(mα + sα)
3
}]
(5.22)
× det
[
1
1
2κ(mα + sα)− iqα + 12κ(mβ + sβ) + iqβ
]
α,β=1,...M
IK,L(q;m, s)
Next, after somewhat painful algebra the factor IK,L(q;m, s), eq.(5.15), can be represented in terms of the product
of the Gamma functions (see Appendix E). Then, redefining the momenta, qα = κ pα/(2λ) and performing the same
transformations as in eqs.(4.5)-(4.7) we get (s.f. eq.(4.8))
W (f) = lim
t→∞
∞∑
M=1
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α − f
)
×
∞∑
mα+sα≥1
(−1)mα+sα−1 exp{λ(t)(mα + sα)yα} G( pα
λ(t)
, mα, sα
) ]
× det
[
1
λ(t)(mα + sα)− ipα + λ(t)(mβ + sβ) + ipβ
]
α,β=1,...M
×
M∏
1≤α<β
Gαβ
( p
λ(t)
, m, s
)
(5.23)
where (see eq.(E.17)
G(pα
λ
,mα, sα
)
=
Γ
(
sα + ipα
(−)/λ
)
Γ
(
mα − ipα(+)/λ
)
Γ
(
1 +mα + sα
)
2(mα+sα)Γ
(
mα + sα + ipα(−)/λ
)
Γ
(
mα + sα − ipα(+)/λ
)
Γ
(
1 +mα
)
Γ
(
1 + sα
) (5.24)
and the explicit expression for the factor Gαβ
(
q, m, s
)
is given in eq.(E.18).
The crucial point of the further calculations is taking the limit t → ∞. Reorganizing the terms, the expression in
eq.(5.23) can be represented as follows
W (f) =
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α − f
)] SM(p,y) (5.25)
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where
SM
(
p,y
)
= lim
t→∞
M∏
α=1
[
∞∑
mα+sα≥1
(−1)mα+sα−1 exp{λ(t)mαyα + λ(t)sαyα}
]
×
M∏
α=1
[
G
( pα
λ(t)
, mα, sα
) ]
×
×
M∏
1≤α<β
[
Gαβ
( p
λ(t)
, m, s
)]
det
[
1
λ(t)(mα + sα)− ipα + λ(t)(mβ + sβ) + ipβ
]
α,β=1,...M
(5.26)
In the limit t → ∞ the summations over {mα} and {sα} in the above expression can performed according to the
FIG. 2: The contour of integration in eq.(5.28)
following algorithm. Let us consider the sum of a general type:
R(y,p) = lim
λ→∞
M∏
α=1
[
∞∑
nα=1
(−1)nα−1 exp{λnαyα}
]
Φ
(
p,
p
λ
, λn, n
)
(5.27)
where Φ is a ”good” function which depend on the factors pα, pα/λ, λnα and nα. One can easily see that the
summations in eq.(5.27) can be changed by of the integrations in the complex plane:
R(y,p) = lim
λ→∞
M∏
α=1
[
1
2i
∫
C
dzα
sin(πzα)
exp{λzαyα}
]
Φ
(
p,
p
λ
, λz, z
)
(5.28)
where the integration goes over the contour C shown in Fig.2, and it is assumed that the function Φ is such that there
is no contribution from ∞. Indeed, due to the sign alternating contributions of simple poles at integer z = 1, 2, ...,
eq.(5.28) reduces to eq.(5.27). Then, redefining z → z/λ, in the limit λ→∞ we get:
R(y,p) =
M∏
α=1
[
1
2πi
∫
C
dzα
zα
exp{zαyα}
]
lim
λ→∞
Φ
(
p,
p
λ
, z,
z
λ
)
=
M∏
α=1
[
1
2πi
∫
C
dzα
zα
exp{zαyα}
]
Φ
(
p, 0, z, 0
)
(5.29)
Coming back to eq.(5.26), the summations over mα and sα can be represented as follows
∞∑
mα+sα≥1
(−1)mα+sα−1 =
∞∑
mα=1
(−1)mα−1δ(sα, 0) +
∞∑
sα=1
(−1)sα−1δ(mα, 0)−
∞∑
mα=1
(−1)mα−1
∞∑
sα=1
(−1)sα−1 (5.30)
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Thus in the integral representation, following the algorithm eqs.(5.27)-(5.29), we get
SM
(
p,y
)
=
M∏
α=1
[∫ ∫
C
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)
exp
{
z1αyα + z2αyα
}]×
× det
[ 1
z1α + z2α − ipα + z1β + z2β + ipβ
]
(α,β)=1,2,...,M
×
× lim
t→∞
{
M∏
α=1
[
G
( pα
λ(t)
,
z1α
λ(t)
,
z2α
λ(t)
) ] M∏
1≤α<β
[
Gαβ
( p
λ(t)
,
z1
λ(t)
,
z2
λ(t)
)]}
(5.31)
Taking into account the Gamma function properties, Γ(z)||z|→0 = 1/z and Γ(1 + z)||z|→0 = 1, for the factors G,
eq.(5.24), and Gαβ , eq.(E.18), we obtain
lim
t→∞
G
( pα
λ(t)
,
z1α
λ(t)
,
z2α
λ(t)
)
=
(
z1α + z2α + ip
(−)
α
)(
z1α + z2α − ip(+)α
)
(
z2α + ip
(−)
α
)(
z1α − ip(+)α
) (5.32)
and
lim
t→∞
G
( p
λ(t)
,
z1
λ(t)
,
z2
λ(t)
)
= 1 (5.33)
Substituting eqs.(5.32) and (5.33) into eq.(5.31) and then eq.(5.31) into eq.(5.25) we see that in the limit t→∞ the
expression for the probability distribution function, eq.(5.25), takes the form of the Fredholm determinant
W (f) =
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α − f
)
×
∫ ∫
C
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)(
1 +
z1α
z2α + ip
(−)
α
)(
1 +
z2α
z1α − ip(+)α
)
×
× exp{z1αyα + z2αyα}
]
det
[ 1
z1α + z2α − ipα + z1β + z2β + ipβ
]
(α,β)=1,2,...,M
= det
[
1 − Kˆ] (5.34)
with the kernel
Kˆ
[
(z1, z2, p); (z1
′, z2
′, p′)
]
=
∫ +∞
−∞
dy
2π
Ai
(
y + p2 − f)(2πi
z1
δ(z2) +
2πi
z2
δ(z1)− 1
z1z2
)
×
×
(
1 +
z1
z2 + ip(−)
)(
1 +
z2
z1 − ip(+)
) exp{z1y + z2y}
z1 + z2 − ip+ z1′ + z2′ + ip′ (5.35)
In the exponential representation of this determinant we get
W (f) = exp
[
−
∞∑
M=1
1
M
Tr KˆM
]
(5.36)
where
Tr KˆM =
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α − f
)×
×
∫ ∫
C
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)(
1 +
z1α
z2α + ip
(−)
α
)(
1 +
z2α
z1α − ip(+)α
)
×
× exp{z1αyα + z2αyα}
]
M∏
α=1
[
1
z1α + z2α − ipα + z1α+1 + z2α+1 + ipα+1
]
(5.37)
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Here, by definition, it is assumed that ziM+1 ≡ zi1 (i = 1, 2) and pM+1 ≡ p1. Substituting
1
z1α + z2α − ipα + z1α+1 + z2α+1 + ipα+1
=
∫ ∞
0
dωα exp
[
−(z1α + z2α − ipα + z1α+1 + z2α+1 + ipα+1)ωα] (5.38)
into eq.(5.37), we obtain
Tr KˆM =
∫ ∞
0
dω1 ... dωM
M∏
α=1
[∫ ∫ +∞
−∞
dydp
2π
Ai
(
y + p2 + ωα + ωα−1 − f
)
exp{ip(ωα − ωα−1)} S(p, y)
]
(5.39)
where, by definition, ω0 ≡ ωM , and
S(p, y) =
∫ ∫
C
dz1dz2
(2πi)2
(2πi
z1
δ(z2) +
2πi
z2
δ(z1)− 1
z1z2
)(
1 +
z1
z2 + ip(−)
)(
1 +
z2
z1 − ip(+)
)
×
× exp{z1y + z2y} (5.40)
Simple calculations yield:
S
(
p, y
)
=
1
2πi
∫
C
dz1
z1
(
1 +
z1
i(p− iǫ)
)
exp{z1y} + 1
2πi
∫
C
dz2
z2
(
1− z2
i(p+ iǫ)
)
exp{z2y} −
− 1
(2πi)2
∫ ∫
C
dz1
z1
dz2
z2
(
1 +
z1
z2 + i(p− iǫ)
)(
1 +
z2
z1 − i(p+ iǫ)
)
exp{(z1 + z2)y}
=
[ 1
i(p− iǫ) −
1
i(p+ iǫ)
]
δ(y) (5.41)
Taking the limit ǫ→ 0 we find:
S
(
p, y
)
= δ(y)δ(p) (5.42)
Substituting this result into eq.(5.39) we obtain
Tr KˆM =
∫ ∞
0
dω1 ... dωM
M∏
α=1
[
Ai
(
ωα + ωα−1 − f
)]
(5.43)
In other words, the free energy distribution function of our problem is given by the Fredholm determinant,
W (f) = det
[
1 − Kˆ
]
= F1(−f) (5.44)
with the kernel
K(ω, ω′) = Ai
(
ω + ω′ − f) , (ω, ω′ > 0) (5.45)
which is the GOE Tracy-Widom distribution [108, 109].
In conclusion, the key technical tricks of the calculations presented in this Chapter includes the following points:
1. First of all, to make the integration over particle coordinates of the Bethe ansatz propagator well defined one
has to introduce proper regularization at ±∞ which requires formal splitting the partition function into two parts:
the one in the positive particles coordinates sector (up to +∞) and another one in the negative particles coordinates
sector (down to −∞), eqs.(5.6)-(5.7).
2. Next is the ”magic” Bethe ansatz combinatorial identity, eq.(5.14), which allows to perform the summation over
the momenta permutations and ”disentangle” sophisticated products contained in the Bethe ansatz propagator.
3. One more trick is the representation of the summation over permutations of the momenta in terms of the series
summations, eq.(5.21) and (5.22).
4. Finally, the crucial point of the considered derivation is taking the limit t→∞. In this limit, due to the integral
representation of the series, eqs.(5.27)-(5.29), one obtains dramatic simplifications of the expression for the probability
distribution function W (f) which eventually makes possible to represent it in the form of the Fredholm determinant,
eqs.(5.34) and (5.44)-(5.45).
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VI. MULTI-POINT FREE ENERGY DISTRIBUTION FUNCTIONS
Let us consider consider the system in which the polymer is fixed at the origin, φ(0) = 0 and it arrives at a given
point x at τ = t. In other words, for a given realization of the random potential V the partition function of this
system is:
Z(x; t) =
∫ φ(t)=x
φ(0)=0
Dφ(τ) exp{−βH [φ;V ]} = exp{−βF (x; t)} (6.1)
where (in the limit t→∞) the total free energy βF (x; t) = βf0t + λ(t) f(x) with λ(t) = 12 (β5u2t)1/3 (see discussion
in Chapter I and eq.(1.8) and the Hamiltonian H [φ;V ] is given in eq.(1.1). In this Chapter we will the study the
N -point free energy probability distribution function
WN (f1, f2, ..., fN ; x1, x2, ..., xN ) = lim
t→∞
Prob
[
f(x1) > f1; f(x2) > f2; ...; f(xN ) > fN
]
(6.2)
which describes joint statistics of the free energies of N directed polymers coming to N different endpoints [49–53]
A. Two-point distribution
The simplest case is of course N = 2. It is clear that in this case the probability distribution of the type (6.1) must
depend only on the distance between the two points x ≡ |x2−x1|, and therefore, to simplify formulas we will consider
the particular case: x1 = − 12x and x2 = + 12x. In other words, we are going to calculate the probability distribution
function
W (f1, f2;x) = lim
t→∞
Prob
[
f(−x/2) > f1; f(x/2) > f2
]
(6.3)
To remove the irrelevant linear contribution f0t to the total free energy we redefine the partition function as it is
shown in eqs.(2.5)-(2.8). Then, following the usual procedure of the generating function approach, eqs.(2.15)-(2.19),
for the probability function (6.3) we get
W (f1, f2;x) = lim
t→∞
∞∑
L=0
∞∑
R=0
(−1)L
L!
(−1)R
R!
exp
{
λ(t)Lf1 + λ(t)Rf2
}
Z˜L(−x/2; t) Z˜R(x/2; t)
= lim
t→∞
∞∑
L=0
∞∑
R=0
(−1)L
L!
(−1)R
R!
exp
{
λ(t)Lf1 + λ(t)Rf2
}
Ψ
(−x/2, ...,−x/2︸ ︷︷ ︸
L
, x/2, ..., x/2︸ ︷︷ ︸
R
; t
)
(6.4)
where the explicit form of the wave function Ψ
(
x; t
)
is given in eqs.(3.16) and (3.15). Then, repeating the calculations
of Chapter III, instead of eq.(4.2) we get
W (f1, f2;x) = lim
t→∞
∞∑
L,R=0
(−1)L+R
L!R!
exp
{
λ(t)Lf1 + λ(t)Rf2
}×
×
∞∑
M=0
1
M !
M∏
α=1
[
∞∑
nα=1
∫ +∞
−∞
dqα
2π
κnα exp
{
− t
2β
nαq
2
α +
κ2t
24β
n3α
}]
δ
( M∑
α=1
nα , L+R
)
× det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
×
∑
P(L,R)
∑
P(L)
∑
P(R)
L∏
a=1
R∏
c=1
[
Q
P
(L)
a
−Q
P
(R)
c
− iκ
Q
P
(L)
a
−Q
P
(R)
c
]
exp
{
− i
2
x
L∑
a=1
Q
P
(L)
a
+
i
2
x
R∑
c=1
Q
P
(R)
c
}
(6.5)
In eq.(6.5) the summation over all permutations P of (L + R) momenta {Q1, ..., QL+R} over L ”left” particles
{x1 = x2 = ... = xL = −x/2} and R ”right” particles {xL+1 = xL+2 = ... = xL+R = x/2} split into three parts: the
permutations P(L) of L momenta (taken at random out of the total list {Q1, ..., QL+R}) over L ”left” particles, the
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permutations P(R) of the remaining R momenta over R ”right” particles, and finally the permutations P(L,R) (or the
exchange) of the momenta between the group ”L” and the group ”R”. It is evident that due to the symmetry of the
expression in eq.(6.5) with respect to the permutations P(L) and P(R) the summations over these permutations give
just the factor L!R!.
Further simplification comes due to the special Bethe ansatz product structure of the factor in eq.(6.5). One can
easily see that in this product, according to the definition (3.13), the momenta Qa belonging to the same cluster must
be ordered. In other words, if we consider the momenta, eq.(3.13), of a cluster α, {qα1 , qα2 , ..., qαnα}, the permutation of
any two momenta qαr and q
α
r′ of this ordered set in the product in eq.(6.5) gives zero contribution. Thus, in order to
perform the summation over the permutations P(L,R) in eq.(6.5) it is sufficient to split the momenta of each cluster
into two parts: {qα1 , ..., qαmα ||qαmα+1..., qαnα}, where mα = 0, 1, ..., nα and where the momenta qα1 , ..., qαmα belong to the
particles of the sector ”L” (whose coordinates are all equal to −x/2), while the momenta qαmα+1..., qαnα belong to the
particles of the sector ”R” (whose coordinates are all equal to +x/2).
It is convenient to introduce the numbering of the momenta of the sector ”R” in the reversed order:
qαnα → q∗α1
qαnα−1 → q∗α2
........
qαmα+1 → q∗αsα (6.6)
where mα + sα = nα and (s.f. eq.(3.13))
q∗αr = qα +
iκ
2
(nα + 1− 2r) = qα + iκ
2
(mα + sα + 1− 2r) (6.7)
By definition, the integer parameters {mα} and {sα} fulfill the global constrains
M∑
α=1
mα = L (6.8)
M∑
α=1
sα = R (6.9)
In this way the summation over permutations P(L,R) in eq.(6.5) is changed by the summations over the integer
parameters {mα} and {sα}, which allows to lift the summations over L, R, and {nα}. Straightforward calculations
result in the following expression:
W (f1, f2;x) = lim
t→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[
∞∑
mα+sα≥1
(−1)mα+sα−1
∫ +∞
−∞
dqα
2π
×
× exp
{
λmαf1 + λsαf2 − i
2
xmαqα +
i
2
xsαqα − 1
2
κxmαsα − t
2β
(mα + sα)q
2
α +
κ2t
24β
(mα + sα)
3
}]
×
× det
[
1
1
2κ(mα + sα)− iqα + 12κ(mβ + sβ) + iqβ
]
α,β=1,...M
GM
(
q,m, s
)
(6.10)
where
GM
(
q,m, s
)
=
M∏
α=1
mα∏
r=1
sα∏
r′=1
(
qαr − q∗αr′ − iκ
qαr − q∗αr′
)
×
M∏
α<β
mα∏
r=1
sα∏
r′=1
(
qαr − q∗βr′ − iκ
qαr − q∗βr′
)
=
M∏
α=1
Γ
(
1 +mα + sα
)
Γ
(
1 +mα
)
Γ
(
1 + sα
) × (6.11)
×
M∏
α6=β
Γ
[
1 +
mα+mβ+sα+sβ
2 +
i
κ
(
qα − qβ
)]
Γ
[
1 +
−mα+mβ+sα−sβ
2 +
i
κ
(
qα − qβ
)]
Γ
[
1 +
−mα+mβ+sα+sβ
2 +
i
κ
(
qα − qβ
)]
Γ
[
1 +
mα+mβ+sα−sβ
2 +
i
κ
(
qα − qβ
)]
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After rescaling (s.f. eqs.(4.3)-(4.6))
qα → κ
2λ
qα (6.12)
x → 2λ
2
κ
x (6.13)
with
λ =
1
2
(
β5u2t
)1/3
(6.14)
and using the Airy function relation
exp
{1
3
λ3(mα + sα)
3
}
=
∫ +∞
−∞
dy Ai(y) exp
{
λ(mα + sα) y
}
(6.15)
we get
W (f1, f2;x) = lim
t→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dyαdqα
2π
Ai
(
yα + q
2
α
) ∞∑
mα+sα≥1
(−1)mα+sα−1 ×
× exp
{
λ(t)mα(yα + f1 − 1
2
iqαx) + λ(t)sα(yα + f2 +
1
2
iqαx)− λ2mαsαx
} ]
×
× det
[
1
λ(t)(mα + sα)− iqα + λ(t)(mβ + sβ) + iqβ
]
α,β=1,...M
GM
( κq
2λ(t)
, m, s
)
(6.16)
Using the relation
exp{−λ2msx} =
∫ +∞
−∞
dξ1dξ2dξ3
(2π)3/2
exp
{
−1
2
ξ21 −
1
2
ξ22 −
1
2
ξ23 + λm
√
xξ1 + λs
√
xξ2 + iλ(m+ s)
√
xξ3
}
(6.17)
the expression in eq.(6.16) can be represented as follows:
W (f1, f2;x) =
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ +∞
−∞
dyαdqα
2π
dξ1αdξ2αdξ3α
(2π)3/2
Ai
(
yα + q
2
α − iξ3α
√
x
)×
× exp
{
−1
2
(
ξ1α +
1
2
iqα
√
x
)2 − 1
2
(
ξ2α −
1
2
iqα
√
x
)2 − 1
2
ξ3
2
α
}]
SM
(
q,y, ξ1, ξ1, f1, f2, x
)
(6.18)
where
SM
(
q,y, ξ1, ξ1, f1, f2, x
)
= lim
t→∞
M∏
α=1
[
∞∑
mα+sα≥1
(−1)mα+sα−1 exp
{
λ(t)mα(yα + f1 + ξ1α
√
x) + λ(t)sα(yα + f2 + ξ2α
√
x)
} ]
× det
[
1
λ(t)(mα + sα)− iqα + λ(t)(mβ + sβ) + iqβ
]
α,β=1,...M
GM
( κq
2λ(t)
, m, s
)
(6.19)
The summations over {mα} and {sα} in the limit t → ∞ can be performed according to the algorithm described in
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Chapter V, eqs.(5.27)-(5.30). In this way for the function in eq.(6.19), we get (s.f. eq.(5.31))
SM
(
q,y, ξ1, ξ1, f1, f2, x
)
=
M∏
α=1
[∫ ∫
C
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)
×
× exp
{
z1α
(
yα + f1 + ξ1α
√
x
)
+ z2α
(
yα + f2 + ξ2α
√
x
)}]×
× det
[ 1
z1α + z2α − ipα + z1β + z2β + ipβ
]
(α,β)=1,2,...,M
× lim
t→∞
GM
( κq
2λ(t)
,
z1
λ(t)
,
z2
λ(t)
)
(6.20)
where the integrations over {z1α} and {z2α} goes over the contour C shown in Fig. 2. Using the explicit form of the
factor GM , eq.(6.11), and taking into account that Γ(1 + z)
∣∣
|z|→0
= 1, we find
lim
t→∞
GM
( κq
2λ(t)
,
z1
λ(t)
,
z2
λ(t)
)
= 1 (6.21)
Thus, in the limit t → ∞ the expression for the probability distribution function, eq.(6.10), takes the form of the
Fredholm determinant
W (f1, f2;x) =
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ +∞
−∞
dyαdqα
2π
dξ1αdξ2αdξ3α
(2π)3/2
Ai
(
yα + q
2
α − iξ3α
√
x
)×
× exp
{
−1
2
(
ξ1α +
1
2
iqα
√
x
)2 − 1
2
(
ξ2α −
1
2
iqα
√
x
)2 − 1
2
ξ3
2
α
}
×
×
∫ ∫
C
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)
×
× exp
{
z1α
(
yα + f1 + ξ1α
√
x
)
+ z2α
(
yα + f2 + ξ2α
√
x
)}] ×
× det
[ 1
z1α + z2α − ipα + z1β + z2β + ipβ
]
(α,β)=1,2,...,M
(6.22)
= det
[
1ˆ − Aˆ]
with the kernel
Aˆ
[
(z1, z2, q); (z1
′, z2
′, q′)
]
=
∫ +∞
−∞
dy
2π
dξ1dξ2dξ3
(2π)3/2
Ai
(
y + q2 − iξ3
√
x
)×
× exp
{
−1
2
(
ξ1 +
1
2
iq
√
x
)2 − 1
2
(
ξ2 − 1
2
iq
√
x
)2 − 1
2
ξ3
2
}
×
×
(2πi
z1
δ(z2) +
2πi
z2
δ(z1)− 1
z1z2
)
×
× exp
{
z1
(
y + f1 + ξ1
√
x
)
+ z2
(
y + f2 + ξ2
√
x
)}×
× 1
z1 + z2 − iq + z′1 + z′2 + iq′
(6.23)
In the exponential representation of this determinant we get
W (f1, f2, x) = exp
[
−
∞∑
M=1
1
M
Tr AˆM
]
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where
Tr AˆM =
M∏
α=1
[∫ +∞
−∞
dydqα
2π
dξ1dξ2dξ3
(2π)3/2
Ai
(
y + q2α − iξ3
√
x
)×
× exp
{
−1
2
(
ξ1 +
1
2
iqα
√
x
)2 − 1
2
(
ξ2 − 1
2
iqα
√
x
)2 − 1
2
ξ3
2
}
×
×
∫ ∫
C
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)
×
× exp
{
z1α
(
y + f1 + ξ1
√
x
)
+ z2α
(
y + f2 + ξ2
√
x
)}]×
×
M∏
α=1
[
1
z1α + z2α − iqα + z1α+1 + z2α+1 + iqα+1
]
(6.25)
Here, by definition, it is assumed that ziM+1 ≡ zi1 (i = 1, 2) and qM+1 ≡ q1. Substituting
1
z1α + z2α − iqα + z1α+1 + z2α+1 + iqα+1
=
∫ ∞
0
dωα exp
[
−(z1α + z2α − iqα + z1α+1 + z2α+1 + iqα+1)ωα] (6.26)
into eq.(6.25), we obtain
Tr AˆM =
∫ ∞
0
dω1 ... dωM
M∏
α=1
[
A
(
ωα, ωα+1
)]
(6.27)
where
A
(
ω, ω′
)
=
∫ +∞
−∞
dydq
2π
dξ1dξ2dξ3
(2π)3/2
Ai
(
y + q2 + ω + ω′ − iξ3
√
x
)×
× exp
{
−1
2
(
ξ1 +
1
2
iq
√
x
)2 − 1
2
(
ξ2 − 1
2
iq
√
x
)2 − 1
2
ξ3
2 − iq(ω − ω′)
}
×
×
∫ ∫
C
dz1dz2
(2πi)2
(2πi
z1
δ(z2) +
2πi
z2
δ(z1)− 1
z1z2
)
×
× exp
{
z1
(
y + f1 + ξ1
√
x
)
+ z2
(
y + f2 + ξ2
√
x
)}
(6.28)
Integrating over z1 and z2 we get:
A
(
ω, ω′
)
=
∫ +∞
0
dy
∫ +∞
−∞
dq
2π
Ai
(
y + q2 − f1 + ω + ω′ + 1
2
iqx
)
exp
{−iq(ω − ω′)} +
+
∫ +∞
0
dy
∫ +∞
−∞
dq
2π
Ai
(
y + q2 − f2 + ω + ω′ − 1
2
iqx
)
exp
{−iq(ω − ω′)} +
−
∫ +∞
−∞
dy
∫ +∞
−∞
dq
2π
∫ ∫ ∫ +∞
−∞
dξ1dξ2dξ3
(2π)3/2
Ai
(
y + q2 + ω + ω′ − iξ3
√
x
)×
× exp
{
−1
2
(
ξ1 +
1
2
iq
√
x
)2 − 1
2
(
ξ2 − 1
2
iq
√
x
)2 − 1
2
ξ3
2 − iq(ω − ω′)
}
×
× θ(y + f1 + ξ1√x) θ(y + f2 + ξ2√x) (6.29)
where θ(y) is the step function. Redefining, ξ1 = (t − η)/
√
2, ξ2 = (t + η)/
√
2, ξ3 = (it + ζ)/
√
2, and integrating
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over q, t and ζ, we find the following result:
A(ω, ω′) = 21/3K
[
21/3
(
ω − f˜1
)
, 21/3
(
ω′ − f˜1
)]
exp
{1
4
(ω − ω′)x
}
+
+ 21/3K
[
21/3
(
ω − f˜2
)
, 21/3
(
ω′ − f˜2
)]
exp
{
−1
4
(ω − ω′)x
}
−
− 22/3
∫ +∞
−∞
dy
∫ +∞
−∞
dη√
2π
Ai
[
21/3
(
y + ω − η
√
x
8
)]
Ai
[
21/3
(
y + ω′ + η
√
x
8
)]
×
× exp
{
−1
2
η2 − 1
2
xy − 1
4
x(ω + ω′) +
1
3
(x
4
)3}
θ
(
y + f˜1 − η
√
x
8
)
θ
(
y + f˜2 + η
√
x
8
)
(6.30)
where f˜1,2 =
1
2
(
f1,2− x2/16
)
and K
(
ω, ω′
)
=
∫∞
0
dyAi(y+ω)Ai(y+ω′) is the Airy kernel. Note that the free energy
shift x2/16 in the above definition of f˜1,2 is just the rescaled (see eq.(6.13)) trivial elastic energy of a straight lines
which start at x = 0 at τ = 0 and ends up at ±x/2 at τ = t.
Thus the distribution function W (f1, f2;x), eq.(6.3), is given the Fredholm determinant
W (f1, f2;x) = det
[
1 − Aˆ] (6.31)
where Aˆ is the integral operator with the kernel A(ω, ω′) (ω, ω′ ≥ 0) given in eq.(6.30).
Note that using explicit expression (6.30) one can easily test the obtained result for three limit cases:
lim
f1→−∞
A(ω, ω′) = 21/3K
[
21/3
(
ω − f˜2
)
, 21/3
(
ω′ − f˜2
)]
exp
{
−1
4
(ω − ω′)x
}
(6.32)
lim
f2→−∞
A(ω, ω′) = 21/3K
[
21/3
(
ω − f˜1
)
, 21/3
(
ω′ − f˜1
)]
exp
{1
4
(ω − ω′)x
}
(6.33)
lim
x→0
A(ω, ω′) = 21/3K
[
21/3
(
ω − f1/2
)
, 21/3
(
ω′ − f1/2
)]
θ(f1 − f2) +
+ 21/3K
[
21/3
(
ω − f2/2
)
, 21/3
(
ω′ − f2/2
)]
θ(f2 − f1) (6.34)
which demonstrate that in the case f1 → −∞ we recover the usual GUE Tracy-Widom distribution for f2; in the case
f2 → −∞ we recover the usual GUE Tracy-Widom distribution for f1; while in the limit x → 0 we find the usual
GUE Tracy-Widom distribution for f1 (in the case f1 > f2) and for f2 (in the case f2 > f1), as it should be.
B. N-point distribution
For the fixed boundary conditions, φ(0) = 0; φ(t) = x, the partition function of the model (1.1) is given in eq.(6.1)
where in the limit t→∞ the total free energy F (x; t) can be separated into three contributions: self-averaging linear
in time part f0t, the elastic contribution x
2/2t, and the fluctuating part β−1λ(t)f(x):
βF (x; t) = βf0t+ βx
2/2t+ λ(t)f(x) (6.35)
where
λ(t) =
1
2
(β5u2t)1/3 ∝ t1/3 (6.36)
Let us redefine the partition function
Z(x; t) = exp
{−βf0t− βx2/2t} Z˜(x; t) (6.37)
so that
Z˜(x; t) = exp
{−λ(t)f(x)} (6.38)
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The aim of this section is to study the N -point free energy distribution function
W (f1, ..., fN ;x1, ..., xN ) ≡ W (f ;x) = lim
t→∞
Prob
[
f(x1) > f1, ... , f(xN ) > fN
]
(6.39)
which describes joint statistics of the free energies of N directed polymers coming to N different endpoints. Following
the usual procedure of the generating function approach, eqs.(2.15)-(2.19) we get (s.f.(6.4))
W (f ;x) = lim
t→∞
∞∑
L1,...,LN=0
N∏
k=1
[
(−1)Lk
Lk!
exp
(
λ(t)Lkfk
)] ( N∏
k=1
Z˜(xk; t)
)
(6.40)
Performing the standard averaging over the random potentials one obtains
W (f ;x) = lim
λ→∞
∞∑
L1,...,LN=0
N∏
k=1
[
(−1)Lk
Lk!
exp
(
λLkfk
)]
Ψ
(
x1, ..., x1︸ ︷︷ ︸
L1
, x2, ..., x2︸ ︷︷ ︸
L1
, ... , xN , ..., xN︸ ︷︷ ︸
LN
; t
)
(6.41)
where the time dependent n-point wave function Ψ(x1, ..., xn; t) (n =
∑N
k=1 Lk) is given in eqs.(3.16)-(3.15). Then,
repeating the calculations of Chapter III, instead of eq.(4.2) we obtain (s.f. eq.(6.5))
W (f ;x) = lim
t→∞
{
∞∑
L1,...,LN=0
N∏
k=1
[
(−1)Lk
Lk!
exp
(
λ(t)Lkfk
)] × (6.42)
×
∞∑
M=1
1
M !
M∏
α=1
[
∞∑
nα=1
∫ +∞
−∞
dqα
κnα
2π
e
− t2βnαq
2
α+
κ2t
24βn
3
α
]
δ
( M∑
α=1
nα ,
N∑
k=1
Lk
)
DM (q,n) ×
×
∑
P(L1,...,LN )
N∏
k=1
[ ∑
P(Lk)
]
N∏
k<l
Lk∏
ak=1
Ll∏
al=1
(
Q
P
(Lk)
ak
−Q
P
(Ll)
al
− iκ
Q
P
(Lk)
ak
−Q
P
(Ll)
al
)
exp
(
i
N∑
k=1
xk
Lk∑
ak=1
Q
P
(Lk)
ak
)}
where
DM (q,n) = det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
(6.43)
In the above expression the summation over permutations of n = L1 + ... + LN momenta Qa split into the internal
permutations P(Lk) of Lk momenta (taken at random out of the total list {Qa} (a = 1, ..., n)) and the permutations
P(L1,...,LN) of the momenta among the groups Lk. It is evident that due to the symmetry of the expression in eq.(6.42)
the summations over P(Lk) give just the factor L1!...LN !. On the other hand the structure of the Bethe ansatz wave
functions, eq.(3.15) is such that for ordered particles positions in the summation over permutations the momenta Qa
belonging to the same cluster also remain ordered (see the discussion after eq.(6.5)). Thus, in order to perform the
summation over the permutations P(L1,...,LN) in eq.(6.42) it is sufficient to split the momenta of each cluster into N
parts:
{qα1 , ..., qαm1α︸ ︷︷ ︸
m1α
; qαm1α+1, ..., q
α
m1α+m
2
α︸ ︷︷ ︸
m2α
; ... ; qα∑N−1
k=1 m
k
α+1
, ..., qα∑N
k=1 m
k
α︸ ︷︷ ︸
mNα
} (6.44)
where the integers mkα = 0, 1, ..., nα are constrained by the conditions
N∑
k=1
mkα = nα (6.45)
M∑
α=1
mkα = Lk (6.46)
and the momenta of every group {qα∑k−1
l=1 m
l
α+1
, ..., qα∑k
l=1m
l
α
} belong to the particles whose coordinates are all equal
xk. Let us redefine:
qα∑k−1
l=1 m
l
α+r
≡ qαk,r = qα +
iκ
2
(
nα + 1− 2
k−1∑
l=1
mlα − 2r
)
(6.47)
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In this way the summation over P(L1,...,LN) is changed by the summation over the integers {mkα}. Substituting
eqs.(6.44)-(6.47) into eq.(6.42) after simple algebra we find
W (f ;x) = lim
t→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[ ∑
∑N
k m
k
α≥1
(−1)
∑N
k m
k
α−1
∫ +∞
−∞
dqα
2π
× (6.48)
× exp
{
λ(t)
N∑
k=1
mkαfk + i
N∑
k=1
mkαxkqα −
1
4
κ
N∑
k,l=1
mkαm
l
α
∣∣xk − xl∣∣− t
2β
q2α
N∑
k=1
mkα +
κ2t
24β
( N∑
k=1
mkα
)3}]
×
× DM
(
q; {mkα}
)
GM
(
q; {mkα}
)
where
GM
(
q; {mkα}
)
=
M∏
α=1
N∏
k<l
mkα∏
r=1
mlα∏
r′=1
(
qαk,r − qαl,r′ − iκ
qαk,r − qαl,r′
)
×
M∏
α<β
N∏
k=1
N∏
l=1
mkα∏
r=1
mlα∏
r′=1
(
qαk,r − qαl,r′ − iκ
qαk,r − qαl,r′
)
(6.49)
Substituting here the expressions for qαk,r, eq.(6.47), one can find an explicit formula for the above factor GM which
is rather cumbersome: it contains the products of all kinds of the Gamma functions of the type Γ
[
1+ 12
(∑N
k (±)mkα+∑N
l (±)mlβ
)± 1κ (qα − qβ)]. (for the example of such kind of the product see eq.(E.18)). We do not reproduce it here
as it turns out to be irrelevant in the limit t→∞ (see below).
Rescaling
qα → κ
2λ
qα (6.50)
xk → 2λ
2
κ
xk (6.51)
and substituting the Airy function relation
exp
{1
3
λ3
( N∑
k
mkα
)3}
=
∫ +∞
−∞
dy Ai(y) exp
{
λ
( N∑
k
mkα
)
y
}
(6.52)
into eq.(6.48) we get
W (f ;x) = lim
t→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dqαdyα
2π
Ai(yα + q
2
α)×
×
∑
∑
N
k m
k
α≥1
(−1)
∑N
k m
k
α−1 exp
{
λ(t)
N∑
k=1
mkα
(
yα + fk + ixkqα
)− 1
2
λ2(t)
N∑
k,l=1
mkαm
l
α∆kl
}]
×
× det Kˆ
[( N∑
k
λ(t)mkα, qα
)
;
( N∑
k
λ(t)mkβ , qβ
)]
α,β=1,...,M
×GM
( κq
2λ(t)
; {mkα}
)
(6.53)
where
∆kl =
∣∣xk − xl∣∣ (6.54)
and
Kˆ
[( N∑
k
λmkα, qα
)
;
( N∑
k
λmkβ , qβ
)]
=
1(∑N
k λm
k
α − iqα
)
+
(∑N
k λm
k
β + iqβ
) (6.55)
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The quadratic in mkα term in the exponential of eq.(6.53) can be linearized as follows:
exp
{
−1
2
λ2
N∑
k,l=1
mkαm
l
α∆kl
}
= exp
{
−1
4
λ2
N∑
k,l=1
∆kl
(
mkα +m
l
α
)2
+
1
2
λ2
N∑
k=1
(
mkα
)2 N∑
l=1
∆kl
}
=
N∏
k,l=1
(∫ +∞
−∞
dξαkl√
2π
exp
{
−1
2
(
ξαkl
)2}) N∏
k=1
(∫ +∞
−∞
dηαk√
2π
exp
{
−1
2
(
ηαk
)2})×
× exp
{
λ
N∑
k
[ i√
2
N∑
l=1
√
∆kl
(
ξαkl + ξ
α
lk
)−√γk ηαk ]mkα} (6.56)
where
γk =
N∑
l=1
∆kl =
N∑
l=1
∣∣xk − xl∣∣ (6.57)
Substituting the representation (6.56) into eq.(6.53) and redefining the integration parameters
ηαk → ηαk +
i√
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξαkl + ξ
α
lk
)
(6.58)
we get
W (f ;x) =
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dqαdyα
2π
Ai(yα + q
2
α)
N∏
k,l=1
(∫ +∞
−∞
dξαkl√
2π
)
N∏
k=1
(∫ +∞
−∞
dηαk√
2π
)
×
× exp
{
−1
2
N∑
k,l=1
(
ξαkl
)2 − 1
2
N∑
k=1
[
ηαk +
i√
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξαkl + ξ
α
lk
)]2}]× S(f ,y,q, {ηk})(6.59)
where
S(f ,y,q, {ηk}) = lim
t→∞
M∏
α=1
[ ∑
∑N
k m
k
α≥1
(−1)
∑N
k m
k
α−1 exp
{
λ(t)
N∑
k=1
mkα
(
yα + fk −√γkηk
)}×
× det Kˆ
[( N∑
k
λ(t)mkα, qα
)
;
( N∑
k
λ(t)mkβ , qβ
)]
α,β=1,...,M
×GM
( κq
2λ(t)
; {mkα}
)
(6.60)
The summations over mkα in the above expression can be performed as follows
S(f ,y,q, {ηk}) = lim
t→∞
M∏
α=1
[
N∏
k=1
(
∞∑
mkα=0
δmkα, 0
)
− (−1)N
N∏
k=1
(
∞∑
mkα=0
(−1)mkα−1 exp
{
λ(t)mkα
(
yα + fk −√γkηk
)})]×
× det Kˆ
[( N∑
k
λ(t)mkα, qα
)
;
( N∑
k
λ(t)mkβ , qβ
)]
α,β=1,...,M
×GM
( κq
2λ(t)
; {mkα}
)
= lim
t→∞
M∏
α=1
[
N∏
k=1
(∫
C
dzkα δ(z
k
α)
)
− (−1)N
N∏
k=1
(∫
C
dzkα
2i sin(πzkα)
exp
{
λ(t)zkα
(
yα + fk −√γkηk
)})]
× det Kˆ
[( N∑
k
λ(t)zkα, qα
)
;
( N∑
k
λ(t)zkβ , qβ
)]
α,β=1,...,M
×GM
( κq
2λ(t)
; {zkα}
)
(6.61)
where the integration goes over the contour C shown in Fig.3. Redefining zkα → zkα/λ(t), in the limit t→∞ we get
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FIG. 3: The contours of integration in the complex plane used for summing the series eq.(6.61)
S(f ,y,q, {ηk}) = M∏
α=1
[
N∏
k=1
(∫
C
dzkα δ(z
k
α)
)
− (−1)N
N∏
k=1
(∫
C
dzkα
2πi zkα
exp
{
zkα
(
yα + fk −√γkηk
)})]
× det Kˆ
[( N∑
k
zkα, qα
)
;
( N∑
k
zkβ , qβ
)]
α,β=1,...,M
× lim
t→∞
GM
( κq
2λ(t)
; { z
k
α
λ(t)
}
)
(6.62)
Taking into account the Gamma function property lim|z|→0 Γ(1+z) = 1 one can easily demonstrate (see e.g. eqs.(5.33)
or (6.21)) that
lim
t→∞
GM
( κq
2λ(t)
; { z
k
α
λ(t)
}
)
= 1 (6.63)
Thus in the limit λ→∞ the expression (6.59) takes the form of the Fredholm determinant
W (f ;x) =
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dqαdyα
2π
Ai(yα + q
2
α)
N∏
k,l=1
(∫ +∞
−∞
dξαkl√
2π
)
N∏
k=1
(∫ +∞
−∞
dηαk√
2π
)
×
× exp
{
−1
2
N∑
k,l=1
ξ2kl −
1
2
N∑
k=1
[
ηαk +
i√
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξαkl + ξ
α
lk
)]2}×
×
N∏
k=1
(∫
C
dzkα
)(
N∏
k=1
δ(zkα) − (−1)N
N∏
k=1
1
2πizkα
exp
{
zkα
(
yα + fk −√γkηk
)})]×
× det Kˆ
[( N∑
k
zkα, qα
)
;
( N∑
k
zkβ , qβ
)]
α,β=1,...,M
(6.64)
≡ det[1ˆ− Aˆ] = exp{− ∞∑
M=1
1
M
TrAˆM
}
(6.65)
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where Aˆ is the integral operator with the kernel
A
[( N∑
k
zk, q
)
;
( N∑
k
z˜k, q˜
)]
=
∫ +∞
−∞
dy
2π
Ai(y + q2)
N∏
k,l=1
(∫ +∞
−∞
dξkl√
2π
)
N∏
k=1
(∫ +∞
−∞
dηk√
2π
)
×
× exp
{
−1
2
N∑
k,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i√
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξkl + ξlk
)]2}×
×
(
N∏
k=1
δ(zk) − (−1)N
N∏
k=1
1
2πizk
exp
{
zk
(
y + fk −√γkηk
)})×
× 1∑N
k z
k − iq + ∑Nk z˜k + iq˜ (6.66)
Correspondingly, for the trace of this operator in the M -th power (in the exponential representation of the Fredholm
determinant, eq.(6.65)) we get
TrAˆM =
M∏
α=1
[∫ ∫ +∞
−∞
dydqα
2π
Ai(y + q2α)
N∏
k,l=1
(∫ +∞
−∞
dξkl√
2π
)
N∏
k=1
(∫ +∞
−∞
dηk√
2π
)
×
× exp
{
−1
2
N∑
k,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i√
γk
qαxk + i
N∑
l=1
√
∆kl
2γk
(
ξkl + ξlk
)]2}×
×
N∏
k=1
(∫
C
dzkα
)(
N∏
k=1
δ(zkα) − (−1)N
N∏
k=1
1
2πizkα
exp
{
zkα
(
y + fk −√γkηk
)})]×
×
M∏
α=1
(
1∑N
k z
k
α − iqα +
∑N
k z
k
α+1 + iqα+1
)
(6.67)
where, by definition, zkM+1 ≡ zk1 and qM+1 ≡ q1.
Substituting
1∑N
k z
k
α − iqα +
∑N
k z
k
α+1 + iqα+1
=
∫ ∞
0
dωα exp
{
−ωα
( N∑
k
zkα − iqα +
N∑
k
zkα+1 + iqα+1
)}
(6.68)
into eq.(6.67) we obtain
TrAˆM =
∫ ∞
0
...
∫ ∞
0
dω1...dωM
M∏
α=1
A
(
ωα; ωα+1
)
(6.69)
where
A
(
ω; ω′
)
=
∫ ∫ +∞
−∞
dydq
2π
Ai(y + q2 + ω + ω′)
N∏
k,l=1
(∫ +∞
−∞
dξkl√
2π
)
N∏
k=1
(∫ +∞
−∞
dηk√
2π
)
×
× exp
{
−1
2
N∑
k,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i√
γk
qxk + i
N∑
l=1
√
∆kl
2γk
(
ξkl + ξlk
)]2 − iq(ω − ω′)} ×
×
(
1 − (−1)N
N∏
k=1
∫
C
dzk
2πizk
exp
{
zk
(
y + fk −√γkηk
)})
(6.70)
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Integrating over z1, ..., zN we finally get
A
(
ω; ω′
)
=
∫ ∫ +∞
−∞
dydq
2π
Ai(y + q2 + ω + ω′)
N∏
k,l=1
(∫ +∞
−∞
dξkl√
2π
)
N∏
k=1
(∫ +∞
−∞
dηk√
2π
)
×
× exp
{
−1
2
N∑
k,l=1
ξ2kl −
1
2
N∑
k=1
[
ηk +
i√
γk
qxk + i
N∑
l=1
√
∆kl
2γk
(
ξkl + ξlk
)]2 − iq(ω − ω′)
}
×
×
[
1 − (−1)N
N∏
k=1
θ
(
−y − fk + ηk√γk
)]
(6.71)
where ∆kl =
∣∣xk − xl∣∣ and γk =∑Nl=1∆kl.
Thus the N -point free energy distribution function W
(
f1, ..., fN ; x1, ..., xN
)
, eq.(6.39), is given by the Fredholm
determinant
W
(
f ; x
)
= det
[
1ˆ − Aˆ] (6.72)
where Aˆ is the integral operator with the kernel A
(
ω; ω′
)
(with ω, ω′ ≥ 0) represented in eq.(6.71).
VII. PROBABILITY DISTRIBUTION FUNCTION OF THE ENDPOINT FLUCTUATIONS
In this Chapter we consider the problem in which the polymer is fixed at the origin, φ(0) = 0 and it is free at τ = t.
In other words, for a given realization of the random potential V the partition function of the considered system is:
Z(t) =
∫ +∞
−∞
dx Z(x; t) = exp{−βF (t)} (7.1)
where
Z(x; t) =
∫ φ(t)=x
φ(0)=0
Dφ(τ) exp{−βH [φ;V ]} (7.2)
is the partition function of the system with the fixed boundary condition, φ(t) = x and F (t) is the total free energy. As
it was discussed in the Introduction, besides the usual extensive part f0t (where f0 is the linear free energy density),
the total free energy F of such system contains the disorder dependent fluctuating contribution ∝ t1/3. In other
words, in the limit of large t the total (random) free energy of the system can be represented as βF (t) = βf0t+λ(t)f ,
where λ(t) = 12
(
β5u2t
)1/3
and f ∼ 1 is the random quantity which in the thermodynamic limit t → ∞ is described
by the universal Tracy-Widom distribution function PTW (f) (see Chapters IV and V). Note that the trivial self-
averaging contribution f0t to the free energy can be eliminated by the simple redefinition of the partition function,
Z = exp{−βf0t} Z˜, so that Z˜ = exp{−λf}, (see Chapter II).
In this Chapter instead of the free energy we are going to study on the statistical properties of the transverse
fluctuations of the directed polymer itself. The scaling properties of the typical value of the endpoint deviations, φ(t),
at large times is well known: 〈φ(t)〉2 ∝ t4/3 [28–31]. Much more interesting object is the probability distribution
function of the rescaled quantity x = φ(t)/t2/3 which in the limit t→ ∞ becomes a universal function [54–58]. This
distribution function can be defined as follows:
W (x) = lim
t→∞
Prob
[
φ(t)t−2/3 > x
]
(7.3)
In this Chapter it will be shown that
W (x) =
∫ +∞
−∞
df F1(−f)
∫ +∞
0
dω
∫ +∞
0
dω′
(
1ˆ− Kˆ)−1(ω, ω′) Φ(ω′, ω; f, x) (7.4)
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Here Kˆ is the integral operator with the kernelB(ω, ω′) = Ai(ω+ω′−f) (ω, ω′ > 0), the function F1(−f) = det
[
1ˆ−Kˆ]
is the GOE Tracy-Widom distribution (see Chapter V),
(
1ˆ − Kˆ)−1(ω, ω′) denotes the kernel of the inverse operator(
1ˆ− Kˆ)−1 in ω and ω′ and finally the function Φ(ω′, ω; f, x) is:
Φ(ω, ω′; f, x) = −1
2
∫ +∞
0
dy
[ ( ∂
∂ω
− ∂
∂ω′
)
Ψ
(
ω − 1
2
f + y; x
)
Ψ
(
ω′ − 1
2
f + y; −x)+
+
( ∂
∂ω
+
∂
∂ω′
)
Ψ
(
ω − 1
2
f − y; x)Ψ(ω′ − 1
2
f + y; −x)
]
(7.5)
where
Ψ(ω;x) = 21/3Ai
[
21/3
(
ω +
1
8
x2
)]
exp
{−1
2
ωx
}
(7.6)
Unfortunately the above expression for the distribution function is rather complicated and its analytic properties
is not so easy to analyze although the asymptotic tail of this function at |x| → ∞ is already known to decay as
∼ exp{−|x|3/12} [55].
In terms of the partition function Z˜(x; t) the probability distribution function of the polymer’s endpoint W (x),
eq.(7.3), can be defined as follows:
W (x) = lim
t→∞
(∫ +∞
x
dx′
Z˜(x′; t)∫ +∞
−∞
dx′ Z˜(x′; t)
)
= lim
t→∞
(
Z˜(+)(x; t)
Z˜(+)(x; t) + Z˜(−)(x; t)
)
(7.7)
Here, as usual, (...) denotes the averaging over the disorder potential and
Z˜(−)(x; t) ≡
∫ x
−∞
dx′ Z˜(x′; t) = exp{−λ(t)f(−)} (7.8)
Z˜(+)(x; t) ≡
∫ +∞
x
dx′ Z˜(x′; t) = exp{−λ(t)f(+)} (7.9)
where f(±) are the free energies of the polymers with the endpoint φ(t) located correspondingly above and below a
given position x and
λ(t) =
1
2
(
β5u2t
)1/3 ∝ t1/3 (7.10)
which implies that the limit t → ∞ is equivalent to the limit λ → ∞. According to the above definitions, eqs.(7.8)-
(7.9),
lim
λ→∞
exp{−λf(+)}
exp{−λf(−)} + exp{−λf(+)}
=


0, for f(−) < f(+)
1, for f(−) > f(+)
(7.11)
Let us introduce the joint probability density function Px
[
f(+); f(−)
]
such that the quantity Px
[
f(+); f(−)
]
df(+) df(−)
gives the probability that the free energy of the polymer with the endpoint located below x is equal to f(−) (within
the interval df(−)), while the free energy of the polymer with the endpoint located above x is equal to f(+) (within
the interval df(+)). Thus, according to eq.(7.11),
W (x) = lim
λ→∞
∫ +∞
−∞
df(+)
∫ +∞
f(+)
df(−)Px
[
f(+); f(−)
]
(7.12)
Let us introduce one more joint probability distribution function:
Wx(f1, f2) = lim
λ→∞
Prob
[
f(+) > f1; f(−) > f2
]
= lim
λ→∞
∫ +∞
f1
df(+)
∫ +∞
f2
df(−) Px
[
f(+); f(−)
]
(7.13)
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This two-point free energy distribution function gives the probability that the free energy of the polymer with the
endpoint located above the position x is bigger than a given value f1, while the free energy of the polymer with the
endpoint located below the position x is bigger than a given value f2. According to this definition,
Px
[
f1; f2
]
=
∂
∂f1
∂
∂f2
Wx(f1, f2) (7.14)
Substituting this relation into eq.(7.11) we find
W (x) = lim
λ→∞
∫ +∞
−∞
df1
∫ +∞
f1
df2
∂
∂f1
∂
∂f2
Wx(f1, f2) (7.15)
Integrating by parts over f2 and taking into account that Wx(f1, f2)
∣∣
f2=+∞
= 0 we get
W (x) = lim
λ→∞
−
∫ +∞
−∞
df1
( ∂
∂f1
Wx(f1, f2)
)∣∣∣
f2=f1+0
(7.16)
Thus, to get the distribution function W (x) for the polymer’s endpoint fluctuations we have to derive the two-point
free energy distribution function Wx(f1, f2) first. Note that this function is different from the two-point free energy
distribution function derived in Chapter VI which describes joint statistics of the free energies of the directed polymers
coming to two given endpoints.
According to the definition, eq.(7.12), the probability distribution function Vx(f1, f2) can be defined as follows:
Wx(f1, f2) = lim
λ→∞
∞∑
L=0
∞∑
R=0
(−1)L
L!
(−1)R
R!
exp
{
λLf1 + λRf2
} [
Z(+)(x)
]L [
Z(−)(x)
]R
(7.17)
Substituting eqs.(7.7)-(7.8) into eq.(7.17) we get:
Wx(f1, f2) = lim
λ→∞
∞∑
L,R=0
(−1)L+R
L!R!
exp
{
λLf1 + λRf2
} ∫ x
−∞
dx1...dxL
∫ +∞
x
dy1...dyRΨ(x1, ..., xL, yR, ..., y1; t) (7.18)
where the wave function
Ψ(x1, ..., xN ; t) ≡ Z(x1)Z(x2) ... Z(xN ) (7.19)
is given in eqs.(3.15)-(3.16).
Further calculations of Wx(f1, f2), eq.(7.18) to a large extent repeats the procedure described in detail in the
Chapter V for the GOE Tracy-Widom free energy distribution function. The only two differences of the present
procedure from the one in Chapter V are: (1) instead of the exponential factor λNf = λ(K +L)f in the expression
for the probability function W (f) eq.(2.19), we now have the factor λLf1 + λRf2 in eq.(7.18); (2) in the integrations
over xa’s and ya’s the regions (−∞; 0] and [0;+∞) in eqs.(5.7) and (5.11) are changed correspondingly for (−∞;x]
and [x; +∞) in eq.(7.18) Following the steps given in eqs.(5.7)-(5.15) instead of eq.(5.16) get
Wx(f1, f2) = lim
λ→∞
∞∑
L,R=0
(−1)L+R exp{λLf1 + λRf2}×
(7.20)
×
∞∑
M=1
1
M !
M∏
α=1
[
∞∑
nα=1
∫ +∞
−∞
dqα κ
nα
2π
exp
{
− t
2β
nαq
2
α +
κ2 t
24β
n3α
}]
DM (q,n)JL,R(q,n; x) δ
( M∑
α=1
nα,K + L
)
where
DM (q,n) = det
[
1
1
2κnα − iqα + 12κnβ + iqβ
]
α,β=1,...M
(7.21)
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and (s.f. eq.(5.15))
JL,R(q,n; x) = i
−(L+R) exp
{
ix
M∑
α=1
nαqα
} ∑
P(L,R)
L∏
a=1
R∏
c=1
[
q
P
(L)
a
− q
P
(R)
c
− iκ
q
P
(L)
a
− q
P
(R)
c
]
×
× 1∏L
a=1 q
(−)
P
(L)
a
L∏
a<b
[
q
(−)
P
(L)
a
+ q
(−)
P
(L)
b
+ iκ
q
(−)
P
(L)
a
+ q
(−)
P
(L)
b
]
× (−1)
R∏R
c=1 q
(+)
P
(R)
c
R∏
c<d
[
q
(+)
P
(R)
c
+ q
(+)
P
(R)
d
− iκ
q
(+)
P
(R)
c
+ q
(+)
P
(R)
d
]
(7.22)
The only difference of the above expression for JL,R(q,n; x) from IL,R(q,n) , eq.(5.15), is the presence of the additional
factor exp
{
ix
∑M
α=1 nαqα
}
. Following the derivation given in eqs.(5.17)-(5.23) we obtain
Wx(f1, f2) = lim
λ→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α − ixpα
) ∞∑
mα+sα≥1
(−1)mα+sα−1 ×
× exp
{
λmα(yα + f1) + λsα(yα + f2)
}
G
(pα
λ
, mα, sα
) ]
×
× det Kˆ[(λmα, λsα, pα); (λmβ , λsβ , pβ)]α,β=1,...,M GM(pλ , m, s
)}
(7.23)
where
Kˆ
[
(λm, λs, p); (λm′, λs′, p′)
]
=
1
λm+ λs− ip+ λm′ + λs′ + ip′ (7.24)
and the explicit expression for the factors G(pαλ ,mα, sα) and Gαβ(q, m, s) are given in eqs.(5.24) and (E.18)
correspondingly. Performing summations over {mα} and {sα} (see eq.(5.25)-(5.33)) in the limit λ → ∞ we find
that the expression for the probability function, eq.(7.23) takes the form of the Fredholm determinant (s.f. eq.(5.34))
Wx(f1, f2) = 1 +
∞∑
M=1
(−1)M
M !
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α − ixpα
)×
×
∫ ∫
C′
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)(
1 +
z1α
z2α + ip
(−)
α
)(
1 +
z2α
z1α − ip(+)α
)
×
× exp
{
z1α
(
yα + f1
)
+ z2α
(
yα + f2
)}]
det
[ 1
z1α + z2α − ipα + z1β + z2β + ipβ
]
(α,β)=1,2,...,M
= det
[
1ˆ − Bˆ] (7.25)
with the kernel (s.f. eq.(5.35))
Bˆ
[
(z1, z2, p); (z1
′, z2
′, p′)
]
=
∫ +∞
−∞
dy
2π
Ai
(
y + p2 − ixp)(2πi
z1
δ(z2) +
2πi
z2
δ(z1)− 1
z1z2
)
×
×
(
1 +
z1
z2 + ip(−)
)(
1 +
z2
z1 − ip(+)
)
exp
{
z1
(
y + f1
)
+ z2
(
y + f2
)}×
× 1
z1 + z2 − ip+ z1′ + z2′ + ip′ (7.26)
In the exponential representation of this determinant we get
Wx(f1, f2) = exp
[
−
∞∑
M=1
1
M
Tr BˆM
]
(7.27)
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where
Tr BˆM =
M∏
α=1
[∫ ∫ +∞
−∞
dyαdpα
2π
Ai
(
yα + p
2
α − ixpα
)×
×
∫ ∫
C′
dz1αdz2α
(2πi)2
(2πi
z1α
δ(z2α) +
2πi
z2α
δ(z1α)−
1
z1αz2α
)(
1 +
z1α
z2α + ip
(−)
α
)(
1 +
z2α
z1α − ip(+)α
)
×
× exp
{
z1α
(
yα + f1
)
+ z2α
(
yα + f2
)}] M∏
α=1
[
1
z1α + z2α − ipα + z1α+1 + z2α+1 + ipα+1
]
(7.28)
Here, by definition, it is assumed that ziM+1 ≡ zi1 (i = 1, 2) and pM+1 ≡ p1. Substituting
1
z1α + z2α − ipα + z1α+1 + z2α+1 + ipα+1
=
∫ ∞
0
dωα exp
[
−(z1α + z2α − ipα + z1α+1 + z2α+1 + ipα+1)ωα] (7.29)
into eq.(7.28), we obtain
Tr BˆM =
∫ ∞
0
dω1 ... dωM
M∏
α=1
[∫ ∫ +∞
−∞
dydp
2π
Ai
(
y+p2+ωα+ωα−1−ixp
)
exp{ip(ωα−ωα−1)} S(p, y; f1, f2)
]
(7.30)
where, by definition, ω0 ≡ ωM , and
S(p, y; f1, f2) =
∫ ∫
C′
dz1dz2
(2πi)2
(2πi
z1
δ(z2) +
2πi
z2
δ(z1)− 1
z1z2
)(
1 +
z1
z2 + ip(−)
)(
1 +
z2
z1 − ip(+)
)
×
× exp
{
z1
(
y + f1
)
+ z2
(
y + f2
)}
(7.31)
Simple integrations yields the following result:
S(p, y; f1, f2) = θ(y + f1) + θ(y + f2)− θ(y + f1)θ(y + f2)− θ(y + f1)θ(y + f2) exp
{
ip(f1 − f2)− 2ǫy
}
+
i
p+ iǫ
δ(y + f2)− i
p− iǫδ(y + f1)
− i
p+ iǫ
δ(y + f2)θ(f1 − f2)
[
1− exp{i(p+ iǫ)(f1 − f2)}
]
+
i
p− iǫδ(y + f1)θ(f2 − f1)
[
1− exp{i(p− iǫ)(f1 − f2)}
]
(7.32)
According to eq.(7.16) in what follows we will be dealing with the sector f2 > f1 only. In this case the above expression
simplifies to
S(p, y; f1, f2)
∣∣
f2>f1
=
( i
p+ iǫ
− i
p− iǫ
)
δ(y + f2)
+
i
p− iǫ
[
δ(y + f2)− δ(y + f1) exp{ip(f1 − f2)}
]
+ θ(y + f2)− θ(y + f1) exp{ip(f1 − f2)− 2ǫy} (7.33)
Note that at edge of the sector f2 > f1 in the limit ǫ→ 0
S(p, y; f1, f2)
∣∣
f2=f1+0
= 2πδ(p)δ(y + f2) (7.34)
Substituting eq.(7.33)) into eq.(7.30), we find that the free energy distribution function Wx(f1, f2), eq.(7.13), (in
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the sector f2 > f1) is given by the Fredholm determinant, eq.(7.27), with the kernel
B(ω, ω′) = Ai(ω + ω′ − f2)−
−
∫ +∞
−∞
dp
2π
[
Ai(ω + ω′ + p2 − ipx− f2)−Ai(ω + ω′ + p2 − ipx− f1) exp{ip(f1 − f2)}
]
i(p− iǫ) exp{ip
(
ω − ω′)}+
+
∫ +∞
−∞
dp
2π
[∫ +∞
−f2
dyAi(ω + ω′ + p2 − ipx+ y)−
∫ +∞
−f1
dyAi(ω + ω′ + p2 − ipx+ y) exp{ip(f1 − f2)}
]
×
× exp{ip(ω − ω′)} (7.35)
with ω, ω′ > 0.
Finally, substituting the above result, eqs.(7.27) and (7.35), into eq.(7.16) for the endpoint distribution function
one obtains the following expression:
W (x) =
∫ +∞
−∞
df F1(−f)
∫ +∞
0
dω
∫ +∞
0
dω′
(
1ˆ− Kˆ
)−1
(ω, ω′) Φ(ω′, ω; f, x) (7.36)
where
F1(−f) = det
[
1ˆ − Kˆ] = exp[− ∞∑
M=1
1
M
Tr KˆM
]
(7.37)
is the GOE Tracy-Widom distribution with the kernel
K(ω, ω′) = Ai(ω + ω′ − f), (ω, ω′ > 0) (7.38)
(see eqs.(5.3)-(5.5)) and
Φ(ω, ω′; f, x) = i
∫ +∞
−∞
dp
2π
1
p− iǫ Ai
′(ω + ω′ + p2 − ipx− f) exp{ip(ω − ω′)}
− i
∫ +∞
−f
dy
∫ +∞
−∞
dp
2π
p Ai(ω + ω′ + p2 − ipx+ y) exp{ip(ω − ω′)} (7.39)
Using the standard integral representation of the Airy function (see Appendix B) one can easily reduce the above
function Φ(ω, ω′; f, x) to the following more simple form:
Φ(ω, ω′; f, x) = −1
2
∫ +∞
0
dy
[ ( ∂
∂ω
− ∂
∂ω′
)
Ψ
(
ω − 1
2
f + y; x
)
Ψ
(
ω′ − 1
2
f + y; −x)+
+
( ∂
∂ω
+
∂
∂ω′
)
Ψ
(
ω − 1
2
f − y; x)Ψ(ω′ − 1
2
f + y; −x)
]
(7.40)
where
Ψ(ω;x) = 21/3Ai
[
21/3
(
ω +
1
8
x2
)]
exp
{−1
2
ωx
}
(7.41)
Thus, eqs.(7.36)-(7.41) complete the derivation of the probability distribution function for the directed polymer’s
endpoint. Unfortunately, we see that at present stage this final expression is rather involved, so that the study of its
analytical properties requires special efforts.
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PART 2: Unsolved problems
VIII. ZERO TEMPERATURE LIMIT
In this Chapter we will study the statistical properties of one-dimensional directed polymers in correlated random
potential in the zero-temperature limit. This system is defined in terms of the Hamiltonian
H [φ(τ), V ] =
∫ t
0
dτ
{1
2
[
∂τφ(τ)
]2
+ V [φ(τ), τ ]
}
; (8.1)
where V (φ, τ) is the Gaussian distributed random potential with a zero mean, V (φ, τ) = 0, and the correlation
function
V (φ, τ)V (φ′, τ ′) = uδ(τ − τ ′)U(φ− φ′) (8.2)
Here U(φ) is the ”spatial” correlation function characterized by some finite correlation length R. For simplicity we
take
U(φ) =
1√
2πR
exp
{
− φ
2
2R2
}
(8.3)
It can be argued (see below) that the model, eqs.(8.1)-(8.3), with finite correlation length R in the high temperature
limit is equivalent to the one with the δ-correlated random potentials considered in the previous chapters. Note that
this provides the basis for the short-length regularization of the model with the δ-potentials which, in fact, is ill
defined at short scales. The zero-temperature limit for this model is much less clear. The problem is that in the exact
solution of the model with δ-correlated potentials (Chapter IV) the fluctuating part of the free energy F (T, t) (in the
limit t→∞) is proportional to (u/T )2/3 t1/3 f and this free energy does not reveal any finite zero-temperature limit.
The physical origin of this pathology is clear: the exact solution mentioned above is valid only for the model with
δ-correlated potentials which is ill defined at short scales while it is the short scales which are getting the most relevant
in the limit T → 0. One can propose two types of the regularization of the model on short scales: (1) introducing a
lattice, and (2) keeping continuous structure of the ”space-time” but introducing smooth finite size correlations for
the random potential like in eq.(8.3). In both cases, however, the solution derived for the model with δ-correlated
potentials becomes not valid. Nevertheless, it is generally believed that in the zero-temperature limit the considered
system must reveal the same TW distribution. On one hand there are exact results for strictly zero temperature lattice
models revealing main features of (1+1) directed polymers (see e.g rigorous solution of the directed polymer lattice
model with geometric disorder [34]). On the other hand there are analytic indications that in the zero-temperature
limit the continuous model with finite correlation length of the type introduced above, eqs.(8.1)-(8.3), after crossover
to a new regime keeps the main features of the finite-temperature solution [110, 111].
In this Chapter we will try to formulate a general scheme which would allow to obtain a finite zero-temperature
limit for the continuous model (8.1)-(8.3). In terms of the standard replica technique (see Chapters II and III) it
will be demonstrated that in the limit T → 0 the considered system reveals the one-step replica symmetry breaking
structure similar to the one which takes place in the low-temperature phase of the Random Energy Model (REM) [77].
Of course, the considered system (unlike REM) reveal no phase transition: here at the temperature T∗ ∼ (uR)1/3 we
observe only a crossover from the high- to the low-temperature regime. Namely, at T ≫ T∗ the fluctuating part of
the free energy is the same as in the model with the δ-interactions, F (T, t) ≃ (u/T )2/3 t1/3 f , while at T ≪ T∗ the
non-universal prefactor of the free energy saturates at finite value, F (T = 0, t) ≃ (u2/R)1/9 t1/3 f . The probability
distribution function of the random quantity f is, of course, expected to be the TW one, although at present stage
this is not proved yet.
For simplicity let us consider the case of the zero boundary conditions: φ(0) = φ(t) = 0. Following the procedure
described in Chapters II and III, the free energy probability distribution function P (F ) of this system can be studied
in terms of the replica partition function:
Z(N, t) =
∫ +∞
−∞
dF P (F ) exp
{−βNF} (8.4)
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where
Z(N, t) =
N∏
a=1
∫ φa(t)=0
φa(0)=0
Dφa(τ) exp
{
−βHN [φ(τ)]
}
(8.5)
with the replica Hamiltonian
βHN [φ] =
∫ t
0
dτ
[
1
2
β
N∑
a=1
(
∂τφa(τ)
)2
− 1
2
β2 u
N∑
a,b=1
U
(
φa(τ) − φb(τ)
)]
; (8.6)
which describes N elastic strings
{
φ1(τ), φ2(τ), ... , φN (τ)
}
with the finite width attractive interactions U
(
φa − φb
)
,
eq.(8.3).
Mapping this system to the N -particle quantum boson model (see Chapter III) one introduces the wave function
Ψ(x1, x2, ... xN ; t) =
N∏
a=1
∫ φa(t)=xa
φa(0)=0
Dφa(τ) exp
{
−βHN [φ(τ)]
}
(8.7)
such that Z(N, t) = Ψ(x1, x2, ...xN ; t)
∣∣
xa=0
. The above wave function can be obtained as the solution of the the
imaginary time Schro¨dinger equation
β
∂
∂t
Ψ(x; t) =
1
2
N∑
a=1
∂2
∂x2a
Ψ(x; t) +
1
2
β3u
N∑
a,b=1
U(xa − xb)Ψ(x; t) (8.8)
with the initial condition Ψ(x; 0) =
∏N
a=1 δ(xa). In the high temperature limit (β → 0) the typical distance between
the particles (defined by the wave function Ψ(x; t)) is much larger that the size R of the potential U(x), eq.(8.3)
(see below). In this case the potential U(x) can be approximated by the δ-function, so that a generic solution of the
Schro¨dinger equation (8.9) (with U(x) = δ(x)) is obtained in terms of the Bethe ansatz eigenfunctions, eqs.(3.13)-
(3.19). In particular, the ground state wave function (which in eqs.(3.13)-(3.15) corresponds to M = 1; Qa =
q − i2κ(N + 1− 2a)) of this system is:
Ψq(x) ∝ exp
{
−1
4
κ
N∑
a,b=1
|xa − xb| + iq
N∑
a=1
xa
}
(8.9)
For the excited states (with M > 1) the generic wave function can be represented as a linear combination of various
products of the ”cluster” wave functions which have the structure similar to the one in eq.(8.9). We see that in any
case the typical distance between the particles is of the order of κ−1 = (β3u)−1. Thus, the approximation of the
potential U(x), eq.(8.3), by the δ-function is justified provided (β3u)−1 ≫ R which for a given R and u is valid only
in the high temperature region,
β ≪ (Ru)−1/3 (8.10)
At temperatures of the order of the (Ru)1/3 and below the typical distance between particles becomes comparable
with the size R of the potential U(x), and therefore its approximation by the δ-function is no longer valid, which makes
the considered model unsolvable (at least for the time being). It turns out, however, that in the zero temperature
limit, at T ≪ (Ru)1/3 the situation somewhat simplifies again (see below).
One can easily show that the parameters of the considered system can be redefined in such a way that in the limit
t→∞ the properties of the system would depend on the only parameter, which is the reduced temperature T˜ = T/T∗
where
T∗ =
( uR√
2π
)1/3
(8.11)
Indeed, redefining
φ → Rφ
β = T−1∗ β˜ (8.12)
τ → τ∗ τ
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with
τ∗ =
(√
2π R5u−1
)1/3
(8.13)
instead of the replica Hamiltonian, eq.(8.6), one gets
βH˜N [φ] =
∫ t/τ∗
0
dτ
[
1
2
β˜
N∑
a=1
(
∂τφa(τ)
)2
− 1
2
β˜2
N∑
a,b=1
U0
(
φa(τ) − φb(τ)
)]
; (8.14)
where
U0(φ) = exp
{
−1
2
φ2
}
(8.15)
Accordingly, the wave function Ψ˜(x; t) defined by eq.(8.7) with βHN [φ] replaced by βH˜N [φ] is given by the solution
of the Schro¨dinger equation
2β˜
∂
∂t˜
Ψ˜(x; t˜) =
N∑
a=1
∂2
∂x2a
Ψ˜(x; t˜) + β˜3
N∑
a,b=1
U0(xa − xb) Ψ˜(x; t˜) (8.16)
where t˜ = t/τ∗. The corresponding eigenvalue equation for the eigenfunctions ψ(x), defined by the relation Ψ˜(x; t˜) =
ψ(x) exp{−t˜E}, reads:
− 2E β˜ ψ(x) =
N∑
a=1
∂2
∂x2a
ψ(x) + β˜3
N∑
a,b=1
U0(xa − xb)ψ(x) (8.17)
As in what follows we will be interested only in the limit t→∞ the rescaling of the time t by the factor τ∗ does not
change anything. In other words, in the limit t → ∞ our problem (defined by the replica Hamiltonian (8.14) or the
Schro¨dinger equation (8.16)) is controlled by the only parameter β˜.
In the zero temperature limit (β˜ → ∞), according to the discussion at the end of the previous section, one may
naively suggest that the typical distance between particles defined by the eigenfunctions ψ(x), eq.(8.17), becomes
small compared to size (∼ 1) of the potential U0(x). In other words, all the particles are expected to be localized near
the bottom of this potential so that one could approximate
U0(φ) ≃ 1 − 1
2
x2 (8.18)
For the corresponding eigenvalue equation
− 2E β˜ ψ(x) =
N∑
a=1
∂2
∂x2a
ψ(x) + β˜3N2ψ(x) − 1
2
β˜3
N∑
a,b=1
(xa − xb)2 ψ(x) (8.19)
one finds simple (exact) ground state solution
ψ0(x) = C exp
{
−1
4
√
β˜3
N
N∑
a,b=1
(xa − xb)2
}
(8.20)
where C is the normalization constant, and
E0(β˜, N) = −1
2
(
β˜ N
)2
+
1
2
(N − 1)
√
β˜ N (8.21)
Using the explicit form of the wave function (8.20) one can easily estimate the average distance ∆x between arbitrary
two particles in this N -particle system:
∆x ∼
√√√√ 1
N(N − 1)
N∑
a,b=1
(xa − xb)2 ∼
(
β˜3N
)−1/4
(8.22)
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In the limit β˜ →∞ (at fixed N) ∆x ∼ β˜−3/4 → 0. Therefore, in the zero temperature limit for any fixed value of N
the wave function ψ0(x) is indeed nicely localized neat the ”bottom” of the potential well U0(x) which justifies the
approximation (8.18). On the other hand, one can easily see that both the wave function (8.20) and the ground state
energy (8.21) demonstrate completely pathological behavior in the limit N → 0 which is crucial for the reconstruction
of the free energy distribution function in the limit t → ∞. The typical size ∆x (8.22) of the wave function (8.20)
grows with decreasing N and become of the order of one at N ∼ β˜−3. Therefore at smaller values of N the ground
state wave function must have essentially different form. The simplest way to let the particles enjoy their mutual
attraction while keeping their number in the well finite consists in splitting them into several well separated groups,
such that each group would consist of finite number of particles This idea (similar to the one step replica symmetry
breaking solution of the Random Energy Model [77]) has been proposed by Sergei Korshunov many years ago [110].
More specifically, let us split N particles into K groups each consisting of m particles, so that K = N/m. In this way,
instead of the coordinates of the particles {xa} (a = 1, ..., N) we introduce the coordinates of the center of masses
of the groups {Xα} (α = 1, ...,K) and the deviations ξαi (i = 1, ...,m) of the particles of a given group α from the
position of its center of mass:
xa → Xα + ξiα , α = 1, ...,K , i = 1, ...,m , K = N/m (8.23)
where
∑m
i=1 ξ
i
α = 0. It is supposed that in the zero temperature limit (β˜ → ∞) the typical value of the particle’s
deviations inside the groups are small, 〈(ξαi )2〉∣∣β˜→∞ → 0, while the value of the typical distance between the groups
remains finite.
In terms of the above ansatz the original replica partition function
Z(N, t˜) =
N∏
a=1
∫ φa(t˜)=0
φa(0)=0
Dφa(τ) exp
{
−1
2
∫ t˜
0
dτ
[
β˜
N∑
a=1
(
∂τφa
)2
− β˜2
N∑
a,b=1
U0
(
φa − φb
)]}
(8.24)
factorizes into two independent contributions: (a) the ”internal” partition functions Z0
(
β˜,m, t˜
)
of tightly bound
groups of m polymers for which one can use the approximation (8.18), and (b) the ”external” partition function
Z(β˜, N/m,m, t˜) of N/m ”complex” polymers (each consisting of m tightly bound original polymers):
Z(N, t˜) ≃
[
Z0
(
β˜,m, t˜
)]Nm ×Z(β˜, N/m,m, t˜) (8.25)
In the limit t˜→∞ the ”internal” partition functions Z0
(
β˜,m, t˜
)
is dominated by the ground state, eqs.(8.20)-(8.21):
Z0
(
β˜,m, t˜
) ≃ exp{−E0(β˜,m) t˜}× ψ0(ξ)∣∣ξ=0 ∝ exp
{
1
2
[(
β˜m
)2
+ (1−m)
√
β˜m
]
t˜
}
(8.26)
According to the definition (8.24), the ”external” partition function Z(β˜, N/m,m, t˜) can be represented as follows:
Z(β˜, N/m,m, t˜) = N/m∏
α=1
∫ φα(t˜)=0
φα(0)=0
Dφα(τ) exp
{
−1
2
∫ t˜
0
dτ
[
(β˜m)
N/m∑
α=1
(
∂τφα
)2
− (β˜m)2
N/m∑
α6=β
U0
(
φα−φβ
)]}
(8.27)
Now, to make the present approach self-consistent one has to formulate the procedure which would define the value
of the parameter m which for the moment remains arbitrary. In fact, the algorithm which would fix the value of this
parameter can be borrowed from the standard procedure of replica symmetry breaking (RSB) scheme of spin glasses.
In particular, it is successfully used in the one-step RSB solution of the Random Energy Model (REM) [77]. In simple
words, this procedure is in the following. Originally the parameter m is introduced as an integer bounded by the
condition 1 ≤ m ≤ N and such that the replica parameter N must be a multiple of m as the number of the groups of
particles K = N/m must be an integer. After analytic continuation of the replica parameters N and m to arbitrary
real values in the limit N → 0 the above restriction 1 ≤ m ≤ N (interpreted now as m is bounded between 1 and N)
turns into N ≤ m ≤ 1. Then the physical value of the parameter m∗ is fixed by the condition that the extensive part
of the free energy of the considered system F0(m) (considered as a function of m at the interval N ≤ m ≤ 1) has the
maximum at m = m∗. Of course, from the mathematical point of view this procedure is ill grounded (or better to say
not grounded at all), but somehow in all know cases (where the solution can also be obtained in some other methods)
it works perfectly well. In any case, for the moment we don’t have any other method anyway.
In the present case the situation is even worse as the solution of the problem defined by the replica partition function
(8.27) (which also gives a contribution to the extensive part of the free energy) is not known. Nevertheless, it would be
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natural to suggest that its generic structure is similar to the one with the δ-interactions (instead of U0(φ)). Namely,
let us suppose (like in the problem with the δ-interactions) that the free energy of the system which is defined by the
replica partition function (8.27) contains both the linear in time (self-averaging) part f0(β˜m) and the fluctuating part
which scales with time as t1/3. In this case, due to factorization, eq.(8.25), in the limit t˜ → ∞, the total free energy
of the system F can be represented as the sum of two contributions:
F = F0 t + F t1/3 (8.28)
where the fluctuating part F is defined by the solution of the problem (8.27), while the linear part F0 is given by
the sum of the ”internal” contribution E0(β˜,m), eq.(8.21), and the contribution f0(β˜m) coming from the ”external”
partition function (8.27). In the limit t → ∞ the fluctuating contribution of the free energy ∼ t1/3 can be neglected
compared with its linear in t part so that we gets
F0(β˜,m) = − lim
t→∞
1
βNt
ln
[
Z
N/m
0 Z
]
= − lim
t→∞
T∗
β˜Nt
[N
m
E0(β˜,m)
t
τ∗
+
N
m
f0(β˜m)
t
τ∗
]
=
T∗
2τ∗
[
−(β˜m) − (1−m) (β˜m)−1/2 + 2
(β˜m)
f0(β˜m)
]
(8.29)
where the quantities T∗, τ∗ and E0(β˜m) are defined in eqs.(8.11), (8.13) and (8.21). The parameter m is defined by
the solution of the equation
∂
∂m
F0(β˜,m) = 0 (8.30)
which corresponds to the maximum of the function F0(m) at the interval 0 ≤ m ≤ 1 (as in the limit t → ∞ the
relevant values of the replica parameter N which define the statistics of the free energy fluctuations are of the order
of t−1/3 → 0). Let us introduce a new parameter
ζ = β˜m (8.31)
which is supposed to remain finite in the zero-temperature limit, β˜ → ∞. In terms of this parameter the expression
for the self-averaging free energy F0, eq.(8.29), reduces to
F0(ζ) ≃ T∗
2τ∗
[
−ζ − ζ−1/2 + 2
ζ
f0(ζ)
]
(8.32)
where for a finite value of ζ the factor (1−m) in second term in eq.(8.29) in the limit β˜ →∞ can be approximated
as (1−m) = (1 − ζ/β˜) ≃ 1. Then, according to eq.(8.32) in the zero-temperature limit the saddle-point equation
(8.30) reads
− 1 + 1
2
ζ−3/2 +
d
dζ
[2
ζ
f0(ζ)
]
= 0 (8.33)
which contains no parameters and correspondingly its solution defines a finite value of ζ∗ (which is just a number).
As a matter of illustration, if we approximate the solution of the ”external problem”, eq.(8.27), by the well known
result for the model with the δ-interactions, namely f0(β˜m) =
1
24
(
β˜m
)5
(see e.g. [43]), the above equation reduces
to
− 1 + 1
2
ζ−3/2 +
1
3
ζ3 = 0 (8.34)
The solution of this equation is ζ∗ ≃ 0.68.
Thus, in the zero temperature limit the partition function of the ”external problem”, eq.(8.27), as the function of
a new replica parameter N/m ≡ K becomes temperature independent:
Z(ζ∗;K, t˜) = K∏
α=1
∫ φα(t˜)=0
φα(0)=0
Dφα(τ) exp
{
−1
2
∫ t˜
0
dτ
[
ζ∗
K∑
α=1
(
∂τφα
)2
− ζ2∗
K∑
α6=β
U0
(
φα − φβ
)]}
(8.35)
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Let us extract from this partition function the explicit contribution containing the linear in time free energy f0(ζ∗)t˜
and redefine
Z(ζ∗;K, t˜) = exp{−K f0(ζ∗) t˜} × Z˜(ζ∗;Kt˜1/3) (8.36)
Here by analogy with the solution of the corresponding problem with the δ-interactions in the limit t˜ → ∞ the
function Z˜(ζ∗;Kt˜1/3) is expected to depend on the replica parameter K and the time t˜ in the combination Kt˜1/3.
It is this function which defines the probability distribution function P
(F) of the fluctuating part of the free energy,
eq.(8.28). According to the relations, eq.(8.4), (8.25) and (8.36), and the definition (8.28) the probability distribution
function P
(F) and the partition function Z˜(Kt˜1/3) are related via the Laplace transform:∫ +∞
−∞
dF P (F) exp{−Kt˜1/3F} = Z˜(ζ∗;Kt˜1/3) (8.37)
which, at least formally, allows to reconstruct the probability distribution function P
(F) via the inverse Laplace
transform
P
(F) = ∫ +i∞
−i∞
ds
2πi
Z˜(ζ∗; s) exp
{
sF} (8.38)
Summarizing all the above speculations, the systematic solution of the considered problem in the zero-temperature
limit consists of three steps.
First. For a given integer K and for a given real positive ζ one has to compute the partition function Z(ζ;K, t),
eq.(8.35), where U0
(
φ
)
= exp{− 12φ2}. This partition function in the limit t → ∞ (similar to the case of the
δ-interactions) is expected to factorize into two essentially different contributions: (a) the one which explicitly reveal
the linear in time non-random (self-averaging) free energy part f0(ζ); and (b) a function Z˜
(
ζ;Kt1/3
)
which depends
on the replica parameter K and time t in the combination Kt1/3, eq.(8.36).
Second. The physical value of the parameter ζ∗ is defined by the solution of the equation (8.33). This solution
has to be substituted into the function Z˜(ζ∗;Kt1/3).
Third. The probability distribution function P
(F) of the free energy fluctuating part F is defined by the Laplace
transform relation, eq.(8.37). Here the function Z˜(ζ∗;Kt1/3) has to be analytically continued for arbitrary complex
values of the replica parameter K. Then, introducing the Laplace transform parameter s = Kt1/3 the probability
distribution function P
(F) is obtained by the inverse Laplace transform, eq.(8.38).
As in the considered zero-temperature limit the partition function (8.35) does not depend on the temperature, the
free energy probability distribution function P
(F) must be temperature independent too. The only ”little” problem
in the above derivation scheme is that for the moment the solution for the partition function Z(ζ;K, t), eq.(8.35)
(the First step) is not known. Nevertheless even at present (somewhat speculative) stage we can claim that in the
limit T → 0 the considered system reveals the one-step replica symmetry breaking structure, eqs.(8.23) and (8.25),
similar to the one which takes place in the Random Energy Model. Besides, at the temperature T∗ ∼ (uR)1/3 we
observe a crossover from the high- to the low-temperature regime. Namely, at high temperatures, T ≫ T∗, the model is
equivalent to the one with the δ-correlated potential in which the non-universal prefactor of the fluctuating part of the
free energy is proportional to (u/T )2/3, while at T ≪ T∗ this non-universal prefactor saturates at a finite (temperature
independent) value ∼ (u2/R)1/9. The formal proof that the zero temperature limit free energy distribution function
of the considered system is indeed the Tracy-Widom one requires further investigation.
IX. RANDOM FORCE BURGERS TURBULENCE
In this Chapter we will consider the possibility to apply the ideas and technique developed in the previous Chapters
for the problem of the randomly forced Burgers turbulence (”burgulence”) which is formally equivalent to the KPZ
problem. Let us consider a velocity field v(x, t) governed by the Burgers equation
∂tv(x, t) + v(x, t)∂xv(x, t) = ν∂
2
xv(x, t) + ζ(x, t) (9.1)
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where the parameter ν is the viscosity and ζ(x, t) is the Gaussian distributed random force which is δ-correlated
in time and which is characterized by finite correlation length ξ in space: ζ(x, t)ζ(x′, t′) = uδ(t − t′)U [(x − x′)/ξ].
Here U(x) is a smooth function decaying to zero fast enough at large arguments and the parameter u is the injected
energy density. In this problem one would like to derive e.g. the the probability distribution functions of the velocity
gradients P [∂xv(x, t)] or two-points distribution function P [v(x, t), v(x
′, t)] at scales smaller than the length scale ξ
of the stirring force ζ (see e.g. [24, 25, 112, 113] and references there in).
Formally the above problem is equivalent to the KPZ equation as well as to the (1+1) directed polymers. Indeed,
redefining v(x, t) = −∂xF (x, t) and ζ(x, t) = −∂xV (x, t) one gets the KPZ equation for the interface profile F (x, t)
(which is the free energy of (1+1) directed polymers):
∂tF (x, t) =
1
2
(
∂xF (x, t)
)2 − 1
2
T∂2xF (x, t)− V (x, t) (9.2)
where T = 2ν is the temperature parameter of the directed polymer problem and V (x, t) is the Gaussian distributed
random potential. The idea of a new approach to the Burgulence problem which I would like to discuss in this Chapter
is in the following. According to the above definitions the velocity field can be represented as
v(x, t) = lim
ǫ→0
[F (x+ ǫ, t)− F (x, t)]/ǫ (9.3)
Thus, deriving the four-point KPZ probability distribution function P [F (x + ǫ, t), F (x, t), F (x′ + ǫ, t′), F (x′, t′)] and
taking the limit ǫ→ 0 one could hopefully obtain the result for P [v(x, t), v(x′, t′)]. The only ”little problem” is that
unlike the usual KPZ studies operating with the δ-correlated in space random potential, in the Burgulence problem one
is mainly interested in the spatial scales comparable or much smaller than the random potential correlation length ξ.
In other words, in this approach, first one has to study KPZ problem with random potentials having finite correlation
length (see Chapter VIII). In this Chapter (as a matter of ”warming up” exercise) I’m going to consider another
”extreme case” in which the random potential V (x, t) of the KPZ problem is changed by it’s linear approximation:
V (x, t) → ζ(t)x where ζ(t) is Gaussian distributed random force. In this case we obtain the model introduced by
Larkin [114, 115] long time ago to study small scale displacements of directed polymers. In this approximation the
model becomes Gaussian and therefore exactly solvable. Nevertheless, the statistical properties of its free energy (as
well as some others quantities) turn out to be rather non-trivial (see e.g [76, 116, 117]). For that reason this model
hopefully could serve as a good ground for testing various approaches developed in the recent KPZ studies.
A. The model
Let us consider the model of one-dimensional directed polymers defined in terms of an elastic string φ(τ) which
passes through a random medium described by a random potential V (φ, τ) = ζ(τ)φ. The energy of a given polymer’s
trajectory φ(τ) is given by the Hamiltonian
H [φ(τ), V ] =
∫ t
0
dτ
{1
2
[
∂τφ(τ)
]2
+ ζ(τ)φ(τ)
}
; (9.4)
where the random force ζ(τ) is described by the Gaussian distribution with a zero mean ζ(τ) = 0 and the δ-correlations:
ζ(τ)ζ(τ ′) = uδ(τ − τ ′) (9.5)
For the fixed boundary conditions, φ(0) = y; φ(t) = x, the partition function of the model (9.4) is
Z(x|y; t) =
∫ φ(t)=x
φ(0)=y
Dφ(τ) e−βH[φ] = exp[−βF (x|y; t)] (9.6)
where F (x|y; t) is the free energy. In the replica approach (see Chapter II) one consider the average of the N -th power
of the above partition function:
ZN (x|y; t) ≡ Z(N ;x|y; t) = exp[−βNF (x|y; t)] (9.7)
Simple Gaussian averaging yields:
Z(N ;x|y; t) =
N∏
a=1
[∫ φa(t)=x
φa(0)=y
Dφa(τ)
]
exp
[
−βHN [φ]
]
(9.8)
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where
HN [φ] =
1
2
∫ t
0
dτ
(
N∑
a=1
[
∂τφa(τ)
]2 − βu N∑
a,b
φa(τ)φb(τ)
)
(9.9)
is the Gaussian replica Hamiltonian. Introducing the free energy distribution function, Px|y;t(F ), the relation (9.7)
can be represented as follows:
Z(N ;x|y; t) =
∫ +∞
−∞
dF Px|y;t(F ) exp
[−βNF ] (9.10)
which is the Laplace transform of the distribution function, Px|y;t(F ) with respect to the parameter βN . In the
lucky case when the moments of the partition function Z(N ;x|y; t) allows an analytic continuation from integer to
arbitrary complex values of the replica parameter N the above relation makes possible to reconstruct the probability
distribution function Px|y;t(F ) via the inverse Laplace transform:
Px|y;t(F ) =
∫ +i∞
−i∞
ds
2πi
Z
( s
β
;x|y; t) exp(sF ) (9.11)
In the present model this distribution can be computed explicitly and the resulting function Px|y;t(F ) turns out to be
rather non-trivial [76, 116, 117].
Mapping the considered system to quantum bosons (see Chapter III) one introduces the N -particle wave function:
ΨN
[
x|y; t] = N∏
a=1
[∫ φa(t)=xa
φa(0)=ya
Dφa(x)
]
exp
[
−βHN [φ]
]
(9.12)
with the Hamiltonian HN [φ] is given in eq.(9.9). This wave function can be obtained as the solution of the imaginary
time Schro¨dinger equation
β
∂
∂t
Ψ(x|y; t) = 1
2
N∑
a=1
∂2
∂x2a
Ψ(x|y; t) + 1
2
β3u
N∑
a,b=1
xa xb Ψ(x|y; t) (9.13)
with the initial condition ΨN
[
x|y; t = 0] = ∏Na=1 δ(ya − xa). One can easily check that this solution is [76]:
ΨN
[
x|y; t] = C(N, t) exp
{
− β
2t
N∑
a=1
(
xa − ya
)2 − β
2t
A(N, t)
[
N∑
a=1
(
xa − ya
)]2
+
β
t
B(N, t)
N∑
a,b=1
xayb
}
(9.14)
where
C(N, t) =
( β
2πt
)N/2 √√√√ √βNut2
sin
(√
βNut2
) (9.15)
A(N, t) =
1
N
( √
βNut2
tan
(√
βNut2
) − 1
)
(9.16)
B(N, t) =
1
N
√
βNut2
sin
(√
βNut2
) [1 − cos(√βNut2)] (9.17)
Note that the above expression for the wave function eq.(9.14) is valid only at finite time interval: t < π2 (βNu)
−1/2 ≡
tc(N). The reason is that due to specific form of the interaction potentials in the replica Hamiltonian (9.9) the
directed polymers trajectories go to infinity at finite time tc(N). For the original physical system this phenomenon is
explained by the presence of the slowly decaying left tail of the free energy distribution function Px|y;t(F → −∞) ∼
exp
{− π24ut2 |F |} [76, 116, 117] which (according to the relation (9.10)) results in the divergence of all partition function
moments Z(N ;x|y; t) with N > Nc(t) = π24 (βut2)−1.
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B. Two-time free energy distribution function
For simplicity, let us consider the directed polymer problem with the zero boundary conditions: φ(0) = φ(t) = 0.
For a given realization of the random function ζ(τ) let us denote by F1 the free energy of the directed polymers with
the (zero) ending point at time t and by F2 the one of the directed polymers with the (zero) ending point at time
t + ∆t. According to the definition, eq.(9.6), for the difference of these free energies, F = F2 − F1 one has:
exp{−βF} = Z−1(0|0; t) Z(0|0; t+∆t) (9.18)
Taking n-th power of the above relation and performing the averaging over quenched randomness we gets
exp{−βnF} = Z−n(0|0; t)Zn(0|0; t+∆t) (9.19)
Introducing the two-time free energy difference probability distribution function Pt,∆t(F ) in terms of the replica
approach the above relation can be represented as∫ +∞
−∞
dF Pt,∆t(F ) exp{−βnF} = lim
N→0
ZN−n(0|0; t)Zn(0|0; t+∆t) (9.20)
where according to the usual replica formalism, in the first step, the r.h.s of the above relation is computed for an
arbitrary integers N > n and then, at the second step, the obtained result is analytically continued for arbitrary real
N and n, and finally the limit N → 0 has to be taken.
According to the definition of the partition function, eq.9.6),
Z(0|0; t+∆t) =
∫ +∞
−∞
dxZ(0|x; t)Z∗(x|0; ∆t) (9.21)
where
Z∗(x|0; ∆t) =
∫ φ(t)=x
φ(t+∆t)=0
D[φ(τ)] exp
{
−βH [φ(τ);V ]
}
(9.22)
is the partition function of the directed polymer system in which time goes backwards, from (t+∆t) to t. Thus, for
an integer N > n in terms of the wave function, eqs.(9.12), the product of the partition functions in the r.h.s. of
eq.(9.20) can be represented as follows:
ZN−n(0|0; t)Zn(0|0; t+∆t) ≡ Z(N,n; t,∆t) =
∫ +∞
−∞
dx1...dxnΨN
[
0, ..., 0︸ ︷︷ ︸
N−n
, x1, ..., xn|0; t
]
Ψ∗n
[
x1, ..., xn|0; ∆t
]
(9.23)
where the second (conjugate) wave function represent the ”backward” propagation from the time moment (t + ∆t)
to the previous time moment t. Schematically the above expression is represented in Figure 1. Substituting eq.(9.14)
into eq.(9.23) we get:
Z(N,n; t,∆t) = C(N, t)C(n,∆t)
∫ +∞
−∞
dx1...dxn exp
{
−1
2
β
n∑
a,b=1
[ t+∆t
t∆t
δab +
1
t
A(N, t) +
1
∆t
A(n,∆t)
]
xaxb
}
(9.24)
Simple integration yields:
Z(N,n; t,∆t) = C(N, t)C(n,∆t)
[ 2πt∆t
β(t+∆t)
]n/2 [
1 + n
t∆t
t+∆t
(1
t
A(N, t) +
1
∆t
A(n,∆t)
)]−1/2
(9.25)
Substituting here the explicit expressions (9.15) and (9.16), and taking the limit N → 0 we obtain
lim
N→0
Z(N,n; t,∆t) =
( t
t+∆t
)n/2√√√√√
√
βnu(∆t)2 (t+∆t)
sin
(√
βnu(∆t)2
)[
∆t− 13βnu(∆t)t2 + t
√
βnu(∆t)2
tan
(√
βnu(∆t)2
)] (9.26)
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FIG. 4: Schematic representation of the directed polymer paths corresponding to eq.(9.23)
Substituting eq.(9.26) into eq.(9.20) and redefining:
∆t = ξ t (9.27)
βnu(∆t)2 = ω (9.28)
F = uξ2t2 f (9.29)
we get the following relation for the probability distribution function Pt,ξ(f) of the rescaled free energy f :∫ +∞
−∞
df Pt,ξ(f) exp{−ωf} =
(
1 + ξ
)− ω
2βuξ2t2
ω1/4
√
1 + ξ√(
ξ − ω3ξ
)
sin(
√
ω) +
√
ω cos(
√
ω)
(9.30)
By inverse Laplace transform in the limit when both t→∞ and ∆t→∞ (such that the parameter (ξ = ∆t/t remains
finite) we get the following universal result for the limiting two-time free energy distribution function:
lim
t→∞
Pt,ξ(f) ≡ Pξ(f) =
√
1 + ξ
∫ +i∞
−i∞
dω
2πi
ω1/4 exp{ωf}√(
ξ − ω3ξ
)
sin(
√
ω) +
√
ω cos(
√
ω)
(9.31)
It is interesting to note that this function (like its one-time counterpart [76, 116, 117]) is identically equal to zero at
f > 0. Indeed, since at f > 0 the function under the integral in the r.h.s of eq.(9.31) quickly goes to zero at w→ −∞,
the contour of integration in the complex plane can be safely shifted to −∞, which means that Pξ(f > 0) ≡ 0.
C. Two-time velocity distribution function
Velocity in the Burgers problem is given by the derivative of the free energy of the directed polymer problem:
v(x, t) = −∂F (x, t)
∂x
= − lim
ǫ→0
F (x+ ǫ)− F (x, t)
ǫ
(9.32)
Thus, to compute the two-point velocity distribution function in terms of the directed polymers, first, keeping ǫ finite
we consider specially constructed four-point object (see below), and only in the final stage of calculations we take the
limit ǫ→ 0.
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According to the relation (9.10)
exp{−β[F (x+ ǫ, t)− F (x, t)]} = exp{βǫv(x, t)} = Z(x+ ǫ|0; t)
Z(x|0; t) (9.33)
Following the procedure described in the previous section we have:
exp
{
βn1ǫv(x1, t) + βn2ǫv(x2, t+∆t)
}
= (9.34)
= lim
N1,N2→0
Zn1(x1 + ǫ|0; t)ZN1−n1(x1|0; t)Zn2(x2 + ǫ|0; t+∆t)ZN2−n2(x2|0; t+∆t)
Introducing two-time velocity distribution function Px1,x2t,∆t(v1, v2) the above relation can be represented as follows:∫ ∫ +∞
−∞
dv1dv2 Px1,x2t,∆t(v1, v2) exp
{
βn1ǫv1 + βn2ǫv2
}
= lim
N1,N2→0
Zǫ
(
N1, n1, N2, n1, x1, x2, t,∆t
)
(9.35)
where
Zǫ
(
N1, n1, N2, n2, x1, x2, t,∆t
)
= (9.36)
= Zn1(x1 + ǫ|0; t)ZN1−n1(x1|0; t)Zn2(x2 + ǫ|0; t+∆t)ZN2−n2(x2|0; t+∆t)
In terms of the wave function, eqs.(9.12)-(9.14),
Zǫ
(
N1, n1, N2, n2, x1, x2, t,∆t
)
=
=
∫ +∞
−∞
Dy
∫ +∞
−∞
Dz ΨN1+N2
[
x1, ..., x1︸ ︷︷ ︸
N1−n1
, x1 + ǫ, ..., x1 + ǫ︸ ︷︷ ︸
n1
, y1, ..., yN2−n2 , z1, ..., zn2 |0; t
]×
(9.37)
×Ψ∗N2
[
y1, ..., yN2−n2 , z1, ..., zn2 | x2, ..., x2︸ ︷︷ ︸
N2−n2
, x2 + ǫ, ..., x2 + ǫ︸ ︷︷ ︸
n2
; ∆t
]
where ∫ +∞
−∞
Dy ≡
N2−n2∏
a=1
∫ +∞
−∞
dya (9.38)
∫ +∞
−∞
Dz ≡
n2∏
a=1
∫ +∞
−∞
dza
Schematically the expression in eq.(9.37) is represented in Figure 2.
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FIG. 5: Schematic representation of the directed polymer paths corresponding to eq.(9.37)
Substituting the explicit expressions for the wave function (9.14) into eq.(9.37) we get:
Zǫ
(
N1, n1, N2, n2, x1, x2, t,∆t
)
= C(N1 +N2, t)C(N2,∆t)×
×
∫ +∞
−∞
Dy
∫ +∞
−∞
Dz exp
{
− β
2t
[
(N1 − n1)x21 + n1(x1 + ǫ)2 +
N2−n2∑
a=1
y2a +
n2∑
a=1
z2a
]
−
− β
2t
A(N1 +N2, t)
[
(N1 − n1)x1 + n1(x1 + ǫ) +
N2−n2∑
a=1
ya +
n2∑
a=1
za
]2
−
− β
2∆t
[
N2−n2∑
a=1
(ya − x2)2 +
n2∑
a=1
(za − x2 − ǫ)2
]
−
− β
2∆t
A(N2,∆t)
[
N2−n2∑
a=1
(ya − x2) +
n2∑
a=1
(za − x2 − ǫ)
]2
+
+
β
∆t
B(N2,∆t)
(N2−n2∑
a=1
ya +
n2∑
a=1
za
)[
(N2 − n2)x2 + n2(x2 + ǫ)
]}
(9.39)
where A(N, t), B(N, t) and C(N, t) are given in eqs.(9.15)-(9.17). Introducing N2-component vector χ =
{y1, ..., yN2−n2 , z1, ..., zn2} after simple algebra we get
Zǫ
(
N1, n1, N2, n2, x1, x2, t,∆t
)
= C(N1 +N2, t)C(N2,∆t)×
×
[
N2∏
a=1
∫ +∞
−∞
dχa
]
exp
{
−1
2
N2∑
a,b=1
Tabχaχb +
N2∑
a=1
Laχa − 1
2
βG
}
(9.40)
where
G =
1
t
[
n1(x1 + ǫ)
2 + (N1 − n1)x21
]
+
1
∆t
[
n2(x2 + ǫ)
2 + (N2 − n2)x22
]
+
+
1
t
A(N1 +N2, t)
(
N1x1 + n1ǫ
)2
+
1
∆t
A(N2,∆t)
(
N2x2 + n2ǫ
)2
(9.41)
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and
Tab = γ δab + κ (9.42)
γ = β
t+∆t
t∆t
(9.43)
κ =
β
t
A(N1 +N2, t) +
β
∆t
A(N2,∆t) (9.44)
La = L + Xa (9.45)
L = −β
t
A(N1 +N2, t)
(
N1x1 + n1ǫ
)
+
β
∆t
[
A(N2,∆t) +B(N2,∆t)
](
N2x2 + n2ǫ) (9.46)
Xa =
{
x2 + ǫ, for a = 1, ..., n2
x2, for a = n2 + 1, ..., N2
(9.47)
Simple integration over χ’s in eq.(9.40) yields:
Zǫ
(
N1, n1, N2, n2, x1, x2, t,∆t
)
= C(N1 +N2, t)C(N2,∆t)×
× exp
{
−1
2
βG− 1
2
Tr ln Tˆ +
1
2
N2∑
a,b=1
LaLbTˆ
−1
ab
}
(9.48)
where
Tr ln Tˆ = N2 ln γ + ln
(
1 + N2
κ
γ
)
(9.49)
Tˆ−1ab =
1
γ
δab − κ
γ
(
γ +N2κ
) (9.50)
Simple calculations yield:
Zǫ
(
N1, n1, N2, n2, x1, x2, t,∆t
)
= C(N1 +N2, t)C(N2,∆t) ×
× exp
{
−1
2
βG− 1
2
N2 ln γ − 1
2
ln
(
1 +N2
κ
γ
)
− L
2N2
2(γ +N2κ)
+
βL
γ∆t
(
N2x2 + n2ǫ
)−
−βκN2(N2x2 + n2ǫ)
γ∆t(γ +N2κ)
− β
2κ(N2x2 + n2ǫ)
2
2γ(∆t)2(γ +N2κ)
+
β2
2γ(∆t)2
[
(N2 − n2)x22 + n2(x2 + ǫ)2
]}
(9.51)
Next step of the calculations is to take the limits N1,2 → 0. Using explicit expressions (9.15)-(9.17), (9.41), (9.44)
and (9.46), one easily finds:
lim
N→0
C(N, t) = 1 (9.52)
lim
N→0
A(N, t) = −1
3
βut2 (9.53)
lim
N→0
B(N, t) =
1
2
βut2 (9.54)
lim
N1,N2→0
βG =
βn1ǫ
t
(2x1 + ǫ) +
βn2ǫ
∆t
(2x2 + ǫ)− 1
3
(βn1ǫ)
2ut− 1
3
(βn2ǫ)
2u∆t (9.55)
lim
N1,N2→0
L =
1
3
β2n1ǫut+
1
6
β2n2ǫu∆t (9.56)
lim
N1,N2→0
κ = −1
3
β2u(t+∆t) (9.57)
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Substituting the above limiting values into eq.(9.51) we get
lim
N1,2→0
Zǫ
(
N1, n1, N2, n2, x1, x2, t,∆t
) ≡ Zǫ(n1, n2, x1, x2, t,∆t) =
= exp
{
−βn1ǫ
2t
(2x1 + ǫ)− βn2ǫ
2(t+∆t)
(2x2 + ǫ) +
1
6
(βn1ǫ)
2ut+
1
6
(βn2ǫ)
2u(t+∆t) +
(βn1ǫ)(βn2ǫ)ut
2
3(t+∆t)
}
(9.58)
Substituting the above result into eq.(9.35) and introducing notations βn1,2ǫ = s1,2 in the limit ǫ→ 0 we obtain:∫ ∫ +∞
−∞
dv1dv2 Px1,x2t,∆t(v1, v2) exp
{
s1v1 + s2v2
}
=
= exp
{
−x1
t
s1 − x2
t+∆t
s2 +
1
6
uts21 +
1
6
u(t+∆t)s22 +
ut2
3(t+∆t)
s1s2
}
(9.59)
Redefining
s1 =
√
3
ut
ω1 (9.60)
s2 =
√
3
u(t+∆t)
ω2 (9.61)
v1 = −x1
t
+
√
1
3
ut v˜1 (9.62)
v2 = − x2
t+∆t
+
√
1
3
u(t+∆t) v˜2 (9.63)
∆t = ξ t (9.64)
we get the following relation for the probability distribution function Pξ
(
v˜1, v˜2
)
for the rescaled velocities v˜1 and v˜2,
eqs.(9.62)-(9.63): ∫ ∫ +∞
−∞
dv˜1v˜2Pξ
(
v˜1, v˜2
)
exp
{
ω1v˜1 + ω2v˜2
}
= exp
{1
2
ω21 +
1
2
ω22 +
ω1ω2
(1 + ξ)3/2
}
(9.65)
Performing simple inverse Laplace transformation
Pξ
(
v˜1, v˜2
)
=
∫ ∫ +i∞
−i∞
dω1dω2
(2πi)2
exp
{1
2
ω21 +
1
2
ω22 +
ω1ω2
(1 + ξ)3/2
− ω1v˜1 − ω2v˜2
}
(9.66)
one eventually obtain the following very simple result for the two-time velocities distribution function:
Pξ
(
v˜1, v˜2
)
=
1
2π
√
(1 + ξ)3
(1 + ξ)3 − 1 exp
{
− (1 + ξ)
3
2
[
(1 + ξ)3 − 1]
(
v˜21 − 2
v˜1v˜2
(1 + ξ)3/2
+ v˜22
)}
(9.67)
where ξ = ∆t/t is the reduced separation time parameter.
One can easily check that in the limit of infinite separation time, ξ → ∞, the distributions of two velocities are
getting independent:
lim
ξ→∞
Pξ
(
v˜1, v˜2
)
=
1
2π
exp
{
−1
2
v˜21 −
1
2
v˜22
}
(9.68)
while in the opposite limit of coinciding times, ξ → 0, one finds
P0
(
v˜1, v˜2
)
=
1√
2π
exp
{
−1
2
v˜21
}
δ
(
v˜1 − v˜2
)
(9.69)
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as it should be.
Besides, using the exact result, eq.(9.67) one can easily compute the time dependence of the two velocities correlation
function:
〈v˜1v˜2〉 = (1 + ξ)−3/2 (9.70)
as well as the probability distribution function for the velocities difference v˜ ≡ v˜2 − v˜1:
Pξ
(
v˜
)
=
1
2π
√
(1 + ξ)3/2
4π
[
(1 + ξ)3/2 − 1] exp
{
− (1 + ξ)
3/2
4
[
(1 + ξ)3/2 − 1] v˜2
}
(9.71)
D. Conclusions
In this Chapter we have considered the problem of velocity distribution functions in the Burgulence problem in
terms of the toy Gaussian model of (1+1) directed polymers. In particular the exact result for the two-time free
energy, eq.(9.31), and two-time velocity distribution functions, eq.(9.67) has been derived. Of course the considered
system is too far from the realistic one. Nevertheless, it has one important advantage: being exactly solvable, some
of its statistical properties are rather non-trivial. All that, in my view, makes this model to be rather useful tool
for testing new ideas and various technical aspects of the calculations (like the replica technique considered in this
paper). Following the proposed route, the next step would be to consider the model with finite range correlations
of the random potentials (see Chapter VIII). In terms of the replica approach here one is facing the problem of
N -particle quantum bosons with attractive finite range interactions whose solution is not known. Nevertheless even
the qualitative understanding of the structure of the N -particle wave function of this system (which at the qualitative
level might be not so much different from that of the Bethe ansatz solution for the δ-correlated potentials) could
hopefully be sufficient to get some understanding of the velocity statistics in the Burgulence problem.
X. JOINT DISTRIBUTION FUNCTION OF FREE ENERGIES AT TWO DIFFERENT
TEMPERATURES
In this Chapter we will consider one more ”direction” in the studies of directed polymers with δ-correlated random
potential, eqs.(1.1)-(1.2), namely, joint statistics of the free energies (or the interfaces, in the KPZ-language) at two
different temperatures defined for the same quenched disorder. In other words, we are going to study the joint
probability distribution function of the free energies at two (or more) different temperatures for a given realization
of the disorder potential V [φ, τ ]. Some years ago similar kind of problem (under the name ”temperature chaos”) has
been investigated for spin glass like systems [118–121] as well as for directed polymers on a hierarchical lattice [122].
Here in terms of the standard replica formalism we will derive the general scaling dependence for the reduced free
energy difference F = F (T1)/T1−F (T2)/T2 on the two temperatures T1 and T2 (eqs.(10.33) and (10.28) In particular,
it will be shown that if the two temperatures T1 < T2 are close to each other, so that (1−T1/T2) ≪ 1, the difference
of the two free energies scales as (1−T1/T2)1/3 t1/3 ( eq.(10.40)). It will also be shown that the left tail asymptotics of
this free energy difference probability distribution function coincides with corresponding tail of the TW distribution
(eq.(10.35)).
For the fixed boundary conditions, φ(0) = φ(t) = 0, and for a given realization of disorder the partition function of
the model defined in eqs.(1.1)-(1.2) is
Z(β, t) =
∫ φ(t)=0
φ(0)=0
Dφ(τ) e−βH[φ;V ] = exp(−βF (β, t)) (10.1)
In the limit t→∞ the free energy F (β, t) scales as
F (β, t) = f0(β) t+
1
2
(βu)2/3 t1/3 f , (10.2)
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where f0(β) is the (non-random) selfaveraging free energy density, and f is a random quantity described by the GUE
Tracy-Widom distribution (see Chapters II-IV).
For a given realization of the disorder potential V [φ, τ ] let us consider the above system at two different temperatures
T1 6= T2. More specifically, we are going to study how the the two free energies F (β1, t) and F (β2, t) of the same
system are related to each other. In other words, we are going to study the statistical and scaling properties of the
quantity
F(β1, β2; t) = β1F (β1, t) − β2F (β2, t) (10.3)
where, in what follows it will be assumed that β1 > β2 (or T1 < T2). According to the definition (10.1)
exp
{−F(β1, β2; t)} = Z(β1, t)Z−1(β2, t) (10.4)
Taking N -th power of the the both sides of the above relation and averaging over the disorder we get∫
dFPβ1,β2,t(F) exp
{−NF} = ZN (β1, t)Z−N (β2, t) (10.5)
where (...) denotes the averaging over the random potential V and Pβ1,β2,t(F) is the probability distribution function
of the random quantity F , eq.(10.3). Introducing the replica partition function
Z(M,N ; β1, β2; t) = ZN (β1, t)ZM−N (β2, t) (10.6)
the relation (10.5) can be formally represented as∫
dFPβ1,β2,t(F) exp
{−NF} = lim
M→0
Z(M,N ;β1, β2; t) . (10.7)
Following the standard ”logic” of the replica technique, first it will be assumed that both M and N are integers such
that M > N . Next, after computing the replica partition function Z(M,N ; β1, β2; t) an analytic continuation for
arbitrary (complex) values of the parameters M and N has to be performed and the limit M → 0 has to be taken.
After that, the relation (10.7) can be considered as the Laplace transform of the the probability distribution function
Pβ1,β2,t(F) over the parameter N . In the case the function Z(0, N ; β1, β2; t) would have ”good” analytic properties
in the complex plane of the argument N , this relation, at least formally, allows to reconstruct by inverse Laplace
transform the probability distribution function Pβ1,β2,t(F). At present, for the considered problem it is possible to
derive an explicit expression for the function Z(0, N ; β1, β2; t) only in the limit N ≫ 1. Nevertheless, using the
relation (10.7) this allows to reconstruct the left tail (F → −∞) of the distribution function Pβ1,β2,t(F). Moreover,
it also allows to derive the scaling dependence of free energy difference F on β1, β2 and t. Indeed, in the case the
replica partition function has an exponential asymptotics
Z(0, N →∞;β1, β2; t→∞) ∼ exp
{
A(β1, β2)tN
α
}
, (10.8)
the left tail of the probability distribution function assumes the stretched-exponential form
Pβ1,β2,t(F → −∞) ∼ exp
{−B(β1, β2; t) |F|ω} . (10.9)
Then the saddle-point estimate of the integral in the l.h.s of eq.(10.7) yields:∫
dF exp{−B |F|ω +N |F|} ∼ exp{(ω − 1)ω− ωω−1B− 1ω−1N ωω−1} (10.10)
so that
exp
{
(ω − 1)ω− ωω−1B− 1ω−1N ωω−1 } ∼ exp{AtNα} (10.11)
From this relation we find that
ω = α/(α− 1) (10.12)
and
B = (α− 1)α− αα−1 (At)− 1α−1 (10.13)
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Substituting this into eq.(10.9) we get
Pβ1,β2,t(F → −∞) ∼ exp
{
−(α− 1)
(
|F|
α
(
At
)1/α
) α
α−1}
. (10.14)
If we assume that the (unknown) entire probability distribution function has a universal shape the above asymptotic
behavior implies that the considered quantity F scales as follows
F = (A(β1, β2))1/αt1/α f (10.15)
where the random quantity f ∼ 1 is described by some (unknown) probability distribution function P(f) with the
left asymptotics P(f → −∞) ∼ exp{−(const)|f |α/(α−1)}.
Thus, the above speculations demonstrates that even if we know the replica partition function only in the limit
N ≫ 1, we can still derive not only the left tail of the distribution function, but (supposing that the entire distribution
function is universal) the general scaling of the free energy. Let us consider now how this replica scheme can be applied
for the concrete system under consideration.
Performing the averaging over the random potential in eq.(10.6) we get
Z(M,N ;β1, β2; t) =
M∏
a=1
∫ φa(t)=0
φa(0)=0
Dφa(τ) exp
{−HM [φ]} (10.16)
where HM [φ] is the replica Hamiltonian
HM [φ] =
∫ t
0
dτ
[
1
2
M∑
a=1
βa
(
∂τφa(τ)
)2
− 1
2
u2
M∑
a 6b=1
βaβb δ(φa − φb)
]
(10.17)
with
βa =


β1 for a = 1, ..., N
β2 for a = N + 1, ...,M,
(10.18)
Introducing:
Ψ(x1, ..., xM ; t) ≡
M∏
a=1
∫ φa(t)=xa
φa(0)=0
Dφa(τ) exp
{−HM [φ]} (10.19)
one can easily show that Ψ(x; t) is the wave function of M -particle boson system with attractive δ-interaction defined
by the Schro¨dinger equation:
− ∂tΨ(x; t) =
M∑
a=1
1
2βa
∂2xaΨ(x; t) +
1
2
u2
M∑
a 6=b
βaβbδ(xa − xb)Ψ(x; t) (10.20)
with the initial condition Ψ(x; 0) = ΠMa=1δ(xa). According to the definitions (10.16) and (10.19),
Z(M,N ; β1, β2; t) = Ψ(x1, ..., xM ; t)
∣∣∣
xa=0
(10.21)
The time dependent wave function Ψ(x; t) of the above quantum problem can be represented in terms of the linear
combination of the eigenfunctions Ψ(x) defined by the solutions of the eigenvalue equation
2EΨ(x) =
M∑
a=1
1
βa
∂2xaΨ(x) + u
2
M∑
a 6=b
βaβbδ(xa − xb)Ψ(x) (10.22)
Unlike the case with all β’s equal [97–99], for the time being, the general solution of this equation is not known.
However, if we do not pretend to derive the exact result for the entire probability distribution function Pβ1,β2,t(F)
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but we want to know only its left tail asymptotics in the limit t→∞ then it would be enough to get the behavior of
the replica partition function Z(0, N →∞; β1, β2; t→∞) which is defined by the ground state solution only:
Ψ(x; t→∞) ∼ exp{−Eg.s.t}Ψg.s.(x) (10.23)
One can easily check that the ground state solution of eq.(10.22) is given by the eigenfunction
Ψg.s.(x) ∝ exp
{
−1
2
u
M∑
a,b=1
γab
∣∣xa − xb∣∣
}
(10.24)
where
γab =
β2a β
2
b
βa + βb
(10.25)
The corresponding ground state energy is
Eg.s.(M,N, β1, β2) = −1
2
u2
M∑
a=1
1
βa
(
a−1∑
b=1
γab −
M∑
b=a+1
γab
)2
(10.26)
Note that in the trivial case β1 = β2 = β, using eqs.(10.24)-(10.26), one easily recovers the well known ground state
solution ψg.s. ∝ exp
{− 14 uβ3∑Ma,b=1 ∣∣xa−xb∣∣} and Eg.s. = − 124u2β5(M3−M). Substituting eqs.(10.18) and (10.25)
into eq.(10.26) after simple algebra in the limit M → 0 we obtain
Eg.s.(0, N, β1, β2) = −u
2
24
λ(β1, β2)N
3 +
u2
24
(
β51 − β52
)
N (10.27)
where
λ(β1, β2) = 4
(
β51 − β52
)− 6(β1 − β2)2β41β2 + 2β42β1 + β51 + β52
β1 + β2
+ 3
(
β1 − β2
)2β31(2β2 + β1)2 − β32(2β1 + β2)2
(β1 + β2)2
(10.28)
According to eqs.(10.21) and (10.23) we find
Z(0, N →∞;β1, β2; t→∞) ∼ exp
{u2
24
λ(β1, β2)N
3t− u
2
24
(
β51 − β52
)
Nt
}
(10.29)
The second (linear on N term) in the exponential of the above relation provides the contribution to the selfaveraging
(non-random) linear in time part of the free energy variance F . Substituting eq.(10.29) into eq.(10.7) and redefining
F = 1
24
u2
(
β51 − β52
)
t + F˜ (10.30)
we find that in the limits t → ∞ and N → ∞ the left tail of the probability distribution function for the random
quantity F˜ (as F˜ → −∞) is defined by the relation∫
dF˜ Pβ1,β2,t(F˜) exp
{−N F˜} ∼ exp{u2
24
λ(β1, β2)N
3t
}
. (10.31)
Redefining
N = 2(u2λ)−1/3 s (10.32)
we find that the free energy difference F˜ scales as
F˜ = 1
2
u2/3
(
λ(β1, β2)
)1/3
t1/3 f (10.33)
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where the left tail of the universal probability distribution function P(f) of the random quantity f is defined by the
relation ∫
df P(f) exp{−s f} ∼ exp{1
3
s3
}
. (10.34)
Simple saddle-point estimate of the above integral (for s≫ 1 and |f | ≫ 1) yields
P(f → −∞) ∼ exp
{
−2
3
|f |2/3
}
. (10.35)
Note that this tail coincides with the corresponding asymptotics of the usual free energy TW distribution [1] (both
GUE, GOE and GSE) but this tells nothing about its entire exact shape which at present stage remains unknown.
Let us consider in more detail the scaling relation (10.33) which demonstrate the dependence of the typical value
of the fluctuating part of the reduced free energy difference, eq.(10.3), on the strength of disorder u, on the inverse
temperatures β1 and β2, and on time t. First of all, one notes that the disorder scaling ∼ u2/3 as well as and time
scaling ∼ t1/3 coincide with the ones of the usual free energy scaling in (1 + 1) directed polymers, which of course is
not surprising. On the other hand, the dependence on the inverse temperatures β1 and β2 turns out to be less trivial.
First of all, using explicit expression (10.28) one easily finds that in the limit β1 ≫ β2 (or T1 ≪ T2)
λ
(
β1, β2
)∣∣
β1≫β2
≃ β51 , (10.36)
so that in this limit the scaling relation (10.33) turns into the usual one-temperature free energy scaling
F˜ ≃ β1F˜1 = 1
2
(
u2β51
)1/3
t1/3 f (10.37)
In other words, in this case the free energy F1 of the polymer with the temperature T1 is much lower than that of
the polymer with the temperature T2 ≫ T1, and the free energy difference F˜ is dominated by the free energy F1 as
it should be.
Let us consider now what happens if the two temperature parameters β1 and β2 are close to each other. Introducing
a small (positive) parameter
ǫ =
β1 − β2
β1
≪ 1 (10.38)
and substituting β2 = (1− ǫ)β1 into eq.(10.28) in the leading order in ǫ≪ 1 we get
λ ≃ 2β51 ǫ (10.39)
Substituting this into eq.(10.33) we find that in this case the fluctuating part of the the corresponding free energy
difference F˜ , eq.(10.3), scales as
F˜ ≃ 1
2
(
2u2β51
)1/3(β1 − β2
β1
)1/3
t1/3 f (10.40)
where the random quantity f is described by a universal distribution function P(f) whose left tail asymptotics is
given in eq.(10.35). The above eq.(10.40) constitutes the main result of the present study and it implies ”one more
1/3” exponent in these type of systems.
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XI. CONCLUSIONS
In this rather technical review we considered various aspects of the methods and ideas which allows to derive various
universal statistical properties of one-dimensional directed polymers in a random potential. The special emphasis was
made on the detailed description of the so called replica Bethe ansatz technique which is the combination of the
usual replica method (used for systems with quenched disorder) and the Bethe ansatz wave function solution for one-
dimensional N -particle quantum boson system (which is equivalent to the replicated representation of the original
directed polymer problem). In the thermodynamic limit (the limit of infinite system size) it has been demonstrated
how in terms of this technique the exact results for different types of the free energy probability distribution functions
can be obtained. Besides, we derive the explicit expression for the probability distribution function for the polymer’s
endpoint fluctuations. In all these cases the final (universal) results are expressed in terms of the standard Fredholm
determinants which deffer from each other only by the different types of kernels.
The second part of the review was devoted to the problems which are still waiting for their solutions:
• The zero-temperature limit for the directed polymers in a random potential with finite correlation length (Chapter
VIII). Here the problem is that the exact solution of the model with δ-correlated potentials (considered in Chapters
IV-VII) does not reveal any finite zero-temperature limit. The physical origin of this pathology is clear: the model
with δ-correlated potentials is ill defined at short scales while it is the short scales which are getting the most relevant
in the limit T → 0. Introducing smooth finite size correlations for the random potential we can cure this pathology
but in this case the solution derived for the model with δ-correlated potentials becomes not valid. In Chapter VIII
in terms of the standard replica technique have formulated a general scheme which hopefully would allow to obtain
a finite zero-temperature limit solution for the directed polymer model with finite size correlations of the random
potential.
• The problem of velocity distribution functions in the random force Burgers turbulence (Chapter IX). Formally,
this problem is equivalent to the considered directed polymers in a random potential, but unlike the usual KPZ
studies with the δ-correlated random potential, in the Burgulence problem one is mainly interested in the spatial
scales comparable or much smaller than the random potential correlation length . In other words, (like Chapter VIII)
here one has to deal with the model with finite size correlations of the random potential whose solution is not known.
• Joint distribution function of the directed polymers free energies at different temperatures with the same realization
of a random potential (Chapter X). Here it is possible to derive the general scaling dependence for the difference of
these free energies on the two temperatures T1 and T2. In particular, if the two temperatures T1 < T2 are close to
each other, so that (1−T1/T2) ≪ 1, the difference of the two free energies can be shown to scale as (1−T1/T2)1/3 t1/3.
On the other hand, a general joint distribution function of these free energies remains to be computed.
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Appendix A: GUE Tracy-Widom distribution function
Originally the Tracy-Widom distribution function has been derived in the context of the statistical properties of
the Gaussian Unitary Ensemble (GUE) of random Hermitian matrices [1]. GUE is the set of N ×N random complex
Hermitian matrices Gij (such that Gij = G
∗
ji) whose elements are drawn independently from the Gaussian distribution
P [G] = BN exp
{
−1
2
Tr Gˆ2
}
(A.1)
where BN is the normalization constant. The joint probability density of N eigenvalues {λ1, λ2, ..., λN} of such
matrices has rather compact form [123]:
P [λ1, λ2, ..., λN ] = CN
N∏
i6=j
∣∣∣λi − λj∣∣∣2 exp{− N∑
i=1
λ2i
}
(A.2)
where CN is the normalization constant. Using this joint probability density one can calculate various averaged
characteristics of the eigenvalue statistics. For example, one can introduce the average density of the eigenvalues
ρ(λ,N) = 1N
∑N
i=1〈δ(λ − λi)〉 where the averaging 〈.....〉 is performed with the probability distribution, eq.(A.2).
Using the symmetry of this distribution one gets
ρ(λ,N) =
N∏
i=2
[∫ +∞
−∞
dλi
]
P [λ, λ2, ..., λN ] (A.3)
It can be shown [123] that in the limit of large N
ρ(λ,N) =
√
2
Nπ2
(
1− λ
2
2N
)
(A.4)
We see that on average the eigenvalues lie within the finite interval
[−√2N < λ < √2N] where, according to eq.(A.4),
their density has the semi-circular form. This is one of the central results of the random matrix theory which is called
the Wigner semi-circular law. In particular this result tells that on average the maximum eigenvalue λmax is equal
to
√
2N . However, at large but finite N the value of λmax is the random quantity which fluctuates from sample to
sample. One may ask, what is the full probability distribution of the largest eigenvalue λmax? This distribution can
be computed in terms of the general probability density, eq.(A.2). Introducing standard notations of the random
matrix theory we define the function F2(s) ≡ Prob
[
λmax < s
]
which gives the probability that λmax is less than
a given value s. In these notations the functions F1(s), F2(s) and F4(s) denote the probability distributions of the
largest eigenvalues in the Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary Ensemble (GUE) and Gaussian
Symplectic Ensemble (GSE) correspondingly [108]. By definition
F2(s) =
N∏
i=i
[∫ s
−∞
dλi
]
P [λ1, λ2, ..., λN ] ≡
∫ s
−∞
dλPTW (λ) (A.5)
It is this problem which has been solved by Tracy and Widom in 1994 [1]. It has been shown that at large N the
typical fluctuations of λmax around its mean value
√
2N scale as N−1/6, namely
λmax =
√
2N +
1√
2N1/6
s (A.6)
where the random quantity s is described by N -independent distribution PTW (s) = dF2(s)/ds. The function F2(x),
has the following explicit form
F2(s) = exp
(
−
∫ ∞
s
dt (t− s) q2(t)
)
(A.7)
or
PTW (s) =
d
ds
F2(s) = exp
{
−
∫ ∞
s
dt (t− s)q2(t)
}
×
∫ ∞
s
dt q2(t) (A.8)
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where the function q(t) is the solution of the Panleve´ II equation(1),
q′′ = tq + 2q3 (A.9)
with the boundary condition, q(t → +∞) ∼ Ai(t). The shape of the function PTW (s) is shown in Figure 6. Note
FIG. 6: Tracy-Widom distribution function PTW (x), eq.(A.8).
that the asymptotic tails of this function are strongly asymmetric. While its right tail coincides the Airy function
asymptotic PTW (s→ +∞) ∼ exp
[− 43s3/2], the left tail exhibits much faster decay PTW (s→ −∞) ∼ exp[− 112 |s|3]
Appendix B: The Airy function integral relations
The Airy function Ai(x) is the solution of the differential equation
y′′(x) = x y(x) (B.1)
with the boundary condition y(x→ +∞) = 0. At x→ +∞ this function goes to zero exponentially fast
Ai(x→ +∞) ≃ 1
2
√
πx1/4
exp
(
−2
3
x3/2
)
(B.2)
while at x→ −∞ it oscillates and decays much more slowly:
Ai(x→ −∞) ≃ 1√
π|x|1/4 sin
(2
3
|x|3/2 + 1
4
π
)
(B.3)
The Airy function can also be represented in the integral form:
Ai(x) =
∫
C
dz
2πi
exp
(1
3
z3 − zx
)
(B.4)
where the integration path in the complex plane starts at a point at infinity with the argument −π/2 < θ(−) < −π/3
and ends up at a point at infinity with the argument π/3 < θ(+) < π/2. Choosing the argument of the staring point
θ(−) = −π/2 + ǫ and that of the ending point θ(+) = π/2− ǫ where the positive parameter ǫ → 0 is introduced just
[1] There exist six Panleve´ differential equations which were discovered about a hundred years ago[106] (for the recent review see e.g. [107]).
It is proved that the general solutions of the Panlevee´ equations are transcendental in a sense that they can not be expressed in terms of
any of the previously known function including all classical special functions. At present the Panleve´ equations have many applications
in various parts of modern physics including statistical mechanics, plasma physics, nonlinear waves, quantum field theory and general
relativity
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to provide the convergence of the integration, the integration path in eq.(B.4) may coincide with the imaginary axes
z = iy.
Below we give several useful integral relations for the Airy function which can be easily proved using the above
definitions, eqs.(B.1) and (B.4) .
1. Orthogonality:
I1 =
∫ +∞
−∞
dx Ai(x+ u) Ai(x+ v) = δ(u− v) (B.5)
2. Just like in the well known Hubbard-Stratonovich transformation the Gaussian function is used to linearize
quadratic expressions in the exponential, the Airy function can be used to linearize the cubic exponential terms:
I2 =
∫ +∞
−∞
dx Ai(x) exp
(
Fx
)
= exp
{1
3
F 3
}
(B.6)
where the quantity F is assumed to be non negative.
3. Fourier-like integration:
I3 =
∫ +∞
−∞
dp
2π
Ai
(
ap2 + b
)
exp
{
ip c
}
= 2−1/3 a−1/2 Ai
[
2−2/3(b+ a−1/2c)
]
Ai
[
2−2/3(b − a−1/2c)
]
(B.7)
In the special case a = 1, b = u+ v and c = u− v,
I ′3 =
∫ +∞
−∞
dp
2π
Ai
(
p2 + u+ v
)
exp
{
ip (u− v)] = 2−1/3Ai(21/3u)Ai(21/3v) (B.8)
4. The Airy kernel:
I4 =
∫ ∞
0
dx Ai
(
x+ u
)
Ai
(
x+ v
)
=
Ai
(
u
)
Ai′
(
v
) − Ai′(u)Ai(v)
u− v (B.9)
5. The integral which transform the product of two Airy functions into one Airy function:
I5 =
∫ ∞
−∞
dx Ai(x + u) Ai(−x/c+ v) = c
(1 + c3)1/3
Ai
[ u+ cv
(1 + c3)1/3
]
(B.10)
6. Finally, the differential operator relation:
exp
{
a
∂
∂x
}
Ai(x) = Ai(x+ a) (B.11)
Appendix C: Fredholm determinant with the Airy kernel
In simplified terms the Fredholm determinant det
(
1 − Kˆ) can be defined as follows (for a rigorous mathematical
definition see e.g. [103]):
det
(
1− Kˆ) = 1 + ∞∑
n=1
(−1)n
n!
∫ ∫
...
∫ b
a
dt1dt2...dtn det
[
K(ti, tj)
]
(i,j)=1,...,n
(C.1)
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where the kernel Kˆ ≡ K(t, t′) is a function of two variables defined in a region a ≤ (t, t′) ≤ b. Equivalently the
Fredholm determinant can also be represented in the exponential form
det
(
1− Kˆ) = exp[− ∞∑
n=1
1
n
Tr Kˆn
]
(C.2)
where
Tr Kˆn ≡
∫ ∫
...
∫ b
a
dt1dt2...dtn K(t1, t2)K(t2, t3)...K(tn, t1) (C.3)
In this Appendix following the original derivation of Tracy and Widom [1] it will be demonstrated that the function
F2(s) defined as the Fredholm determinant with the Airy kernel can be expressed in terms of the solution of the
Panleve´ II differential equation, namely
F2(s) ≡ det
[
1− KˆA
]
= exp
[
−
∫ ∞
s
dt (t− s)q2(t)
]
(C.4)
where KˆA is the Airy kernel defined on semi-infinite interval [s,∞):
KA(t1, t2) =
Ai(t1)Ai
′(t2)−Ai′(t1)Ai(t2)
t1 − t2 (C.5)
and the function q(t) is the solution of the Panleve´ II differential equation,
q′′ = tq + 2q3 (C.6)
with the boundary condition, q(t→ +∞) ∼ Ai(t).
Let us introduce a new function R(t) such that
F2(s) = exp
[
−
∫ ∞
s
dtR(t)
]
(C.7)
or, according to the definition, Eq.(C.4),
R(s) =
d
ds
ln
[
det
(
1− KˆA
)]
(C.8)
Here the logarithm of the determinant can be expressed in terms of the trace:
ln
[
det
(
1− KˆA
)]
= −
∞∑
n=1
1
n
Tr KˆnA (C.9)
≡ −
∞∑
n=1
1
n
∫ ∞
s
dt1
∫ ∞
s
dt2 ...
∫ ∞
s
dtn KA(t1, t2)KA(t2, t3) ...KA(tn, t1)
Taking derivative of this expression we gets
R(s) = −
∫ ∞
s
dt
(
1− KˆA
)−1
(s, t)KA(t, s) (C.10)
≡ −KA(s, s)−
∞∑
n=2
∫ ∞
s
dt1
∫ ∞
s
dt2 ...
∫ ∞
s
dtn−1 KA(s, t1)KA(t1, t2) ...KA(tn−1, s)
Substituting here the integral representation of the Airy kernel, Eq.(C.5),
KA(t1, t2) =
∫ ∞
0
dzAi(t1 + z) Ai(t2 + z) (C.11)
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after simple algebra one gets
R(s) =
∫ ∞
s
dt1
∫ ∞
s
dt2 Ai(t1)
(
1− KˆA
)−1
(t1, t2) Ai(t2) (C.12)
Taking the derivative of this expression after somewhat cumbersome algebra, we obtain
d
ds
R(s) = −q2(s) (C.13)
where
q(s) =
∫ ∞
s
dt
(
1− KˆA
)−1
(s, t) Ai(t) (C.14)
According to Eq.(C.13),
R(s) =
∫ ∞
s
dt q2(t) (C.15)
Let us introduce two more functions
v(s) =
∫ ∞
s
dt1
∫ ∞
s
dt2 Ai(t1)
(
1− KˆA
)−1
(t1, t2) Ai
′(t2) (C.16)
p(s) =
∫ ∞
s
dt
(
1− KˆA
)−1
(s, t) Ai′(t) (C.17)
Taking derivatives of the above three functions q(s), v(s) and p(s), Eqs.(C.14), (C.16) and (C.17), after somewhat
painful algebra one finds the following three relations:
q′ = p − Rq (C.18)
p′ = s q − pR − 2q v (C.19)
v′ = −p q (C.20)
Taking derivative of the combination
(
R2 − 2v) and using Eqs.(C.13) and (C.20), we get
d
ds
(
R2 − 2v) = 2q (p − Rq) (C.21)
On the other hand, multiplying Eq.(C.18) by 2q we find
d
ds
q2 = 2q (p − Rq) (C.22)
Comparing Eqs.(C.21) and (C.22) and taking into account that the value of all the above functions at s→∞ is zero,
we obtain the following relation
R2 − 2v = q2 (C.23)
Finally, taking the derivative of Eq.(C.18) and using Eqs.(C.13), (C.18), (C.19) and (C.23) we easily find
q′′ = 2q3 + sq (C.24)
which is the special case of the Panleve´ II differential equation [106, 107, 124]. Thus, substituting Eq.(C.15) into
Eq.(C.7) we obtain Eq.(C.4).
In the limit s → ∞ the function q(s), according to its definition, eq.(C.14), must go to zero, and in this case
Eq.(C.24) turns into the Airy function equation, q′′ = sq. Thus
q(s→∞) ≃ Ai(s) ∼ exp
[
−2
3
s3/2
]
(C.25)
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It can be proved [125] that in the opposite limit, s → −∞, the asymptotic form of the solution of the Panlevee´
equation (C.24) (which has the right tail Airy function limit, Eq.(C.25)) is
q(s→ −∞) ≃
√
−1
2
s (C.26)
The GUE Tracy-Widom probability density distribution function PGUE(t) is defined as
PGUE(s) =
d
ds
F2(s) (C.27)
Substituting here Eq.(C.4), we find
PGUE(s) = exp
{
−
∫ ∞
s
dt (t− s)q2(t)
}
×
∫ ∞
s
dt q2(t) (C.28)
where the function q(t) is the solution of the differential equation (C.24) Substituting the two asymptotics, eqs.(C.25)
and (C.26), into Eq.(C.28), we can estimate the asymptotic behavior for the right and the left tails:
PGUE(s→ +∞) ∼ exp
[
−4
3
s3/2
]
(C.29)
PGUE(s→ −∞) ∼ exp
[
− 1
12
|s|3
]
(C.30)
Appendix D: Useful combinatorial identities
In this appendix we give (without proof) several remarkable combinatorial identities.
1. Cauchy double alternant identity. In can be proved [126] (see also [127]) that for a given two sets of arbitrary
parameters {x1, x2, ..., xN} and {y1, y2, ..., yN}∏N
1<a<b (xa − xb)(ya − yb)∏N
a,b=1 (xa + xb)
= det
[
1
xa + yb
]
(a,b)=1,...,N
(D.1)
As a consequence, for any given set of parameters {Q1, Q2, ..., QN} and for any x
N∏
1<a<b
∣∣∣∣∣ Qa −QbQa −Qb + ix
∣∣∣∣∣
2
= xN det
[
1
x− iQa + iQb
]
(a,b)=1,...,N
(D.2)
2. For any given set of parameters {Q1, Q2, ..., QN} and for any x
∑
P∈SN
{
N∏
1<a<b
[
QPa −QPb − x
QPa −QPb
]
1
QP1
(
QP1 +QP2
)
...
(
QP1 + ...+QPN
)} = 1∏N
a=1Qa
N∏
1<a<b
[
Q
a
+Q
b
+ x
Q
a
+Q
b
]
(D.3)
where the summation is taken over all permutations of N elements {Q1, Q2, ..., QN}.
In particular, in the case x = 0 one gets∑
P∈SN
1
QP1
(
QP1 +QP2
)
...
(
QP1 + ...+QPN
) = 1∏N
a=1Qa
(D.4)
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Another version of the identity (D.3) is
∑
P∈SN
{
(−1)[P ]
∏N
1<a<b
(
QPa −QPb − x
)
QP1
(
QP1 +QP2
)
...
(
QP1 + ...+QPN
)} = 1∏N
a=1Qa
N∏
1<a<b
[(
Q
a
+Q
b
+ x
)(
Qa −Qb
)
Qa +Qb
]
(D.5)
where (−1)[P ] denotes the parity of the permutation P .
Appendix E: Technical part of Chapter V
In this Appendix it will be shown how the factor IK,L(q,n), eq.(5.15) can be reduced to the product of the Gamma
functions. In terms of the parameters {mα} and {sα} the product factors in eq.(5.15) are expressed as follows:
K∏
a=1
q
(−)
P
(K)
a
=
M∏
α=1
mα∏
r=1
qαr
(−) (E.1)
L∏
a=1
q
(+)
P
(L)
a
=
M∏
α=1
sα∏
r=1
q∗αr
(+)
(E.2)
K∏
a<b
[
q
(−)
P
(K)
a
+ q
(−)
P
(K)
b
+ iκ
q
(−)
P
(K)
a
+ q
(−)
P
(K)
b
]
=
M∏
α=1
mα∏
1≤r<r′
[
qαr
(−) + qαr′
(−) + iκ
qαr
(−) + qαr′
(−)
]
×
M∏
1≤α<β
mα∏
r=1
mβ∏
r′=1
[
qαr
(−) + qβr′
(−)
+ iκ
qαr
(−) + qβr′
(−)
]
(E.3)
L∏
c<d
[
q
(+)
P
(L)
c
+ q
(+)
P
(L)
d
− iκ
q
(+)
P
(L)
c
+ q
(+)
P
(L)
d
]
=
M∏
α=1
sα∏
1≤r<r′
[
q∗αr
(+) + q∗αr′
(+) − iκ
q∗αr
(+) + q∗αr′
(+)
]
×
M∏
1≤α<β
sα∏
r=1
sβ∏
r′=1
[
q∗αr
(+) + q∗βr′
(+) − iκ
q∗αr
(+) + q∗βr′
(+)
]
(E.4)
K∏
a=1
L∏
c=1
[
q
P
(K)
a
− q
P
(L)
c
− iκ
q
P
(K)
a
− q
P
(L)
c
]
=
M∏
1≤α<β
{
mα∏
r=1
sβ∏
r′=1
[
qαr − q∗βr′ − iκ
qαr + q
∗β
r′
]
×
sα∏
r=1
mβ∏
r′=1
[
q∗αr − qβr′ − iκ
q∗αr − qβr′
]}
×
×
M∏
α=1
mα∏
r=1
sα∏
r′=1
[
qαr − q∗αr′ − iκ
qαr − q∗αr′
]
(E.5)
Substituting eqs.(E.1)-(E.5) into eq.(5.15), and then substituting the resulting expression into eq.(5.22) we obtain
W (f) = lim
t→∞
∞∑
M=0
(−1)M
M !
M∏
α=1
[
∞∑
mα+sα≥1
(−1)mα+sα−1 κmα+sα
∫ +∞
−∞
dqα
2π
G(qα,mα, sα)
× exp
{
λ(t)(mα + sα) f − t
2β
(mα + sα)q
2
α +
κ2 t
24β
(mα + sα)
3
}]
(E.6)
× det
[
1
1
2κ(mα + sα)− iqα + 12κ(mβ + sβ) + iqβ
]
α,β=1,...M
× Gαβ
(
q,m, s
)
where
G = (−1)
sα(−iκ)(mα+sα)∏mα
r=1 q
α
r
(−)
∏sα
r=1 q
∗α
r
(+)
mα∏
r<r′
[
qαr
(−) + qαr′
(−) + iκ
qαr
(−) + qαr′
(−)
]
sα∏
r<r′
[
q∗αr
(+) + q∗αr′
(+) − iκ
q∗αr
(+) + q∗αr′
(+)
]
mα∏
r=1
sα∏
r′=1
[
qαr − q∗αr′ − iκ
qαr − q∗αr′
]
(E.7)
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and
Gαβ =
mα∏
r=1
mβ∏
r′=1
[
qαr
(−) + qβr′
(−)
+ iκ
qαr
(−) + qβr′
(−)
]
sα∏
r=1
sβ∏
r′=1
[
q∗αr
(+)
+ q∗βr′
(+) − iκ
q∗αr
(+) + q∗βr′
(+)
]
mα∏
r=1
sβ∏
r′=1
[
qαr − q∗βr′ − iκ
qαr + q
∗β
r′
]
×
sα∏
r=1
mβ∏
r′=1
[
q∗αr − qβr′ − iκ
q∗αr − qβr′
]
(E.8)
The product factors in eq.(E.7) can be easily expressed it terms of the Gamma functions:
mα∏
r=1
qαr
(−) =
mα∏
r=1
[
qα
(−) − iκ
2
(mα + sα + 1) + iκr
]
= (iκ)mα
Γ
(
1
2 − sα−mα2 − iqα
(−)
κ
)
Γ
(
1
2 − sα+mα2 − iqα
(−)
κ
) (E.9)
sα∏
r=1
q∗αr
(+)
=
sα∏
r=1
[
qα
(+) +
iκ
2
(mα + sα + 1)− iκr
]
= (−iκ)sα
Γ
(
1
2 − mα−sα2 + iqα
(+)
κ
)
Γ
(
1
2 − mα+sα2 + iqα
(+)
κ
) (E.10)
mα∏
r<r′
[
qαr
(−) + qαr′
(−) + iκ
qαr
(−) + qαr′
(−)
]
= 2−(mα−1)
Γ
(
mα − sα − 2iqα
(−)
κ
)
Γ
(
1− mα+sα2 − iqα
(−)
κ
)
Γ
(
mα−sα
2 − iqα
(−)
κ
)
Γ
(
1− sα − 2iqα(−)κ
) (E.11)
sα∏
r<r′
[
q∗αr
(+) + q∗αr′
(+) − iκ
q∗αr
(+) + q∗αr′
(+)
]
= 2−(sα−1)
Γ
(
sα −mα + 2iqα
(+)
κ
)
Γ
(
1− mα+sα2 + iqα
(+)
κ
)
Γ
(
sα−mα
2 +
iqα(+)
κ
)
Γ
(
1−mα + 2iqα(+)κ
) (E.12)
mα∏
r=1
sα∏
r′=1
[
qαr − q∗αr′ − iκ
qαr − q∗αr′
]
=
Γ
(
1 +mα + sα
)
Γ
(
1 +mα
)
Γ
(
1 + sα
) (E.13)
Substituting the above expressions into eq.(E.7) and using the standard relations for the Gamma functions,
Γ(z) Γ(1− z) = π
sin(πz)
(E.14)
Γ(1 + z) = z Γ(z) (E.15)
Γ
(1
2
+ z
)
=
√
π Γ
(
1 + 2z
)
22z Γ
(
1 + z
) (E.16)
we get
G(qα,mα, sα) = Γ
(
sα +
2i
κ qα
(−)
)
Γ
(
mα − 2iκ qα(+)
)
Γ
(
1 +mα + sα
)
2(mα+sα)Γ
(
mα + sα +
2i
κ qα
(−)
)
Γ
(
mα + sα − 2iκ qα(+)
)
Γ
(
1 +mα
)
Γ
(
1 + sα
) (E.17)
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Similar calculations for the factor Gαβ , eq.(E.8), yield the following expression
Gαβ
(
q,m, s
)
=
Γ
[
1 +
mα+mβ−sα−sβ
2 − iκ
(
qα
(−) + qβ
(−)
)]
Γ
[
1− mα+mβ+sα+sβ2 − iκ
(
qα
(−) + qβ
(−)
)]
Γ
[
1− mα−mβ+sα+sβ2 − iκ
(
qα(−) + qβ(−)
)]
Γ
[
1 +
mα−mβ−sα−sβ
2 − iκ
(
qα(−) + qβ(−)
)] ×
×
Γ
[
1− mα+mβ−sα−sβ2 + iκ
(
qα
(+) + qβ
(+)
)]
Γ
[
1− mα+mβ+sα+sβ2 + iκ
(
qα
(+) + qβ
(+)
)]
Γ
[
1− mα+mβ+sα−sβ2 + iκ
(
qα(+) + qβ(+)
)]
Γ
[
1− mα+mβ−sα+sβ2 + iκ
(
qα(+) + qβ(+)
)] ×
×
Γ
[
1 +
mα+mβ+sα+sβ
2 +
i
κ
(
qα − qβ
)]
Γ
[
1 +
−mα+mβ+sα−sβ
2 +
i
κ
(
qα − qβ
)]
Γ
[
1 +
−mα+mβ+sα+sβ
2 +
i
κ
(
qα − qβ
)]
Γ
[
1 +
mα+mβ+sα−sβ
2 +
i
κ
(
qα − qβ
)] ×
×
Γ
[
1 +
mα+mβ+sα+sβ
2 − iκ
(
qα − qβ
)]
Γ
[
1 +
mα−mβ−sα+sβ
2 − iκ
(
qα − qβ
)]
Γ
[
1 +
mα+mβ−sα+sβ
2 − iκ
(
qα − qβ
)]
Γ
[
1 +
mα−mβ+sα+sβ
2 − iκ
(
qα − qβ
)] (E.18)
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