There is intense interest in mapping the tissue-specific binding sites of transcription factors in the human genome to reconstruct gene regulatory networks and predict functions for noncoding genetic variation. DNase-seq footprinting provides a means to predict the genome-wide binding sites for hundreds of transcription factors (TFs) simultaneously. However, despite the public availability of DNase-seq data for hundreds of samples, there is neither a unified analytical workflow nor a publicly accessible database providing the locations of footprints across all available samples. Here, we describe the implementation of a workflow for uniform processing of footprints using two state-of-the-art footprinting algorithms: Wellington and HINT. Our workflow then scans footprints for 1,530 sequence motifs to predict binding sites for 1,515 human transcription factors. We tested our workflow using 21 DNase-seq experiments of lymphoblastoid cell lines, generated by the ENCODE project. We trained a machine learning model to predict TF binding sites, integrating footprints with additional biologically-related features. This model achieved a maximum MCC of 0.423 and an AUC of 0.943 compared to ENCODE ChIP-seq data for 62 TFs in the same cell type. We applied our workflow to detect footprints in 206 DNase-seq experiments from ENCODE, spanning 27 human tissues. These footprints describe an expansive landscape of TF occupancy in the human genome. Across all tissues, we detected high-quality footprints spanning 9.8% of all nucleotides in the human genome with scores found to enrich for true positives. The highest tissue-specific coverage was observed for samples in the brain (4.4%), followed by extra-embryonic structure (2.6%) and skin (2.4%). In addition, we report a more lenient footprinting call set, providing some evidence of TF occupancy in at least one tissue for 34% of all genomic positions. Our cloud-based workflow and a database with all footprints and TF binding site predictions are available at www.trena.org.
INTRODUCTION
Regulation of gene expression by transcription factors (TFs) forms the basis for tissue and celltype differentiation, arising from a complex interplay between TFs and the chromatin architecture in gene regulatory regions (Neph et al., 2012a) . The importance of these regulatory regions is evidenced by the fact that >90% of haplotypes associated with common diseases contain no protein-coding variants and are strongly enriched in non-coding regulatory regions (Gusev et al., 2014) . Identifying causal variants and target genes for risk haplotypes is a central challenge in human genetics. Understanding the impact of variants on TF occupancy and target gene expression is increasingly important as it is one way to provide mechanistic insight for a given locus. Several major efforts have aimed at expanding functional annotation of the genome for a Binding of transcription factors and/or other proteins results in altered accessibility and can result in a relative difference in the number of cleavage events in discrete regions along the genome, resulting in a footprint (Galas and Schmitz, 1978) . Cleavage by DNaseI is known to have sequence preferences, possibly reflecting DNA topology (Sung et al., 2014) . ENCODE has generated samples across 27 tissues, as well as many immortalized cell lines. Though ENCODE has produced several analysis workflows for other data types, there is presently no workflow that uses the DHS data for the purpose of producing footprints. Such a workflow is presented herein and made freely available to the scientific community.
Disrupting or altering the binding dynamics of a transcription factor to its cognate sequence is one way in which variants can influence gene expression. An example of this is found in the successful association between a non-coding regulatory region and disease-associated genes in the fat mass and obesity-associated (FTO) region, which is the strongest obesity-associated region in the genome (Claussnitzer et al., 2015) . A single-nucleotide variant was found to disrupt a conserved motif for the ARID5B repressor that resulted in an increase of IRX3 and IRX5 mRNA, causing a developmental shift in cell type from energy-dissipating beige (brite) adipocytes to energy-storing white adipocytes. More recently, rs9349379, a SNP found to be associated with 5 different vascular diseases was shown to fall within a distal enhancer for EDN1. Editing of the SNP by CRISPR/Cas9 modified expression of EDN1 (Gupta et al., 2017) .
Despite the clear change in EDN1 expression with CRISPR modification, the authors could not find a clear mechanism as they found little evidence of interaction between the enhancer and the EDN1 promoter in 4C experiments, but did find a point of common contact between the rs9349379 and another putative enhancer 300 kb away. Our own search for functional annotation of GWAS variants in bipolar disorder identified a variant in VRK2 which we found to be regulated by the transcription factor POU3F2, another gene previously implicated in bipolar disorder by GWAS (Pearl et al., 2017) .
Variants identified through GWAS and/or other means are likely to exert their effects in ways that are context-specific. This fact was poignantly demonstrated for variants found in monocytes from 228 individuals where, under different time points and conditions (2h LPS, 24h LPS or IFNgamma), a given variant could have the opposite effect on gene expression (Fairfax et al., 2014) .
As few large expression datasets are capable of characterizing multiple conditions to probe such context-specific relationships, the challenge of functional annotation becomes even more apparent.
Functional annotation of variants can help to uncover the relationships between transcription factors and target genes. Functional annotation of motifs can enable network analyses of expression data (RNA-seq, microarray) that identify which transcription factors are likely key drivers in various biological processes and/or disease (Ament et al., 2016) . A challenge for functional annotation is the variety of motif databases which contain motifs that range from highly similar to disparate and are often unique, depending on the database. This is compounded by the multiple mappings that can occur between a given motif and transcription factor, and vice versa.
Computational identification of footprints from high-throughput data is an area of active research.
Several algorithms exist which utilize mapped DHS data to identify footprints. These algorithms typically use one of two different approaches: 1) calculate the relative number of DNase cleavage events along a sliding window of segments, agnostic about the absence or presence of a transcription factor binding motif (Boyle et al., 2011; Gusmao et al., 2014; Neph et al., 2012b; Piper et al., 2013; Sung et al., 2014) ; 2) begin with the known location for a transcription factor binding motif and model the DNAse cleavage patterns around it for all sites, genome-wide (Cuellar-Partida et al., 2012; Kahara and Lahdesmaki, 2015; Pique-Regi et al., 2011; Sherwood et al., 2014; Yardimci et al., 2014) . Validation of these approaches typically has involved comparison of the footprints for individual TFs to binding sites found by ChIP-seq. We have created a workflow that utilizes two different footprinting algorithms, HINT and Wellington, and applied them to uniformly aligned DHS data across all available ENCODE samples. To generate as many putative footprints as possible (which can be filtered for quality and/or biological relevance in subsequent analyses), we have chosen liberal parameters in our mapping and footprinting, knowingly generating a high number of false positives (which can be filtered for quality and/or biological relevance in subsequent analyses). We do this to identify as many true positives as possible to start, and subsequently filter the footprints by training a model against ChIP-seq data. As our liberal approach for representation within the Atlas comes with a tradeoff of producing more false positives than otherwise while emphasizing being comprehensive, we show that identification of the footprints enables greater prediction accuracy of ChIP-seq peaks from 62 transcription factors beyond motif information alone. Independent of any downstream machine learning models, all footprints generated have an associated score that can be used for downstream application and evaluation, and for filtering down to lower coverage at higher quality to suit the needs of any specific user.
METHODS
Footprinting workflows were created and executed using various tools and services built and operated as a part of the NIH Big Data to Knowledge (BD2K) Big Data for Discovery Science (BDDS) center (http://bd2k.ini.usc.edu). At a high level, these tools enabled authoring and orchestration of complex, multi-tool workflows, transparent and elastic scaling on cloud resources, reproducible analysis based on provenance captured using Minids and BDBags (detailed below). The scalable workflows were built using the cloud-based Globus Genomics service (Madduri et al., 2014) . These workflows include data retrieval from ENCODE using our ENCODE2Bag service that creates a portable and identified data unit that encapsulates the entire results of an ENCODE query at a point in time. The resulting BDBag is used to run various analysis workflows in parallel to identify DNA footprints using cloud-based resources.
The Globus Genomics platform, coupled with the BDDS tools, facilitates reproducibility of complex analysis for large cohorts through well-defined and publishable workflows.
BDBags, Minids
The input data from ENCODE consisted of all available DNAse Hypersensitivity (DHS) datasets from 27 tissue types. ENCODE provides metadata for each tissue type which was exported and included in the exported BDBag (Chard et al., 2016) . BDBag is a format for defining a dataset and its contents by enumerating the data elements, regardless of their location (enumeration, fixity and distribution) and metadata. BDBags can be passed between services and materialized (by downloading data elements) only when needed. All datasets used in the workflow are identified using Minids-a method for uniquely identifying a dataset irrespective of its location (identify, fixity). Minid and BDBag tooling provide mechanisms for exchanging datasets by name, without regard for location or size, and with assurance that the data has not been modified.
ENCODE2Bag Service and Globus Transfer
The ENCODE2Bag service provides a simple interface for exporting identified, verifiable collections of data from ENCODE. The service is given an ENCODE query and dynamically creates a BDBag, stored on Amazon S3, and identified with a Minid. The BDBag does not contain the large genomics files, but rather includes a manifest file which enumerates the files and includes a checksum for verifying integrity when accessed. The summary of the ENCODE query, represented as a Tab Separated Value file, is included in the BDBag as provenance metadata. Thus, given a BDBag a user may, at any point in the future, obtain the results of that ENCODE query executed at the original time-an important property for reproducibility. BDBag tooling abstracts the process by which the BDBag is "materialized". The analysis workflow requires only the Minid of the input dataset to execute the workflow. It transparently resolves the location of the BDBag, transfers it to the cloud-hosted analysis infrastructure, and uses BDBag tools to materialize the contents of that BDBag.
Globus provides reliable, secure, and high performance data transfer between Globus "endpoints" (Chard et al., 2014) . Globus provides direct access to a variety of storage endpoints ranging from local POSIX file systems, through to cloud object stores (e.g., AmazonS3), high performance file systems, and even archival tape storage. Globus is able to orchestrate data transfer between any two systems by managing authentication with both endpoints, optimizing transfer configurations for transfer rate, recovering from errors, and notifying users of transfer status. We use Globus file transfer functionality to move large amounts of data from repositories, institutional storage systems, and local computers to the high performance, cloud-hosted compute resources used by the workflow.
Globus Genomics
Globus Genomics is a cloud-hosted web service to enable rapid analysis of large genomics data. Globus Genomics has over 3000 computationally optimized tools and a collection of best practices analysis workflows along with data management tools built as part of the BDDS BD2K center and makes it easier for researchers to build high performance, reproducible bioinformatics workflows. Given a BDBag or Minid, Globus Genomics BDBag transfer tools are used to automatically and reliably download the raw files included in that BDBag. In this workflow, we used these tools to materialize the BDBag for each tissue. Each tissue type contained DHS data for multiple patients. In addition, each patient had a variable number of replicate sequence data. Footprints were generated for the same input data using two alignment , 2014) . Wellington was run with the -fdrlimit set to -1, to be the most lenient in reporting. HINT was run using standard settings. Neither Wellington nor HINT were run using any cleavage bias correction (Gusmao et al., 2014; Piper et al., 2013) .
The footprints were then stored in a relational database for ease of query.
The size of the input data (2.5 TB) and variability in replicate quantity for all samples (1400 Fastq samples) made for a complex analysis ( Figure 1 ). The Globus Genomics platform allowed us to automate this analysis through its support for transparent batch submission and parallelization methods. We utilized Amazon EC2 r3.8xlarge instance type with 32 cpus and 244 gigabyte memory per node. The analysis of all tissues generated over 5 TB of data while using approximately 64,000 CPU hours (2000 node hours). The analysis of each tissue was executed in parallel. In addition, each patient and their replicates were executed in parallel, as well as each footprint algorithm
Alignment
For each tissue type, we started with the fastq files (851 files) available at https://www.encodeproject.org/. These files were encapsulated within a BDBag that captured, in an unambiguous manner, references to the raw data alongside complete metadata for processing (Chard et al., 2016) . Some ENCODE experiments contain multiple biological samples, while others may contain only a single sample. An ENCODE experiment may contain single or paired-end reads, with varying depth of sequencing and varying read length in a single experiment.
The ENCODE data was generated using short reads (<50 bases), resulting in a greater number of potential sequence matches than for longer reads. This ambiguity led us to produce alignments based on two different hash table seed lengths. Each fastq file (or paired-end files) was aligned to GRCh38 using the SNAP algorithm (Zaharia et al., 2011) . SNAP uses a default seed length of 20. We additionally aligned to seed size 16, given the shorter sequence lengths.
Using the experiment groupings from ENCODE, we produced 176 BAM files for each seed. 
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RESULTS & DISCUSSION
In addition to generated the DHS data, ENCODE provides processed data for many but not all of these files. There is not a uniform workflow through which all the data has been processed. We set out to create such a workflow, as diagramed in Figure 1 . As mapping of shorter reads has is less precise than longer reads, we aligned using two different seed lengths: 16 and 20 bases. Figure 2A compares the alignment overlap in lymphoblast. When accounting for the slight differences in location of the footprints (or small differences in footprint length), approximately 70% of the footprints had complete coverage between the two mappings. (Figure 2A ). We also observed a weak relationship between the number of footprints found in a sample and the depth of sequencing ( Figure 2C ). HINT identifies more footprints relative to Wellington. The HINT samples also showed a wider range of total footprints compared to Wellington, likely due to HINT's higher sensitivity.
Collection and generation of the motif database
We utilized motifs and motif-transcription factor mappings from JASPAR, HOCOMOCO, UniPROBE, and SwissRegulon. Several redundancies occur between these databases, often containing position weight matrices that are similar or identical. A motif in one database can also be quite different from the motif in another database associated with the same transcription factor, resulting in different mappings. To reduce computation costs and avoid inclusion of redundant motifs, we updated and modified an existing R package, MotifDB (Shannon, 2017), to include the latest versions of all aforementioned databases. We evaluated the similarity of all motifs using Tomtom (Gupta et al., 2007) . Those that were significantly different (-log(p-value) ≥ 7.3) were retained. Each database contributed a unique set of motifs, in addition to providing additional mappings between motifs and transcription factors. The number of original motifs considered for each database and the number of motifs and transcription factor mappings considered after filtering with Tomtom is found in Table 1 .
Mapping motifs to transcription factors
In addition to the mappings provided by each of the aforementioned databases, we integrated a large database of additional TF-motif mappings: TFClass (Wingender et al., 2015) . The complete mapping can be accessed through MotifDB by calling the "associateTranscriptionFactors" method.
Collectively, our aggregation of motif databases and mappings contains 1,530 unique motifs recognized by 1,515 transcription factors. Many motifs were associated with a single transcription factor, while a few promiscuous motifs were associated with as many as 60 transcription factors (Figure 3 ). Reversing the association, many transcription factors were associated with one motif, while a few transcription factors were associated with > 100 motifs.
The total number of motif-transcription factor mappings considered is 13,242.
Combining footprints with database of motifs
Footprints from HINT and Wellington are identified without consideration of the motif sequence.
To efficiently identify all motif instances for a given footprint we create a catalog for all 1,530 motifs across the entire genome using FIMO (Grant et al., 2011) . This resulted in ~1.34 billion matches (p-value < 10 -4 ) and covered almost 80% of the genome. To maximize coverage, and because of the potential imprecise nature of footprints, if any part of a known motif overlapped with a single base of the footprint, an entry was created. Intersection was done by porting the motif instances and footprints into the GenomicRanges R package, using the "any" option. When considering all samples from all tissues, this liberal approach resulted in 34% coverage of the genome being represented in the Atlas for at least one tissue. The brain had the highest genome coverage at 14.9%, followed by skin (9.8%) and lymphoblast (8.9%). Urinary bladder had the lowest percentage of coverage at 1.1%. These genome coverages can represent both intrinsic biological differences across tissues as well as sample size differences in ENCODE. Based on our machine learning results (see below) we determined that filtering the HINT footprints for scores greater than 200 significantly enriches for true positives as defined by ChIP-seq hits. We also filtered the Wellington footprints, with a more negative score being better, for less than -27, also based on the machine learning results. These filters greatly reduced the percent coverage of the genome from 34% to 9.8% across all tissues ( Figure 4A ). In particular, the lymphoblast footprints were disproportionately reduced from 8.9% to 0.8%. The brain was also significantly reduced to 4.4%.
Footprints from the 29 brain samples (from multiple brain regions) accounted for 14.9%
coverage of the entire genome. With the number of footprints identified related to the depth of sequencing, an outstanding question is to what extent additional samples will add previously unseen footprints. We ordered all the brain samples from greatest number of footprints to least number of footprints from the HINT20 samples and calculated the additional percentage of the genome covered by each sample ( Figure 4B ). Percent coverage enables us to account for footprints which may shift slightly across samples due to differences in mapped reads. Each of the deeper sequenced samples added additional coverage of the genome. As more samples are considered the ability of a new sample to increase coverage diminished. For example, the first sample added 1.75% genome coverage and 3.25 million hits while the last sample added 0.04% coverage which is ~235,000 hits. We performed the same analysis after filtering the footprints based on the aforementioned HINT and Wellington scores. Filtering reduced the number of novel footprints added by each sample as seen by the slope of the line in the bottom panel of Figure 4B .
Machine learning on footprints
Having chosen liberal parameters to generate footprints with two different alignments, two different footprinting algorithms, and all motifs intersecting with any part of a footprint, we ingested this heterogeneous data with a flexible machine learning framework and performed a prediction task of identifying footprints with corresponding ChIP-seq hits. Machine learning was done using the R package XGBoost, with a maximum tree depth of 7 and 200 rounds of boosting and a logistic regression optimization criterion (Chen, 2016). As a benchmark for our footprints, we used the 77 ChIP-seq experiments generated by ENCODE in lymphoblasts. From our motif to transcription factor mappings, we were able to identify at least one motif for 72 of those transcription factors, for which 62 had information on their transcription factor class. It is this filtered set of 62 transcription factors, which mapped to a total of 264 motifs, that we used for our prediction task.
To unify the footprints generated in the multiple databases for lymphoblast, we joined all footprints based upon location in the genome to create one unified dataset. To account for the fact that the same footprints are often found in multiple samples from the same tissue, we retained the best score for each method and added as an additional metric the number of times a footprint was found at that location. As HINT is far more sensitive than Wellington, we scaled this count metric to one that captured the fraction of samples in which a given footprint was found. After the number of footprints for each location was summed, the highest number of occurrences was used as the denominator for all footprints in that method, resulting in a fractional representation for the occurrence metric. Additionally, we recognized that footprint-motif intersections include overlap of any size, but regions with higher overlap might indicate higher-confidence cases. To capture this effect, we calculated the overlap distance between each motif and its footprints for both seed as a fraction of motif length.
JASPAR transcription factor class information was one-hot encoded in our feature matrix. GC content was calculated for each motif found within a footprint by using a window of 100 bases from the center on each side of the motif. Distance in base pairs (BP) to the nearest transcription start site (TSS) was calculated for each motif and transformed using the arcsinh (hyperbolic arcsine) function.
For purposes of training the model, we designated chromosomes 2 and 4 as a blind hold-out set for validation. Chromosomes 1, 3, and 5 were used to test the models as different parameters in architectures were explored. The remaining chromosomes were used to train the models. We Regression models were constructed for their ease of interpretability, as well as for a baseline to which we compare the performance of the boosted models. We trained logistic regression models not only for all features in ensemble, but on each feature individually, in order to get an idea of which features were most predictive of ChIP-seq hits.
The number of footprints for a given motif (or set of motifs connected to a given transcription factor) is orders of magnitude larger than the number of ChIP-seq peaks. This imbalance Is challenging in our machine learning format, due to large memory requirements and poor signal to noise. To address this issue in our training set, we sampled 20 million hits for our 264 motifs, combining those motif hits with our lymphoblast footprints, then filtering for a 10:1 ratio of negative-to-positives. We did not filter any of the ChIP-seq hits in our training set. This resulted in a more balanced training set in which the features associated with true positives could be better learned. We also used a statistical measure of performance, the Matthews Correlation Coefficient (MCC), that was designed to be robust to different sample sizes in the two classes being compared (Boughorbel et al., 2017) .
To show how multiple motifs assigned to a single transcription factor can vary in performance for the predictive model, we trained the 26 motifs associated with the transcription factor ELK1.
ChIP-seq hits were considered as true positives against footprints from HINT and Wellington.
Often the same genomic location will contain matches for multiple motifs. We observed considerable variance for the different motifs ( Figure 5 ). This result suggests that improved prediction could be achieved through selection of motifs.
To better understand the additional information contained in the quantitative scores from footprinting, we trained a model devoid of footprint values and related metrics. For this baseline model, we included all other information such as GC content and distance to the TSS, TF Class and motif score. We also only used motif locations where footprints were identified, as we wanted to test those relative to true positive ChIP-seq peaks, as that is a question of greater relevance to all motif instances. As expected, the boosted model achieved a relatively low MCC value of 0.322 and the linear model containing all regressors achieved a MCC of 0.274. Results can be seen in Figure 6A .
We then generated a model utilizing the full feature matrix with all footprinting data from Seed16
and Seed20. This full model achieved a MCC of 0.423 ( Figure 6B ). HINT along the x-and y axis, respectively, and colored each point with the prediction from the boosted model (Figure 7) . The vast majority of true negatives are seen as having a lower HINT score, with the true-positives typically having a better HINT score. There appears to be little separation based on Wellington score. The majority of the false positives have high HINT scores. It should be kept in mind that false positive here is a "soft" assignment as a negative in a set of CHIP-seq experiment is not definitely for no binding under a different condition, and thus these high HINT scores could theoretically represent true positives in other cellular contexts.
While the gradient boosted decision tree models generated by XGBoost are somewhat opaque to human interpretation, some insightful metrics can be brought to bear. To identify those features most important for these models, we calculated the average gain in accuracy generated by each feature to the branches on which it occurs in the decision trees (Figure 8 ). In the motifonly model, where footprint scores are excluded, distance to the TSS was the most significant contributor to the prediction. In the boosted model, the dominant feature was the HINT20 score, followed by the HINT20 fraction, which represents the fraction of samples in which the footprint was observed. Several of the features we created contain informational redundancy. For example, a footprint found in multiple samples is more likely to have a good HINT or Wellington score. Similarly, a footprint with perfect overlap for a given motif is more likely to be found in multiple samples. Despite this redundancy, inclusion of these features contributed to the predictive power of our model.
CONCLUSION
We have created a uniform workflow for the ENCODE DNAse hypersensitivity data, generating two alignments and applying two different footprinting algorithms (HINT and Wellington). From multiple motif databases, we generated a non-redundant set of 1,530 unique motifs which corresponded to 1,515 transcription factors. Following intersection of the motifs and footprints from our liberal approach, we observed 34% of the genome to be covered. Filtering of the footprints based on the high-quality scores from HINT and Wellington resulted in covering 9.8% of the genome. We demonstrate the informational value of the footprints by training them on ChIP-seq data from 62 different transcription factors. Using baseline biologically important features (without footprint scores and metrics) we were able to predict ChIP-seq peaks at a relatively low MCC value of 0.322. With the footprinting score our predictive rate increased to 0.423 MCC. Importantly, this difference demonstrated that the footprinting information had a significant effect in improving predictive accuracy over motifs alone. Because of the inherent imbalance in the data, the primary driver of the AUC (and to a more muted extent the MCC) is the high number of true negatives. As the scores and metrics generated by machine learning are effectively tunable, we foresee those footprints which have good candidate scores but no corresponding ChIP-seq information are likely good transcription factor binding sites in other cellular contexts or conditions. The use of ChIP-seq as the gold standard has limitations and likely doesn't capture the full complement of TF binding sites. In this sense, our approach may offer a broader range of putative binding regions relevant to gene regulation. Figure 6 . Machine learning results for XGBoost for the 62 transcription factors (264 motifs) training and testing the ENCODE-generated ChIP-seq samples using only motif information, TSS distance and GC content. A) Results using motifs devoid of footprint scores and metrics but including the following features: GC content, motif score, distance to TSS, and TF classes. B) Results for footprints generated from both Seed16 & Seed20 alignments using all aforementioned features, footprint scores and footprint metrics. 
