Abstract-An iterative algorithm similar to our MMSE estimation procedure proposed in another paper by the authors is applied to parameter estimation of multiple superimposed chirp signals in white Gaussian noise. The necessary parameter initializations of the procedure are accomplished by peak detections in the Choi-Williams time-frequency distribution of the data followed by application of the least-squares principle. A comparison between our scheme and the alternating projection (AP) method is demonstrated by computer simulation.
MMSE Estimation of Nonlinear Parameters of Multiple Linear/Quadratic Chirps

I. INTRODUCTION
Chirp signals are frequently encountered in many scientific and engineering areas. In sonar applications, radar, and physics, the observed measurements are often modeled as amplitude modulated chirp signals embedded in Gaussian noise. Many procedures have been proposed for solving this problem, most of them based on the maximum likelihood (ML) principle or rank reduction techniques. Much of the research over the past ten years has focused on the single chirp signal, [1] , [4] , and not until recently has the problem related to multiple superimposed chirps been investigated [3] , [5] . However, the disadvantages of the above estimators are that they can either process only one signal and/or need fairly high signal-to-noise ratios (SNR's) to have good performance.
In [6] , we proposed a minimum mean square error (MMSE) method for estimating the parameters of damped sinusoids. In this correspondence, we extend the MMSE method proposed there to chirp signals and show that it has excellent performance for even low SNR's and short data records. The method exploits the shape of the posterior distribution of the chirp parameters and operates iteratively so that it processes only one chirp signal at a time. Thus, the enormous computational burden of multidimensional integrations is avoided, and the computational load is thereby drastically reduced.
An important issue in the implementation of the procedure is its initialization. We propose an efficient initialization technique that consists of two steps. First, the initial frequency estimates are obtained from the data's Choi-Williams distribution. Then, the initial values of the corresponding chirp rates are found by a least-squares algorithm. Once these values are determined, the starting estimates of the remaining nonlinear parameters of the strongest chirp signal are estimated, followed by parameter estimation of the second strongest signal, and so on. 
II. PROBLEM STATEMENT
Given the observations y y y; q; p k ; and k;l ; the objective is to obtain the MMSE estimates! k ; k ; and k ; k = 1;2;1 11;q:
The MMSE estimate of ! k is given by the following 3q-
where f(! ! !; ; jy y y) is the posterior probability density function (pdf) of the signal parameters ; ; and ! ! !: The MMSE estimates of k and k are similarly defined. 
;
The estimates of k and k are obtained analogously. Theefore, instead of solving (4), we compute integrals of the form given by (6) . The estimates of the unknown parameters are found iteratively, one at a time. The integrals in (6) can be solved efficiently by the adaptive Gaussian quadrature (AGQ) technique proposed in [6] .
IV. INITIALIZATION PROCEDURE
To start the iterative algorithm, we need to determine the initial estimates ( 
we can express the value of ! k in terms of k as
Using (8), we propose an initialization that consists of two steps.
The first step is the estimation of the kth signal's instantaneous frequency at n = n0 + N;! k [n0 + N] by detecting the kth peak in the Choi-Williams time-frequency distribution of the data.
We choose the instant n = n 0 + N because the time-frequency distribution has the smallest variance at n = n0 + N: Since the The decision as to which one will represent the initial estimate is made in the second step of the initialization, which involves a search for best initial estimates of the chirp rates. The second step is based on the following criterion: The chirp rate of the strongest component is estimated first, followed by the estimates of the chirp rate corresponding to the second strongest signal, and so on. The extension of the above procedure to quadratic chirp signals is straightforward. We assume that the instantaneous frequencies for each signal around the instant n = n 0 + N are well separated and change smoothly with n: Since the instantaneous frequency for the kth signal is 
V. COMPUTER SIMULATION EXAMPLES
To verify the performance of our MMSE estimator, we conducted two Monte Carlo experiments. In the first experiment, the data represented two linear chirp signals and were generated according to also see that the SNR threshold of our algorithm is lower than the thresholds of other schemes reported in the literature, such as the 3 dB in [5] for one linear chirp signal. In [5] , the parameter estimator was based on the ML estimator implemented by the iterative Newton procedure. The Newton's method, however, is very sensitive to the initial search points, particularly when the data records are small. In our method, the sensitivity to initialization is smaller because the MMSE is a more robust estimator.
In the second experiment, we simulate a scenario of two linear chirps that are closely spaced in the time-frequency domain The data where n = 010;09; 111 ; 9; 10: The results are shown in Fig. 2 and compared with the results of the alternating projection (AP) method. Clearly, for low SNR's, the MMSE algorithm significantly outperforms the AP method. This is so because the shape of the likelihood function is not a sharp peak in the f 0 plane but a multitude of smaller peaks. This entails that the AP method becomes sensitive to initialization, which strongly deteriorates its performance.
In our method, however, this sensitivity is reduced by applying the concept of integration of multimodal functions with M2 = 2 (see [6] ). In addition, the MMSE algorithm implemented by the adaptive Gaussian quadrature numerical technique is much faster than the AP method.
I. INTRODUCTION
In the area of signal processing, q signals are observed at n different time points from different sources to p different sensors where (q < p): However, due to atmospheric interference, the signals received by the sensors do not remain undistorted. Signals are affected by a noise factor. In this area, a model often used is that the observed signal vector is the sum of a random noise vector and a linear transform of a random signal vector. One of the important problems in this case is to estimate the number of signals transmitted. This problem is equivalent to estimating the multiplicity of smallest eigenvalue of the covariance matrix of the observation Manuscript received March 2, 1994; revised July 14, 1997. The associate editor coordinating the review of this paper and approving it for publication was Prof. Douglas Williams.
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vector. Anderson [2] , Krishnaiah [3] , and Rao [5] considered the problem of testing the hypothesis of the multiplicity of the smallest eigenvalue of the covariance matrix. In Section II, we consider the model and assumptions for signal processing, and in Section III, we explain the model for our problem. Section IV describes the solution of the problem, and some simulation results are presented in Section V.
II. MODEL AND ASSUMPTIONS
The following model [9] is used in signal processing:
x x x(t) = As s s(t) + n n n(t) The number of signals transmitted is q (< p), which is the rank of A9A 0 : Therefore, in this case, the estimation of the number of signals is equivalent to the estimation of the rank of A9A 0 :
III. MODEL FOR THE PROBLEM Our problem is described as follows: Suppose that q signals are going to p sensors in some location and to p sensors in some other location that is widely apart from the first location and to p sensors in some other location that is widely apart from the first two, and so on. Suppose in this way that there are k widely separated locations, each containing p sensors.
The statistical model in this case will be described by the k equations x x x h (t) = A h s s s(t) + n n n h (t); h= 1; 2; 1 1 1 ; k (3.1) where x x x h (t) is the p21 observation vector at time t at the hth place.
s s s(t) is the q 2 1 vector of unknown random signals, n n n h (t) is the p 2 1 random noise vector at time t at the hth place. A h is the p 2 q matrix of unknown parameters at the hth place h = 1; 2; 1 1 1 ; k: We have n observations x x x h (t 1 );x x x h (t 2 ); 1 1 1 ; x x x h (t n ) at the hth place for h = 1; 2; 1 1 1 ; k, and on the basis of these observations, we
