Creating entertaining and educational books not only requires providing visually stimulating content but also means for students to interact, create, and express themselves. In this paper we present a new type of mixed-reality book experience, which augments an educational coloring book with user-generated three dimensional content. We explore a "pop-up book" metaphor and describe a process by which children's drawing and coloring is used as input to generate and change the appearance of the book content. Our system is based on natural feature tracking and image processing techniques that can be easily exploited for other AR publishing applications.
INTRODUCTION
Since the introduction of the MagicBook by Billinghurst et al. [1] , many researchers and companies have created augmented reality (AR) book experiences. A very important feature of augmented reality books is the added interactivity. The most basic interactions (e.g. rotating or tilting the book pages) are afforded by the physical implementation of an AR.
In this paper we explore how user input through a creative task can bring new interaction opportunities. In particular, we introduce a new technique to engage users in actively creating AR book content in real time using a coloring book metaphor. In our first prototype, users can color the pages of the book, and the system automatically recognizes the pages and the various colors used by the users, and directly maps the colored end results to virtual pop-up scenes and 3D models.
The main contributions of our work are:
• Creating a novel user experience with AR books by allowing readers to interactively create new book content and directly experience their creations • Detecting and registering a tracking target which may have been modified considerably from the original • Creating three dimensional scenes and textured 3D models from the users content in real time
RELATED WORK
This work bridges two research fields, education and computer vision based registration for augmented reality.
Multimodality and interactivity has been shown to increase engagement, immersion, and learning. Moreno et al. [2] found that students who are allowed to interact could remember more and transfer what they had learned to new problems better than students who only passively received information. In a study comparing high and low ability readers, Dünser [3] found that while low ability readers remembered significantly less information from text-based material, there was no difference in recall performance between the two groups with interactive AR content.
Computer vision based registration involves finding the transformation between a camera and a known image by searching for features in the image and describing them in a way which ensures the image is identifiable regardless of changes in viewpoint, orientation, scale, and other transformations [4] .
PROTOTYPE DEVELOPMENT
A natural feature registration approach was chosen to support the augmentation and modification of a physical book. To allow modification of the content of the book, the registration needed to be sufficiently robust to changing targets. As even a small change in the original image can cause registration failure, a series of filters were applied to remove as much color as possible from each frame.
3.1
Color Removal For each frame of video, the image contrast was maximized while ensuring color constancy, and then white balanced. The distance was calculated for each pixel from a line between black and a predefined maximum gray value a pixel can have which is still considered black. The final step of color removal was to threshold all distances above a given value to the color white. The final result is shown in Figure 1 . 
3.2
Image Registration Once the color has been removed from the frame, it can be registered against known pages. To maximize robustness and speed, the OPIRA registration library [5] was used in conjunction with the SURF [4] feature detector.
As color information cannot be extracted for areas of the image outside of the frame, if any of the corners lay outside the frame the application prompts users to ensure the entire page is within frame and renders a red rectangle over the marker.
Once the user positions the marker so that it is completely visible, the red rectangle turns blue, and the user is prompted to hold the camera steady for five frames. This delay is to ensure that the marker is stable in the camera view, which reduces the effect LEAVE 0.5 INCH SPACE AT BOTTOM OF LEFT COLUMN ON FIRST PAGE FOR COPYRIGHT BLOCK of motion blur and reduces the likelihood that an erroneous registration will cause the capture of invalid data.
To further reduce errors, during these five frames LucasKanade Optical-Flow [6] is performed between consecutive frames on a sparse set of features found within the marker. RANSAC analysis [7] is performed across these features, and if the number of corresponding features is below 98%, or if the marker moves out of frame, the five frame counter is reset.
Once five stable frames are recorded, the fifth frame is then rectified to the same orientation and dimensions as the image of the page which was used for registration, and the texture extracted. The page detection registration process is stopped, and a new registration process for tracking the rectified colored page is started.
EXAMPLE APPLICATION
The New Zealand Department of Conservation issues a coloring book titled "Amazing Animals of New Zealand" to primary school aged children to teach children about animals native to New Zealand. Two pages of the book were given to five children aged between 6 and 8 years old to color in, and their colored pages were used as examples for the application.
Three different visual experiences were created; Virtual Pop-up Book, Textured Animated Model, and a Hybrid experience.
4.1
Virtual Pop-up Book Experience To create the virtual pop-up book, a color mask was created for each page, where every area designed to pop up as a virtual image layer was colored in a separate color.
When the application runs, a separate alpha-blended texture is created for each color. The background texture is filled with the original image, such that when the layers "pop-up" it appears the color has lifted off the page. Every other texture is filled with the rectified image captured at the end of the registration process. The Y values of each layer when rendered on the marker are determined by the maximum Y value of that color in the mask. As such, masked objects which are lower on the page will be rendered in front of objects which are higher.
When the page is initially detected, all textures are laying flat on the image. Over a few frames the layers all rotate up out of the page. Examples of the virtual pop-up book are shown in Figure 2. 
4.2
Textured Animated Model Experience An animated model was created for the most important object in the scene, in the two examples, a Kiwi and a Penguin. These models were texture mapped using the original pages as the reference. When the page is detected, the relevant area of the image is copied into the models texture buffer, such that the model is now textured using the image on the page. Examples of the three dimensional models can be seen in Figure 3. 
4.3
Hybrid Experience The Hybrid Experience combines the Virtual Pop-up Book with the Textured Animated Model. When the application runs the animated model is positioned such that the model origin is positioned at the bottom center of the main object. Examples of the Hybrid experience are shown in Figure 3 . In this work we present a new experience utilizing augmented reality enhanced books. Using an educational coloring book example, users are able to color in the pages, and these pages are then recognized by the system and used to produce three dimensional scenes and textured models reflecting the artwork created by the users. This three dimensional virtual content is then overlaid on the real book pages, providing a three dimensional experience using the users own content.
The example applications we created show that the color removal system developed is able to successfully allow automatic registration and texture extraction from coloring book pages, even when the images appear significantly different from the unmodified black and white pages. In the example applications the system was capable of running at real-time frame rates, and with accuracy comparable to capturing the images offline.
In future we plan to perform a formal evaluation to gauge how these AR books affect engagement in children.
