This paper is devoted to the description of the interval of parameters for which the general linear n th -order equation
Introduction
There are a huge number of works related to the disconjugacy and its properties, (see [5, 8, 13] for details). From the last half of the past century till now this subject of investigation has attracted important researchers who have stablished very interesting criteria to ensure such property for particular equations.
This is the case of [9] , where is characterized the disconjugacy of the second order equation y ′′ (t)+f (t) y(t) = 0, with f ≥ 0, in terms of the least eigenvalue of the corresponding eigenvalue problem y ′′ (t) + λ f (t) y(t) = 0, y(a) = y ′ (b) = 0. In [1] the general equation (p(t)y ′ (t)) ′ + f (t) y(t) = 0 has been treated. On that paper some characterization by means of variational approach has given. More recently, in [4] sufficient conditions to ensure the disconjugation of some second and fourth order equations are showed.
In [11] sufficient conditions (and different necessary ones) for disconjugacy on [a, +∞), are obtained for linear differential equations of the form y (2 n) (t) − (−1) n p(t) y(t) = 0, with p ≥ 0. Also, in [7] conditions for disconjugacy of the linear differential equation y (n) (t) + p(t) y(t) = 0 in [a, +∞) and p(t) of constant sign, are given. In [12] the disconjugacy of the linear differential equation (r(t) x ′ (t)) ′ + p(t) x ′ (t) + q(t) x(t) = 0, in [a, b] is studied. Sufficient conditions to warrant the disconjugacy of the nonlinear p− Laplacian equation |u ′ (t)| p−1 u ′ (t) ′ + q(t) |u(t)| p−2 u(t) = 0 on [a, +∞), have been obtained in [6] . The aim of this paper consists on the characterization of the disconjugacy of the general n-th order linear differential operator u (n) (t) + a 1 (t) u (n−1) (t) + · · · + a n−1 (t) u ′ (t) + a n (t) u(t) on any arbitrary interval [a, b] . Tacking into account that the coefficient of u can be uniquely decomposed as
it is obvious that such problem is equivalent to study the set of parameters M for which the linear differential equation (1) is disconjugate on I. To this end, we assume that such set is not empty, i.e., there exists at least aM such that T n [M ] u(t) = 0 is disconjugate on I.
Denote as X k the corresponding space of definition to the (k, n − k) boundary value conditions given in (2).
Now, in order to make the paper more readable, we introduce some previous concepts and results. * Partially supported by Ministerio de Educación y Ciencia, Spain and FEDER, projects MTM2010-15314 and MTM2013-43014-P.
The linear differential equation (1) of order n is said to be disconjugate on an interval J if every non trivial solution has, at most, n − 1 zeros on J, multiple zeros being counted according to their multiplicity.
The following results and definitions about this concept are collected on [5, Chapter 3] . Theorem 1.2. If the equations L 1 y = 0 and L 2 y = 0 are disconjugate on the interval I, then the composite equation L 1 (L 2 y) = 0 is also disconjugate on I.
Defining the distance between two equations (1) 1 and (1) 2 by sup t∈I n k=1 |a k,1 (t) − a k,2 (t)|, we have the following result in the correspondent metric space. 
We consider a fundamental system of solutions (1), where every y k [M ](t) is uniquely determined by the following initial conditions:
Then, we denote the n − 1 Wronskians as
. . .
Proposition 1.5. There exists a solution of equation (1) Now, we are going to introduce the concept of Green's function related to the operator T n [M ] coupled with boundary conditions (2), see [2] for details. Definition 1.9. We say that g M is a Green's function for problem (1)- (2) if it satisfies the following properties:
∂t k exist and they are continuous on I × I.
∂t n exist and they are continuous on the triangles a ≤ s < t ≤ b and a ≤ t < s ≤ b.
(g 5 ) For each t ∈ (a, b) there exist the lateral limits
and, moreover
Denote the Green's function related to the operator (1) is disconjugate on I and u is a solution of problem T n [M ] u(t) = σ(t), t ∈ I, with boundary conditions (k, n − k), it is uniquely determined by the expression
We also mention a result which appears on [5, Chapter 3, Section 6] and that connects the disconjugacy and the sign of Green's function related to problem (1)-(2). Lemma 1.10. If the linear differential equation (1) is disconjugate on I and g(t, s) is the Green's function related to problem (1)- (2), by defining p(t) = (t − a)
In the sequel, we introduce two conditions on g M (t, s) that will be used along the paper, see [2, Section 1.8].
(P g ) Suppose that there is a continuous function φ(t) > 0 for all t ∈ (a, b) and
(N g ) Suppose that there is a continuous function φ(t) > 0 for all t ∈ (a, b) and
Next result, which appears in [3] , gives us a property of the operator under the disconjugacy hypothesis. Lemma 1.11. LetM ∈ R be such that T n [M ] u(t) = 0 is disconjugate on I. Then the following properties are fulfilled:
is a inverse positive operator on X k and its related Green's function, gM (t, s), satisfies (P g ).
• If n − k is odd, then T n [M ] is a inverse negative operator on X k and its related Green's function satisfies (N g ).
The following result, which appears on [10, Theorem 3.2], shows a property of the eigenvalues of a disconjugate operator. Theorem 1.12. LetM ∈ R be such that T n [M ] u(t) = 0 is disconjugate on I. Then
• If n − k is even, there is not any eigenvalue of T n [M ] on X k such that λ < 0.
• If n − k is odd, there is not any eigenvalue of T n [M ] on X k such that λ > 0.
Next two following results, see [2, Section 1.8], ensure the existence of eigenvalues in different cases Theorem 1.13. LetM ∈ R be fixed. If operator T n [M ] is invertible in X k and its related Green's function satisfies condition (P g ), then there exists λ 1 > 0, the least eigenvalue in absolute value of operator T n [M ] in X k . Moreover, there exist a nontrivial constant sign eigenfunction corresponding to the eigenvalue λ 1 . Theorem 1.14. LetM ∈ R be fixed. If operator T n [M ] is invertible in X k and its related Green's function satisfies condition (N g ), then there exists λ 2 < 0, the least eigenvalue in absolute value of operator T n [M ] in X k . Moreover, there exist a nontrivial constant sign eigenfunction corresponding to the eigenvalue λ 2 .
Finally, we introduce the following sets, which characterize the intervals of constant sign for g M (t, s).
Next results describe the structure of the two previous parameter's set, see [2, Section 1.8] Theorem 1.15. LetM ∈ R be fixed. Suppose that operator T n [M ] is invertible on X k , its related Green's function is nonnegative on I × I, it satisfies condition (P g ), and the set P T is bounded from above. Then
is invertible in X k and the related nonnegative Green's function gM −μ vanishes at some points on the square I × I. Theorem 1.16. LetM ∈ R be fixed. Suppose that operator T n [M ] is invertible in X k , its related Green's function is nonpositive on I × I, it satisfies condition (N g ), and the set N T is bounded from below. Then N T = [M −μ,M − λ 2 ), with λ 2 < 0 the biggest negative eigenvalue of operator
is invertible in X k and the related nonpositive Green's function gM −μ vanishes at some points on the square I × I.
Characterization of disconjugacy
This section is devoted to prove de main result of this paper. The result is the following. Theorem 2.1. LetM ∈ R and n ≥ 2 be such that T n [M ] u(t) = 0 is a disconjugate equation on I. Then, T n [M ] u(t) = 0 is a disconjugate equation on I if, and only if, M ∈ (M − λ 1 ,M − λ 2 ), where
• λ 1 = +∞ if n = 2 and, for n > 2, λ 1 > 0 is the minimum of the least positive eigenvalues on T n [M ] in X k , with n − k even.
• λ 2 < 0 is the maximum of the biggest negative eigenvalues on T n [M ] in X k , with n − k odd.
Proof. Let n > 2. First, we are going to see that the optimal interval of disconjugation, DM , must necessarily be a subset of (M − λ 1 ,M − λ 2 ). Using, Lemma 1.10, it is known that if M ∈ DM , Green's function related to operator T n [M ] in X k is of constant sign, positive if n − k is even and negative if n − k is odd.
Let k ∈ {1, . . . , n − 1} be such that n − k is even and λ 1 attained as the least positive eigenvalue of T n [M ] in X k . Using Lemma 1.11 and Theorem 1.15, we can affirm that g M, k changes sign on I × I for M ≤M − λ 1 , then M / ∈ DM for every M ≤M − λ 1 . In an analogous way, let k ∈ {1, . . . , n − 1} be such that n − k is odd and λ 2 attained as the biggest negative eigenvalue of T n [M ] in X k . Using the same arguments, with Lemma 1.11 and Theorem 1.16, we can affirm that g M , k has not constant sign on
If DM = (M − λ 1 ,M − λ 2 ) then, at least one (or both) of the two following inequalities holds: either
Suppose that first inequality is fulfilled.
Using Proposition 1.8, we can ensure the existence of ℓ ∈ {1, . . . , n − 1} such that there exists a solution of
If c = b, we have thatM − M 1 ∈ (λ 2 , λ 1 ) will be an eigenvalue of T n [M ] in X ℓ , and it contradicts the definition of λ 1 when n − l is even and λ 2 , if n − l is odd.
So, we have that c < b. Using Proposition 1.5, we know that
is of constant sign on a neighborhood of c, so it has a double zero at c as a function of t.
Using the expression of the derivative of the Wronskian given in [10] , we know that
We take the following solution of (1)
.
Since it is a linear combination of
, it is obvious that it has n − ℓ zeros at a. Because of equality (4) it is not difficult to verify that such function also verifies the boundary conditions (n − ℓ − 1, ℓ + 1) on [a, c].
As consequence, denoting as gM ,n−ℓ and gM ,n−ℓ−1 , the related Green's functions to problem (1) - (2), for M =M , b = c and k = l or k = l + 1, respectively, we deduce the following equalities for all t ∈ [a, c]
Using Lemma 1.10 we know that gM ,n−ℓ (t, s) and gM ,n−ℓ−1 (t, s) have different constant sign on [a, c] × (a, c), so last equalities cannot be satisfied at the same time. Then we can affirm that
With analogous arguments we conclude that M 2 =M − λ 2 . If n = 2, the argument related to λ 2 is the same. Suppose that there exist M * <M such that the equation (1) is not disconjugate on [a, b], then M 1 <M must be defined and also c = η M (a). If c = b it implies the existence of a positive eigenvalue of T n [M ] in X 1 , which is a contradicts Theorem 1.12.
Then, we can proceed analogously to the case where n > 2 with c < b and arrive to a contradiction. So, our result is proved.
Particular cases
Since u (n) (t) = 0 is always a disconjugate equation at any interval (see [5] for details), this result can obviously be applied to operators
. So, in order to construct the optimal parameter set of disconjugacy, we only need to calculate the closest to zero eigenvalues.
Until eighth order the eigenvalues of problems (k, n−k) are explicitly obtained on [3, Section 4] . For instance, in the second order case we know that the closest to zero eigenvalue of u ′′ in X 1 is −π 2 , so the optimal interval of disconjugacy is (−∞, π 2 ).
Also, in third order we have that the least positive eigenvalue of operator u ′′′ in X 1 is λ 
But, if we takeM = 200, we can verify, studying its different Wronskians, see Propositions 1.5 and 1.7, that 0 is a disconjugate equation on [0, 1] . Hence we can apply Theorem 2.1 to this problem.
Due to the fact that it is also a self adjoint problem, we only need to obtain the eigenvalues related to the boundary conditions (3, 1) and (2, 2) .
The eigenvalue related to the boundary conditions (3, 1) is given by −λ Since every solution of the first order linear differential equation L 1 u(t) = u ′ (t) + cos(10 t) u(t) = 0 follows the expression u(t) = c 1 e sin(10 t) , with c 1 = 0, we conclude that it is disconjugate on any real interval. Also, it is well-known that the equation L 2 u(t) = u ′′ (t) = 0 is also disconjugate on any real interval. So, as a direct application of Theorem 1.2, we can affirm that L 2 L 1 u(t) = T 3 [0] u(t) = 0 is a disconjugate equation on any real interval. Now, using Propositions 1.5 and 1.7 again, we can obtain numerically the closest to zero eigenvalues related to the boundary conditions (2, 1) and (1, 2), which are λ 1 ≅ −4.33149 3 and λ 2 ≅ 4.29055 3 , respectively. So, we can affirm that 
