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a b s t r a c t
It is well-known that one may construct a 4-class association
scheme on the positions of a Latin square, where the relations
are the identity, being in the same row, being in the same
column, having the same entry, and everything else. We describe
the subconstituent (Terwilliger) algebras of such an association
scheme.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Let n be a positive integer. A Latin square of order n is an n×n array L such that each element of some
n-set occurs in each row and in each column of L exactly once. See [6,7,9] for more on Latin squares.
Let L denote a Latin square of order n ≥ 3, and encode L with the set X = {(i, j, L(i, j))|1 ≤ i, j ≤ n}.
Define five relations on X: For all x = (i, j, L(i, j)), x′ = (i′, j′, L(i′, j′)) ∈ X,
R0 (identity): xR0x′ if x = x′,
R1 (same row): xR1x′ if i = i′ and x 6= x′,
R2 (same column): xR2x′ if j = j′ and x 6= x′,
R3 (same entry): xR3x′ if L(i, j) = L(i′, j′) and x 6= x′,
R4 (everything else): xR4x′ if i 6= i′, j 6= j′, and L(i, j) 6= L(i′, j′).
It is well-known that (X, {Ri}4i=0) is a symmetric association scheme [1,5], which we refer to as the
association scheme of L. Fix a base point p = (rp, cp, ep) ∈ X. Let T denote the subconstituent
(Terwilliger) algebra of the association scheme of L with respect to p. In this paper we describe T
by giving its action on the irreducible T -modules. We do so in terms of a substructure of the Latin
square which we now describe.
First, note that by the definition of a Latin square any two coordinates of an element of X uniquely
determine the third: We refer to this as the Latin square property. Form a sequence of points as follows.
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Pick x1 ∈ X such that x1R1p-write x1 = (rp, c1, e1). Once x1 is chosen, all subsequent points are
uniquely determined by the Latin square property. Given xi = (rp, ci, ei), let yi ∈ X be the unique
point such that yiR2p and yiR3xi-write yi = (ri, cp, ei). Let zi be the unique zi ∈ X such that ziR3p and
ziR1yi-write zi = (ri, ci+1, ep). Finally, let xi+1 ∈ X be the unique point such that xi+1R1p and xi+1R2zi-
write xi+1 = (rp, ci+1, ei+1). Repeat this process until xk+1 = x1. View x1, x2, . . . , xk as a cycle in a
permutation of the n − 1 points in relation R1 with p. The other cycles are constructed similarly. We
show that the permutations associated with the Cayley table of a finite group have order at most two.
We now describe the irreducibleT -modules. There is always a unique five-dimensional irreducible
T -module, and there are (n2 − 6n + 7)-many mutually isomorphic orthogonal one-dimensional
T -modules. The remaining T -modules are related to the cycles of the permutation constructed
above. If there is just one cycle, then there is a six-dimensional irreducible T -module associated
with each (n − 1)th root of unity except 1 itself. Otherwise, for each cycle of length k there is a six-
dimensional irreducible T -module associated with each kth root of unity. However, in this case one
of the irreducible T -modules associated with 1 must be dropped to obtain linear independence. The
T -action on each of these (n−2)-many six-dimensional irreducibleT -modules is entirely determined
by the associated root of unity: Two such modules are isomorphic if and only if they are associated with
the same root of unity. This gives a complete decomposition of the standard module into irreducible
T -modules.
2. Algebraic preliminaries
In this section we recall some background material. We begin with Bose–Mesner algebras—see
[2,3,8].
Let X denote a finite, nonempty set, and let MX denote the complex algebra of matrices with
complex entries whose rows and columns are indexed by X. For A ∈ MX and for x, y ∈ X, let A(x, y)
denote the (x, y)-entry of A. For A, B ∈ MX , let A ◦ B denote the Hadamard product of A and B:
(A ◦ B)(x, y) = A(x, y)B(x, y). The ordinary matrix product of A and B will be denoted by juxtaposition:
AB.
A Bose–Mesner algebra on X is a commutative subalgebra ofMX which is closed under the Hadamard
product, which is closed under transposition, and which contains the identity matrix I and the all-ones
matrix J.
LetM denote a (d+1)-dimensional Bose–Mesner algebra on X. The basis of Hadamard idempotents
ofM is the unique basis {Ai}di=0 such that
A0 = I, (1)
Ai ◦ Aj = δijAi (0 ≤ i, j ≤ d), (2)
d∑
i=0
Ai = J, (3)
where δij denotes the Kronecker symbol. Let A0, A1, . . . , Ad be an ordering of the Hadamard
idempotents of M. Relative to this ordering, the intersection numbers phij of M are defined by AiAj =∑d
h=0 phijAh(0 ≤ i, j ≤ d).
Given an association scheme (X, {Ri}di=0), define Ai ∈ MX(0 ≤ i ≤ d) by Ai(x, y) = 1 if xRiy and 0
otherwise (x, y ∈ X). Then {Ai}di=0 is the basis of Hadamard idempotents of a Bose–Mesner algebra. We
identify Bose–Mesner algebras having ordered Hadamard idempotents with association schemes.
Now fix p ∈ X. For A ∈ M, let ρ(A) ∈ MX be the diagonal matrix with (x, x)-entry ρ(A)(x, x) =
A(p, x)(x ∈ X). The dual Bose–Mesner algebra of M with respect to p is M∗ = ρ(M)—see [10]. Now
ρ :M→M∗ is a linear bijection and ρ(A ◦ B) = ρ(A)ρ(B). Set E∗i = ρ(Ai). Then {E∗i }di=0 is a basis ofM∗,
which we refer to as the basis of dual idempotents. By (2) and (3)
E∗i E
∗
j = δijE∗i (0 ≤ i, j ≤ d), (4)
d∑
i=0
E∗i = I. (5)
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3. The subconstituent algebra and its modules
We recall from [10] some facts concerning the subconstituent algebra of a Bose–Mesner algebra
M on X. Fix p ∈ X. The subconstituent (or Terwilliger) algebra of M with respect to p is the subalgebra of
MX generated byM ∪M∗. By (1), (4) and (5), T is also generated by {E∗i AjE∗k |0 ≤ i, j, k ≤ d}.
Lemma 3.1 ([10]). E∗i AhE∗j = 0 if and only if phij = 0 (0 ≤ h, i, j ≤ d).
Theorem 3.2 ([10]). Subconstituent algebras are semisimple.
Wedderburn theory [4] gives that T is isomorphic to a direct sum of full complex matrix algebras,
where the k× k complex matrices appear as summand once for each isomorphism class of irreducible
T -modules of dimension k.
Let V = CX denote the column vector space with entries indexed by X. Endow V with the Hermitian
inner product 〈u, v〉 = utv¯. Observe that MX acts on V by left-multiplication. We refer to V as the
standard module for T . By a T -module we mean a linear subspace U of V which is closed under the
action of T : Au ∈ U for all A ∈ T and for all u ∈ U.
Let Λ be an index set for the isomorphism classes of irreducible T -modules. Let Vλ be the sum of
all irreducible T -modules in the isomorphism class of irreducible T -modules indexed by λ ∈ Λ. Each
Vλ is an orthogonal direct sum of mutually isomorphic irreducible T -modules. The number of direct
summands of Vλ is unique, and denoted by mult(λ). For any irreducible T -module W contained in Vλ,
set mult(W) = mult(λ). We refer to mult(W) as the multiplicity of W. Since V = ⊕λ∈Λ Vλ (orthogonal
direct sum), we have the following.
Lemma 3.3. Suppose W and W ′ are nonisomorphic irreducible T -modules. Then W and W ′ are orthogonal
to one another.
For all x ∈ X, define [[x]] ∈ V to be the characteristic vector of x, i.e., the vector with a one in the row
indexed by x and zeros everywhere else. Observe that {[[x]]|x ∈ X} is the standard basis of V . For any
multi-set S of vertices of X, let [[S]] =∑x∈S[[x]], where each summand occurs once for each occurrence
in S. For all x ∈ X and 0 ≤ i ≤ d, define Γi(x) = {y ∈ X|xRiy}. We refer to Γi(x) as the ith subconstituent
with respect to x.
Lemma 3.4 ([10]). For all i (0 ≤ i ≤ d) and for all x ∈ X,
Ai[[x]] = [[Γi(x)]], E∗i [[x]] =
{[[x]] if pRix,
0 otherwise.
In particular, E∗i AjE∗k [[x]] equals [[Γi(p) ∩ Γj(x)]] if xRkp, and 0 otherwise.
The support of v ∈ V is the set supp(v) = {x ∈ X|v(x) 6= 0}.
Lemma 3.5. Let U ⊂ V be a subset of nonzero vectors. If for all S ⊂ U and all u ∈ U \ S, the symmetric
difference of ∪s∈S supp(s) and supp(u) is nonempty, then U is linearly independent.
We recall some facts about a special irreducible T -module.
Lemma 3.6 ([10]). For all i, j, k (0 ≤ i, j, k ≤ d), E∗j AkE∗i [[Γi(p)]] = pkij[[Γj(p)]].
Lemma 3.7 ([10]). For all i, j, k (0 ≤ i, j, k ≤ d) and for all x ∈ X, E∗i JE∗k [[x]] = [[Γi(p)]] if xRkp,
and 0 otherwise.
Theorem 3.8 ([10]). There is an irreducible T -module P with basis {[[Γi(p)]]|0 ≤ i ≤ d}. We refer to P
as the primary T -module.
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4. Some permutations for Latin squares
We describe permutations on the subconstituents given by the subconstituent algebra of a Latin
square. For use with Lemma 3.1 we note the following.
Theorem 4.1 ([1]). Let L denote a Latin square of order n, and let M denote the Bose–Mesner algebra of
L. The intersection numbers of M are as follows.
(i) p0ij = 0 if i 6= j, and p000 = 1, p0ii = (n− 1) (1 ≤ i ≤ 3), p044 = n2 − 3n+ 2.
(ii) For 1 ≤ h ≤ 3, phij equals 1 if {i, j} = {0, h}, equals n − 2 if i = j = h, equals 1 if {h, i, j} = {1, 2, 3},
equals n − 2 if one of i, j is 4 and the other is in {1, 2, 3} \ {h}, equals n2 − 5n + 6 if i = j = 4, and
equals 0 otherwise.
(iii) p4ij equals 1 if i 6= j and 1 ≤ i, j ≤ 3, equals 1 if {i, j} = {0, 4}, equals n − 3 if one of i, j is 4 and the
other is in {1, 2, 3}, equals n2 − 6n+ 10 if i = j = 4, and equals 0 otherwise.
Notation 4.2. Let L denote a Latin square of order n ≥ 3 with symbol set {1, 2, . . . , n}. Let X =
{(i, j, L(i, j))|1 ≤ i, j ≤ n}. Let M denote the Bose–Mesner algebra of L. Fix p = (rp, cp, ep) ∈ X, and
let T denote the subconstituent algebra ofM with respect to p.
Lemma 4.3. With Notation 4.2, fix a permutation i, j, k of 1, 2, 3. For each x ∈ Γi(p), the row of E∗i AjE∗k
indexed by x has a unique entry equal to one and all other entries are equal to zero. For each y ∈ Γk(p), the
column of E∗i AjE∗k indexed by y has a unique entry equal to one and all other entries are equal to zero. All
other entries of E∗i AjE∗k are zero.
Proof. Clear from matrix multiplication, since pjik = 1 by Theorem 4.1. 
Lemma 4.4. With Notation 4.2, fix a permutation i, j, k of 1, 2, 3. Let x ∈ X. Then E∗i AjE∗k [[x]] = δx(k),p(k)[[y]],
where y(i) = p(i), y(j) = x(j), and y(k) is uniquely determined by the Latin square property.
Proof. The sum in Lemma 3.4 runs over all y ∈ X with y(i) = p(i) and y(j) = x(j). There is exactly one
such y by the Latin square property. 
Lemma 4.5. With Notation 4.2, for all permutations i, j, k of 1, 2, 3, the principal minor of E∗i AjE∗kAiE∗j AkE∗i
indexed by Γi(p) is a permutation matrix and every other entry is zero.
Proof. Using Lemma 4.4 three times we find that for all (rp, c, e) ∈ Γ1(p), E∗1A2E∗3A1E∗2A3E∗1[[rp, c, e]] =[[rp, c′, e′]], where c′ and e′ are uniquely determined by the Latin square property. Note that (rp, c′, e′) ∈
Γ1(p). Thus the principal minor of E∗1A2E∗3A1E∗2A3E∗1 indexed by Γ1(p) is a permutation matrix. All other
entries are zero by Lemma 4.3. The other cases are similar. 
Lemma 4.6. With reference to Lemma 4.5, the following are equivalent.
(i) E∗1A2E∗3A1E∗2A3E∗1 induces a k-cycle on Γ1(p) of the formC1 = ((rp, c1, e1), (rp, c2, e2), . . . , (rp, ck, ek)).
(ii) E∗2A3E∗1A2E∗3A1E∗2 induces a k-cycle on Γ2(p) of the formC2 = ((r1, cp, e1), (r2, cp, e2), . . . , (rk, cp, ek)).
(iii) E∗3A1E∗2A3E∗1A2E∗3 induces a k-cycle on Γ3(p) of the formC3 = ((r1, c2, ep), (r2, c3, ep), . . . , (rk, c1, ep)).
When such a triple exists, we refer to C1,C2,C3 as an interleaved triple of k-cycles.
Proof. (i)⇒(ii): Note that E∗2A3E∗1A2E∗3A1E∗2[[ri, cp, ei]] is equal to E∗2A3E∗1 · E∗1A2E∗3A1E∗2A3E∗1[[rp, ci, ei]] =
E∗2A3E
∗
1[[rp, ci+1, ei+1]] = [[ri+1, cp, ei+1]] by (i) and Lemma 4.4. Thus (i) implies (ii). The other
consequences are similar. 
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Fig. 1. The action on u1,i, u2,i, u3,i ∈ W(C1,C2,C3).
Fig. 2. The action on v1,i ∈ W(C1,C2,C3).
5. Cycle modules and their decomposition into irreducible modules
We begin by producing a T -module for each interleaved triple of cycles.
Theorem 5.1. With Notation 4.2, fix an interleaved triple of k-cycles C1, C2, C3 as in Lemma 4.6.
(i) The vectors [[Γj(p)]] (0 ≤ j ≤ 4) and the vectors
u1,` := [[rp, c`, e`]], v1,` :=
∑
(r`,c˙,e˙)∈Γ4(p)
[[r`, c˙, e˙]],
u2,` := [[r`, cp, e`]], v2,` :=
∑
(r˙,c`,e˙)∈Γ4(p)
[[r˙, c`, e˙]],
u3,` := [[r`, ch+1, ep]], v3,` :=
∑
(r˙,c˙,e`)∈Γ4(p)
[[r˙, c˙, e`]]
(1 ≤ ` ≤ k) together span a T -module. We refer to this T -module as the cycle module of C1, C2, C3
and denote it W(C1,C2,C3).
(ii) The action of the generators E∗hAiE∗j of T is as shown in Figs. 1–4, where the subscripts are taken modulo
k. In Figs. 1–4 we abbreviate hij = E∗hAiE∗j and hij = [[Γh(p)]]− E∗hAiE∗j . The actions of E∗hA4E∗j and E∗h are
omitted as they can be deduced from (3) and (4). All other omitted actions are zero.
Proof. By Lemma 3.1, Theorem 4.1, and (4), the generators E∗hAiE∗j of T that act on u1,` in a nonzero
manner have hij ∈ {011, 101, 111, 231, 321, 421, 431, 341, 241, 441}. For hij ∈ {341, 241, 441}
the action is deduced from (3), and for hij = 101 the action follows from (4) since E∗1A0E∗1 = E∗1.
By Lemma 4.4, E∗2A3E∗1u1,` = u2,` and E∗3A2E∗1u1,` = u3,`. The remaining actions are deduced using
Lemma 3.4. For example, since Γ0(p) = {p} and (rp, c`, e`)R1p, we find E∗0A1E∗1u1,` = [[rp, cp, ep]].
Similarly E∗1A1E∗1u1,` =
∑[[rp, c˙, e˙]] = [[Γ1(p)]] − u1,`, where the sum runs over (rp, c˙, e˙) ∈ X except
p and (rp, c`, e`).
As above, we need only consider the action on v1,` of the E∗hAiE∗j with hij ∈{124, 134, 214, 234, 314, 324, 414, 424, 434}. Again, the actions follow from Lemma 3.4. For exam-
ple, E∗3A1E∗4v1,` =
∑
E∗3A1E
∗
4[[r`, c˙, e˙]] =
∑[[r`, c`+1, ep]] = ∑ u3,` = (n − 2)u3,`, where the first two
sums run over (r`, c˙, e˙) ∈ Γ4(p) and the final sum runs over (r`, c˙, e˙) ∈ X with c˙ 6= c`, cp. Similarly,
E∗4A1E
∗
4v1,` =
∑
E∗4A1E
∗
4[[r`, c˙, e˙]] =
∑∑[[r`, c˙′, e˙′]] = (n − 3)v1,`, where the first two sums run over
(r`, c˙, e˙) ∈ Γ4(p) and the third sum runs over all (r`, c˙′, e˙′) ∈ X except (r`, c˙, e˙), (r`, c`+1, ep), and
(r`, cp, e`). 
We describe the decomposition of each cycle module into irreducible T -modules.
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Fig. 3. The action on v2,i ∈ W(C1,C2,C3).
Fig. 4. The action on v3,i ∈ W(C1,C2,C3).
Lemma 5.2. The primary module P is an irreducible T -submodule of each cycle module.
Proof. Clear from Theorems 3.8 and 5.1. 
Lemma 5.3. With Notation 4.2, fix an interleaved triple of k-cycles C1,C2,C3 as in Lemma 4.6.
(i) Assume 1 ≤ k < n− 1. Then there is an irreducible T -submodule of W(C1,C2,C3) spanned by
u11 :=
k∑
`=1
u1,` − κ[[Γ1(p)]], v11 :=
k∑
`=1
v1,` − κ[[Γ4(p)]],
u12 :=
k∑
`=1
u2,` − κ[[Γ2(p)]], v12 :=
k∑
`=1
v2,` − κ[[Γ4(p)]],
u13 :=
k∑
`=1
u3,` − κ[[Γ3(p)]], v13 :=
k∑
`=1
v3,` − κ[[Γ4(p)]],
where κ = k/(n− 1). We denote this T -module W1(C1,C2,C3).
(ii) Assume 1 < k ≤ n− 1. Let  6= 1 be a kth root of unity. Then there is an irreducible T -submodule of
W(C1,C2,C3) spanned by
u1 :=
k∑
`=1
`u1,`, v

1 :=
k∑
`=1
`v1,`,
u2 :=
k∑
`=1
`u2,`, v

2 :=
k∑
`=1
`v2,`,
u3 :=
k∑
`=1
`u3,`, v

3 :=
k∑
`=1
`v3,`.
We denote this T -module W(C1,C2,C3).
(iii) The action of the generators E∗hAiE∗j on {u1, u2, u3 v1, v2, v3} is as shown in Figs. 5–8 (including  = 1),
where the actions of E∗hA4E∗j and E∗h are omitted as they can be deduced from (3) and (4). All other
omitted actions are zero.
(iv) If n ≥ 5, then {u1, u2, u3v1, v2, v3} is linearly independent.
Proof. (iii): As in the proof of Theorem 5.1, we only consider the action of E∗hAiE∗j with hij ∈{011, 111, 231, 321, 421, 431} on u1. The result follows from Lemma 3.6 and Theorem 5.1. For
example in the case  = 1, E∗1A1E∗1u11 =
∑k
`=1
∑[[rp, c˙, e˙]] − κE∗1A1E∗1[[Γ1(p)]], where the second
sum runs over all (rp, c˙, e˙) ∈ X except p and (rp, c`, e`). Similarly, we find E∗1A2E∗4v11 =∑
`
([[Γ1(p)]] −∑`[[rp, c`+1, e`+1]])−κ(n−2)[[Γ1(p)]] = −∑`[[rp, c`+1, e`+1]]+κ[[Γ1(p)]] = −u11, where
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Fig. 5. The action on ui ∈ W(C1,C2,C3).
Fig. 6. The action on v1 ∈ W(C1,C2,C3).
Fig. 7. The action on v2 ∈ W(C1,C2,C3).
` runs from 1 to k. When  6= 1, k > 1, so the sum of all kth roots of unity is zero. Thus for example,
E∗1A2E
∗
4v

1 =
∑
` 
`E∗1A2E
∗
4v1,` =
∑
` 
`([[Γ1(p)]] − u1,`+1) = (∑` `)[[Γ1(p)]] − −1 ∑` `+1u1,`+1 =
−−1u1, where all sums take ` from 1 to k. Similarly we compute, E∗4A3E∗4v1 =
∑
` 
`E∗2A3E
∗
4v1,` =∑
` 
`([[Γ4(p)]] − v3,` − v1,`) = −v3 − v1, where ` runs from 1 to k.
(i), (ii): By (iii), W(C1,C2,C3) is a T -module. To show irreducibility, we show that
W(C1,C2,C3) ⊆ T u for any nonzero u ∈ W(C1,C2,C3). First suppose E∗i u 6= 0 for some i with
1 ≤ i ≤ 3: Say i = 3. Then E∗3u = αu3 ∈ E∗3W(C1,C2,C3), so W(C1,C2,C3) ⊆ T u by Theorem 5.1.
Now suppose E∗i u = 0 for 1 ≤ i ≤ 3, so u = α1v1 + α2v2 + α3v3 for some scalars αi (i = 1, 2, 3)
which are not all zero. Applying E∗2A1E∗4, E∗1A2E∗4, and E∗1A3E∗4 to u gives that certain multiples of the
spanning vectors for W(C1,C2,C3) are zero. These coefficients cannot all be zero (see the proof of
(iv) immediately below), so W(C1,C2,C3) ⊆ T u.
(iv): Suppose v = β1u1 + β2u2 + β3u3 + α1v1 + α2v2 + α3v3 = 0. By Lemma 3.5 we have
β1 = β2 = β3 = 0. To show that α1 = α2 = α3 = 0, apply E∗1A2E∗4, E∗1A3E∗4, and E∗2A1E∗4 to v. The
coefficients of the nonzero vectors are necessarily zero, i.e.−α1+α2(n−2)−α3,−α1−α2+(n−2)α3,
and (n − 2)α1 − α2 − α3 are zero. Solving these three equations gives α1 = α2 = α3 = 0. Hence (iii)
holds. This argument fails if n ≤ 4 since the supports are not distinct in this case. 
Lemma 5.4. With reference to Theorem 5.1, suppose k = n− 1. Then
k∑
`=1
uj,` = [[Γj(p)]],
k∑
`=1
vj,` = [[Γ4(p)]] (j = 1, 2, 3).
Proof. Clear. 
Lemma 5.5. With Notation 4.2, fix an interleaved triple of k-cycles C1,C2,C3 as in Lemma 4.6. Let  and
δ be distinct kth roots of unity. Then W(C1,C2,C3) and Wδ(C1,C2,C3) are nonisomorphic T -modules,
and hence are orthogonal.
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Fig. 8. The action on v3 ∈ W(C1,C2,C3).
Proof. Suppose  6= 1. Then E∗1A2E∗3A1E∗2A3E∗1u1 =
∑k
`=1 `[[rp, c`+1, e`+1]] = −1u1. Also E∗1A2E∗3A1E∗2A3E∗1
acts as zero on u2, u

3, v

1, v

2, v

3. Similar results hold for δ 6= 1. Thus the result holds in this case. Suppose
δ = 1. By Lemma 3.6 and Theorem 4.1, E∗1A2E∗3A1E∗2A3E∗1u11 = u11. Also E∗1A2E∗3A1E∗2A3E∗1 acts as zero on u12,
u13, v11, v12, v13. It follows that W(C1,C2,C3) and Wδ(C1,C2,C3) are nonisomorphic. The orthogonality
follows from Lemma 3.3. 
Theorem 5.6. With Notation 4.2, fix an interleaved triple of k-cycles C1,C2,C3.
(i) If k 6= n− 1, then W(C1,C2,C3) has orthogonal direct decomposition into irreducible T -modules
W(C1,C2,C3) = P ⊕
⊕
∈C
k=1
W(C1,C2,C3).
(i) If k = n− 1, then W(C1,C2,C3) has orthogonal direct decomposition into irreducible T -modules
W(C1,C2,C3) = P ⊕
⊕
∈C
k=1,6=1
W(C1,C2,C3).
Proof. By Lemmas 3.3 and 5.5, the sums in (i) and (ii) are orthogonal (and hence direct). First
suppose k < n − 1. Then by orthogonality, the sum in (i) spans a subspace of dimension 6k + 5.
But by construction, dimW(C1,C2,C3) ≤ 6k + 5. Thus (i) holds. Next suppose k = n − 1.
Then by orthogonality, the sum in (ii) spans a subspace of dimension 6k − 1. Also by Lemma 5.4
dimW(C1,C2,C3) ≤ 6k− 1. Thus (ii) holds. 
Theorem 5.6 holds for all n, but if n ≤ 2, then P is the only T -module.
6. Collecting cycle modules
We consider all cycle modules together. We begin by extending Notation 4.2. To avoid degenerate
situations, we assume the order is at least 5.
Notation 6.1. Let L denote a Latin square of order n ≥ 5 with symbol set {1, 2, . . . , n}. Let X =
{(i, j, L(i, j))|1 ≤ i, j ≤ n}. Let M denote the Bose–Mesner algebra of L. Fix p = (rp, cp, ep) ∈ X, and
let T denote the subconstituent algebra ofMwith respect to (rp, cp, ep). Let I1, I2, . . . ,Im denote the
interleaved cycles of L with respect to p. Denote the elements of Ij as C j1, C
j
2, C
j
3. Use x[j] to refer to
object x associated with W(C j1,C
j
2,C
j
3); e.g., u

1[j].
Lemma 6.2. With Notation 6.1, fix distinct interleaved triples of cycles C1, C2, C3 and C ′1, C ′2, C ′3. Suppose
the Ci are k-cycles and the C ′i are k′-cycles. Let ` be a positive integer such that `|k and `|k′, and let  be an
`th root of unity. Then W(C1,C2,C3) and W(C ′1,C ′2,C ′3) are isomorphic T -modules.
Proof. LetW(C1,C2,C3) andW(C ′1,C ′2,C ′3)have bases {u1, u2, u3, v1, v2, v3} and {s1, s2, s3, t1, t2, t3},
respectively. Define a linear map φ : W(C1,C2,C3)→ W(C ′1,C ′2,C ′3) by φ(ui ) = si and φ(vi ) = ti
(1 ≤ i ≤ 3). Clearly φ is a bijection. By Theorem 5.1, for all A ∈ T and v ∈ V , φ(Av) = Aφ(v). 
Lemma 6.3. With Notation 6.1. If  and δ are both primitive `th roots of unity, then mult(W(C1,C2,C3))
= mult(Wδ(C1,C2,C3)).
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Proof. Clear since the multiplicity of each is the number of interleaved cycles with length divisible
by `. 
Unlike nonisomorphic irreducible T -modules, the isomorphic irreducible T -modules contained in
distinct cycle modules are not orthogonal. With the exception noted in the following lemma, they are
linearly independent.
Lemma 6.4. With Notation 6.1, suppose m ≥ 1. Then for i = 1, 2, 3,∑mj=1 u1i [j] = 0 and ∑mj=1 v1i [j] = 0.
Proof. Suppose that C j1 has length k[j] (1 ≤ h ≤ m). Expanding each u11[j] in
∑m
j=1 u11[j] and simplifying
gives [[Γ1(p)]] − [[Γ1(p)]] = 0. Similarly, ∑mj=1 u12[j] = ∑mj=1 u13[j] = 0. Likewise expanding each v11[j] in∑m
j=1 v11[j] gives [[Γ4(p)]] − [[Γ4(p)]] = 0. Similarly,
∑m
j=1 v12[j] =
∑m
j=1 v13[j] = 0. 
Lemma 6.5. With Notation 6.1, ∪m−1j=1 {u11[j], u12[j], u13[j], v11[j], v12[j], v13[j]} is linearly independent.
Proof. For 1 ≤ j ≤ m, let w11[j] = u11[j]+ k[j]n−1 [[Γ1(p)]] =
∑k[j]
h=1[[rp, ch[j], eh[j]]]. Since the first coordinates
of the support of each w11[j] are disjoint, the set {w11[j]}mj=1 is linearly independent by Lemma 3.5. It
follows that {u11[j]}m−1j=1 is linearly independent; similarly for {u12[j]}m−1j=1 and {u13[j]}m−1j=1 .
Let u = ∑3h=1 ∑m−1j=1 α[j]h u1h[j] +∑3h=1 ∑m−1j=1 β[j]h v1h[j], and suppose u = 0. Then α[j]1 = α[j]2 = α[j]3 = 0
by Lemma 3.5 and the above. Applying E∗1A2E∗4, E∗1A3E∗4, and E∗2A1E∗4 to u gives that
∑m−1
j=1 (−β[j]1 + (n −
2)β[j]2 − β[j]3 )u11[j] = 0,
∑m−1
j=1 (−β[j]1 − β[j]2 + (n− 2)β[j]3 )u11[j] = 0,
∑m−1
j=1 ((n− 2)β[j]1 − β[j]2 − β[j]3 )u12[j] = 0.
Each coefficient is zero, so β[j]1 = β[j]2 = β[j]3 = 0 (1 ≤ j ≤ m− 1). 
The choice of omission in Lemma 6.5 was arbitrary.
Lemma 6.6. With Notation 6.1, let  be a primitive `th root of unity other than 1. Let Ii1 , Ii2 , . . . ,Iir be
all interleaved cycles with order divisible by `. Then ∪rj=1{u1[ij], u2[ij], u3[ij], v1[ij], v2[ij], v3[ij]} is linearly
independent.
Proof. Let u =∑3h=1 ∑rj=1 α[j]h uh[ij]+∑3h=1 ∑rj=1 β[j]h vh[ij], and suppose u = 0. Then α[j]1 = α[j]2 = α[j]3 = 0
(1 ≤ j ≤ r) by Lemma 3.5. Arguing as in Lemma 6.5 leads to −β[j]1  + (n − 2)β[j]2 − β[j]3 = 0,
−β[j]1 − β[j]2  + (n − 2)β[j]3 = 0, (n − 2)β[j]1 − β[j]2 − β[j]3 = 0. Thus β[j]1 = β[j]2 = β[j]3 = 0 for all j
(1 ≤ j ≤ r), as in the proof of Lemma 5.3. 
The ui [j] are always pairwise orthogonal and orthogonal to all vi [j] by Lemma 3.5, but the vi [j] are
not. If orthogonality is preferred to the combinatorial description, one may apply the Gram–Schmidt
orthonormalization procedure.
Corollary 6.7. With Notation 6.1,
∑m
j=1 W(C
j
1,C
j
2,C
j
3) has dimension 6n− 7.
Proof. Recall that W(C j1,C
j
2,C
j
3) ∩ P⊥ =
⊕
W(C j1,C
j
2,C
j
3), where the sum runs over all k[j]th roots
of unity  if k[j] 6= n− 1 and over all k[j]th roots of unity  except 1 if k[j] = n− 1. In the former case
W(C j1,C
j
2,C
j
3) ∩ P⊥ has dimension 6k[j], and in the latter case it has dimension 6k[j] − 6. Taking
W(C j1,C
j
2,C
j
3) = 0 if  is not a k[j]th root of unity, we may write
∑m
j=1 W(C
j
1,C
j
2,C
j
3) ∩ P⊥ =⊕

∑m
j=1 W(C
j
1,C
j
2,C
j
3), where  runs over all roots of unity if k[j] 6= n − 1 and over all roots of
unity except 1 if k[j] = n − 1. By Lemma 6.4, dim∑mj=1 W(C j1,C j2,C j3) ∩ P⊥ ≤ ∑mj=1 6k[j] − 6, and
by Lemmas 6.5 and 6.6, dim
∑m
j=1 W(C
j
1,C
j
2,C
j
3) ∩P⊥ ≥
∑m
j=1 6k[j] − 6. Thus, since
∑m
j=1 k[j] = n− 1,
we find in both cases that dim
∑m
j=1 W(C
j
1,C
j
2,C
j
3) ∩ P⊥ = 6n − 12. Adding 5, the dimension of the
primary module P , gives the result. 
Corollary 6.8. With Notation 6.1, dim E∗i (
∑m
j=1 W(C
j
1,C
j
2,C
j
3)) equals 1 if i = 0, equals n− 1 if i = 1, 2,
3, and equals 3n− 5 if i = 4. In particular, E∗i V ⊂
∑m
j=1 W(C
j
1,C
j
2,C
j
3) (0 ≤ i ≤ 3).
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Proof. Now Γi(p) is a basis E∗i (
∑m
j=1 W(C
j
1,C
j
2,C
j
3)) (0 ≤ i ≤ 3) since the characteristic
vector of each element of Γi(p) lies in some cycle module. Note that
∑m
j=1 W(C
j
1,C
j
2,C
j
3) =⊕4
i=0 E∗i (
∑m
j=1 W(C
j
1,C
j
2,C
j
3)). Hence dim E∗4(
∑m
j=1 W(C
j
1,C
j
2,C
j
3)) = 6n − 7 − 3(n − 1) − 1 =
3n− 5. 
7. The fourth subconstituent
The cycle modules do not account for all irreducible T -modules, as E∗4V is not contained in their
sum. In this section we show that the part of E∗4V not contained in the cycle modules decomposes into
mutually isomorphic one-dimensional T -modules.
Lemma 7.1. With Notation 6.1, pick any nonzero vector v ∈ E∗4V which is orthogonal to all W(C j1,C j2,C j3)
(1 ≤ j ≤ m). Write v =∑x∈Γ4(p) αx[[x]]. Then for 1 ≤ i ≤ 3 and for 1 ≤ k ≤ n, k 6= p(i), ∑ x∈Γ4(p)
x(i)=k
αx = 0.
Proof. For 0 ≤ i ≤ 3, E∗i V ⊆
∑m
`=1 W(C
`
1,C
`
2,C
`
3) and E∗i AjE∗4v ∈ E∗i V . Thus E∗i AjE∗4v =
0 (0 ≤ i, j ≤ 3). Expanding E∗1A2E∗4v = 0 gives 0 =
∑
x∈Γ4(p) αx[[rp, x(2), L(rp, x(2))]] =∑
k6=cp
∑
x(2)=k αx[[rp, x(2), L(rp, x(2))]]. For k1 6= k2,
∑
x(2)=k1 [[rp, x(2), L(rp, x(2))]] and
∑
x(2)=k2 [[rp, x(2),
L(rp, x(2))]] are linearly independent by Lemma 3.5. Thus ∑x(2)=k αx[[rp, x(2), L(rp, x(2))]] = 0, so∑
x(j)=k αx = 0 for j = 2; similarly for j = 1 and 3. 
Theorem 7.2. With Notation 6.1, pick any nonzero vector v ∈ E∗4V which is orthogonal to all
W(C j1,C
j
2,C
j
3) (1 ≤ j ≤ m). Then v spans a one-dimensional irreducible T -module. We denote this T -
module by F(v). The action of the generators E∗i AjE∗k on this element is E∗4A0E∗4v = v, E∗4AiE∗4v = −v for
i = 1, 2, and 3, E∗4A4E∗4v = 2v, and E∗i AjE∗kv = 0 for all other i, j, and k.
Proof. The hij such that E∗hAiE∗j acts on Γ4(p) in a nonzero manner lie in {044, 124, 134, 234, 214,
314, 324, 404, 414, 424, 434, 444}. By the choice of v, E∗hAiE∗4v = 0 for 0 ≤ i ≤ 3. By (1),
E∗4A0E
∗
4v = v. Now E∗4A1E∗4v =
∑
x∈Γ4(p) αxE
∗
4A1E
∗
4[[x]] =
∑
x∈Γ4(p) αx(
∑
y∈Γ4(p) αx[[y]] − [[x]]). This is
equal to
∑
x∈Γ4(p),y(1)=x(1) αx[[y]] −
∑
x∈Γ4(p) αx[[x]] = −
∑
x∈Γ4(p) αx[[x]] = −v by Lemma 7.1. Similarly,
E∗4A2E
∗
4v = E∗4A3E∗4v = −v. Also, E∗4A4E∗4v = E∗4(J− A0− A1− A2− A3)E∗4v = E∗4JE∗4− v+ 3v = 2v. Note that
E∗4JE
∗
4v = 0 since v ⊥ [[Γ4(p)]]. 
Corollary 7.3. With reference to Theorem 7.2, the T -module isomorphism class of F(v) is independent of
the choice of v and mult(F(v)) = n2 − 6n+ 7.
Proof. All F(v) are isomorphic by Theorem 7.2. We may write E∗4V = E∗4
∑m
j=1 W(C
j
1,C
j
2,C
j
3)
⊕
E∗4(
∑m
j=1 W(C
j
1,C
j
2,C
j
3))
⊥. Now dim E∗4V = n2−3n+2 and dim E∗4(
∑m
j=1 W(C
j
1,C
j
2,C
j
3)) = 3n−5. Hence
the orthogonal complement has dimension n2 − 6n + 7. By Lemma 7.1, the orthogonal complement
is the direct sum of one-dimensional modules isomorphic to F(v). 
8. The whole picture
We decompose of V into irreducible T -modules and give a description of T .
Theorem 8.1. With Notation 6.1, let v1, v2, . . . , vn2−6n+7 be an orthogonal basis for the subspace
(
∑m
j=1 W(C
j
1,C
j
2,C
j
3))
⊥. Then
V = P⊕ m∑
j=1
∑
k[j]=1
W(C j1,C
j
2,C
j
3)
n2−6n+7⊕
i=1
F(vi).
Proof. Straightforward from Theorem 5.6, Lemma 6.6, and Corollaries 6.7, 6.8 and 7.3. 
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Lemma 8.2. With Notation 6.1, the isomorphism class of each nonprimary irreducible T -module W is
uniquely determined by the eigenvalue of the matrix E∗1A2E∗3A1E∗2A2E∗1 associated with E∗1W.
Proof. Clear from Lemma 6.2 and Corollary 7.3. 
Theorem 8.3. With Notation 6.1, T is isomorphic to M5 ⊕ M`6 ⊕ M1, where ` is the number of distinct
positive integers which divide any of the cycle lengths, less one if there is just one cycle.
Proof. Straightforward from the discussion after Theorem 3.2 and the description of the irreducible
T -modules given in this paper. 
9. Cayley tables of finite groups
The Cayley table of a finite group is a Latin square. We describe the cycle structure of permutations
associated with these examples.
Theorem 9.1. Let G be a finite group, and let L denote the Cayley table of G. Consider the subconstituent
algebra with respect to (g, h, gh) of the Bose–Mesner algebra of L. Then the cycle structure of permutations
defined with respect to (g, h, gh) is 1ι2(|G|−ι−1)/2, where ι is the number of elements in G of order 2.
Proof. Compute that E∗1A3E∗2A1E∗3A2E∗1(g, b, gb) = (g, hb−1h, ghb−1h), and E∗1A3E∗2A1E∗3A2E∗1(g, hb−1h,
ghb−1h) = (g, b, gb). Thus the permutation has order one or two. Now (g, b, gb) forms a one-cycle
if and only if b = hb−1h if and only if (hb−1)2 = e. Since b can be any element of G other than h, there
is a one-cycle for each nonidentity element of G which is its own inverse. 
Corollary 9.2. With reference to Theorem 9.1, the cycle structure of the permutations is 1|G|−1 if and only
if G ∼= Z2 × Z2 × · · · × Z2.
Proof. The cycle structure is 1|G|−1 if and only if b = hb−1h for all b if and only if (hb−1)2 = e for all
b ∈ G \ h if and only if x2 = e for all x ∈ G \ e if and only if G ∼= Z2 × Z2 × · · · × Z2. 
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