Novelty is an inherent part of innovations and discoveries. Such processes may be considered as an appearance of new ideas or as an emergence of atypical connections between the existing ones. The importance of such connections hints for investigation of innovations through network or graph representation in the space of ideas. In such representation, a graph node corresponds to the relevant concept (idea), whereas an edge between two nodes means that the corresponding concepts have been used in a common context. In this study we address the question about a possibility to identify the edges between existing concepts where the innovations may emerge. To this end, we use a well-documented scientific knowledge landscape of 1.2M arXiv.org manuscripts dated starting from April 2007 and until September 2019. We extract relevant concepts for them using the ScienceWISE.info platform. Combining approaches developed in complex networks science and graph embedding, we discuss the predictability of edges (links) on the scientific knowledge landscape where the innovations may appear.
I. INTRODUCTION
An idea of scientific analysis of science is not new. It is at least as old as the science itself, see, e. g. [1] and references therein. Contemporary studies in this domain share a common specific feature: besides traditional philosophical and culturological context, such analysis attains quantitative character. The questions of interest cover a wide spectrum, ranging from fundamental, such as: what is the structure of science? How do its constituents interact? How does knowledge propagate? [2] - [4] to entirely practical ones: which fields of science deserve financial investments or how to rate scientists in a particular domain? [5] - [7] . All these and many more questions constitute a subject of a science of science or logology [8] .
The problem we consider in this paper concerns an emergence of new scientific knowledge or the so-called scientific innovation. Quantitative investigation and modeling of innovations are not straightforward. On the one hand, one may think of innovation as an emergence of a new idea, see, e. g. [9] . Another approach considers innovation as an atypical combination of existing ideas, see, e. g. [10] . The goal of our work is to suggest a way to quantify analysis of scientific innovations emergence and to propose an approach to identify edges on the graph of knowledge where innovations may emerge. We believe that such analysis, if successful, is useful both from the fundamental point of view, explaining properties of knowledge formation, as well as is of practical relevance, helping to detect innovation-rich fields.
To reach this goal, we will analyze a body of scientific publications taking an arXiv repository of research papers [11] and studying its dynamics with a span of time. We will use a specially tailored software, ScienceWISE.info platform [12] , to extract a set of concepts from all publications on an annual basis. These are the properties of this set of concepts that will serve us as a proxy of structural features and dynamics of human knowledge. In particular, we will use complex network theory [13] - [16] to track intrinsic connections between concepts that are contained in different papers. Using several completing each other approaches we will construct a complex network of concepts (as a proxy of a complex network of knowledge) and we will calculate its main topological characteristics, paying particular attention to the emergence of new links between existing concepts. These last may serve as a signal about an emergence of atypical combinations between existing ideas, i. e. about scientific innovations. We will refine arXiv:2003.10289v1 [cs.DL] 23 Mar 2020 our analysis by exploiting embedding technique [17] , [18] to quantify a proximity measure between different concepts and in this way, we will establish a solid and falsifiable procedure to quantify an emergence of possible scientific innovations in certain fields of science.
The rest of the paper is organized as follows. In the next Section II we describe the dataset used in the analysis, the data is presented in complex network form and analysed in Section III. In Section IV we introduce the concept embedding technique and study dynamics of link appearance. The results are summarized in the last Section V.
II. DATASET
We use the E-repository of preprints arXiv.org [11] as a source of data: at the moment of writing this paper, there are about 1.6M full-text accesible manuscripts uploaded to the arXiv. It makes them an optimal source to extract scientific ideas/concepts. The arXiv covers a variety of scientific fields such as physics, mathematics, computer science, quantitative biology, quantitative finance, statistics, electrical engineering and systems science, and economics. The average daily upload rate is 400 ≈ 12.5K new manuscripts per month (every next year there are ≈ 5000 more articles than the previous one, starting from 1991). Each paper submitted to the arXiv contains, besides the full-text, different metadata such as authors, subject category (categories), journal reference, DOI if any, submissions history with dates, etc. For the purpose of our study, we need to extract specific words or combination of words that carry a specific scientific meaning (concepts) from each manuscript. The set of concepts to some extent represent the content of the paper, both with respect to the subject of research and methods applied. To this end, we will use a ScienceWISE.info platform, specially tailored for such tasks.
The ScienceWISE.info platform [12] , [19] has been built to support the daily activities of research scientists. The goal of the platform is to "understand" the interests of its users and to recommend them relevant newly submitted manuscripts. For this purpose, arXiv serves as one of the data source of new submissions. In order to understand the research interests of the users, the platform extracts scientific concepts from the texts of the manuscripts and compares the concept vector of the manuscript and the corresponding concept vector of the user's research interest. Concept extraction approach implemented into this platform has two phases: i) automatic key phrase (concept candidate) extraction and ii) [optional] crowd-sourced validations of scientific concepts. During the first phase, each manuscript is scanned by the KPEX algorithm [20] . The algorithm extracts key phrases from the text of the manuscript, and these key phrases serve as concept candidates. Then, during the second step, the concept candidates are reviewed by the registered users of the platform who are permitted to validate the concepts. The described procedure arrived at approximately 20,000 concepts as of the date when this paper was written. About 500 of them have been marked as generic concepts assuming their generic meaning (the ones like Energy, Mass or Temperature).
Navigating over ScienceWISE.info platform at the end of September of 2019, we accessed a collection with near 1.2M arXiv manuscripts with metadata and concepts list for each one (from April of 2007 till September of 2019). As data is publicly available (anyone with access to the internet could get it), we scraped it to storage on our side with a convenient structure for further manipulations. A detailed data parsing approach could be found at a GitHub repository [21] . For each manuscript, a set of concepts found within its text has been recorded. The total number of unique extracted concepts is 19,446 and the number of concepts per manuscript varies in range 0 -1164. A similar dataset (it can be considered as a small subset of the described above) of 36386 articles in Physics domain have been previously investigated in [22] - [24] . Once the dataset is downloaded and prepared for the analysis, the first step of our investigation is to analyze the topological properties of the resulting concept network using the tools of Complex network theory as descibed in the next Section III.
III. CONCEPT NETWORKS AND THEIR TOPOLOGICAL

FEATURES
The above described dataset may be naturally represented as a bipartite network, details of network construction are shown in Fig. 1 . Our further analysis is based on a singlemode projection of this network to the concept space, Fig.  1 d. We will call the resulting network a concept network. There, a link between two nodes means that the corresponding concepts have appeared together in the lists of concepts for at least one manuscript.
To proceed with the analysis, we will consider two slices of data: the manuscripts submitted during the years 2013 and 2015. This will allow us, in particular, to compare some properties of a concept network as they evolve in time. The first subset (the year 2013) network consists of 16,229 nodes, whereas for the year 2015 we arrived at 16,660 nodes. We will refer to these networks as g-2013 and g-2015, correspondingly. These networks share 15,431 concept-nodes in common.
To take into account link strength, we will implement two filtering procedures that keep only significant links in a network. Within the first procedure, we assign a weight w ij to the link between sites i and j such that it equals the number of manuscripts in the dataset that contains concepts i and j simultaneously. Then the simplest way to filter out insignificant links is to consider the hard threshold on the link weight. Below we will consider threshold value ω = 10 and keep the links for which w ij > ω. In our case, approximately 16.5% of total links remain after such filtering. If such procedure removes all links from a node, the node is removed too, so there are no isolated nodes in the network. We will refer to the resulting networks as w-2013 and w-2015, for the corresponding years. A more sophisticated approach for filtering insignificant links is to consider the disparity filter proposed in Ref. [25] .
The key idea of the method is to calculate the probability α ij that a given link is as strong or even stronger as observed in a random setting. This probability, known as p-value reads
where k i is degree (i.e. the number of links) of the i-th node, and p ij = w ij /( j w ij ) is the normalized link weight. Then one may set a threshold for p-value, and only the links with small enough p-value are kept, meaning that a random process can not arrive at a link with such weight. In our analysis we set a threshold for p-value ρ = 0.1, and keep a link between i and j if α ij < ρ or α ji < ρ, i. e. if it is significant from at least one node standpoint. As a result of such procedure, approximately 85% of links are removed as insignificant. The resulting concept networks for the corresponding years will be referred to as d-2013 and d-2015.
With the networks at hand, it is straightforward to compare them measuring standard indices that quantify their different features. In Table I we report some values obtained by us, a more comprehensive comparison can be found in Ref. [26] . There, besides the number of network nodes N and links L and mean and maximal node degrees k , k max , we provide the values, that characterize network size (mean and maximal shortest path lengths l, l max measured as a shortest number of steps between two different nodes) and correlations in network structure. To quantify correlations, we measured mean clustering coefficient c , global transitivity C and assortativity r. The clustering coefficient c i of node i describes the level of connectivity among its neighbours:
where m i is the number of existing connections among k i neighbouring nodes. Therefore, the mean value c of c i , averaged over all nodes in the network, characterizes the local density of neighborhood links in the entire network. Instead of calculating the average value of local measurements, global transitivity C is defined as a ratio between the total number of connected triplets in the network and the number of all possible triangles. In turn, assortativity r is defined as Pearson correlation coefficient between node degrees on both ends over existing link [13] , [14] , [27] .
Our analysis of the topology of the concept network indicates that observed concept networks are heterogeneous graphs that obey internal clustering (community structure) and hierarchical organization. These properties of a concept network are independent of the subset of data used (constructed from 2013 and 2015 year data). These features, however, are more pronounced once weak links have been removed. As it follows from the comparison of data obtained for different years and via different procedures of relevant link determination, cf. Table I , complex networks under consideration attain a range of universal features that do not change with time and characterize the system of concepts as a whole. In particular, they are the small world networks [13] , [14] , [27] - [30] characterized by a small size (mean shortest path and maximal shortest path values) and large value of clustering coefficient. The last also brings about the presence of strong correlations. Moreover, an essential difference between the clustering coefficient and global transitivity serves as evidence of possible community structure. In turn, the negative value of assortativity suggests that they are disassortative networks where a group of central nodes (hubs) serves as common attraction points for nodes with lower degree values.
IV. SCIENTIFIC INNOVATIONS AND CONCEPT EMBEDDING
In this section, we investigate the possibility to detect in advance fields where scientific innovations may emerge. In particular, we are interested in the questions of the prediction power of concept embedding.
Investigation of scientific innovation emergence is not straightforward. The simplification adopted in frames of this paper considers innovations as the appearance of a new statistically significant link between nodes that previously were not linked to each other. In this way, the emergence of such a link is treated as a novelty introduced into the graph of scientific concepts.
We proceed by considering a network of scientific concepts built upon manuscripts submitted to arXiv during the year 2013. Let us consider a pair of concepts i and j. In terms of link existence, these concepts may be either connected by a link or disconnected, meaning no link between i and j. The fraction of pairs connected by links equals to the density of links, ρ = 2L/N (N − 1), in the corresponding concept network. For a g-2013 network it has a value ρ = 8.46%, see Table I . Some of the links that carry low weight may be considered as spurious links rather than statistically significant, meaning that they could arise as a result of noise rather than a real coupling between the corresponding concepts. In this paper, we consider two alternative ways to filter out such spurious links: i) naive filtering by setting up a link weight threshold and ii) disparity filtering that employs statistical significance testing, as explained in Section III. With the thresholds set above (ω = 10 and ρ = 0.1), majority of the concept pairs (out of about 130M potential connections) are either disconnected or are connected by spurious links. Namely, 98.6% of concept pairs out of all possible N (N − 1)/2 pairs are disconnected or connected by weak links (ω ij ≤ ω, referred below as weak/missing links) and 98.8% of pairs are either disconnected or connected by a statistically insignificant links (α ij ≥ ρ, referred below as statistically insignificant links).
Some of these pairs may become connected in the future by strong or statistically significant connections. The emergence of such connections is referred in this paper as scientific innovations. Our analysis indicates that only 564,330 pairs (0.43%) became strongly connected (w ij > 10) in 2015 out of 129,837,653 weakly connected/disconnected pairs in 2013. Disparity filter arrives at a similar picture. Only 475,788 pairs (0.37%) became statistically significant in 2015 out of 130,039,148 insignificant/disconnected pairs in 2013. To conclude, less than 0.5% of weak/missing links or statistically insignificant links between concepts in 2013 became strong/significant in the year 2015.
Thus the questions of our interest are related to forecasting the pairs where such innovations may emerge given the number (fraction) of such connections is known. In particular, we are interested in the power of concept embedding technique [17] , [18] to distinguish between the pairs of concepts that will become connected vs the pairs that will stay disconnected in the future. The key assumptions are that i) concepts that appear in a similar context will have close enough vectors in embedded space and ii) that the concepts that carry similar content are more likely to become connected in the future.
For this reason we use concept co-occurrence matrix for year 2013 and embedded each concept vector in 100 dimensional space using PyTorch-BigGraph [18] . The whole detailed pipeline we used for described graphs and embeddings formulation can be found at the GitHub repository [21] . As a result, each concept i becomes associated with a vector v i in the embedded space. The similarity s ij between a pair of concepts i and j is then calculated as a cosine similarity between the corresponding vectors v i and v j .
Once similarities s ij between concept vectors in embedded space have been calculated for each pair of concepts i and j, we divide all pairs of concepts into two groups: i) Strong embedding similarity group and ii) Weak embedding similarity group. To distribute pairs of nodes/concepts among the groups, we put an arbitrarily selected threshold of ζ = 0.6. The pairs of concepts for which embedding similarity s ij ≤ ζ are assigned to Weak embedding similarity group, for convenience, we will refer to the corresponding pairs as dissimilar concepts. Instead, if the embedding similarity between concepts i and j, s ij > ζ, the corresponding pair is assigned to a Strong embedding similarity group and will be referred below as similar concepts. We expect that the selection of the other value of ζ threshold will not change the qualitative results of our analysis. Especially, because pairs on both extremes of embedding similarity will eventually be assigned to different groups.
The results of our analysis indicate significant differences in the allocation of pairs of concepts among embedding similarity groups for weakly and strongly connected pairs of nodes in the network. While only 1.2% of weak/missing links in g-2013 falls into similar concepts group, this fraction is much higher for strong links, reaching 22.8%. Similar results have been observed if one uses a disparity filter instead of link weight threshold filter. Thus, we expect that the grouping of pairs of nodes using embedding similarity improves predictions of the pairs of concepts where statistically significant links will be established in the future.
With the data about the concept network for the year 2013 at hand, let us now consider the network of scientific concepts constructed from manuscripts submitted to arXiv during the year 2015. Below we perform preliminary analysis rather than propose a predictive model.
Comparing the networks constructed from data of years 2013 and 2015, we see that the majority of strongly connected concept pairs in 2015 were connected by strong links in 2013 too. Table II shows that about 90% of strong links in 2013 remained strong in the year 2015. If we take into account grouping by concept embedding similarity, we observe additional segregation: strong links with low embedding similarity in the year 2013 remained strong in the year 2015 in almost 89% of cases, while strong links with strong embedding similarity in the year 2013 remained strong in the year 2015 for more than 94% of cases. These results lead us to the following conclusions. First, if a link between two concept-nodes exists and this is a strong link, then it is likely that the link will exist in the future, and it will remain the strong one. In other words, the strength of a link is a good predictor for a link to belong to the same category in the future. Second, strong links with high concept embedding similarity have higher chances to remain strong in the future than strong links that are characterized by low embedding similarity.
On the other side, weak links evolve to strong links quite rarely. Only 0.4% of weak links in 2013 evolved to strong links in year 2015. However, classification of concepts pairs by their embedding similarity allowed us to identify a subgroup of these pairs for which the probability of becoming strong connections raises to 3.19%, i. e. in about 8 times. Even though the concept embedding similarity does not point the "future" emergence of a new strong link in the network exactly, the results of our analysis indicate its power as one of the features to be used in such predictions.
Similar results have been obtained if we use classification of links between pairs of concepts using statistical significance testing instead of link weight threshold, see Table III . Thus, independent of the method used to classify pairs of concepts, either using link weight threshold or statistical significance testing, the results of our analysis indicate the ability of concept embedding similarity in predicting scientific innovations, i. e. the emergence of strong or statistically significant links in a concept network.
V. CONCLUSIONS AND OUTLOOK
The goal of our work was to analyze the possibilities of innovation emergence in the course of knowledge generation. To this end, we have investigated the structure and dynamics of connections between scientific concepts that constitute a body of research papers, as recorded in the arXiv repository [11] . We have applied two methods, concept embedding and network analysis, to quantify properties of sets of concepts and to predict the emergence of new links (innovations) between different concepts. We have shown that whereas each of the above methods is a powerful tool to define certain features of a system of concepts, it is the combination of these two methods that leads to a synergetic effect and allows to forecast dynamics of new links creation and evolution of a system as a whole. The main results obtained in the course of our analysis include the following:
• We have represented a system of concepts of scientific papers in the form of a complex network. Different nodes in this network correspond to different concepts, and a link between two nodes-concepts means that they were exploited in the same paper. We have determined the quantitative characteristics of a complex network of concepts and their evolution with time, and the data is given in Table I . • We have used two complementary approaches to define the presence of a strong link between two nodes, i. e. of a link that serves as evidence of a relevant connection. In one approach, the criterion is given by a link weight. The second method takes into account subtle information about network intrinsic structure [25] . Corresponding data is shown in Table I . • As is follows from the comparison of data obtained for different years and via different procedures of relevant link determination, see Table I , complex networks under consideration attain a range of universal features that do not change with time and characterize the system of concepts as a whole. In particular, they are the small world networks characterized by small size (mean the shortest path and maximal shortest path values) and large value of the clustering coefficient. The last also brings about the presence of strong correlations. Moreover, an essential difference between the clustering coefficient and global transitivity serves as evidence of possible community structure. In turn, the negative value of assortativity suggests that they are disassortative networks where a group of central nodes (hubs) serves as common attraction points for nodes with lower degree value. • Concept embedding technique enabled us to find out proximity (by context, by subject, or related in any other way) between different concepts. With a measure of proximity at hand, we were in a position to compare it with the dynamics of new links emergence between different concepts. In turn, this enables one to reveal groups of concepts (subsequently fields of knowledge) where innovations are probable to emerge. Corresponding statistical analysis is summarized in Tables II and III. The results obtained in this study may be useful both from the fundamental point of view, contributing to our understanding of how the knowledge is formed, as well as they may have the practical implementation. In particular, the methodology elaborated in the course of our analysis can be used to detect fields where innovations have a higher probability of appearing. A natural way to continue the analysis presented here is to evaluate practical outcomes (i. e. impact) of papers, where the higher probability of innovation is predicted. With the scientometric data at hand, such a task is not much time consuming and will be a subject of future work. Another work in progress is to suggest a model predicting the emergence of statistically significant links between already existing concepts.
