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Abstract
We present an approach to automatically compute the complexity of a given
3D shape. Previous approaches have made use of geometric and/or topo-
logical properties of the 3D shape to compute complexity. Our approach
is based on shape appearance and estimates the complexity of a given 3D
shape according to how 2D views of the shape diverge from each other. We
use similarity among views of the 3D shape as the basis for our complexity
computation. Hence our approach uses claims from psychology that humans
mentally represent 3D shapes as organizations of 2D views and, therefore,
mimics how humans gauge shape complexity. Experimental results show that
our approach produces results that are more in agreement with the human
notion of shape complexity than those obtained using previous approaches.
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1 Introduction
More and more real world objects are being digitized and efforts into creation
of original 3D content are also increasing. With the resulting proliferation
of digital 3D shapes, it is becoming necessary to be able to organize them in
some manner. One such means is to sort shapes according to their complexity.
Given a collection of shapes, humans can easily estimate which shapes are
more or less complex than the others. Very few such automatic measures
exist for digital shapes.
1.1 Previous Work
It is not entirely clear how exactly to define and hence compute the complex-
ity of a shape. In [17], an attempt has been made to formalize the notion of
shape complexity by defining a few measures that could lead to its estimation.
• Algebraic complexity is the degree of the polynomial used to represent
the shape.
• Morphological complexity is an estimate of the amount of fine details
in the shape, and is computed as the largest value of r for which the
shape is r-smooth or r-regular.
• Combinatorial complexity is the number of vertices used in the shape
representation.
• Representational complexity is a qualitative measure of the amount of
redundancy in the shape representation.
• Topological complexity is also a qualitative measure comprising of the
genus of and non-manifold elements in the shape.
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While these measures may capture some aspects of how humans gauge shape
complexity, they are limited in terms of how they can be applied for auto-
matic complexity estimation. The first two measures are restricted to spe-
cialist shape representations and all three quantitative measures are rather
loose – shapes of varying complexities can easily end up having the same
values for these measures.
More discriminative approaches have involved the use of information the-
ory [19]. The canonical simplest shape is the sphere. There is no variation
in its surface and its appearance is constant, up to scale, from all directions.
Page and colleagues [13, 21] attribute this to the sphere’s property of having
the same curvature throughout. Hence, they view the curvatures of shape
vertices as a probability distribution and compute the shape’s complexity as
the entropy of this distribution. This approach however is sensitive to noise.
Small amounts of noise on the surface of the shape can cause large variations
in curvature, thus leading to a high complexity value when computed using
the above methods, whereas the shape itself does not change much.
The method proposed in [15] builds upon the observation that inside the
sphere, each surface point is visible from every other surface point. A shape’s
inner complexity is then measured in terms of the mutual information be-
tween regions of the shape that are mutually visible to each other through the
shape’s interior. An outer shape complexity is also proposed that considers
visibility between regions of the shape and a bounding sphere.
1.2 Overview
It is claimed in psychology [6, 10] that humans perceive 3D objects as ar-
rangements of 2D views. This observation has been exploited for object
recognition [8], to compute shape similarities [7] and to extract static [24]
and dynamic [18] representations of 3D shapes.
We propose that it is lack of (dis)similarity among views of the sphere,
the canonical simplest shape, that leads to its low complexity, and claim
that a shape is complex if the views corresponding to it are different from
each other. A shape is more complex than another if the difference, or
dissimilarity, between its corresponding views is greater than that for the
other shape’s views.
Consequently, our approach to complexity computation is based on sim-
ilarity between shape views. Given a shape, we obtain N views of it, and
compare each view to the others, leading to a N × N similarity matrix, S.
For view comparison, we first acquire binary views from which we extract the
boundary contours. These contours are then compared to each other using
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the Contour to Centroid Triangulation (CCT) method [3]. In Chapter 2,
we explain each of the above steps in detail. Applying Similarity Structure
Analysis (SSA) [4, 5] to S yields a 2D plot with N points where the distance
between the points in the plot depends on the relative magnitude of entries in
S. Thus, a “simple” shape, whose views are relatively similar to each other,
will correspond to an SSA plot containing points close to each other. A more
complex shape will lead to a plot in which the points are more spread out.
We therefore measure the complexity of the shape as the amount of disper-
sion of points in its SSA plot obtained in the above manner. In Chapter 3,
we explain the SSA method and how we measure complexity values from the
obtained plots. Finally, some results are presented in Chapter 4 followed by
some closing remarks. A detailed version of this report has been presented
in [23] and a pictorial overview of our entire pipeline in given in Figure 1.1.
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(a) A shape to be analyzed. (b) The shape’s view sphere.
(c) Some views of the shape.
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(e) Similarity matrix of boundary contours.
(f) SSA plot corresponding to S.
Figure 1.1: An overview of our approach. Views of a shape are captured
and their boundary contours are extracted and compared with each other to
yield a similarity matrix, S. The distances in S are represented as a 2D plot
using SSA. Point positions in the plot are then used to compute complexity.
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2 Constructing a View
Similarity Matrix
Given a shape, we first obtain N views of it from its view sphere. As a shape
can be adequately represented by its silhouette, we make sure to obtain
binary views as this simplifies the subsequent boundary contour extraction
step. Once each view is represented as a boundary contour, we use a shape
similarity method to compute similarity between all pairs of views. This
yields the similarity matrix, S, for the shape.
2.1 Shape Views
A shape’s view sphere is a bounding sphere of the shape centered at the
shape’s geometric center, i.e. the center of the shape’s bounding box. Each
point on the view sphere is a viewpoint and the corresponding view is the
one obtained by placing a camera at that point facing towards the center
of the sphere. In order to view only the shape, the background is typically
plain.
As the sphere has continuous surface area, placing cameras at all points
on its surface is not only computationally infeasible but also impossible.
We therefore approximate the view sphere with a platonic solid, namely
an icosahedron, chosen for its triangle mesh structure. The icosahedron is
set to have the same center and radius as the intended view sphere it is
approximating. With only 12 vertices, the icosahedron provides a crude
approximation of the view sphere. For finer approximations, iterations of
Loop subdivision [11] followed by re-projection of vertices to the sphere are
applied to it. Cameras are placed at the vertices of the resulting mesh. Views
of the shape are then simply snapshots obtained from these cameras.
To obtain binary views like the ones shown in Figure 1.1, we render the
shape with a white material and set the background to black before capturing
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(a) A model and its view sphere. (b) Views from a view sphere.
Figure 2.1: Note that the model, radius of the view sphere relative to the
bounding box of the model, and the number of subdivision steps applied to
the view sphere differ in each sub-figure.
snapshots from the virtual cameras.
2.2 Boundary Contour Extraction
Given a binary view image, the first step in extracting a closed, connected
contour representing the boundary of the viewed shape is to identify pixels
in the view image that lie on the shape boundary. This is done by scanning
the image first row-wise and then column-wise. In each scan, we mark as
boundary pixel the first shape pixel we come across when previous pixels
belonged to the background, or vice versa. For more details, we refer the
reader to [23], Chapter 3.
The row and column numbers of boundary pixels in the image give their
coordinates, to which we apply the Crust method [1] to obtain boundary
edges, see Figure 2.2. Given a set of points, P, sampled on a curve, the
method constructs the Voronoi diagram of P to obtain the Voronoi vertices
V of P. It then performs a Delaunay triangulation [9] of P ∪ V . From the
triangulation, edges that connect points in P to each other then form the
“crust”, C, of P, which we take to be the boundary contour. This method
has previously also been applied directly to 3D surface reconstruction [2].
We use the Triangle software [20] for Voronoi and Delaunay computations.
The crust, C, gives us an unordered set of edges with no connectivity
information, i.e. given an edge in C, we do not know which is the next
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(a) (b)
Figure 2.2: The two-dimensional crust algorithm, generated from [16]. (a)
Voronoi diagram of a point set, P (red), sampled from a curve. Voronoi
vertices, V , and edges are in green. (b) Delaunay triangulation of P ∪ V .
Crust edges are shown in pink.
or previous edge. This information is required for the similarity algorithm
later. We pick the point, p0, in P with the smallest x and y coordinates to
initialize a list, L = {p0}. Then we search C for an edge, (p0, pi), for some
other pi ∈ P. L is updated as L = {p0, pi} and the edge is removed from C.
The next incident edge (pi, pj) is then found, L is updated, L = {p0, pi, pj}
and the edge is removed from C. This process is repeated until p0 is reached
again. At this point, L represents a closed, connected polyline representing
the boundary of the shape, e.g. see Figure 1.1.
2.3 Comparing Views
To compare views, we use the Contour to Centroid Triangulation (CCT) al-
gorithm [3] which has been reported [22] to outperform other shape similarity
measures.
From a given boundary polyline, the farthest point from the center of
the polyline shape is chosen and it is used as the starting point to segment
the boundary. If more than one point is found, e.g. from the polyline of a
circle, then any of its farthest points can act as the starting point. Going
along the boundary starting from this point, the boundary is divided into
n equal length arcs where n can be between 10 and 75. A multi-resolution
boundary representation can be used by using different number of segments
per resolution and each resolution can describe finer details of the boundary.


















(b) Multi-resolution representation. (c) Query features.
Figure 2.3: Shape descriptor for CCT, reproduced from [3]. (a) The shape
boundary is segmented, triangulated with respect to the shape center and
features are extracted. (b) The segment (p0, p4) is refined once into the
segments {(p0, p2), (p2, p4)} and a second time into {(p0, p1), (p1, p3), (p3, p4)}.
(c) Features extracted from a query shape, to be compared with those of
stored shapes.
Then three primitives (a, m, lw) per segment reading clockwise are de-
fined as:
1. c, the start angle between the center extension and the chord. The
angle that is less than or equal to 180◦ is used.
9
2. n, the ratio of chord length to arc length, denoting smoothness.
3. x, the distance from the segment’s start to the center of the shape.
These parameters are normalized by dividing all by their maximum corre-
sponding values. This normalization helps in making all the three primitives
contribute equally to the descriptor. The normalized parameters are repre-
sented as a feature vector of the boundary polyline.
A similarity measure Df (X,Y ), based on the sum of absolute differences,
between all query local features qi = (ai, bi,mi, vi, wi) of shape X and stored
local features sj = (cj, nj, xj) of shape Y , as shown in Figure 2.3, for every j
rotations, where i and j are between 1 and f segments, is defined as
D1f (X,Y ) =
∑
i
Min(|ai − cj−1|+ |vi − xj−1|+ |mi − nj−1|,
|ai − cj|+ |vi − xj|+ |mi − nj|,
|ai − cj+1|+ |vi − xj+1|+ |mi − nj+1|).
In order to account for reflected shapes:
D2f (X,Y ) =
∑
i
Min(|bi − cj−1|+ |wi − xj−1|+ |mi − nj−1|,
|bi − cj|+ |wi − xj|+ |mi − nj|,
|bi − cj+1|+ |wi − xj+1|+ |mi − nj+1|).
The similarity measure between the query and stored shape is then the min-
imum of D1 and D2 or:
Df (X,Y ) = Min(D1f (X,Y ), D2f (X,Y ))/f,
where
Df (X,X) = 0.
2.4 Similarity Matrix
Given N views, {v1, v2, . . . , vN}, of the shape, and denoting the similarity
between vi and vj as computed above by si,j, the similarity matrix, S, for
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3 Shape Complexity from
View Similarity
Similarity Structure Analysis (SSA), or Multidimensional Scaling (MDS) [4,
5], provides a tool for
. . . analyzing the structure of (dis)similarity data . . . [It] repre-
sents the data as distances among points in a geometric space of
low dimensionality. This map can help to see patterns in the data
that are not obvious from the data matrices.
Given the N × N similarity matrix, S, we apply SSA to it to obtain a 2D
plot containing N points, where pairwise distances between the N points in
the plot are related to the entries, si,j, i, j ∈ {1, . . . , N}, in S.
Corresponding to the N views, {v1, v2, . . . , vN}, N points, P0 = {pi,0|i ∈
{1, . . . , N}}, are chosen in the Cartesian plane. The original SSA method
does not pose any restrictions on how these points are chosen. However, we
specify a starting position of points which we describe later in Section 3.1.
The distance matrix, D(Pm), of the set, Pm, m ≥ 0, is computed such that
di,j is the Cartesian distance between pi,m and pj,m. It follows that di,i = 0
for all i.
In order to compute the SSA plot, the starting configuration is set as
C0 = D(P0). An iterative process then starts whereby, in each iteration k,
k ≥ 1, the configuration matrix, Ck−1, is checked to be the SSA solution
of S. If the solution has been reached then iteration stops. Otherwise, the
positions of the points in Pk−1 in the SSA plot are updated to Pk, the new
configuration matrix is computed as Ck = D(Pk) and iteration continues.
3.1 Starting Positions
The original SSA method places no requirements on the initial point positions
in the SSA plot. However, the choice of starting points affects our final
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Figure 3.1: Point movement in the SSA plot. (a) starting positions of four
points as determined in Section 3.1, (b) diminishing point movements with
increasing iterations of the algorithm, (c) final point positions.
complexity result. A random selection of points leads to varying complexity
values for the same shape each time it is computed. Therefore, we fix the
initial point configuration as follows. We consider a sinusoidal function with x
and y rescaled to the interval [0, 1] and sample the N initial points, {pi,0), i ∈








(1 + sin(2πxi − π))
An example with four points is shown in Figure 3.1, and with 42 points in
Figure 4.1.
3.2 Checking for an SSA Solution
To check whether a given Cm, m ≥ 0, is an SSA solution of S, we need
to construct the ranking number matrices of Ck and S. For a matrix, A,
to construct its ranking number matrix, R(A), all entries ai,j are sorted in
descending order and given consecutive ranks. Thus, the largest entry gets
a rank of one, the second largest a rank of two, and so on. Equal entries
are assigned consecutive ranks. If the entries in A are then replaced by their
ranks, we obtain R(A).
Cm is an SSA solution of S ⇐⇒ R(Cm) = R(S).
3.3 Updating Point Positions
Positions of points in Pm, m ≥ 0, are updated according to the rank image
matrix of Cm with respect to S. We denote the rank image matrix of a
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matrix, A, with respect to another matrix, B, as RB(A). It contains the
entries of A permuted such that the ranking number matrices of RB(A) and
B match, i.e. R(RB(A)) = R(B).
For a given Cm, RS(Cm) denotes the intended point configuration, i.e.
it is desired that the Cartesian distances between the points in Pm follow
a similar pattern as the similarity distances in S, and that their distance
matrix, which will be the next configuration matrix, be an SSA solution






where c′{i,j},m and c{i,j},m are entries in RS(Cm) and Cm respectively. The
correction factor for a point pair can be thought of as the force between
them; the 2 in the denominator denotes how the points exert equal forces
on each other. A positive value of f{i,j},m indicates that the current distance
between the point pair is an underestimate and should be increased, whereas
a negative value implies a shortening of the distance.
The displacement of pi,m with respect to pj,m is then given as
~d{i,j},m = f{i,j},m · (pi,m − pj,m).








The averaging above ensures that points do not get displaced by too large
an amount. Finally, the new point position is given by
pi,m+1 = pi,m + ~di,m.
Figure 3.1 shows update of point positions as the SSA algorithm progresses
for an example with four points.
3.4 Stopping Condition
Ideally, iteration stops when the current configuration matrix, Cm, m ≥ 0, is
an SSA solution of S. Indeed the update of point positions explained above
aims to achieve just that. However, as each point is acted upon by all other
points, the distance matrix of the new point positions is typically still not a
solution to S. Thus, the points are moved again and again until a stopping
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condition is reached. With each iteration, the distance matrix of the point
positions comes closer to the SSA solution of S. This is reflected by pro-
gressively smaller values of |f{i,j},m| and |~di,m|. Note that when the solution
is reached, f{i,j},m and consequently ~di,m will both be zero. In fact, after a
certain number of iterations, |~di,m| becomes negligible. Therefore, iteration
is stopped when the values of all |f{i,j},m| fall below a certain threshold. The
point positions when iteration stops form the final configuration of the SSA
plot.
3.5 Computing Shape Complexity
As we take the same number of views for each shape, the initial point config-
uration in the SSA plots for all shapes is the same, shown in Figure 4.1. As
per the SSA method, movement of points in subsequent iterations is guided
by the relative magnitudes of entries in the shape’s similarity matrix. Thus,
it is not possible to distinguish between plots obtained for two shapes whose
similarity matrices differ only in scale. Therefore, when iteration stops, we
rescale each plot according to its similarity matrix, S, to obtain Q = {qi},
the final set of points. Assuming the algorithm stopped afterM iterations, we
consider the last configuration matrix, CM = D(PM), and obtain a rescaling
factor
F =
largest entry in S
largest entry in CM
.




i pi,M , and the
positions of the rescaled points are updated,
qi = cM + F · (pi,M − cM).
Complexity of the analyzed shape is now measured in terms of dispersion
of the points in Q. Our motivation is that a simple shape will yield only a
few distinct views, leading to a handful of tight, distinct clusters in the SSA
plot, whereas a complex shape will have largely varying views which will lead
to loose and overlapping clusters.
We use two measures to obtain a complexity value from Q. The first







where σx and σy are standard deviations of the x and y coordinates resp.
of the qi. The second measure relies on the convex hull of the points in Q
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[(h1xh2y + h2xh3y + . . .+ hhxh1y) −
(h1yh2x + h2yh3x + . . .+ hhyh1x)] ,
where hjx and hjy are the x and y coordinates resp. of hj.
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4 Results and Conclusion
We tested our approach on a set of shapes we obtained from the Internet. In
Figure 4.2, we show each of these shapes alongside their corresponding SSA
plots, and the obtained values for our two complexity measures, Cs and Cσ.
As the shown values indicate, the shapes are sorted according to values of Cs
from top to bottom and left to right, so the Bumpy Sphere is the simplest
shape according to this measure, the Star is more complex and so on till the
Bunny iH model. The next more complex model with respect to Cs is the
Torus and then the Camel up to the Bones model. In the SSA plots shown,
the points have been rescaled to fit inside the interval x, y ∈ (0, 1) for better
visualization. We use N = 42, i.e. we subdivide the initial view sphere once
(Section 2.1). The corresponding starting position for points in the SSA
plots is shown in Figure 4.1. As discussed in Section 3.1, as we use the same
number of views for each shape, our strategy to assign positions to initial
points in the SSA plot initializes the SSA plot for all shapes identically. How
these points then move within the plot as the SSA algorithm progresses then
depends on the similarity matrix, S, for the shape.
Our results are summarized in Table 4.1, where the shapes are again
sorted by Cs and we also show the relative complexities of the shapes, e.g.
according to Cσ, the Camel is 2.6 times as complex as the Bumpy sphere.
As seen in the results, Cs and Cσ do not give mutually consistent results.
This can also be seen in Figure 4.3 where we compare our results with those
obtained using our implementations of previous curvature based methods
[13, 21]. We see especially that relatively simple shapes like the Cone and
Torus are ranked quite high with Cσ. The reason for this is that points in the
SSA plots for these shapes (Figure 4.2) lie in tight, distinct clusters. As Cσ
relies on deviation in one dimension only (along the x and y axes separately),
the final value comes out to be large. This is corrected when we consider
two dimensional information by computing the area of the convex hull to
calculate Cs. In Figure 4.3, the Cone and Torus models are much higher in
the ranking according to Cs. As expected, the curvature based methods of
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Figure 4.1: Initial point positions. As we use 42 views for each shape, our
method from Section 3.1 to assign initial positions to points in the SSA plot
initializes the SSA plot for all shapes identically, as shown above.
Shape Cs Relative Cσ Relative
Bumpy sphere 1.4028 1 6.0435 1
Star 1.4091 1.0 9.8827 1.6
Schwarz’s Cylinder 3.1565 2.3 11.0770 1.8
Ellipsoid 3.2412 2.3 12.7204 2.1
Genus 7.3383 5.2 11.0868 1.8
Cone 7.5897 5.4 25.0723 4.1
Bunny iH 8.0565 5.7 11.9106 2.0
Torus 8.2006 5.8 19.7177 3.3
Camel 13.2013 9.4 15.9134 2.6
Dinosaur 13.3709 9.5 14.9445 2.5
Homer 15.8560 11.3 15.8468 2.6
Armadillo 15.9370 11.4 18.4462 3.1
Bones 19.5370 13.9 25.5131 4.2
Table 4.1: Shapes sorted by Cs.
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Shape SSA plot Shape SSA plot
Bumpy sphere, Cs = 1.40, Cσ = 6.04 Torus, Cs = 8.20, Cσ = 19.72
Star, Cs = 1.41, Cσ = 9.88 Camel, Cs = 13.20, Cσ = 15.91
Schwarz’s cyl., Cs = 3.16, Cσ = 11.08 Dinosaur, Cs = 13.37, Cσ = 14.94
Ellipsoid, Cs = 3.24, Cσ = 12.72 Homer, Cs = 15.86, Cσ = 15.85
Genus, Cs = 7.34, Cσ = 11.09 Armadillo, Cs = 15.93, Cσ = 18.45
Cone, Cs = 7.59, Cσ = 25.07 Bones, Cs = 19.54, Cσ = 25.51
Bunny iH, Cs = 8.06, Cσ = 11.91
Figure 4.2: Shapes sorted top to bottom, left to right according to Cs.
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Figure 4.3: Shapes sorted according to four complexity measures – our com-
plexity measures, Cs and Cσ, and the methods from [13] and [21].
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[13, 21] are unable to deal with noise, the most prominent example of which is
that they rank the Bumpy sphere as one of the most complex shapes, whereas
our view based method ignores the noise and ranks the Bumpy sphere as the
simplest.
4.1 Discussion
Our literature review on automatic computation of complexity of 3D shapes,
presented in Section 1.1, yielded few other works. The ones among these that
we tested are vulnerable to noise and slight irregularities in the shape. In
contrast, our method is able to ignore these artefacts and produce a ranking
of shapes that is more in agreement with human notions of shape complexity.
However, our method still has deficiencies, e.g. in the first two columns in
Figure 4.3, the Bunny is ranked quite low compared to other, simpler shapes
like the Torus. We believe this is because of inadequate representation of
the information contained in our SSA plots. A deeper understanding of the
SSA plot reflected in sophisticated measures to compute complexity from the
plots will, in our opinion, relieve our method of the above problems.
The key to our complexity results is the SSA plot we obtain for each shape,
which in turn depends on the shape similarity method used. A good shape
similarity method, i.e. one that can compute similarities between shapes as
humans perceive them, is thus crucial for the success of our approach.
As large numbers of 3D shape content become common, organizing them
in a meaningful manner becomes important. Our approach can be used
for this purpose to sort shapes in a 3D shape repository according to their
complexities. Given a query shape, the repository can also be searched for
stored shapes that are more, less or similarly complex.
One straightforward application of our SSA plots can be to compute shape
symmetries [12, 14]. Symmetries in a shape are a measure of the shape’s self-
similarities. A shape that has many symmetries will yield tight clusters of
points in the SSA plot, e.g. the Star in Figure 4.2. This is because clusters
correspond to views that are similar to each other. If views from different
parts of the shape end up in the same cluster, that is indicative of a self-
similarity within the shape between those parts. We could see each point in
a cluster as a “vote” for a view. When different parts of a shape vote for the
same view, the shape will surely be symmetric. Similar voting schemes have
also been employed in previous works on symmetry [12, 14]. A significantly
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