Introduction
Repeated-measurements data arise when a time sequence of measurements is taken from each of a number of experimental units allocated to one of several treatments. As a specific example, Box (1950) presents the data from an experiment in which 27 rats were allocated to one of three experimental treatments in a completely randomised design, and the body weight of each rat was recorded at times 0, 1, 2, 3, and 4 weeks after the start of the experiment. This example serves as a prototype for the class of problems which we address in this paper. In particular:
(i) The response for each experimental unit is a sequence of measurements on a continuous scale. (ii) The mean response depends on both the experimental treatment and the time at which the response is measured. (iii) The primary objective is to make inferences about the effects of the experimental treatments on the mean response profile.
We regard the following as desirable features for a general method of analysis for repeatedmeasurements data.
First, the specification of the mean response profile needs to be sufficiently flexible to reflect both time trends within each treatment group and differences in these time trends between treatments.
Second, the specification of the covariance structure within each time sequence should be flexible, but economical. Although the covariance structure is not of direct interest, overparameterisation will lead to inefficient estimation (Altham, 1984) and potentially poor assessment of standard errors for estimates of the mean response profiles, whereas too restrictive a specification will invalidate inferences about the mean response profile when the assumed covariance structure does not hold.
Third, the method of analysis should accommodate more or less arbitrary patterns of irregularly spaced time sequences within experimental units. These can arise either through 
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accidentally missing values or by design-for example, when measurements are taken less frequently over periods in which the mean response profile is expected to be stable. An alltoo-common feature of repeated-measurements data is the premature termination of the time sequences for some of the experimental units; if the reason for the termination of a sequence is unrelated to the quantity being measured, these abbreviated sequences contain information and should be retained in the analysis.
Finally, the method of analysis should carry with it some form of diagnostic to allow at least an informal assessment of goodness of fit to the assumed covariance structure.
There is an extensive literature on the analysis of repeated measurements. A recent unpublished bibliography by Diggle, Donnelly, and Kirby (CSIRO Division of Mathematics and Statistics, Report No. ACT85/18, 1985) lists some 250 publications in the area. In common with several other authors, we shall treat the problem as one of making inferences about the parameters of a general linear model with correlated errors. As such, our model is a variation on a familiar theme rather than a radical departure from established practice. However, we believe that the precise formulation and the overall approach to the data analysis have some novelty.
In Section 2 we present the basic model. In Section 3 we discuss the use of maximum likelihood for parameter estimation. In Section 4 we describe how the semi-variogram (Matheron, 1971) can be used as a diagnostic to check the approximate validity of the assumed covariance structure and to provide initial estimates of its parameters for subsequent numerical optimisation. In Section 5 we describe our approach to data analysis. This involves a preliminary transformation of the data and estimation of the mean response profiles by ordinary least squares, followed by identification of a plausible covariance structure from the semi-variogram of ordinary least squares residuals and formal inference using likelihood-based methods of estimation and testing. In Section 6, we present analyses of two published data sets.
A Model for Repeated Measurements
We suppose that the experiment involves m units, with ni measurements on the ith unit, and total number of measurements n = In I ni. Let Yij denote the jth measurement on the ith unit, and guij = E Other ways in which structure can be incorporated into the variance matrices Vi include random-coefficient models, as reviewed by Ware (1985) , and Gabriel's (1962) ante-dependence structure, as used by Kenward (1987) .
Developments Note that the evaluation of the determinant and inverse of Vo(q) is made computationally easier by its block-diagonal structure.
In our implementation, we use the simplex algorithm of Nelder and Mead (1965) to minimise (3.3). During the minimisation we work with transformed versions of the parameters ki to remove boundary constraints.
Hypotheses about 0 can be tested by the standard generalised likelihood-ratio criterion whereby if LI denotes the maximised log-likelihood for a model with p parameters Oi and Lo the maximised log-likelihood for a submodel that imposes q < p independent linear constraints on the 0i, then for large n, the approximate sampling distribution of 2(L1 -Lo) when the submodel holds is chi-squared on q degrees of freedom (Cox and Hinkley, 1974 Simulation experiments can be used to assess the adequacy of the approximate standard errors for 0 in small samples. Here, we give the results of one such experiment. In this experiment, we generated 100 replicate sets of data for a particular case of the model. From each replicate we computed approximate standard errors as the square roots of the diagonal elements of (3.4), substituting k and O2 for c and a2. We then compared the averages over the 100 replicates of these approximate standard errors with the empirical standard deviations of the 100 sets of estimates 01. We also compared the true parameter values of Oj with the averages of the 100 sets of 01. Random numbers were generated using subroutines in the IMSL library.
Each We include in stage (i) an assessment of the need for an initial transformation of the data. Also, at this stage we deliberately favour overparameterised models for ,u, because an underparameterised model (for example, fitting linear rather than quadratic time trends) will tend to induce spurious autocorrelation structure into the residuals.
Our principal tool in stage (ii) is the empirical semi-variogram of the ordinary least squares residuals. This gives an indication of whether the postulated model for the covariance structure is reasonably consistent with the data. Also, by equating sample averages to the theoretical expectations in (4.1) and (4.2), we can obtain initial estimates of 4 for the subsequent numerical minimisation of (3.3). Finally, superposition of the fitted and empirical semi-variograms provides an informal check on the adequacy of the model. Stage (iii) is self-explanatory.
Examples

Body Weights of Rats
These are the data from Box (1950) used as a motivating example in Section 1. The objective of the data analysis is to estimate and compare the mean response profiles in the three treatment groups. Treatment 1 is a control, treatments 2 and 3 involve additives (thyroxin and thiouracil, respectively) to the rats' drinking water. The 27 rats were divided at random into three groups of 10, 7, and 10 rats for the three respective treatments, the imbalance being due to the loss of three rats in "an accident at the beginning of the experiment" (Box, 1950) . both before and after a logarithmic transformation of the yij. The logarithmic transformation produces the more satisfactory pattern of residuals, and we adopt it henceforth. Figure 2 shows the empirical semi-variogram of the ordinary least squares residuals. With only four distinct time lags on the abscissa, it would be difficult to justify the selection of a particular parametric model on the basis of this diagram alone. However, the overall trend appears to be compatible with the model presented in Section 2, taking p(u) = exp(-au2) in (2.5). Table 2 shows the maximised log-likelihoods associated with various models for ,u, and Table 3 (Fig. 3a) and the assumed covariance structure (Fig. 3b) . The conclusion is that thiouracil inhibits growth, whereas thyroxin has no effect.
Incidentally, the near-equallitv of the two estimated interceDts in the ciuadratic mean parameters to define var(Yi) rather than our two. The unstructured approach is undoubtedly inefficient if (6. 1) is an appropriate model for these data. On the other hand, the validity of our approach rests on the appropriateness of (6.1). Note, finally, that the imbalance in the data strictly precludes a simple analysis of mean responses within each time sequence although, in retrospect, the relatively large value of q5 in (6. 1) suggests that an unweighted analysis of means would not be grossly inappropriate.
Discussion
In growth processes, random deviations about an underlying trend are frequently nonstationary, the variability tending to increase over time. In our example (6.1) we used a transformation of the response to stabilise the variability over time. In other contexts, it may be more appealing to model the nonstationarity directly. Sandland and McGilchrist (1979) argue the case for a model in which the first derivative of W(t) = ln[S(t)], where S(t) denotes the "size" of an organism at time t, is assumed to be a stationary process. In work as yet unpublished, Cullis and McGilchrist extend the Sandland and McGilchrist model to repeated-measurements data. Operationally, this leads to an analysis of first differences, W (tj) -W (tjn'), which form a stationary sequence if the tj are equally spaced. In the unequally spaced case, the covariance structure of the first differences can be derived by writing W(t) -W(s)= J dW(u), where {dW(u)) is a stationary process with covariance function ao2p(u), say.
More generally, any structured model for the covariance structure of repeated measurements may fail to fit in particular applications. In our approach, we have used the empirical semi-variogram to provide a valuable, if informal, check on the assumed covariance structure. In some situations, a more formal check can be made by nesting the structured model within the unstructured multivariate normal model and using the machinery of generalised likelihood-ratio tests. This would be relatively simple for examples (6.1) and (6.2), where the individual time sequences are short relative to the number of experimental units and the times of observation are the same for all units, albeit with some missing values in example (6.2). However, one advantage of our approach is that it imposes no restrictions on the lengths of the individual time sequences, the number of experimental units, or the degree of commonality in the times of observation.
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RfESUMt
On propose un modele lineaire pour des mesures repetees dans lequel la structure de correlation entre les differents instants de mesure contient des parametres pour 1'erreur de mesure, la variation entre les unites experimentales et la correlation serielle intra unite. On presente une approche de l'analyse des donnees qui necessite une analyse preliminaire par les moindres carres ordinaires, l'utilisation du demi variogramme empirique des residus pour suggerer une structure de correlation adequate et une inference formelle utilisant les methodes basees sur la vraisemblance. On decrit deux applications a des ensembles de donnees biologiques.
