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a b s t r a c t
An (abstract) convex geometry is a combinatorial abstraction of convexitywhich is aMoore
familywith the closure operator satisfying the anti-exchange property. A number of results
of matroids on the NBC-complexes (or broken circuit complexes) happen to have some
exact analogues in convex geometries: for instance, the Whitney-Rota’s formula of the
characteristic function of a matroid, Brylawski’s decomposition of the NBC-complexes, etc.
A β-invariant of a convex geometry is derived from the characteristic function in the same
way as that of amatroid.We introduce amerging of two convex geometries, which is called
a 1-sum, and exhibit the resultant value of the β-invariant of a 1-sum.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This article consists of the following sections. In Section 2 we state the definitions of the characteristic polynomials and
the β-invariants of a graded poset. In Section 3 we define a closure system, and introduce the associated notions, such as,
independent set, circuit, loop, coloop, minor, and so on.
In Section 4 we present the preliminary knowledge about (abstract) convex geometries.
Brylawski [2] showed a canonical decomposition of a broken circuit complex NBC(M, ω) of a matroid M with a linear
orderω. It is shown in Theorem 5.1 that the complete analogue of Brylawski’s decomposition holds for an NBC-complex of a
convex geometry. In Section 6 we shall show that the characteristic polynomial of a convex geometry satisfies the complete
analogue of theWhitney–Rota formula of a matroid and the same deletion–contraction rule with a matroid. In Section 7 we
introduce a 1-sum of convex geometries, and describe the resultant β-invariant of a 1-sum of a couple of convex geometries.
2. Characteristic polynomials and β-invariants of posets
Let P be a ranked finite poset with the minimum O and the maximum I . We suppose O 6= I . h is the height function of P .
Set µ to be the associated Möbius function. That is, the map µ : P × P → Z is defined recursively by
µ(x, x) = 1 (x ∈ P) (2.1)
µ(x, y) = 0 (x 6≤ y) (2.2)
µ(x, y) = −
∑
x6z<y
µ(x, z) (x < y). (2.3)
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The characteristic polynomial of a ranked poset P is defined by
p(P; λ) =
∑
x∈P
µ(O, x)λh(I)−h(x). (2.4)
The β-invariant of P is defined by
β(P) = − d p(P; λ)
dλ
∣∣∣∣
λ=1
=
∑
x∈P
µ(O, x)h(x). (2.5)
3. Closure systems, independent sets and circuits
For a set X and an element e, we use abbreviations X \ e and X ∪ e to denote X \ {e} and X ∪ {e}, respectively, when no
confusion may occur.
Let E be a non-empty finite set. If a collectionK of subsets of E meets the following conditions, the pair (E,K) is a closure
system, and K is a closed-set family.
(K1) E ∈ K,
(K2) X, Y ∈ K H⇒ X ∩ Y ∈ K.
An element of K is a closed set.
A closed-set family gives rise to a unique closure operator σ : 2E → 2E as follows.
σ(A) =
⋂
X∈K,A⊆X
X . (3.1)
Conversely, the collection {A ⊆ E : σ(A) = A} equals to the original closed-set family. Hence these two notions are
equivalent. A map Ex(A) = {x ∈ A : x 6∈ σ(A \ x)} (A ⊆ E) is the extremal function. A subset A of E is an independent set if
Ex(A) = A. The proof of the next proposition is left to the readers.
Proposition 3.1. In a closure system, a subset of an independent set is again an independent set.
A set which is not independent is dependent, and a minimal dependent set is called a circuit. When we consider the
collection of flats of a matroid as a closure system, these definitions of independent set and circuit of a closure system
defined here coincide with the ordinary definitions of matroid theory.
We introduce a coloop and a loop of a closure system.
(a) An element in Ex(E) is a coloop of (E,K).
(b) An element in σ(∅) = ⋂
X∈K
X is a loop. (Note that σ(∅) is the minimum element of K.) If a closure system contains no
loop, or equivalently if ∅ ∈ K, then the closure system is called loop-free.
For a closed set A ∈ K, we put K/A = {X \ A : X ∈ K, A ⊆ X}, which is the contraction of A from K. For a set A with
E \ A ∈ K, setting K \ A = {X ∈ K : X ⊆ E \ A}, the resulting closure system (E \ A,K \ A) is a deletion of A from K. We
write E|A to denote E \ (E \ A). Let σA and σ A denote the closure operator of K/A and K \ A, respectively. Then we have
σA(X) = σ(X ∪ A) \ A, σ A(X) = σ(X) (X ⊆ E \ A). (3.2)
Let (E,K) a loop-free closure system, and (E1, E2) be a partition of E. IfK = {X1 ∪ X2 : X1 ∈ K|E1, X2 ∈ K|E2}, we write
K = K1 ⊕ K2, and call it a direct-sum decomposition of K.
4. Convex geometries
A closure system (E,K) is a convex geometry if the associated closure operatorσ meets the anti-exchange property below:
For any x, y ∈ E and A ⊆ E,
x 6= y, x, y 6∈ σ(A) and x ∈ σ(A ∪ y) H⇒ y 6∈ σ(A ∪ x). (4.1)
The complement of a convex set is called a feasible set, and the collection of all the feasible sets is designated by F. This
open-set system (E, F) is called an antimatroid. Since F is closed under union, for any subset A ⊆ E, there exists uniquely a
maximal open set inA, which is called a base ofA. Suppose B to be a base ofA. Then it is clear by definition that B = E\σ(E\A).
Let Γ (B) = {e ∈ E \ B : B ∪ e ∈ F} denote the set of the successors of B in an antimatroid (E, F). Then it is easy to observe
that
Ex(E \ B) = {e ∈ σ(E \ A) : σ(E \ A) \ e ∈ K} = Γ (B). (4.2)
There are a number of characterizations of convex geometries.
Theorem 4.1 ([1,3–5,10]). Suppose (K, E) to be a closure system, and σ to be its closure operator. Then the following conditions
are equivalent.
(1) (E,K) is a convex geometry,
(2) For each closed set X ∈ K with X 6= E, there exists an element x ∈ E \ X such that X ∪ x ∈ K,
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(3) For any element e ∈ E and any maximal closed set A in E \ e, A ∪ e ∈ K.
(4) For any closed set X ∈ K and any element p ∈ E \ X, p ∈ Ex(σ (X ∪ p)).
(5) An arbitrary set A ⊆ E has a unique generating set. (A subset X of A is a generating set if A ⊆ σ(X).)
(6) For any closed set X ∈ K, we have σ(Ex(X)) = X. [Klein–Milman property]
(7) K is a lower locally distributive (or meet-distributive) lattice.
Let C be a circuit of a convex geometry as a closure system. Since C is dependent, there exists some non-extreme element
e ∈ C with e ∈ σ(C \ e). We shall show e is unique in a circuit C . Suppose there exists another non-extreme element x. Let
A = C \ {e, x}. By definition, A ∪ e and A ∪ x are both independent. Hence e, x 6∈ σ(A), while e ∈ σ(C \ e) = σ(A ∪ x). By
the anti-exchange property, x 6∈ σ(A ∪ e) = σ(C \ x), a contradiction. Now we have shown that each circuit has a unique
element e ∈ C such that e 6∈ Ex(C). This is called the root of C , and a set C \ e is a broken circuit. Hence a circuit of a convex
geometry is uniquely partitioned into the root e and C \ e. We shall call the pair (C \ e, e) a rooted circuit.
A subset of E is said to be nbc-independent if it does not contain any broken circuit. By definition, the collection of nbc-
independent sets is a simplicial complex, which we call an NBC-complex and denote by NBC(K). At first we have defined a
circuit as a minimal dependent set, from which we have introducd the notion of a rooted circuit of a convex geometry. We
shall show another characterization of a rooted circuit of a convex geometry.
Proposition 4.1. Let (E,K) be a convex geometry, and e be an element of E. Then for a subset X ⊆ E \e, the following assertions
are equivalent.
(1) C = X ∪ {e} is a circuit, and e is its root,
(2) X is a minimal set in E \ e which satisfies e ∈ σ(X).
Proof. (1) ⇒ (2). Assuming (1), we shall first show that e ∈ σ(X). Suppose contrarily that e 6∈ σ(X). By definition,
A = E \σ(X) is a feasible set. From our assumption, e belongs to A, while A∩X = ∅ holds. Hence we have (X ∪ e)∩A = {e}.
Now it follows from (4.2) that e ∈ Ex(X ∪ e). Meanwhile, the definition of root indicates e 6∈ X = Ex(X ∪ e). This is a
contradiction. Hence we have e ∈ σ(X). The minimality of X in (2) readily follows from the minimality of the circuit C .
(2)⇒ (1). Take any element a in X . We shall first show a ∈ Ex(X ∪ e).
From theminimality of X in (2), e 6∈ σ(X \a) follows. Besides, it can be shown that a 6∈ σ(X \a). Actually, suppose for the
contrary that a ∈ σ(X \ a). Then we have X = (X \ a)∪ a ⊆ σ(X \ a) ⊆ σ(X). This gives σ(X) ⊆ σ(σ(X \ a)) = σ(X \ a) ⊆
σ(σ(X)) = σ(X), and we have σ(X \ a) = σ(X). From this, it is immediate that e ∈ σ(X) = σ(X \ a), contradicting the
minimality of X . Hence it is shown that a 6∈ σ(X \ a). Since the choice of a in X is arbitrary, from the definition of extreme
operator, Ex(X) = X is proved.
Note that e, a 6∈ σ(X \ a), e 6= a and e ∈ σ(X) = σ((X \ a) ∪ a) are satisfied. So, from the anti-exchange property of σ ,
we have a 6∈ σ((X \ a) ∪ e). Hence, by definition, we have a ∈ Ex(X ∪ e). Since a is arbitrary, X ⊆ Ex(X ∪ e) is proved.
Next we would like to show that e 6∈ Ex(X ∪ e). Suppose e ∈ Ex(X ∪ e) for the contradiction. It follows from (4.2) that
there exists a feasible set Z ∈ Fwith (X ∪ e) ∩ Z = {e}. By definition, E \ Z is a closed set containing X . From the definition
of σ , σ(X) ⊆ E \ Z follows. Hence we have e 6∈ σ(X), contradicting our Assumption (2). Henceforth we have e 6∈ Ex(X ∪ e).
Consequently, it has been established that Ex(X ∪ e) = X = Ex(X). In particular, the set C = X ∪ e is shown to be a
dependent set. The minimality of C among dependent sets directly follows from the minimality of X in (2). Thus C = X ∪ e
is proved to be a circuit for which e is its root and X is its broken circuit. 
In a convex geometry a set is free if it is both closed and independent. If a convex geometry contains a loop, there does
not exist a free set. In fact, if p is a loop in a convex geometry, then p must belong to every closed set. For any closed set
X , p 6∈ Ex(X) holds. This implies that there is no closed set X with Ex(X) = X . Henceforth, in case that a free set is under
consideration, we suppose that a convex geometry is loop-free.
Proposition 4.2. In a loop-free convex geometry, A ⊆ E is a free set if and only if every subset of A is closed.
Proof. Suppose first that A is a free set. Take any subset B ⊆ A, and we shall show that B is closed. Suppose contrarily that
B is not closed. Then, by definition, there exists an element e ∈ σ(B) \ B. Since e 6∈ B ⊆ A \ e is trivial, e ∈ σ(B) ⊆ σ(A \ e)
immediately follows. Apart from this, by the definition of independence, we have e ∈ A = Ex(A), which is equal to
e 6∈ σ(A \ e). Thus we have a contradiction.
Conversely suppose that every subset of A is closed. Then Ex(A) is a closed set since it is a subset of A. Hence σ(Ex(A)) =
Ex(A). On the other hand, since A is a closed set and σ satisfies the Klein–Milman property, we have σ(Ex(A)) = A. After all,
it is shown that A = Ex(A), and A is proved to be an independent set. This leads to the conclusion that A is a free set. 
Corollary 4.1. In a convex geometry, a subset of a free set is free.
Corollary 4.2. In a loop-free convex geometry, a necessary and sufficient condition for a closed set X ∈ K to be free is that the
interval [∅, X]K in the lattice K forms a Boolean algebra.
Corollary 4.1 implies that the collection of the free sets of a convex geometry constitutes a simplicial complex, which we
denote by Free(K).
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Theorem 4.2. In a convex geometry, a subset of E is nbc-independent if and only if it is free. Equivalently, NBC(K) is equal to the
free complex Free(K).
Proof. For the proof of sufficiency, we suppose A ⊆ E to be nbc-independent. If A is not a closed set, then there must exist
an element e ∈ σ(A) \ A. This implies that there exists a circuit for which e is its root and its broken circuit is included in A,
contradicting our assumption. Hence A is proved to be a closed set. We shall show next that A is independent. Suppose A is
not independent and Ex(A) 6= A. Then there is an element f ∈ A \ Ex(A). Since f ∈ A = σ(Ex(A)), this implies that there
exists a subset X in Ex(A) which is a broken circuit of a circuit with its root f . That is, Ex(A) as well as A contains a broken
circuit, which is a contradiction again. Hence, we have Ex(A) = A, and A is independent. Now A is proved to be a free set.
For the necessity part,A is supposed to be free, andwe shall showA is nbc-independent. Suppose contrarily thatA contains
a broken circuit S of a circuit C . Let e ∈ E be the root of C . In case that e ∈ A, e ∈ σ(S) and e 6∈ S both hold. Hence S is not
a closed set, but from Corollary 4.1, every subset of a free set is free and is particularly closed. This is a contradiction. On
the other hand, in case of e 6∈ A, we have e ∈ σ(S) = σ(A) = A, which is a contradiction. Henceforth A does not contain a
broken circuit, and so is nbc-independent. 
5. Brylawski’s decomposition of convex geometries
Let M be a matroid, and ω be an arbitrary linear order on E(M). Deleting the ω-minimum element from a circuit the
resulting set is called a broken circuit. The complex NBC(M, ω) is the collection of sets not containing any broken circuit. Let
x be the ω-maximum element. Brylawski [2] showed
NBC(M, ω) = NBC(M \ x, ω) unionmulti NBC((M/x) ∗ x, ω) (5.1)
where NBC((M/x) ∗ x, ω) = {X ∪ x : X ∈ NBC(M/x, ω)}.
The NBC-complex of a convex geometry has an analogous decomposition theorem to Brylawski’s.
Theorem 5.1. For a coloop x of a convex geometry K, the NBC-complex is decomposed as
NBC(K) = NBC(K \ x) unionmulti (NBC(K/x) ∗ x) (5.2)
where K \ x = {X : X ∈ K, e 6∈ X} and K/x = {X \ x : X ∈ K, e ∈ X}.
For the proof, we prepare some lemmata. For each element x, obviously NBC(K) is partitioned into NBC(K)x = {X ∈
NBC(K) : x 6∈ X} and NBC(K)x = {X ∈ NBC(K) : x ∈ X}.
Lemma 5.1. If x is a coloop, the NBC(K)x = NBC(K \ x).
Proof. Suppose T ∈ NBC(K)x. By definition, there is a rooted circuit (T , e) ofK. Since x is a coloop, we have x 6= e. Obviously
e ∈ σ(T ) = σ x(T ), and T is minimal with respect to this property. Hence (T , e) is a rooted circuit of K \ x.
Conversely suppose T 6∈ NBC(K \ x). By definition there exists an element e 6= x such that (T , e) is a rooted circuit of K.
It follows the similar argument above that (T , e) is a rooted circuit of K. Hence we have T ∈ NBC(K)x. This completes the
proof. 
Lemma 5.2. NBC(K)x = NBC(K/x) ∗ x.
Proof. LetN ′ = {X \x : X ∈ NBC(K)x}. We only have to showN ′ = NBC(K/x). Suppose A ∈ N ′. This implies A∪x ∈ NBC(K).
Now suppose contrarily that A 6∈ NBC(K/x). Then there exists a rooted circuit (T , e) of K/e such that T ⊆ A. By (3.2), we
have e ∈ σx(T ) = σ(T ∪ x) \ x. From e 6= x, x ∈ σ(T ∪ x) follows. Hence there exists T ′ ⊆ T ∪ x such that (T ′, e) is a
rooted circuit of K. This implies that T ′ is a broken circuit of Kwith T ′ ⊆ T ∪ x ⊆ A ∪ x, which contradicts the assumption
A ∪ x ∈ NBC(K). This proves A ∈ NBC(K/x).
Assume A ∈ NBC(K/x). Suppose contrarily that A 6∈ N ′, i.e., A ∪ x 6∈ NBC(K). This implies that there is a rooted circuit
(S, e) ofK such that S ⊆ A∪ x. Hence we have e ∈ σ(S) ⊆ σ(A∪ x). This shows e ∈ σ(A \ x) \ x = σx(A). Hence A contains
a broken circuit of K/x, which contradicts the assumption A ∈ NBC(K/x). This proves A ∪ x ∈ NBC(K). This completes the
proof of the lemma. 
Proof (Proof of Theorem5.1). ObviouslyNBC(K) = NBC(K)xunionmultiNBC(K)x is a partition ofNBC(K). Hence the Theoremdirectly
follows from Lemmas 5.1 and 5.2. 
6. Characteristic polynomials and β-invariants of convex geometries
The characteristic polynomial of a matroidM has an expansion over the broken circuit complex [9,11].
p(M; λ) =
∑
X∈NBC(M,ω)
(−1)|X |λ|E|−|X | (the Whitney–Rota’s formula). (6.1)
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Hereafter we assume (E,K) to be a loop-free convex geometry. Let us recall the definitions (2.4) and (2.5) of the
characteristic polynomial and the β-invariant of a convex geometry.
Lemma 6.1 ([5]). Let µK be the Möbius function of the lattice K of closed sets of a convex geometry. Then for each closed set
X ∈ K, we have
µK(∅, X) =
{
(−1)|X | if X = Ex(X), i.e. X is free,
0 otherwise. (6.2)
This leads to
p(K; λ) =
∑
X∈Free(K)
(−1)|X |λ|E|−|X |, β(K) =
∑
X∈Free(K)
(−1)|X ||X |. (6.3)
Since Free(K) is equal to NBC(K) from Theorem 4.2, we have the complete analogue of (6.1).
Proposition 6.1 (The Whitney–Rota’s formula of a convex geometry).
p(K; λ) =
∑
X∈NBC(K)
(−1)|X |λ|E|−|X |, β(K) =
∑
X∈NBC(K)
(−1)|X ||X |. (6.4)
The characteristic polynomials and the β-invariants also have Boolean expansions. For each closed set X ∈ K, X˜ =
[Ex(X), X]2E = {A ⊆ E : Ex(X) ⊆ A ⊆ E} is a sublattice of 2E , and is itself a Boolean algebra. Hence for each closed set
X ∈ K, we have∑
A∈X˜
(−1)|A| =
{
(−1)|X | if X = Ex(X), i.e. X is free,
0 otherwise. (6.5)
The collection K˜ ≡ {˜X : X ∈ K} forms a partition of 2E . From (6.5) and this remark, we have
Proposition 6.2.
p(K; λ) =
∑
A∈2E
(−1)|A|λ|E|−|Ex(A)| =
∑
A∈2E
(−1)|A|λ|E|−|σ(A)|, (6.6)
β(K) =
∑
A∈2E
(−1)|A||Ex(A)| =
∑
A∈2E
(−1)|A||σ(A)|. (6.7)
If a loop-free convex geometry (E,K) is decomposed into a non-trivial direct sum K = K1 ⊕K2, then it is easy to check
that
p(K; λ) = p(K1; λ)p(K2; λ), β(K) = 0. (6.8)
The characteristic polynomial and the β-invariant of a convex geometry satisfy a deletion–contraction rule (see [7,8]).
This is an exact analogue of the deletion–contraction rule of matroids. Take a coloop e ∈ E of K, and suppose E \ {e} 6= ∅.
Then
p(K; λ) = −p(K/e; λ)+ λp(K \ e; λ), β(K) = −β(K/e)+ β(K \ e). (6.9)
Contrarily to the case of matroids, β(K) = 0 does not confirm the separability of a convex geometry.
In general we can take an arbitrary integer-valued function r : 2E → Z as a rank function, and define a rank generating
function R(r; x, y) by
R(r; x, y) =
∑
A∈2E
xr(E)−r(A)y|A|−r(A). (6.10)
The corresponding characteristic polynomial pR and the β-invariant βR can be formally calculated as
pR(r; λ) = (−1)r(E)R(−λ,−1) =
∑
A∈2E
(−1)|A|λr(E)−r(A), (6.11)
βR(r) = (−1)r(E) ∂R(r; x, y)
∂x
(−1,−1) =
∑
A∈2E
(−1)|A|r(A). (6.12)
For a convex geometry, there are two apparently plausible choices of a rank function. For a set A ⊆ E, the closure rank
of A is the cardinality of the maximum feasible set in A. Precisely the closure rank rcl(A) is equal to |E| − |σ(E \ A)|. The
extremal rank rex(A) is the size of the smallest generating set in A. That is, rex(A) = Ex(A). Since rcl and rex are not equal in
general, the associated rank generating functions R(rcl; x, y) and R(rex; x, y) are distinct in general, and the characteristic
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polynomials pR(rcl; λ) and pR(rex; λ)may be also distinct. In contrast, (6.7) guarantees that βR(rcl) and βR(rex) are both equal
to β(K). Rcl(K; x, y) enjoys a direct-sum factorization and a deletion–contraction rule.
Proposition 6.3. Let (E,K) be a loop-free convex geometry.
(1) If K = K1 ⊕ K2, then Rcl(K; x, y) = Rcl(K1; x, y)Rcl(K2; x, y).
(2) If e is a coloop of (E,K) and E \ e 6= ∅, then
Rcl(K; x, y) = xRcl(K/e; x, y)+ Rcl(K \ e; x, y). (6.13)
7. 1-join, 1-sum and β-invariant of convex geometries
Edelman and Reiner [6] observed that the β-invariant of a convex geometry of a chordal graph is equal to the number of
its one-vertex cuts, and the β-invariant of the double shelling of a poset agrees with the number of its bottlenecks. These
observations can be generalized to our Theorem 7.1.
As for a loop-free convex geometry (E,K), an element p ∈ E is a 1-cut if {p} ∈ K and the number of connected
components of K \ p is greater than that of K. Suppose (E1,K1) and (E2,K2) to be a pair of loop-free convex geometries
with E1 ∩ E2 = {p}, and let us denote
K1 g K2 = K1 ∪ K2 ∪ {X ∪ Y : X ∈ Kp1, Y ∈ Kp2}. (7.1)
where Kp1 = {X ∈ K1 : p ∈ X} and Kp2 = {Y ∈ K1 : p ∈ Y }. It is a routine to check that (E1 ∪ E2,K1 g K2) forms a convex
geometry, which we shall call a 1-join of (E1,K1) and (E2,K2) at p. In particular, if E1 \ p 6= ∅, E2 \ p 6= ∅ and p is a coloop of
both of K1 and K2, then a 1-join (E1 ∪ E2,K1 gK2) is called a 1-sum. The proof of the proposition below is straightforward.
Proposition 7.1. Suppose K = K1 g K2 to be a 1-join at p.
(1) If p is a coloop of (E1,K1) and (E2,K2), then K \ p = (K1 \ p)⊕ (K2 \ p).
(2) K/p is necessarily decomposed into a direct sum as K/p = (K1/p)⊕ (K2/p).
Theorem 7.1. Let K1 g K2 be a 1-sum at p. Then,
(1) p is a 1-cut of K1 g K2.
(2) The β-invariant of K1 g K2 is designated as
β(K1 g K2) = β(K1)+ β(K2)+ 1. (7.2)
Proof. (1) is obvious. To prove (2), let σ be the closure operator of K, and σ1, σ2 be the closure operator of K1, K2,
respectively. Setting E ′1 = E1 \ p and E ′2 = E2 \ p, we can calculate (6.7) as below.
β(K1 g K2) =
∑
A⊆E1∪E2
(−1)|A||σ(A)| (7.3)
=
∑
X⊆E1
(−1)|X ||σ1(X)| +
∑
Y⊆E2
(−1)|Y ||σ2(Y )| −
∑
X=∅,{p}
(−1)|X ||σ(X)|
+
∑
X ′⊆E′1,Y ′⊆E′2
(−1)|X ′∪Y ′∪p||σ1(X ′ ∪ p) ∪ σ2(Y ′ ∪ p)| (7.4)
= β(K1)+ β(K2)−
∑
X=∅,{p}
(−1)|X ||σ(X)|
+
∑
X ′⊆E′1,Y ′⊆E′2
(−1)|X ′|+|Y ′|+1(|σ1(X ′ ∪ p)| + |σ2(Y ′ ∪ p)| − 1). (7.5)
SinceK1 andK2 are loop-free, we have σ(∅) = σ1(∅)∪σ2(∅) = ∅. From the assumption of {p} ∈ K1 and {p} ∈ K2, we have
{p} ∈ K1 g K2, and so σ({p}) = {p}. Hence, the third term of (7.5) is equal to−1. Let us figure out the last term of (7.5).
The last term of (7.5) =
∑
X ′⊆E′1
(−1)|X ′|+1|σ1(X ′ ∪ p)|
∑
Y ′⊆E′2
(−1)|Y ′|

+
∑
X ′⊆E′1
(−1)|X ′|
∑
Y ′⊆E′2
(−1)|Y ′|+1|σ2(Y ′ ∪ p)|

+
∑
X ′⊆E′1
(−1)|X ′|
∑
Y ′⊆E′2
(−1)|Y ′|
 . (7.6)
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Since E ′1 6= ∅ and E ′2 6= ∅ are assumed, we have∑
X ′⊆E′1
(−1)|X ′| =
∑
Y ′⊆E′2
(−1)|Y ′| = 0. (7.7)
Hence the last term of (7.5) is equal to 0. Thus we have proved β(K1 g K2) = β(K1)+ β(K2)+ 1. 
As is shown in (6.8), if a convex geometry is not connected, then β(K) = 0. In the case of matroids, the converse is true.
But the converse is not necessarily true for a convex geometry. For instance, take three vertices of a triangle in a plane, and
insert a newpoint on two of the three edges. Then the affine point configuration of these five points gives a connected convex
geometry, while the value of the β-invariant is null. Finally we remark that β(K)− 1 is an invariant under the operation of
1-sum.
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