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j~bstract 
The connection of the storage and continuation equations, the average delay time 
anG the outflow probability of the water particle are described on the basis of the random 
v,-alk of ",vater particies. Its comparison to the linear reservoir model. 
The second pari: contains lhe differem cases of the linear cascade models: dis-
crete and continuous, homogenous cascade (Nash) model, superposition oflinear cascades 
(Dooge model), discrete cascades with feedback, continuous generalized linear cascades, 
discrete diffuse wave model and its comparison to the cascades having feedback. Finally 
t he time and space discretising conditions coming from the theory of the random walk are 
demonstrated, which ar" identical to the criterium of stabiEty of a discretising scherne. 
K eywords: random v/alk, linear cascade, diffusion wa\·e. 
L Die Speicherungs/Kontinuitätsgleichung und 
die Aufenthalts/ Austrittswahrscheinlichkeit 
In der Hydraulik ist die Aufschreibung zu einem Punkt der Kontinuitäts-
gleichung wolhbekannt, das heißt 
~~ + div(pv) = 0 (1-1) 
ist, wo P - die Dichte und v - der Geschwindigkeitsvektor sind. 
In der Hydrologie untersucht man die Änderung der in je einem Raum-
teil gespeicherten Wassermenge. Das Integral nach dem Volumen der Glei-
chung (1-1) ist J ~ dV + J div(pv)dV = 0, (1-2) 
v v 
wo das zweite Glied mittels des Gauss-Ostrogradskischen Satzes, durch ein 
Flächenintegral ersetzbar ist. 
I:\fit. Unterstützung des OTKA - Themas Nr. T007252 
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Den praktischen Anwendungszwecken entsprechend kann diese Fläche 
auf die Einströmungs- und Ausströmungsflächen geteilt werden, wo dieser 
Integralwert negativ bzw. positiv ist (als Positive genommen die Normale 
der Oberfläche, die nach außen gerichtet ist), das heißt 
/ ~~ dV - / pvdA + / pvdA = o. (1-3) 
V .4e in A. aus 
In dieser Gleichung wird das erste Glied, mit Verwendung des Zusam-
menhanges von p lvi/V (Masse durch Volumen) die durchschnittliche 
Dichte, beziehungsweise diese von p = S/V (Wassermenge per Volumen) 
zu dS/dt, während die zweite und dritte Glieder gerade die einströmenden 
und ausströmenden Wasserergiebigkeiten (Wassermengen) sind, das heißt 
~~ - I (t) + Q (t) = 0 (1-4) 
',vas schon der in der Hydrologie bekannten Speicherungs-Differentialglei-
chung entspricht. 
Die in der Gleichung (1-3) ange\vandten Formen des Eingangs und des 
Ausgangs können be\vahrt werden, wenn die Dichte des Flüssigkeits-flußes 
nicht konstant ist. 
Die Wahrscheinlichkeit, daß ein Wasserteilchen aus dem Raumteil 
V \vährend des Zeitintervalles !::lt ausfließt wenn es früher dort verweilte, 
(bz""v. dorthin eintritt) ist q, und T, wenn es zuvor außen Vlar 
, . 
q==l-e (1-5a) 
V/"O t - die durchschnittliche Durchnußzeit oder die durchschnittliche 
.. 4..ufenthaltszeit bedeutet. 
Lau des Ivlaterialerhaltungsgesetzes ist die 'lfVahrscheinlichkeit, daß 
da~ "\Yasserteilchen y;ährend des Zeitinteryalles !::lt aus dem Raumteil F 
austril L \,;enn es früher dort war: p, und p kann aus der Gleichung 
p = 1 q (I-Sb) 
her: 1 Il,,:t 1,-·;erden. 
_\ ;1': eier Differentialgleichung der Speicherung bekommt man em zu 
cl< b'.-l! Erfolg führendes Ergebnis, \'jcnn man das Daseinsrecht der lin-
;i~L:ade annimmt, das heißt 
Q(t) = i .. -S(t), (1--6) 
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wo K - der sogenannte lineare Speicherungskoefiizient ist, die - wie man 
es später sehen wird - gerade dem Reziprokwert der durchschnittlichen 
Durchzugszeit entspricht, das heißt 




dS(t) -L K Set) = 0 
dt I 
lauten mit den 
folgender maßen: 
Set) = Soe- Kt rl O() T7S -[(t un,-, -.,t =n oe . 
(1-7) 
0) = So 
(1-8) 
Mit der Annahme, daß das Ausfließen aller Teilchen bei der Ausströmung 
mit der gleichen Wahrscheinlichkeit abläuft (d.h. es ein völlig vermischter 
Reaktor ist), entspricht das Verhältnis des während der Zeit ßt ausge-
flossenen Volumens zum gesamten Volumen der Wahrscheinlichkeit q, das 
heißt 
ßt ßi 
ßS = J Q(t)dt = KSo J e-Ktdt = So [1- e-KßtJ = SOq(ßt). (1-9) 
o 0 
Anders formuliert, q(ßt) ist der Quotient von ßS und So, wie es aus der 
unterstehenden Gleichung hervorgeht: 
q(ßt) = 1- e-KAt = ßS . 
So 
(1-10) 
Die hier aufgeschriebenen Wahrscheinlichkeiten beziehen sich auf die Zeit 
ßt und auf ein endliches Volumen, was einem in Raum und Zeit diskreten 
System entspricht. 
2. Lineare Speicherungsreihen - Modelle 
Eines des einfachsten Anwendungsgebietes des Irrfahrtproblems ist das 
lineare Speicherungsreihenmodell. Gemäß den im vorhergehenden Punkt 
geschriebenen Gesetzmäßigkeiten untersucht man je einen Raumteil, ist 
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also das Modell in Raum diskret. Hinsichtlich der Nomenklatur der stochas-
tischen Vorgänge ist es also diskret oder kontinuierlich, entsprechend der 
Zeit, die diskretisiert oder kontinuierlich sein kann. (Diskrete oder kon-
tinuierliche Markoffsehe Kette.) Für das erstere repräsentieren das Irr-
fahrtproblem, für das letztere aber der Poissonsche Vorgang die klassischen 
Beispiele. (In der Bezeichnung des Titels haben wir die Irrfahrt - obwohl' 
wir uns in diesem Aufsatz auch mit den Markoffsehen Ketten von kon-
tinuierlichen Parametern beschäftigen - deswegen angewandt, weil dadurch 
die Nachfolge der Irrfahrt des \Vasserteilchens veranschaulichend ist.) 
Im Falle der Markoffschen Kette von diskreter Zeit charakterisiert die 
Übergangswahrscheinlichkeitsmatrix P, im Falle derselben von kontinuier-
licher Zeit aber die infinitesimale Matrix A das System. Beide Matrizen 
sind quadratisch (n*n), wo n - die Anzahl der benannten Zustände ist. Die 
Elemente der Matrix P sind Wahrscheinlichkeiten, also Zahlen zwischen 0 
und 1, ferner ist ihre Reihensumme, aus der Kontinuitätsgleichung folgend, 
gleich eins. 
Die Matrix A enthält Größen von :rv1asseneinheit I/Zeit, die sich im 
Falle der aufgrund der auf die Zeiteinheit fallenden Durchfiußvolumina 
rechenbaren Markoffschen Kette diskreten Charakters, mit gleichen Zeit-
spannen D.t, als Übergangswahrscheinlichkeitsmatrix P, also als der Expo-
nent der Matrix A ergeben, das heißt 
, , x (i\t)· m 
D _ .-;.j,., _ T'"'\"" ~ A. m 




T n den reellen physikalischen Systemen befinden sich negative Zahlen in 
der Hauptdiagonale ~er Matrix A, aber für ihre Größen gibt es keine Ein-
schränkungen. Die Ubergangswahrscheinlichkeitsmatrix P ergibt sich a~s 
eine Reihensumme aus der obigen Reihenentwicklung, da die Zeilensumme 
der A gleich 0 ist. 
a) Homogene, lineare (Nash-) Kaskade, disl~T'eie Zeit 
Es seien n-zählige lineare Speicher untereinander, von oben nach unten 
gereiht und mit der N umerierung i = 1, 2, ... , n versehen, und bei jedem 
Speicher sei q die Austrittswahrscheinlichkeit des \Nasserteilchens während 
des Zeitintervalles b:.t laut dem Zusammenhang (1-5a), dann wird die 
VVahrscheinlichkeit in der Hauptdiagonale der Übergangs\vahrscheinlich-
keitsmatrix .. P zu 1 - q, während die in deren oberen Kodiagonale zu q 
sein. Die Ubergangswahrscheinlichkeitsmatrix P soll noch durch je eine 
Spalte und Zeile (n + 1) berändert werden, was dem Abfiußquerschnitt 
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genauer gesagt, dem Zustand der Aussenliegendheit außer der Kaskade -
entspricht. Der Wert des Eckelementes (n + 1), (n + 1) beträgt 1, da wir 
keinen Rückschritt annehmen: der Zustand (n+ 1) selbst repräsentiert eine 
Senke. 
Unter solchen Bedingungen wird im Zeitpunkt m aus dem \Vasser-
volumen Sl,O, das im Zeitpunkt 0 im ersten Speicher verstaut war, em 
YVasservolumen von 
ßSn,m = qg(n, m)Sl,o (2-2) 
abfließen, wo g(n, m) - die Dichtefunktion der negativen binomialen Ver-
teilung ist, das heißt 
r C:=i)(l -
m) = < l 0; 
1. m>n 
m<n 
b) Homogene, lineare (Nash-) Kaskade, 
kontinuierliche Zeit 
(2-3) 
Es seien n-zählige lineare Speicher untereinander, und die abfließende 
VVasserergiebigkeit sei proportional mit der gespeicherten Menge (lineare 
Kaskade), dann gilt der Zusammenhang 
j = 1, 2, ... , n. (2-4) 
In dieser Gleichung ist die Dimension der Größe y(t) eine Ergiebigkeit in 
[m3/s], die der Größe S/t) ein Volumen in [m3], und die vom Parameter 
K [s-l]. 
Die für den Speicher aufgeschriebene Differentialgleichung kann in der 
Form von 
dSj(t) ( , ( ) /5 () ( ) d(tf = yj-1 t) - Yj t = K j-I t - KSj t (2-5) 
aufgeschrieben werden und die Koeffizientenmatrix der zum Speicher n 
gehörenden Differentialgleichung stimmt im Falle der Substitution von A = 
K mit der infinitesimalen Matrix des reinen Poissonschen Geburtsvor-
ganges überein, wo A- die sogenannte Geburtsrate ist. Der Geburtsvor-
gang kann hier dadurch gedeutet werden, daß ein Individuum geboren wird, 
wenn ein Wasserteilchen in eine Kaskade gerät, deren Ordnungszahl um 
eins höher ist a18 die der untersuchten. (Beim klassischen Geburtsvorgang 
bedeutet die Zahl der Population den Zustand). 
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In der Hauptdiagonale der infinitesimalen Matrix A ist -K = -A, 
und in deren Kodiagonale ist A gleich konstant. Der Zustand (n + 1) 
entspricht einer Senke, und das Eckelement ist gleich O. 
Laut des Zusammenhanges (2-1) kann man erhalten, mit welcher 
Wahrscheinlichkeit ein Teilchen im Speicher j im Zeitpunkt t befindet, 
wenn es im Zeitpunkt t = 0 im Speicher k ~ j war. Dies führt uns zu' 
folgendem Ergebnis: 
( . k) -J(t (Kt)i-
k 
P tj J, A = e -'-(J-' --'-k-)-! ' (2-6) 
Diese Resultate sind die Elemente (k,j) der Übergangswahrscheinlichkeits-
matrix. (Obere Dreieckmatrix.) 
Im Zeitpunkt t wird die aus dem Speicher n abfließende Wasser-
ergiebigkeit, die aus dem im Zeitpunkt t = 0 im ersten Speicher verstauten 
Wasservolumen SI,O, stammt, die folgende: 
( 7/t)n-l () KS ( ,) K ( l)S K ..n. -Ki S Yn t = n z; = P tj n, 1,0 = (n _ I)! e 1,0 . (2-7) 
Wie es ersichtlich ist, ist p( tj n, 1) der Wert der durch den Parameter 
Kt charakterisierbaren Poissonschen Verteilung bei n: das heißt, daß die 
Wahrscheinlichkeit, daß sich ein im Zeitpunkt t = 0 im ersten Speicher 
befindliches Wasserteilchen in welchem Speicher verweilt, einer Poisson-
schen Verteilung folgt. 
c) Das Dooge-Modell als Superposition von 
Als Überlagerung der homogenen linearen Nash-Kaskaden bekommt man 
das Wassersammelmodell von Dooge, das als Summe von Systemen mit 
geteilten Parametern sowie die von Teilsystemen zustande kommt. Im Falle 
von in der Zeit diskreten Kaskaden von gleichen Parametern q wird das im 
Zeitpunkt m abfließende Wasservolumen 
ßS = ~ (m -1) (1 _ r.)m-l< 1<-1 S 
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Im Falle eines Wassersammelmodells mit geteilten Parametern bet-
rifft der auf das Teilgebiet dA fallende Niederschlag x(t = 0), als Dirac-
seher Deltaimpuls, und die auf diese Impulse gegebenen Antwortfunktionen 
summieren sich, also 
(2-9) 
Bei einem inhomogenen Kaskadenmodell besitzen die einzelnen Teilimputs 
je andere Parameter Kund n. 
Homogene, linea-re, 
Rückfluß- (Kontur-) Kaskade, diskretisierie Zeit 
Die Verallgemeinerung der linearen Speicherreihen (Punkt 2a) besteht da-
rin, daß hier auch der Rückschritt bei der Irrfahrt erlaubt ist. Das Wasser-
teilchen gerät während der Zeit f::.t mit der Wahrscheinlichkeit q in den um 
eins tiefer liegenden und mit der Wahrscheinlichkeit p in den um eins höher 
liegenden Speicher: dann ist die Wahrscheinlichkeit des Stehenbleibens gle-
ich 1 - P - q. Die Übergangswahrscheinlichkeitsmatrix der die Irrfahrt 
beschreibenden Markoffsehen Kette besitzt die folgende Form: 
. l (0 
P I-p-q q (1 
p = P I-p-q q (2 (2-10) 
p I-p-q q (n 
1 
-
(n + 1 
Die die Übergangswahrscheinlichkeitsmatrix berändernde Zeile und Spalte 
o beziehungsweise (n+ 1) stellen die 0 beren bzw. unteren Randbedingungen 
dar. Die \iVahrscheinlichkeitsparameter p und q in den Elementen (1, 0) 
und (n, n+ 1) der Matrix P bedeuten die sogenannte permeable 'Vand, aber 
\venn sich hier eine Null befindet (und in der Hauptdiagonale die Größen 
1 - q bzw. 1 - p sind), ist dies der Fall der reflektierenden Wand. 
Die nach dem Schritt m in den Speichern gespeicherte Wassermenge 
ist 
sm = sop m , (2-11) 
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wenn 1m Speicher am Anfang bestimmte Volumina von sO,o, SI,O, ... , 
Sn+l,O = So waren. 
Die Potenz pm kann in einfacheren Fällen auch explizit ausgedrückt 
werden. Wenn z.B. oben eine reflektierende und unten eine permeable 
\iVand sind, ist das Element (i, j) der Matrix pm 
(2-12) 
wo 
und U (A.) = sin(n + l){}k n}. • ,Q • 
Sin f./k 
Tschebischeffsche Polynome erster und zweiter Art sind; Ak = 2 cos {}k 
sind die Eigenwerte der Matrix die aus der folgenden charakteristischen 
Gleichung: 
sin(n + 1){} _ IE ~n n{} = 0 
sin{} V q sin{} 
erhalten werden können. 
e ) Homogene, lineaTe, verailgemeinerte K asl,;ade, 
lwntinuierliche Zeit 
Es selen n-zählige lineare Kaskaden untereinander, aber jetzt fließe nicht 
nur ellle Wasserergiebigkeit von * Sj(t) aus der in die 
untere, sondern auch eb Wasservolumen von R * Sj+l (t) aus der unteren 
Kaskade in die obere, wo Kund R Größen von Dimension 1/ s sind, und 
K > Rist. 
Die für den Speicher j aufgeschriebene Speicherung-Differentialglei-
chung sieht folgendermaßen aus: 
(2-13) 
Wenn man die Substitutionen von K = A und R = JL anwendet, wo A 
die Geburts- und JL die Sterblichkeitsraten sind, ist dies dann ein Pois-
SOllSCl!CJ' Geburts - Sterblichkeitsvorgang, dessen infinitesimale Matrix der 
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Koeffizientenmatrix der Speicherungs-Differentialgleichung ist, das heißt 
A= r~ 
l 
-J( - R 
R 
J( 
-J( - R J( 
R -J( - R J( 
o 
(2-14) 
Zur Auflösung der Differentialgleichung benötigt man die Exponentialfunk-
tion der Matrix A, die gleichzeitig der Exponent der infinitesimalen Matrix 
der zeitlich kontinuierlichen Markoffschen Kette ist. Aufgenommen die Zeit 
t = I::,.t bekommt man ge:rade die Übergangswahrscheinlichkeitsmatrix der 
diskretisierten Form des Modells von kontinuierlichen Zeit, deren Element 
( , ''\ Z, J J 
[e-" " "', '] = 2e-(K+RPt. ( 'f{'\ i-j n 'k '/ "'-'-'- J n "'\').. ßi, J'iL , ZrCiL \I -, L....t e r. sm --, Sin -,-i , 




f) Diskretisierung des Diffusions- Wellenmodells einer 
Flußstrecke als verallgemeinerte Rückfiußkaslwde 
(2-15) 
Die Anwendung der Diffusions-Wellengleichung in der Modellierung des 
flußseitigen Flutwellen-Herabziehens ist ein wohl bekannter Prozeß, Die 
Form der Diffusions-Yiifellengleichung ist die folgende: 
(2-16) 
\Vo Q - die Wassermenge in [m 3 /s], c - eie Wellenherabzugsgeschwindigkeit 
in [m/s]' D - der Diffusionsfaktor in [m2/s] und f(t) - die sich aus dem 
ausseren Zufluß gebende Wassermenge-Veränderung in [m 3/s2] sind. 
Mit Anwendung vom einfachsten zentralen Schema, aufgeteilt in glei-
che Strecken von ßx =konstant, ist die durch räumliche Diskretierung 
erhaltbare j-te Differentialgleichung 
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(2-17) 
Durch die Ersetzung von a = - 2~x und ß = (ß~F ist die Koeffizienten-
matrix der Differentialgleichung gleich der Matrix (2-14), das heißt 
K = ß - a = - - + - . (2-18) 1 (D c) Llx Llx 2 
In der Hauptdiagonale befindet sich die Größe -2ß = -[ K +R] = -2D / (Llx)2. 
Die Maßeinheit ist auch hier das Reziproke der Zeit. 
In Kenntnis der Koeffizientenmatrix bildet die Bestimmung der Ex-
ponentialfunkti?n der Matrix die Aufgabe, wie es im vorherigen Punkt zu 
sehen war. Die Ahnlichkeit zwischen dem linearen Speicherungs-Reihenmo-
delI und dessen zu den \Vassergiebigkeiten aufgeschriebenen Form geben die 
Formeln (1-6) beziehungsweise (2-4) der linearen Kaskade. 
3. Folgerungen des 
Durchschauend die in Raum diskretisierten Fälle der in Raum und Zeit 
kontinuierlichen Beschreibung, bringt der Koeffizientenmatrixexponent der 
infinitesimalen Matrix der zeitlich kontinuierlichen Markoffsehen Kette den 
Zusammenhang zustande. In Betracht genommen nur das Glied m = 1 in 
der Formel (2-1), ergibt sich aus der Gegenüberstellung der in den Punkten 
2a und 2b beschriebenen Modelle das Ergebnis von 
q = Kßi und '- -f{t K /\. q - e __ _ I:) 
während aus der Gegeneinanderstellung der in den 
beschriebenen Modelle dasselbe von 
q = Kßi und p = Rßi 
und q' ist ein aus der Gleichung (2-6) erhalt barer Wert. 
2d, und 
Zwischen den Parametern D und c des in Raum diskretisierten Diffusi-
ons-\Vellenmodells sowie den Parametern Kund R der Rückfluss-Kaskade 
gibt die Formel (2-18) den Zusammenhang an, in Betracht genommen auch 
den 'Wert der Veränderlichen x. Aus dem positiven vVert der Faktoren R 
und K folgt, daß beim zeitlich kontinuierlichen Modell ßx < 2D / eist. 
Im Falle eines in Raum und Zeit diskretisierten Diffusions-Wellenmodells 
bekommt man noch auch die weitere Bedingung von Llt < 2D / c2, daraus 
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folgend, daß die Elemente (2-10) der Übergangswahrscheinlichkeitsmatrix 
nur positive Zahlen sein können. 
Die zeitlich im voraus diskreten Irrfahrtmodelle können den diskreti-
sierten Gestalten der kontinuierlichen Modelle entsprechen lassen, wenn 
während des Zeitschrittes Übergänge nicht nur in die benachbarten, son-
dern auch in die weiteren Kaskaden vorkommen können. Im Falle der 
Nash-Kaskade werden diese Wahrscheinlichkeiten durch die Formel (2-6) , 
aber im Falle der Rückfiußkaskade durch die Formel (2-13) beschrieben. 
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