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Abstract
Mutations that affect pattern formation in the zebrafish have been widely studied over the past few decades, leading to speculations as to the
mechanism by which stripes, spots and other skin patterns are formed. Recent in silico developments in modeling of cellular dynamics now permit
explicit analysis of how cells migrate and interact, and we describe here an in silico simulation that appears to reproduce many of the surface
patterns previously reported in zebrafish. We find that many observed zebrafish patterns are necessarily associated with expression of repulsive as
well as attractive cellular ligands, and we make predictions for the detailed effects of changes in expression of these ligands.
© 2008 Elsevier Inc. All rights reserved.Keywords: Cell repulsion; Biological patterning; Dissipative particle dynamics; Morphogenetic phase plotIntroduction
Research into patterning and morphogenesis has a long and
rich history, beginning perhaps with the works of D'Arcy
Thompson (1992) and Alan Turing (1990). Turing's work in
particular has been seminal in defining mathematical models that
reproduce patterned states in vertebrates e.g. felines, reptiles, and
fishes, giving rise to patterns of importance for camouflage, mate
choice (Endler, 1987; Houde, 1997), and evolutionary diversity
(Couldridge and Alexander, 2002). Turing proposed that patterns
such as stripes and spots develop spontaneously from reaction–
diffusion processes applied to morphogens and chemotropic
agents (Turing, 1990; Kondo and Asai, 1995). Current examples
in which chemical patterning is intensively studied are numerous,
but include notably the Dpp and Wingless gradients in Droso-
phila (Aegerter-Wilmsen et al., 2007; Nellen et al., 1996;
Neumann and Cohen, 1997), the so-called French flag model for
stripe formation (Wolpert, 1998), and feedback interactions in
biological patterning networks (Reeves et al., 2005).
Zebrafish skin pigment patterns represent another well-
studied model for pattern formation that are in some ways para-
digmatic of patterning dynamics and pattern selection elsewhere⁎ Corresponding author.
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fish have been observed in the wild and through mutagenesis
assays (Parichy et al., 1999), and recent studies have elucidated
the relation between cellular interactions and surface patterns in
identified zebrafish mutants (Parichy and Turner, 2003;
Maderspacher and Nüsslein-Volhard, 2003). In these works, it
was proposed that cell–cell interactions may play an important
role in generating the ultimate pattern expressed in the zebrafish.
This represents a departure from the more traditional model that
cells passively follow Turing gradients of chemoattractants to a
new view that direct cellular interactions play a central and
active role in pattern formation (Forgacs and Newman, 2005). In
the present paper, we examine this hypothesis theoretically, in an
in silico simulation of two cell types (melanophores and xan-
thophores) whose expression of surface adhesion strengths can
be altered so as to mimic zebrafish mutations. In the following
section, methods, we describe the simulation, and we then use
the simulation to illustrate the evolution of patterned states.
Next, we present and analyze a phase diagram defining distinct
patterns that are produced as a function of adhesion strengths
between cell types, and finally, we conclude.
Materials and methods
In silico approach
Our work builds on the foundations of Malcolm Steinberg's proposition that
discrete cells, in analogy with fluids, can exhibit phase separations, producing
Fig. 1. (a) Evolution of 500 spherical cells constrained to a 2D surface in the
presence of homotypic attraction alone. The homotypic strengths of yellow and
of blue cells are identical in magnitude. Simulation parameters used are
homotypic attraction AA=BB=−0.1, heterotypic attraction AB=0; maximum
attractive distance, dmax=3 cell diameters. (b) Free energy, defined by Eq. (1), of
configuration vs. time over 5 independent simulated trials, each from a different
randomized, striped, initial condition. Whenever a droplet forms, the free energy
undergoes a stepwise decrease. Panel (a) exhibits multiple droplet formation
events that overlap in time, and hence to highlight the distinctive free energy
change associated with individual events, in panel (b) we reduce homotypic
attraction to AA=BB=−0.04, which produces only a few, easily identifiable,
events. (c) Typical patterns for other combinations of attractive cellular
interactions are shown after 500 computational timesteps. Left to right: Ho-
moclusters are formed using homotypic attraction, no heterotypic force; Enve-
loped clusters appear when blue homotypic attraction=heterotypic attraction
and yellow homotypic attraction is half as large; Heteroclusters are produced
using equal homotypic and heterotypic attractions. In all cases, for purely
attractive forces between cells, only spherical clusters (spots) form.
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cell adhesion (Steinberg, 1970). Thus cells of type A that adhere to one another
more strongly tend to become enveloped by cells of type B that adhere less
strongly. This Differential Adhesion Hypothesis (DAH) has been extensively
confirmed through direct measurements of tensions (Foty and Steinberg, 1997;
Foty et al., 1994, 1996) of cell agglomerates in experiments in which cadherin
(Roth, 1968; Roth et al., 1971; Duguay et al., 2003) and integrin (Robinson et
al., 2003) expression profiles are altered. In its original manifestation, the DAH
only predicted spherical agglomerates and did not include repulsive cellular
interactions. Yet tissues and organs are not typically spherical, and cellular
repulsion has been reported in vertebrate hindbrain segmentation (Xu et al.,
1999), in cell intermingling restriction (Mellitzer et al., 1999), and in
polysialylated NCAM expressing cells (Johnson et al., 2005). A natural exten-
sion of the DAH is to investigate whether adhesion and repulsion strengths of
different cell types may lead through straightforward mechanical modeling to
more complex patterns (Honda and Mochizuku, 2002), in particular to stripes,
labyrinths and other states in the zebrafish.
To investigate the effects of cell–cell interaction strengths on zebrafish skin
pattern formation, we use an in silico approach that has been described in detail
previously (Shinbrot, 2006). In brief, cells are approximated as spheres, or disks
in 2D, that respond mechanically to prescribed cellular interactions as would be
produced by membrane-bound cadherins or integrins and attendant systems that
regulate cellular repulsion (Hoffman and Edelman, 1983; Xu et al., 2000; Loers
and Schachner, 2007). A disk approximation would not be appropriate for all
cell types (e.g. elongated cells such as neurons or myocytes), but melanophores
and xanthophores in the zebrafish are to a first approximation disk-like in
shape, and this approximation permits the comparatively rapid calculation of
self-assembled patterns produced by such cells. Other, more complicated,
cellular geometries have been investigated using alternative approaches,
notably models that consider behavior on a discrete lattice (Glazier and
Graner, 1993; Honda and Mochizuku, 2002), molecular-dynamics models
(Reynwar et al., 2007) and continuum models that examine the dynamics of
intra-cellular (Munro and Odell, 2002; Gracheva and Othmer, 2004), inter-
cellular (Armstrong et al., 2006), and boundary elements (Rejniak et al., 2004)
of individual cells. Each of these approaches has merits; our intention here is to
predict the patterns that populations of melanophores and xanthophores tend to
form at the most fundamental level, and for this purpose we approximate cells
as disks.
To simulate cellular responses to compression, we use a “Voigt” model (Zhu
et al., 2000; Koay et al., 2003; Janmey and Weitz, 2004; Pedersen and Swartz,
2005), in which cells compress like damped springs, producing an outwardly
directed normal force. Cells can attract one another in several ways: they can
cohere through membrane-bound molecules (e.g. cadherins); they can exert
longer-range forces mediated by the extra-cellular matrix (via integrin binding);
and they can interact through paracrine signaling (Feng et al., 2007; Pu et al.,
2007).
We model cell–cell attraction using a modified Voigt model to mimic
tension of two cells connected by membrane-bound ligands. In this modified
model, cells interact as damped springs; however, a cell that is pulled further
than a maximum separation, dmax, is allowed to break free and feels no further
force from its neighbor; likewise once cells begin to compress one another, their
attraction vanishes. In this way, we model direct, contact, forces as would occur
through expression of similar cadherins using one strength of attraction, and a
second, extended, force out to dmax as would occur through integrins
interacting through an extracellular matrix (ECM). Paracrine signaling is also
of interest, but adds complication and uncertainty to the present analysis, and so
it is not considered here. Beyond these prescribed interactions between cells,
we include randomized cellular motion and viscous damping due to a
surrounding fluid in standard ways: randomized cellular migration is simulated
as an integrated random walk (Maskery et al., 2004), and viscosity is included
by reducing every cell's velocity by a fixed fraction each computational
timestep (Shinbrot, 2006).
Finally, in view of the existence of distinct attractive and repulsive cellular
cues (Maskery and Shinbrot, 2005), we permit cells to either attract or repel one
another, and for this purpose, we consider two cell types which can interact
either homotypically (between like cell types) or heterotypically (between
unlike cell types) with different attractive or repulsive strengths. This is surely
not a definitive model, and one can include any number of possiblecomplications; however, to lowest order, this seems to faithfully represent
inter-cell adhesion mediated by membrane-bound factors (Simson et al., 1998).
In the following section, we detail transitions in cellular morphology that occur
as homo- and heterotypic strengths are altered, as would occur in in vitro
experiments in which expression levels of membrane binding proteins are varied
(Duguay et al., 2003).
Except where otherwise noted, the simulations use an Euler integration
method with timestep dt=0.25, dmax=3, and Hooke constant K=4 for
response to cellular compression. We have performed comparative simulations
using Verlet and other integration schemes, and obtain similar results. Patterns
are typically clearly expressed within 100 timesteps (cf. Fig. 1(a)), but we run
simulations for at least 500 iterates to confirm that the patterns shown are not
transient: no change in the patterns reported is seen in tests up to 1000
iterates. Simulations are performed on a 2D square domain, and the cells
follow integrated random walks (Maskery et al., 2004) that cause them to
travel isotropically with velocity that changes by up to Δv=0.05 every
timestep. The viscosity of the surrounding fluid is taken to halve each cell's
velocity every timestep. These parameters are chosen to produce cellular
migration and strains that are comparable to those seen in experiments using a
variety of cell types (Foty and Steinberg, 1997; Foty et al., 1994, 1996;
Duguay et al., 2003).
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Attraction produces spots
We begin our analysis with the fundamental observation that
if cells attract one another, they invariably produce spots, which
represent the lowest energy state for attractive cells. This is the
same principle underlying the fact that immiscible fluids form
droplets: because the droplet minimizes the free energy of fluid
molecules.
This observation is illustrated using our in silico model for
cellular dynamics in Fig. 1(a). In this figure, we show the
evolution of 500 cells initially placed in a striped pattern. At
time=0, the cells are randomly positioned on a rectangular
domain and are then identified as blue or yellow depending on
whether they lie inside or outside of prescribed striped regions.
In this simulation, the xanthophores (yellow) and melano-
phores (blue) attract homotypically, but feel no heterotypic
force: effects of heterotypic interactions are described next. As
Fig. 1(a) illustrates, the blue and the yellow stripes suffer a
transverse instability causing them to break into spots in a
manner similar to that seen in the Rayleigh instability that
causes droplet formation in fluid streams (Lee and Flumerfelt,
1981).
The phenomenon of spot formation by attractive species of
cells has been well studied (Foty et al., 1996). In our
computational system, we have the luxury of being able to
confirm through direct calculation that the mechanism at work
is energy minimization: in Fig. 1(b), we compute the combined
free energy, E, of all 500 cells in the cellular configuration at
successive times throughout multiple simulations of stripes
degenerating into spots. The free energy that we use is the sum
of the Hookean energies stored in all cells displaced from
equilibrium by a distance Δx:
E ¼ 1













where K is the Hooke constant associated with compression of
the cells, AA (BB) is the homotypic strength of attraction of
xanthophores (melanophores), and AB is the heterotypic
strength of attraction between melanophores and xanthophores.
Again, we choose spring constants and other parameters to
generate cell strains that are similar to observations of actual
cellular compression (Foty et al., 1996). We use a sign
convention in which AA, BB, or AB is negative if the force
between cells is attractive, and positive if the force is repulsive.
The respective sums include cells in contact and within dmax of
homotypic A, homotypic B, and heterotypic types, and the
energy is halved to eliminate double counting over cell pairs. To
produce an accurate evaluation of the free energy, we are
interested in the energy associated with cells subjected to a net
force, and not cells in the interior of an agglomerate that arebound and in equilibrium. Consequently, the displacements are
themselves vector sums—thus if 4 cells, j, contact the i-th cell,
then DYx 2i ¼ ð
P4
j¼1 DYxijÞ2. This renders the calculation of
energy insensitive to internal rearrangements that do not affect
net forces on cell assemblies.
In Fig. 1(b), we show the energy calculated in 5 separate
simulations, each using different randomized initial positions in
the striped pre-patterned state, and each using different
realizations of random cellular motions. As Fig. 1(b) shows,
the energy undergoes sequential decreasing steps, each of which
is associated with a droplet, or spot, breaking off of a larger
agglomerate (examples identified in Fig. 1(a)). The time at
which droplets form is stochastic, and so the stepwise decrease
in E varies from trial to trial. Moreover, as described in the
figure caption, multiple droplet formation events can coincide in
time, making discrete events difficult to distinguish. Never-
theless, as anticipated, the free energy decreases monotonically
as droplets form.
The overarching result that attractive interactions lead only
to spots or droplets holds if attractive heterotypic strengths are
included as well. This is shown for several examples of
homotypic and heterotypic attractive cellular interactions in Fig.
1(c). On the left of Fig. 1(c), we show that homoclusters are
produced after 500 iterates using identical homotypic strengths,
AA=BB=−0.05 and no heterotypic strength, AB=0. In the
center of Fig. 1(c), we show an example of envelopment,
predicted by the DAH and produced in this case using AA=
−0.025, BB=−0.05, AB=−0.025. On the right of Fig. 1(c), we
display heteroclusters, produced using identical forces between
all cells: AA=BB=AB=−0.05. A systematic survey reveals
that round clusters, or spots, invariably form if cells exert
attractive forces on one another, and only by including repulsive
and heterotypic forces can striped or other non-spherical states
be supported.
We emphasize that we do not suggest that chemotropic
patterning is absent or unimportant; however, our simulations do
indicate that early developmental patterning is not sufficient to
maintain stripes in later stages of development. Lacking
constant chemotropic guidance, attractive cells patterned as
stripes will, if allowed, inevitably degenerate into a lower energy
spotted state.
Repulsion produces stripes and other patterns
We turn therefore to study effects of repulsive and
heterotypic forces on patterning. This topic also has a long
history, in this case in the companion field of polymeric phase
separation, where striated, spotted, labyrinthine and other
patterns have long been known to appear spontaneously
(Fredrickson, 1987). In that field, it is recognized that either
repulsive interactions (e.g. for hydrophobic lipids in water) or
attractive heterotypic interactions, which maximize inter-
material surface energies (Bhattacharya et al., 1998), are needed
to produce the observed rich varieties of patterned states. The
principle that heterotypic and repulsive interactions are needed
to produce complex cellular states is confirmed in our
simulations, as summarized in Fig. 2. In Fig. 2(a), we plot the
Fig. 2. (a) Phase diagram of states of 500 initially randomly distributed yellow
and blue cells after 500 iterates for homotypic (AA, BB) and heterotypic (AB)
cellular interactions, where cells of type A (B) are xanthophores (melano-
phores). Xanthophore repulsion is fixed at a repulsive strength of AA=0.1. (b)
Comparison between wild-type zebrafish and striped pattern found at AB=
−0.1, AA=BB=0.1. (c) Comparison between leo mutant zebrafish and spotted
pattern found at AB=−0.1, AA=0.1, BB=0.2. Note that melanophores repel
one another in both cases (b) and (c). Other parameters used in the simulation are
defined in Materials and methods. Zebrafish photograph credits: DM Parichy, U.
Washington.
400 C.E. Caicedo-Carvajal, T. Shinbrot / Developmental Biology 315 (2008) 397–403final states after 500 iterations of 500 cells initially randomly
placed in a bounded domain and allowed to evolve according to
specified heterotypic and homotypic strengths. In Fig. 2, cells
are initially placed in a region about half of their ultimate
equilibrium diameter. This crudely mimics growth as cells
relax; more importantly it forces cells to communicate rather
than wander away from one another. The patterns that we show
form with or without this pseudo-growth, but we tend to see
more distinct and fewer mixed patterns with this approach than
without.
The state achieved depends on two homotypic interaction
strengths (AA and BB) and one heterotypic strength (AB), and
to display these, three-parameter, data sensibly, in the figure we
fix AA=0.1 and vary BB and AB. We discuss other com-
binations of strengths shortly.
Fig. 2 shows that striped, labyrinthine, globular, and other
states are readily produced by permitting active migration of
cells in response to different interaction strengths. Stripes, in
particular, emerge at negative heterotypic strength and equal
positive homotypic strengths—i.e. when xanthophores andmelanophores both repel like cell types, but the two cell types
attract their opposites. This result is in accord with
observational data from adult zebrafish, where it is known
that mutant Danionins containing either xanthophores or
melanophores alone exhibit no complex patterned states
(Maderspacher and Nüsslein-Volhard, 2003), and where the
wild phenotype can be rescued by transplantation of the
missing cell population (Maderspacher and Nüsslein-Volhard,
2003). Accordingly, as shown in the enlargement of Fig. 2(b),
simulations of melanophores and xanthophores produce
stripes for homotypically repulsive and heterotypically attrac-
tive parameters. Either increasing or decreasing BB desta-
bilizes the striped state, producing either yellow or blue
spots, as shown e.g. in Fig. 2(c). Evidently the striped state
demands both heterotypic attraction and a delicately balanced
homotypic repulsion, with similar homotypic strengths AA
and BB.
Further scrutiny of the patterns seen in the different
quadrants of the phase plot defined by signs of heterotypic
and homotypic interactions reveals additional evidence that
cellular repulsion may be more common than may have been
previously appreciated in complex pattern formation in the
zebrafish. In particular, let us focus on the fourth quadrant of the
phase plot shown in Fig. 2(a), where AA, ABN0, but BBb0. In
this quadrant, we see identifiable gaps between melanophores
and xanthophores. These gaps are a natural consequence of
heterotypic repulsion, i.e. ABN0, and notably resemble gaps
seen in some zebrafish varieties (Maderspacher and Nüsslein-
Volhard, 2003).
To further explore telltale features of heterotypic repulsion,
in Fig. 3(a) we provide a phase plot for positive heterotypic
strength, again from multiple simulations of 500 cells after 500
iterations each, and again starting from randomized initial
positions of cells placed in a region about half of their ultimate
equilibrium diameter. In these simulations, we fix the
melanophore homotypic interaction at BB=0, and we vary
homotypic xanthophore (AA) and heterotypic (AB) xantho-
phore–melanophore interaction strengths. As the figure shows,
for repulsive xanthophore interactions, irregular homotypic
melanophore clusters emerge. We reiterate that, in these simu-
lations, cells only repel or are neutral, and so cells will naturally
migrate away to infinity. However, in a confined domain such as
ours, or after limited times, the cells cannot escape and instead
assemble into minimum energy configurations—in this case
clusters of the least repulsive, melanophore, population. Since
there is no surface tension in these repulsively governed states,
the clusters do not round up, and we see an emergence of
irregular, globular patterns.
In Fig. 3(b), we show a comparison between one of the
computational patterns and the zebrafish dali/+ (top) and
chagall (bottom, left) mutants, which are two of several that
exhibit globular melanophore patterns. As identified in Fig. 3(b,
arrows), gaps between melanophores and xanthophores are seen
both in zebrafish and in simulations. It has been previously
remarked (Maderspacher and Nüsslein-Volhard, 2003) that
regions devoid of cells may be indicative of underlying
mechanisms of pattern formation, and the observed gaps
Fig. 3. (a) Phase diagram of states of 500 initially randomly distributed yellow
and blue cells after 500 iterations for repulsive heterotypic (AB) interactions.
Melanophore repulsion is fixed at BB=0. (b) Comparison between Danio rerio
mutant dali/+ mutant zebrafish (top) and pattern found at AB=0.1, AA=0,
BB=−0.03 (bottom, right). Arrow identifies region devoid of pigmented cells,
produced by heterotypic repulsion. Also shown is detail displaying similar
appearance in Danio rerio mutant chagall (bottom, left). Zebrafish photograph
credits: DM Parichy, U. Washington.
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proposition that the cell types may repel one another (Hoffman
and Edelman, 1983; Xu et al., 2000; Maderspacher and
Nüsslein-Volhard, 2003; Loers and Schachner, 2007).Fig. 4. Spots in various parameter regimes (a) Small spots compared with (b) larger, e
the spot size and appearance dramatically. (c) Large melanophore spots integrated int
that are distinctly separated from surrounding xanthopores. This separation is me
parameters other than attraction values specified are identical in all cases shown.Discussion
We have presented a simplified in silico simulation of cellular
patterning of multiple cell types that can independently interact
homotypically and heterotypically. We find that attractive
interactions alone invariably produce spotted patterns, and that
the formation of stripes and other patterns requires repulsive and
heterotypic interactions (Hoffman and Edelman, 1983; Mellitzer
et al., 1999; Xu et al., 1999, 2000; Maderspacher and Nüsslein-
Volhard, 2003; Loers and Schachner, 2007). We reiterate that
it remains possible that cells are only passive followers of
patterned chemical gradients—which are certainly present in the
zebrafish and other developmental systems. The existence of
regulatory mechanisms underlying cadherin and integrin
expression that are specific to cell type and environment
(Brabletz et al., 2001), however, suggests that cells may play a
more active role in patterning than is suggested by this picture.
Beyond this suggestion, it seems certain that patterned
chemical gradients must work either with or against intrinsic
inter-cellular patterning mechanisms. Thus, for example, Fig.
1(b) illustrates that, in the presence of cellular attraction, stripes
will degenerate into spots unless a prescribed amount of energy
is expended by the cells—explicitly defined by interaction
moduli multiplied by configurational separations as defined by
Eq. (1). While it is arguable that chemical patterning has
evolved independently of the cellular patterning states that we
have examined here, that scenario seems to us to be difficult to
justify. Since both chemical and cellular patterning mechanisms
are manifestly present, it seems to us more plausible that the two
mechanisms have evolved side by side, and it may therefore be
germane to analyze in the future when one or the other
mechanism dominates, when they cooperate, and when they
may interfere.
In the meantime, we have also found that repulsive cellular
interactions present identifiable signatures including gaps
between cellular homo-assemblies and irregular, globular
patterns, as shown in Fig. 3. These signatures provide testable
predictions of the model. Thus for example, we have identified
several distinct spotted patterns that we consolidate in Fig. 4.
For repulsive homotypic and attractive heterotypic interac-
tions, we see that small spots (Fig. 4(a)) are spontaneously
produced, whereas when one of the homotypic types becomes
attractive, larger enveloped spots appear (Fig. 4(b)). On thenveloped, spots both from Fig. 2. Changing the sign of one homotypic type alters
o a background field of xanthopores compared with (d) large melanophore spots
chanistically caused by introduction of heterotypic repulsion. Scales and cell
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attractive and other forces are negligible, the attractive cell type
predictably develops large homotypic spots (Fig. 4(c)), and in
the presence of heterotypic repulsion, these spots become
separated from the surrounding cells by a discernable gap (Fig.
4(d)). The simulations of Fig. 4 begin from random placements
of cells within the domain shown in the figures—thus these
simulations do not include the pseudo-growth described earlier,
which tends to produce fewer and larger spots than are shown
here.
These four distinguishable types of spots – small spots,
enveloped spots, large integrated spots, and large isolated
spots– are all seen in zebrafish and other patterning animals
(Murray, 2004). Our analysis indicates that each pattern is
diagnostic of a particular type of cellular interaction—for
example the gap shown in Fig. 4(d) is directly associated with
heterotypic repulsion, while the closely integrated enveloped
spots shown in Fig. 4(b) are indicative of heterotypic
attraction. Likewise stripes are seen when homotypic strengths
are equal (Fig. 2), and irregular globular spots appear in the
presence of weak homotypic interactions (Fig. 3). Each of
these predictions is amenable to direct experimental challenge
and manipulation—thus for example by altering specific
cadherin expressions (Foty and Steinberg, 1997; Duguay et
al., 2003) and repulsive cues, we expect to be able to explore
the phase spaces shown in Figs. 2 and 3.
In this initial study, we have considered only two-
dimensional patterns, and we have used only two cell types;
moreover our model neglects the effects of cell growth, death,
differentiation, and cytoarchitecture, all of which are known
to play important roles in developmental patterning (Parichy
et al., 2000). Notwithstanding these shortcomings, we hope
that this work may form a foundation for future computa-
tional analyses of cellular development, to probe and improve
our understanding of pattern and morphology formation
mechanisms.
Our simulations are consistent with a model in which direct
interactions between differentiated chromatophore classes
contribute to adult pigment pattern formation by influencing
patterns of migration and localization. Nevertheless, we cannot
exclude the possibility that interactions may be indirect, and
may influence patterns of differentiation or survival. Identifica-
tion of the molecular mechanisms underlying these interactions
should allow for further testing of our model both as applies to
pigment pattern development within zebrafish and pigment
pattern evolution among species (Parichy, 2006).
This type of simulation provides the scientific community
with the capability of testing hypotheses in precisely
controlled environments—thus for example we were able to
confirm quantitatively that rounding-up of spots is associated
with a reduction of free energy of an agglomerate. Most
intriguingly, we speculate that in the future, in silico tools
such as these may provide predictive control over tissue and
organ synthesis. We foresee that these simulations may
potentially enable future scientists to prescribe environmental
histories that will lead to the production of desired synthetic
morphologies, circumventing protracted trial and error experi-ments. We will look to future collaborations between
computational and experimental scientists to validate these
kinds of tools, and to develop new approaches to investigate
and to engineer biological structures.
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