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Abstract. Dening the natural language and its gradient phenomena force us to
look for formal tools that can represent the bases of a grammar with degrees of
grammaticality. The mathematical and formal models are often used in linguistics.
And yet, fuzzy logic has not received all the attention it deserves as a tool to explain
the natural language processing. Here, we show the theoretical bases that have led
us to treat the natural language (NL) inputs gradually. The basis of fuzzy logic for
NL are explained here as a tool capable of dening non-discrete values, therefore
gradual or fuzzy. A Property Grammar will give the rules of the fuzzy grammar.
Keywords: Fuzzy logic, degrees of grammaticality, natural language processing.
Resumen. Denir el lenguaje natural y su gradualidad nos obliga a buscar herra-
mientas formales que puedan denir las bases de una gramática con grados de
gramaticalidad. Aunque el uso de modelos matemáticos y formales es habitual en
lingüística, la lógica difusa no ha recibido toda la atención que merece como herra-
mienta para explicar el procesamiento del lenguaje natural. Aquí se exponen las
bases teóricas que nos han llevado a tratar el lenguaje natural de una manera gra-
dual y las bases de la lógica difusa como herramienta para lidiar con la formalización
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de una gramática que sea capaz de recoger valores no discretos, por lo tanto gra-
duales o difusos. Las reglas de la gramática difusa vendrán dadas por una gramática
de propiedades.
Palabras clave: lógica difusa, grados de gramaticalidad, procesamiento del lenguaje
natural.
1 Lingüística y Procesamiento del Lenguaje Natural
El lenguaje natural se caracteriza por ser un lenguaje inmediato, espontáneo,
con errores y ambiguo. Estas características se maniestan en las producciones
lingüísticas como noisy text o texto ruidoso (Baldwin et al. 2013) y suponen
un gran inconveniente para el teórico ya que hacen que el análisis del lenguaje
sea una tarea extremadamente complicada.
A pesar de que las frases perfectas resultan una excepción en el lenguaje
natural, la tendencia en lingüística ha sido establecer unos límites muy claros
entre las producciones que son gramaticales y agramaticales: correctas e in-
correctas. A este tipo de clasicación binaria la llamamos clasicación discreta
o categórica.
Algunos autores han sido rmes defensores de una teoría lingüística com-
pletamente categórica que rechace el aspecto gradual del lenguaje, como Joos
(1957) y Bouchard (1995). En cambio, otros autores, aunque reconocen que
el aspecto gradual es inherente en el lenguaje natural, establecen que la con-
cepción categórica del lenguaje resulta más adecuada a modo metodológico
para el estudio del lenguaje natural, como Bever (1975).
La concepción categórica del lenguaje queda reforzada tras la distinción
metodológica entre competencia y actuación (Chomsky 1965). Las teorías ge-
nerativistas están interesadas en generar lenguaje perfecto, sin errores, por lo
tanto no les interesa hablar de grados de gramaticalidad, ya que las reglas
deben generar (sin interferencias) outputs perfectos desde lo más subyacente
(competencia) hasta lo más supercial (actuación). Por lo tanto, las tendencias
generativistas, a pesar de haber hablado de la existencia de grados de gra-
maticalidad, conocidos como degrees of grammaticalness (Chomsky 1965: 77),
se decantan por la idealización del lenguaje como herramienta metodológica
y, por consiguiente, obvian o desestiman las tesis que consideran al lenguaje
natural como un objeto de naturaleza gradual (Chomsky 1995).
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Sin embargo, lo cierto es que en la mayoría de situaciones entendemos y
procesamos frases con agramaticalidades con independencia de la gravedad
del error o de la violación de la regla. Si se tiene en cuenta que la capacidad
de procesamiento de un input lingüístico es parte de la competencia lingüís-
tica, queda claro que la competencia lingüística es capaz de lidiar con una
realidad difusa y gradual. Por lo tanto, procesamos el lenguaje de manera
gradual (Keller 2000) o en términos difusos (Aarts 2004). Es decir, como
humanos, no aceptamos y entendemos solamente las frases perfectas y, por
consiguiente, rechazamos las frases con agramaticalidades, sino que nuestra
capacidad para procesar las producciones lingüísticas que recibimos (o inputs)
es directamente proporcional a su gramaticalidad (o a la cantidad de reglas
gramaticales respetadas y violadas).
2 Gradience: Concepto Lingüístico Clave para la
Aplicación de la Lógica Difusa
Gradience y el concepto de lo difuso en la fuzzy logic comparten un punto
teórico principal: ambos buscan clasicar objetos en términos de grado. En
gradience el objeto es lingüístico, pues es un concepto que nace en la lingüís-
tica. En la lógica difusa un objeto puede ser cualquier elemento en un universo.
2.1 Gradience y Teorías sobre la Gradación del Lenguaje
La concepción gradual del lenguaje, o el término gradience, ha aparecido a
lo largo de la historia de la lingüística. En Aarts (2004), gradience se dene
como un término que sirve para designar el espectro de los fenómenos con-
tinuos en el lenguaje, desde las categorías en el nivel de la gramática hasta los
sonidos en el nivel de la fonética. De este modo, gradience es un término usado
en lingüística para designar fenómenos que, debido a su naturaleza aparente-
mente difusa, encajan mejor en una explicación no discreta, como por ejemplo,
con explicaciones de fenómenos lingüísticos en términos de grado.
Aarts (2004) dene dos tipos básicos de gradación para las gramáticas:
• Gradación lineal. La idea es clasicar los objetos lingüísticos en una
escala lineal en tres grados. Por lo tanto, en una escala de [0, 1], α es 1, β
es 0 y el área media-borrosa es 0.5.
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• Gradación teórica de conjuntos. Tenemos dos categorías diferentes
claramente denidas (α y β). Sin embargo, aquí encontramos gradación
cuando ocurre una intersección entre las dos categorías y la denimos
como: α∩β. En este caso, ambos elementos comparten características que
se señalan en la intersección.
A primera vista, ambos tipos de gradación muestran algunos problemas.
Por un lado, la gradación lineal es demasiado discreta, ya que solo muestra
tres grados. Por lo tanto, esta parece meramente una noción discreta con un
tercer grado. Por otro lado, la gradación teórica de conjuntos es demasiado
vaga. Simplemente explica las funciones compartidas sin señalar ningún tipo
de grado.
Algunos detractores de la gradación usan estas características de gradi-
ence para señalar contradicciones. Muñoz (2006) arma que es contradictorio
denir un elemento como vago pero aun así clasicarlo de manera discreta, in-
cluso si esta forma discreta tiene tres grados. Este tipo de críticas con relación
a la gradación lingüística son frecuentes. Estas se ven motivadas debido a una
mala comprensión de lo que es la gradación lingüística. La visión discreta es
gradual en sí misma, pero solo tiene dos grados. La principal diferencia entre
el enfoque discreto y el enfoque gradual es la siguiente: el enfoque discreto
niega la gradualidad en lingüística mientras que gradience acepta el enfoque
discreto y, además, lo mejora para los casos en los que se necesite establecer
deniciones para el lenguaje natural jugando con todas las posibilidades de
grado entre 1 − 0. Donde los enfoques discretos solo ven blanco (α) y negro
(β), las teorías de gradación lingüística aceptan blanco, negro, y todos los
grises posibles entre esos dos.
Las principales teorías que han intentado explicar de un modo formal el
aspecto gradual del lenguaje son la Optimality Theory (Prince & Smolensky
1993), y la Linear Optimality Theory (Keller 2000). Sin embargo, estas teorías
son puramente evaluativas y no describen la gramática de una lengua natural.
En este trabajo, partimos de la idea de que el aspecto gradual de una
lengua natural (o el fenómeno gradience) y su gramática puede ser explicada
mediante dos herramientas: por un lado, el uso de la lógica difusa para denir
el marco de una gramática, con Novák (2015) como base teórica y su for-
malismo Fuzzy Type Theory. Y, por otro lado, el uso de una gramática de
restricciones, en este caso, una Gramática de Propiedades (Blache 2016) que
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denirá el conocimiento lingüístico de una lengua así como sus inputs y outputs
lingüísticos.
3 Las Bases Conceptuales de la Lógica Difusa
La concepción difusa y el concepto de gradience son bastante similares. Sin
embargo, es necesario hablar sobre lo difuso para una comprensión completa
de la noción lingüística de la gradación.
A pesar de que algunos lingüistas como Bolinger (1961) intentaron acercar
la concepción de grado a la lingüística, es en matemáticas y en la lógica di-
fusa en donde podemos encontrar enfoques formales serios sobre los fenómenos
de grado en relación con muchos incidentes cotidianos, como por ejemplo: la
gradación de la temperatura, colores, o expresiones lingüísticas tales como la
relación de grado entre alto-bajo, grande-pequeño. Sin embargo, este fenó-
meno en matemáticas se denomina fenómeno difuso y la lógica difusa es la
herramienta adecuada para describir formalmente estas relaciones vagas que
también se conocen como fuzzy.
Si partimos de un criterio como altura = 2 metros (2 metros = 1), la
noción discreta diría que una persona solo es alta si alcanza los 2 metros, y
las personas que no alcancen esos 2 metros, por ejemplo 1.75m, siempre son
bajas (siempre sería 0). En cambio, la lógica difusa establece que dado un
criterio y un índice, por ejemplo 0.75, en este caso, una persona será más alta
cuanto más cercana esté del criterio máximo (1) y será más baja cuanto más
lejos se encuentre del criterio máximo.
La lingüística se nutrirá de una mejor comprensión del término gradience
a través del vasto campo de trabajo de la lógica difusa. Entendiendo que,
dado un criterio de gramaticalidad, un input será más o menos gramatical
cuanto más cerca o lejos esté del estándar dorado (gold standard) de la
lengua natural que estemos trabajando. Por consiguiente, la norma difusa si-
entonces (o fuzzy if-then rule) será la siguiente: si el valor de gramaticalidad
es alto, entonces el valor de agramaticalidad será bajo.
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4 Denición de una Gramática en Términos Difusos
La Fuzzy Type Theory (Novak 2015) establece la siguiente regla básica para
obtener gradación: A : U → L. Lo que signica que, siguiendo el ejemplo
anterior, tenemos una expresión difusa (ser alto) en un set difuso A. El set
difuso tiene en cuenta elementos x (208cms, 165cms, 185cms) en un Universo
U (un grupo de gente). El set difuso A ser alto asigna a cada elemento x
(p.ej. 203cms) en un universo U (un grupo de gente) un grado de verdad o
membresía L.
En lingüística, se entiende que el set difuso (A) es la Gramática Difusa,
el elemento es el input lingüístico en un universo que es las restricciones de
una gramática (U). La gramática difusa asigna un grado de pertenencia L a
cada uno de esos elementos teniendo en cuenta las restricciones satisfechas y
violadas. Las formulaciones fuzzy denen los elementos con grado cuando se
usa el tipo omicron en un elemento (Mo).
Siguiendo el formalismo Fuzzy Type Theory formulado por Novák (2015),
denimos a una gramática difusa en un sentido multimodal: Gramática Difusa
(FGr) ≡2 fonética (ph) & morfología (m) & sintaxis (x) & semántica (s) &
léxico (l) & pragmática (pr) & prosodia (ps): FGr ≡ (ph,m, x, s, l, pr, ps) (en
su forma simplicada).
Cada uno de los módulos de la gramática tiene una gramática de propiedades
con restricciones lingüísticas que denen el conocimiento lingüístico de cada
uno de los módulos. La multimodalidad nos permite ofrecer un grado de gra-
maticalidad para cada módulo lingüístico al mismo tiempo que un grado de
gramaticalidad total, que se dará una vez dada la gramaticalidad de cada uno
de los módulos.
Para establecer relaciones de grado en cada elemento lingüístico, el input
lingüístico debe ser contrastado con las reglas que denen cada uno de los
módulos de la gramática. En este caso, el grado de gramaticalidad uni-modal
se conocerá a través del número de reglas satisfechas y violadas en el módulo de
una gramática para con un input (por ejemplo, el grado de gramaticalidad en
módulo de la sintaxis de una lengua). A continuación presentamos a modo de
ejemplo el algoritmo del módulo de la sintaxis de una lengua en una gramática
difusa: (X(η)γxγ)dη. Esta fórmula también puede ser expresada de la siguiente
manera: X : Xγ ×Dη →Mo.
2 Se lee como equivalente a. Se denomina equivalencia difusa. Indica que la equi-
valencia se expresa en términos de grado.
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• X representa el módulo sintáctico de la gramática.
• Xγ representa el set de las restricciones sintácticas (o reglas) de la
gramática.
• Dη es el set de las restricciones que guran en un input lingüístico al que
llamamos dialecto.
• Mo es el set de grados de verdad. Nuestro grado de verdad es equivalente
al grado de gramaticalidad.
Por lo tanto, X (que representa a la sintaxis de una gramática) relaciona
un conjunto de restricciones sintácticas de una gramática (Xγ) con cada res-
tricción del input del dialecto (Dη). Cada restricción del conjunto sintáctico de
restricciones de una gramática coincidirá con una restricción en un dialecto
(input). Cada restricción coincidente estará vinculada a un grado en [0, 1].
Dependiendo del número de restricciones satisfechas o violadas, el módulo
sintáctico de la gramática dará un valor de grado correspondiente al grado de
gramaticalidad de un input lingüístico.
Por lo tanto, con la expresión presentada, los grados de gramaticalidad
son calculados sin tener en cuenta ningún tipo de juicio de aceptabilidad por
parte de un hablante.
Como hablamos de gramaticalidad y, por lo tanto de competencia, los
grados de gramaticalidad no tienen por qué corresponderse con los de acep-
tabilidad. Por consiguiente, los grados de gramaticalidad son puramente teóri-
cos y se establecerá que, por ejemplo, en sintaxis: Xγ = {γ|γ el grado de
gramaticalidad de una lengua se obtiene de una Gramática de Propiedades;
Gramaticalidad Alta (GA): 1-0.8; Gramaticalidad Media (GM): 0.8-0.3; Gra-
maticalidad Baja (GB): 0.3-0}.
5 Conclusiones
El uso de la lógica difusa y de sus reglas aplicadas a la lingüística con una
gramática de propiedades proporciona interesantes descripciones formales que
sientan las bases para una gramática que pretenda recoger valores difusos.
Este método consigue explicar fenómenos del lenguaje natural, como por
ejemplo los grados gramaticalidad, con una base matemática, así como especi-
car en dónde se encuentran los grados de gramaticalidad, y, de este modo,
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defender su existencia de un modo formal. De la combinación de lógica di-
fusa y gramáticas de restricción se obtendrá un nuevo método con el que dar
cuenta de las variabilidades del lenguaje. Además, las formulaciones lingüís-
ticas con razonamiento lógico-difuso permiten la implementación informática
para el desarrollo de nuevas tecnologías con base lingüística.
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