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¡INTRODUCCION
.
En un gran número de problemas de la Física-Matemática aparece la ecuación
ydiferencial y’’ +—y’ + O , en donde gx) y o’(x) son polinomios de grado no
o.
superior a dos y ftx) un polinomio de grado no superior a uno Se encuentran ecuaciones
de este tipo en la resolución de las ecuaciones de Laplace y de Helmholtz en coordenadas
curvilineas por separación de variables , en problemas fundamentales de la Mecánica
Cuántica, movimiento de una partícula en un campo con simetría esférica, oscilador
annónico, etc.
La mencionada ecuación aparece igualmente en problemas de la Física atómica,
molecular y nuclear.
Esta ecuación admite como solución panicular , entre otras, a los polinomios
ortogonales clásicos.
Los orígenes de los polinomios ortogonales se encuentran en los trabajos de
Legendre sobre el movimiento de los planetas, pero fueron T.J. Stieltjes, P.L. Tchebichev,
A. Markov yE. Heme, los primeros en establecer un tratamiento general de esta teona.
En la actualidad los trabajos sobre polinomios ortogonales han experimentado un
gran avance debido a sus múltiples aplicaciones, como por ejemplo, Aproximación Padé,
Fracciones Continuas,Análisis Numérico, Física del Estado Sólido, Teoría de la Seflal, etc.
La manera más general de considerar la ortogonalidad se establece a partir de un funcional
lineal u en el espacio P de los polinomios con coeficientes complejos.
Este funcional queda definido por su actuación sobre los monomios x» ;n = 0,1,2,..
y, por tanto, por la sucesión de valores f(u),, 1=0’ (u)~ =c u,? > , llamados momentosEI
producto escalar que define la ortogonalidad viene dado por <p,q>< u,pq> ,Vp,q e P.
Todos los polinomios ortogonales clásicos tienen en común diferentes propiedades
que los caracterizanUna de ellas, debida a P. Maroni, es que el correspondiente funcional
de momentos u satisface una ecuación de la forma DcjDu) + ‘fu = O, donde «x) es un
polinomio de grado menor o igual a dos, ‘f(x) un polinomio de grado exactamente uno y
D(.) representa el operador derivada.
Si en la ecuación funcional se da libertad a los polinomios cI>(x) y ‘f(x) de tener
grados mayores a dos y uno, respectivamente, aparecen firncionales que dan lugar a nuevas
familias de polinomios ortogonales que se denominan semiclásicas.
Recientemente en Mecánica Cuántica se acostumbra a escribir el operador
haniiltoniano 1-1, en forma de matriz tridiagonal, lo que constituye el denominado modelo de
cadena del sistemaDe esta manera se puede transformar la búsqueda de autovalores del
problema asociado a H, en encontrar los autovalores de una matriz de Jacobi (tridiagonal
simétrica>, que es equivalente a determinar los ceros de los polinomios ortogonales a partir
de la relación de recurrencia a tres términos asociada, ya que los polinomios característicos
de las submatrices principales forman un sistema de polinomios ortogonales.
II
Una perturbación del sistema fisico puede ser simulada por una perturbación en los
coeficientes de intervienen en la relación de recurrencia a tres términos.Los nuevos
polinomios ortogonales que aparecen son llamados co-recursivos, co-dilatados y ca-
modificados generalizados.
El funcional de momentos u , asociado a estas nuevas familias de polinomios
ortogonales, cumple unaecuación funcional de la forma:
D(cI>u) + ‘fu + B(V’u2) = 0 (1)
que es equivalente a que la función de Stieltjes S(z) (transformada Z de la sucesión de
momentos),correspondiente al funcional u cumpla la ecuación de Riccati:
4>(z)S’ (z) = B(z)S2 (z) + C(z)S(z) + D(z) (2)
siendo cI,%B,C y D polinomios sujetos a diversas condiciones.
Estos nuevos polinomios son llamados de Laguerre-Habn y que constituyen el
objeto de nuestro trabajo.
La organización de esta Memoria se presenta como sigue:
Capitulo L
Se describen los resultados más generales de la ortogonalidad, marco topológico
adecuado, álgebra y cálculo operacional , bases duales, relación de recurrencia a tres
términos, etc.
También se ofrecen las caracterizaciones más importantes de los polinomios clásicos
y semiclásicos, así como la definición y propiedades de la función de Stieltjes asociada a un
funcional.
A continuación se tratan las perturbaciones en los coeficientes de la relación de
recurrencia, polinomios asociados, co-recursivos, co-dilatados y co-modificados
generalizados, demostrándose las relaciones entre las diferentes funciones de Stieltjes
implicadas.
El capitulo finaliza con la aplicación de una cierta clase de polinomios co-recursivos
a la solución de un problema de potencial disperso.
Capitulo II.
Este capitulo está dedicado especificainente a los polinomios ortogonales de
Laguerre-Hahn, así como a la detenninación de la clase.
Se dan las características de los polinomios de Laguerre-Hahn, demostrándose la
equivalencia entre ellas, e indicándose expresamente la ecuación diferencial ordinaria de
cuarto orden que cumple cadapolinomio P<0 , n=0,palinomio asociado de primera especie
a la familia de polinomios ortogonales clásicos, (Anexo 2).
En las caracterizaciones (1) y (2) se observa que no existe unicidad en la
representación y conseguiremos la unicidad imponiendo condiciones de minñnalidad.Un
teorema con su consiguiente Corolario, resuelven el problema.
III
Se demuestra la invarianza de los polinomios de Laguerre-Haibn respecto a
perturbaciones realizadas en los coeficientes de la relación de recurrencia a tres
términos,respecto a la asociación, a la co-recursividad , etc.EI orden de la clase de los
polinomios perturbados si varia, por lo que se dan acotaciones relativas al orden de la clase
de los nuevos polinomios , presentándose ejemplos que complementan los Teoremas
obtenidos.
El capitulo finaliza con tres anexosUno en donde se da una relación de los
polin¿mios que intervienen en las caracterizaciones de las familias de polinomios
ortogonales clásicos, asi como de sus momentos.EI segundo ya ha sido mencionado y en el
tercero y último se describen los polinomios de Laguerre-Habn de clase cero, (ver [12])
Capítulo III.
Con objeto de obtener nuevas Ñniilias de polinomios ortogonales de Laguerre-Haihn
se efectúan diversas modificaciones del fUncional de momentos. Se le suma una masa de
Dirac, se le suma la derivada de una masa de Dirac y se estudia el funcional u definido
mediante (x-c)u=pv, siendo y de Laguerre -Habn.
En todos los casos se dan condiciones para determinar el orden de la clase de los
nuevos funcionales que aparecen.
Diversos ejemplos ilustran el capitulo.
Capitulo IV.
Siguiendo los estudios de P. Maroni , (ver [54]y [56]),eneste capítulo se estudian
los funcionales de segundo grado, pormenorizando definiciones y equivalencias, e indicando
bajo qué condiciones un funcional semiclásico es de segundo grado.
También se detalla la invarianza de los funcionales de segundo grado respecto a
diversas modificaciones del mismo, traslaciones, homotecias, co-recursividad, etc.
Por último, se muestran las condiciones que debe cumplir un funcional de Laguerre-
Habn para ser de segundo grado y, por tanto, reducible a semiclásico. Ejemplos relativos a
la teoría descrita complementan el capítulo.
Nuestras aportaciones al tema se desarrollan en los capitulo II, 111 y IV, dividiéndose
en tres grandes apartados.
En el primero de ellos se establecen condiciones necesarias y suficientes para la
determinación del orden de la clase de los funcionales de Laguerre-Hahn.El estudio se
realiza mediante la ecuación que cumple el funcional de momentos y a través de la ecuación
de Riccati que satisface la correspondiente función de Stieltjes.
IV
En un segundo lugar se efectúan modificaciones al funcional de momentos que dan
lugar a nuevos funcionales de Laguerre-Hahn, de los que se determina el orden de la clase,
presentándose numerosos ejemplos en donde se exponen explícitamente las ecuaciones que
cumple el fUncional y las que cumple la función de Stieltjes.
En el tercer apanado se estudia bajo qué condiciones un funcional semiclásico es de
segundo grado e igualmente cuando un funcional de Laguerre-Hahn es de segundo grado y
por tanto semiclásicoTrabajando con los polinomios de Tchebichev se indican ejemplos que
complementan y muestran los resultados obtenidos.
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21.PRELIMINARES Y NOTACIONES
.
1.1. El esnacio vectorial P y su dual 1
”
Llamaremos 1’ al espacio vectorial de los polinomios (de una variable real) con
coeficientes en C (cuerpo de los números complejos).
Dotaremos a P de su topología natural , límite inductivo estricto de los espacios ~n
con P DP , n~O , u P donde 1’ es el vectorial de los polinomios
n+1 n nao n’ n subespacio
de grado a lo más n , dotado de su topología natural.
Sea 1” su dual topológico.Se designará mediante <u , p(x)> el producto de dualidad en-
tre Pyl” , u~P , p(x)eP.
n
Dado uEP los números complejos (u) n naO , definidos por (u)n=cu~x >,nzose
n
denominan momentos de orden n del funcional u respecto a la sucesión (X
La topología dual débil de 1” está definida por la familia de seminormas
IUln= sup Osksn Uu)~J naO, que coincide con la topología dual fuerte.Pes un espacio de
Fréchet.
Sea E el espacio vectorial C (II) dotado de la topología natural, (topología de la
convergencia uniforme sobre compactos).Se tiene que s P y E = P donde con ~ indica-
mos la inyección continua; se sigue de manera inmediata que P~E
Sea A el subespacio vectorial de E generado por (DrIó nao,(derivada
3
n-ésima de la delta de Dirac en el origen <8’~>E~E -=«O)
Introduciremos la aplicación lineal E :A—.P definida por
n
d=Ydk(~1)k(1/k!)Dk8
k=O
n
F(d)(z)=Ydk
k=O
Dotamos a A de la topología inicial respecto a P. Se tiene que E A yque A=Pt
Es fácil comprobar que
1) F es isomorfismo de A en 1’
tji) Fes isomorfismo de Wen A
tiii) E— E sobre A.POr tanto, también sobre P
Se tiene así que
Dado que la
<F(u), ~ KA deA
sucesión de funcionales lineales
1(.1)n (l/nDDn& constituye una
base universal de P (u)n(-í)un funcional u se puede representar mediante n~o
por tanto F(u)(z)=y(u)nzn.
n~O
El dual A’ aparece como el espacio vectorial de las series formales sobre C
Para más detalles sobre la identificación de ciertos subespacios de W,ver
[46], [491,[5~],[64],[67].
1.2 Ad~ebra y cálculo oneracional de funcionales lineales.
El isomorfismo F entre el espacio de las sedes formales A y el espacio P’ permite dar
(t/flflDn~
<1.1.)
u
sentido al producto de dos elementos de P Para establecer este producto deberemos
4previamente definir la multiplicación a la derecha de un funcional lineal por un polindmio.
Definición 1.2.1
.
q
Sea p sP , p(x)=~ a1x ,a~eC,j=O,l~.q , ysea uePt
1
El producto ala derecha de u porp que denotaremos por (upJ(x) es un polinomio
definido por:
qq 11
n=O j=n
II
Definición 1.2.2
.
La transpuesta de la aplicación línea) continua
P-~.P: p(x)—jup)(x) , define el producto de dos elementos
de P’ de la forma siguiente:
<uv,p(x)>=.cv, up(x> u,vg.P ,p(x)eP (1.3.)
a
n
Notx Reemplazando p(x) por x en la definición anterior se tienen los momentos del
funcional producto uy en función de los momentos de u y y , (uv)n= 1 <u)~ (v)~ , naO.
Si el producto a la derecha de u por p(x), [up](x) es un polinomio, el producto a la
izquierda de u por p(x), denotado por p(x)u , es un funcional lineal dado por
Definición 1.2.3
<pu, q(xh=<u,p(x)q(x> , Vp, q d’ , VuEP’. <1.4.)
a
5Si por O entendemos el operador derivada en P y por 6c el operador lineal <ceC) en P
definidos respectivamente pon
cDu,p>=-<u,p’> VueWyvpeP
6 cP<X) se siguen las siguientes propiedades:
Sean u y dos elementos de P’ y p(x) un elemento de ¡tse tiene que:
a) [óp](x)=p(x) y p(x)EP
b) <vu)p(x)=v[up(x)] V u,vEP’ y Y p(x)EP
c) D[up(x)]=(Du)p<x)+uflp(x)+uO
0p(x)
e) (hp)(x)=p<ax)
O <op)(x) —p(x
2)
Y ueP’yV
Y p(x)EP
Y p(x)EP
Y p<x)eP
Por transposición se deducen de manera inmediata propiedades sobre los elementos de
—1
Pi Si por x designamos el operador transpuesto de 60 tenemos:
g) bu=u VuE P’
h) <vu)w=v(uw) Y u ,v, w E W
<1.6.)
—1i) D(uv)=(Du)v+u(Ov)+x (uy)
-1 -1 -1j) x (uv)=’<x u)v=u(x y)
k) x(uv)—(xu)v+(xv)
,Y u,vEP’
,Y u ,vE P-
Y u,v el”
(1.5)
p(x)E P
-11) x (xu)=u-b VuEl”
6
-1
m) x<x u)=u , V uEP’
n) cij1u ,p>—<u
fi) <h~u ,p>= <u ,hP>
o) <ou ,p> =~cu ,op>
Y uEP yV p(x)EP
Y ueWyV p<x)eP
Y uEP yV p<x)EP
en donde hemos normalizado el funcional mediante (u)0=1.
o
Los siguientes Lemas serán precisos para posteriores demostraciones.
Lema 1.2.1
.
y g el’ y V u eP se tiene -1 -1x [g(x>u)+.cu, 60g(x)>ñ=g(x) (x u>
DEMOSTRACION:
Sea f(x)e P
—1
entonces a (gu),
f<x)g(x)-f(O)g(O
)
x x
= <u , g%b. = <u ,60<f.g)>-.cu , f(O)60g> =
=gO0f+f(O)60g
-1
<g(x u) f>-<u,60g>.c6,f>
de aquí (1.7.).
V p, q el’, y V ueP’ se tiene
q(x)(uB0p(x)]-uO 0(q(x)p(x)J=-e~j(p(x>u)q(x)J
DEMOSTRACION;
n nibasta demostrar el lema para p(x)=x y q(x)=x , n,m zO
<1.6.)
(1.7.)
Lerna 1.2.2
u
<1.8.)
Por linealidad
nl+n nnt
xm(u80xn >-u00<x )= -00[(x u)x ] , n,m=0
de donde xm(uxní )~uxm+ní = .00[(xnu)xIfl
mnl
x ~ (u).x
j4~
n-1-j~ m+n-1 m+n-1-j
2 (u)1x
n- 1
> (u)~
j=0
m+n-1 -j m+n-1
x - j=oJ
m+n-1-j m-1 m-t-1
(u). x = - > <u)t+nx
t=0
— %[(xnu)x¡ll]
o
Lema 1.2.3
.
V te P y Vp eP se tiene que fi <jup(x))=u(80p(x)J
DEMOSTR4CION:
n
Por linealidad es suficiente demostrar el lema para p(x)=x
Oo<uxn) =00 n2$0
n-j n-1
(u)~x =
$0
xn~J~1~uxní
o
Lema 1.2.4
ti uePy Vp , qeP se tiene que [u(pq)](x) =ftpu)q](x) + xq(x)(uO0p)(x)
DEMOSTRACION:
Por linealidad tomaremos
n+m
uxn+m= y;
i=O
<u)n+mi
np(x)=x
m
y:
i=O
y q(x)~.xm ,m,n~0
n-1
+ 2 <u)niíxm+i+í
i=0
<u)
7
m+n-1
-2j=n
m+n-1-j
(1.9)
n
= u%x
<1.10.)
o
8Lema 1.2.5
.
ti u ,vE P’y VpeP se tiene que
p(x>(uv)= fjp Cx) y)u + x¿’v%p)(x)u <1.11.)
DEMOSTRACION:
Sea qeP ; <p(uv) ,q>=.cuv,pq><u,vpq>~=<u ,(pv)q>+cu ,xq(vO0p)>
o
1.3.Base dual en Pde una base de P. (r421S431)
.
Sea {Bnlnao una sucesión de polinomios tales que grado cJe Bn sn , n~O.
La sucesión ¡Bn)n~o se dirá linealmente independiente si y solamente si el grado de En es
n , n=O.Eneste caso se puede normalizar cada polinomio de la sucesión considerando
n-1Bn(xfrxn+bnX + Se dirá ahora que la sucesión está normalizada.
Definición 1.3.1 -
Se define como sucesión dual de la sucesión normalizada IBnJn=a~a ¡a sucesión de funcionales
lineales tan)naO dada por cnn~ B¿ =6 , n,m=O.n,m
La sucesión
1«n1 naO es linealmente independiente y única, constituyendo una base universal
de P’.
O
92. FUNCIONALES LINEALES REGULARES.POLINOMIOS ORTOGONALES
2.1.Funcionales lineales reeulares.Polinomios orto2onales
.
Definición 2.1.1
Sea Ip,, ‘nao una sucesión en P con grado de Pn=n y sea u un elemento
de l’ .La sucesión ~ se dice ortogonal respecto a u si:
i> <u,P P>—O , m—n
mn
2U) .<u.P,{O naO
fi
2Nota: Si <u , Pn> r~1 , n~O la sucesión se dice ortonormal y cuando el coeficiente del término de
mayor grado de cada l’n es la unidad , la sucesión se denomina mónica ,<S.P.O.M.).Si sólo se
impone la condición 1) diremos que 1l’n 1n~O es una sucesión débilmente ortogonal, (ver [321).
Teorema 2.1.1. <(141
)
Los siguientes en uncíados son equivalentes
1) La sucesión ~ ~ es ortogonal respecto al funcional u.
U) <u, qP,,>=O para todo polinomio q de grado m, donde Osmsn-1 , mien tas que
<u ,qP~~z.-O si grado q=n.
E
¡
u lo
¡ [ <u , m>,..~ osmsn-1 , iial
iii>
1 <u, x”P,,> -O
¡ 5
Nota: Una sucesión 1~n n~o ortogonal respecto a un funcional u es necesariamente linealniente
independiente, de manen que siempre se la puede suponer normalizada (mónica).Tal sucesión,
¡ ahora, es única
Definición 2.1.2. ff161
)
£
Un funcional lineal u se dice regular [51] o cuasi-definido [16] ,si existe una suce-
sión de polinomios ortogonales respecto a u.
o1 Un funcional lineal en general no admite una sucesión ortogonal en el sentido fuerte.Bas-
ta con considerar el funcional u definido por <u) — an a>0 , n~O .Si P
0<x)=1 y
n¡ 2¡ <u P0P1>=a-~0=O y <u ~P1>=<a-~92--O ,que contradice aii) dela Definición 2.1.1.
E Teorema 2.1.2. ff141
¡ Un funcional lineal u es regular si y solamen te si A~(u)=det[ (u)~~jJ o -O , n=O
¡ E
1
Toda sucesión ortogonal respecto a un funcional lineal verifica una relación de recu-
¡ rrencia lineal homogénea de orden 2.Esta relación de recurrencia constituye una caracterización
¡
¡
¡
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de los polinomios ortogonales con respecto a un funcional lineal.
Teorema 2.1.3.
Sea u un funcional regular de F y sea (P,, > naO la correspondiente £P.O.M.
Entonces existen dos sucesiones de números complejos t’t)n=c>y ‘~n’n=O‘ y,,—O ,Vn=Otales
que:
P
0(x)=1 l’ftx)= » fi0
(2.1.)
Pn+2(X)=(X~Pn+I)PnI(X)~ Y~ nao
a
Nota: El recíproco del Teorema 2.1.3. es válido y fue probado por Favard [23],<ver también
[16])
En 1.3. introdujimos el concepto de base dual de una sucesión de polinomios linealmente
independientes.Tomaremos ahora como base en 1” la base dual de una S.P.O.M.
1l’n>n~o la notaremos
por {anln~o.Sea ueP el funcional lineal regular respecto al cual la sucesión IPn)n~oes ortogonal.
Hacemos u= y; a~ ai.
i=~0
Pronosirion 2.1.1.
p. Cx)1cx. = u
1 2
<u, ¡Ji>
<2.2)
12
DEMOSTRACION:
.t P (x),.=i, j
II
2 u, P~(xh=cu~ 2
<u, P1<xk. <u
5
2.2.Sucesiones de polinomios ortoeonales clásicos y serniclásicos
.
Entre las diferentes clases de polinomios ortogonales , los modelos más estudiados son
los polinomios ortogonales clásicos , <Hermite ,Laguerre , Jacobi y Bessel),véase [161434]
,[42],[51]452],[SO] y LsstPartiendo de la ecuación distribucional que cumple el funcional de
momentos , en la Proposición 2.2.1. indicamos caracterizaciones equivalentes.
Definición 2.2.1
funcional lineal clásico a toda solución regular de la ecuación
donde 4q’x) y !r(x> son polinomios tales que Osgradots2 y
(2.3.>
correspondien te se dice sucesión clásica.
De manera equivalente a la definición
ser caracterizados por:
u
2.2.1. los polinomios ortogonales clásicos pueden
2.2.1.
i)Son polinomios ortogonales tales que la sucesión de sus derivadas también es
ortogonal , ([27]).
ii)Son polinomios ortogonales que verifican una relación de recurrencia diferencial de
u
¡
u
u
u
E
u
E
¡
E
u
¡
u
¡
u
¡
u
¡
u
E
1
Se denomina
D(0u)+Wu=O
grado ‘¡‘=1.
La £ P.O.M.
Pranosician
u
•
u 1 13
la forma <t(x)P,, (x)=a,,P,,÷i¿’x)+bnPijxY¡.c,,Pnyx) ; nal
u siendo an~b,,,cn constantes reales con cnro y grado de0(x)s2, ( [3]416]442]).
3 ijflcada 1’,, verifica una ecuación diferencial
¡¡ AXX)Pn(x)+Ai(x)Pn(x>+Ao(n)Pn(x)=O , naO
(n-1)A 2
U donde grado deA2(x)s2, grado deA1¿’x) =1 y A</n)=-n (A 7~+ 2 J tO ,( [11J,[60]).
(3
La definición de un funcional clásico dada en 2.2.1. se generaliza de forma natural
dando lugar a los polinomios ortogonales seiniclásicos.
u
I Definición 2.2.2. <[301.I’481)
.
Se denomina funcional lineal semiclásico a toda solución regular de la ecuación
DÚtu)+ wu=O (2.4.)
3 donde t(x) y V4x) son polinomios cuyos grados ven fican la condición
grado ‘p=t=O y grado W=p=1.
E La £ P.O.M. correspondiente se dice que es sucesión semiclásica o Laguerre-Hahn afin,
I <[26]).
3 Nota:Si la ecuación <2.4.) admite soluciones regulares ,el par [‘t,W1se dice par admisible. En ge-
neral dicho par no es único.Asociando a cada par admisible el número natural h(u)=niáxl t-2,p-1},3 definimos como clase “s” del funcional u al elemento mínimo de h(u), s=mín[h(u)].
u
u
E
u
u
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1 ProposIción 2.2.2
.
3 Equivalentemente a la Definición 2.2.2. los polinomios ortogonales semiclásicos
pueden ser caracterizados por:
u i)Eviste un polinomio 0(x) de grado t ss-l-2 tal que+ t
n+í<X>= k y; 2n¡<Pk(X> fl=S,
con an,,s~O , n=s+1, < [49] ).
¡ ii)Exisren polinomios J(x,n), l((x,n) y L(x,n> cuyos grados son independientes de n
U tales que J<x,n)P’ -n <x)+K<x,n)PjxhL(x,n)P~(x)=O , na O, donde grado Js2si-2 , grado
I Ks2s+1 y grado Ls2s, ([28]).
u
u
u
u
u
u
u
u
u
u
1
E
u
u
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3.FUNCION DE STIELTIES ASOCIADA A UN FUNCIONAL LINEALu
3.1.Definición y uropiedades
.
u ____________
Definición 3.1.1
Dado uePtLa función de Stieltjes del funcional u, que denotaremos mediante S(u)(z) se
3 define mediante
n+1S(u)(z) = - y; (u4,/z (3.1)u naO
Nota: -S(u)(z) es la Z-transformada de la sucesión de momentos asociada a u,<ver [68]).En lo que1 sigue, siempre que trabajemos con funciones de Stieltjes utilizaremos la z como variable
1 independiente , reservando la variable x para el trabajo con las ecuaciones funcionales.
uu Veamos cómo se traducen las operaciones algebraicas para funcionales introducidas en
1.2. en términos de las funciones de Stieltjes.
I Lema 3.1.1
Sea te P’ y B(x)e P .Considérese el isomorfismo F entre P’ y A - (espacio de las series
1 nformales> dado por F(u)(z)= ~ (u),,z .Se verifica que:
naO
1 i> zF(u)(z>
u) S’(u)(z)= S(Du)(z)u <3.2.)
iii) S(u.v>(z)=-zS(u)¿’45(v)(z)
1 iv) S(Bu)(z)=B(z)S(u)(z)+ (uO&)(z)
-1
y) S(x u)(z> = (1/z>S(u)(z>1 2 2vi) (1/z)(uO0B)(z) (hz )Sfru~%B>6)(1/zh(uB0B)(z>
I DEMOSTBACION:
I I) Directamente de las definiciones de S<u)(z) y F(u)(z).
1
u
16
n n-1ji) Sea u6W, tenemos que (DtOn = .cDu , x > = -<u, ¡ix > = con (Du)0=0 ,]uego
nP(Du)(z) = y; (Du)nz
n~O
n
= - y; n(u)~.1z
n~ 1
n+1
¡izO
De la definición de S(u)(z) tenemos:
nS(u)(1/z)= -z y; (u)~z -zF(u)(z) y
naO
S’(u)(1J2) =z y; (n+1)(u) 2n+1
naO n
de aquí
F(Du)(z) = -(1/z)5(u)<1/z) S~ (u)(z) = -(1/z)F<Du)(1/z) =S<Du)<z)
iii) Sean u vePtTenemos que F<u.v)=F(u).F(v) pues
y; (u.v) ~ y; (u)~zn. y: (V)Z~
naO naO naO
al ser (u.v)~= y; (u)~ <y)1
2Por tanto F(u.v)=- <hz) S(u.v)<1/z)=(1/z )S(u)<1l/z)S<v)<1/z)
S(u.v)<z)=-zS(u) (z)S<v) <z).
niv) Demostraremos este apartado para B(z>=z extendiendo el resultado a cualquier
polinomio por linealidad. Bu=z~u , luego <Bu)m = (u)¡i+m
Por otra parte u%B=uO0zn uzn~l = n-1y; (u)1
j=0
m n m
>‘ 2. ~n+m~ =(1/z >y; <~>n¿~ -<
n~O n~O
n-1 1+j-n
hz) ~ <u)~ z ,luego
$0
F(Bu)<z) = y: <u)n+mzm <l/zn) ~ (u)mzm~(
maO maO
n- 1
hz) y; (u)1
$0
1+j-n
z =B<1/z)F<u)<z)-<1/z)<uO0B)(1/z)
-< 1/z)S(Bu)<1/z) =B(h/z)<-h/z)S(u) <hz) -( hz) <u%B)(1/z)
naO.
S(Eu)<z)=B<z)S<u)<z) +<uO0B)(z)
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-1 p(x)-p<O
)
y) Sea ueJ” y p(x)eP.Entonces c u , p(x)> = <u, 60p<x)> = <u , >,~ luego
-1 -1 n ¡i-1 -1(x u)n =c u,x >=cu,x >=<u)~1 con <x u)0=O
u)(z) = y;
nt1
-1 nCx u)~z (u)níz~ = z (u)nz~ = zF<u)<z).y;
xmO
-1(-1/z)S(x u)(1/z) = .S<u)<1/z) -1S(x u)(z) =(1/z)S<u)<z).
vi) Como en el apartado iv), lo demostraremos para B(z)=z~ extendiendo el resultado
por linealidad.Supondremos además que p~2 , pues para p=O y p=l el resultado es evidente.
80B=00z ; uz = y; <u).z
$0
luego
p-1 p-1-j
=dl/z) y; (u)~ z
$0
pPor otra parte P(<u , 80z >8) =
p-1
(hz) y;
$0
<u). z5 -j _ p-2 p-2-j— <1/z)<uyí+ y: <uh z$0
2p p-2y uO
0z =uz
p-
2
= ~ (u). p-2-jz
de donde vi).
o
Las fracciones continuas constituyen uno de los orígenes de los polinomios ortogonales.Trata-
remos , a continuación , su relación con la función de Stielties.
Sean {p~ j~<> y lv~ 1ií dos sucesiones numéricas.A K
x.~O
x-I~ ~
1
En
•11
Yn.. 1
n- 1
FC
p<1/z)(uO
0z
n=1,2,3
18
le llamaremos aproximación n-ésima o convergente n-ésimo de la fracción continua
1
Y1
vn
x-p ~-
n
Usando las formulas de Wallis ,ver [16],se puede comprobar que el n-ésimo denominador
parcial En =Pn es un polinomio de grado n ,satisfaciendo la sucesión ¡l’nmn~o una relación de
recurrencia de la forma (2.1.) , B0=P0=1 y que el n-ésimo numerador parcial ~An
<1)polinomio de grado n-1 , cumpliéndose que la sucesión
4l’n 1nao de polinomios
<1)
=P estin
n-1
numeradores,
es también ortogonal, (son los polinomios asociados de orden uno a los ~n’ que se considerarán
en 4-1,)
Para cada sucesión IKnI¡i~O de aproximaciones de una fracción continua , existe una
subsucesión tal que ,para todo ze C-{R), converge a una integral de Stieltjes de la forma
CI’I’(Z> ([65])
de
en donde ‘P<z) representa una función de distribución con infinitos punto
crecimiento en R, tal ~uef zn dM~<z)= (u)n.La fracción continua se dice asociada a la
P dW(z)integral —, o bien a su desarrollo formal n+ 1y; <u) nxmo .Ahora podemos definir la
función de Stieltjes en términos de fracciones continuas.
3.1.2.
De manera equivalente a la definición <3.1.1.)
1
Y
1
x-p ~-
es la representación de la función de Stieltjes en fracción continua.
Definición
(3.3.)
u
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4. PERTURBACIONES A LA RELACION DE REÉÚRRENCIA
4.1. Polinomios asociados.
Definición
114711
4.11.
Llamaremos suce.¶ión de polinomios asociados de primer orden de la sucesión 1l’n í=oS.P.O.M.
(1)
relativa al funcional lineal u , a la sucesión IP,, ‘n=Odefinida por:
(1)
n (u)
0 y-x
> ,.naO (u actuando sobre y)
La multiplicación a la derecha de un funcional pár un polinomio nos perndte dar un resultado
equivalente
Proposición 4.1.1
.
La definición 4.1.1. es equivalente a (1> (4.2)
Recordando el concepto de polinomios numeradores descrito en la sección anterior se puede
obtener fácilmente la relación de returrencia que runiplen los polinomios asociados.
Teorema 4.1.1
Dado tel” , sea fP1~ ‘naO la S.l’.O.M relativa al funcional lineal u, y que verifica la
(4.1)
a
ID
relación de recurrencia ( 2.1.).
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La sucesión
(x>=1
(1)
LP 1n naO satisface ¡a relación de recurrencia siguiente:
(1)Pl (x)=x-~l
(1> (1) (1)P2(X) (x-¡On+2Pn#i(x)~y,,+2Pn (x> naO
Por aplicación del Teorema de Favard existe un funcional lineal normalizado
<1) (1) (1)[(u )~=h] , respecto al cual la sucesión 1~n j~~o es ortogonal.EI funcional u se conoce
como el funcional asociado de primer orden del funcional lineal u.
El siguiente Teorema 4.1.2. permite obetener una representación del funcional u(i) en
términos de u.Previamente necesitaremos dos Lemas.
Lema 4.1.1
.
VuePy tipel’
-1
siendo u el funcional
-1
se cumple que xf u (uO
0p(x))j =p<x)
inverso de u,
-1(u.u =6),
DEMOSTRACION;
Por linealidad efectuaremos la demostración para p(x)= xn+ I~
n+1 ~
uB0x = y; <u)~.)
$0
-1 n
u <y;
$0
<u)nj2
n n
)=y; <y;i=O 3=i Cu)n.j<u
-1
J—1
=<u)
0(u ~o-1 nx =x
<4.3.)
u
Cl)
ti
(4.4.>
n
a
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n -1
>nY <u).(u$0
-1
=0 , nzl, de acuerdo con el hecho de ser u.u =8.
(1)
S.P.O.M. 1l’n’n=Oy sea tan 1na0 la base dual de la S.P.O.M.
.Se tiene:
(4.5.)
<(u)
0(x «n+1 -1 (1)>u ,1’ >m
= <xan+í , u~ (u O0P~1) > — P >-b
m+1 — n,m
En estas condiciones, obtenemos una relación explícita entre los funcionales u (1) y u.
Teorema 4.1.2
.
Sea u un funcional lineal regular.Se tiene que y1u
DEMOSTRACION;
Del Lema 4.1.2. y la Proposición 2.1.1 se sigue que
<1) <1)
u
P1<x) u
,u—a0 ,aí= 2
<u,
(Ji)
(1) 2-1
=-(x u ).
=1
Nota: <u.u
Lema 4.1.2
Sea tan)nzO la base dual de la
(1)
asociados de primer orden
1~n ‘nao
(1>
n >0 (xan+í) u1a
DEMOSTRACION:
u8
0Pm+1
—1
u
(u)0
u
(4.6.)
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(1) -1
a~ =(X«QU
x(xf0)u
2
2
x u
-1
-1 __________
Y1
-1 -1 -1(xu) u = x(uu )-xu = -xu
2 -1 -1 -1 2 -1 -1
(x u) u =x[(xu)u ]-(xu)0(xu ) = -x u - (u)1<xu ).
Lema 4.1.3
.
Notx (u)1=p0 , (u)2= 2PO +Yl
-1
Sea u El” ,
1l’n’n O la S.P.O.M. correspondiente
polinomio de grado RSe tiene:
(1)
u%(BPm+i) maR [y
0=(u)0=1)
al funcional lineal u y sea B(x) un
4.7.)
DEMOSTRACION
Reemplazando P(x) por l’m+1 y q<x) por B(x) en la ecuación <1.8.) y recordando la Definición
4.1.1 , (r=O) tenemos
UOo(BPm+í )= Epa)+oo[<Pmíu)BI
Pero (Pm 1u)B=O para n~k , pues si E
k
1=0
jx con a1 eC, entonces
k
(Pm 1u)E= y;
n=O
(Pm íutn =0
k
•~ a~ (P
n
u>. xm+1 j-n
si j-tIsm
a
donde
n=O,1,2,,, k
a
El Teorema 4.1.1. muestra que la asociación de orden uno conlíeva una traslación de los
E
¡
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u coeficientes de la relación de recurrencia.Consideraremos de forma más general la sucesión
(r) <r) <r-1)
{Pn ¡nacrEs claro que <l’n >xmO es la sucesión asociada de orden uno a la sucesión 1~n 1naO
hecho que nos permite la siguiente definición.
I Definición 4.1.2
.
¡ De manera general se define la sucesión asociada de orden r, ¡eN como
aquella que cumple la relación de recurrencia:¡ (r)
P
0 (x)=1 ; l’1 (x) = X~Pr¡ P (x)= (x-p(r) (r) (r)
n+2 n÷r+íPn#l(X) - ~n+r+1~n (x) , naO <4.8.)
u o
(r)
Por aplicación del Teorema de Favard existe un funcional lineal normalizado u1 (r) (r)[(u )o=1] respecto al cual la sucesión <~n >nO es ortogona. uncional u<r>lEí f se conoce3 como el funcional asociado de orden r del funcional u.
¡ Como consecuencia de la Proposición 4.1.1. tenemos:
ProDosición 4.1.2
¡
(nl> (r> (r)
La Definición 4.1.2. es equivalente a l’n (x) = u 6oPn+~ (x) (4.9.)
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I Definición 4.1.3
Los coeficientes ~ y y de la relación de recurrencia <2.1.) son funciones del subíndice “n”.
E Una extensión de la relación de recurrencia aparece cuando hacemos que los mencionados coeficientes
I ~y y sean funciones de “n+-r”, tE q y(n+r) !=O.
Esta modificación en los coeficientes de la relación de recurrencia da lugar a una nueva clase
¡
¡
¡
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de polinomios ortogonales que los denominaremos polinomios asociados de orden -r y los
-E
representaremos por P , ( [4],[12],[69]).
n
a
4.2.PoUnomios co-recursivos <[151S171¡401S621S6611.
Sea 1l’n1naO una S.P.O.M. cumpliendo la relación <2.1»Modificando los coeficientes p1
,obtendremos nuevas familias de polinomios ortogonales.De estas nuevas familias estudiaremos
propiedades , relación de recurrencia y relación entre las correspondientes funciones de Stieltjes.
Definición 4.2.1.
Sea
1~n’na0 una &P.OM. cuya relación de recurrencia viene dada por ( 2.1 )&onsideremos
una modificación única en el coeficiente >6k’ haciendo
* *
La nueva familia de polinomios ortogonales resultante se denomina sucesión de polinomios co-
*
recursivos generalizados y la representaremos por 1l’n ‘n=cr
La fórmula de recurrencia para esta nueva familia es:
*
P.(x)=P.(x)1 1
*
Pk+í(x) = (x.Pk.tOPk(x) - ?kPk..1(x) = l’k-i-1 (x)-M ~k <X>
*
Pn+
2(X) = (X~Pn+i)Pn+i(X> - r,,÷íPn(x)., nak
o
Osjsk
* *
*
<4.10.)
Nota: La solución general de la relación de recurrencia <4.10.) puede ser escrita de la forma
25
¡ P~(x)=A0(x)P¿x) (1)-f-B0OOP~1(x) * <k+ 1) (x)o bien P~<x)=Ak(x)Pn(x) +Bk(x)P n-(k+1)
* *
determinándose Ak y
8k según las condiciones iniciales Pk<X) y Pk+í(x).En términos de los
*
asociados de orden (k+1> resulta P~<x)= Pn<X) <k+1)Pk(x) Pn(kl <X) *xmk+1, Pn<x)=Pn<x)
Denotaremos por u* el funcional lineal normalizado ( (u~’9
0=1 ) respecto al que la
*
sucesión IP 1n naO es ortogonal.
4.2.1
Sea S(u)(z) la función de Sdelties correspondiente al funcional u y
la correspondiente al funcional u* .Se tiene:
A(z)Sk+l(z) + Bfr)
(z)=
(1)
A(z)= rk+lPk~l(z)
C(z)=
1k# lPk(z>
C(z)Sk÷l¿’z)+ D(z>
(1) (1)
D(4= ~l’k+1(z%fpPk(z)
En donde 5k+1 (z) representa la función de Stieltjes correspondiente al funcional
(k-* 1)lineal u asociado de orden (k-i-1) del funcional lineal u.
DEMOSTRACION:
nsk.
Pronosic:on
<441.)
Siguiendo la Definición 3.1.2. tenemos
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1
Y1
(x-~ ~)
~k-1
k-1>
<x-Pk-~±)4.Yk+l
5k+l
la aproximación k-ésima
Y
1
Yk.í
(x-~ k- 1>
<1)
Ak l’kl
Sabemos que—= - —
P
Ahora usando las formulas de Wallis , <[16] pág. 80).
k
<1) <1) <1)Ak+í=-Yk+lPklSk+1-Pk ~~~k-1 2k+§~k+1l’ék+1~l’k+f ~l’k
de aquí <4.11
o
Corolario 4.2d
.
Sea S(u)(z) la función de Stieltjes correspondiente al funcional u y sea
(k-i-1)
la correspondiente función de Stieltjes asociada al funcional lineal u
(k-
1’-1)
5k+
1(z)=S(u )(z>
asociado de arden (1<-el)
5
Ak
Sea
Ek
1
(x-p0) -
(x-~1) -
al funcional u - Se tiene que:
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l’k+1 (z)S(u>(z) -
>‘ki-15k-<-1 (z)=
<4.12.)(1>Pk(z>S(u)(zhPkí (z)
DEMOSTRACION:
Se sigue de la Proposición 4.21.. haciendo x=0.
a
Pronosicion 4.2.2.
Sea S(u)(z) la función de Stieltjes correspondiente al funcional
la correspondiente al funcional u*.Se tiene que:
S¡4k<u
A(z>S(z) + B(z)
C(z)S(z) + D¿’z)
k
con A(z>= fl q
PO
DEMOSTRACION:
Se obtiene sustituyendo
<1) (1) k
l’k l’k - l’k-
1l’k*1 = fl
j=O
<4.12.) en <411.). y recordando que
Y.
J
,<ver [16] pág. 86)
4.3.Polinom¡os co-dilatados .11201.f4Olb.
(1)l’k <z>
u y SMk(u*)(z)
(1) (1) 2
<4.13.)
2 k
;D(zj=fl ‘y
j=0
(1)
1
<4.14.)
Definición
a
Sea
1l’n’n=Ouna £l’.O.M. cuya relación de recurrencia viene dada por ( 2.1 >.Consideremos una
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modificación única en el coeficiente haciendo:
Yk=Ark ,Az.O, nsk
La nueva familia de polinomios ortogonales generada se den omina de polinomios co-dilatados
generalizados y la representaremos por (P ,,Jn~,oLa fórmula de
P.(x) =P. (x)1 1 Osjsk
e e
l’k-&1 (x)=(x~PQPk(x) -~ ~ff¡~«(X~>=Pk+I (x)¡-(I-A>r¿k 1(x)
Pn+2(X)=(X~Pn+i)Pn+i (x> - Yn÷iPn(X) , n=k
Notaremos por u el funcional lineal normalizado respecto al cual la sucesión
es ortogonal.
Propnsición
Sea S(u)(z) la función de Stieltjes correspondiente al funcional
correspondiente al funcional u - Se tiene que:
A(z)S(z)+B(z
)
ASk<u )<4= C(z)S(z)+D(z)
k
siendo A(z)=fl Y- + <14) <1)
j=1 YkPk2(z)Pk<z)
<1)B(z)=+Yk <1-X)P k~1<z)
recurrencia para esta familia es:
<4J5.
II
e
IP n>na0
4.3.1
u y ASk(u )(z) la
(4.16.>
<1>Pk2(z)
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C(z)=- Tk (lMPk(z)PkPz)
k <1)
D(z)=fl Y- - (14> y
j=1 kPk~l<z)Pk~l(z)
DEMOSTRACION:
Xsk<u )(z) = -
(x-p
0) -
(x-p1) - - -
Akl
Bkí
1
Y1
(x-p0) -
1
Y’
~k1
k- 1> +XYkS k
<1)
2
1
Tk— 2
(x-p
1) -
<X~Pk2
Las formulas de Wallis junto con (4.12.> y (4.14.) dan el resultado.
4.4. Polinomios co-modificadas (f401S5 111.631)
.
Definición 4.4.1
Sea IPn)n=Ouna S.P.O.M. cuya relación de recurrencia viene dada por ( 23.) .Consideremos
una modificación de los coeficientes de la forma:
o o o o
Y. • i.’k
La nueva familia de polinomios ortogonales generada se denomina de polinomios co-
o
modificados generalizados y la representaremos por IP 1 .La fórmula de recurrencia para esta
n nao
familia es:
u
u
1
u
E
u
u
u
1
u
u
u
u
E
u
u
u
u
u
u
u
5
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P.(x)=P.(x)
1 J
Osjsk.
P (x)—k+1 — (x-flk -p) Pk(X) -ArkPkl(x)
P (x) — n+1
— (X-/31 )P (x) -
(4.17.)
nzk
a
Notaremos por u el funcional lineal normalizado respecto al cual la sucesión jP
n xmO
es ortogonal.
Pronosirión
Sea S(u)(z) la función de Stieltjes correspondiente al funcional u
pondiente al funcional u .Se tiene que:
O A(z)S(z)+B(z
)
C(z)S(zP-D(z)
k (1)
siendo A~z)=-fl ‘y ~l’k (z> [-(1-A) rkPk2(z)
ini
(1)
-í-pP1<1(z) 1(1) ~(l) (1)
B¿’z) = Pkl(z) IP k-1 <~> - Yk<’
1Á> Pk
2(z))
C(z) = Pk(z) [-g Pk(z) + ~k (1-A) Pkilz) 1
k
D(z) =-fl
j=1
(1)
‘y + P~i(z) ((l~AñkPkl <~> -pP~/z) 1
4.4.1
YAS(U )(z) la corres-
(4.18.>
DEMOSTR4CION:
u
u
U 1 31
XSHK = -3 (x-p0) -
?~1 - - - - Yk~ 1
<x~Pkí) -
u <x~k44)+Yk1Sk1
<1)u Ak
Sea — = - — como en la Proposición 4.2.1.u .
Las formulas de Wallis ,junto con (4.12.) y (4.14.) dan el resultado.u
Nota: La reiteración del caso co-modificado ha sido realizada por P.Maroni en [51].Se encuadra
U dentro de la teoría de perturbaciones finitas analizada para el caso particular de funcionales
u definidos positivos por 1’. Nevai y W.Van Assche [SS] ,asi como por FJ’eherstorfer [61].
En [20] se puede encontrar una relación explícita entre los funcionales correspondientes a
los polinomios perturbados y a los polinomios originales para algunos casos particulares,
• obteniéndose los siguientes resultados:
i) Para el caso co-recursivo k=0, u* = <101 + F’ D
u ii)Para el caso co-dilatado k=1, u = [Xu1+(l-X)b+(1-XW0DÓ
u iii)Para una superposición de los casos i) y u) u’= ¡ Xu1+(1-X)6+[(1-M~0-4-?4t IDÓ r’
Por otra lado en [36] y [37] se da una representación explícita de los polinomios co-
recursivos, k=O de los asociados de orden k a los polinomios de Laguerre y de Jacobi, así como la
parte absolutamente continua de la medida de ortogonalidad correspondiente
En [66] se analiza una aplicación física de las perturbaciones anteriormente estudiadas Lea
U
u
u
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una SRO.M. , respecto a un funcional u definido positivo satisfaciendo la relación de
recurrencia (2.1.)
Consideremos la siguiente modificación en la relación de recurrencia
P*n2 <x) (xt l>rn 1(x>Y íPn<X> , naO (4.19>
«!=0,
Los polinomios P*n son ortogonales con respecto a un funcional u~ que es definido positivo
para cx >0 y cuasi-definido para a <0 y algunas propiedades (como teoremas de separación de
* *
ceros ,verdadero intervalo de ortogonalidad <~ ,n~) ,etc. ) pueden ser determinados a partir de los
Pn<x) . La relación entre las funciones de Stieltjes relativas a los funcionales u y u* respectivamente
viene dada por SCu*)<z)= -a 1 ypara «>0 la relación de ortogonalidad para los
P*n (x) es:
*J ‘11*¾ rn<x)P*m<x)dr¶x) = «YpYnlónm para n,m=0,1,2,,..
donde l~*(x) es una función de distribución que puede ser determinada por la fórmula de inversión de
Stieltjes , <ver [16] pág 90) -
Consideremos los polinomios de Tchebichev de segunda especie U~<x) ,que satisfacen la
relación de recurrencia <2.1.> con Iln=O , naO y Yn
4’M , ¡ial.
Sea u*el funcional correspondiente a los polinomios co-recursivos U*n<x) ,según <4.19) .Si
u* es definido positivo la correspondiente función de distribución tiene espectro continuo contenido
en [-1,1] y posiblemente un espectro puntual consistente a lo más en dos puntos.
En la fisica del estado sólido , en el contexto del modelo de cadena , los polinomios co-
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recursivos de los polinomios de Tchebichev, pueden representar el efecto (descrito Úor los
parámetros a y i~) de un átomo situado sobre una superficie, que corresponde a la cadena constante
naO Y ~n”4 ¡ial.
Los polinomios co-recursivos aparecen en la teoría del potencial disperso, en particular
con la técnica de L2, donde se puede dar una interpretación fisica a partir de las propiedades
espectrales.
Refiriéndonos a la ecuación de Schrodinger
h2 d2 w
Zm dr2
(1)las L2 -funciones son 4’ n(r) =frr/(n+l)iLn Cxr)e(l/2))~r (1)donde L n Cx) son los polinomios de
Laguerrey ‘P= ~ Rn(E>4~n(r) .Definiendo x=[E- ??/8j/[F+ X2/8], Rn(E) es proporcional a los
xmO
polinomios co-recursivos de Tchebichev con «=1+—3 y jz=a-1EI espectro del Hamiltoniano para
este modelo es reflejado por el espectro de r*(x>, además del espectro continuo F1,1], aparece un
punto espectral aislado si -4«/>3> 1/2 , -4o,’x3 — 2, que corresponde al estado acotado, (ver [29]).
E
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CAPITULO II
.
POLINOMIOS DE LAGUERRE-HAUN.
LPOLINOMIOS DE LAGUERRE-HAHN
LLCARACTERLZACIONES Y EQUIVALENCIAS.
2.DETERM[NACION DEL ORDEN DE LA CLASE
2.1.DETERMITNACION DEL ORDEN DE LA CLASE.
2.2.PERTURBACIONES A LA RELACION DE RECURRENCIA.
2.3.ANEXOS.
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2.1 POLINOMIOS DR TOCONALES DE LAGUERRE-HAIIN
.
ti. Caracterizaciones y equivalencIas. (r12].[131.[181.1221F391)
Definición 1.1.1.
Un funcional lineal u se dice de Laguerre-Hahn si la función de
Stieltjes S(u)(z)= - y; (u)n/z~~’ verifica una ecuación de Riccati
naO
0(z)S iu>(z)=B(z)S2(u)(z)+C(z)S(u)(z)+D(z) <1.14
siendo 0(z), B(z), C(z)y D(z) polinomios con coeficientes complejos, con
0(z)—O , 8(z) !=0 y D(z)=4¿’Du) ~o0](z)÷(u6
0C)(z)- (u
2 8o2B)(z)
a
Nota: Cuando B(z) es idénticamente nulo , la función de Stieltjes satisface una
ecuación diferencial afín de la forma 0(z)S (u)(z)= C<z)S(u)<z)+D(z) y los polinomios correspondientes
son llamados de Laguerre-Hahn afines y también polinomios semiclásicos, (ver [26], [49],[51]).
Definición 1t2
-
Sea (1%, ‘nao una S.P.O.M. relativa a un funcional lineal u regular.
Diremos que 1l’n ~ es de Laguerre-.Hahn si u es un funcional lineal de Laguerre-Hahn.
a
Teorema 1.1.1
.
Sea u un funcional regular normalizado ((u)
0—y0=1), y sea fl’,~ ¡ naO la correspondiente
S.P.O.M.
u
U
U
¡
¡
u
u
E
¡
u
u
U
U
¡
¡
u
¡
¡
u
£
U
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Las siguientes proposiciones son equivalentes:
a) u es un funcional de Laguerre—Hahn.Consecuentemente, ‘‘n ‘naO es una sucesión de
polinomios ortogonales de Laguerre-Ilahn.
1’> u verifica la ecuación funcional DbtuJ÷wu+B(x1u2)=0 <1.2.)
donde 0(x) , B(x) y C(x) son los polinomios definidos anteriormente en (1.1)
y ‘Y(x)=- (c< (x)+C(x)] , siendo tel grado de «x) , p el grado de ‘P(x)a 1 y reí grado
de B(x).
2
c) u satisface la ecuación funcional Dfx4’uJ÷(xW-0)u÷Bu=0 con la condición suplemen-
tada <u, !!b~q--cu2, %B>=0 donde 0(x) 211(x) y B(x) son los polinomios definidos en b)
d) Cada polinomio Pn(x) , ¡nO, verifica una relación (llamada de esrructura) de la forma
n+d
4’l”n÷10<>-Rl’,, <x)= 2~nMl’,¡ (x) • rns-i-l (1.3.)
(1)
siendo 0(x) y R(x) los polinomios definidos en a) y 1<,, >n=Ola sucesión de polinomios ortogonales
asociados de primer orden relativa a t~’n >n=O,siendo s=máx(p-l,d-2> y d=máx(t,r>.
DEMOSTRACION:
a)=~b)
Usando el Lema 3.1.1. Cap.l. en términos de F<z) , <1.1.) se escribe
2 2
-4’(z)(1/z>F(Du)(h/z)=B(z)<1/z )F<u )(1/zb-C(z)[-<h/z)F(u)<1/z)]+D<z) <1.4-)
<LS.)
2 2 2
-(1/z)F[0Du]( í/z)-[(Du>804’J(z)=<1/z >F<Eu )(1/z)+(1/z)<u 00B)(z)-( 1/z)F<CÚ)<1/z)-
-(uO0C)(z>-i-D(z)
Por otra parte, teniendo en cuenta que D<uf)=(Du)f+uDf+uO0f ,V ueP yvf e?
se deduce que:
2 2
D(u604’)=<Du)804’-~-uD(O00y-u80 0=<Du)804’+u[DC%4’)+004’)
pero
2D(804’)+ 8o 0800’
entonces D<uO
04~)=(Du)804’+u60eL
y -[(Du)604’](z)=-D<u604’)(z>+(u604< )(z)-
Sustituyendo estas ecuaciones en (1.6),se sigue que
-12 2 22
<l/z)F[-D(0ufl-<4’ +C)u-x (Bu )--cu , 00B>b]<h/z)+[-D(u004’)+u00<40 +C)-(u 80B)-D](z)=O
De esta ecuación se deduce que todas las potencias negativas de z son nulas, de donde
22D(z)=-D(uO0q~4-u80Q1V+C)-<u eoB)
-1 2 2y -D<4’u)+QLÁC)u-x (Bu )-cu , 60B~.8=0
Usando el Lema 1.2.1. Cap.l. se obtiene <1.2.> ,
b)~.c)
Aplicando el Lema 1.2.1. a <1.2.) tenemos
-1 2 2D[0u]-i-Wu+x <Bu )+c u , 80B >8 cQ.
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(1.6.>
Multiplicando por x concluimos el resultado.
38
Partiremos de la expresión 4’?’ ní - u60(BP~1) que es un polinomio de grado n-i-d
luego existen números complejos {O~) , Osjsn+d , tales que
‘2’?’ - uO0<BP~~ í>~ 1 ~
n+1 n,J J
Multiplicando por ~m m=O,1,2,.,n+d y aplicando u
2
<u, ~2’Pn+iPn? - <u ,Pm<ueo(BPn+i))> O < u,n,m
2
Por otra parte, aplicando xD[4’u]+xwu+Bu =0 a ~~o~m~n+í>
~~CuAdPmn+íY>+<uA3PPn+l>+ <u ,uQoBPPní>=O
n+í ni — ‘ ni n+í u ,uenBPm n+í -<u ,c’P ‘
Osmsn+d
Comparando <u, ~ n+í~m> entre (1.7.) y (1.8.) obtenemos
<u ,QPP~ ~t2’P’m)Pn+í>-< u ,Pm[u8o<BPn+í)]~uOo<BPmPn+í)>=6nm.cu,
2
<u <WP -4’?’ )P ~>+~czu, B(uOP >1’ >=O <u,? >Om.n+1 n,m Osmsn+d (1.9.)
Estudiando los grados de los polinomios implicados en ( 1.9.> y recordando que {Pn(X>) ¡i¿0es
sucesión ortogonal respecto a u , obtenemos que 8fl~=O para
n+d
4’P’ni-uoo<BPn+i> = ~ .P.
j=n—s ~
tus n-s-1 ,luego
n~s4-1.
Del Lema 4.1.3. se sigue el resultado.
d»a)
-1 2 s+1
Consideremos el funcional lineal v=D[0ul+B(x u )+( y; A1
j=O
con A.eCJ j=0,t2,..,s+1.
(1.7.)
tenemos
y
<1.8.>
2
m
39
Para n ~s+2 se tiene que
- (1) s+1
-cv, P~ >=-<u ‘4’~n +BP~1> +«y;A.x
3
$0’
n+d-1
j=n-s-1
s+1
+< u , < y; A- 2 )Pn> =0 , en vurtud de la ortogonalidad de IPn(X)Jnao respecto a u.
$0
Si queremos que -<y ~Pn> =0 y n, los coeficientes s+1j=0,1,2
n=0,1,2,...,s+1
tal que .cv ‘~n >=o Vn~0 de manera quev.0, lo
quedan determinados unívocamente del hecho de ser .cv , P > =0
n
s+1 2Existe, pues, un polinomio W<x)= y; A~
$0
-1 2que implica D[4’u]+B(x u
teniendo en cuenta los Lemas 1.2.1. y 3.1.1. obtenemos
2 -1 2
-4’(z)zS (u)(z)-z[<Du)0
04’J(z)+zC(z)S(u)(z>+z<uO0C)<z)+B<z><1/z)F(u )< 1/z)-z[(x u )80B]=0.
-1
Dividiendo por z y recordando que (x u>B=uO0B V u E 1” y V BE? se sigue que
2
«z)5 (u)(z)=B(z)S (u)(z)+C(z)S(u>(z)+D(z) con 22D(z)=-RDu)8044(z)+(u%C)(z)-(u 80B)(z>
-1 2
o bien 0Du-Cu+B(x u )=0 - Aplicando F , evaluando en (hz) y
a
E
¡
40¡ ________________________
2. DETERMINAClON DEL ORDEN DE LA CLASE
.
I 2.1.Determinación del arden de la clase.<f441
)
¡ En la caracterización (1.24 se observa que no existe unicidad en la representación, pues basta
multiplicar por cualquier polinomio los dos miembros de la ecuación.En cambio se consigue unicidad
¡ imponiendo condiciones de minimalidad en los grados de los coeficientes polinómicos ,hecho que
analizamos a continuación.
¡ _________
Teorema 2.1.1¡
-1 2
Sea u un funcional lineal regular verificando DfrPuft’11u-~B(x u )=OU siendo 0(x) , ‘11(x) y B(x) los polinomios definidos en (1.2.).
U Sea d=máx(t,r,) y 5= máx(p-1,d-2). (214
Se dice que u es de Laguerre-Hahn de clase s si y sólo si
2fl ‘11
a ‘ OaBa>I#Ira/+I5aIh~O
donde Z0representa el conjunto de raíces distintas de 0(x), estando definidos los polinomios
0 ‘113 a a y 8a al igual que los valores ra y 5a por las expresiones
«x)=(x-a)0 a (x)
¡ W¿’x)+Oa (4=(x.a)wa (x)+ra (22.)
U B(x)=(x~a)Ba (xP.sa
E DEMOSTRACION
-1 2 -1 2
De (1.2.) y <2.2.> tenemos <x~a)[D(c2’a u)+wau+Ba <x u )]+rau+Sa <x u
• -1Multiplicando por (x-a)
-1 2 -1 2 -1 -1 -1 2D(0au)+Wau+Ba Cx u >~<D<0au)+lPa u~~Ba<x u >, 1> 6a+(x~a) ra u+<x-a) Sa(X u)=0E
u
U
¡
E
£
¡ 41
-1 2luego si para aeZ01 i<~au+Ba Cx u ) , 1 >I+lraI+IsaI=O,
D<’v u)-4-q’ -1 2a aU+Ba<>< u )=O y u es ,en realidad, un funcional lineal de Laguerre-Hahn de¡ clase menor que s.
-1 2De oto lado ,si se cumple que D(~au)+~au+Ba(x u )=0 se debe verificar que£
-1 2 -1 -1 -1 2¡ ve ~cD<43au>+Mfau+Ba<xu ), 1> áa+<x-a) rau+<x-a) 5a<X u
.4 2
.cv,1>=O — -cwu+B (x u ),1>=0 , cv,<x-ah=O r=0 y .cv,<x-a)t=0 s=0¡ a a a a
con lo que el teorema queda demostrado.
¡
Vamos a establecer un resultado equivalente al teorema 2.1.1. en donde la condición de
U clase vendrá dada en función de los polinomios B(x> C(x) y D(x) definidos en (1.1.> a partir de la
caracterización mediante funciones de Stieltjes
Coralario 2.1.1
.
¡
Sea u un funcional lineal de Laguerre-Halmn verificando (1.1.)
3 Una condición necesaria y suficiente para que u sea de clase s es que
1 a~J. ( /C(a)/ ,t-/B(a)/ +JD(a)/ J — O , esto es ,que los polinomios ‘P,B,C, y D sean
U primos entre sí (2.3.)
I DEMOSTRACION:
Siguiendo la notación del Teorema 2.1.1. tenemos
0’ <a) = 4’ (a) ; ra=MJ<a)44~’ <a)= -C(a)
a y
5a = B<a)
¡
E
¡
u
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s+2
Hacemos 0<x>= y; d~ x
1=0
604’-y;d1~1 x
‘=0
s+1
W<x)=y; c1x
i=0
s+2
y B(x>= y: b.
i=0 1
s+1 si-1 n
uO0~=y; <~d <~
n=O i~
1 J¡i
5 5
<ueq2’Y= y: (n+1)(y; d~
2(u). ) x
n=0 j=n j-n
5 5
u60W= y; (~ cj÷í(u)jn) x
n=O j=n
22
u 60B= y; [Y <y; b (u) k
k=0 n=k j=n j+2 j-n )(u)nk ‘ X
Por on-a parte suponiendo r =0 ,-cu, ‘P~>= ~ i-J ~ k-J
a 2 (X c11a + y; dk+2a ) (u)~j=O í=j k=i
así como s =0a
s+1 s+1
Ba= y: (y: b1~1a’~ )x>
$0 i=j
2 ~ ~ k-j
<u OoBa>a ~ [ y: <y; bk+2a )<u). ] (u>
n=0 j=n k=j ~ n
y
luego
22 2
ID<a>I =1 <u%4’)’ + (uqyP) + <u 80B) I<a)= 1< u ~MJa>+ <u OoBa>I
Usando el Teorema 2.L1. se completa la demostración.
a
2.2j’erturbaciones en la relación de recurrencia
.
Probaremos, a continuación , que las perturbaciones finitas en la relación de recurrencia de
&P.O.M. de Laguerre-Hahn siguen dando lugar a S.P.O.M. de Laguerre-Hahn .Se efectuarán también
acotaciones del orden de la clase de los polinomios perturbados.
E
¡
1
¡
1
¡
¡
¡
u
U
3
¡
3
¡
E
¡
E
1
u
3
U
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Teorema 2.2.1. (Invananza nor asociación~
Sea 1l’¡i1n0 una S.P.O.M. de Laguerre-Hahn de clase “s”, entonces la sucesión asociada de
(1)
orden uno, <l’n ‘nao es una sucesión de polinomios ortogonales de Laguerre—Hahn de clase
con 5-2s 5 5.
Además se cumplen las siguientes condiciones suficientes reía tivas al orden de clase:
i) ¡d~
2 J+~ c51+ 2b~2l!=O s —s1~
u> / d5<2 j+/ c5~1q. 2l~s÷21~O y fd51/+ / c5 +2( b5~1÷p0b5~2)¡—O
iii) / d5~2 /+/ c51-e 2b52/—O
— s s-11~~
y /d5~1/+ / c5 ÷2(b5~1+%b5~2) ¡—O — ~
siendo d~ , c~ y b1 los coeficientes de los polinomios 0,wy B dados en el Corolario 2.1.1.
DEMOSTRACION:
Sea S<u) la función de Stieltjes relativa al funcional lineal u , respecto al que la sucesión
<1) (1)
{‘½-~
1xm0 es ortogonal, y sea S
1=S(u > la función de Stieltjes relativa al funcional u respecto
(1)al que t~n es ortogonal.
Sabemos que ambas sedes formales de Stieltjes están relacionadas mediante 4.12. , Cap.l
que para k=0 resulta
-1y
1S1 (z) = -[S(u)(z)] -(z-~0) (2.4.>
Sustituyendo <2.4.> en (1.1.) tenemos
2 -1
‘r’(z>S 1(z)=Y1B1(z)51 (z)+C1<z>51<z)-i-D1<z)-r1
44
con B1(z)=D<z)
Siguiendo las
C1(z)=-C<z)+2<z-§0)D(z)
(1)ecuaciones (1.24 el funcional lineal u cumple la ecuación
D(q’u ) + ‘P1u +B1Y1<x u )=0 ,
que es irreducible como vemos a continuación:
Sea “a” una raíz de ‘2’, , 81<a)=D<a) ,luego si D<a)!=0 (2.5.> es irreducible.
Si D(a)=0 , C1(a>=-C(a> , si C<a>!=O(2.S.> es irreducible.
Por último si D(a)=C<a)=0 D1<a)=B(a)s0 al ser “u” de clase “s” y la ecuación <2.5.
queda irreducible.
Demostremos ahora los apartados i>, u) y iii) del enunciado
5
fli(Z»UtZ»t~5+Í>Us+2 -c5~1-b52> z + <potencias de z de grado menor que s)
s+1
+2b542-2d5~2) z + [c5-2(d
5+
2d
s+1
s+1
5
5~1+P0d5~2> +2(b5~1+~0b542)] z +
+
Sid5~2!=O s1=máx{gradow1d ,grado4’-2 ,gradoB1-2 j
Si d5~2=0 y c5~1+2b5~2v0 ,
5g 5.
Si d —0 y c
5+í +2b —0 tenemos lo siguiente:s+2 s+2
d5+isO ¾= s=1
y s-1
2 D< z)
<2.5.)
zs+2
Sid5~2=0 , c5~1+2b5~2=0 y c5+2<b5~1+~0b5~2) .=O , el coeficiente
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degrado ~ dell1,
los coeficientes cs+í , ds+2
Teorema 2.2.2
.
es obligatoriamente !=0al no poder ser nulos a la vez
y b5+2 y, en consecuencia, s~=s-2.
5
Sea
1l’n’J>~t? una S.P.O.M. de Laguerre-Hahn de clase “s”, entonces la sucesión asociada de
(r)
ordenr, 1~n >n=Oes también una sucesión de polinomios ortogonales de Laguerre-Hal,n de clase
con s-2rs SrS 5.
DEMOSTRACION:
De una manera general , siguiendo el Teorema 2.2.1. y por un razonamiento inductivo se
establece la ecuación de Riccati que verifica la función de Stieltjes asociada de orden r, r = S(u
2 -1
r <~> = Yr Br <z)Sr <Z)+Cr (z)Sr <z)+Dr(z)Yr
-1Br+í<Z)=Dr<Z)Yr rz0
-1Crí<z)=~Cr<z)+2Dr<zftz~Pr>Yr nO
2 -1Dri (z)=-4~(z)+Yr Br (z>~Cr <z)<z-Pr )+<Z~Pr) Dr <z)Yr
D
0(z)=D(z)
nO
; C0(z)=C(z)
Nota: De las relaciones <2.6.> se deduce que:
2Crí(z)~4B
2 *(z)=Co<z)+40(z)Dr(z)~4B
0(z)Do(z)
con
(r))()
B0(z)=B(z)
(2.6.)
r+ í<Z)Dr+í nO
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donde
* r
Dr<Z) =
1=0
-1
Para la acotación del orden de la nueva clase 5r’ <rd> , tenemos que
t~= grado de4’r ss+2
“4’r 4’~
rr ==gradodeB~ s ~
grado deO ss+1r
grado de Dr s5
pr .=grado de ‘Pr s+1
dr=máx<% ,rr»ss+2
5r m«Pr -1 ~dr-2)s s
La cota inferior de 5r se obtiene por aplicaciones sucesivas del Teorema 2.2.1.
o
Corolario 2.2.1
.
(1)
~j IPJ~J
1]~~ es una LP.O.M. clásicos, la sucesión asociada de orden uno
1l’n J~o es una
sucesión de polinomios ortogonales de Laguerre-Hahn de clase O.
u
Nota: Hemos visto que los asociados de cualquier orden a los polinomios clásicos
<semiclásicos > pierden , en general , el caracter semiclásico .En este sentido ,la familia de polinomios
ortogonales semiclásicos no es invariante respecto a la asociación.
En el Capítulo IV. estudiaremos qué condiciones deben cumplirse para que los polinomios de
Laguerre-Hahn sean reducibles a semiclásicos
1
u
¡
¡
1
£
£
1
1
¡
1
1
1
¡
u
1
1
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Teorema 2.2.3.
Sea (P 7
n naO una LP.O.M. de Laguerre-Hahn de clase “s”.Consideremos una perturbación de los
coeficientes de la relación de recurrencia de la forma P~=% +p * *p.=~ i>O
11 vi—rl izO (co-
recursividad).
*1l’n’n=0,CS una S.P.O.M.
*
de Laguerre-Hahn de clase s - s.
DEMOSTRACION:
Sea S<u)(z) la función de Stieltjes relativa al funcional u , que admite como S.P.O.M.
1~n>na0 , y sea S*(z)=S~
0(u*)<z) la función de Stieltjes correspondiente al funcional u* relativo a la
*
S.P.O.M.
1~n1nao
La relación entre ambas sedes ,según Proposición 4.2.2. , Cap.l, haciendo k=O viene
dada por
Siz) = S(u)<z
)
Sustituyendo <2.7. ) en <1.1.) tenemos que Sk(z) cumple
2
r<z)s~<z)=B*(z)S* <z)+ C*<z)S*<z>+D*<z) siendo
2B*<z) = B(z) -~.C(z) ...~. D<z> C*(z)= C<z) - 2
1.D(z)
-1 2
u* cumple entonces la ecuación DQI*u*)+lvku*+B*(x u* )0
D*<z)=D<z)
141t,..C*.4,*’
La familia de polinomios co-recursivos resultantes de la perturbación
(2.7.)
<2.8.>
(2.9.)
que es irreducible como vemos a continuación.
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Sea ‘a” raíz de 4*=$ .Sabemos que IC(a)I+IB<a)I+ID<a)Is0
D*<a)=D(a) si D(a>!=O <2.9. ) es irreducible.
Si D*(a)=O , C*(a)=C<a) y si C<a)!=0<2.9.) es irreducible.
Si D*<a)=C*(a)=0 , B~(a)=E<a>!=0, (2.9. ) es irreducible.
Por otra parte y siguiendo la notación del Corolario 2.1.1.
+ ....<potencias de z de orden menor a s+2 >..
‘r(z)= cs+ízs+í+ (potencias de z de orden menor a s+1).
Bt<z)= b 225+2+... .(potencias de z de orden menor a s+2 )..
Como no pueden anularse a la vez d
5+2 ~c5+, y b5+2 la clase resulta ser s”<=s.
E
Teorema 2.2.4.
Sea
1l’n’nO una S.P.O.M. de Laguerre-Hahn de clase “s”.Consideremos una perturbación
de los coeficientes de la relación de recurrencia de la forma fi¡ — i=O,y
1 =Ay1 ,y~ Yj j!=1,htO (co-
dilatación).
e
La familia de polinomios co-dilatados resultantes de la perturbación
1l’IJ’n=O’es una S.P.O.de
e
Iaguerre-Halin de clase s - s.
DEMOSTRACION:
Sea S<u)(z) la función de Stieltjes relativa al funcional u respecto al cual la sucesión
IP 1n n~0 es ortogonal, y sea
eS (z)=~S
1(u )<z) la correspondiente al funcional u respecto al cual
s~ onal.n naO es ortog
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La relación entre ambas series viene dada ,siguiendo la Proposición 4.3.1. ,Cap.I ,<caso k=1), por
5 (z> = -S(u)(z) (2.10)
Sustituyendo (2.10.) en <1.1.) tenemos que 5 (z) cumple
4’ <z)S ‘(z> =B <z)52<z»C (z)S <z)+D (z) siendo
‘2’ (z)=X4’(z) ; Ee <z) = [0<z».(1—X>+X2B(z)+XC(z)(z-~ )(1-X)+D 2 2
e
C (z)=[C<z)X+2(zf
0><1-MD<z)] D <z>=D<z)
En cuanto a la determinación del orden de la clase de u y siguiendo la notación para los
polinomios «‘y y B del Corolario 2.1.1.
• <z)= ?sl s+2~~2 + términos de menor grado;
• e e C
‘y <z)=-C-4’ =1Xc
5+í+2( 14)[(s+1) d5+ +cs+1 +b2 s+2
1 s+15 z + términos de menor grado;
E (z>= {X(1~X)d5~2+X2bs+2~< 14> [c 1+<s+2>d5~2] -( 1->q~<s+1)d5~2+c5~1+bs+2
4 Z+
términos de menor grado.
Los tres coeficientes de mayor grado de los polinomios • <z),M> (z)y E (z) no pueden ser
nulos a la vez pues el sistema
XCí+2(l~X)[(5+l)ds
2 +c5~1+b5~2] =0
M14)d5~2+X
2b s+2~Ml -X)[c +<s+2)d
5~2] -<1-X)
2[(s+1)d
5~2+c5~1+b52]=0
para x O sólo admite la solución trivial.
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. . •. • .1.2Por otra parte ,la ecuación D(4> u >+‘P u +B (z u >=0 es irreducible pues si “a” es raíz de4’
tenemos
D <a)=D(a) , y por tanto si D(a)!=0la ecuación es irreducible.
Si D<a)=0 , C <a)=XC<a) , si C<a)!=0la ecuación es irreducible.
Si D(a)=C<a>=0 por fuerza E <a)—X2B<a)!=0, al ser u de clase s.
Teorema 2.2.5.
Sea (PnJJ,=Ouna S.P.O.M. de Laguerre-Hahn de clase “s”.Considerernos una perturbación de los
coeficientes de la relación de recurrencia de la forma:
O O O O
~1=~1~~’ ‘ , i~”1 y
1=Ay1 ,y1—y¡ , it) , AsO (co-modificación). La familia de polinomios co-
O O
modificados resultantes de la perturbación
1~n’n=O’es una LP.O. de Laguerre-Hahn de clase s
O
cumpliéndose s-ls 5 ss÷1.
DEMOSTRACION:
Sea S<u)(z) la función de Stieltjes relativa al funcional u respecto del cual la sucesión ~n> n=0
es ortogonal y seaS <z)=>~S~
1 (u )<z) la correspondiente al funcional u respecto del que la sucesión
IP 1
n ~0 s ortogonal.
Aplicando la Proposición 4.3.1., Cap.l <caso k=1) , se tiene:
5
0<z) =
Sustiniyendo (2.11.) en (1.1) se cumple
5
<2.11.)
O O 0 02 0 O
4’ <z)S (z)=B (z)S <z>+C (z)S (z) +D (z) siendo
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• 2
‘1 (z)=Xy10(z)
• 2 2 2 2B (z)= -4’<z)Iix (z-~0) +21¿y1X (z-~0)-XY1<l-Ml +8 <z)Iip4z-~0>.*XY1] +
C (z>= ~(z)[21? <z-P0)+2i±y1Xj +2,xB<z) [Wz-~0)+XY1]+C(z)t4 -~0) [-¡t(z-p0)+Y1( 14)] -
D <z) = -4’<z>g
2+E<zfl?.i.C(z){ -~t [Wz-p
0).Y1]1+D(z)[I4z-~0)-Y1]
2
Pan la acotación del orden de la clase de u y siguiendo la flotación del Corolario 2.1.1.
o o o 0’ 0 0
gradode 4’ ss+2 , gradodew =-C .4’ ss+2 ,gradodell s s+3 ,dedonde s s s+1.
Por otra parte ,si una vez efectuada la perturbación %=~ ~j.¡x
Yi=Yi , b’1 , A!=0,efectuamos una nueva perturbación de la forma ~ - ~ =~í
* 0
~Yi-YflYi
(2.12.)
bU
* o isí
isí , X!=0, recuperamos los polinomios originales, luego en la segunda
perturbación el orden de la clase debe bajar una unidad, de aquí la acotación del la clase s
Nota 1: El coeficiente de grado s+4 del polinomio B <z> y el de grado s+3 del polinomio
o
Y (z) son nulos.
<1>
Nota 2: Una comprobación del teorema se puede ver en el siguiente ejemplo. Sean 14n <>4 los
polinomios asociados de orden uno a los clásicos de Hermite.Según el Corolario 2.2.1. estos polinomios
.10
Yg rYí’’Tí
son de Laguerre-Hahn de clase s=0, cumpliendo la correspondiente función de Stieltjes S<z>=S(u<’))<z>
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la ecuación 5’ <z)—-52<z>-2z5-2 , (ver tabla 2.2.). Los coeficientes de la relación de recurrencia son
n+ 1
~n”0 ~Y~f 2
Efectuando la perturbación %=~i ,la nueva familia de polinomios es de Laguerre-Hahn
,cumpliendo la correspondiente función de Stieltjes S’<z) la ecuación , <fórmulas 2.12.)
S’ <z)=(2I1z3-2~¿2z2-4jtz-l)S2<z> +[4gz2-(4p2+2)z-4~4S~(z)+[2~¿z-(2p2+2)]
Estos polinomios son de clase ?=1.
Si efectuamos una nueva perturbación en el coeficiente ~í ~ = -~ =0 la nueva función
de Stieltjes S¶z) cumple la ecuación ,(fórmulas 2.12)
S00iz) = -S’2(z> -2z S¶z)-2 que conduce a S¶z)=S<z).La clase s’ es cero, ha disminuido en
una unidad recuperándose los polinomios <1>H (x).n
5
Ejemplos
Ejemplo 1
.
Efectuaremos la perturbación a los polinomios asociados de orden uno a los polinomios
generalizados de Hermite < n El correspondiente funcional de estos polinomios ,al que
notaremos por u<í) , pertenece a la familia de Laguerre-Hahn de clase s=1 y la corres-
pondiente función de Stieltjes S<z)=S<u<í))(z), satisface la ecuación:
zS’<z)=-(1+2a)z52(z)-2(z2+a)S<z)-2z
La relación de recurrencia es
n+1 n 02m =2« , n~1
1
¡
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Efectuaremos la perturbación r0= ~ ; = O i ;‘ 0.
Sea y el nuevo funcional .La función de Stieltjes S*<z) =S(v)(z> cumple la ecuación
¡ zS~ (z)= [~<1+2a+2F¿2>z+2~L(zZ+a)]S*2<z)+ [-2(z2+a)+4F.z] S*(z)
La nueva familia de polinomios ortogonales co-recursivos es de Laguerre-Hahn, s*=1.
5¡ Eiemplo 2
g La familia (L0<x))<1) (a s -n ,n ~ 1 >,asociados de primer orden a los polinomios de Laguerre
pertenece a la familia de Laguerre4lahn de clase s=0.Los coeficientes ~ ~í y Y
1 de la relación de
recurrencia son p0=a+3 ~í —«+5 y y1 =2(«+2). Si notamos por u<
1) el funcional correspondiente a
I estos polinomios , la función de Stiel¡jes S(z)—S<u<1))(z) satisface la ecuación:
zS’ <z)=-(a+1)S2<z> + <-z+a+2)S<z>-1
Estudiaremos cómo se modifica el orden de la clase efectuando una perturbación en el
I coeficientepk,<k=0 yk=1),delaforma ~k*= ~ ~¼‘~=~ i!=k.
En el caso de k=0 ,la nueva S.P.O.M., pertenece a la familia de Laguerre-Hahn, s*=O.La¡ correspondiente función de Stieltjes , S~<z)= S
0(z) cumple la ecuación:
fi z S~’ (z>= [~x<z-«-2) -~2-(«+í)] S*2<z) +(~z+«+2+2I4S*<z) -1
Una representación explícita de estos polinomios co-recursivos en ténninos de funciones¡ hipergeométricas se puede ver en [36 ] y [37] en donde ,además ,queda determinada la medida£ espectral y la ecuación diferencial de cuarto orden que estos polinomios cumplen.
¡ En el caso k=1 ,los coeficientes polinómicos de la ecuación de Riccati que satisface la función
de Stieltjes S~,
1(z) ,son:
1’
¡
1
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‘V<z) =4 <«+2)2
B’(z)=2 ~x<a+2>z3 - 2j4a+2)(~t+3a+10) z2 + 2M«+2>[2<a+3h¿+3«2+16a4.25] z-
-2<«+2) [<«+3) 2i2+<«+3) <a2+3a.~-4)w~.2<a+ 1)(«+2)]
C(z)= 4 g(a+2)z2-4<a+2)[ 112 + (2a+7) ~¿+(a+2)] z +4<a+2)[(a+3»2+<a2+Sa+8hL +(«+2)2]
DNz)= 211<a+2) z-2(a+2)h)+<a+4)ix+2<a+2)]
La nueva S.P.O.M. pertenece a la familia de Laguerre-Hahn de clase s’=1.
5
Ejemplo 3
.
La familia <B”(x))(1) <a !=-n/2 ,n ~ O >constituida por los polinomios asociados de primer
orden a los polinomios de Bessel, es de Laguerre-Hahn de clase s=0. Denotando mediante u(1) el
correspondiente funcional,la función de Stieltjes, S(z)=S(u<i))<z) cumple la ecuación:
z2 5(z) - 2a-1 52(z) + 2 <az+1-&’)S(z) + <2a+1)
«2(2«+1)
Efectuemos la siguiente perturbación en los coeficientes de la relación de recurrencia
* 1-a *
PO = P
0 + ~ — a(a+
1) ~
*
isO , y~=y~ ial ,<k=O),
La nueva familia de polinomios ortogonales es de Laguerre-Hahn de clase ~*=Q,satisfaciendo la
función de Stieltjes St(z)= <z) la ecuación:
2a- 1
z2 S*Áz> = ~ «2 (2a+l) - 2FL (az+1-&1)+p2(2a-1> ] S~2(z> + [2<az+l~cf1>~2M2a+1)]S*<z>+
+(2a+1)
Si efectuamos la
1-a
perturbación en el coeficiente = ¾+ — <cz+2><a+l)
los coeficientes polinomicos de la ecuación de Ricccati que cumple la función de Stieltjes
son:
SS
24’(z)= Y1
2
r(z)= -211(a+1)Y1z3 +1 ~~2[<6a+5)p0+6(1- (2a-1) 1.~2g~1 E (1- — )+(2a+1)p 1
a O
5224 2 1 2a-1 2 1 2a
-
~t1~¶ [<3a+2> PO + 3(1—) ~ - a2<2«~~1) ‘ +2~q1[ ~ 2(1- ;)~~ - «2 1 ]} z+
(2a+1>
2 1
~1~2p~[(2a+1)~ +2<1 -;~) PO - 12 a-1
«2<2a+1)
2 a- 1
«2(2«+í)
2a- 1
<2«+í)
2~ 122 [ 2 1 2a-1) -
-4t’Xa+1)y1z 11 <4a+3> ~o + 4 (1- «2(2«+í) +
4$Y
1~0(2«+l) +2aY~ 1
<2 2 1 2a-1+1211P
0 [<2a+1)p0+2p0<1-— «2~«~ 1) 2 2a-1+ «2 (2a+1) 1 2~1+2(1 -)Y11
«
1 (a+1)} 2 1 2a-1D~(z) = 1 ~ [ p0(a+1>+(1-)] -2y1g z+{ ~a2[<2a+l)p0+2<1-W~~o «2<2«+í)
1 2a+1>Y~1+2~ty
1[<2a+1W~+<l- —>1 +
a
1-a
«(a-1)
-4a
Y1 = <2«+1><a+1>2(2a+3)
La nueva S.P.O.M. pertenece a la familia de Laguerre-Hahn de clase s
0=1.
Ejemplo 4
.
En este ejemplo efectuaremos la perturbación a los asociados de primer orden a los polinomios
de Jacobi, (P<«~><x))<1) £1 correspondiente funcional para estos polinomios, que notaremos
n
por u(’) , es de Laguerre-Hahn de clase s=0 , cumpliendo la función de Stieltjes S(z)-.S(u<í))(z)
la ecuación:
4<a+ 1) (p+ 1> <ct+frs. 1> _______S’(z) = [ ] S2(z) + [<a+p+2) z - p2 1 S(z) .e<a-~-P+3)(z2-1>
2)
Y fi
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Efectuemos la perturbación
* «
= PO + F’ - <a+p+2)<a+p+4) + 11
*
= Pi
*
isO , YiYi ial
k=O ).La nueva S.P.O.M., es de Laguerre-Hahn de clase satisfaciendo la función de Stieltjes
S*<z». S~ <z) la ecuación:
4’*(z)S* (z) = B*(z)S*2<z> + C*<z)S*(z) +D*(z) , donde
4’*(z) = (z2~1)
B*<z>= [4(a+1)<P+1)(«+P+1
)
a2f2
it [<«4+2) 2-
«2f2
~*<z)= [ («4+2) z - 1 .4 <«4+3)
D*<z)= («4+3)
Como caso particular de los polinomios de jacobi
polinomios de Gegenbauer
P (>4
n
,haciendo a = , aparecen los
<a — -n ,n a 1), <ver [51]).
Los asociados de primer orden a los polinomios de Gegenbauer pertenecen a la familia de
Laguerre-Hahn, s=O y S(z).-S(u<l)><z) satisface:
2a+1(z2 -1 ) 5’ <z) = 2«+3 52(2) + 2 («+l>z S<z) + <2a+3>
Efectuando una perturbación en el coeficiente P
0 , de la forma r0= PO + it = Po=0
p~. = fr =0 i - O ,(k=0) ,obtenemos una co-recursiva S.P.O.M.de Laguerre-Hahn , s*=O ,cumpliendo
1 1
S*(z)= So(z), la ecuación:
2«+1(z2~1)Sr <z) = [-2g«+1)z+11
2(2a+3) + 2«+3 ~2<~>+ [2(a+1> -2~±(2a+3>]S*(z) +(2a+3)
] + it2
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En el caso de k=1 , los coeficientes polinómicos de la ecuación de Riccati que ~atisface la
función de Stielties S111<z) son
•<z)= 4(a+ 1) 2 <z2..í>
<2cx+3)<2a+5)
-8it<«+1)<a+2
)
(2a+3)(2a+5)
1) <«+2
(2a+3)<2a+5>
«+1
<«+1
z
2+8 <2a+3)
it2 z2+ 32<«+1)2(2a4.3)2<2a45> 112 +
<«+1)2(2a+3)<2a+S)2 ]z +32~¿
16< 2a+ 1) <«+ 1)2
(2cx+3)3<2a+5)2
(2a+3)2<2a+1>
(a..- 1) («+2
D’<z)= -Sit <2«+3x2«+s) z+4 (a+l
)
[it2<2a+3>
La nueva co-recursiva S.P.O.M. co-recursiva es de Laguerre-Hahn de clase s~=1.
(«+1)(2«+5) 2
El
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2.3.Anexos
Anexo 1
.
Tabla 1
La siguiente tabla da la expresión de los polinomios 0, ‘Y, C y O así como los momentos <u > n
para los polinomios clásicos.
Pn<Z) «z) ‘l’(z) C(z) D(z) <u)
1 2z -2z -2
<
<u>
n z z-a-1 ~z+a -1
**
(u),,
n
z
z -1 -<a+P+2)z+a-p <a-s.P)z+P—a «+~+1 <u)
n
(a)
E
n
z
z -2(az+1) 2(a-I)z+2 2«-1 (u> n
* (2n>l
<u)2n = 2n <u)0
2 nl
<u) = <«+1) <u)
n nO
— n
(u),, =y:
k=O
nl kk -1
t-1) 2 <a+l)k<a+fr.2)k <u)0
(u) n n -1
— <-2) (
2a)n (u>
0
Tabla 2
.
Igualmente daremos las expresiones de los polinomios ‘2’, q’ f , B1 , C1 ,
*(u)
de los polinomios asociados de grado uno a los clásicos.
Polinomios asociados de orden uno a los clásicos de Hermite
-1
‘2’<z)=1 ‘111<z)=2z Y1B1(z)=-l C1(z)=-2z Y1 D1<z)=-2
Polinomios asociados de orden uno a los c]ásicos de taguerre
-1
Y1 D1(z)= •1
Polinomios asociados de orden uno a los clásicos de Jacobi
C1(z) = («.*p.2>z—<a2 2 -1-~ )(a.p.2)
Y
1D1(z) = <a+p+3)
Polinomios asociados de orden uno a los clásicos de Bessel
2 -1
‘2’(z)= z , ‘l’1<z) = -2[(«+1)z+1-« ]
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(1)
(a) (1)
,(L )
n
(a>) (1)(P )
n
(a) (1>
,(B )
n
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-2 -1 -1 -1
Y1
8
1(z> =-<2a-1>a (2a+1) , C1<z) = 2<az+1-a ) , Y1 D1(z) = (2a+1>
Nota: <a) =a(a+1)...<a+n-1) , <a)0=1.n
u
Anexo 2
.
Así como los polinomios ortogonales semiclásicos vienen caracterizados por ser los únicos
polinomios ortogonales que satisfacen una ecuación diferencial lineal de segundo orden con coeficientes
polinómicos de grado independiente de n , en [12] y [18] se ha comprobado que los polinomios
ortogonales de Laguerre-Hahn cumplen una ecuación diferencial lineal de cuarto orden con coefi-
cientes polinómicos de grado independiente de n.
Como ejemplo de ecuaciones diferenciales que satisfacen los polinomios ortogonales de Laguerre-
Hahn , indicamos explícitamente las ecuaciones diferenciales de cuarto orden que cumplen los
asociados de primer orden a los polinomios clásicos.También se incluye la relación de estructura.
Ecuación diferencialy relación de estructura de los polinomios asociados de orden uno a
los polinomios clásicos.
Polinomios asociados de orden uno a los clásicos de Hermite fi
Relación de estructura
H2)1x= -2H~2í(x>+2Hn+í<x)
Ecuación diferencial
u
u
u
U
u
u
U
u
U
u
u
u
u
u
u
u
u
u
u
u
u
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(1) (IV) 2 (1> - (x)-12x(H21jX - <x)+4(n+3><n+1)lzl<í> o
<Hni) (x)-i-4<-x -.-n+3)<H1Y )
Polinomios asociados de orden uno a los clásicos de Laeuerre
ntO
(a) <1)
Relación de estructura
x[<L > 1 (x)=-(n+2)<L ) (x) - <L ) (x)+L (x)
n fi n+1 md n~O
Ecuación diferencial
x [<L1> 1 (x> + Sx[(L1> 1 (xfl-[-x +2<n+a+3)x-« +4][(L 1> 1’ }x»
n~0
<1)Polinomios asociados de orden uno a los clásicos de lacobi
.
Relación de estructura
¡2 (c¡,~) <1) 1244 .1 («p)(1)
> ]<x) — (P > (x)+<n+>La-P-(n++a+l1)xJ<n+a+P) n
<ab> (1)
+(2fi+a+P+3)<Pnií ) <x)-(a+p+1)P (x>
n+1 nzO.
Ecuación diferencial
<í2 >2 [<~<a.P>> <1)1<IV)<)í<í2 >[(~(«~P) <1)ílll< > + {[(>2 -2<3+n)(«+p)-
n n+í
2 2 2
-2n(n-i-5)+12]x2+2(p -a )x-(a—p) +2(3+n)<a+p)+2n<n+5>+4 [<1’ ‘ ) 1’ ‘(x)-ni-1
62
22> (a,P) <1>
-lL3<a+M+6<n+3)(a+~)+6n(n+5)-~-24Jx+3(a -P [(P >
n+ 1
<ap) <1)) ]<x) =0
ni- 1 ¡mO.
(a> <1)Polinomios asociados de orden unos a los clásicos de Bessel . <E n
Relación de estructura
x [(B ) lix) = -(n+2)Lx-(n.+o+1) J(B > <x)+(2n+2a+1)<B ) <x)-<2«-1)B (x)
n+1 n+1
n~0
Ecuación diferencial
x [<E ) ] +lOx [<Bí) ] <x)+
ni- 1
+2 0124r9 } a> <1) - <x)+611-2a22 ) ] -2< 1+n)«-n<n+3)]x-
-2(a-1)fl(B ) V(xbdn+1><n+3)(2a+n)(2a+n-i-2)(B ) (x)=0
ni- 1 ni- 1
a
Anexo 3
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DESCRFPCION DE LOS POLINOMJOS DE LAGUERRE-HAHN DE CLASE CERO. (1121
)
naO.
Polinomios de l.aQuerre-Hahn de clase cero análoqos de los de Hermite. H~(x).
2B<x)=b
2x +b1x+b0
(sucesión singular>
4’<x)=l ,
AEC naO ; Y1 <
1’2)P ‘P0 1n+í n/2 , nal.
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4’<x>=1 ; ‘P(x)=-2x ; B(x) =22 -2xx+í-p
u) <Hermite, co-recursivos,co-dilatados ,perturbados y asociados generalizados
a los polinomios de Hermite).
1+-u
• Xe C %~~=0 ~ Y1= P<—71 •p—O ;Yn+í= 2 , ~ ; r!=-n, n~1.
A.
p
2
r
1 2 2 A.B(x)=2x +2Ax+1-p(1+x) -2
p p p
u definido por Y
1 = (p/2)(l+t)
Tabla 3
Segun los valores de A., p y -u, tenemos:
A. E C , p E a ¡ sucesión singular
=0 ,A.=0 ,p=1 1 polinomios de Hermitel
u—O ,X#O .p-l ¡ co-recursivos de los polinomios de l-lermite
-r—0 .X—O ,pd / co-dilatados de los polinomios de Hermite
~r—O .LsO ,pel ¡ perturbados de los polinomios de Hermite
tE & ,-rs-n , ¡mO
x-o p-l 1 asociados de orden r a los polinomios de Hermitel
A.—O ,p—l 1 co-recursivos de los asociados de orden -u de los polinomios de Hermite
A.—O •p!=l 1 co-dilatados de los asociados de orden u de los polinomios de Hermite
x!=o ,p!=l 1 perturbados de los asociados de orden u de los polinomios de Hermite
a=c-¡o;.
Polinomios de La~uerre-Hahn de clase cero análoeos a los polinomios de tazuene. ()
II
24’<x)= x ; ‘P(x) = a1x+a0 ; B<x)= b2x +b1x-¡-b0
sucesión singular)
64
P0=a-1+A. ~ ; ~n+í=2n-s-a+i , n~0
y1 =p , pPIO Yn+ln<n+EL> , nd ,as—n ,na1.
2
4’(x)= x ; ‘I’<x) = -x+a-1 ; B(x) = x +[2<1-a)-A.]x+a(a—l+A.)—p
u) < Laguerre, co-recursivos,co-dilatados,perturbados y asociados generalizados
de los polinomios de Laguerre)
= 2z+a+í+A. ,xeC ~n+í = 2<n+’r+1)+a+1 ,n~0
y1 = p(1+t)(1+r+a) ,p’O ; Yn+1 = (n+r+1)(v+r+1+a) , n~1.
a+r — —(n+i) , -n~—(n+1> , n~0
4’<x)=x 2 2 2= (—1)xi-(1-—)(2r+a+1)——X
p p p
1 2r12 <rlA.-i
B<x) = (l-)x +L2t-l>(2z+«+1)+X<-1)J x+~(2r+a+1+A.)~(1-j<2r+a+1)+1—j -
P P P PP
-r definido por y1 = p<1+-r)(1+r+a)
Tabla 4
.
Según los valores de a,-r,X y p , tenemos:
a,X E C ,a - -n , nal , p E C* ¡ sucesión singular
a,XS C ,pECt , av-(n.i-1) ,n~O
A.—o , p—1 ¡ polinomios de Laguerre
A.!=O , p—1 ¡ co-recursivos de los polinomios de Laguerre
A.—O , ps 1 1 co-dilatados de los polinomios de Laguerre
p ¡perturbados de los polinomios de Laguerre
a,A.EC ,pECt , a+r#-(n+1) , ¡mO ,-r.’-(n+l> , ¡mO
A. —O • p- 1 ¡asociados de orden -r de los polinomios de Laguerrej
A.t0
¡ X—O
, p— 1 ¡co-recursivos de los asociados de orden ~rde los polinomios de Laguerre
, p# 1 ¡co-dilatados de los asociados de orden x de los polinomios de Laguerre
A.!=o , p 1 ¡perturbados de los asociados de orden de los polinomios de Laguerre
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Polinomios de La2uerre-Hahn de clase cero análogos a los nolinomios de Iacohi ~ <x>
n
2
‘2’(x>=x -1 ; ‘P(x) a1x+a0 2B(x)= b2x +b1x+b0
Teniendo en cuenta la siguiente notación:
R=r0Y1(b2-2-r0)
F
Y1
i) R=0
según <1.3) , presentaremos los dos siguientes casos:
(sucesión singular)
,A.EC ,a!=-2
~n+1(2n+a)[2(n+l )+«]
Yn+i
(2n+a+1)<2n+a—1)(2n+«)
a!=-n, n~~O , at it-2n , ¡ml
‘P(x) = (a—2)x-i-11+aX 2 «—1 1 2 2X
a—2
2
11 + (~ +p) «+p—t
u) R!=O (Jacobi, co-recursivos ,co-dilatados , perturbados , y asociados generalizados de los
polinomios de Jacobi.)
22
« -P
22
a -P
+X A.EC;O [a+§+2@+1))(a+P+2r>
A p(r+1)(t+1+a)Qz+1+jl)(x+1+a+p
)
2Y1 = (2r+a+P*1)<2r+a4+3)<2r+a+~+2)
naO.n+1 =
P—o
O
11
Y1=p .p!=o
,n ~O.
2 ~zl.
24’(x>=x -1
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(n.i-r+l)(nn+1+axn-i-n14)(nn+1-i-a+b)
Yn+l~ 2
[2( n+’r)+«+~+3J[2(n~-r)+a+~+2] [2(n+r»a+P+1]
naO ; 2r+a+p~-n-2
nal
na-2.
24’<x>=x -l
22 22
a -P a -P
2 ?.i ______ 2A. 1 1 _________
‘V(x) = [<í-—) (2-ti-a x+ + — <2-r+a+P+1) — 2(1—t (1+p +P)pJ a+P+2-r p p a+P+2-r a+P+2(-r+1)
22
« -P
B(x>=( ~1) (~) 2 + 12(11) (1 + 1 ________ 2+ A.[(1— X2r+a+P) ZJ-l)] +p p a+P+2-r a+P+2(-r+1) p p x
r 1 ~2( 1 1 [(1- -1)] ~+ Ll+(l-i (2-r+a+P+l)1P0-l 2<1-— )<1+ fl± +A. )(u+a+p) -l +2•t+a+pP
2 r definido por r0 =-(a+~+2-r+3)
TablaS
.
Segun los valores de a , ~ ,-r , A. y p, tenemos:
a,A.# E C ,a~-n , n ao , a ~±g-2n , ¡ml , p E C* ¡ sucesión singular
r-O, a,p,AEC ,pEC* ,a# -n-l ,fl!=-n-l,a4!=-n-2 , naO
1 ~—o, p—l ¡ polinomios dejacobil
p—l 1 co-recursivos de los polinomios de Jacobi
A.—O , pl ¡ co-dilatados de los polinomios de Jacobi
A.#O , p~i ¡ perturbados de los polinomios de Jacobi
reC*, a,p,XeC ,pEC* ,-r*-n-l x+a !=-n-l,z+~ !=-n-1, naO , 2-t+a+p ~ -n-2 , na2.
A0 , p—1 ¡co-recursivos de los asociados de orden -r de los polinomios de Jacobi
A—O , p#i ¡co-dilatados de los asociados de orden -r de los polinomios de Jacobi
A.,tO , psi ¡perturbados de los asociados de orden -r de los polinomios de Jacobi
+4
x—o , p—í /asociados de orden -r de los polinomios de .lacobi¡
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Polinomios de Laguerre-Hahn de clase cero análogos a los
2
‘2’(x)=x = a1x+ a0
(a)deflessel.B <x).
n
2
B(x)=b2x +b1x+b0
Teniendo en cuenta la notación:
2
It
R=r0y1(b2-2-r0> + 7 p <3+r0-2b2)p~ -b1; r
Y1
F0=% ,0Y1
8
012
formulas (1.3.> , distinguiremos los dos soguientes casos:
sucesión singular>
2
fi+V(2n+a)[2<n+1)+a]
p
Yj 2
a (a—1)(a+1)
Yn+1
1
2
<2n+a—1)(2n+a) <2n+wi-1)
n~l
rm-2.
2 sx>=[<í-%(a- 1)-li x +— [—(XL> +4’(x)=x ; ‘ 2 2 +— («-1)p «—2 a p p p
B<x)=#—1)<a—1)x
2 +1 A4.~p 22 2 +A.]p p «(«—2) Ix +2LÉ0
ti) R —O
los polinomios de Bessel).
<Bessel * co-recursivos , co-dilatados , perturbados y asociados generalizados de
1-e
+A.
= (r+O)Qr+8—1)
6n,n segun
1> R=0
2
«(«-2) xe C ¡izo
p
i-2
a («-1)
2<8—1
)
~r+8A.eC ; ry O definidos por
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‘—e
~n+l (n+r+8)(n+r+O+l)
p(-r+l)(-r+26—l)
naO 2[2(r+O)+lJ[2(r+O)—l](n.O)
PS0
¡ial2
n
con , na—2 r+26—1s.--n , naO ~r+ls.—n ,nzO.
24’(x)= x
‘-1] 1,< ~ A> + 1][A.+ ]r- +X(-u+O)p p p @+6)(p+O—l) nO+l -r+O
B<) (4.. [2(t+O)-1]x2 +
2{[(t+o)(l..A) 4 1-6 1
r ][A.+(Q)<61)] ~0 > Xi-
rl A 25 1—6 2 1 1—6 X (r+l)(-r+20—l
)
(2 ) (r+6) Po
2cA.(l- L)@+e)+...~ 41— —~+—————]———— + ~ 2
Tabla 6.
.
Segun los valores de a,r,6,X y p tenemos:
a,X E C ,a-n , na-2 , p e C~ ¡ sucesión singular
-u-O .6$EC ,PEC* ,6..-n¡2 , naO
A—O , p -1 ¡ polinomios de Bessel
A.!=O , p —1 ¡ co-recursivos de los polinomios de Bessel
A-O , p s.l 1 co-dilatados de los polinomios de Bessel
A-O , p s.l ¡ perturbados de los polinomios de Bessel
iEC* ,6,A.EC ,peC* 3+6s.-n/2 na-2 — -n ,-r+1 — -fi , tizO
A-O p —l 1 asociados de orden r de los polinomios de Bessel¡
A-O , p —l ¡ co-recursivos de los asociados de orden ~r de los polinomios de Bessel
A-O , p si ¡ co-dilatados de los asociados de orden -r de los polinomios de Bessel
A-O , p si 1 perturbados de los asociados de orden -u de los polinomios de Bessel
o.
Nota: En esta descripción se admiten como polinomios de Laguerre-Hahn aquellos cuya función de
Stieltjes cumple la ecuación <1.1.> sin la restricción B<z>s.O.
(n+-r+26—1)(n+r+l)
[2(n+r+6»1j [2<n+r+S)—lj(n+r+8)
CAPITULO HL
MODIFICACIONES DE UN FUNCIONAL DE LAGUERRE-IIAHN.
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u
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1 SUMA DE UNA MASA DE DIRAC A UN FUNCIONAL LINEAL REGULAR DE LAGUERRE-HAHN
.
u
Una forma de generar nuevas familias de polinomios ortogonales a partir de sucesiones¡ conocidas es modificar los coeficientes de la relación de recurrencia, apareciendo los polinomios¡ asociados, co-recursivos , etc. , como hemos estudiado en el Cap.ll.
En este capítulo efectuaremos modificaciones en el funcional, tales como la adición de una
¡ masa de Dirac , de su derivada o la multiplicación a la izquierda por un polinomio.Se estudiará la
regularidad de los nuevos funcionales , demostrando que estas transformaciones realizadas sobre
U funcionales de Laguerre-Hahn originan nuevos funcionales de Laguerre-l-lahn.También se estudia la
modificación del orden de clase resultante.
I 1.1. Estadio del Funcional u =u +¡ En 1940 H.L.Krall <[33]) , obtuvo tres nuevas familias de polinomios ortogonales respecto a
una medida que no es absolutamente continua .Estos polinomios satisfacen una ecuación diferencial
(i)u de cuarto orden y; a1 (x)y~ = A.~y~ donde aj <x) es un polinomio de grado i, siendo las respectivasi=O
I medidas de ortogonalidad:
u i) Caso Laguerre, dm~CX dx+118 , t~0 , soporte <m)~R+
u) Caso Legendre, dm=(a/2)dx+(l¡2fl6 j+6 1~ a>O soporte (m)=[-l,l]U iii) Caso Jacobi , dm=(l-x)« dx+g6 , «>-1 , p.0, soporte (m)=[O,1]¡ análisis del comportamiento asintótico de los polinomios ortogonales con respecto a una
medida positiva perturbada con la adición de masas puntuales fué realizado por P.Nevai ([59]).
u Desde el punto de vista analítico el problema en toda su generalidad ha sido tratado por
P.Marcellán y P.Maroni en [41] ,en donde los autores parten de un funcional regular cualquiera y le
u
U
u
U
¡
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suman una masa de Dirac en un punto c del plano complejo con un peso 11 $ O.Su enfoqde se cenu-a en
U el tratamiento de propiedades diferenciales de los nuevos polinomios en la hipótesis de que losU originales son semiclásicos.
Los polinomios ortogonales con respecto a un funcional regular más una masa o varias masas3 de Dirac encuentran su aplicación en la teoría del potencial culombiano y en extensiones de
cuadratura gaussiana (Gauss-Radan,Gauss-Lobatto).
u _____________
Pronosición 1.1.1
.
3 Sea u un funcional lineal regular y 1~n’n=Ola correspondiente S.P.O.M. Dados ji y c números
3 complejos arbitrarios, entonces u u -q¿O~ es un funcional lineal regular si y sólo si
2u _______12 Pk¿’c) 1-1 , naO <1.1.)
¡ k=O< u,
Nota: Si {Rn}nao es la S.P.O.M. correspondiente a u , esta sucesión es cuasi-ortogonal de orden uno
respecto al funcional (x-c)u, [.c(x-c)u RmR¡i> =0 si ¡ m-n la 2 , c <x-c)u R~ íRn> s. O, n al].
• El
U Teorema 1.1.1
.
u Sea u un funcional lineal regular de Laguerre-Hahn y sean ¡¿y c números complejos
arbitrarios.Enronces para cada ~ u =u + ~6c es un funcional lineal regular de Laguerre-Hahn
U
DEMOSTRACION:
U Sea u un funcional de Laguerre-Hahn cumpliendo la ecuación (1.2.)del Cap.ll. Sustituyendo en
la misma u por u 1’8c tenemosU — — -1—2 -1— 2 -12
u >+“l> u +B(x u > ~itDQ2’ác)-gP% -2~zB[x ( u 6¿] +~t B<x óc> =0 (1.2.)
E
¡
U
72
-1 —Por otra parte .cB[x ( u bc>] , p(x)> = c u • 6< <x%BP»~”’
-1—
=43<x-c) u , p>; de aquí -1— -1—B[x <ubc )]=B(x-c> u
Análogamente .cB(x162) p(x) íí¡T~xc[B(X>P(X)(O>P<O> ]= <B’ <cYc-B(c)b’ c
de donde -1 2
B(x ác) =Bic>ác-B(c>b’ c
De forma similar obtenemos D(4’ác )=4~(c)ác
y (W&Xc)= ~P(c)6c
Sustituyendo (l.3.),(l.4.),(l.5.) y <1.6.) en (1.2.)
-1 — -1—2D(4’ u > +[W -2
11B<x-c> ] u + B<x u > =11[0(c)+11B(c>]óc +p[ W(c)-p.IV <cUóc
Multiplicando <1.7.) por (x-c) y teniendo en cuenta que <x~c)8c -= ~
6c y (x-c»
— -1—2D[(x-c)4’ u ] + [(x-cyl’ -4’ -2~B] u +B<x-c)(x u ) = -14«c)+11B<c)]ác.
Distinguiremos dos situaciones:
i) 2’(c)+itB(c>=0 u es de Laguerre-Hahn cumpliendo la ecuación
D[(x-c)4’ u] + [(x-c)q>-4’ -2~¿B] — -1—2u -i-B(x-c)<x u ) = O
ji) ‘V(c)+itB(c)!=O , multiplicando <1.8.) por (x-c)
2— — 2 -1—2
D[(x-c> 4’ u] +(x-c)[<x-c>w-2«’-2gB] u +(x-c) B<x u
y el teorema queda demostrado.
Nota: 6c~<>4 = Oc[XP(X)] , (ver [18] pág.55.)
La demostración del teorema también se puede realizar con ayuda de la función de
(1.3.)
(1.4.)
(1.5.)
(1.6.)
<1.7.>
<1.8.>
(1.9.)
(1.10.)
Stieltjes de la siguiente forma:
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Sea S=S(u)(z> la función de Stieltjes correspondiente a u , verificando
2
c2’(z>5 =B(z)S ..-C(z>S+D(z) (1.11.>
— — — — n fi n
Sea 5 =5< u )(z) la correspondiente a u .De< u , x >=<unlbc ,x >=(u>n +11c , naO
— 11
se cumple que S= 5 + .Sustituyendo en (1.11.>(z-c)
2— 2—2 — 2 2
<2-e) 4’ 5 =(z-c) E 5 + (z-c) [2itB-i-C(z-c)1 5 + [jA’ + it B..-gz-c)C+(z-c) D] (1.12.)
En la Proposición 1.2.3. , en donde estudiamos el orden de la clase del funcional u ,veremos
que si se cumple la condición ‘2’(c)+itB(c)=O ,la ecuación <1.12.) es reducible y se puede dividir por
—2
<z-c), resultando (z-c) e 5 - =<z-c) E 5 + [2itB+C(z-c)] 5 + Lu%1 + 3 ~ C-i-(z-c> D]
concuerda con los resultado obtenidos en la demostración de esta Proposición utilizando las
ecuaciones funcionales
5
1.2.Detenninación del orden de la clase
.
En lo que sigue supondremos u funcional lineal regular de Laguerre-Hahn de clase ‘s”.
Proposición 1.2.1.
Sea u un funcional lineal regular de Laguerre-Islahn de clase s, y sea u = u + ~“
5c.Entonces u
es de Laguerre-Halin de clase s cumpliéndose s-2sss s-#-2.
que
DEMOSTRACION:
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— — -1—2Sean t’,W y E como en el corolario 2.1.1. Capil y sea D(¿t.* u > ~~-‘ru +B*(x u )—O la
ecuación que cumple u con
4’
Tenemos que el grado de 4’*.~1tss+4
d*=máx(r,t)ss+4 y s =máx<p*~1,d*~2)s
Por otra parte, como u = u ..
2
r=<x-c>[<x-c)w-2cD-211B] ; W’=(x-c) E (1.13.>
grado de V=p*s s-i-3 y grado de B*=rS s+4 de donde
s+2.
ss s +2 ,de donde se sigue el resultado.
El
Proposición 1.2.2
.
Sea u un funcional de Laguerre-I-Iahn cumpliendo la ecuación (1 .1 0.).Entonces para cada raíz
“a” de ct*(x) distinta de “c”, la ecuación (1.13.> es irreducible.
DEMOSTRACION:
Siguiendo el Teorema 2.1.1.Cap.II pondremos
2
2
~~a*=(xc>~a~2
2
E *4xc) 8 +a a
2
<x-c)0a-2it<x-c)Ba+<x+a-2c)ra -21’sa ; ra*=<c~a) ra-2it(a-c>sa
(x+a-2c)s . s *.Qy~) ~
a ‘ a a
y <1.13.) queda irreducible.luego si ~a~0
Si ~a=0 y rayO , ratO , <1.13.) es irreducible.
—2 2 2Si 5a=ra=o evaluamos .c u , ~a~+< u , eoBa*>=(a.c) [CU~Wa> + <u ~OoBa>]!=O
o
2
u
u
U
1
U
u
U
u
u
u
U
U
u
E
U
u
U
u
U
u
U
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Proposición
Sea u=u+.u5c ,ysean 5 s las clases de u y u , respectivamen teSe tiene que:
0(c)-,-pB(c)—O ~. s = s÷2
‘14cP-pB(c)-0. 1) B(c)=O=4 8(c) sO. — s = s÷1pB7c)+0<’cP-C¿’c)— O $ = s÷1
¡¿8’ (c>+0 - (c)+C(c) =0 — Iii
2pB7c)+C(c»’O ~. s =s
12 1
ji 8’ Yc)+
7 ¡¿0’ ‘Yc)+pC’(c>í-D(c)s.O $ = s
12 1
ji W Ych~ ~40 (c)+j¿C(c)+D(c)=O =q2j
u» 22p84c)+C(c)=O
(2»{ 07c)=O —{
rs»{ V
siendo los polinomios 0, B, Cy D los definidos en (1.11)
DEMOSTRACION;
cY(c)sO —s =s-1
¡¿B’ jc.)÷C(c)—O~s = s-1
pB YcÑC(c)=O —[si
B’ Yc>÷#o’ - ic>4 C (c)+DYcYJ s =s-1
o’3! ~c,+31 ‘2 C’ ‘(c)÷D’(c>=O— s =s-2
1.2.3.
En la demostración usaremos la siguiente notación:
76E .(z)=(z-c)l3 <z)+s.
c,i c,(i+ 1)c,<i+1)
Dci<z)=(z-c)Dc<i+ 1)<z)+Pc,<i+1)
De forma general, 5 = S< u )<z> cumple la ecuación <1.12.) siendo s =s-i-2 , luego si
«c>+itB(c)=0 la ecuación anterior es divisible por (z-c) disminuyendo en una unidad el orden de la
clase de u.
— 2 — 2(z-c) 4’ 5 =(z-c) E 5 + [2itB+C<z-c)] 5 + [W2’cí+ !~ B~í+it C+<z-c) Di ; $ =s+1.
Si B(c)=O Y + ~¡ B c, 1— CMc)=O B(c)=O 3’ itB (c)+t’ <c)+C(c)=O, la ecuación
anterior se puede dividir por (z-c) y u sigue disminuyendo de clase.
4’ 5½ES2..- Í2itBcí+CI — 2 s=s.5 + [P%,z+it Bc2+ItCcl+DI
Si 4’(c)=E(c)=O (condiciones que ya se cumplen) [2ItBcí+CMC)=O
2
Y [}t4~c,~+ 11 Bc
2+IJi %1 +Dhc)=O c~ 2>tB’(c>i-C(c)=O >‘
12 1
711 8’ ‘<c)+7it4” ‘<c)+itC’(c)+D(c)=O u sigue reduciendo su clase.
— —2 2
‘
2’c,í S½Bc,íS ~ [2118c,2+Cc,íí ~ + bA~c,
3 + itBc,3+it
8 =8c,o
C =C
c,o
~~c,oD
Cc2 +Dci] ; s =s-1.
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Por último si .<
r
‘1’ <c)=O
c,1
E
c,1
[2itBc,2+Cc,í](cfrO
2
~‘4’c,3 + it Cc,2 +Dcí](c)=O
4”<c)=O
B’<c)=0 (ya exigida)
11B’ ‘(c>-i-C’(c)=O
Ii”’ <c)+j~7 4”” (c»4-~- C’
cumple ‘
2’c,2 s ½Bc2 :2 [2
1183+C2] : + [W2’c,4+ 112 Bc4+It Cc3 +Dc2]
1.3.Eiemplos
funcional asociado de orden uno a los polinomios clásicos ,En este apartado<1) — (1)Siu esel
describiremos las ecuaciones que cumple u = u + , así como las ecuaciones de Riccati que
satisfacen las correspondientes funciones de Stieltjes S <z)= 5< u
Al ser un funcional lineal de <1)Laguerre-Hahn , u cumple una ecuación del tipo (1.2.>
Cap.ll. y S<u<l))(z) una ecuación de Riccati del tipo (1.1.) Cap.ll.Los polinomios 4’ OP, E, C y D los
44
it
<c)+D’ <c)=O
5 5 =s-2.
El
tomaremos de la Tabla 2. Cap.ll.
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de Hennite.
(1)Sea u el funcional correspondiente a los asociados de
— (1)Hermite.Sea u = u + it6c.Tenemos que 4’= 1 ; ‘4’=2x
i)Si ~“1.
orden uno de los polinomios de
B=-l ;C=-2x ; D=-2.
u cumple la ecuación
2— — 2 -1—2D[(x-c) u 1 + 2<x-c)[ (x-c)x + it -1] u -<x-c) Oc u )=O
El orden s , de la clase de u es s = 2 , cumpliendo 5 (z> la ecuación
2— 2—2 3 2 2 — 2 22(z-c) 5 ‘ = -(z-c> 5 +[ -2z +4cz -2(it-¡-c ) z+2jtc] 5 + [-2(1+11)2 +2c(2+g>z + ~ - ~ -2c 1
u) si ~ =1 ‘F(c>4.sB<c)—O , como E(c>s.O . u cumple la ecuación
-<x-c) <x1—2D[(x-c) u 1 + [2(x-c)x +1] u u )=O
El orden s , de la clase de u es s = 1 , cumpliendo 5 <z) la ecuación
— —2
<z-c) 5 ‘ = -<z-c) 5 - 2[<z-c>z+1] 5 -2(2z+c)
1.3.2 Polinomios de Ia~uene
(1)Sea u el funcional correspondiente a— (1)
Laguerre.Sea u = u + itb
4’=x ‘P=x-a-3
i) Si csIt<a+1)
los asociados de orden uno de los polinomios de
c
B=-«-1 ;C=-x+a+2 ; D=-1.
itB<c>+4’(c>sO u cumple la ecuación
1.3.1 Polinomios
u
2— 2 -1—<2)D[x(x-c) u ] + (x-c)[(x-cz-3)<x-c)+2
11<a-i-1)-2x] u -<a+1)(x-c) (x u
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El orden s , de la clase de u es s = 2 , cumpliendo 5 <z> la ecuación
2— 2— 2
z(z-c) 5 (z)’=-(a+1)(z-c) 5 (z) .i-(z-c)[-2ga.*1)+(-z+a+2)(z-c)] 5 (zfl-)
2 2
+[Hz-it («+1 )+11(z-c)(-z+a+2)-<z-c) 1
ii)Si c=11(a+1) itB(c)+4’(c)!=0 pero B(c)=-(cz+1»sO (cnt-l> u cumple la ecuación
-1 —2D[x<x-c> u ]+[2c-(x-c)(-x+a+2)] u -<a..-1)<x-c)<x u
El orden s , de la clase de u es s = 1 , cumpliendo 5 <z) la ecuación
— 2 — 3c (-z+a)c
z(z-c) 5 (z>’=-(a+1)(z-c) 5 (z> .*[(z-c)<-z+a+2)-2c] 5 (4+ [yi- «+1 -(z-c)]
1.3.3. Polinomios de Tacobi.
(1)Sea u el funcional correspondiente a los
— <1>Jacobi.Sea u = u +
asociados de orden uno de los polinomios de
c
4«x)—x
2-1 W(x)= -(«4+4) x+
22
C<x)= <a4+2>x- a -§
<a+p+2)
4<a-¡-1)(p+1)(«+p+1)
(«4+2)
D<x) = <«4+3)
(1-c¾(a4+3>(a4+2)2
s =2 , cumpliendo 5 y uflSi ~i# 4<a+1)(p+1)(a+p+1)
respectivamente
80
— 9 4(a+1)(p+1)(«+p+1) ~2 +(z-c)(z-c)2(z2-1) 5 - = (z-c) (a+0~4~3)<a+0+2)2 [ 2it 4(a..-1)<0+1><a+P+l
)
+(z-c>[(a+p+2)z- ~
<a+P+2)
4(a+ 1 >(p+1 )<cx+P+ 1
+ .i.it(z-c)[<a+P+2)z-
«Lp2 ]+(z~c>2(a+P+3)]
(«+0+2)
D[(x~c)2<x2~1) ?] + <x-c) II (x-c) [-<a+P~4>x+ «202 ~2w <x2~1)] u +(«4+2)
4(a+1)(0+1)(a+0+1) (x’u2)=O
(a+p-.-3)(a+p+2)2
(1-c2)(cz+P+3)<a+0-i-2)2
4(a+ 1) (Pa) («4+1> • itB(c>+4’(c)=O siendo B(c>!=O <a+fr=-1 nos lleva
al caso semiclásico>, — s =1, cumpliendo S y u respectivamente
<z-c)(z2-1) 5 ‘=<z-t,
2>2
+(z-c)[(a+fr*2)z- 1 5 4< z..-c, (1-c2)(a+p+3)(a+p+2>24<a+1)(0+1)<a+P+ 1)
(1-c2)<a+0+3)<«+0+2 >2
4(cx+ 1)(0+1) (a+p-i- 1)
«2~2
] + (z-c)2 («+0+3)]<z-c) [<a+P+2)z-(a+p..-2)
DIj<x-c) (x2~1)u] - [3x2~2cx+2c2~3~(x~c)[(a+p+2)x- a 2P2(«4+2>
+
u) Si it—
+
+
+
__________________ 1
u 2>0
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1.3.4. Polinomios de Bessel
<1)Sea u el funcional correspondiente a los asociados de orden uno de los polinomios de
— <1>Bessel.Sea u = u + it6c
-1
‘V=-2[(a+l)x+1-a ] -(2 a- 1
)
«2(2«+í) C=2(«xi- D=(2a+1)
c2 «2<2«+1
i>Si it# (2a-1> itB<c)+4’(c)s.O — s =2 , cumpliendo 5 y u respectivamente
2 +(z-c)L2it
«2(2«+í)
-1 -<2«-1
D[x2<x-c)2 u 1 +(x-c>1-(x-c>2[<a-¡-1)x+1-a 1 -2it
«2 <2a+l>
c2 «2(2«+1
>
ji) Si it— <2a-1>
u
1
itB(c>+4’(c>=O siendo B(c)s.O
al caso semiclásico>, — s =1, cumpliendo 5 y u respectivamente
z<z-c) 5 ‘=(z-c) -<2c~-1) ~2 + [~2c2 + (z-c)2(ax+1-cf’> ] +[ c2 «2<2«+1<z-s-c) (2a-1) +
c2 a2(2a.4~1
+ <2a-1) 2<ax+1-&1) + (z-c)(2«+1> ]
D[x(x-c) u] + [ -(2x-c)+2 c2 -<2a-1-(x-c)2(«x+1-a1)]u ..-<x-c) (x-1 u 2>o
-2x2 Ju+
nos lleva
El
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2.SUMA DE LA DERIVADA DE UNA MASA DE DIRAC A UN FUNCIONAL REGULAR DE LAGUERRE-ET
1 w
472 710 m
526 710 l
S
BT

HAHN
.
2.1. Estudio del funcional u = u + Itfic -
El estudio de la modificación de un funcional añadiéndole derivadas de masas de Dirac , está
relacionado con la teoría de la aproximación racional de funciones de tipo Markov <[38]> y ,en los
últimos años, con problemas de frontera en ecuaciones diferenciales de cuarto orden ,([14]), así como
extensiones de formulas de cuadratura gaussiana ([10]).
El primer acercamiento al estudio de estas modificaciones , via el funcional de momentos , se
puede ver en [9], donde se han dado condiciones necesarias y suficientes para la regularidad del
funcional modiflcado .En este mismo trabajo se realiza un estudio exhaustivo de los nuevos
polinomios ortogonales cuando el funcional de partida es semiclásico.
Más recientemente ,en [1112] ha sido tratada una generalización de los polinomios clásicos
de Laguerre por adición de la derivada de una masa de Dirac en el punto x=O al funcional clásico de
Laguerre.En particular ,se demuestra el carácter hipergeométrico de estos nuevos polinomios.
Proposición 2.1.1<171)
Sea u un funcional regular y 1~n’n=Ola correspondiente S.P.O.M..Sean ji y c números
complejos arbitrarios.Entonces u = u ~t~¡¿6c’es un funcional lineal regular si y sólo si
(0,1) (00)
An= 01) ~ -O ,n=O,donde
(j> <k)P <x)P <y)
n-1 m m(j k) __________
K~’
1 (x,y)= 2c u ,
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Nota: Si por IRnínao entendemos la S.P.O.M. correspondiente a u , esta sucesión es cuasi-ortogonal
de orden dos respecto al funcional (x-c>2u, [ <(x-c)2u , RR~> =0 si Im-nIz3,
.c(x-c>2u, R~
2Rn> ~
Teorema 2.1.1
.
n ~ 1.
5
Sea u un funcional lineal regular de Laguerre-Halin y sean ji y c números complejos
arbiIra rios.En ronces u = u + ~
6c - es un funcional lineal de Laguerre-Hahn.
DEMOSTRACION;
Sea S=S(u)(z> la función de Stieltjes correspondiente al funcional u verificando
2
«z)S’=B<z>S -*C(z)S-i-D(z)
y sea 5 = 5< u )<z) la función de Stieltjes relativa a u .Se tiene que
n >= (u>n~itncnd
n~O.De donde — it~= ~ - ,de manera que sustituyendo
<z-c>44’ S - — (z-c)4B S2 + [(z-c0C - 2gz-c)2B] S+ [
1x
2B-2gz-c)0~t(z-c)2C+(z-c)4D]
(2.2.)
y ,por consiguiente, u es de Laguerre-Habn , cumpliendo la ecuación
D[<z-c)44’ u ] + [<z~cVtV+2
11<z-c>
2B -4(z-c)30] u +(z-c>4B<11 ~W2:i=o <2.3.>
u
2.2.Determinadón del orden de la clase
.
en (2.1.)
<2.1.)
Prnnnsición 2.2.1.
¡
U
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Sea u un funcional lineal regular de Laguerre-Hahn de clase s, y sea u = u + ¡¿Oc’ .Entonces u
¡ es de Laguerre-Hal,n de clase s cumpliéndose s-4s s s s+4.
I DEMOSTRACION; — — -1—2Sean 0,W y B como en el Corolario 2.1.1. Cap.ll y sea D<4’* u ) +‘r u .i~B*(x u )=0 la
4 4
ecuación que cumple u con 4’t=<x-c) 4’ ; M#=(x~c>2[<x~c)2MI~4<x~c)4’+2MB] ; B~=(x-c) B¡
Tenemos que grado de 4’*=rs s+6 , grado de w*=p*ss+5 y grado de r=rss.+6 de donde
d*~máx(r,r)ss+6 y 5 =máx<p*~1,d*~2 ) ss+4.
¡ Por otra parte como u = u ~ ¿ , ss s +4 de aquí el resultado.u El
Proposición 2.2.2
.
¡ Sea u un funcional de Laguerre-Hahn cumpliendo la ecuación (2.3.).Entonces para cada raíz
3 a de 0*(x) distinta de “c”, las ecuaciones (2.2.) y (2.3.) son irreducibles.
DEMOSTRACION
¡ Al suponer u de clase s , S<u>(z) cumple la ecuación (2.1.) siendo los polinomios
‘2’, B,C,D, primos entre sí.
¡ Sean 4’*,B*, como en la Proposición 2.2.1. , C*(z)=<z~c)4C - 2it(z-c)28 y
D*(z)= it2B-214z-c)4’-it(z-c)2C+(z-c>4D
¡ i)Si B<a)sO ~, B*<a)s.O. u) Si B(a)=0 y C(a>!=O— C*<a)!=0.iii) Si B(a)=C(a>=O D*<a>!=O
¡ De donde IW(a)I+LC*(a>I+ID*(a)I!=0
• El
Proposición 2.2.3
¡ Sea u =u + - y sean s y s las clases de u y u , respectivamente.Se tiene que:
E
¡
U
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8(c)—O — s =sq-4
~B’ (c)-24’(c)—O ~. s =s+31 jiB’(c)-2«c)=O 18(c)—O— { 4¡¿B’’(cp20’<c)-C(c)s.0 — s =s+2L 1 r~’ ‘(c.)-2c’ - (c.)-C¿’c)=O
(11=44 8 ‘(c)=O
(23 j C(c)-pB’’ (c)=O
B’(c)!=O— s =s+1
5’ ‘‘(c)4’ ‘(c)-C’(cfrO s =s#13!
8’’ ‘(c)-4< ‘(c)-C’(c)..O=J 0(c)—O — 5 =s
1 cqc)=0 —[2)
C(c)-¡¿B’ ‘(c)~O — s =s
__ RiV(c)Yt 40 - 4c) 4 C’ ‘(c) ÷D(c)—O s =s
4! 3.
C’ ‘(c) .i-D(c)—O =4<3]
4! WV(c)~..j.¡ ~‘ 2
s =s-1
C’(c) 2$ ‘‘<c>o s =s-1={ 17 ~ _$2 4! .EC’ - ‘(c)÷D’(c),O=4. s =s-1
C’(c) 2ji — BV<’c).2 0IV(c)
5’ - ‘(c)-o 5!$2 BV(c> -# rtIV(c)..Jtp
‘‘(c)+D’(c)—O =«4)
[3) —~
4’ ‘(c>=O
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0’ ‘(c»O ~. s =s-2
5’ ‘(c»O — s =s-2
1 2$ ~ —f’ ‘(c)7 5 (c)-O — s =s-2
=4. {
1 2$(c)7 B>V(c)~O
—[53
5! 4! CV(c$.~ D jc)-O — s =s-2
ji 1
-~ o~c-~ dv<cyí-7 D’ ‘(c)-O =~j6)
— 5 =s-3
5” ‘(c)aO — 5 =s-3
1 2$
3! C” ‘(c)
1 C” ‘(c) BV(cFO
5 =s-3
2
2p . 1 ‘‘(c# — =5-3
~ B~’ii(c) -~ OV¡(c)4jC’(c)÷~D’ s
$2 2jL .U —
7! wL<45! 1 ‘‘<~)-O — s=s-4.a.V1t~~.:~
0’ ‘(c)=O
—t 5’ ‘(c)=O
6! BVi(c)
6! BVI(c)tsj
O”
8 (c)
(7)
donde los polinomios 4’ ,B C y O vienen dados por <2.1.).
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DEMOSTRACION:
Seguiremos la notación de la Proposición 1.2.3.
De forma general 5 = S( u )(z) cumple la ecuación <2.2.> , siendo la clase
s =s+4.Si B<c)=O la ecuación anterior puede dividirse por (z-c) ,resultando
<z-c)34’ 5 ‘= (z-c)3l3 S2 + [(z-c)3C - 2it(z-c) E] Si- [It2Bcí-2it4’-tt<z-c) C+<z-c)3D], ?=s+3.
Si ftBcí<c)-24dc)=O c~ iB’ <c)-24’(c>=0 , dividiendo por (z-c)
(z-c)24’ 5 -= (z-c>2B ~2 + [(z-c>2C- 211 E] 5 + [it2Bc
2~2i¿4’cí~stC+<z-c)
2D] s =s+2.
Si
1tB (c)-24’c,2 c,í (c)=O ~ ~11B’‘(c)-24’’<c)-C(c) =0, dividiendo por (z-c)
(z-c)4’ 5 ‘= (z-c)B ?2 + [(z-c)C - 2it Ecu 5 + (it2Ec 3-2114’c 2it Ccí+(z-c)D]
SiE (c>
c,1 =~ 3’ c,3 c,2 - c,í<c»O E’ (c>=0 y ~- E’itE (c>-24’ <c) C “(c)4’ ‘(c)-C’<c>-o
De nuevo, podemos seguir dividiendo por <z-c>
4’ 5 ‘= E ?2 + [C -211 Bc2] 5+ [it
2Ec,42114’c,ritCc
2+D]
Si
It
2Bc,
4(c»2it4’c,3<c>1¿
4’(c>=O
E(c>=O
C<c> - 2it Bcz<c)=o — C<c)-¡zB’ ‘<c)=O
2
Cc2<c)+D<c) =0 ~— s~”<~ It4! >3f 4”’ ‘<c)
It
— C’ ‘(c) +D(c)—o2
+ [Cci -
2it B~] ~ [it2Bc 5~2it4’c 411 Cc
3+Dci]
s =s+1
5 =S
S’=
5 5 -1.
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4’ —0 ~. 4”<c)=Oc,1 —
E —0 — E’(c>=Oc,1 —
Si Cci(c> - 2it E (c)—Oc,3 — C’<c) -~y E’’(c) =0
it2Bcs(c»2It4’c
4(c)i¡ Cc3(c>+D (c)—0c,1 —
4’c,2 S½Ec,2 + [Cc,2 -211 Bc
4l 5 +
It
2
-~y
[It2Ec,62it0c,s1¿ Cc 4~0c 2~
o
Ec
2<c>=O
C~2<c) - 2g Bc4<c)=OSi
4” ‘(c>=0
o E’’ (c)=O
_ 1
2 4!
it
2Ec,6 <C)~2114’c5 (c>-jx C c,4<chDc
2<c)=O
2&~ Bvi(c)
‘~ 6!
-~ 4’v(c»~E~ C 1
5! 4! lv<c)+— D’ ‘<c)-O
5 =s -3
Bc,3 c,3
2ítEcs ]S+bt2Ec
7~2it4’ c,6~ Ccs+D c,3
1
Ii-
5 =s -2
5 ½
Por último
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r
4’ (c)=0
c,3
B <c)=0c,3
o4’
o E’ ‘‘(c)=0
C <c) - 2it B (c)—0c,3 c,5 —
11
2B (c)- c,3
c,7 2114’c
6(c>-11 Ccs(c)+D <c> =0
1
o ji- C’’’<c) BV(c)~O
si
2It -~
2Ito — B”11e) -—
4’vi(c». It y7! 6! C (c)+jiD” ‘(c>-o
4’c,4 S’=Bc
4 ~2 + [C~4~
2it B~
6] 5 + [it
2Bc,
82it4’c,71t Cc 6+Dc 4]
5 = 3-4.
5
2.3. Ejemplos
— <1)En este apartado describiremos las ecuaciones que cumple u = u + »b c (1)siendo u el
funcional asociado de orden uno a los polinomios clásicos , así como las ecuaciones de Riccati que
satisfacen las correspondientes funciones de Stieltjes 5 <z)= S( u ><z>.
(1)Como todo funcional lineal de Laguerre-Hahn , u cumple una ecuación del tipo <1.2.>
Cap.l1. y S(u<l»(z> una ecuación de Riccati del tipo <1.1.)Cap.Il.Los polinomios 4’ ,W, E, C y D los
tomaremos de la Tabla .2.Cap.ll.
Si
2.3.1 Polinomios de Hermite
.
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(1)Sea u el funcional correspondiente a los asociados de orden uno de los polinomios de
— (1>Hermite.Sea u = u .Tenemos que 0=1 ; ‘P=2x B=-1 ;C=-2x ; D=-2.
B<c>=-1s.O , u cumple la ecuación
4— — 4 -1—2D[<x-c) u ] + 2(x-c>2[ (x-c)2x -~a -2<x-c>] u -<x-c) (x u
El orden s
<z-c>4 T’ =
de la clase de u es s = 4 , cumpliendo 5 (z) la ecuación
4—25 +2(z-c)2[-z(z-c)2+
11 ] 5 + [-it
2-211(z-c)+2z<z-c>2-2<z-c)4]
2.3.2. Polinomios de La2nerre.
<1)Sea u el funcional correspondiente a los asociados de orden uno de los polinomios de
— <1>Laguerre.Sea u = u + ~¿bc
0=x ; ‘P=x-a-3
B(c)—-«a+1)!=O
B=-«-1 ;C=-x+a+2 ; D=-1.
u cumple la ecuación
4—D[x(x-c) u ] + <x-c>2[(x-a-3>(x-c>2-2
11<«+1)-4x(x-c)] 4 -1—(2)u -(a+1)<x-c) (x u >=0
El orden s , de la clase de u es s = 4 , cumpliendo 5 (z) la ecuación
4— 4— 2
z(z-c) 5 (z>’=-<a+1><z-c) 5 <z) +<z-c)2[+2g«+1)+(-zi-cz+2)(z-c>2]
2 4
+[-2itz(z-c)-It («+1 )-Mz-c)2<-z+a+2)-(z-c)
2.3.3 Polinornins de lacobi.
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(1>Sea u el funcional correspondiente a los asociados de orden uno de los polinbmios de
_ ‘IJ(x>= -(a+p+4> X+ (a+p+2)
«2..o2
C<x>= <a+p+2)x- (a+~+2)
B<x)-. 4(«+1><fri.1)<a+P+1)
<cz+W*3)<a+0+2)2
D<x) = («~0~3)
B(c»~O ( «+p=-i conduce al caso semiclásico) , s =4 , cumpliendo S y u
,respectivamente,
(z-cYSz2-1> 5 - = 4<a+1)(p+1)(a+ p+1
)
<a+0+3)(a+0+2>2
4(«+ 1) (p+1 > <«+0+1
>
<a+0+3)<a+P+2)2
«2~2[<a+P+2)z- <«+0+2)
D[(x~c)4<x2~1> 7] + (x-c>2 r 22 (+1~1a1~I1
\
[-(a+p+4)x+ (a+p+2) <a+P+3)(«+0+2)2
+ 4<)~ <a+1)(P+1)<«+0+1> -1~2
~4(x~c>(xL~1>j 2 (x u
2.3.4. Polinomios de Bessel
(1>Sea u el funcional correspondiente a los asociados de orden uno de los polinomios de
— <1)Bessel.Sea u = u +
-14’—x2 w=-2[<a+1)x+1-a -<2«-1 C=2<«x+1-&1)
— <1>Jacobi.Sea u = u
+
D=(2«+1)
1B(c»O («—— conduce a semiclásico> , s = 4 , cumpliendo 5 y u ,respectivamente,
U
U
E z2(z~c>4?’= <z-c>4 -(2a-1) ?2 -<2a-1) +<z~c)22<ax+1-cr1)] + 92«2<2«+í) +(zc)2[2
11 « <2«+1> 5E _____
«2 <2a+1>
-1 -<2cz-1> 2 —3 L~2<x.c)2ua+í>x+í.«D[x2(x-c)4 u] +(x-c)2 ~+2¡i a2 ( a+1) -4x <x-c)] u +
U +(x-c>4 -<2a-1) (x’ u
¡ 5
Nota: A diferencia del caso en que se añade una masa de Dirac al funcional correspondiente a los
u polinomios asociados de los clásicos , donde el nuevo funcional puede ser de clase dos o clase uno y
¡ que se ha visto en 1 del presente capítulo, al sumar la derivada de una masa de Dirac al mismo
funcional, la nueva clase queda unívocamente determinada , s=4.
U
U
E
E
U
¡
E
U
U
U
¡
93
3.ES’TTJDIO DEL FUNCIONAL u CUMPLIENDOSE (x-c)u = ¿iv . u.c e C CON y DE LAGUERRE-HAUN.
%LEstpdlo del funcional u.Regularidad. [71. [201.fS 01 .15 11)
Pronosición 3.1.1.
Sea y un funcional lineal regular y sea 1~n’n=Ola S.P.O.M. correspondíente.Sean ¡a y c cG.
-P n(c)
Para cada $ — Mn ‘“n (1) , mal y con el convenio ¡¿0=0 ,el funcional u tal que
~n-1 (c)
(x-c)u=¡¿v <3.1.)
es un funcional regular.
Nota: Si por (Rnlnao entendemos la S.P.O.M. correspondiente a u,
orden uno respecto al funcional y, [cx’, RmRn> =0 si
esta sucesión es cuasi-ortogonal de
m-na2,.cv, R~ íRn >
Teorema 3.1.1
.
Sean u y y dos funcionales lineales regulares cumpliéndose (3.1.).Si y es de Laguerre-Hahn,
u es de Laguerre-Hahn y viceversa.
DEMOSTRACION:
Sea y un funcional de Laguerre-Hahn cumpliendo la correspondiente función de Stieltjes la
ecuación 05’—BS2+CS+D (3.2.>
Sea 5 <z>=S(u><z) la función de Stieltjes relativa al funcional u.
n 1 —De it<v> =it-cv , x >=(u>~~
1 - c(u)~ tenemos que S<z)=— [(z-c>5 <z) +1] ; sustituyendo en <3.2)
n it
n al ].
El
obtenemos
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114’(z-c) 5 -— B<z-c>
2S2+ [v4’ +2(z-c)B+
11<z-c)C] 5 + [8+ItC + it
2D] (3.3.>
de manera que u satisface la ecuación D[ It <x-c)4’u]+<x-c) [
11W-2B]u +(x.c)2B<x’u2)=O
<3.4:)
De la relación entre 5 y 5 obtenemos que si u es un funcional de Laguerre-Hahn, esto es,
1tal que 5 verifica la ecuación • ~ ‘ = E S 2 + 7 ~ +3 ,entonces y =
It
es también
un funcional de LaguerreHThn , de manera que su función de Stieltjes satisface:
~ • <z-c>s’—11
2 Ts2 +[-2It B -fit<z-c) C ~It+ ]S+ [-4’ + B-<z-c) C+(z-c)2D
de donde se sigue la ecuación funcional satisfecha por y:
]
(3.5.)
DW ‘2’ <x-c>v] + p [28 + W (x-c) ]v + ~2i <0’v2>=o ‘P--(4’’+C)
3.2.Detenninación del orden de la clase
.
3.2.1
Sea y un funcional de Laguerre-Hahn de clase “s” y sea (x-c) u =¡aV. Entonces u es un funcional
Proposición
de Laguerre-Hahn de clase s cumpliéndose s-ls s ss+2.
DEMOSTRAC ION;
Sean 4’~ y B como en -1Corolario 2.1.1. Cap.ll y sea D[4’*u]+Wku+B*(x u2)=0 la ecuación que
cumple u donde crt=g<x.c>dz~ ; ‘r=<x-c><itw-2B) y B*=(x~c)2B según nos indica la ecuación <3.4.).
grado de 4’*=rs s+3 ; grado de ~r=p*ss+3 ; grado de r=r*s 5+4
de donde d*=máx(r,r*)s s+4 y s = máx <p*~l,d*~2) s s+2.
Por otra parte, si u es funcional de Laguerre-l-lahn de clase s satisfaciendo
(3.6.)
D[ ‘¡‘u] ‘Pu+ E (,C’u2)—0 y cumple la ecuación
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-1D[4’ u]+W u+B (x u2)=0
siendo 4’ =g<x-c) 4’ ; ‘Y =~¿[2 B + ‘1’ <x-c)] >‘ E ~it2T según (3.6.).
gradode4’=ts s+3; gradodew =p s+2 ; gradodefl =rs s+2
de donde d =máx<t ,r)s s+3 y 5= máx (p -1,d-2) s s +1.
Prp~pas i~ ón 3.2.2
Sea u un funcional de Laguerre-Hahn cumpliendo la ecuación (3.4.).Para cada raíz “a” de
•*..,«x..cfl, distinta de “c” , la ecuación (3.4.) es irreducible.
DEMOSTRACION:
Como y es funcional de Laguerre-Halin de clases , S<u)(z) cumple la ecuación
los polinomios 4’ , E ,C, D primos entre sí.Sean 4’ * y B* como en la Proposición
<3.2.) siendo
3.2.1.
y D*(z)= E +jtC +
i) SI B(abéO
ii)Si B(a)=C<a>=O
B¶a)$0. Si 13(a)=O yC(a»áO C*(a)$O.
D*(a)# O de donde IB*<a)I4~JC*(a>I+¡D*(a>l!=O.
Proposición. 3.2.3
.
Sea (x-c) u=
1¿v y sean s y s las clases de u y y respectivamente. Se tiene que:
s =
0(c)-O B(c)+sC(c)+.u
2D(c»’O s s+2{ 5(c)-.-yC(chey2D(ch0 «i)
o
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-¡vi’ (c)÷2B(c)÷¡¿C(c)—O— s = s+1
-¡¿0’ (c)÷2B(c%~-pC(c)=O
0 ‘(c)=O
—1
0’(c)sO — s = s
5(c)—O — s =s{ 4 4” ‘(c) +25’(c) ~ C’(cfr0B(c)=O ±4V ‘(c) #2B’(c) tp C’(c)=O
8’ ‘(ch-pC’ ‘(ch-,¿2D’ ‘(c)g) — s = s
(3) { K ‘(c)÷jzC’‘(c)-í-2D’ ‘(c)=O — 5 = s-1
siendo los polinomios 4,B, Cy D los definidos en (3.2)
DEMOSTRACION:
Seguiremos la notación de la Proposición 1.2.3.
i) Si 4’(c)!=O , 5 (z>=S(u><z> cumple la ecuación <3.3.)
u) Si 4’(c)=0 y B(c)+itC(c)+
11
2D(c) =0 la ecuación anterior es divisible por (z-c)
t’4’ 5 ‘=B<z-c) T2+ [-it4’c,i+2B+itC]S+[Bc,í +ItCc,í +it2Dcí] ~ 5 =s+1.
iii) Si ~it4’c1 (c>+2 B(c>+it C<c)=O y Bcí <c)+ItCcí <ch it2Dcí <c)=0 —
-it$ <c)+2 13(c)+g C(c)=O y B’ <c)+itC’ (c)+
11
2D’ <c)=0 , dividiendo por <z-c)
~ ~ ‘B ~ [1A’c,
2+2 Bc 1+11 Cci] 5 + ~ +It%2 + it
2Dc,z]
(13=4. jj
(2)
B’(c)+¡¿C’(c)-.-ji2D ‘(c>—O =4.
B ‘(cjq¿C ‘(c$-ji2D ‘(c)=O
5 = s+1
~[2J
— 5 =5
~[i3)
~. s =s+2.
— 5 =8
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4’ =0 — 4”(c)=O
c, 1
B(c)=0
+2 8c 1+11 CcJO~
13c2 +%LCc
2 + it
2D c,2
__ 4” ‘(c) +2B’<c) +¡i CÁc)=O
2
__ 13’ ‘(c>+~tC’ ‘(c)+tt2D’ - (c)=O
se puede volver a dividir por (z-c)
‘—13 72+[~4’ +213 +itC ]S+[B .i-
11C +It
4’c,2 ~ — c,1 c,3 c,2 c,2 c,3 c,3 c,31 — 5 =s-l.
5
3.3.Eiemylos
.
Describiremos las ecuaciones que cumple u , tal que (x-c>u =v , donde y es el funcional
asociado de arden uno a los polinomios clásicos, asi como las ecuaciones de Riccati que satisfacen las
correspondientes funciones de Stieltjes 5 (z>=S(u)(z).
Como funcional de Laguerre-Hahn , y cumple una ecuación del tipo <1.2) Cap.ll.Los
polinomios 4’,W,B,C y D se tomarán de la Tabla .2.Cap.ll.
3.3.1.Poljnomjos de Hermite
‘P=2x , B=-1 , C=2x , D=-2.
«c)=1!=0 u cumple la ecuación:
D[ it(x-c)u 1 +2<x-c)<px+1)u -(x-c)2eC’u2)=0
El orden s de la clase de u es s =2 , cumpliendo 5 <z) la ecuación:
iv> Si
¡t(z-c) 5 ‘— -<z-c)2 2 - fr+2<z-c)<í+itz>] 5 - [1+2Itx+2it2]
¡
¡
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U 3.3.2.Polinomios de La2uerre
.
4’=x ; ‘P=x-a-3 ; B=-«-1 ;C=-x+a-i-2 ; D=-1.
¡
i) Si cso , 4’(c>!=0 s =2 cumpliendo tun y 5 <z) las ecuaciónes
¡ D[jtx(x-c)u] + <x-c)[ it <x-a-3)+2(a+1)] u - <a+1)(x-c>2 «1u2)—0
U
ltz(z-c) 5 -= (a+1)(zc>2S2 + [-jtz.2(a+1)(z-c)+~(z-c)<-z+a+2)] 5 +[-(a+1)+g-z+a+2)-
11
2]
¡
u) Si c=0 y B(c)+
11C(c)+11
2D<c)=-<a+1)+
11(a+2)-11
2 — O — s =2
U
U D[
1tx
2u] + x[ g <x-a-3)+2<a+1)] u - <«+1) x 2 <,c1u2>=O
U itz2 5 ‘= -<«+1> z 2?2 + [-ttz-2<a+1) z +~t z <-z+ai-2)] 5 +[-(a+l)+p~-z+a+2)-~2]
U Si c.=O ,
y -jt4” (c)+2B(c)+
11C(c)=-11-2(a+1)+s(a+2». 0 s =1
D[Itxu] +[ 2(a+1)-It<-x+a+2)]u-(a+1) x _1
Itz 5 ½-<«+1) ~?2 + [-It-2(a+lfl- it <-z+a+2)] 5 It
U iv) Si c=O ,
U -it0 (c)+28(c>+gC<c)=-pr2<«+1)+g«+2)— O , B’<c>+11C’<c)i-WD’<c)= -1’~ O s =1
(It =0 está excluido por regularidad> , u y 5 (z> cumplen las ecuacionesU D[1axu] +It(x-l)u-(a+l) x <,C1u2)=O¡ 5 ‘=-<a+1)zS2-gz -It
U
¡
U
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3.3.3.Pol¡nomnios de Iacobi
.
4’(x)=x2-1
«2..o2
C(x)= (a4+2)x- <«+0+2) D(x) = («4+3)
i)Si c—±1 4’<c)—c2-1$O — s =2
D[ it(x-c)<x2-1)u] +
22
1-2(x-c)[ it [-<«4-’-4)~ <«4+2) 4<cz+ 1) (p+ 1)(«4+1
)
(a+0+3)(«4+2>2
<C1u2 ) =0
it(z-c)(z2-1)S’= <z-c)2 4(a+1)<0+1)(a+0.i-1
+it<z-c)[(a4+2)z- +
ii)Si c=±1 y B(c)+itC<c>+it2D(c>=
?2 4 -it(z2-1>+2(z-c)
L 4(a+1)(0+1)(a+0i-1(«4+3>(«4+2)2
4(a+1><0+1)<«4+1
(a+p+3><a4-d-2)2
(a+P+3)<a+p+2)2 +
]+112<a+0+3)]
<«4+2>
+it [ (a4+2)(±1)-(«4+2> +
-qt2 («~0~3) yO 5 =2.
D[it(x-(±1))(x2-1)u] - {2(x-<±1)) 4<a+1)<p+1) <«+0k 1
<a4+3)<a+0+2)2
4<a+1>(p+1)<a4+1) 1 2(x u
‘I’(x)= -(«4+4> x~- («4+2)
1 +
it<z-(±1))(x2-1)5 (a+0+3)<a4+2)2 +(a+o+3)(«4+2)2
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4(a+1)<0+1)<a4+1) +It[ <«4+2)z- («4+2)
E<c)+11C(c)+it
2D<c)=0 y
8<a+1)(p+1)<«4-¡-1
)
+ («+p-s-3)(«+p+2)2 +It[ (a+p+2)<±1)-(«4+2) ~ — 5 =1.
D[¡t (x2-1)u] + 1 -8 (cx+ 1) (0+1> («+0+1
4<a-i-1)<P+1)(a+P+1) (,c1u2)—O
<a+0+3)<a+0+2)2 _
8(a+1)<p+1)(a+p+1
(«+IH-3)(a4+2)2
+g[ (a+p-s.2)z- ~};-+it<«+0+2)
iv) Si c=~±1 , B<c)+
11C(c)+it2D<c)=0 It4’ (c)+213(c)+11C<c)= 0
B’(c)+ItC’(c)+112D’<c>=it(a+p+2>$O 5 =1.
D[It (x2-1)u] -pi [2x-i-(ai-fr’-1)(x-(±1)]u+(x-(±1)>
It (x2~1)?’=<z~(tu» 4(a+1>(0+1)(cx+ft4-1)—2 +~ («+p+1)(z-(±1)5 + It<«+0+2)
+112 («+0+3>1
iii) Si c=±1
1+
«2f2 ±1
+ it
It +
(x1u2)=0
3.3.4.Polinomios de Bessel
.
‘2’—x2 ‘P=-2[(«4.1)x+1-a’] -2<a-1> C=2(«x+1-c01> D=<2a+1)
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— s =2 , cumpliendo u y 5 <z) respectivamente
D[itx2(x-c)u]-2(x-c) 1 «4~~
>
2<a-1)<>2
112 2(«-1
)
+pi [(a+1)x+1-«]>u-<x-c) «2<2«+í> (x’u2)—O
2(a-1>2~ 2[-Itz-2<z-c>
2 +2it(z-c)<az.i-1-&
1) 5 +
+ [(a1) +2Max4.1-&1) +pi2 (2cx+1)]
u) Si c=O y -2<a-1
— s=2
{2(a-1
D [px3u]-2x
a (2a+1)
«2(2«+í)
a <2a+1)
(x1u2)=0
22 2 («-1) —+2itz<az+1-c01>] S+S+[-~tz-2 z
+ [j<«í) +2it(«z+1-01> +it2 <2a+1)]
« (2a+1)
iii) Si c=O 2<a-1)B<c)+
11C<c)+1t
2D(c)=0 y -ji4”(c)+2B(c)+
11C<c>= -2 2 .*2It(1-&’)!=O
DIjpx2u]~{ -4(a-1
)
«2 (2a4~ 1>
—z
a2<2«+1)
+pi [<2a+1)x+2-2«
1] }u-x 2< «-1)
«2<2«+1) (x’u2 ) f~
2<«-1)
-2 «2 (2«+1) +211 <az-*1-&1>] S.i. 2pia
iv) Si c=O , B(c>+
11C(c)+11
2D(c>=0 , -
114”<c)+28<c)+11C(c)=0 B’(c)+piC’<c)+pi
2D’<c)=4uz0
i) Si cs0 , 4’(c)sO
5 ...1
— s=1
u
¡
1
2<a-1> 102¡ DL¡¿xui-ptx(2«+u)Jux (¿u%—0
—- 2(«-1> «2(2«+í)
—z «2(2«+u) S2+Ij11z(2a+í) iS+2pia
1
¡
¡
¡
1
¡
¡
¡
1
¡
1
¡
¡
¡
1
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1CAPITULO IV
FUNCIONALES LINEALES DE SEGUNDO GRADO.
I.FUNCIONALES LINEALES DE SEGUNDO GRADO
.
1.1.DEFI=4ICIONESCARACTERIZACIONES Y EQUIVALENCIAS.
l.2.PARES PRIMITIVOS.
1.3.REDUCCIONDEUNFUNCIONALDE SEGUNDO GRADO A SEMICLASICO.
2.ESTABILIDAD DE LOS FUNCIONALES DE SEGUNDO GRADO
2.1. TRASLACIONES YHOMOTECIAS.
2.2.CO-RECURSIVIDAD,CO-DILATACION Y CO-MODIFICACION.
2.3.SUMA DE UNA MASA DE DIRAC Y DE LA DERIVADA DE UNA MASA DE
DIRAC.
2.4.MULT]PLICACION POR POLINOMIOS.
2.5.ESTUDIO DEL FUNCIONAL V CUMPLIENDO (x-c)V=~iU , SIENDO U DE
SEGUNDO GRADO.
2.6. EL FUNCIONAL U1.2.7.EJEMPLOS.
3.REDUCCION DE UN FUNCIONAL DE LAGUERRE-HAHN A SEMICLASICO
.
3.1 .REDUCCION.
3.2.EJEMPLOS.
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1.FUNCIONALES LINEALES DE SEGUNDO GRADO
.
Tanto el funcional lineal correspondiente a los polinomios de Tchebychev de primera especie
<-1/23-1/2)
como el funcional lineal correspondiente a los polinomios de Tchebychev de segunda
(1/2,1/2)
especie ~‘ n satisfacen una ecuación cuadrática, por lo que se les denomina funcionales de
<-1/2,1/2) (1/2 -1/2)
segundo grado.Otros funcionales , por ejemplo los relativos a los polinomios ~n >‘
poseen esta propiedad.
En este Capítulo definimos y caracterizamos los funcionales de segundo grado, demostrando que
para las operaciones más usuales entre ellos,dicha familia de funcionales es estable.
Por otra parte, veremos que todo funcional de segundo grado es semiclásico, mostrando así
mismo bajo qué condiciones un funcional semiclásico es de segundo grado.En particular estudiamos los
polinomios clásicos, poniendo de manifiesto la imposibilidad de que sean de segundo grado en los casos
de Hermite, Laguerre y Bessel , y dando una condición necesaria , en función de a, p, para que los
polinomios de Jacobi P<«~~> puedan corresponder a funcionales de segundo grado.Los casos a-fr=-1/2
n
,a4=l/2, a——p=1/2 y a——~=-l/2 , están detallados.
Un funcional de segundo grado (con una cierta restricción , ver Proposición 1.1.8.) es de
Laguerre-Hahn.En este Capítulo también estudiamos cuándo un funcional lineal de Laguerre-Hahn es de
segundo grado y por tanto semiclásico.Los asociados de orden uno a los polinomios clásicos , en general,
son de Laguerre-Hahn , cumpliendo las correspondientes funciones de Stieltjes las ecuaciones dadas por
la Tabla 2. , Cap.ll.Para los polinomios de Bessel ~<«) , si a=l/2 , el correspondiente coeficienten
polinómico B(z) que aparece en la ecuación <1.1.) , Cap.ll.,se anula ,satisfaciendo la función de Stieltjes
una ecuación diferencial lineal y siendo estos polinomios, por tanto, semiclásicos.Igual razonamiento
<-1/2 -1/2)para los polinomios % ‘ , (ver [51], pág.41.).Pero también pueden aparecer asociados de orden
uno que son semiclásicos , sin que el polinomio B<z) se anule , por ejemplo (P<1/2~1/2))(1)=p<112~1~2>
n n
.La justificación de estos casos es que son polinomios correspondientes a funcionales de segundo grado.
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Las ecuaciones (3.3.) del presente Capítulo dan unas condiciones necesarias y suficientes para
que un funcional de Laguerre-Hahn sea ,a su vez, de segundo grado y por tanto semiclásico.Unos
ejemplos relativos a modificaciones de los polinomios de Tchebychev , completan el Capítulo.
1.1. Definiciones, caracterizaciones ‘y epuivalencias.U51.161.fSll.f541.1561.
)
Definición 1.1.1.
Un funcional lineal regular u se denomina de segundo grado si la función de SÉlelties corres-
pondiente verifica una ecuación algebraica de segundo grado del tipo
Ji(z)S2(u) (4÷c(z)S(u)(z)+d(z)=O
siendo b(z%c(z) y d(z) polinomios con coeficientes complejos cumpliendo
- 22b(z)—O , c2(z) - 4b(z)d(4—O y d(z) = (uO
0c)(z) (u 60b)(z) (1.1.)
o
Definición 1.1.2.
Un funcional lineal regular “u” se denomina de segundo grado si verifica la ecuación
- zc¼u=O cumpliéndose <u
2 , %b(z» = <u , (1.2.)
siendo b<’z) y c(z) los mismos polinomios que en la Definición 1.1.1.
El
Proposición 1.1.1..
Las Definiciones 1.1.1. y 1.1.2. son equivalentes
DEMOSTR4CION:
E
¡
1
£
1
1
u
E
E
¡
u
¡
¡
¡
¡
¡
E
1
¡
¡
E
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Partiendo de la ecuación b(z)S2(u)<z)+c(z)S(u)<z)+d(z)=0 y aplicando el Lema 3.1.1.Cap. 1.
b(z)<1/z2)F(u2)<1/z)- c(z)(1/z)F(u)(1/z)+d(z)=0
(1/z2 )F<bu2)( 1/z)+<1/z) (u26
0b)(z)-( 1/z)F(cu) ( 1/z)-< uO0z)(z)+d<z)=0
u
2 , 8 )+ 22<1/z)P[r’(bu2)J(1/z)-(1/z)F(cu)(1/z)+(1/z)F(< %b)(z)-(uO
0c)(z)+d<z)=0
+ <u
2 , 6
0b> 6J(1/z)(1/z)FV
1<bu2) - cu 0o1) -(uO
0c) +d ](z)=0
de donde 1
1<bu2)-cu + <u2 ,0
0b>6=0 (1.3.)
22y d(z) = - [(u %b) -(uB0c)]<z)
Multiplicando (1.3.) por z tenemos b(z)u
2 - zc<z)u =0 y
de cz’(bu2) -cu+ <u2, 6
0b>6 , 1 >=0 concluímosque <u
2 ,O
0b5~=<u,c>.
Ii) 1.1.2. 1.1.1.
Multiplicando b(z)u
2-zc(z)u =0 por z -1 tenemos t1b(z)u2 -c(z)u + < c(z)u , 1 > 8=0
Aplicando el Lema 1.2.1. Cap. 1. y usando la condición <u2 , 6
0b(z) > = <u ,
obtenemos
b<z)(C’u
2)-c(z)u=0 , o, equivalentemente,
S[b(z)(z1u2)] -s [c(z)u]=O teniendo en cuenta el Lema 3.1.1.Cap. 1.
O
0b)<z)-c(z)S(u)(z)-(ue0c)(z>=0
1 2b(z)S(u
2)(z)+( u2 6
0b)(z)-c(z)S(u)(z)-(uO0c)<z)=0
z
2
-b(z)S
2(u )(z)+( u2 0
0b)<z)-c(z)S(u)(z)-(uO0c)(z)=0 de donde
22b<z)S
2(u)(z)+c(z)S(u)(z)+d(z)=0 , d(z)=<u6
0c)(z)-( u 60b)(z)
o
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Pronosición 1.1.2.1511
Las ecuaciones (1.2.) son equivalentes a
b(x)u +x2d(x)u1=O
c(x)=(uB
0b)(x)÷(u
1xd)(x) (1.4.)
siendo d(x) elpolinomio definido en (1.1.)
DEMOSTRACION:
Sea S(u)(z) la función de Stieltjes correspondiente al funcional u cumpliendo (1.1.) y sea
S*(z) la segunda solución de (1.1.), que ,generalmente ,no es una función de Stieltjes.
c(z
)
- b(z) dczy S(u)(z)S*(z)= b(z)
b(z)
2~4 1S*(z)=z b(z) S(u )(z)
recordando el Lema 3.1.1.Cap. 1. y que S(6)(z)= -
y - c(z) -S(u)(z)=z2 S.L
b(z) b(z)
usando nuevamente el Lema 3.1.1. Cap. 1.
-c(z)-S<bu) (z»i-(u6
0b)(z)—S(z
2du1)(z)-[u’0
0(z
2d)j(z)
de donde b<z)u+z2d(z)rn1=0 y c(z)=(uO
0b)(z) + [u100(z2d)](z)
Procasición 1.1.3.
Sea u un funcional de segundo grado.E¡ funcional u (k+1) asociado de orden (k+1) es ,también,
un funciona) de segundo grado.
DEMOSTRACION:
1
z
o
Si u es de segundo grado la función de Stieltjes correspondiente cumple la ecuación
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b(z)S2(u)(z)+c(z)S(u)(z)+d(z)=0
Usando la relación entreS y Sk+í=S<u(k+l))(z) dada por <4.l2.)Cap.l. obtenemos que 5k+1cumple la ecuación b(k+ 2
l,z)Sk+í+c(k+l,z)Sk+í
b(k+1,z)=(bN2-cNQ+dQ3 )(z)
+d(k+1,z)=0 siendo
c(k+1,z)=(2MNb-MQc-NPc+2PQgI)(z)
d(k+1,z)=(bM2-MPc+dP2)(z)
(1)M(z)=Pk <~> <1)N(z)=yk+íPkí (z) P(z)=Pk+í(z) QIz)=xk+íPk <z)
b(z)=b(0,z) , c(z)=c(0,z) d(z)=d(0,z).
En particular para k=0 , (asociados de orden uno)
2b(1,z)—r
1d(z)
o
Pronosición 1.1.4.
Sea u un funcional lineal regular y sea u(k+í) el funcional asociado de orden (k#1).Si u(k+l) es
de segundo grado, u también es de segundo grado.
DEMOSTRACION:
De forma análoga a la demostración de la Proposición 1.1.3. ,se obtiene que si
5k+l cumple
2la ecuación b(z)Sk+í +c(z)Sk+
1+d<z)=0 5 cumple b*(z)S
2(u)(z)+c*(z)S(u)(z)+d*(z)=0
siendo b*(z)=(bM2~cyk+íMP+dy~+íP2 )<z)
<1)
N(z)=Pk (z) ; P(z)=Pk(z)
En particular ,si k=0
2 21
2
c*(z)=(2MNb~?k+ íMQc-Yk+íNPc+2vk+íl’Q0)(z)
)(z) M(ZW.Pk+l(z)
(1)Q(z)=Pkí<z)
)<z) ; d*<z)=b(z). o
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Proposición 1.1.5. <[541)
Sea u un funcional lineal regular; u es de segundo grado sí y sólo sí existen polinomios
b(n,x) , naO , tal que b(x)u~b*(n÷1,x)u (¡i#1> naO donde
n
-1
b*(n~t.1,x)= H T~+í b(n+1,x)
j=O
DEMOSTRACION.
i) Si u es de segundo grado cumple (1.5.)
En efecto ,sabemos que y1u(
1) =
,(b(x)=b(O,x)). 1.5.)
[(u<1))o~] .Sustituyendo en (1.4.).
y usando la Proposición 1.1.3. tenemos
b(x)u= -1 b(1,x) u(1)
Utilizaremos inducción. Supongamos que se cumple
n-1 -1
j=O
como b<n,x) u (n) = ~ -1n+1 b(n+1,x) u(n+l) , naO
n
b(x) u= fl ~ b(n+1,x) u(n+l) .b*(n+1,x) u(n+l)
j=0
naO.
u) Si u cumple <1.5.) , u es de segundo grado.
De la relación (1.5.) se sigue que
S[b(z)u](z)~S[b*(n+1,z)u(n+í)](z) .Aplicando el Lema 3.1.1. Cap. 1.
b(z)S(u)(z)+[uO
0b(E)](z) = b*(n+1,z)S(u(n+í) )(z) + [u(n+í)00b*(n+1,t)](z) naO.
Usando la ecuación (4.12.) Cap.l., deducimos
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(1)
Yn+ílb(z)S(u)(z)+[uoob(E)] <z)} = ~b*(n+1,z) (1)Pni(z)+P n(z)S(u)(z)
+[u(n+l)00b*(n+1,E)j(z)
de donde se obtiene que S(u)(z) cumple una ecuación del tipo (1.1.)
o
Con objeto de obtener una nueva caracterización de los funcionales de segundo grado necesi-
tamos el siguiente resultado previo.
Pronosición 1. 1.6.1 [5411
Sea (1’ ¡ una S.P.O.M. con respecto a u ((u%=1) y IRnln=ootra S.P.O.M. con respecto
n nao
a y ((v0=1).Las dos siguientes afirmaciones son equivalentes.
i) Existe un polinomio B(x) y un entero saO tal que
n+r
BRn= 2 ~
j=n-5 ng j
naO >~n,n~A nas ,donde r=grado B(x)
U) Existen polinomios B(x»’O y «x»’O tal que Bu=c’v , con grado de ‘i’=s
Proposición
o
1.1.7.
Sea
1~j’i’n=Ouna S.P.O.M.
íPn¡n=Oesuna sucesión de segundo grado (el funcional lineal u correspondiente es de segundo
grado) si y sólo si existen un polinomio B(x) y un entero s =0,tal que:
(1) n+r
BPn = 2 x .P.
j=n-s ng j
naO (1.7)
(1.6.)
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DEMOSTRACION:
Según la Proposición 1.1.6. la ecuación ( 1.7.) equivale a Bu.=$u(1) , con grado de 4’=s.Pero
esta igualdad caracteriza a los funcionales de segundo grado según indica la Proposición 1.1.5.
o
Proposición 1.1.8
.
Un funcional de segundo grado es de Laguerre-Hahn si se cumple la condición
2b(z)c fr) - b (‘z)c(z) O, con 144, cfr)y dfr) los mismos polinomios que en (1.1.)
DEMOSTRACION:
Derivando (1.1.) obtenemos b (z)S2(u)(z)+[2b(z)S(u)(z)+c(z)]S’ (u)(z)+c (z)S(u)(z)+d’ (z)=O
Multiplicando por 2b(z)S(u)(z)+c(z) y sustituyendo los valores
c(z)S(u)(z)+d(z
)
b(z)[2b<z)S(u)(z)+c<z)j2 =c2<z)-4b(z)d(z)
(c2(z)-4b(z)d(z)]S (u)(z)+[2b(z)c (z)-W (z)c(z)]52(u)(z)+[c(z)c (z)+2b(z)d’ (z)-2b’ (z)d(z)]S(u)(z)+
+c(z)d’ (z)= O,
o
Proposición 1.1.9.
Sea “u” un funcional de segundo grado, sus momentos cumplen la ecuación en diferencias
n+p n+p n+q
> (Y ~~n(u). (u)~- ~ ckn(u)k=O ; naO , [b~=O ,ídi]
¡=0 j=i
y la condición
p
siendo b(x)=I b~x’
i=O
p-1 p-l
z(xb (u)~~)
¡=0 ~ j+1
q(u). - >: ck(u)k=O
NO
q
; c(x)= > ci x~
¡=0
y S2(u)(z) = -
E
u
1
3
u
¡
u
¡
1
£
1
u
¡
¡
¡
3
u
¡
¡
u
1
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DEMOSTRACION:
Directamente de la ecuación (1.2.)
U
l.2.Pares primitivos
.
Trataremos el problema de la simplificación de las ecuaciones (1.1.) y (1.2.).Es claro que la
ecuación (1.1.) sólo podrá ser simplificada si b(x) , c(x) y d(x) tienen mices comunes.
Lema 1.2.1.<1541
)
Sea u un funcionad de segundo grado cumpliendo
<1.8.)
(1.9.)b2j’z)S
2 (u)(z,>+c
2 (z)S(u) (z)+d2(z%=0
Notaremos con b(z) elntc.d. de Ji1 (z) y b2(4.Entonces , existen polinomios c(z) y d(z) tal
que ““cumple bfr)5
2 (u) (z)÷c(z)S(u)(z%¿.d(z)=O.
DEMOSTRACION:
De (1.8.) y (1.9.) obtenemos ( b
2c1-b1c2)S(u) +b2d1-b1d2=O
de donde b2c1-b 1c2=O y b2d1-b 1d2=0 . Si hacemos b1=bb*1 y b2=bb*2
b*2c1~b*1c2=0 y b*2d1~b*1d2=O ,como b*1 y b*2 son primos entre sí
c1=cb*1 , c2=cb’~2 , d1=dlr1 y d2=db*2. o
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Proposición 1.2.1.U5411
La ecuación (1.2.) se puede simplificar si y sólo si b(z) y c<’z) tienen raíces comunes y
,se cumple que <u, e c > - <u2 O O Ji> —O para cualquier raíz “a” común a b¿’z) y c(z).
a ‘Ocx
DEMOSTRACION;
Sea b<x)=<x-a)b(x) , c(x)=<x-a)ca <x)
(8
0c)(x)= c(x)-a(60c)<x) 22.2 22(uO0b)(x)=(uO0b)(x)-a (u e0bQ(x)
=uc <x)-a(uO 0c) (x)-(u
26
0b)(x)+a 2
(u
20
0b) (x)
Por otra parte (uO0c«)(x) - (u2e~b)(x)..90[uc -u
2Ooba] (x)=
=i[(uc)(x)~<u2e
0bQ(x)-.cu ,c> +.c u
2 O~1>] (ver Lema 1.2.3. Cap. 1.).
-<u2 ‘ OOba>
[(uc)(x)- <u2 0
0b)(x) - «u ,c> - <u
2 ‘ 0
0b>)]+<u ,c>
=(x-a)d (x)+ <u ‘a - <u
2 ,0
00b>
1
[<uc)(x)- <u
2 6
0b)(X) >-cu
2con d<x)= - (cu,c«
n3 Nota: Sea C(x)= >2 c~ x3 .Entonces
j=O
n
[uC(xH(O)=>2 c~<u)~=cu~ >2 c~x~ >
j=0 j=O
luego
Por otra parte (tOoC )<x)(0
00«C)<x) o
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Definición 1.2.1.
Un par b(z,>, c(z) que no pueda ser simplificado (según Proposición 1.2.1.) se denomina
par primitivo.
o
Corolario 1.2.1.
El par primitivo es único.
DEMOSTRACION:
Se sigue del Lema 1.2.1.
o
1.3.Reducción de un funcional de segundo ruado a semidásico.
1.3.1.
Un funcional lineal u de segundo grado es un funcional lineal semiclásico verificando
Dfl4x)u] + ‘Y (x)u =0 en donde c4x) = A (x) W(x)=-A ‘(x)-C(x)
A (x,)=b(xffc2¿’x)-4b(x)d<’x) 1
C Cx) =2b(x)(b’(x)d(x)-b(x)dYx)J÷c(xflb(x)c’(x)-b’Yx)c(x)J
DEMOSTRACION
Sea u funcional lineal de segundo grado cumpliendo (1.1.) .Tenemos que
2b(z)S(u)(z)+c(z) = * [c2(z) - 4b<z)d(z)] 1/2 y 52<u)(z) =
Derivando (1.1.)
[-c(z) 5(u)<z)-d(z)
]
b<z)
2b(z)S(u)(z)S (u)(z) +b’ (z)52<u)(z) +c - <z)S(u)(z)+c(z)S~ (u)<z)+d <z)=0
Pronosición
la ecuación
(1.10.)
(1.11.)
<1.12.)
b(z)[2b(z)S(u)(z)÷c(z)]5 <u)(z)+[b(z)c <z)-b’ (z)c(z)]S(u)(z)+[b(z)d’ (z)-b <z)d(z)]=0.
u
• ¿
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E Multiplicando por [2b(z)S(u)<z)+c(z)]
b(z)[c2(z) Ab(z)d<z)]S <u)(z)+ [-ccz)[b(z)c (z)-IY <z)c(z)]+2b(z)[b(z)d (z)-b - (z)d(z)]] S<u)(z)-
- 2d(zflb<z)c’ (z)-b - (z)c(z)]+c(z)[b(z)d - (z)-b - (z)d<z)] =0 (1.13.)
u que demuestra que u es semiclásico al satisfacer su función de Stieltjes una ecuación afín
3 A (z)S’ (u)(z)=C (z)S<u)(z)+D <z)
A (z)=b(z)[c2(z)-4b(z)d(z)] , C (z)=2b(z)[1V (z)d(z)-b(z)d (z)]+ c(z) [b(z)c - (z)-b - <z)c(z)]1 0 (z)=2d(z)[b(z)c’ (z)-b (z)c(z)]-c(z)[b(z)d <z)-b
De aquí se sigue que el funcional u verifica la ecuación D[Q(x)u] + ‘Y (x)u =0
en donde cdx) = A (x) , ‘Y(x)= -A - (x)-C (x).
3 Las ecuaciones (1.10.)y (1.11) son equivalentes a
3
(1.14.)
3
‘Y<x)=-y b(x)[c2(x)-4b(x)d(x)] -
3 Estudiaremos el problema inverso : dado un par semiclásico admisible , (ver Definición
2.2.2.Cap. 1.) ,¿bajo qué condiciones el funcional u correspondiente es de segundo grado?.
I Proposición 1.3.2
.
E Sea u un funcional lineal semiclásico cumpliendo la ecuación D(4’u%e’Yu=0.Para que
u sea de segundo grado deben existir polinomios p(x), b(x), c(x) y d(x) que satisfagan el sis-U tema
U p(x)0(x)=b(x)(c 2(x)-4b(x)d(x>j= b(x)M(x) ; M(x)= [c (x)-4b(x)d(x))u -(pCx> 44x>] -C(x)p(x>=-
7 b(x)It
2 ~4-4b%d(xfl ‘=- b%M’<’4 (1.15)
3 3
u
U
1
u
u
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•
p(x)D(x,>=2d(xffb(x)c - (x)-b - (x)c(x)]-c(xflb(x>d - (x>-b - (x)d(x)j = ~ [M (x)c(x)-2c - <x)M<x)]
U C(x)=-’t’(x)-’Y(x) ;D(x)=-(uOcDY(x>-(u0j4(x)
b(x)—0 , - 4b(x)d(x)#0 y d(x) = - 22E (uO0c)(x> (u 00b)(x)
E DEMOSTRACION:
Directamente de la Proposición 1.3.1.
1 Cumpliendo el funcional u la ecuación b(z)S2(u)(z)+c(z)S(u)(z)+d(z)=0.
• o
Nota: La aparición del polinomio p(x) se justifica como sigue.La ecuación <1.13.) puede ser reducible,
es decir, los polinomios A, C y O pueden NO ser primos entre sí.Llamando p(x) a su m.c.d. , 504(z)
I cumple la ecuación (A/p)S =(C/p)S+(D/p) , de donde se obtiene la clase del funcional.
Si partimos de un funcional semiclásico cuya función de Stieltjes cumple la ecuación irreducible3 A% =~S+D , y queremos comprobar su condición de segundo grado tendremos que usar, pues ,las
I ecuaciones (1.15).
Ejemplos
.
Polinomios de Hermite Hn (x)
U Resolviendo el sistema <1.15.) tenemos
U p—b(c2-4bd)=bM
3
~
1V+2xp==4b(c2~4bdY=.7ltvf
-2p=2d<bc-b½)-c<bd-bd)=~M’c-2cM]
u
U
U
U
U
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d«~c)..<u2e2b) , M=(c2~4bd)=~ .Dedondeobtenemos
p b-3pb’ +4xbp=O
n . m qU buscando soluciones de la forma p<x)=>2 p~ x> b(x)= Y b~ x1 c(x)=>2 c. xi <1.16.)j=0 j=O j=01
U obtenemos que 4brPn=O <coeficiente del término de mayor grado) , luego bm=O ~ p~=O Vn,m=0.
Identificando coeficientes se sigue que b<x)=O ó p(x)=O.Conclusión: el funcional u correspondiente a
los polinomios de Hermite no es de segundo grado.
U Polinomios de La2uerre
U De forma análoga a los polinomios de Hermite, resolviendo el sistema (1.15.) obtenemos la
U ecuación (-bp+3Vp-2bp)x+(2cx-1)bp=0 ,buscando soluciones polinómicas de la forma (1.16.),
resulta bmPn=O <coeficiente del término de mayor grado) , luego bm=O ~ ~n=0 Vn,maO.
U Identificando coeficientes se sigue que b<x)=O ó p(x)=0.Conclusión: el funcional u correspondiente a
los polinomios de Laguerre no es de segundo grado.
(a,~)U Polinomios de Tacobi P (x)n
Resolviendo (1.15.)
3 p(x2-1)—bM
3
-p~x2-1)-2px-(Ax+B)p=-
7bM
1(A+1)p=2d<bc’-b’c )-c(bd-b’d) = ~ [M’c-26M]
U a+~=A ,
¡ de donde obtenemos
U
U
U
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2b(Ax+B)p+(x2-1)<3pb’-p’ b)-2xpb=0 (1.17)
4b2(A+1)p+(x2-1 )<2pbc’ -p’ bc+b pc)-2xpbc=O
Buscando soluciones polinómicas y siguiendo la notación de (1.16.) ,concluimos
que se debe cumplir la condición n=3m+2(A-1) , que es equivalente a
2n+1
a+p=AE( ~ u{—í}ujO)u l’4 , n -0,1,2,3,.. .Es una condición necesaria.
Estudiaremos los siguientes casos:
1i)paraa-p-- 2 tenemos (x2-1)(3b’p-pb)-4xpb=O
buscando soluciones polinómicas como en el ejemplo anterior
3myipm-n brPm~4bwPm=O — n=3m-4. Una solución es ni=n=2. Resultando
3b
1p0-b0p1=O
2b1p1+6b2p0+4b0p0-2b0p2=O
b1p2+5b2p1+b1p0+5b0p1=O
4b2p2 +2b1p1+6b0p2-2b2p 0~
3b1p2-b 2p1=0
Una solución del sistema es b0=-1 ; b1=O ; b2=1 ; p1=O ; p2=4
p(x)—4(x
2-1) b<x)= <x2-1) ; c(x)= O
S(u)(z) cumple la ecuación cuadrática (z2-1)S2(u)(z)-1=O siendo por lo tanto
el funcional u
-1 -1
correspondiente a ~t ‘1 > de
n
segundo grado satisfaciendo (x2-1) u2—O
de donde
d(x)=-1.
(u2)
1=O
119
ii)Para a-~ = 1-7. (1.17.) resulta
(x2~1)<3pbtpb)=O
Eb2p+(x2-1)(2pbc -p bc+b - pc)-2xpbc=O.
Buscando soluciones polinómicas y estudiando el término de mayor grado en la primera de las
dos últimas ecuaciones tenemos que 3m-n=0 .Una solución es nz.m=0 ,o sea, b=b
0 y p=p0.
qSustituyendo en la segunda y haciendo c<x)= .Y c~ x1 se deduce que q=1 , c(x)=c1x-i-c0.De donde
J=o
y p0=l6.
11
El funcional “u” correspondiente a J<2 2> es de segundo grado cumpliendo la ecuación
n
u
2—4x2u , (u)
1=O y la correspondiente función de Steiltjes S
2+4zS+4=O.
c
0=0 ,b0=1 ,c1=4
1iii)Para - 2 12 <1.17) resulta
-2bp-i-(x
2-1)(3pW-p b)-2xpb=0
Una solución es n=m=1 , p(x)=p
1x+p0
p1=4.EI funcional “u” correspondiente a
b(x)=b1x+b0 , siendo
1 1
p<7 7~ es de segundo grado
n
b1=1 ,p0=-
4
cumpliendo la ecuación
(x-1)u2—2x(1-x)u 1,
y la correspondiente función de Steiltjes
(z-1)S2 +2( 1-z)S-2=O.
1
iv)De forma análoga para P<2
1
7)
n=3m-2.
se obtiene
n
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(x+ 1)u2 =2x(x+ 1)u
12 ; (z+1>S2+2(z+1)S+2=O
siendo por tanto de segundo grado.
Nota: Los polinomios de Tchebychev de
1a, 2a y 3a especie son tratados con detalle en [25].
Polinomios de Bessel. B(a>
n
Resolviendo (1.15.) tenemos
px
2=bM
3
-(px2f-[2frz-1)x-i-2]p = - —bM’2
1p<2cz-í) = ~( M½-2cM) de donde resulta
(p - b-3b’ p)x2 +2bp [ l-2<a-l) ]x -4bp =0 , buscando soluciones de la forma (1.16.) y empezando
por evaluar el término de grado cero obtenemos b
0=O 6 p0=0.Si b0=0, dividiendo por x, volviendo a
evaluar el término de menor grado resulta b1= O. Iterando el procedimiento concluimos que
b(x)=0.Analogamente, si suponemos p0=0 , deducimos p(x)=0.
El funcional u correspondiente a los polinomios de Bessel no es de segundo grado.
o
ProposicIón 1.3.3
.
Las ecuaciones (1.15.) son equivalentes a
<s.IL )2..4 dOc) — 1
b(x) b(x) f(x)
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c(x
)
b<x) =g<x)
2d(x)=(uO0c)(x)-(u
20
0b)(x)
f(x)= A [ exp
g(x)= exp
‘t’(x)+4«x) dx ¡J
W<x)+4V (x
)
0(x) dx exp
‘Y(x)+0 (x
0(x) dxJ 0(x)
(A y B constantes>
DEMOSTRACION:
El sistema (1.15.) puede ser integrado como sigue.De (1.15.) tenemos
p(x)0(x)=b<x)M(x)
p(x)PY<x)+ct< (x)]=b - (x)M(x)- <1/2)b<x)M - (x)
Eliminando p(x) obtenemos
Mix) ~}4 ‘V<x>+4’ix
2M<x) + b(x) 0(x)
c(x) __________
0(x)
c(x) 2D(x)
b<x) 0(x)
Integrando ambas ecuaciones
A[ exP{f ‘Y(x)+Oix) dx) ~20(x)
exp if ‘P<x)+4«x) dx) LiB+f ‘l’<x)+0’ (xexp ¡-f «x> ARI& dx]dx) 0(x)
dx]
b¾x
>
M (x)
c(x
b< x)
<1.18.)
El
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Nota: De O[0(x)u] + ‘P(x)u =0 si w<x) es una función de peso asociada a u , tenemos
ct’<x)p (x)w(x)dx ‘V(x)p(x)w(x)dx =0 , V p(x)eP siendo w<x) la
correspondiente función de peso.lntegrando por partes
(0<x)w(x)) - + ‘P(x)w(x)=O de donde
w(x)
Sustituyendo en (1.18.) obtenemos kw2(x)= M (x
)
b2<x) De aquí deducimos que w2(x) debe
ser una función racional.Por ejemplo , si buscamos que funciones de peso de los polinomios de
Jacobi [w(x)=<1-x)«(1+x)~], conducen a funcionales de segundo grado , una condición necesaria
es que 2aEZ y 2~eZ.
Además , una condición suficiente se seguida del hecho de que
c(x) = exp {-Ln w(x) 1 [B+f 20(x) 1
exp{Lnw(x)} dx ]= [B+f0(x) w(x) 2D ( xw<x) dx]=0(x)
21Xs)w(s) ds = ‘-9—j~ +f 20(s) (1~s)2Q(1+5)2~ )1/2 ds
w(x)~f
cdx)
debe ser una función racional.
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2.FSTABILIDAD DE LOS FUNCIONALES DE SEGUNDO GRADU
2fl.Trasl2ciones y hnmotccias
Pronasición
<rl 211.
2.1.1.
Sea u1— (hl/a o r u , y sean S(u1) y S(u) las respectivas funciones de Stieltjes .Se cumple
a S(u)(azep> o equivalen temente 1 z-l3S(u)fr)= S(u1)ht
DEMOSTRACION:
Partiendo de las siguientes expresiones de fácil demostración
i) —
dxn
(1-axf
1 = n! an u~ax)-(n+l) n~0
1
u) (uí)n «n
k=O
iii) Si p(x)= Y pnxn
n~0
dkp(x) _
dxk Ynak
xi!
(n-k)! pnxnk
deducimos que si
<uí)n
- Y “r
naO Z
1~ Y
naO
1
y S(u
1)(z)=- >2
naO zfl+í
xi
Y ki(flkt p) <u) 1
(2.1.>
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n n1 1 (f/a)n>2z naO k=O k!(n-k)l (u)k (~z)k zn-k
(u)k
1 >2
n=k
______ dk
k!(~pz)k d(1/z)k nL
(u)k
—y (.f~/~)k
(-~z)
1
z k~O
(1+ ~/azy(k+í)
dk 1
kU~pz)k d(1/z)k ~/a
z
(u)k 1 =a S(u)(az+fl.
lc=O
Pronosiclón 2.1.2.
Sea u
1= Ch1,, o y u .51 u es un funcional de segundo grado u1 también es de
segundo grado, cumpliendo la correspondíen te función de Stieltjes la ecuación
b*(z)5
2 (u
1)(z)+c*(z)S(u1)(zhd*(z)=0 siendo
b
t(z>n ~-r íuazq> 1 d*(z)=a2rd(az+$>
b(4, c<’z) y d(z) lo& polinomios definidos en (1.1.) y “r” el grado de b(z).
DEMOSTRACION:
Sustituyendo
a
1
+c(zt S(u
1)t—)+d<z)=O
b(az+~)S
2(u
1)(z)+c(az+p)aS(u1)(z) +a
2dfrzz+p)=0
dividiendo por czr donde , r=grado de b(z) ,se obtiene el resultado.
1
lcaO
1
(fAz ~n
~n-k =
o
o
E
¡
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2.2.Co-recursividad . co-dilatación y co-modificación
u Proposición 2.2.1
.
Sea u un funcional de segundo grado y sea u* el funcional definido en 4.2.1.Cap. L(polinomiosU co-recursívos) .EI funcional u* también es de segundo grado.
DEMOSTRACION:
¡ Usando la ecuación (4.13.) Cap.l. se deduce que si S(u)(z) ,función de Stieltejes relativa a u,
cumple la ecuación b(z)52(u)(z)+c(z)S(u)(z)+d(z)=0 , S~<$ufl(z) ,función de Stieitjes relativa
1 a u*, cumple la ecuación b*<z)S~k(u*)(z)+c*(z) SHk(ufl(z) +d*<z)=O , siendo
¡ b*=bD2~cDC+dC2 c*=~2bDB+cBC+cDA~2dAC ; d”~=bB2
con A, B , C y O los polinomios definidos en (4.13)Cap.Lu u
¡ Proposición 2.2.2
.
Sea u un funcional de segundo grado ysea u• elfuncional definido en 4.3.1.Cap. L(polinomios1 co-dilatados>.EI funcional u• también es de segundo grado.
E DEMOSTRACION:
Igual que en Proposición 2.2.1. con A, B, C y D los polinomios definidos en <4.16)Cap.l.
• o
I Proposición 2.2.3
Sea u un funcional de segundo grado y sea u0 el funcional definido en 4.4.1.Cap. L(polinomios
E co-modificados) .EI funcional u también es de segundo grado.
¡
1
E
u
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DEMOSTRACION:
Igual que en Proposición 2.2.1. con A, B , £ y 0 los polinomios definidos es (4.l8)Cap.l.
o
2.3.Suma de una masa de Dirac y de la derivada de una masa de Dirac
.
Proposición 23.1.
Sea u un funcional de segundo grado.Entonces u =u+,u% también es de segundo grada
DEMOSTRACION:
La relación entre las correspondientes funciones de Stielljes viene dada en el Teorema 1.1.1.Cap.
IlI.Luego si S(u)(z) cumple la ecuación b(z)S2(u)(z)+c(z)S(t*)(z)+d(z)=0 S~S(u)(z)cumple
b*<z)S2+c*(z)S+d*(z)=0 siendo b*=b(z~c? c*=2!±b(z~c)+c(z~c)Z
Porposicion
Sea u un funcional de segundo grado.Entonces u =u-i-g Y también es de segundo grado.
UEMOSTRACION
La relación entre las correspondientes funciones de Stielsjes viene dada en el Teorema
2.1.1.Cap.lll.Luego si S(u)(z) cumple la ecuación b(z)S2(u)(z)+c(z)S(u)(z)+d(z)=O , 5 = 5< u )(z)
b*(z)S2+c*(z) 5 +d~(z)=0 siendo b*=b(z~c)4 c*=~2itb(z~c)2+c<z~c)4
2.3,2.
y
o
cumple y
o
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2.4.MuItlplIcaclón var polinomios
.
Pronas ició n 2.4.1.
Sea u un funcional de segundo grado y sea y =p(x)u.Enronces ves un funcional de segundo
grado verificando la correspondiente función de Stieltjes S~(z)=S(v)(z) la ecuación
b(z)S~2(z)+(cp-2bq)(z)S~(z>+(bq2-cpq#9d)(z)=0 siendo b(z), c(z) , d(z) los polinomios
definidos en (1.1) y q(z)=(uO
0p)(z)
DEMOSTRACION:
Nota:Efectuaremos la demostración de dos formas diferentes, a través de la función de Stieltjes y según
n
la ecuación funcional.Por otra parte si p(x)=>2 p1 xl entonces
$o
n
j=O
<u).
i)Usando la función de Stieltjes.
n
~
5v<z)=S(pu)(z)= nO ~m+í =S(u)(z) p(z)
n j-1
j=1 k=O
(u)k zPkJ~~.p(z)s(u)<z)+q<z)
siendo q(z)=
n
Yj=1
j-1
p~ >2 <u)k z34-1 ...(ue
0p)<z), véase [17]..Sustituyendo esta relación en (1.1.) se
k=0
concluye la demostración.
u> A partir de la ecuación funcional . En esta demostración usaremos los Lemas 1.2.2. , 1.2.3.
1.2.4. y 1.2.5. Cap. 1.
Sea u cumpliendo (1.2.>.Multiplicando por 9(x)
bp
2u2-xpcpu=0
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¡ bp[(pu)u+x (uO0p) u] -xcpv=0.Esto implica que
b[ (pu)
2+x(ue
0p)pu]+bpx(uO0p)u-xcpv=O , o, equivalentemente
¡ b y2 - x(cp-2bq)v=O . Cumpliéndose <y2 , %b>-<v ,cp-2bqD’=O¡ Nota: y2 .=(pu).(pu)—p2u2-2xqpu
U o
2.5.Estudio del funcional “y” cumpliendo <x-u)v=uu. a.í. E C . siendo u de seflundo
¡
U Proposición 2.5.1
.
~i u es un funcional de segundo grado, y cumpliendo (x-n)v=gu. a,~ e C, es de segundo
¡ grado.La correspondiente función de Stieltjes S*(z)=S(v)(z> verifica la ecuación
bCz~a)2S~f2(z)#(2b+pc)(z~a)S*(z)#(b+gc#p2d>~0
siendo b(z>, c¿’z) y dÚO los polinomios definidos en (1.1.)
U DEMOSTRACION:
Se sustituye en (1.1.) la ecuación (3.2.) del Cap.lll.
U ___
2.6.131 funcional ,~ 1
I Proposición 2.6.1
Sea u un funcional de segundo grado.Entonces u1 también es de segundo grado.
DEMOSTRACION:
U De S<uv)=-zS(u)S<v) [ver Lema 3.1.1.Cap 1.] , tenemos S<uw1)—S(8)—-(1/z)=-zS(u)5011)
1
de donde S(u)= z2S(w1) Nuevamente si 5(u) cumple la ecuación b(z)S2(u)(zfl-c(z)S(u)(z)+d(z)=O
U 5(W1) cumple b*(z) 5 2(Wb+c*(z) 5 (u1)+d*<z)=0 , siendo b*=z4d ; c*~z2c y d*=b.
u
E
U
U
129
2.7.Eiemplos
Perti ¡aciones a los polinomios de Tcbebvcbev de segunda especie
Sea u el funcional correspondiente a los polinomios
11
p
n
) y S<u)(z) la función
de Stieltjes correspondiente. Se cumplen las siguientes ecuaciones:
DUx2-1)u]-3xu=0
u2—4x2u (u)
1=0.
Sea {Pn)n~O la S.P.O.M. correspondiente a u.Efectuemos las siguientes perturbaciones:
i) Una modificación única en el coeficiente ,según Definición 4.2.1.Cap. 1. , k=0.Sea u*
el funcional correspondiente a la nueva familia de polinomios ortogonales y 5 la función de Stieltjes
correspondiente. 5 2cumple (1-4~¿z+41t
2) 5 ~
0+4(z-2Ñ 5
ii)Una modificación única en el coeficiente y 1 según Definición 4.3.1.Cap. 1. k=1.Sea u• el
funcional correspondiente a la nueva familia de polinomios ortogonales La función de Stieltjes
correspondiente Así cumple [A
2+4z2<1-MJ 2~Sí+4z<2-A)~ +4=0 y u• cumple
D1<x2~1)[X2+4z2( 1-A)] u• }-3x [X2+4z2<1-M]u•=0
iii)lJna modificación en el coeficiente ~ y en el coeficiente y
1 segtin Definición 4.4.1. Cap. 1.
k=1.Sea iC el funcional correspondiente a la nueva familia de polinomios ortogonales y ~ la función
2b*<z) xS~í+c*(z)xS~í+d*(z)=O siendode Stieltjes correspondiente. ~ cumple
U
E
1
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U b*= ~ixx3+4!tX+í 2 _4 ~16
U ct— ~.2 t22+ ~ +4) x+y
• 1
iv) Suma de una Delta de Dirac. u =u-~- ~~6c.Se cumple:
<z-c)2s2+ [2Mz-c)+4z(z-c)2] S+~t2+4~jz(z-c)+4(z-c)2J=0
3 y) Suma de la derivada de una Delta de Oirac. u =u+ ~ c .Se cumple:
U (z-c)4S2+ [-2g(z-c)2+4z(z-c~1] S+ht2+4itz(z-c)2+4(z-c)4]—O
U
U
U
U
U
3
U
1
U
U
U
E
E
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U 3.1.Reducción
U Sea u un funcional lineal regular de Laguerre-Hahn.La función de Stieltjes correspondiente
cumple la ecuación de Riccati
U 0(z)S (u)(z)= B(z)52<u)(z)+C<z)S(u)<z)+D(z) (3.1.)
E según la Definición 1.1.1. Cap.ll.Estudiaremos bajo qué condiciones la función de Stieltjes cumple una ecuación cuadrática
de la forma
b(z)S2(u)(z)+c(z)S(u)(z)+d(z)=O (3.2.)E siendo el funcional u de segundo grado y por consiguiente semiclásico.
U Proposición 3.1
.
Sea u un funcional de Laguerre-Hahn cumpliendo la función de Stieltjes correspondiente la
ecuación (3.1).Si existen b(x), c(x) , d(x) y p(x) polinomios de coeficientes complejos que verifi-U quen el sistema
3 c2(x)-4b<’x)d(x)=cqx)p(x)
-2b(xffb 1x)d(x)-b(x)d(x)J- c(xfl’b(x>&(x)-b jx)c(x)J = (c(x)B(x)-b(x)C(x)Jp(x> (3.3.)
-2d(xffb(x)cjx)-b (x)c(x)J-¡-c(x)Ijb(x)d7x)-b Yx)d(x)J = [d(x)B(x)-b(x)D(x)jp(x)
22U d(x)=(uO
0c)(x)-(u O~
u cumple la ecuación (3.2.) siendo de segundo gradoy por tanto semiclásico.U
Sustituyendo en (3.1.) el término en S
2(u)<z) dado por <1.12.) obtenemos
b(z)0(z)S’ (u)(z) + [-b(z)C<z)+c(z)B<z)]S<u)(z) +[-b(z)D(z)+d(z)B(z)]=O (3.4.)U Comparando <3.4) con (1.13.) obtenemos el sistema <3.4.).
o
U
U
E
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3.2.Eiemplos
3.2.1.Asociados de orden uno a los polinomios de lacobi
La función de Stieltjes correspondiente al funcional uU> asociado de orden uno a los poli-
nomios clásicos de Jacobi cumple la ecuación
2 4(cz+1)(~+1)(a4+1) 2(z -1) 5’ (u(’))<z) 2 <u(’h<z> +[ («4+2)
(a+p+3)(a+p+2)
22
(a -~
2 (p2) ~ S(u(’))(z) + («4+3)
Para que u(l) sea de segundo grado, por tanto semiclásico , deben existir polinomios p(x),
b(x) , c(x) y d(x) que cumplan el sistema
c2(x)-4b<x)d(x)-1x2-1)p(x)
-2b(x)[b - (x)d(x)-b(x)d - (x)]- c(x)[b<x)c’ (x)-b (x)c(x)] = ¡(A+1h
1c(x)-[(A+2 )x-A%Jb(x)Jp<x)
-2d(x)[b(x)& <x)-b (x)c(x)]+c(x)[b(x)d (x>-b (x)d(x)] = [(A+lS1d(x)-(A+3)b(x)]p(x)
«-ji 4(a+ 1) (ji+ 1)
h (cz+ji+2)2(a+ji+3)
Buscaremos soluciones polinómicas haciendo p(x)=1.
(x2-1)b +[(A-i-1)x-Aji
0]b
Resolviendo el anterior sistema tenemos d=<c
2-x2+1)/4b , c =
(A+1fl
1
2(x
2-1)2bb - - -(x2-1)2b’ 2 +2x<x2-1)bb’ +[-(a+p+1)2x2+2(a+p)(cz-.ji)x+2(a+ji+1)-(a--ji)2]b2+
+(a+p+i>2<x2~i)yk =0. (3.5.)
En primer lugar veremos que la ecuación (3.5.) no admite soluciones polinómicas de
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grado n=1.
n
Supongamos que existe alguna solución de la forma b=>2 b~ x’
i= 1
ciente del término de mayor grado (2n+2) , obtenemos
n=1.Estudiandoel coefi-
de donde
n+a+p+1=0 (falla la regularidad)
n-a--p-1=0
Por otra parte los grados de los polinomios c(x) y d(x) son respectivamente n+1 y n+2 .Pero el
polinomio d(x) debe ser igual a (u<1)e0c)(x)~(u(1)2e~ b)<x) y su grado smáx(n, n-2)sn , de aquí la
imposibilidad de que la ecuación (3.5.) tenga soluciones polinómnicas de grado n=1.
Busquemos soluciones de la forma b=b0—0.Según (3.5.) se debe cumplir
2
<3.6.>
(3.7.)
(3.8.)
De (3.6.) tenemos que (a+p+i)=0 ó b0=±y1.Excluimosel caso (a+ji+1)=0 pues para estos
valores de a y ji los polinomios asociados de orden uno a los clásicos de Jacobi NO SON DE
LAGUERRE-HAHN.
De (3.7.) , a-ji ó a--ji
1 1 1De (3.8.) ,si«-ji —«4=7 ; sic--ji ~a=7 .W=-7
1
«4=7
1
1 1ó «7 ~ji”’2
1(tomaremos primeramente b0=~
c(x)=x , d(x>=1
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S1—S(u(
1))(z) cumple la ecuación 25
1+4z51+4=O.
11
[P(2’2>](1) SON REDUCIBLES A SEMICLASICOS al ser su funcional lineal correspondiente
n
u
0-) un funcional de segundo grado cumpliendo la ecuación D[(x2-1)u(1)]-3xu<1)—O
11
que ~ 2>)(’>=.
n
i9~4)]
n
1
.Con
y concluyendo
se obtienen los mismos resultados.
1 1
u) «=7 ~P=-7
1 1
110=7
c(x)=x ,
5í— ))(z) cumple la ecuación
[P<2’2>]<1) SON REDUCIBLES A
2S
1+4zS1+4=O.
SEMICLASICOS al ser su funcional lineal correspondiente
n
un funcional de segundo grado cumpliendo la ecuación D[<x
2-1)u(í)]-3xu<í)--O ,concluyendo
nuevamente que
n n
1 1iii> «=-7 1 ji=
7 Se obtienen los mismos resultados que en u) [P<2’ »j(1L
n
,(véase [25]).
[P<2~2)]
n
o
135
3.2.2.. Estudio del funcional u cumpliendo xu=v . siendo y el funcionlil
correspondiente a los polinomios
11
[l’<2’2>] (x)
n
En este ejemplo estudiaremos un funcional de Laguerre-Hahn de clase s=2 que es
reducible a semiclásico.
11
Sea y el funcional correspondiente a los polinomios [P<2’2>] (x)
n
~(‘> asociado de orden uno
cumple v(1)—v , siendo por lo tanto y un funcional de Laguerre-Hahn.La respectiva función de Stieltjes
satisface la ecuación (z2~1)S (z)= ~
Por el Teorema 3.1.1. Cap. III u—,c’v+8 es un funcional de Laguerre-Hahn de clase s=2 y su
función deStielties cumple 1 S*2(z) +(2z2+z-4-1)z(z2-1)S”’iz)=
7z
2
9
Siz) + (3z+
7)
Aplicando las formulas (3.3.) obtenemos
x(x
2-1)p =c2-4bd
-2bW d-bdi-c[bC-b’c]=p[j c z2 -b(2z2+z+1)]
-2d[b&-lYc]+c[bd’ -b’d]=p 1
[~z2d~b(3z+j]
Tomando p(x)=p
1x + p0 el sistema tiene soluciones polinómicas resultando
p=16x , b=x
2 , c=2x(2x+1) d=4x+5
El funcional u es de segundo grado y semiclásico .La correspondiente función de Stieltjes
cumple
la ecuación z2S’~2(z) + 2z(2z+1) S*(z) +<4z+5)=0
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PROBLEMAS ABIERTOS
.
1 En [8] se ha descrito la familia de polinomios seniiclásicos de clase s1 analizando
las ecuaciones distribucionales canónicas que satisface el correspondiente funcional.
También , se han dado representaciones integrales para los mismos.Parece natural, tratar un
problema similar en el caso de polinomios de Laguerre-Hahn de clase rl
A lo largo de la presente Memoria (básicamente en los capítulos II yfll) hemos
dado algunos ejemplos de dichos fhncionales generados por perturbaciones en la relación de
recurrencia y adición de funcionales discretos (deltas de Dirac y derivadas de ellas).
2.Se ha probado en el capítulo IV que la condición necesaria para que el flrncional
de Jacobi u(aA) sea de segundo grado , es que a+pe{±2fl2+1}.~{~.i}u{Oi}’uN
,n=O,1,2,3,.. y se han estudiado algunos casos particulares (w1V4I2, crfr-112, c¿r-f3=112,
a=-fr~-1I2).Como un trabajo futuro planteamos si esta condición es también suficiente.
3 .Obtener representaciones explicitas para los flrncionales co-recursivos, co-
dilatados y co-modificados en términos de los iniciales. Asi mismo, en los casos definidos
positivos estudiar las correspondientes representaciones integrales en la línea desarrollada
por J.Letessier ([36) y [37])en casos particulares.
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