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Abstract
Randomized linear system solvers have become popular as they have the potential to reduce floating
point complexity while still achieving desirable convergence rates. One particularly promising class of
methods, random sketching solvers, has achieved the best known computational complexity bounds in
theory, but is blunted by two practical considerations: there is no clear way of choosing the size of the
sketching matrix apriori ; and there is a nontrivial storage cost of the projected system. In this work, we
make progress towards addressing these issues by implicitly generating the sketched system and solving
it simultaneously through an iterative procedure. As a result, we replace the question of the size of the
sketching matrix with determining appropriate stopping criteria; we also avoid the costs of explicitly
representing the sketched linear system; and our implicit representation also solves the system at the
same time, which controls the per-iteration computational costs. Additionally, our approach allows us
to generate a connection between random sketching methods and randomized iterative solvers (e.g.,
randomized Kaczmarz method). As a consequence, we exploit this connection to (1) produce a stronger,
more precise convergence theory for such randomized iterative solvers under arbitrary sampling schemes
(i.i.d., adaptive, permutation, dependent, etc.), and (2) improve the rates of convergence of randomized
iterative solvers at the expense of a user-determined increases in per-iteration computational and storage
costs. We demonstrate these concepts on numerical examples on forty-nine distinct linear systems.
1 Introduction
The solution of linear systems continues to be of interests across disciplines owing to their central role in a
variety of algorithms from solving partial differential equations to training machine learning models. Over
the past few decades, randomized linear system solvers have become popular as they have the potential
to reduce floating point complexity or maintain limited memory footprints, while still achieving desirable
convergence rates [e.g., Strohmer and Vershynin, 2009, Woodruff, 2014]. In particular, the noniterative
class of randomized linear system solvers, based on random matrix sketching [see Woodruff, 2014], have
exceptionally low computational complexities, at least in theory.
Unfortunately, the theoretical promise of these random matrix sketching solvers is blunted by their prac-
tical limitations: there is no clear way of choosing the size of the sketching matrix and there is a nontrivial
storage cost of the projected system [Mahoney, 2016]. Indeed, when these random matrix sketching solvers
are embedded in iterative methods, these practical issues become exacerbated. In fact, the practical chal-
lenges of random matrix sketching solvers have prevented them from being fully embraced by the numerical
optimization community [e.g., Nocedal, 2018].
In this work, we begin to address these two primary practical issues of random matrix sketching, which we
recall are: the challenge of choosing the size of the sketching matrix, and the challenge of storing the projected
system. Our main insight is to recast the separate sketch-then-solve core of random sketching methods into
an equivalent, iterative sketch-and -solve, in which the sketching matrix is generated incrementally without
being explicitly stored and the system is incrementally solved from the implicitly derived sketched matrix.1
1It is worth mentioning that the random sketch solvers have been used iteratively in a different sense [e.g., see
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As a result of our approach, (1) we can implicitly grow the size of the sketching matrix until a user-
determined stopping criteria is reached without having to determine the size of the sketching matrix apriori;
(2) we implicitly represent the sketched system without having to explicitly store the projected system, which
allows us to avoid the cost of storing the projected system; and (3) we can naturally implement random
sketching solvers within distributed and parallel computing paradigms.
Thus, our approach of converting the usual sketch-then-solve procedure to a sketch-and -solve procedure
begins to address the aforementioned practical challenges of random matrix sketching. Moreover, our ap-
proach provides a bridge between the newer concerns around sketching-based solvers and more classical
areas of applied mathematics research such as stopping criteria. One such bridge is the placement of ran-
dom sketching methods and (what we will call) base randomized iterative methods2 on a single spectrum of
procedures, which has several immediate consequences.
First, the number of rows of the sketching matrix that results in the solution (this number is a ran-
dom quantity) connects to an alternative rate-of-convergence result for general base randomized iterative
methods that guarantees a rate-of-convergence less than one for arbitrary sampling schemes—even for un-
derdetermined systems—with maximal probability (Theorem 6). Consequently, our results complement and
improve on previous results in several ways. In particular, we allow for arbitrary sampling schemes, not just
sampling schemes that are independent and identically distributed as in Gower and Richtrik [2015] (Lemma
4.2), Richta´rik and Taka´cˇ [2017] (Theorem 4.8), and Zouzias and Freris [2013] (Theorem 3.4). Moreover, our
results do away with the exactness assumption of Richta´rik and Taka´cˇ [2017] (Assumption 2), and precisely
characterize the inexactness that can occur for arbitrary sampling schemes (Theorem 6). Additionally, our
results define convergence with maximal probability, which builds on the work of Chen and Powell [2012];
specifically, we supply rates of convergence with probability one for random permutation sampling methods
(Theorem 7) and independent, identically distributed sampling schemes (Theorem 8).
Second, we can generate a series of “intermediate” procedures between sketching methods and base
methods that trade-off between computational resources (e.g., floating-point operations, storage) and rates
of convergence. Thus, we can take a sketching method and reduce its computational footprint in exchange
for a slower rate of convergence, or increase the computational footprint of base methods to improve their
rate of convergence (Algorithm 2). We note that while we present this algorithm, we will leave its analysis
and further improvement to future work.
Finally, by shifting our perspective from improving the sketch-then-solve procedure to improving the
performance of base methods, we find that our approach is a randomized orthogonalization procedure in the
row space of the coefficient matrix of the linear system. Thus, by presenting our approach from this latter
perspective, we will simplify the introduction and the related theory of our approach. Now, before pursuing
this further, we reiterate our main contributions.
1. First, we turn the typical sketch-then-solve noniterative random sketching solver into an iterative,
sketch-and -solve method, which lays a foundation for addressing the previously enumerated practical
challenges of random sketching solvers: there is no clear way of choosing the size of the sketching
matrix apriori ; and there is a nontrivial storage cost of the projected system.
2. Second, through our approach, we place random sketching methods and base randomized iterative
methods (e.g., randomized Kaczmarz, randomized Gauss-Seidel, and the general method studied by
Gower and Richtrik [2015]) on a single spectrum of methods.
3. Third, owing to this connection, we are able to generate “intermediate” methods between random
sketching and base methods, which can trade-off between computational resources and rates of con-
vergence.
Gower and Richtrik, 2015]: the noniterative scheme is simply repeated in order to get better convergence properties. We
are not doing this, but rather turning the noniterative scheme into an iterative one.
2We will be more precise about what we refer to as base methods. For now, such methods are exemplified by randomized
Kaczmarz [Strohmer and Vershynin, 2009] and randomized Gauss-Seidel [Leventhal and Lewis, 2010].
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4. Fourth, owing to this connection, we use the geometric implications of random sketching methods to
develop an alternative rate-of-convergence result for general base methods for abitrarily determined
systems and arbitrary sampling schemes (not just independent and identically distributed sampling
schemes), which generalize the with-probability-one results of Chen and Powell [2012] and complement
the mean-squared error results of Richta´rik and Taka´cˇ [2017].
The remainder of this paper is organized as follows. In Section 2, we introduce our procedure heuristically
as an orthogonalization procedure for base methods; we state the connection between our procedure and
random sketching methods, which allows us to convert the less practical sketch-then-solve approach to
our sketch-and -solve approach; and, finally, we introduce our general algorithm and variants for low-memory
environments, shared memory environments, distributed memory environments, and large, sparse, structured
linear systems. In Sections 3 and 4, we develop the convergence theory for the two methodological extremes—
sketching and base methods—leaving the intermediate, more complex cases to future work, and discuss
particular examples. In Section 5, we test our algorithms on forty-nine distinct linear systems. In Section 6,
we conclude this work and preview future efforts.
2 Our Procedure
While our motivating application is to address the practicality of random sketching methods, our approach
is best introduced from the perspective of base randomized iterative methods. Here, we review the basic
formulation of randomized iterative methods (Subsection 2.1), which we then use to heuristically introduce
our general procedure (Subsection 2.2). We then refine our procedure for the case of rank-one methods, such
as Randomized Kaczmarz and Randomized Gauss-Seidel, which allows us to restate random sketching from a
sketch-then-solve procedure to a sketch-and -solve procedure (Subsection 2.3). We conclude this section with
comments on algorithmic refinements for parallel platforms (Subsection 2.4.1), limited memory platforms
(Subsection 2.4.2), and, for structured linear systems, limited communication platforms (Subsection 2.4.3).
2.1 A Brief Overview
Let A ∈ Rn×d and b ∈ Rn be the coefficient matrix and constant vector, respectively. Assuming consistency,
our goal is to determine an x∗ ∈ Rd, not necessarily unique, such that
Ax∗ = b. (1)
In a base randomized iterative approach, a sequence of iterates {xk : k + 1 ∈ N} is generated that has the
form
xk+1 = xk + Vk(b −Axk), (2)
where Vk ∈ Rd×n are independent random variables, which we call residual projection matrices (RPM). The
RPM defines the base technique which is being used. To make this formulation concrete, we give two examples
of randomized iterative methods that have this formulation, and refer to (2.7) in Gower and Richtrik [2015]
for many more.
Randomized Kaczmarz. Let Ai, ∈ Rd denote the ith row of A and let ei denote the ith standard basis
vector of dimension n. Define the random variable I such that
P [I = i] =
{
‖Ai,‖
2
2
‖A‖2
F
i = 1, . . . , n
0 otherwise
.
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Now, given an independent copy of I at each k, define the RPM, Vk = AI,e
′
I/ ‖AI,‖
2
2 . Then, using (2),
xk+1 = xk +AI,e
′
I(b−Axk) = xk +AI,(bI −A
′
I,xk)/ ‖AI,‖
2
2 ,
which is the Randomized Kaczmarz method of Strohmer and Vershynin [2009]. 
Randomized Gauss-Seidel. Let A,j ∈ Rn denote the jth column of A and let fj denote the jth standard
basis vector of dimension d. Define a random variable J such that
P [J = j] =
{
‖A,j‖
2
2
‖A‖2F
j = 1, . . . , d
0 otherwise
.
Now, given an independent copy of J at each k, define the RPM, Vk = eJA
′
,J/ ‖A,J‖
2
2 . Then, using (2),
xk+1 = xk + eJA
′
,J (b−Axk)/ ‖A,J‖
2
2 ,
which is the Randomized Gauss-Seidel method of Leventhal and Lewis [2010]. 
2.2 A Heuristic Derivation
Here, given a strategy for defining {Vk : k + 1 ∈ N}, we consider how to augment the randomized iterative
method with prior information in order to improve convergence. For this purpose, we propose defining a
sequence of matrices {Mk : k + 1 ∈ N} ⊂ Rd×d (discussed below) and modify (2) to be
xk+1 = xk +MkVk(b−Axk). (3)
Of course,Mk can simply be absorbed by Vk; however, our goal is to augment a randomized iterative method.
For this reason, we will keep these two quantities separate.
The main question now is how to choose {Mk : k + 1 ∈ N}. Our guiding principle is that Mk should
minimize some measure of error between xk+1 and x
∗. However, implementing this guiding principle requires
(1) choosing an appropriate error measure and (2) handling the fact that x∗ is unknown. In order to convey
the intuition behind our procedure, we now state the heuristics that we use to make these choices.
Choosing an Error Measure. Temporarily, suppose x∗ is known, and suppose we choose the l1 error
as our measure. Then, we must minimize the difference between the next iterate and x∗. While this error
metric might have merit, solving it is a convex optimization problem that is as difficult to solve as the
original linear system. Therefore, we will need an error measure which gives an explicit representation for
Mk. Hence, one sensible choice is to use the Mahalanobis norm,
‖xk+1 − x
∗‖2B , (4)
where B is a positive definite, symmetric Rd×d matrix.
Compensating for the Unknown Solution. Now, we consider the task of compensating for the unknown
x∗. For a fixed x∗ and for all k + 1 ∈ N, let Sk = (xk − x∗)(xk − x∗)′. Then, Sk+1 is related to Sk by
Sk+1 = (I −MkVkA)Sk(I −MkVkA)
′, (5)
where we have made use of (3). Using (5), we can rewrite (4) as
‖xk+1 − x
∗‖2B = tr [B(I −MkVkA)Sk(I −MkVkA)
′] .
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To find an optimal Mk, we differentiate the right hand side and set the quantity equal to zero, which,
explicitly is
Mk(VkASkA
′V ′k)− SkA
′V ′k = 0. (6)
Clearly, VkASkA
′V ′k is positive semi-definite, so the solution to such a system will be the minimizer of the
original objective function. However, (6) may have many possible solutions or may fail to be consistent. In
the case of nonunique solutions, we arbitrarily choose the solution with the smallest Frobenius norm. In the
case of an inconsistent system, we arbitrarily choose the solution that minimizes the Frobenius norm of the
residual and has the minimal Frobenius norm. In both cases, a straightforward calculation gives
Mk = SkA
′V ′k(VkASkA
′V ′k)
†, (7)
where † represents the Moore-Penrose Pseudo-inverse. Using (7) with (5), we have the following recursion
Sk+1 = Sk − SkA
′V ′k(VkASkA
′V ′k)
†VkAkSk. (8)
From (7) and (8), it is clear that if S0 were known, then the remaining unknown quantities could be
determined.
Our Procedure. Since S0 is unknown, we use the following heuristic procedure instead. First, we let
S0 = Id, where Id is the d-dimensional identity matrix. Then, we recursively define Mk and Sk according to
(7) and (8). To summarize, given {Vk : k + 1 ∈ N}, we let S0 = Id, let x0 ∈ Rd, and define
xk+1 = xk +MkVk(b−Axk), (9)
where
Mk = SkA
′V ′k(VkASkA
′V ′k)
†; (10)
and
Sk+1 = Sk − SkA
′V ′k(VkASkA
′V ′k)
†VkAkSk. (11)
2.3 Rank-One Refinements and Random Sketching
By choosing x0 ∈ Rd and S0 = Id, (9)–(11) describe an orthogonal projection procedure for typical ran-
domized iterative procedures. However, because our goal is to improve the practicality of random sketching
methods, we will need to focus on a particular refinement of the general procedure that occurs when {Vk}
are rank-one matrices, that is, when there exist pairs of vectors {(vk, wk)} such that Vk = vkw
′
k for each k.
In this case, (10) and (11) become
Mk =
{
1
w′
k
ASkA′wk‖vk‖
2
2
SkA
′wkv
′
k SkA
′wk 6= 0
0 otherwise,
(12)
and
Sk+1 =
{
Sk −
1
w′
k
ASkA′wk
SkA
′wkw
′
kASk SkA
′wk 6= 0
Sk otherwise.
(13)
Moreover, if we substitute (12) into (9), we recover
xk+1 =
{
xk +
1
w′
k
ASkA′wk
SkA
′wkw
′
k(b −Axk) SkA
′wk 6= 0
xk otherwise.
(14)
It follows from (13) and (14) that in the case of a rank-one RPM, the left singular vector of the RPM is
not important. To give some explicit examples, recall that rank-one RPM methods include the important
special cases of randomized Kaczmarz and Gauss-Seidel.
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Randomized Kaczmarz with Orthogonalization. Let Ai, ∈ Rd denote the ith row of A and let ei
denote the ith standard basis vector of dimension n. Define the random variable I arbitrarily taking values
in {1, . . . , n}. Now, given an independent copy of I at each k, the randomized Kaczmarz method has
rank-one RPM, Vk = AI,e
′
I/ ‖AI,‖
2
2 . Then, using (13) and (14), the randomized Kaczmarz method with
orthogonalization is
xk+1 = xk +
1
e′IASkA
′eI
SkA
′eIe
′
I(b−Axk)
Sk+1 =
(
Id −
1
e′IASkA
′eI
SkA
′eIe
′
IA
)
Sk,
when SkA
′eI 6= 0, or is xk+1 = xk and Sk+1 = Sk otherwise. 
Randomized Gauss-Seidel with Orthogonalization. Let A,j ∈ Rn denote the jth column of A and
let fj denote the j
th standard basis vector of dimension d. Define a random variable J arbitrarily taking
values in {1, . . . , d}. Now, given an independent copy of J at each k, the randomized Gauss-Seidel method
has rank-one RPM, Vk = eJA
′
,J/ ‖A,J‖
2
2 . Then, using (13) and (14), the randomized Gauss-Seidel method
with orthogonalization is
xk+1 = xk +
1
A′,JASkA
′A,J
SkA
′A,JA
′
,J(b−Axk)
Sk+1 =
(
Id −
1
A′,JASkA
′A,J
SkA
′A,JA
′
,JA
)
Sk,
when SkA
′A,J 6= 0, or is xk+1 = xk and Sk+1 = Sk otherwise. 
Again, we see from the two preceding examples that the left singular vector of the rank-one RPM does not
play a role in the updates for our procedure. As we now explain, this observation is critical for converting the
impractical, noniterative randomized sketch-then-solve methods into iterative randomized sketch-and -solve
methods.
Recall that the fundamental sketch-then-solve procedure is to construct a specialized matrix M sketch ∈
Rk×n, then generate and solve the smaller, projected problem (M sketchA)x =M sketchb [see Woodruff, 2014,
Ch. 1].3 The special matrix M sketch, called the sketching matrix, can be generated in a variety of ways such
as making each entry an independent, identically distributed Gaussian random variable [Indyk and Motwani,
1998], or by dividing S into blocks of rows and setting the columns of M sketch as uniformly sampled columns
(with replacement) of the appropriately-dimensioned identity matrix [Cormode and Muthukrishnan, 2005].
In order to convert the usual sketch-then-solve procedure into our sketch-and -solve procedure, we simply
set {wk : k+1 ∈ N} ⊂ Rn to the rows ofM sketch, which we will rigorously demonstrate in Section 3. Of course,
this requires that we have a streaming procedure for generating arbitrarily many rows of M sketch. For the
Gaussian strategy [Indyk and Motwani, 1998] and the sparse Count-Sketch strategy [Cormode and Muthukrishnan,
2005], this is a trivial task. Thus, if we let RPMStrategy() define a generic user-defined procedure for choos-
ing {wk : k + 1 ∈ N}, then this observation gives us Algorithm 1 for (1) converting the sketch-then-solve
procedure into a sketch-and -solve procedure, and (2) adding orthogonalization to such base methods as
randomized Kaczmarz and randomized Gauss-Seidel.
2.4 Algorithmic Refinements Considering the Computing Platform
Algorithm 1 implicitly assumes the traditional sequential programming paradigm. However, the performance
of the algorithm can be improved by taking advantage of parallel computing architectures. Here, we will
3We note that the typical formulation considers linear regression rather than a linear system.
6
Implicit Representation and Solution for Random Sketching
Algorithm 1: Rank-One RPM Method
Data: Initialization x0, RPMStrategy() for w0, w1, . . ., TerminationCriteria()
Result: Estimate xˆ
k← 0
S ← Id
while TerminationCriteria() == false do
// Compute search direction
wk ← RPMStrategy()
qk ← A′wk
uk ← Skqk
// Check if SkA
′wk = 0
if uk == 0 then
k ← k + 1
continue to next iteration
end
// Update Iterate
rk ← b′wk − q′kxk
γk ← u′kqk
xk+1 ← xk + uk (rk/γk)
// Update Projection Matrix
Sk+1 ← (I −
1
γk
ukq
′
k)Sk
// Update Iteration Counter
k ← k + 1
end
return xk+1
consider a handful of important computing architecture abstractions and how our procedure can adapt to
different configurations. In Subsection 2.4.1, we will consider the case of a parallel computing architecture
for which the communication overhead, which is proportional to the dimension d, is not a limiting factor. For
this subsection, the problems that we have in mind come from data and imaging sciences, where n≫ d and d
is reasonably sized. In Subsection 2.4.2, we consider a similar class of problems where the communication of
O [d]-sized vectors is acceptable and n≫ d, but that d is so large that storing and manipulating a matrix in
Rd×d is burdensome. Finally, in Subsection 2.4.3 we will consider problems in which computational overhead
becomes a bottleneck for scalability, but that we have structured systems that will allow us to circumvent
this issue. For this ultimate subsection, the problems that we have in mind here come from the solution of
systems of differential equations [e.g., Dongarra and Srensen, 1986].
2.4.1 Asynchronous Parallelization on Shared and Distributed Memory Platforms
First, when we are using a matrix sketch for RPMStrategy(), one of the expensive components of the compu-
tation is determining
[
A b
]′
wk. Fortunately, in our sketch-and-solve procedure, this expensive computation
can be trivially asynchronously parallelized on a shared memory platform when
1. the data within the rows
[
A b
]
are stored together, and
2. the RPMStrategy() generates {wk : k+1 ∈ N} that are either independent (e.g., the Gaussian Strategy)
or can be grouped into independent subsets (e.g., the Count-Sketch strategy).
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When these two requirements are met, each processor can generate its own {wk : k + 1 ∈ N} independently
of the other processors, and evaluate
[
A b
]′
wk. It can then simply write the resulting row to an address
reserved for performing the iterate and Sk matrix updates by the master processor. Importantly, this
procedure does not require locking any of the rows of
[
A b
]
, and the reserved addresses can use fine grained
locks to prevent any wasted calculations.
Similarly, in our sketch-and-solve procedure, computing
[
A b
]′
wk can be trivially asynchronously par-
allelized on a distributed memory platform using a Fork-join model, when
1. the rows of
[
A b
]
are distributed across the different storages, and
2. the RPMStrategy() generates {wk : k + 1 ∈ N} such that wk have independent groups of components
(e.g., the Gaussian Strategy and the Count-Sketch strategy).
When these two requirements are met, each processor can generate its own {wk : k+1 ∈ N} and operate on
the local rows of
[
A b
]
. It can then simply pass the resulting row to the master processor which performs
the iterate and Sk matrix updates. For each iteration, a scattering and gathering of the data is performed
but no other data exchange is required.
Table 1 summarizes the time and total computational costs of computing xk and Sk from x0 and S0 in
the following context: (1) the sequential platform refers to the case where there is a single processor with a
sufficiently large memory to store the system, and perform the necessary operations in Algorithm 1; (2) the
shared memory platform assumes that there are p+1 processors that share a sufficiently large memory. One
of the processors is dedicated to performing the iterate and matrix updates, while the remaining p processors
compute
[
A b
]′
w; (3) the distributed memory architecture assumes that there are p + 1 processors each
with a sufficient memory capacity. The rows of
[
A b
]
are split evenly or nearly evenly amongst p of the
processors, and each process only manipulates its local information about A and b. Finally, master processor
is dedicated to performing the iterate and matrix updates.
Total Time and Effort Costs to Iteration k
Platform Computing
[
A b
]′
w Update Costs Network
Time Total Effort Iterate Matrix
Sequential O [knd] O [knd] O
[
kd2
]
O
[
kd3
]
No
Shared Memory O [knd/p] O [knd] O
[
kd2
]
O
[
kd3
]
No
Distributed Memory O
[
knd/p2
]
O [knd/p] O
[
kd2
]
O
[
kd3
]
Yes
Table 1: A summary of the time and total computational cost (effort) incurred by Algorithm 1 and its
parallelized variants. We do not report any advantages that should be exploited when A or w are sparse. In
the shared and distributed memory platforms, we assume that there are p processors dedicated to computing
A′w and b′w, and one processor dedicated to computing the updates. The “Network” column refers to
whether communication costs over a network are incurred.
2.4.2 Memory-Reduced Procedure
Another notable aspect of Algorithm 1 (and its aforementioned parallel variants described above) is that it
must store and manipulate the matrix Sk at each iteration, which is clearly expensive when d is large or is
excessive when d3 is comparable to n or greater than n. This difficulty motivates a partial orthogonalization
approach, as described in Algorithm 2. In this approach, a user-defined parameter m < d specifies the
number of d-dimensional vectors needed to implicitly store an approximate representation of Sk (based
8
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Algorithm 2: Rank-One RPM Method with Partial Orthogonalization
Data: Initialization x0, RPMStrategy() for w0, w1, . . ., TerminationCriteria(),
Memory Storage Parameter m
Result: Estimate xˆ
k, j ← 0, 0
S ← ∅
while TerminationCriteria() == false do
// Compute search direction
Generate wk
qk ← A′wk
Compute uk using Algorithm 3 on qk with vectors in S
if uk == 0 then
k ← k + 1
continue to next iteration
end
// Update iterate
rk ← b
′wk − q
′
kxk
xk+1 = xk + ukrk/(u
′
kqk)
// Update Memory Storage
zk+1 ← uk/ ‖uk‖
if j == m then
Remove zk+1−m from S and append zk+1 to S
else
Append zk+1 to S
j ← j + 1
end
// Update Iteration Counter
k ← k + 1
end
return xk+1
on Theorem 1). With this implicit representation, the cost of computing uk reduces to O [md],4 which,
consequently, reduces the overall cost of updating xk to xk+1 to O [md]. Moreover, because Sk is implicitly
represented by a m d−dimesnional vectors in S, there is no notable additional computational cost incurred
for updating Sk to Sk+1. Thus, an entire iteration incurs a computational cost O [md] plus the cost of
computing
[
A b
]′
w, which can be mollified under the strategies above in shared memory or distributed
memory platforms.
2.4.3 Optimizing Communication Overhead. Structured Systems
In the above approaches, we take for granted that d is not so large such that communicating O [d] vectors
is acceptable during the procedure. However, for many problems coming from the solution of differential
equations [e.g., see Dongarra and Srensen, 1986], d and n are of the same order and are so large that
communicating O [d] vectors at arbitrary points during the procedure is impossible. Fortunately, linear
system problems in this class are highly sparse and structured [Saad, 2003, Ch. 2]. A simple example is
the case where A is a square, banded system with nonzero bandwidth Q˜ + 1 for some Q˜ ≪ n = d; that is,
Aij = 0 if |i− j| > Q˜ and the remaining Aij can take arbitrary values.
4If qk replace uk in the calculation of zk, then the cost of computing uk is O
[
dm2
]
[see Golub and Van Loan, 2012, Ch.
5.2].
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Algorithm 3: Modified Gram-Schmidt
Data: Vector qk, Orthonormal Set {z1, . . . , zk−1}
Result: Projection qk onto subspace orthogonal to {z1, . . . , zk−1}
j ← 0
t0 ← qk
while j ≤ k − 1 do
j ← j + 1
tj ← tj−1 − (z
′
jtj−1)zj
end
return tk
Node 1
Node 2
Node 3
Node 4
Node 5
Figure 1: A representation of a 20 × 20 banded matrix with bandwidth Q˜ + 1 = 5, whose rows are split
across five compute nodes (represented by the dashed line). Note, the empty grid points represent zeros,
while the filled grid points represent nonzero values.
For such sparse and structured problems, our methodology can be efficiently implemented across a dis-
tributed memory platform with p processors under some additional qualifications. However, to understand
these qualifications, let us first introduce some notation and concepts that define the communication pattern
across the p nodes.
Suppose somehow that we distribute the equations of our linear system of interest across p nodes. Figure 1
shows how the coefficient matrix of a 20× 20 banded system with bandwidth 5 can be distributed across five
nodes. Note, in this example, the entries of the constant vector would be stored on the same processor as
the corresponding rows of the coefficient matrix. Moreover, we need a way of tracking which components of
x are manipulated by each node: let Xi be the set of indices of the components of x with nonzero coefficients
at node i in the distributed system for i = 1, . . . , p. In our example, X1 = {1, . . . , 6}, X2 = {3, . . . , 10},
X3 = {7, . . . , 14}, X4 = {11, . . . , 18}, and X5 = {15, . . . , 20}. Finally, for any vector z and any set E over
the indices of z, let z[E] be the vector whose elements are the elements of z indexed by E.
From this example and from our discussion in Subsection 2.4.1 of distributing the RPMStrategy(), we
can use the local rows of A at Node 1 and a Gaussian sketch to generate a q1 ∈ Rd such that q1[{1, . . . , 6}]
are arbitrarily valued and q1[{7, . . . , 20}] = 0. Thus, our vector qk is highly sparse and can be generated
locally on the node. However, following Algorithm 1, the next step of computing uk requires computing the
product between Sk and qk, which, in a naive implementation, would require storing a dense d×d matrix Sk
and computing a global matrix-vector product. Such a required computation raises several concerns, which
we detail and address in the following enumeration.
1. Given that d is relatively large to the computing environment, is storing a d× d matrix even feasible?
Generally, the answer will be that storing such a matrix is infeasible. However, by exploiting the
properties of Sk (see Theorem 1), we will approximately and implicitly store Sk as S, which is a
collection of orthonormal vectors.
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2. Even if we use S in place of Sk, will the resulting implicit matrix-vector product and update of
S incur prohibitive communication costs? To answer these questions completely, we will need to
specify how the implicit matrix-vector product will be computed and how S will be stored. Here,
we will compute the implicit matrix-vector product by using twice-iterated classical Gram-Schmidt
(Algorithm 4), which was shown to be numerically stable in the seminal work of Giraud et al. [2005].
Owing to this calculation pattern, we can store S in a distributed fashion across the p processors, which
we detail below along with the communication cost of the synchronization of S.
Algorithm 4: Twice Iterated Gram-Schmidt
Data: Vector qk, Orthonormal Set {z1, . . . , zk−1}
Result: Projection qk onto subspace orthogonal to {z1, . . . , zk−1}
t0 ← qk
for j = 0 : 1 do
// Compute projection onto Orthogonal Set
// P is a set of vectors
P ← map(l 7→ (t′jzl)zl, l = 1 : k − 1)
// Compute orthogonal component
// sum sums over the set P
tj+1 ← tj − sum(P)
end
return t2
To understand the costs associated with computing u from the orthonormal vectors in S and the vector
q, we will characterize the support of u (i.e., index set of its nonzero entries).
Lemma 1. Let q ∈ Rd and let Q = {i : q[i] 6= 0} ⊂ {1, . . . , d}. Let {z1, . . . , zm} ⊂ R
d be a set of orthonormal
vectors (hence, m ≤ d), and let Zj = {i : zj[i] 6= 0} ⊂ {1, . . . , d} for j = 1, . . . ,m. If u denotes the result of
Algorithm 4 applied to q over the set {z1, . . . , zm} then
U := {i : u[i] 6= 0} ⊂

⋃
j∈Q
Zj

 ∪ Q, (15)
where Q = {j : Q ∩Zj 6= ∅} ⊂ {1, . . . ,m}.
Proof. Letting Z denote the matrix whose columns are elements of the orthonormal set, we recall that
classical Gram-Schmidt generates u = (Id − ZZ ′)q. Thus, twice iterated Gram-Schmidt can be written as
(Id − ZZ
′)(Id − ZZ
′)q = (Id − 2ZZ
′ + ZZ ′)q = (Id − ZZ
′)q = u, (16)
which is expected in exact arithmetic. Thus, we can consider classical Gram-Schmidt and ignore the iteration
to compute the support of u. For any l = 1, . . . , d,
u[l] = q[l]−
k∑
j=1
(q′zj)zj[l] = q[l]−
∑
j∈Q
(q′zj)zj [l], (17)
where we use the fact that if j 6∈ Q then q′zj =
∑
l∈Q∩Zj
q[l]zj[l] =
∑
l∈∅ q[l]zj[l] = 0. For a contradiction,
suppose l ∈ U such that
l 6∈

⋃
j∈Q
Zj

 ∪ Q. (18)
Then, q[l] = 0 and zj [l] = 0 for j ∈ Q. Using the above formula for u[l], u[l] = 0 −
∑
j∈Q(q
′zj)0 = 0, which
is a contradiction.
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At iteration k, Lemma 1 states that the support of uk will depend on the support of {zm, . . . , z1}, which,
in turn, has elements whose support depend on (a subset of) {uk−1, . . . , u0}. Moreover, if {uk−1, . . . , u0} has
elements whose combined support cover {1, . . . , d}, which will be necessary to solve the system,5 it is possible
that the support of uk will be all of {1, . . . , d} (ignoring any trivial independence in the system). Thus, it
appears that we will eventually have to store vectors in S whose support is all of {1, . . . , d}. Naively, we may
think that we need a faithful copy of S at each node in the system, which incurs prohibitive communication
costs as the support of uk tends to {1, . . . , d}. While this is true, a careful inspection of Gram-Schmidt and
the nonzero patterns of qk suggest a less naive approach, which we now detail.
We begin by supposing that on a processor i ∈ {1, . . . , p}, only zj [Xi] are stored on the node for every
j = 1, . . . , k. Immediately, we have eliminated the need for synchronizing all of S on each processor.
Instead, we need only to synchronize those components of zj in Xi ∩Xj for all i 6= j. Thus, we have that our
synchronization costs will depend on the maximum overlap, Q, between two processors, which, formally, is
Q = max
i6=j
|Xi ∩ Xj |. (19)
Now, we can understand the precise nature of this synchronization by inspecting Algorithm 4. If for
some j = 1, . . . , p, qk[X cj ] = 0, then
t1[l] =

−
∑m
t=1
(∑
r∈Xj
qk[r]zt[r]
)
zt[l] ∀l ∈ X cj
qk[l]−
∑m
t=1
(∑
r∈Xj
qk[r]zt[r]
)
zt[l] ∀l ∈ Xj
(20)
From (20), we see that we must communicate the values of q[l] to all nodes i ∈ {1, . . . , p} \ {j} such that
Xj ∩ Xi 6= ∅, and we must communicate the m inner products to all p − 1 nodes. The resulting number of
floating point values that must be communicated (counting each replicate to a node individually) during the
first iteration of Algorithm 4 is ∑
i∈Qj\{j}
|Xj ∩ Xi|+m(p− 1), (21)
where Qj = {i : Xi ∩ Xj 6= ∅} for j = 1, . . . , p (see the notation in Lemma 1). For the second iteration of
Algorithm 4, we must broadcast m inner products that are partially computed (using some ordering that
respects the non-associative property of floating point complexity) on each node to the remaining p − 1
nodes. Thus, the number of floating point values that must be communicated (counting each replicate to a
processor individually) to ensure synchronization is∑
i∈Qj\{j}
|Xj ∩ Xi|+m(p− 1) +mp(p− 1), (22)
which we can bound by
Q(F − 1) +m(p2 − 1), where F = max
j
|Qj |. (23)
Noting thatQ represents the maximum shared indices between two nodes and that F represents the maximum
number of nodes that overlap, the first term in the bound can be controlled by the ordering choice of the
differential equations that generate the system, but a discussion of this topic is beyond the scope of this
work. Algorithm 5 summarizes a simple version of the procedure described here. We can also modify this
algorithm to the low memory context of Algorithm 1 by limiting the number of vectors that can be stored
in S.
3 Convergence Theory for Orthogonalization
Here, we will prove that the complete orthogonalization approach (i.e., Algorithm 1) converges to the solution
under a variety of sampling RPM strategies. In Subsection 3.1, we establish a collection of core results that
5Note, if the combined supports of the elements of {uk−1, . . . , u0} do not cover all of {1, . . . , d}, then some components of
our iterates, {xk} will not be updated.
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Algorithm 5: Rank-One RPM Method for Limited Communication
Data: Initialization x0, Distributed RPMStrategy() for {wk}, Covering {jk} ⊂ {1, . . . , p},
TerminationCriteria(), memory storage parameter m
Result: Estimate xˆ
k, j ← 0, 0
S ← ∅
while TerminationCriteria() == false do
for Node jk do
// Compute search direction on node jk
Generate wk from distributed RPMStrategy()
qk ← A′wk
rk ← b′wk − qk[Xjk ]
′xk[Xjk ]
// First Gram-Schmidt Iteration, note qk[X cjk ] = 0
I ← map(z → qk[Xjk ]
′z[Xjk ], z ∈ S)
Communicate inner products in I to remaining p− 1 nodes.
Communicate qk[Xjk ∩ Xi] for i 6= jk.
if uk == 0 then
k ← k + 1
continue to next iteration
end
end
for Each Node j do
Compute t1[Xj ] locally from (20)
// Second Gram-Schmidt Iteration
Ij ← map(z → t1[Xj ]′z[Xj], z ∈ S)
Synchronize inner products in Ij to remaining p− 1 nodes for j = 1, . . . , p.
uk[Xj ]← t1[Xj ]−
∑
z∈S (
∑p
l=1 t1[Xl]
′z[Xl]) z[Xj ]
// Synchronize and Update S
Synchronize ‖uk‖2 from local computation
Locally store zk+1[Xj ] = uk[Xj ]/ ‖uk‖2 in S.
end
for Node jk do
// Compute Step Size
Synchronize αk ← rk/(uk[Xjk ]
′qk[Xjk ])
end
for Each Node j do
// Update Iterate
xk+1[Xj ]← xk[Xj ] + αkuk[Xj ]
end
// Update Iteration Counter
k ← k + 1
end
return xk+1
are useful in characterizing the behavior of our procedure. A key feature of these core results is that they will
rely on a stopping time T , which will depend on the random variables {wk}. Therefore, in Subsection 3.2,
we characterize T under common probabilistic relationships between the elements of {wk}. All statements
hold with probability one unless stated otherwise.
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3.1 Core Results
We establish two key results. First, we establish that our procedure is an orthogonalization procedure: that
is, the matrices {Sk} project the current search direction onto a subspace that is orthogonal to previous
search directions. Second, we characterize the limit point of our iterates, {xk}, in terms of a true solution
of the linear system and the subspace generated by the rank-one RPMs, {Vk}.
Theorem 1. Let {wl : l + 1 ∈ N} ⊂ Rn be an arbitrary sequence in Rn, and let R0 = {0} ⊂ Rd and
Rl = span [A′w0, . . . , A′wl−1] for l ∈ N. Now, let S0 = Id and {Sl : l ∈ N} be defined recursively as in (13).
Then, for l ≥ 0, Sl is an orthogonal projection matrix onto R⊥l .
Proof. We will prove the result by induction. For the base case, l = 0, S0 = Id. It follows that S0 is an
orthogonal projection onto R⊥0 = R
d since S20 = I
2
d = Id = S0 and range (Id) = R
d. Now suppose that the
result holds for l > 0. If SlA
′wl = 0 then there is nothing to show. Therefore, for the remainder of this
proof, suppose SlA
′wl 6= 0.
First, we show that Sl+1 is a projection matrix by verifying that S
2
l+1 = Sl+1 by direct calculation.
Making use of the recursive definition of Sl+1 and the induction hypothesis that S
2
l = Sl (since Sl is a
projection),
S2l+1 =
(
Sl −
SlA
′wlw
′
lASl
w′lASlA
′wl
)(
Sl −
SlA
′wlw
′
lASl
w′lASlA
′wl
)
=
(
Sl −
SlA
′wlw
′
lASl
w′lASlA
′wl
)(
Id −
A′wlw
′
lASl
w′lASlA
′wl
)
= Sl − 2
SlA
′wlw
′
lASl
w′lASlA
′wl
+
SlA
′wlw
′
lASl
w′lASlA
′wl
= Sl+1.
(24)
Second, we use the fact that a projection is orthogonal if and only if it is self-adjoint to show that Sl+1
is an orthogonal projection. By induction, because Sl is an orthogonal projection, S
′
l = Sl, and so
S′l+1 = S
′
l −
SlA
′wlw
′
lASl
w′lASlA
′wl
= Sl+1. (25)
Finally, let v be in the range of Sl+1 and we can decompose v into the components u and y such that
v = u + y, 0 = u′y and y ∈ Rl+1. We will show that y = 0, which characterizes the range of Sl+1 as being
all vectors orthogonal to Rl+1. To show this note that because Sl+1 is a projection matrix, we have that
u+ y = v = Sl+1v = Sl+1u+ Sl+1y. (26)
By construction Rl ⊂ Rl+1 and so u ∈ R⊥l . Using the induction hypothesis, we then have that Slu = u.
Moreover, because u ∈ R⊥l+1 by construction, u
′A′wl = 0. Then, using the recursive definition of Sl+1, we
have that
Sl+1u = Slu−
SlA
′wlw
′
lASlu
w′lASlA
′wl
= u−
SlA
′wlw
′
lAu
w′lASlA
′wl
= u. (27)
Therefore, u = Sl+1u and, by (26), y = Sl+1y. We now decompose y into y1 and y2 where y1 ∈ Rl and
y2 ∈ R
⊥
l ∩Rl+1. By the induction hypothesis, R
⊥
l ∩Rl+1 = span [SlA
′wl]. Therefore, Sly = y2 and ∃α ∈ R
such that y2 = αSlA
′wl. Finally, using the recursive formulation of Sl+1 and Sly = y = αSlA
′wl,
y = Sl+1y = Sly −
SlA
′wlw
′
lASly
w′lASlA
′wl
= αSlA
′wl − αSlA
′wl = 0. (28)
Thus, we have shown that the range of Sl+1 is orthogonal to Rl+1.
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From Theorem 1, we see that our procedure is an orthogonalization procedure just like quasi-Newton
methods [Nocedal and Wright, 2006, Ch. 8] and conjugated direction methods [Hestenes, 2012]. As a
consequence, we have the following common and insightful characterization of the iterates of such an orthog-
onalization procedure.
Corollary 1. In addition to the setting of Theorem 1, let x0 ∈ Rd be arbitrary and let {xl : l ∈ N} be defined
according to (14). For any l ≥ 0, xl+1 ∈ span [x0, A′w0, . . . , A′wl].
Proof. We again proceed by induction. Because S0 = Id, the case of x1 follows by recursion formula, (14).
Now suppose that the result holds up to some l > 0. Note, by the recursion formula
xl+1 = xl + γSlA
′wl, where γ =
{
w′l(b−Axl)
w′
l
ASlA′wl
SlA
′wl 6= 0
0 otherwise.
(29)
Therefore, xl+1 ∈ span [xl, SlA′wl]. Now, using the induction hypothesis,
span [xl, SlA
′wl] ⊂ span [x0, A
′w0, . . . , A
′wl−1, SlA
′wl] . (30)
Second, when SlA
′wl = 0, then A
′wl ∈ Rl. Consequently,
xl+1 ∈ span [x0, A
′w0, . . . , A
′wl−1] = span [x0, A
′w0, . . . , A
′wl] . (31)
Now suppose SlA
′wl 6= 0. By Theorem 1, Sl is an orthogonal projection onto span [A′w0, A′w1, . . . , A′wl−1]
⊥
.
Hence, xl+1 ∈ span [xl, SlA′wl], which is contained in span [x0, A′w0, . . . , A′wl] .
Corollary 1 demonstrates that, as is common with orthogonalization procedures, the iterates are in a
subspace generated by the initial iterate and the search directions {A′w0, . . . , A′wl}. For deterministic
procedures, such a characterization is usually sufficient and the next step would be to demonstrate that the
iterates are the closest points to the true solutions within the given subspace. However, for a procedure in
which the subspace is randomly generated, there is substantially more nuance. In order to be conscientious
of space, we will not go through the litany of issues, but rather skip to the appropriate definitions and
characterizations.
First, we begin by defining the maximal possible subspace that can be generated by a random quantity
A′w. Let w ∈ Rn be a random variable defined on a space Ω, and let
N (w) = span
[
z ∈ Rd : P [z′A′w = 0] = 1
]
and R(w) = N (w)⊥. (32)
Moreover, we define the subspace V(w) such that V(w) ⊥ R(w) and V(w) + R(w) = row(A) (hence,
V(w)⊕R(w) = row(A)). Correspondingly, let PW denote the orthogonal projection matrix onto a subspace
W ⊂ Rd. The following result characterizes R(w).
Lemma 2. For R(w) as defined in (32), R(w) is the smallest subspace of Rd such that P [A′w ∈ R(w)] = 1.
Proof. First, we verify that P [A′w ∈ R(w)] = 1. Suppose that P [A′w ∈ R(w)] < 1. Then,
P [∃z ⊥ R(w) : z′A′w 6= 0] > 0. (33)
However, we know that for any z such that z ⊥ R(w), z ∈ N (w) and z′A′w = 0 with probability one, which
is a contradiction. Hence, P [A′w ∈ R(w)] = 1.
Now suppose there is a proper subspace of R(w), U , such that P [A′w ∈ U ] = 1. Let U⊥R(w) denote the
subspace orthogonal to U relative to R(w). Then, P [z′A′w = 0] = 1 for any z ∈ U⊥R(w), which implies
that U⊥R(w) ⊂ N (w). However, since U⊥R(w) ⊂ R(w) ⊥ N (w), U⊥R(w) = {0}. Thus, R(w) is the smallest
subspace such that P [A′w ∈ R(w)] = 1.
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Second, we must define when the maximal possible subspace of A′w can be achieved by a sequence
of random variables {A′w0, . . . , A′wl}, which may or may not be related to A′w. Note, by not requiring
a relationship between {A′w0, . . . , A′wl} and A′w our next result is particularly general and applies to a
variety of situations, from the case in which {wl} are independent copies of w to the case where {wl} have
complex dependencies. Now, let {wl : l + 1 ∈ N} ⊂ R
n be random variables defined on Ω, and let T be a
stopping time defined by
T = min{k ≥ 0 : span [A′w0, . . . , A
′wk] ⊃ R(w)}.6 (34)
Using this notation, we have the following fundamental characterization result of the limit points of {xl}.
Theorem 2. Let w be a random variable, and let R(w), N (w) and V(w) be as defined above (see (32)).
Moreover, let w0, w1, . . . ∈ Rn be random variables such that P [A′wl ∈ R(w)] = 1 for all l+1 ∈ N, and let T
be as defined in (34). Let x0 ∈ Rd be arbitrary and S0 = Id, and let {xl : l ∈ N} and {Sl : l ∈ N} be defined
as in (13) and (14). On the event {T <∞},
1. For any s ≥ T + 1, ST+1 = Ss and xT+1 = xs.
2. If Ax = b admits a solution x∗ (not necessarily unique), then
xT+1 = PN (w)x0 + PR(w)x
∗. (35)
Proof. Recall that Rk+1 = span [A′w0, . . . , A′wk] . Therefore, by the definition of T , RT+1 = R(w) on the
event that {T < ∞}. Therefore, by Theorem 1, ST+1 is an orthogonal projection onto N (w) and its null
space is R(w).
We now proceed by induction. Because ker (ST+1) = R(w) and A′wT+1 ∈ R(w) with probability one
(by hypothesis), ST+1A
′wT+1 = 0. Therefore, by the recursion equations, (13) and (14), ST+2 = ST+1
and xT+2 = xT+1. Suppose now that ST+l = ST+1 and xT+l = xT+1 for l > 1. Again, by hypothesis,
A′wT+l ∈ R(w) = ker (ST+l). Therefore, ST+lA′wT+l = 0. By the recursion equations, (13) and (14),
ST+l+1 = ST+l = ST+1 and xT+l+1 = xT+l = xT+1.
To establish the second part of the result, we must first establish that for any l ≥ 0,
xl+1 − x
∗ = Sl+1(x0 − x
∗). (36)
We will prove this by induction. For l = 0,
x1 − x
∗ = x0 − x
∗ +
S0A
′w0w
′
0
w′0AS0Aw0
(Ax∗ −Ax0)
=
(
Id −
S0A
′w0w
′
0A
w′0AS0Aw0
)
(x0 − x
∗),
(37)
by the recursion equations, (14). Noting that S0 = Id and by using (13), we conclude that x1 − x∗ =
S1(x0 − x∗). Now suppose that this relationship holds for some l > 0. Again, using (14),
xl+1 − x
∗ = xl − x
∗ +
SlA
′wlw
′
l
w′lASlAwl
(Ax∗ −Axl)
=
(
Id −
SlA
′wlw
′
lA
w′lASlAwl
)
(xl − x
∗).
(38)
Using the induction hypothesis, xl − x∗ = Sl(x0 − x∗) and (13),
xl+1 − x
∗ =
(
Id −
SlA
′wlw
′
lA
w′lASlAwl
)
Sl(x0 − x
∗) = Sl+1(x0 − x
∗). (39)
6Below we will assume that A′w ∈ R(w) with probability one. If we relax this, this will change the results in a predictable
manner but will require additional notation. To avoid such notation, we will leave this more general case to future work if there
is a sampling case that merits it.
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With this result established and noting that ST+1 is a projection onto N (w) (i.e., PN (w) = ST+1), on
the event {T <∞},
xT+1 = x
∗ + ST+1(x0 − x
∗)
=
(
PN (w) + PR(w)
)
x∗ + PN (w)x0 − PN (w)x
∗
= PR(w)x
∗ + PN (w)x0.
(40)
With Theorem 2 in hand, the natural subsequent question is when the limit point of the iterates is
actually a solution to the original system. This question is addressed in the following corollary.
Corollary 2. Under the setting of Theorem 2, on the event {T <∞}, AxT+1 = b if and only if PV(w)x0 =
PV(w)x
∗.
Proof. Recall that row(A) ⊥ ker (A). Because R(w) ⊂ row(A), N (w) = V(w) + ker (A). Moreover, by
the definition of V(w) ⊂ row(A), V(w) ⊥ ker (A). Therefore, PN (w) = Pker(A) + PV(w). Now, using the
characterization in Theorem 2,
AxT+1 = APker(A)x0 +APV(w)x0 +APR(w)x
∗ = APV(w)x0 +APR(w)x
∗. (41)
Similarly, because Id = Pker(A) + PV(w) + PR(w),
b = Ax∗ = APker(A)x
∗ +APV(w)x
∗ +APR(w)x
∗ = APV(w)x
∗ +APR(w)x
∗. (42)
Setting these two quantities equal to each other, we conclude that AxT+1 = b if and only if APV(w)x
∗ =
APV(w)x0. Clearly, if PV(w)x0 = PV(w)x
∗ then AxT+1 = b. So, what we have left to show is that APV(w)x
∗ =
APV(w)x0 implies PV(w)x0 = PV(w)x
∗.
Let A+ denote the Moore-Penrose pseudo-inverse of A, and recall that A+A is a projection onto row(A).
Moreover, range(PV) ⊂ row(A). Therefore, since if AxT+1 = b then APV(w)x0 = APV(w)x
∗, if AxT+1 = b
then
PV(w)x0 = (A
+A)PV(w)x0 = A
+(APV(w)x0) = A
+APV(w)x
∗ = PV(w)x
∗. (43)
Corollary 2 provides criteria on the initial condition and on V(w) to determine when our procedure will
solve the linear system. However, we would rarely have a way of choosing the initial condition apriori such
that the requirement of Corollary 2 holds. Thus, the alternative is to design w and {wl} so that V(w) = {0},
which would guarantee that AxT+1 = b on the event {T < ∞}. It is worth reiterating that we have made
very limited assumptions about the relationships between w and {wl} and amongst {wl}. This is important
because it allows us to apply the preceding results to a variety of common relationship patterns between w
and {wl}. In the next subsection, we explore some specific relationships and whether these relationships will
result in V(w) = {0}.
3.2 Common Sampling Patterns
Theorem 2 supplies a general result about the behavior of any sampling methodology on the solution of the
system using (13) and (14), yet it does not suggest a precise sampling methodology. Generally, the sampling
methodology choice will depend on both the hardware environment and the nature of the problem. For
example, a random permutation sampling methodology will limit the parallelism achievable in Algorithm 5.
On the other hand, a random permutation sampling methodology might be well-advised in a sequential
setting where very little known is about the coefficient matrix A. Thus, the precise sampling scheme should
depend on the hardware environment and should exploit the structure of the problem.
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Despite this, in practice, there are two general sampling schemes that form a basis for more problem
and hardware specific sampling schemes: random permutation sampling and independent and identically
distributed sampling. The former sampling pattern is exemplified by randomly permuting the equations of
the linear system. More concretely, let e1, . . . , en ∈ Rn be the standard basis; let w be a random variable with
nonzero probability on each element of the basis; let {wl} be random variables sampled from {e1, . . . , en}
without replacement (until the set is exhausted, then we repopulate the set with its original elements and
repeat the sampling without replacement). The following statement provides a simple characterization of
this sampling scheme.
Lemma 3. Let {W1, . . . ,WN} ⊂ Rn. Let w be a random variable such that
P [w =Wj ] > 0 j = 1, . . . , N, and
N∑
j=1
P [w =Wj ] = 1. (44)
Moreover, let {wl : l+1 ∈ N} be random variables sampled from {W1, . . . ,WN} without replacement (and once
the set is exhausted, we repopulate the set with its original elements and repeat sampling without replacement).
Then T ≤ N − 1. Moreover, AxT+1 = b for every initialization if span [A′W1, . . . , A′WN ] = row(A), which
holds if span [W1, . . . ,WN ] = R
n.
Proof. First, note that N (w) = {z ∈ Rd : z′A′Wj = 0, ∀j = 1, . . . , N}. Therefore,
R(w) = N (w)⊥ = span [A′W1, . . . , A
′WN ] . (45)
In turn, because {w0, . . . , wN−1} = {W1, . . . ,WN}, T is at most N − 1.
By Corollary 2, AxT+1 = b if and only if PV(w)x0 = PV(w)x
∗ where x∗ satisfies Ax∗ = b. Now, given
that R(w) + V(w) = row(A) and R(w) = span [A′W1, . . . , A′WN ], if span [A′W1, . . . , A′WN ] = row(A) then
V(w) = {0}. Therefore, AxT+1 = b for any initialization. The final claim is straightforward.
The second sampling scheme, independent and identically distributed sampling, is exemplified by ran-
domly sampling equations from the system with uniform discrete probability. However, we do not need to
limit ourselves to sampling from a finite population of elements. As the next result shows, we can do much
more.
Theorem 3. Suppose that w,w0, w1, . . . are independent, identically distributed random variables. There
exists a p0 ∈ (0, 1) such that
inf {P [v′A′w 6= 0] : v ∈ R(w), ‖v‖2 = 1} ≥ p0. (46)
Moreover, T <∞ and P [T = k] ≤ (k − r)r−1(1− p0)
k−r where r = dim(R(w)) and k ≥ r.
Proof. First, we show that there exists p0 > 0 such that for any nontrivial, proper subspace V ( R(w),
P[A′w 6∈ V ] ≥ p0, which implies (46) when we take V to be the relative orthogonal compliment to the span
of a unit vector v ∈ R(w). Suppose there is no such p0. Then, for every p ∈ (0, 1), there is a nontrivial
subspace V ( R(w) such that P [A′w ∈ V ] ≥ 1− p. Let r between 0 and dim(R(w)) be the smallest integer
such that
sup
V(R(w)
dim[V ]=r
P[A′w ∈ V ] = 1.
For ǫ > 0, let V1 ( R(w) be an r-dimension subspace with P[A′w ∈ V1] ≥ 1 − ǫ/2. Note, by Lemma 2,
P[A′w ∈ V1] < 1. Therefore, let V2 ( R(w) be an r-dimensional subspace with P[A′w ∈ V2] > P[A′w ∈ V1] ≥
1− ǫ/2. Given that V1 and V2 are distinct and the inclusion-exclusion principle,
P[A′w ∈ V1 ∩ V2] ≥ P[A
′w ∈ V1] + P[A
′w ∈ V2]− 1 ≥ 1− ǫ.
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However, this is contradicts the minimality of r since ǫ > 0 is arbitrary and dim(V1 ∩ V2) < r. Thus, we
conclude that such a p0 exists.
It follow from (46) that for any k,
P [dim(span [A′w0, . . . , A
′wk]) > dim(span [A
′w0, . . . , A
′wk−1]] ≥ p0.
Therefore, we can bound P [T = k] by a negative binomial distribution. In particular,
P [T = k] ≤
(
k − 1
r − 1
)
(1− p0)
k−r ≤ (k − r)r−1(1− p0)
k−r .
In light of the two preceding results, we may be convinced that there is a gap between the convergence
properties between random permutation sampling and the independent and identically distributed sampling.
However, by modifying the structure of the rank-one RPM, we can find more intermediate cases. The next
result demonstrates this behavior with a somewhat contrived example, and we will leave more complex cases
to future work.
Theorem 4. Suppose w,w0, w1, . . . are i.i.d. random variables such that the entries of A
′w are independent,
identically distributed subgaussian random variables with mean zero and unit variance. Then, there exists a
p ∈ (0, 1) depending only on the distribution of the entries of A′w such that P [T = k] ≥ 1− pk for k ≥ d.
Proof. LetHk denote a k×d (k ≥ d) random matrix whose entries are independent and identically distributed
subgaussian random variables with zero mean and unit variance. As a consequence of Theorem 1.1 of
Rudelson and Vershynin [2009], there exists a p that depends on the distribution of the entries such that
for all k ≥ d, P [σmin(Hk) > 0] ≥ 1 − pk. At iteration k, let Wk denote the matrix whose rows are given by
w0, w1, . . .. Then, by hypothesis, WkA has entries that are independent, identically distributed subgaussian
random with zero mean and unit variance. Therefore, there exists a p ∈ (0, 1) depending only on the
distribution of the entries in A′w such that P [T = k] = P [σmin(WkA) > 0] ≥ 1− pk for k ≥ d.
4 Convergence Theory for Base Methods
In the previous section, we proved convergence for the complete orthogonalization method (i.e., Algorithm 1)
and explored some specific sampling patterns. Here, we will consider the extreme opposite of the complete
orthogonalization method: the “base” randomized iterative approach (e.g., Randomized Kaczmarz). That is,
we consider Algorithm 2 in the casem = 0, and, we note that, in exact arithmetic and perfect communication,
the results below also apply to Algorithm 5 when m = 0. In this case, (14) supplies the simplified iteration
xk+1 = xk +
A′wkw
′
k(b−Axk)
‖A′wk‖
2
2
, (47)
which, for certain choices of wk, would recover the basic randomized Kaczmarz method and randomized
Gauss-Seidel method. This would suggest that we follow the approach of Strohmer and Vershynin [2009] or
Gower and Richtrik [2015], however, we will take a slightly more probabilistic approach that differs from these
previous analyses. One particular highlight of our approach is that we guarantee that the rate of convergence
is strictly less than one, which is missing from the results of Gower and Richtrik [2015]. Our main approach is
an extension of Meany’s inequality (see Subsection 4.1) combined with stopping time arguments, as derived
in Subsection 4.2. We then explore some common sampling patterns in Subsection 4.3.
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4.1 An Extension of Meany’s Inequality
Here, we will derive an extension of Meany’s Inequality [1969], which, under a different extension, has recently
been used to study the convergence rate of row-action solvers including the a block-variant of the Kaczmarz
method [Bai and Liu, 2013]. We begin by stating a geometric lemma derived by Meany [1969], and follow it
with the extension, which closely follows Meany’s original proof with several modifications.
Lemma 4 (Meany [1969]). Let f1, . . . , fk ∈ R
n with k ≤ n. Write fk = f
S + fN where fS belongs to
the space S spanned by f1, . . . , fk−1 and f
N is perpendicular to S. Let F¯ be the matrix whose columns are
f1, . . . , fk−1, and let F be the matrix whose columns are f1, . . . , fk. Then,
det(F ′F ) =
∥∥fN∥∥2
2
det(F¯ ′F¯ ). (48)
Theorem 5. Let v1, . . . , vk be unit vectors in R
n for some k ∈ N. Let S = span [v1, . . . , vk]. Let F denote
all matrices F where the columns of F are the vectors {f1, . . . , fr} ⊂ {v1, . . . , vk} that are a maximal linearly
independent subset. Then
sup
y∈S,‖y‖
2
=1
‖Qy‖2 ≤
√
1−max
F∈F
det(F ′F ), (49)
where
Q = (I − vkv
′
k)(I − vk−1v
′
k−1) · · · (I − v1v
′
1). (50)
Proof. The proof proceeds by induction. For the case k = 1, both sides of the inequality are zero and so the
result holds. Now suppose that the result holds for k = j−1. To prove the case k = j, we need the following
additional notation.
Let S¯ = span [v1, . . . , vj−1]; let {f1, . . . , fr¯} denote a maximal linearly independent subset of the unit
vectors {v1, . . . , vj−1}; let F¯ be the matrix whose columns are f1, . . . , fr¯; and let
Q¯ = (I − vj−1v
′
j−1)(I − vj−2v
′
j−2) · · · (I − v1v
′
1). (51)
For a unit vector y ∈ S, let yS¯ denote the component of y in S¯, and let yN denote the component of y
orthogonal to S¯. Moreover, let z = Q¯yS¯ . Then, by the induction hypothesis,
‖z‖2 =
∥∥∥Q¯yS¯∥∥∥
2
≤
∥∥∥yS¯∥∥∥
2
√
1− det(F¯ ′F¯ ). (52)
Similarly, write vj = vS¯ + v
N where vS¯ ∈ S¯ and vN is perpendicular to S¯.
Case A: Suppose that S = S¯. If all v1, . . . , vj are colinear then Q = (I−v1v′1) and we have reduced to the
case of k = 1 and the result holds. Now, suppose that dim(S¯) > 1, then choose a vector v˜j ∈ {v1, . . . , vj} that
is linearly independent of the rest of the vectors in the set, and denote the remaining vectors by v˜1, . . . , v˜j−1.
Then, by the induction hypothesis, the result holds when applied to {v˜1, . . . , v˜j−1}, and by construction
span [v˜1, . . . , v˜j−1] ( span [v˜1, . . . , v˜j ]. Thus, this case becomes a special case of the following one (i.e., Case
B).
Case B: Suppose that S ) S¯. Then,
‖Qy‖22 =
∥∥(I − vjv′j)(z + yN )∥∥22 = (z + yN )′(I − vjv′j)(z + yN) (53)
= ‖z‖22 +
∥∥yN∥∥2 + 2z′yN︸ ︷︷ ︸
0
−(z′vj︸︷︷︸
z′vS¯
)2 − 2 z′vj︸︷︷︸
z′vS¯
v′jy
N︸ ︷︷ ︸
(vN )′yN
−( v′jy
N︸ ︷︷ ︸
(vN )′yN
)2 (54)
= ‖z‖22 +
∥∥yN∥∥2 − (z′vS¯)2 − 2z′vS¯ ∥∥vN∥∥
2
∥∥yN∥∥
2
−
∥∥vN∥∥2
2
∥∥yN∥∥2
2
, (55)
where we have made use of vN and yN are colinear, implying that their inner product is equal to the product
of their norms. Finally, since −2z′vS¯ ≤ 2|z′vS¯ |,
‖Qy‖22 ≤ ‖z‖
2
2 +
∥∥yN∥∥2
2
−
(∣∣∣z′vS¯∣∣∣− ∥∥vN∥∥2 ∥∥yN∥∥2)2 . (56)
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Case B(1): Suppose that
∥∥vN∥∥
2
≤
∥∥∥yS¯∥∥∥
2
. Then,
‖Qy‖22 ≤ ‖z‖
2
2 +
∥∥yN∥∥2
2
−
(∣∣∣z′vS¯∣∣∣− ∥∥vN∥∥
2
∥∥yN∥∥
2
)2
(by (56))
≤ ‖z‖22 +
∥∥yN∥∥2
2
≤
∥∥∥yS¯∥∥∥2
2
(1− det(F¯ ′F¯ )) +
∥∥yN∥∥2
2
(by (52))
= ‖y‖22 −
∥∥∥yS¯∥∥∥2
2
det(F¯ ′F¯ )
≤ 1−
∥∥vN∥∥2
2
det(F¯ ′F¯ ) ( ‖y‖2 = 1 and
∥∥vN∥∥
2
≤
∥∥∥yS¯∥∥∥
2
)
≤ 1− det(F ′F ), (57)
where, in the last line, we use Lemma 4 and, since S 6= S¯, fr¯+1 = vj , which, in turn, implies fN = vN .
Case B(2): Suppose that
∥∥vN∥∥
2
>
∥∥∥yS¯∥∥∥
2
. Since ‖vj‖2 = ‖y‖2 = 1, then
∥∥∥vS¯∥∥∥
2
≤
∥∥yN∥∥
2
. Using these
inequalities and (52), ∥∥yN∥∥
2
∥∥vN∥∥
2
≥
∥∥∥vS¯∥∥∥
2
∥∥∥yS¯∥∥∥
2
≥
∥∥∥vS¯∥∥∥
2
‖z‖2 ≥ |z
′vS¯ |. (58)
Therefore, ∥∥yN∥∥
2
∥∥vN∥∥
2
− |z′vS¯ | ≥
∥∥yN∥∥
2
∥∥vN∥∥
2
− ‖z‖2
∥∥∥vS¯∥∥∥
2
≥ 0. (59)
Applying this relationship to (56),
‖Qy‖22 ≤ ‖z‖
2
2 +
∥∥yN∥∥2
2
−
(∥∥yN∥∥
2
∥∥vN∥∥
2
− ‖z‖2
∥∥∥vS¯∥∥∥
2
)2
= ‖z‖22
∥∥vN∥∥2
2
+
∥∥yN∥∥2
2
∥∥∥vS¯∥∥∥2
2
+ 2
∥∥∥vS¯∥∥∥
2
‖z‖2
∥∥yN∥∥
2
∥∥vN∥∥
2
=
(
‖z‖2
∥∥vN∥∥
2
+
∥∥yN∥∥
2
∥∥∥vS¯∥∥∥
2
)2
≤
(√
1− det(F¯ ′F¯ )
∥∥vN∥∥
2
∥∥∥yS¯∥∥∥
2
+
∥∥yN∥∥
2
∥∥∥vS¯∥∥∥
2
)2
(by (52))
≤
(∥∥∥yS¯∥∥∥2
2
+
∥∥yN∥∥2
2
)(∥∥vN∥∥2
2
(1− det(F¯ ′F¯ )) +
∥∥∥vS¯∥∥∥2
2
)
(by Cauchy-Schwarz)
= 1−
∥∥vN∥∥2
2
det(F¯ ′F¯ )
= 1− det(F ′F ),
where, in the last line, we use Lemma 4 and, since S 6= S¯, fr¯+1 = vj , which, in turn, implies fN = vN .
Therefore, from Cases A, B(1) and B(2), we conclude that for all unit vectors y ∈ S and for any F ∈ F ,
‖Qy‖2 ≤
√
1− det(F ′F ). Since the choices of y and F are independent of each other, the result holds.
4.2 Main Convergence Result
Recall that w ∈ Rn is a random variable and {wl : l+1 ∈ N} is a sequence of random variables taking value
in Rn such that A′wl ∈ R(w).7 We will now define a sequence of stopping times {τl : l + 1 ∈ N} where
τ0 = 0,
τ1 = min{k ≥ 0 : span [A
′w0, . . . , A
′wk] = R(w)}, (60)
7Again, we can avoid this requirement and consider set inclusions below. However, this generalization will require additional,
cumbersome notation and there is no practical reason for considering this case.
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and, if τl−1 <∞, we define
τl = min{k > τl−1 : span
[
A′wτl−1+1, . . . , A
′wk
]
= R(w)}, (61)
else τl =∞. As an aside, it is worthwhile to note the commonalities between the definition of {τl} and the
stopping time T from (34).
Moreover, whenever the stopping times are finite, we will define the collection, Fl, for l ∈ N, that contains
all matrices F whose columns are maximal linearly independent subsets of{
A′wτl−1+1∥∥A′wτl−1+1∥∥2 , . . . ,
A′wτl
‖A′wτl‖2
}
. (62)
Moreover, define
γl = 1− max
F∈Fl
det(F ′F ). (63)
Note, it follows by Hadamard’s inequality that γl ∈ [0, 1).
Theorem 6. Suppose Ax = b admits a solution x∗ (not necessarily unique). Let w be a random variable
valued in Rn, and let R(w),N (w) and V(w) be defined as above (see (32)). Moreover, let {wl : l + 1 ∈ N}
be random variables such that P [A′wl ∈ R(w)] = 1 for all l + 1 ∈ N. Let x0 ∈ Rd be arbitrary and let
{xk : k ∈ N} be defined as in (47). Then, for any l, on the event {τl <∞},
∥∥xτl+1 − x∗ − PN (w)(x0 − x∗)∥∥22 ≤

 l∏
j=1
γj

∥∥PR(w)(x0 − x∗)∥∥22 , (64)
where γj are defined in (63) and γj ∈ [0, 1). Therefore, for any k
∥∥xk − x∗ − PN (w)(x0 − x∗)∥∥22 ≤

L(k)∏
j=1
γj

∥∥PR(w)(x0 − x∗)∥∥22 , (65)
where L(k) = max{l : k ≥ τl + 1}; and where we are on the event {τL(k) <∞}.
Proof. From the basic iteration stated in (47), we have
xk+1 − x
∗ = xk − x
∗ −
A′wkw
′
kA
‖A′wk‖
2
2
(xk − x
∗) =
(
I −
A′wkw
′
kA
‖A′wk‖
2
2
)
(xk − x
∗). (66)
Iterating on this relationship, we conclude
xk+1 − x
∗ =
(
I −
A′wkw
′
kA
‖A′wk‖
2
2
)
· · ·
(
I −
A′w0w
′
0A
‖A′w0‖
2
2
)
(x0 − x
∗). (67)
Moreover, by assumption A′wl ∈ R(w) with probability one, which implies that A′wl ⊥ N (w). Therefore,
xk+1 − x
∗ = PN (w)(x0 − x
∗) +
(
I −
A′wkw
′
kA
‖A′wk‖
2
2
)
· · ·
(
I −
A′w0w
′
0A
‖A′w0‖
2
2
)
PR(w)(x0 − x
∗), (68)
and PN (w)(xk − x
∗) = PN (w)(x0 − x
∗).
Note, when k = τ1, then the span of {A
′w0, . . . , A
′wτ1} = R(w). Therefore, on the event τ1 < ∞,
Theorem 5 implies that ∥∥xτ1+1 − x∗ − PN (w)(x0 − x∗)∥∥22 ≤ γ1 ∥∥PR(w)(x0 − x∗)∥∥22 . (69)
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We now proceed by induction. Suppose (64) holds for some l ∈ N. Using (68), for k > τl,,
xk − x
∗ − PN (w)(x0 − x
∗) =
(
I −
A′wkw
′
kA
‖A′wk‖
2
2
)
· · ·
(
I −
A′wτl+1w
′
τl+1
A
‖A′wτl+1‖
2
2
)
PR(w)(xτl+1 − x
∗). (70)
Now, when k = τl+1 + 1, the conditions of Theorem 5 are satisfied. Therefore,∥∥xτl+1+1 − x∗ − PN (w)(x0 − x∗)∥∥22 ≤ γl+1 ∥∥PR(w)(xτl+1 − x∗)∥∥22
= γl+1
∥∥xτl+1 − x∗ − PN (w)(x0 − x∗)∥∥22 . (71)
By applying the induction hypothesis, we conclude that (64) holds on the event {τl+1 <∞}.
Now, for an orthogonal projection matrix, I − vv′, ‖I − vv′‖2 = 1. The bound on xk − x
∗ −PN (x0 − x∗)
follows by applying this fact and the definition of L(k).
As an analogue of Corollary 2, we have the following characterization of whether limk→∞ xk solves the
system Ax = b.
Corollary 3. Under the setting of Theorem 6, on the events
⋂∞
l=0{τl < ∞} and {liml→∞
∏l
j=0 γj = 0},
limk→∞ Axk = b if and only if PV(w)x0 = PV(w)x
∗.
Proof. By Theorem 6, and on the events
⋂∞
l=0{τl <∞} and {liml→∞
∏l
j=1 γj = 0},
lim
k→∞
xk = x
∗ + PN (w)(x0 − x
∗) = x∗ + Pker(A)(x0 − x
∗) + PV(w)(x0 − x
∗). (72)
Therefore, limk→∞ Axk = b + APV(w)(x0 − x
∗), which implies limk→∞ Axk = b if and only if APV(w)x0 =
APV(w)x
∗. Clearly, if PV(w)x0 = PV(w)x
∗, then APV(w)x0 = APV(w)x
∗. Now, since V(w) ⊂ row(A), if
APV(w)x0 = APV(w)x
∗, then PV(w)x0 = PV(w)x
∗ follows from (43).
4.3 Common Sampling Patterns
Just as for Theorem 2, Theorem 6 is a general result that characterizes convergence for any sampling scheme.
Following the discussion in Subsection 3.2, the sampling scheme should depend on the hardware environment
and the problem setting. Despite this, the two sampling patterns studied in Subsection 3.2 form a foundation
for most sampling schemes in practice and warrant a precise analysis.
The first result provides a proof of convergence when we sample without replacement from a finite
population. We note that the result is quite general and does not depend on the nature of the sampling
without replacement or the dependency of the samples whenever the finite population is exhausted. As a
result, the bounds are slightly loose, which may be unsatisfying. Should particular sampling patterns become
sufficiently important to warrant a more detailed analysis, we will do so in future work.
Theorem 7. Let w and {wl : l+ 1 ∈ N} be defined as in Lemma 3. Then, under the setting of Theorem 6,
τl − τl−1 ≤ 2N for all l ∈ N, and liml→∞
∏l
j=1 γj = 0. Moreover, γj are uniformly bounded by a γ ∈ [0, 1)
that depends on {A′W1, . . . , A′WN}. Therefore,∥∥x2Nl − x∗ − PN (w)(x0 − x∗)∥∥22 ≤ γl ∥∥PR(w)(x0 − x∗)∥∥22 . (73)
Proof. Note that by the definition of w in Lemma 3, R(w) = span [A′W1, . . . , A′WN ]. Moreover, by the
definitions of {wl}, we are sampling from W1, . . . ,WN without replacement. Then, we are guaranteed
that {A′wτl−1+1, . . . , A
′wτl} spans R(w) if {W1, . . . ,WN} ⊂ {wτl−1+1, . . . , wτl}. Now, suppose that at
iteration τl−1, W ⊂ {W1, . . . ,WN} are exhausted. Then, to ensure that {W1, . . . ,WN} is contained in
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{wτl−1+1, . . . , wτl}, we need to exhaust W
c and then the entire set {W1, . . . ,WN}. Since |Wc| ≤ N , we
need at most 2N more iterations from τl−1 to achieve τl. Therefore, τl − τl−1 ≤ 2N . Now, let F denote all
matrices whose columns are maximal linearly independent subsets of{
A′W1
‖A′W1‖2
, . . . ,
A′WN
‖A′WN‖2
}
. (74)
Then, Fl ⊂ F . Therefore,
γl = 1− max
F∈Fl
det(F ′F ) ≤ 1− min
F∈Fl
det(F ′F ) ≤ 1− min
F∈F
det(F ′F ) = γ. (75)
It is clear, by Hadamard’s inequality, that γ ∈ [0, 1). Hence, liml→∞
∏l
j=1 γj ≤ liml→∞ γ
l = 0. The result
follows by Theorem 6.
The next result revisits the case of independent and identically distributed sampling. The result makes
intuitive sense as, for such a situation, we should expect the difference in the stopping times to be indepen-
dent and identically distributed, which, results in the natural conclusion that γl are also independent and
identically distributed.
Theorem 8. Let w and {wl : l+1 ∈ N} be defined as in Theorem 3. Then, under the setting of Theorem 6,
τl < ∞ for all l ∈ N, and {γl : l ∈ N} are independent and identically distributed such that E [γ1] =
1− E [maxF∈F1 det(F
′F )] < 1. Hence, for all l ∈ N,
E
[∥∥xτl+1 − x∗ − PN (w)(x0 − x∗)∥∥22] ≤ E [γ1]l ∥∥PR(w)(x0 − x∗)∥∥22 , (76)
where E [γl] ∈ [0, 1). Moreover, liml→∞ τl/l = E [τ1].
Proof. Again, our main workhorse will be Theorem 4.1.3 from Durrett [2010]. By this result, conditioned on
τl−1, {A′wτl−1+1, A
′wτl−1+2, . . .} are independent and identically distributed. By this property, conditioned
on τl−1, τl− τl−1 is independent of τl−1 and have the same distribution for all l ∈ N. We conclude then that
since γl is a function of {A
′wτl−1+1, . . . , A
′wτl}, then γl are independent and identically distributed. The
result follows by Theorem 6.
5 Numerical Experiments
Here, we present a variety of numerical experiments to study the practicality of our approach in a sequential
computing environment. Specifically, we test forty-nine systems with five hundred equations and five hundred
unknowns. The coefficients are generated from forty-nine built-in matrices found in the MatrixDepot package
for the Julia programming language [Zhang and Higham, 2016]. The solution to the equation is then
generated using a standard, multi-variate normal vector. The constant vector is generated by the product
of the two. Then, using the generated coefficient matrix and the generated constant vector, we solve the
systems by varying the sample-generation method (i.e., the generation of w and {wl}) and the solver. The
sample generation method is either produced by the count-sketch approach, the Gaussian approach, by
uniformly sampling the equations of the matrix with replacement, or by uniformly sampling the equations of
the matrix without replacement. The solver is either a base method, the complete method, an intermediate
method with m = 5, or an intermediate method with m = 10. Finally, we initialize x0 = 0.
We recorded the wall clock time to improve the initial residual norm by a factor of ten with an upper
bound of three seconds (note, a single iteration of a base method requires approximately 10−6 seconds, which
allows the base method on the order of 106 iterations on a 500×500 system). If the temporal upper bound is
reached before a ten fold improvement in the initial residual norm is observed, the wall clock times is reported
as 1099. Inherently, this metric results in a disadvantage for complete orthogonalization methods as such
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methods pay more for marginal improvements, but generate precise solutions with fewer iterations. However,
with an eye towards solving much larger systems that require using a parallel or distributed environment,
this metric of time-to-ten-fold improvement is the appropriate choice as the complete method would not be
appropriate in such environments owing to the high communication costs that would be incurred. For the
count-sketch sampling method, the wall clock times are reported in Table 2. For the remaining sampling
approaches, the wall clock times are reported in the appendix.
While further analysis of each system would be necessary to understand the behavior of the solvers on
each system, there are several important messages within Table 2. First, the base method often fails to
achieve a ten-fold improvement despite the substantial number of iterations that the base solver is allowed
(again, on the order of 106). Unfortunately, the base method’s poor behavior is observed even for the other
sampling methods. Based on Theorem 6, this would imply that either the stopping times {τl} are large
and/or the rate of convergence (determined by {γl}) are too small. Given that this behavior is observed
even for the random cyclic sampling case (which, by Theorem 7, implies that the differences between the
stopping times are bounded by a thousand), it is likely that the rate of convergence for such systems is close
to unity.
However, we see a tremendous benefit even from a small amount of partial orthogonalization. That is,
the intermediate solvers with m = 5 and m = 10 perform quite well. In particular, whenever complete
orthogonalization achieves a ten-fold improvement within the allotted time, the partial orthogonalization
methods also achieve the ten-fold improvement within the allotted time and often orders of magnitude
faster. Thus, for cases when the base method performs poorly, a small amount of partial orthogonalization
is able to usually able to remedy this poor behavior. One final observation is that the m = 5 method
often outperforms the m = 10 method. This seems to be because of the memory-management and garbage
collection time related to modifying the set S, which we did not optimize for these experiments. Thus, a
more complete study would require a detailed optimization of how S is handled.
6 Conclusion
To reiterate, our motivation was to address the two practical challenges of the typical sketch-then-solve
approach for solving linear systems. These practical challenges are: there is no clear way of choosing the size
of the sketching matrix apriori ; and there is a nontrivial storage costs of the projected system. While we do
not address these challenges fully, we made progress towards them by reformulating the sketch-then-solve
approach to a sketch-and -solve approach in which the sketched system is implicitly constructed and solved
simultaneously. The main idea of the reformulation is to construct the equations of the sketched system
one-at-a-time and then use an orthogonalization scheme to solve the system as each sketched equation is
observed. As a result, we addressed the concern of determining the sketching matrix’s dimensions because,
under our reformulation, the sketching matrix could be grown to an arbitrary size during the calculation up
to a user-defined stopping criteria, which may be based on closeness to a solution or based on a computational
budget. Moreover, we addressed the cost of storing the sketched system because we do not need to explicitly
form the entire sketched system under our reformulation. However, we traded this storage problem with
another one—albeit less onerous—of storing the matrix S. Finally, we address overlooked practical challenge
of solving the sketched system by using our orthogonalization scheme to solve the implicitly sketched system
under our reformulation. Again, while our algorithms supply a complete methodology, for sufficiently large
systems, our orthogonalization is not practical because of the storage and floating-point arithmetic costs
associated with manipulating S.
Because of the challenges introduced by S, we proposed intermediate methods that implicitly stored S
using only a handful of vectors. The result was a collection of partial orthogonalization schemes, and, in
the limit of not storing any vectors for S (i.e., S becomes the identity), we recovered what we called “base
methods,” which included the important special cases of randomized Kaczmarz and randomized Gauss-Seidel.
As a result, we were able to make a conceptual connection between random sketching method (i.e., complete
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System Base Partial, m = 5 Partial, m = 10 Complete
baart 1.000× 1099 1.355× 10−5 1.584× 10−5 0.003
cauchy 1.000× 1099 4.138× 10−5 5.346× 10−5 0.029
chebspec 1.000× 1099 0.006 0.007 0.208
chow 1.000× 1099 0.000 0.000 0.042
circul 1.000× 1099 0.035 0.021 0.258
clement 1.000× 1099 0.031 0.044 1.302
companion 1.000× 1099 1.170× 10−5 1.730× 10−5 0.002
deriv2 0.136 2.724× 10−5 8.065× 10−5 0.008
dingdong 1.000× 1099 0.023 0.042 1.336
erdrey 1.000× 1099 0.037 0.067 1.179
fiedler 1.000× 1099 0.000 9.097× 10−5 0.031
forsythe 1.000× 1099 0.021 0.040 1.205
foxgood 1.000× 1099 2.125× 10−5 5.083× 10−5 0.009
frank 1.000× 1099 0.025 0.021 0.266
gilbert 1.000× 1099 0.046 0.076 1.125
golub 1.000× 1099 0.029 0.049 0.807
gravity 1.000× 1099 3.325× 10−5 0.000 0.024
grcar 1.000× 1099 0.030 0.054 1.296
hankel 1.000× 1099 0.186 0.106 0.540
heat 0.017 0.001 0.001 0.037
hilb 1.000× 1099 3.475× 10−5 0.001 0.006
invol 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
kahan 1.000× 1099 0.003 0.004 0.105
kms 1.000× 1099 0.062 0.116 1.314
lehmer 1.000× 1099 7.301× 10−5 7.385× 10−5 0.008
lotkin 1.000× 1099 4.020× 10−5 7.991× 10−5 0.006
magic 1.000× 1099 2.089× 10−5 3.537× 10−5 0.004
minij 1.000× 1099 5.071× 10−5 5.443× 10−5 0.012
moler 1.000× 1099 4.053× 10−5 4.540× 10−5 0.009
oscillate 1.000× 1099 0.047 0.074 1.174
parter 1.000× 1099 0.024 0.040 1.268
pei 1.000× 1099 1.093× 10−5 1.686× 10−5 0.002
phillips 1.000× 1099 8.462× 10−5 0.000 0.022
prolate 1.000× 1099 8.553× 10−5 0.000 0.023
randcorr 1.000× 1099 0.042 0.075 1.236
rando 1.000× 1099 0.088 0.110 1.162
randsvd 0.007 0.012 0.012 0.250
rohess 1.000× 1099 0.021 0.039 1.384
sampling 1.000× 1099 0.053 0.102 1.160
shaw 1.000× 1099 4.764× 10−5 4.025× 10−5 0.014
smallworld 1.000× 1099 0.038 0.064 1.160
spikes 1.000× 1099 7.608× 10−5 6.528× 10−5 0.015
toeplitz 1.000× 1099 3.409× 10−5 7.750× 10−5 0.010
tridiag 1.000× 1099 0.040 0.071 1.146
triw 1.000× 1099 0.007 0.010 0.170
ursell 1.284× 10−5 9.278× 10−6 1.442× 10−5 0.002
vand 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
wilkinson 1.000× 1099 0.039 0.066 1.262
wing 6.140× 10−6 9.868× 10−6 1.342× 10−5 0.002
Table 2: Wall clock time for ten-fold improvement of four solvers under the count-sketch sampling approach.
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orthogonalization methods under our formulation) and the usual randomized iterative methods (i.e., base
methods under our formulation). Importantly, we were able to leverage this conceptual relationship between
the two to connect the convergence theory of the complete orthogonalization method to the convergence
theory of the base methods. The key ingredient here is that the stopping time that was defined for the
complete orthogonalization method encoded information about exploration of a subspace that contained the
solution of the sketched system. This stopping time was then used (in a repeated fashion) to guarantee
that a certain amount of progress for the base methods is achieved. As a result, we were able to produce a
convergence theory for these base methods that was both quite general and complemented and improved on
previous results.
The predominant missing component of this work is the rigorous analysis of the so-called intermediate
methods that reside between the base methods and the complete methods. Such an analysis is certainly
warranted owing to the impressive numerical performance of these base methods as demonstrated in our
experiments. Owing, primarily, to the additional complexity of analyzing such partial orthogonalization
methods and, secondarily, of space limitations, a rigorous analysis of these methods will be the focus of
future work. Additionally, an efficient implementation at scale for challenging problems arising in partial
differential equations with a detailed comparison to existing state-of-the-art methods will be included in
future work.
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A Numerical Experiments, Continued
Here, we present the wall clock time to a ten-fold improvement for the remaining sampling schemes: Gaussian
(Table 3), uniformly choosing an equation with replacement (Table 4), uniformly choosing an equation without
replacement (Table 5).
Again, we recorded the wall clock time to improve the initial residual norm by a factor of ten with an upper
bound of three seconds (note, a single iteration of a base method requires approximately 10−6 seconds, which allows
the base method on the order of 106 iterations on a 500×500 system). If the temporal upper bound is reached before
a ten fold improvement in the initial residual norm is observed, the wall clock times is reported as 1099. Inherently,
this metric results in a disadvantage for complete orthogonalization methods as such methods pay more for marginal
improvements, but generate precise solutions with fewer iterations. However, with an eye towards solving much
larger systems that require using a parallel or distributed environment, this metric of time-to-ten-fold improvement
is the appropriate choice as the complete method would not be appropriate in such environments owing to the high
communication costs that would be incurred.
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System Base Partial, m = 5 Partial, m = 10 Complete
baart 1.000× 1099 7.601× 10−6 1.284× 10−5 0.002
cauchy 1.000× 1099 2.317× 10−5 3.810× 10−5 0.006
chebspec 1.000× 1099 0.001 0.001 0.103
chow 1.000× 1099 0.011 0.015 0.223
circul 1.000× 1099 0.005 0.004 0.174
clement 1.000× 1099 0.030 0.049 1.208
companion 1.000× 1099 1.218× 10−5 1.681× 10−5 0.002
deriv2 0.000 3.919× 10−5 6.436× 10−5 0.016
dingdong 1.000× 1099 0.028 0.040 1.227
erdrey 1.000× 1099 0.054 0.082 1.129
fiedler 1.000× 1099 4.624× 10−5 7.422× 10−5 0.016
forsythe 1.000× 1099 0.028 0.042 1.264
foxgood 1.011× 10−5 2.194× 10−5 3.336× 10−5 0.005
frank 1.000× 1099 0.005 0.011 0.157
gilbert 1.000× 1099 0.049 0.082 1.232
golub 1.000× 1099 0.043 0.063 0.754
gravity 1.000× 1099 4.650× 10−5 7.896× 10−5 0.017
grcar 1.000× 1099 0.040 0.066 1.282
hankel 1.000× 1099 0.028 0.041 0.475
heat 0.009 0.001 0.001 0.053
hilb 1.000× 1099 4.865× 10−5 7.846× 10−5 0.015
invol 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
kahan 1.000× 1099 0.004 0.001 0.086
kms 1.000× 1099 0.058 0.090 1.134
lehmer 1.000× 1099 0.000 0.000 0.028
lotkin 1.000× 1099 1.165× 10−5 1.836× 10−5 0.002
magic 1.000× 1099 2.377× 10−5 3.534× 10−5 0.004
minij 1.000× 1099 2.975× 10−5 4.727× 10−5 0.008
moler 1.000× 1099 2.064× 10−5 3.265× 10−5 0.006
oscillate 1.000× 1099 0.059 0.085 1.233
parter 1.000× 1099 0.032 0.050 1.313
pei 1.000× 1099 0.036 0.054 1.159
phillips 1.000× 1099 5.262× 10−5 8.703× 10−5 0.018
prolate 1.000× 1099 0.001 0.000 0.019
randcorr 1.000× 1099 0.039 0.068 1.166
rando 1.000× 1099 0.031 0.046 1.015
randsvd 1.000× 1099 0.012 0.016 0.221
rohess 1.000× 1099 0.024 0.041 1.221
sampling 1.000× 1099 0.068 0.096 1.127
shaw 1.000× 1099 1.683× 10−5 2.702× 10−5 0.005
smallworld 1.000× 1099 0.047 0.087 1.122
spikes 1.000× 1099 3.809× 10−5 7.089× 10−5 0.013
toeplitz 1.000× 1099 4.664× 10−5 7.507× 10−5 0.020
tridiag 1.000× 1099 0.029 0.041 0.980
triw 1.000× 1099 0.044 0.043 0.939
ursell 3.616× 10−5 1.883× 10−5 2.988× 10−5 0.007
vand 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
wilkinson 1.000× 1099 0.026 0.040 1.162
wing 3.492× 10−5 1.233× 10−5 1.750× 10−5 0.002
Table 3: Wall clock time for ten-fold improvement of four solvers under the Gaussian sampling approach.
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System Base Partial, m = 5 Partial, m = 10 Complete
baart 1.000× 1099 1.090× 10−5 1.571× 10−5 0.005
cauchy 0.013 7.321× 10−5 0.000 0.021
chebspec 1.000× 1099 0.006 0.013 1.733
chow 1.000× 1099 0.002 0.003 0.143
circul 1.000× 1099 0.034 0.047 0.699
clement 1.000× 1099 0.034 0.054 1.000× 1099
companion 1.000× 1099 1.028× 10−5 1.550× 10−5 0.002
deriv2 1.000× 1099 4.669× 10−5 7.717× 10−5 0.016
dingdong 1.000× 1099 0.038 0.064 1.000× 1099
erdrey 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
fiedler 1.000× 1099 3.061× 10−5 5.153× 10−5 0.010
forsythe 0.009 0.030 0.049 1.293
foxgood 0.207 1.679× 10−5 2.710× 10−5 0.004
frank 1.000× 1099 0.017 0.022 0.574
gilbert 1.000× 1099 0.053 1.000× 1099 1.000× 1099
golub 1.000× 1099 0.053 0.083 1.229
gravity 0.000 0.000 0.000 0.024
grcar 1.000× 1099 0.037 0.056 1.357
hankel 1.000× 1099 0.049 0.057 0.712
heat 0.561 0.000 0.000 0.052
hilb 0.101 0.000 1.000× 1099 0.079
invol 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
kahan 1.000× 1099 0.065 0.097 1.568
kms 0.020 0.068 0.104 1.817
lehmer 1.000× 1099 4.548× 10−5 7.719× 10−5 0.015
lotkin 0.000 6.544× 10−5 9.223× 10−5 0.008
magic 1.000× 1099 2.548× 10−5 4.115× 10−5 0.007
minij 1.000× 1099 4.602× 10−5 7.684× 10−5 0.015
moler 1.000× 1099 7.295× 10−5 0.000 0.017
oscillate 0.016 0.037 0.063 1.315
parter 1.000× 1099 0.026 0.043 1.000× 1099
pei 1.000× 1099 0.132 0.082 1.000× 1099
phillips 0.000 6.121× 10−5 8.721× 10−5 0.017
prolate 1.000× 1099 0.000 0.000 0.025
randcorr 0.011 0.045 0.076 2.965
rando 1.000× 1099 0.044 0.072 2.376
randsvd 0.050 0.011 0.019 0.213
rohess 0.004 0.029 0.042 1.320
sampling 1.000× 1099 0.026 0.044 1.000× 1099
shaw 0.002 4.710× 10−5 7.551× 10−5 0.016
smallworld 1.000× 1099 0.041 0.065 1.000× 1099
spikes 1.000× 1099 0.000 0.000 0.027
toeplitz 1.000× 1099 4.435× 10−5 7.374× 10−5 0.014
tridiag 1.000× 1099 0.050 0.074 1.000× 1099
triw 1.000× 1099 0.011 0.013 0.469
ursell 1.000× 1099 1.750× 10−5 2.851× 10−5 0.006
vand 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
wilkinson 1.000× 1099 0.025 0.043 2.352
wing 0.271 1.817× 10−5 2.860× 10−5 0.006
Table 4: Wall clock time for ten-fold improvement of four solvers when equations are sampled uniformly
with replacement.
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System Base Partial, m = 5 Partial, m = 10 Complete
baart 1.000× 1099 1.397× 10−5 6.500× 10−5 0.009
cauchy 0.053 2.891× 10−5 9.704× 10−5 0.013
chebspec 1.000× 1099 0.010 0.012 0.567
chow 1.000× 1099 0.005 0.010 0.163
circul 1.000× 1099 0.028 0.037 0.458
clement 1.000× 1099 0.016 0.022 1.195
companion 1.000× 1099 1.163× 10−5 1.661× 10−5 0.002
deriv2 1.000× 1099 8.509× 10−5 6.963× 10−5 0.015
dingdong 1.000× 1099 0.011 0.013 1.249
erdrey 1.000× 1099 0.029 0.041 1.583
fiedler 1.000× 1099 0.000 9.801× 10−5 0.029
forsythe 0.001 0.009 0.014 1.201
foxgood 0.258 3.129× 10−5 3.169× 10−5 0.006
frank 1.000× 1099 0.020 0.028 0.435
gilbert 1.000× 1099 0.032 0.043 1.251
golub 1.000× 1099 0.032 0.047 0.751
gravity 0.001 4.257× 10−5 8.650× 10−5 0.038
grcar 1.000× 1099 0.019 0.033 1.245
hankel 1.000× 1099 0.034 0.041 0.422
heat 0.375 0.000 0.000 0.035
hilb 0.069 0.006 2.441 0.073
invol 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
kahan 1.000× 1099 0.056 0.075 1.151
kms 0.016 0.045 0.065 1.767
lehmer 1.000× 1099 5.513× 10−5 8.069× 10−5 0.033
lotkin 0.000 2.791× 10−5 5.717× 10−5 0.008
magic 1.000× 1099 2.042× 10−5 3.306× 10−5 0.006
minij 1.000× 1099 0.000 8.454× 10−5 0.091
moler 1.000× 1099 0.000 9.201× 10−5 0.029
oscillate 0.017 0.020 0.036 1.172
parter 1.000× 1099 0.011 0.012 1.179
pei 1.000× 1099 9.882× 10−6 1.701× 10−5 0.016
phillips 0.001 9.013× 10−5 7.801× 10−5 0.017
prolate 1.000× 1099 0.000 0.001 0.029
randcorr 0.007 0.030 0.050 1.581
rando 1.000× 1099 0.040 0.060 1.097
randsvd 0.068 0.012 0.018 0.232
rohess 0.001 0.010 0.013 1.245
sampling 1.000× 1099 0.015 0.024 1.745
shaw 0.001 1.651× 10−5 4.005× 10−5 0.014
smallworld 1.000× 1099 0.026 0.040 1.023
spikes 1.000× 1099 0.001 0.000 0.039
toeplitz 1.000× 1099 0.000 5.789× 10−5 0.012
tridiag 1.000× 1099 0.028 0.042 1.115
triw 1.000× 1099 0.043 0.050 1.135
ursell 0.012 1.114× 10−5 1.700× 10−5 0.002
vand 1.000× 1099 1.000× 1099 1.000× 1099 1.000× 1099
wilkinson 1.000× 1099 0.014 0.010 1.219
wing 2.384 1.833× 10−5 2.961× 10−5 0.004
Table 5: Wall clock time for ten-fold improvement of four solvers when equations are sampled uniformly
without replacement.
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