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ABSTRACT
This paper considers blind methods for centrality estimation from
graph signals. We model graph signals as the outcome of an un-
known low-pass graph filter excited with influences governed by a
sparse sub-graph. This model is compatible with a number of data
generation process on graphs, including stock data and opinion dy-
namics. Based on the said graph signal model, we first prove that the
folklore heuristics based on PCA of data covariance matrix may fail
when the graph filter is not sufficiently low-pass. To remedy, we pro-
pose a robust blind centrality estimation method which substantially
improves the centrality estimation performance. Numerical results
on synthetic and real data support our findings.
Index Terms— node centrality, graph signal processing, princi-
pal component analysis, robust PCA
1. INTRODUCTION
Graph learning is the problem of recovering pairwise relationships
(edges) between nodes, based on observations of the nodes’ behav-
iors. This is a problem of growing interest in many disciplines such
as social science, biology and finance. Without knowing the ex-
act correspondence or model between the “graph” of interest and
these behaviors, the graph learning problem is ill-posed in general.
That said, using the intuition that connected nodes behave similarly,
existing heuristics deploy the covariance or correlation matrices of
the nodes’ behavior as a proxy to the graph adjacency matrix [1].
Though such a proxy matrix is easy to compute, it is not clear if such
heuristics can produce valid results. To remedy, previous works have
considered models such as Gaussian Markov Random Field [2], or
linear/non-linear dynamical systems [3–8]. However, these methods
often impose strong restrictions on the data model, and the learning
methods involve significant computation efforts.
The emerging field of graph signal processing (GSP) [9, 10]
works with graph signals supported on the node set of graph. GSP
has been applied to a number of tasks for processing graph signals,
including sampling and interpolation [11,12], filtering [13], etc.. On
the other hand, studying the inverse problems of GSP has inspired
new models for graph learning. We treat the observations as filtered
graph signals and learn the graph topology as a blind deconvolu-
tion problem. Several inference methods have been proposed, e.g.,
based on smoothness [14], spectral template [15], structures of topol-
ogy [16] etc., see the overview in [17,18]. Meanwhile, for practition-
ers of graph learning, obtaining the graph topology is only the first
step, and oftentimes the end goal is to deduce interpretable features
from the graph topology such as node centrality, communities. For
instance, in the context of social network, we study the relative im-
portance of individuals via evaluating the node centrality. Analyzing
these feature as a second step can be undesirable because of error
propagation and the additional computation complexity.
To address the above issues, we derive a blind method for es-
timating graph features directly from a set of filtered graph signals.
Note a number of recent works [19–22] have worked on the related
problem of blind community detection. In contrary, this paper pro-
poses to estimate node centrality in a similarly blind manner. Speci-
ficatlly this paper studies a model where the graph signals are gener-
ated from exciting a low pass graph filter [19] via a sparse influence
matrix. Our model is motivated by a diffusion process in stock mar-
ket. In this model, the stock prices are affected by a small number
of types of trending news and each news affects only a few stocks.
These news act as stimuli to an unknown low-pass graph filter and
we observe the output as the daily return. To this end, our method
finds the most influential stocks through estimating the centrality of
stocks in a latent inter-stock influence network.
Our contributions are three-fold. First, we show that the folk-
lore heuristics of principal component analysis (PCA) on graph sig-
nal covariance matrix may produce inaccurate centrality estimation
when the graph filter is not sufficiently low-pass. Second, we show
that when the PCA-based estimation fails, a robust method can be
applied to improve the estimation quality. Lastly, we illustrate the
effectiveness of the proposed method on synthetic and stocks data.
For the latter, we utilize scores from Google Trend to approximate
the activity levels of trending news.
Notations. Boldfaced (capital) letters are used to define vectors (ma-
trices), and we use (·)> to denote matrix/vector transpose. <,Z
is the set of real and integer numbers. For a symmetric matrix A,
TopEV(A) denotes its eigenvector with the largest eigenvalue.
2. GRAPH SIGNAL MODEL
In this section, we first discuss a graph signal model with excita-
tions modeled through a sparse influence matrix, then describe a
case study on modeling stocks data. Consider an n nodes undirected
graph G = (V,E) with the node set V := {1, . . . , n} and edge set
E ⊆ V × V . From the undirected graph G, we define a symmetric
adjacency matrix A ∈ <n×n such that Aij = Aji = 1 if and only
if (i, j) ∈ E; otherwise, Aij = 0. The symmetric matrix A admits
an eigenvalue decomposition (EVD) as A = V ΛV >, where V is
an orthogonal matrix and Λ = Diag(λ) is a diagonal matrix with
λ1 ≥ λ2 ≥ · · · ≥ λn. We study the eigen-centrality defined as:
ceig = TopEV(A) = v1. (1)
If G is a connected undirected graph, then by the Perron-Frobenius
theorem [23], ceig must be a positive vector. Hence, the vector ceig
induces an ordering of the nodes V . This ordering is regarded as a
measure of the centrality, and it is related to a number of common
measures such as PageRank, Katz centrality, see [24].
Graph Signals and Filter. A graph signal is defined as a function
supported on V , i.e., x : V → R, which can be succinctly described
as an n-dimensional vector. Consider the two graph signals: x =
[x1, . . . , xn]
> ∈ <n and y = [y1, . . . , yn]> ∈ <n, where xi and
yi represent the signal values of node i at the initial conditions and
in the filtered conditions, respectively. The graph filter describes the
process of network/graph G that maps x to y. Using the adjacency
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matrix A as a graph shift operator, the (linear) graph filter H(A)
can be expressed as a matrix polynomial of order T as:
H(A) =
T−1∑
t=0
htA
t = V
(
T−1∑
t=0
htΛ
t
)
V > ∈ <n×n. (2)
We have defined the generating polynomial as h(λ) :=
∑T−1
t=0 htλ
t
from the filter coefficients {ht}T−1t=0 and used the EVD ofA to derive
the last equality. Given an input graph signal x ∈ <n, the output,
y ∈ <n, of the graph filterH(A) is a linear combination of the local
diffused versions of x. In other words, the output y is expressed as:
y = H(A)x =∑T−1t=0 htAtx, (3)
whereAtx represents a t-hop diffusion of the input signal x on G.
Throughout this paper, we assume the following strict inequality
on the spectrum ofH(A):
|h(λ1)| > maxj=2,...,n |h(λj)|. (4)
This condition is also known as the 1-low pass in the author’s prior
work [19] which implies that the vector ceig = v1 remains the top
eigenvector of the graph filterH(A). This condition is common for
processes on graphs in practice. For example, the Tdif -step diffusion
processes H(A) = (α0I + α1A)Tdif and the infinite impulse re-
sponse (IIR) filterH(A) = (I−cA)−1 which models equilibriums
of quadratic games on networks or DeGroot opinion dynamics with
stubborn agents.
Sparse Influence Model. Without loss of generality, the input graph
signal x to the graph filter H(A) can be written as the product be-
tween a matrixB ∈ <n×k and a vector z ∈ <k:
x = Bz =
∑k
j=1 bjzj . (5)
In other words, the matrix B defines the range space of the input
graph signal x. Specifically, the column vector bj can be viewed as
the influence profile from an external source zj , to impact the graph,
the input graph signal is a combined effect of these influences. We
argue that B is a sparse matrix in some applications – when the
influence from external sources are localized.
2.1. Case Study: Inter-stock Influence Network
We consider a dataset of daily return (i.e., the ratio between clos-
ing and opening price) for n stocks recorded on m days, denoted
as {yi}mi=1. As a hypothesis, for each day i, the daily return yi is
a filtered graph signal following (3). Here, the graph filter H(A)
is defined on the inter-stock influence network, which encodes the
strengths of influences among stocks reflected in their performance.
While neitherH(A) nor the coefficients {ht}T−1t=0 is known, we ex-
pect it to satisfy (4) as the process is akin to diffusion. On the other
hand, the input graph signal xi follows the sparse influence model.
The stock market is affected by external stimuli/sources such as
policy changes, it is hence reasonable to model the input graph signal
xi as an outcome from mapping the state-of-the-world to an impact
on the stock market. Specifically, we have xi = Bzi to model the
direct impact and each element of zi denotes the state-of-the-world
from a specific type, e.g., ‘oil crisis’, ‘trade war’, etc.. The latter
can be estimated from sources which measures the popularity of a
key word, e.g., via Google Trend. Here, the matrix B is sparse as
the state-of-the-world generates only localized effects on the stocks,
e.g., a technology company is less likely to be affected by the ‘oil
crisis’, leading to a sparse vector for the corresponding ‘bj’ [cf. (5)].
We are interested in learning about the inter-stock influence net-
work A, specifically the centrality ceig which reveals the relative
intrinsic influence powers of stocks in the market. However, learn-
ing the complete graph topology is difficult, if not impossible, since
the underlying filter coefficients {ht}T−1t=0 and influence structureB
are clearly unknown. This motivates the current paper to propose a
blind method only for centrality estimation, as detailed next.
3. BLIND CENTRALITY ESTIMATION
We study the problem of estimating eigen-centrality of nodes when
the graph adjacency matrix A, filter coefficients {ht}T−1t=0 , and in-
fluence modelB, are unknown. Instead, our estimation procedure is
based on indirect observations of the graph with the filtered signals
{yi}mi=1 and the corresponding latent parameter vectors {zi}mi=1,
where each pair (yi,zi) satisfies (3), (5).
PCA-based Estimation. The covariance/correlation matrix of graph
data is commonly recognized as a proxy of graph adjacency ma-
trix [1]. Due to this interpretation, a natural idea is to apply principal
component analysis (PCA) on the covariance of filtered graph sig-
nals and use the principal eigenvector as an estimate for ceig. Here,
we analyze the performance of such procedure using GSP model.
We assume that zi in (5) is zero-mean and satisfies Ei[ziz>i ] =
I . As xi = Bzi, the covariance of yi is
Cy = Ei[yiy>i ] = H(A)BB>H(A) (6)
Define the generating polynomial h(λ) :=
∑T−1
t=0 htλ
t and using
(2), we observe that
Cy = V h(Λ)V
>BB>V h(Λ)V >. (7)
WhenB = I and (4) holds, the top eigenvector ofCy will be given
by the desired ceig. In this case, centrality estimation can be solved
by estimating v̂1 := TopEV(Cy). However, in general we have
B 6= I . Let v̂1 := TopEV(Cy), we observe the following:
Lemma 1 Suppose that (i) v>1 Bq1 6= 0, where q1 is the top right
singular vector of H(A)B, and (ii) h(λ1) > maxj=2,...,n h(λj).
Then, it holds that
min{‖ceig − v̂1‖2, ‖ceig + v̂1‖2}
≤
√
2 · maxj=2,...,n |h(λj)||h(λ1)| ·
‖V >N−1Bq1‖2
v>1 Bq1
.
(8)
The above lemma is adapted and simplified from [19, Proposition 1].
In the lemma, (i) is a regulatory condition on the influence matrix
B. The condition (ii) requires that the graph filter H(A) should
maintain v1 as its top eigenvector. A bound for ‖v̂1 ± ceig‖2 is
in (8) which is controlled by the low-pass property of graph filter.
The error is reduced when maxj=2,...,n |h(λj)||h(λ1)|  1, i.e., the graph
filter is sufficiently low-pass. It is worthwhile to mention the special
case of B = I , where q1 = v1 and ‖V >N−1Bq1‖2 = 0, implying
v̂1 = ceig. Moreover, in practice, only a sample covariance matrix is
used in lieu ofCy for centrality estimation.
Proof. Our proof consists in recognizing that Condition 1 to 3 in [19,
Proposition 1] are satisfied by our (i), (ii). In particular, adapting the
result therein with K = 1, we obtain:
‖v̂1v̂>1 − ceigc>eig‖2 =
√
γ2/(1 + γ2) ≤ γ, (9)
where
γ ≤ maxj=2,...,n |h(λj)||h(λ1)| ·
‖V >N−1Bq1‖2
v>1 Bq1
. (10)
On the other hand, if one has v̂>1 ceig ≥ 0, then
‖v̂1v̂>1 − ceigc>eig‖2 ≥ (1/
√
2)‖v̂1v̂>1 − ceigc>eig‖F
≥ (1/
√
2)‖v̂1 − ceig‖2,
(11)
otherwise if v̂>1 ceig < 0, then
‖v̂1v̂>1 − ceigc>eig‖2 ≥ (1/
√
2)‖v̂1 + ceig‖2, (12)
where we have used that ‖v̂1‖2 = 1, ‖ceig‖2 = 1 in both inequali-
ties. Substituting this in (9) yields the desired result. Q.E.D.
Let us now examine the practicality of sufficiently low-pass con-
dition, i.e., maxj=2,...,n |h(λj)||h(λ1)|  1, by studying specific graph fil-
ters. We are interested in the infinite impulse response (IIR) filter:
H(A) = (I − αA)−1 = I + αA+ α2A2 + · · · , (13)
where α > 0 a small constant satisfying α < λ−11 . The generating
polynomial is h(λ) = (1 − αλ)−1 = 1 + αλ + · · · , which is
increasing, non-negative for λ ∈ [λn, λ1]. We have
maxj=2,...,n |h(λj)|
|h(λ1)| =
h(λ2)
h(λ1)
=
1− αλ1
1− αλ2 , (14)
which is close to one for small α. Applying Lemma 1 indicates
that the PCA-based centrality estimation may be inaccurate when
the observations are generated from this class of graph filters.
Graph Filter Robust Estimation. To design a centrality estima-
tion method agnostic to the underlying graph filtering process, we
consider the boosted graph filter [19] defined as:
H˜ρ(A) := H(A)− ρI, (15)
which has the generating polynomial as h˜ρ(λ) := h(λ)−ρ. If h(λ)
is positive on λ ∈ [λn, λ1], there exists ρ > 0 with
maxj=2,...,n |h˜ρ(λj)|
|h˜ρ(λ1)|
≤ cboostmaxj=2,...,n |h(λj)||h(λ1)| , (16)
where cboost ∈ [0, 1). It can be confirmed for the IIR filter described
in (13) – with ρ = 1, we have cboost = λ2λ1 < 1. In the latter case, we
have cboost  1 if λ2  λ1. This condition holds when the graph
has a few highly connected nodes. We also note that H˜ρ(A) is close
to rank-one if cboost  1.
With the improved low-pass property, it is desirable to work with
the boosted filter H˜ρ(A). To this end, we observe that
Y ≡ (y1 · · · ym) = H(A)B(z1 · · · zm) ≡ H(A)BZ. (17)
With the pairs of filtered signals {yi}mi=1 and latent vectors {zi}mi=1
available, it is straightforward to estimateH(A)B through:
ĤB = Y (Z>Z)−>Z> ≈ H(A)B, (18)
whereH(A)B admits the low-rank+sparse decomposition as:
H(A)B = H˜(A)B + ρB ≡ L+ S. (19)
In particular, let v˜1 be the top left singular vector of L, we have
Corollary 1 Under the same conditions as Lemma 1. It holds
min{‖ceig − v˜1‖2, ‖ceig + v˜1‖2}
≤ cboost ·
√
2 · maxj=2,...,n |h(λj)||h(λ1)| ·
‖V >N−1Bq1‖2
v>1 Bq1
.
(20)
The corollary can be obtained by repeating the analysis for Lemma 1
through replacing H(A) with H˜(A). Particularly, the corollary in-
dicates that we can reliably estimate the node centralities from ana-
lyzing the singular vectors of L, especially when cboost  1.
Our final task is to compute the decomposition (19) in order to
retrieveL. To this end, we observeL is close to rank-one if cboost 
1 and S := ρB is sparse under the considered influence model. The
Algorithm 1 Graph Filter Robust Centrality Estimation.
1: INPUT: graph signals {yi}mi=1 and latent parameters {zi}mi=1.
2: Compute/estimate the graph filter-influence matrix product as
ĤB via the least square solution (18).
3: Decompose ĤB via solving the convex problem (21).
4: If quantized B is preferred, set L = ĤB − Ŝthres; otherwise,
set L = Lˆ
5: OUTPUT: estimate of ceig as v˜1, i.e., top left singular vectorL.
matrix decomposition problem can be effectively tackled through the
convex problem [25]:
min
Lˆ,Sˆ
‖ĤB − Lˆ− Sˆ‖2F + λL‖Lˆ‖? + λS‖vec(Sˆ)‖1, (21)
where ‖ ·‖1, ‖ ·‖? denotes the `1, nuclear norm, and λS , λL ≥ 0 are
regularization parameters controlling the low-rankness and sparse-
ness in the solution. An estimate of the centrality vector can then be
computed from the top left singular vector of Lˆ. We conclude the
section by discussing a few implementation issues.
3.1. Practical Implementation
The above analysis shows that the top singular vector of L from
(19) can satisfy our estimation requirement of centrality vector and
we should obtain an accurate estimate of L from (21). In practice,
the estimated eigen-vector obtained from Lˆ is sensitive to the di-
mension k of latent parameter zi, and the choice of λS , λL in (21),
which may bring unstable performance to our method. To improve
stability, we discuss the details for – (a) how to balance λL‖Lˆ‖? and
λS‖vec(Sˆ)‖1 by choosing λS , λL, and (b) thresholding the sparse
matrix Sˆ and obtaining the centrality vector.
Firstly, the choice of λL and λS in (21) is important for main-
taining the performance of our method. Note that the parameters
trade off between low-rankness/sparseness and estimation error of
L,S in (19). To this end, we recall from [25, Corollary 1] to set
λS = c0 + c1/
√
k and λL = c2 for some c0, c1, c2 > 0.
Secondly, we observe from our numerical experience that with
suitable λS and λL, the estimated Sˆ is relatively reliable, especially
when one quantizes the Sˆ obtained from (21). We leverage on this
and (19) to improve our centrality estimate. Particularly, we consider
Ŝthres = 1(Sˆ ≥ β) Sˆ, (22)
where denotes elementwise product and 1 is an indicator function.
With Ŝthres, we can use ĤB − Ŝthres as an alternative to Lˆ to com-
pute the singular vector v˜1. We summarize the proposed centrality
estimation procedure in Algorithm 1. Note the development of the
graph filter robust centrality estimation method is inspired by [19].
Our focus here is on extracting the top eigenvector ofA only, which
requires higher sensitivity for the matrix estimation problem (21)
and motivated the implementation details discussed above.
4. NUMERICAL EXPERIMENTS
This section performs numerical experiments for proposed centrality
estimation methods on synthetic and real data.
Synthetic Data. Our first goal is to verify Corollary 1 applied on
graph signals that are generated from the analyzed sparse influence
and GSP models. For the numerical results below, the graph G
of interest is generated according to a stochastic block model of
two blocks with n = 100 nodes. Let V be partitioned as Vc =
20 40 60 80 100
0
0.2
0.4
0.6
Dim. of latent factor k
E
rr
or
ra
te
(a) 10% sparseB
PCA-based Est.
Robust Est.
Robust Est. (w/ Quant.)
20 40 60 80 100
0
0.2
0.4
0.6
Dim. of latent factor k
(b) U({3, ...., 6}) non-zeros
20 40 60 80 100
0
0.2
0.4
0.6
Dim. of latent factor k
(c) U({0, ...., d0.1ke}) non-zeros Setting (a)/(b)/(c), k = 20
Setting (b), k = 50
Fig. 1. Error rate of the centrality estimation methods against the latent factor dimension k. For the three plots on the left, we consider three set-
tings of the sparse influence matrixB; see the main text for details. The right plot depicts a realization of the graph where ‘red’/‘blue’/‘black’
nodes are external source/normal nodes/central nodes. As k increases, setting (b) models external influences that originate from the periphery.
Table 1. Top-eight Estimated Central Stocks
Method Top eight central stocks sorted left-to-right
PCA NVDA NFLX AMZN ADBE PYPL CAT MA GOOG
Robust Est. SBUX CSCO COP PEP SLB MCD KO BRK.B
Robust+Q. GE COP FB SLB IBM KHC SBUX RTN
{1, ..., 10} and Vp = V \ Vc. For any i, j ∈ {1, ..., n}, an edge is
assigned independently with probability 1 if i, j ∈ Vc; with prob-
ability 4p if i ∈ Vc, j ∈ Vp; and with probability p if i, j ∈ Vp.
The connectivity parameter is set as p = 0.05. In other words, G
is a graph with 10 core nodes which induce a fully connected sub-
graph, while the out-of-core nodes are only sparsely connected. For
the n × k influence matrix B, we experiment with three types of
sparsity patterns: (a) 10% of the elements in B are non-zero, se-
lected at random, (b) for each row of B, we select U({3, ..., 6})
positions (out of k possible ones) at random to be non-zero, (c) sim-
ilar to (b), but we select U({0, ..., d0.1ke}) positions at random to
be non-zero. For each selected non-zero positions, the value Bij is
generated as a continuous r.v. U([0.1, 1]). Each of the above settings
model a different sparse influence model, e.g., (b) is applicable if
each excitation source only influences a few nodes in the graph.
To simulate the observed graph signals, we first generate the la-
tent factors as zi ∼ N (0, I) ∈ <k, and consider the graph filter as
H(A) = (I − 0.1A)−1, and we set m = 105. Finally, this gen-
erates yi = H(A)Bzi. To measure the performance of centrality
estimation, we let V̂p be the set of indices that corresponds to the
largest-10 indices of |[v˜1]i|. We calculate the error rate by
Error = E
[
1
10
|{1, ..., 10} ∩ V̂p|
]
. (23)
Fig. 1 shows the performance comparison of centrality estimation
methods. In addition to the (graph filter) robust estimation methods,
we compare three methods: PCA based estimation using the exact
covarianceCy; robust estimation based on the top singular vector of
Lˆ obtained by solving (21); and robust estimation (quantized) based
on the top singular vector of ĤB − Ŝthres. Furthermore, we set
λL = 0.1, λS = 0.2 + 2√
k
in (21) and β = 0.1 in (22). For all
three settings ofB, the PCA-based estimation suffers from a higher
error rate than the robust methods. Meanwhile, the error rate for the
boosted methods generally decreases when k increases, especially
when the quantization step is applied for Sˆ. This is reasonable as
the maximum rank of ĤB is k, while we are interested in infer-
ring a rank-one matrix hidden in the sum in (19). These results are
consistent with our theoretical analysis.
Real Data. We next apply our model on the daily return data
from S&P100 stocks in May 2018 to Aug 2019, consisting of
Table 2. Estimated Influence Structure
Keywords Top eight stocks
Trade War WBA BLK PFE FDX MDT F NVDA UNH
Sales Tax UNH UPS ABBV INTC ORCL LLY DHR BAC
Iran KHC LLY GM ORCL UNH HD BLK EXC
Oil Crisis QCOM WBA F SLB GE MMM DHR CVS
Election GE SBUX CVS MET COST COP EMR AMZN
n = 99 stocks and m = 300 samples, collected from https:
//alphavantage.co1. As described in Sec. 2.1, we model each
sample of daily returns as a filtered graph signal (3), (5). The latent
input zi on the relevant days is estimated from the interest level on
Google Trend (https://trends.google.com) on k = 5 key
words: ‘trade war’, ‘sales tax’, ‘Iran’, ‘oil crisis’ and ‘election’. We
apply Algorithm 1 to estimate ceig for the boosted methods.
Stocks with the top-8 estimated centrality scores are shown in
Table 1, ranked from left to right. The stock influence network is
likely to be clustered according to the type of industry, and therefore
the stocks with high centrality should contain companies in different
industries. This is the case for the estimation results of the robust
methods, where stocks from food industry (SBUX), technology (FB)
and energy (COP) are selected. This contrasts to the results from
PCA, which returns mostly technology firms (NVDA, NFLX, etc.).
We inspect the structure of the inferred influence matrix B in
Table 2. Particularly, we show the 8 stocks with the highest magni-
tude in the corresponding column vectors for each keyword. These
stocks should be those that are most affected by the corresponding
state-of-world. We observe that – ‘trade war’ affects stocks from the
pharmaceutical industry (WBA, PEF, MDT); ‘sales tax’ affects tech-
nology (INTC, ORCL, etc.) stocks; ‘oil crisis’ affects oil field (e.g.,
SLB) and technology (e.g., QCOM, WBA) stocks; ‘election’ affects
technology (e.g., GE, EMR, etc.) and service (e.g., CVS, SBUX,
COST) stocks. ‘Iran’ affects many industries like food (KHC), fi-
nance (UNH, BLK), technology (LLY, ORCL), energy (EXC) and
others (GM, HD). These results predict which stocks take the most
‘hit’ if the state-of-world change. We remark there maybe other fac-
tors affecting the state-of-world beyond the 5 chosen keywords.
Conclusions. We have studied the blind methods for centrality esti-
mation from low-pass filtered graph signals. We establish the error
bounds for two methods – one based on PCA in folklore heuristics,
and one based on a robust method. The latter is shown to be robust to
unknown graph processes. We verify our findings on synthetic and
real data. For future works, we will work on a complete blind setting
where zi are unknown, and the efficient algorithms for solving (21).
1The authors thank Ms. Xuan Zhang (CUHK) for collecting the dataset.
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