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Abstract
Contamination from pesticides and nitrate in groundwater is a significant
threat to water quality in general and agriculturally intensive regions in particular. Three widely used machine learning models, namely, artificial neural
networks (ANN), support vector machines (SVM), and extreme gradient boosting (XGB), were evaluated for their efficacy in predicting contamination levels
using sparse data with non-linear relationships. The predictive ability of the
models was assessed using a dataset consisting of 303 wells across 12 Midwestern states in the USA. Multiple hydrogeologic, water quality, and land use
features were chosen as the independent variables, and classes were based
on measured concentration ranges of nitrate and pesticide. This study evaluates the classification performance of the models for two, three, and four class
scenarios and compares them with the corresponding regression models. The
study also examines the issue of class imbalance and tests the efficacy of three
class imbalance mitigation techniques: oversampling, weighting, and oversampling and weighting, for all the scenarios. The models’ performance is reported
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using multiple metrics, both insensitive to class imbalance (accuracy) and sensitive to class imbalance (F1 score and MCC). Finally, the study assesses the importance of features using game-theoretic Shapley values to rank features consistently and offer model interpretability.
Keywords: Artificial neural networks (ANN), Support vector machines (SVM),
XGBoost, Data imbalance, Feature importance, Groundwater quality

Introduction
Groundwater comprises almost 30% of the world’s freshwater, with the
remaining 69% found in the glaciers, ice sheets, ice caps, and the icebergs, and in rivers and lakes (DeSimone et al. 2015). Groundwater now
supplies drinking water for 51% of the total US population and 99% of
the rural population (Maupin et al. 2010). This trend is found in other
countries as around 160 million people depend on the drinking water
supplied by a single aquifer located at Huang-Huai-Hai plain in eastern
China (Sampat 2000).
Nitrate in groundwater can be derived from many sources, but nitrate
concentrations in groundwater underlying agricultural and urban areas
commonly are higher than in other areas because of contributions from
sources associated with human activities (DeSimone et al. 2015). Once
a contaminant is introduced to groundwater, it is transported throughout the aquifer by the groundwater flow. The ease of transport depends
on two factors: (a) the physical, chemical, and biological properties of
the contaminant and (b) structure and properties of the soil underneath
it. Common pollutants that plague groundwater all across the globe include nitrate, pesticides, fluoride, arsenic, pathogens, saline water, and
radioactive substances (Custodio 2013).
Nitrate is the most commonly found contaminant detected in the
groundwater (DeSimone et al. 2015). Nitrogen is a key component in
commonly used fertilizers, such as urea and ammonium, and nitrate easily finds its way into the groundwater once ammonia or urea and other
forms of nitrogen are enzymatically broken to nitrate in the soil. Other
sources of nitrate include animal waste, point sources like septic tank
leaks, and municipal wastewater effluent. Any nitrate that is not utilized by the crops, or washed away in surface runoff, finds its way into
the groundwater eventually. While high nitrate irrigation water may be
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desirable as a nutrient source in crop production, concentrations above
10 mg/L NO3-N are considered unsafe for human consumption. Nitrate
contamination constitutes a general public health concern, and can cause
methemoglobinemia (blue baby syndrome), gastric cancer, birth defects
(congenital malformations), spontaneous abortions, cardiovascular issues, hot dog headache, and hypertension (Centers for Disease Control
and Prevention (CDC) 1996; Schullehner et al. 2018; Weyer et al. 2001;
Adelana 2005).
Other agrichemicals may also impact groundwater quality. Close to
a billion pounds of pesticide usage is reported every year in the USA
alone (Atwood and Paisley-Jones 2017). Due to their wide range of applications, pesticides are widely used in agriculture, residential areas,
schools, hospitals, etc. Pesticides have been detected in groundwater as
well as rainwater samples, some exceeding acceptable limits (Maanen
et al. 2001). Some pesticides are known to be carcinogenic and neurotoxic, and exposure to them adversely affects human health. Exposure
to drinking water containing elevated concentrations of nitrate is associated with a nearly threefold increase in risk for developing nonHodgkin’s lymphoma (NHL), if measurable concentrations of atrazine
are also present in the drinking water (Rhoades et al. 2013). Epidemiologic assessments of occupational exposure to pesticides have been
linked to leukemia, multiple myeloma, soft-tissue sarcoma, and many
forms of cancer. Due to their neurotoxicity, exposure to some pesticides
may increase the risk of Parkinson’s disease, amyotrophic lateral sclerosis (ALS), dementia, Alzheimer’s disease (AD), and several other neurological disorders (Alavanja et al. 2004).
The USA enacted the Safe Drinking Water Act (Weinmeyer et al.
2017), declaring initiatives to address groundwater contamination affecting public and community water supplies. Another initiative focused
on water quality is the U.S. Geological Survey’s National Water-Quality
Assessment (NAWQA) program. The NAWQA program monitors nitrate,
pesticides, and other contaminants in the groundwater and streams by
leading regular sampling campaigns and their analysis (Gilliom et al.
2006). Because of the expanse of this issue, however, it is impossible to
regularly monitor the spatial and temporal variability of the quality of
groundwater sources throughout the USA, creating a gap in understanding the true extent of human exposure, which could be provided by highquality data across the country. This gap supports a need for predictive
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models that are accurate, reliable, and robust to noise and work well
with limited spatial data. A properly tested model can be used for monitoring, planning, screening, and making regulatory decisions concerning groundwater quality in the USA and other countries.
In the absence of direct measurements, it is helpful to develop predictive models to estimate the level of contaminants based on neighboring
values and other geographic, hydrogeological, agricultural, and socioeconomic variables, such as land use and crop linked nitrogen loading
factors. Accurate prediction at low concentrations through modeling is
difficult, as the measurements are often censored at analytical detection
limits (i.e., sample measurements between zero and the detection limit
are estimated). Techniques such as censored and truncated regression
can be utilized to estimate the parameter in such a scenario (Breen and
et al. 1996). Use of regression models without a precise measured value
increases the error in prediction of the “true” concentration of the contaminants (Helsel and Hirsch 2002). Another challenge in model prediction is that a dataset of water quality measurements is typically imbalanced, as measurements over a large geographic area will have a
significant majority of the samples with low concentrations of a few
contaminants. Finally, predictions associated with any natural system
are invariably complex and nonlinear (Kuo et al. 2007). In this paper,
we examine different machine learning algorithms for their efficacy in
the prediction of groundwater contamination using sparse spatial data.
In particular, we examine three widely used approaches for prediction
and several techniques to address the data imbalance problem in this
context.
Contributions

The specific contributions of the paper are:

1. Comprehensive assessment of leading machine learning techniques
for their ability to predict water quality measurements.
2. Examination of statistical metrics sensitive to imbalanced data for
model evaluation.

3. Testing the efficacy of data oversampling and cost-sensitive learning to address imbalanced data.
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Background
Process-based vs. data-driven approach
Spatial water quality models can be broadly split into two paradigms:
data-driven and process-based. Data-driven or inverse models determine the relationship between output and input by estimating a mapping function by adjusting the parameters in the underlying model, to
minimize the difference between the observed output and the model
output. In contrast, the process-based approaches try to express the underlying processes in mathematical terms based on physical and ecological principles. The mathematical conceptualization is typically subject
to assumptions made in the modeling process. Due to the extreme complexity of the intertwined natural systems, these models are often deficient (McGrail 2001). Process-based models generally require a large
number of input parameters, and many are either estimated or assumed.
For example, Pesticide Fate and Dynamics (PESTFADE) by Clemente et
al. (1993) and Pesticide Root Zone Model (PRZM) by Nicholls (1994)
require 30 field-specific input parameters that are not easy to obtain.
While simplified versions of these models have been developed, simplifications come at the price of loss in accuracy and limited use under field
conditions (Jemison et al. 1994a, b). To overcome the shortcomings of
process-based models, data-driven approaches such as artificial neural
networks have been widely adopted, as they may produce comparable
performance using less data, input parameters, computational resources,
and with little knowledge or understanding of the underlying processes.
The focus of this study is exploring the data-driven approaches, specifically machine learning models, to predict spatial variability in groundwater contamination by nitrate and commonly used pesticides.
Machine learning models

A large number of machine learning techniques for classification and
prediction have been proposed in the literature. In this paper, we focus on three leading approaches that have proven to be most effective
in a wide variety of applications, i.e., artificial neural networks, support
vector machines, and extreme gradient boosting. Artificial neural networks have been used extensively in the field of hydrology (Farmaki et
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al. 2010) because of their ability to learn non-linear patterns and capacity to manage a large number of inputs. Support vector machines have
also been applied to problems similar to this study (Raghavendra and
Deka 2014). They work well with smaller datasets, such as the one used
in this study. They define the problem as convex optimization, and always yield the global optimum solution. Extreme gradient boosting is
more recent, and its application for water quality prediction is emerging. All three models used in this study can be used for both classification and regression.
Artificial neural networks (ANNs)

ANNs were inspired by the biological neural networks and are collections
of neurons that work together to perform a specific task. A neuron receives
the input and combines it with the coefficients such as weights and bias,
and passes the result through a non-linear activation function to produce
the output of the neuron. Neurons are organized in the form of a layer, so
the data goes from the input layer to the output layer through one or more
hidden layers of neurons (Goodfellow et al. 2016; Bishop 1995). The performance of the network is computed based on the difference between
the predicted and the expected output for different input data points. The
loss is used to tune the weights of the network using gradient descent, and
backpropagation algorithms, to improve the prediction and hence reduce
the loss in the successive iterations. Artificial neural networks have been
widely used in problems associated with ecosystems as they have proven
to be effective in approximating nonlinear relationships, which is generally the case with any natural system (Kuo et al. 2007).
Maier and Dandy utilized neural networks to successfully forecast salinity in the River Murray (South Australia) 14 days in advance (Maier
and Dandy 1996). Ray and Klindworth successfully predicted pesticide
and nitrate concentrations in groundwater using data collected from a
pilot study in Illinois comprising 240 rural domestic wells (Mehnert et al.
1995; Ray and Klindworth 2000). Analysis of nitrate and pesticide contamination of 303 wells across 12 midwestern states, 687 wells across
Iowa, and 240 wells from Illinois was conducted using neural networks
(Mishra et al. 2004). Artificial neural networks, its variants, radial basis
function neural networks, and fuzzy logic neural networks were used
for pesticide prediction in groundwater using data from 124 domestic
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wells in North Carolina (Sahoo et al. 2005). Two ANN-based approaches
were used to predict nitrate contamination using data from 50 wells in
Babol, Iran (Ehteshami et al. 2016).
Support vector machine (SVM)

A support vector machine is a supervised learning algorithm that is an
optimal margin classifier. The margin separates the data points in different classes. In two dimensions, a line is used to separate the points;
for higher dimensions, a hyperplane is utilized. The objective is to find a
separating hyperplane with the maximum margin, the decision function
defined by a subset of training data, called the support vectors (Cortes
and Vapnik 1995). The problem of finding the optimal hyperplane that
separates two classes is formulated as a quadratic optimization problem,
which is solved to derive the globally optimum solution. Unlike neural
networks, support vector machines do not have the problem of getting
stuck at a local optimum. The idea can be extended to solve non-linear
problems by mapping the original feature space to a higher dimensional
space where the data points are linearly separable. This idea can be implemented efficiently by utilizing a kernel function that represents a dot
product in some higher-dimensional space. Due to the presence of a regularization parameter in the loss function, support vector machines are
good at generalizing and have a lower risk of overfitting. Support vector machines have also performed well in cases where data availability
is limited (Kecman 2001).
Support vector machines, along with relevance vector machines, locally weighted projected regression, and artificial neural networks, were
used for nitrate prediction in the Sumas-Blaine aquifer, Canada (Khalil et
al. 2005). Classification performance of support vector machines, k-nearest neighbors, and probabilistic neural networks on CCME water quality index based on nitrate and chloride content of 100 observed wells
was assessed and compared (Modaresi and Araghinejad 2014). Fourteen
GIS-derived soil hydrogeologic and land use parameters were utilized to
classify nitrate content from data comprising 6917 wells in Polk County,
Florida, using support vector machines and artificial neural networks
(Dixon 2009). Support vector machines along with variants of artificial
neural networks were used to predict water quality index in a free constructed wetland (Mohammadpour et al. 2015).
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Extreme gradient boosting (XGB)

XGB is a recently developed optimized gradient boosted tree algorithm
that has gained popularity due to its success in applied machine learning
and data science competitions. It belongs to a class of gradient boosted
trees with an in-built regularization which takes care of overfitting; it
comes with several features which allow for efficient use of compute
power and memory, and being a tree-based model, facilitates model interpretability (Chen and Guestrin 2016). Gradient boosted trees are an
ensemble of weak classifiers where multiple weak classifiers are used to
build a strong classifier. The boosting process emphasizes errors made
by the prior weak classifiers by assigning higher weights or oversampling those data points, which results in the subsequent classifier devoting more resources on the samples that are much harder to classify,
thereby giving the model the ability to learn from past mistakes. A gradient descent algorithm is used to minimize the loss function. It is an
iterative approach that uses the partial derivative of the loss function
to tune parameters in a manner that reduces the error in the next iteration. XGB, apart from being computationally efficient, incorporates a
novel sparsity-aware algorithm for sparse data and a weighted quantile
sketch for approximate tree learning. The model works well with datasets that consist of both quantitative and qualitative features.
XGB and SVM were used to predict dissolved oxygen, nitrate, cyanobacteria, and other water quality parameters estimated from sensor data
collected from the Morrison Bridge in Portland, Oregon (Joslyn 2018).
An ensemble-learning–based predictive-analytics framework that utilizes XGB was used to predict water quality, water pump operation status, and quantity using data related to the operation of pumps in Tanzania and Nigeria (Bejarano et al. 2018). XGB, as a part of an ensemble
learning approach, was used to predict locations with a high risk of lead
contamination and features that are strong predictors of high lead levels in Flint, Michigan (Abernethy et al. 2016).
Imbalanced data

When the number of samples of one or some of the classes greatly outnumber those from the other classes in a dataset, it is considered imbalanced. The most prevalent class is known as the majority class and
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the rarest class as the minority class. Imbalanced data is a common occurrence in many applications, including medical diagnosis, fraud detection, toxicology, remote sensing, bioinformatics, etc. While some degree of imbalance always exists in real-world data, it becomes significant
when the degree of imbalance is extreme, usually of the order 10:1 or
worse. However, the degree of the impact depends on a number of additional factors, including the class separability (Sun et al. 2009). Imbalanced data poses many challenges when designing predictive models,
including small sample size, class separability, within-class imbalance,
and algorithm-specific limitations (Sun et al. 2009). Many strategies have
been developed to deal with imbalanced data; they are briefly summarized below (Haixiang et al. 2017).
1. Resampling techniques are used to rebalance the skewed class distribution by leveling the sample space. These methods can be classified into three groups.
(a) Oversampling methods generate new minority class samples
(Chawla et al. 2002).
(b) Undersampling methods remove majority class samples, either randomly, or based on certain criteria (Tahir et al. 2009).
(c) Hybrid methods utilize a combination of both undersampling
and oversampling methods (Cateni et al. 2014; Zhang et al.
2016).
2. Feature selection and extraction methods work by removing irrelevant features. It mitigates the elimination of minority class samples that may have been mistaken for noise (Ghojogh et al. 2019;
Moepya et al. 2014).
3. Cost-sensitive learning is based on assigning higher costs for misclassifying minority class samples (Liu and Zhou 2006).
4. Ensemble methods work by combining several weak classifiers to
generate a strong classifier. The weak classifiers can be cost-sensitive or use data preprocessing techniques to alleviate the class
imbalance problem (Galar et al. 2012).
5. Algorithmic classifier modification methods alter preexisting classification algorithms, improving their ability to learn from imbalanced data (Castro and Braga 2013; Datta and Das 2015).
6. Multi-class imbalanced learning is a more complex problem
since multiple class boundaries are intertwined together. Two
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generalization strategies, one-versus-one (OVO) and one-versusall (OVA), are most commonly used in such a scenario (Fernández et al. 2013).

This study makes use of oversampling methods and cost-sensitive
learning in the classification of groundwater contamination. As the dataset used in this study is quite small, undersampling the majority class
samples will result in an even smaller dataset. The benefits of undersampling are generally overshadowed by degraded performance in such
cases (Zhou 2013).
SMOTE (Synthetic Minority Oversampling Technique) is one of the
widely used oversampling techniques. It was devised to mitigate problems associated with imbalanced data by creating synthetic minority
class examples (Chawla et al. 2002). The artificially created minority
class examples have the potential to provide additional knowledge about
the minority classes to the model. The new examples are created by linear combinations of existing samples. Algorithm 1 shows the pseudocode for the SMOTE algorithm. It takes the minority class samples (D),
the size of the neighborhood to select real samples to interpolate with
(k), and the degree of oversampling (m), as the input. If k is chosen to
be 5, the algorithm will only select the 5 nearest neighbors to linearly
combine. If m is chosen as 2, then the algorithm will create 2 synthetic
samples for each real sample. This is done by randomly selecting two
neighboring real samples (from k neighbors) and making a linear combination of the two with random weights.
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SMOTE, as proposed originally, works with only continuous-valued features. It was subsequently generalized to allow for a mixture of categorical and continuous features (Chawla et al. 2002) in a variant known as
SMOTE-NC (Synthetic Minority Oversampling Technique-Nominal Continuous). SMOTENC is used for oversampling the dataset in this study.
Materials and methods
Problem definition
We formally define the water quality assessment problem as either a
prediction problem or a classification problem. In the prediction problem, the goal is to estimate the concentration of a contaminant as a continuous value. In contrast, the goal of classification is to determine the
class label, a categorical value.
Given a set S = {s1, s2, ... , sn} of groundwater samples in the dataset,
where a sample si consists of different features in the sample and the
water quality measurement. A sample si is given by:
si = (hi, li, qi )

where hi, li, and qi are the hydrogeologic, land use, and water quality features, respectively, and are given by:
h i = (h i,1, h i,2, ... , h i,nh) ,

li = (li,1, l i,2, ... , l i,nl ), and

qi = (qi,1, qi,2, ... , qi,nq )

where nh, nl, and nq denote the number of hydrogeologic, land use, and
water quality features in the dataset, respectively.
The goal is to predict one of the output parameters denoted by O =
{N,P}, where N and P are the nitrate and pesticide concentrations of a
sample, respectively.
Assuming a target function, f , that maps hydrogeologic, land use,
and available water quality features to a new water quality feature, i.e.,
f : (hj, lj, qj ) → qu, where hj , lj, and qj are the hydrogeologic, land use, and
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known water quality features, respectively, and qu is the unknown water quality parameter. Since the target function f is unknown, the goal of
the learning process is to construct a hypothesis function ϕ, to approximate the target function f .
It should be noted that the discretization of continuous variables results in a loss of information, known as the discretization error. However,
discretization is useful when there are algorithmic and computational
constraints. In some cases, data in continuous form does not provide
any direct useful information, but it makes the information more explicit when discretized into conceptual categories. Often, discretization
improves the model’s performance (Lavangnananda and Chattanachot
2017).
Approach

The objective is to examine how well the machine learning regression
and classification models work for the prediction of water quality parameters and evaluate the efficacy of oversampling and cost-sensitive
learning to address the problem of imbalanced classes.
Before the performance of the classifiers was evaluated, our dataset
was prepared using a preprocessing step. We further examined the performance of the classification models with different numbers of classes.
We first describe the various data preprocessing steps. Then, we describe the specification of the classifiers.
Preprocessing

The preprocessing steps are tailored to our problem of predicting two specific water quality parameters, i.e., pesticide and nitrate
concentration.

Summarization
Pesticide value was calculated by adding all the concentrations of different pesticides in the dataset: atrazine, alachlor, cyanazine, simazine,
prometon, metribuzin, metolachlor, deethylatrazine, and deisopropylatrazine. It should be noted that deethylatrazine and deisopropylatrazine
are atrazine degradation products. This approach has been widely used
in the literature (Ray and Klindworth 2000; Sahoo et al. 2005; Sahoo et
al. 2006; Sirat 2013; Mishra et al. 2004).
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Fig. 1 Class assignment based on the concentration of output parameters for 2-class,
3-class and 4-class classification

Categorization
The continuous values of concentrations are discretized for classification. While there are no universally defined classes, there are some basic guidelines for safe consumption of nitrate. Nitrate concentrations
greater than 2.5 mg/L are shown to have adverse effects on human
health (Weyer et al. 2001) and the maximum contaminant level (MCL)
for nitrate in public drinking water supplies in the USA is 10 mg/L.
Therefore, 2.5 mg/L and 10 mg/L were deemed suitable as the nitrate
class delineators. For pesticide, since each pesticide has a different MCL,
it becomes complex to assign a single threshold for a class assignment.
Hence, we have used a data-driven approach where the threshold was
decided based on the sample distribution. Figure 1 shows the classification schemes used in this paper for 2, 3, and 4 classes for both nitrate and pesticide concentrations. The distribution of samples in each
class is summarized in Fig. 2. After the classes are defined, the features
are represented using one-hot encoding, which transforms a single feature with k distinct values, to k binary features, since it is more effective in some classification tasks (Johannemann et al. 2019; Garavaglia
and Sharma 1998).
Normalization
The continuous-valued features in the input are scaled using z-score or
standard normalization (Larose and Larose 2014), which results in a
distribution with a zero mean and unit standard deviation. Normalizing
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Fig. 2 Class sample distributions for 2-class, 3-class, and 4-class classification.

continuous features results in a dataset that uses a standard scale, which
improves performance and lowers bias associated with varying range
values (Aksoy and Haralick 2001).

Training preparation
It is customary to use 80% of the data, randomly chosen, for training,
and the rest 20% reserved to evaluate the performance of the classification models. It keeps the models unfamiliar with the testing data to
gauge their generalization ability.

Oversampling
Oversampling was performed on the training data to address the data
imbalance problem in our dataset. Augmenting the entire dataset prior
to splitting would remove the necessary independence between the
training and test sets. As described earlier, SMOTE-NC algorithm was
used to augment the training data.
Weighting
We also examine cost-sensitive learning to improve the accuracy of the
classifiers. The weights assigned to different classes for nitrate and pesticide were based on the number of samples in each class; higher weights
were assigned to classes with fewer samples, typically of higher concentration level, in order to prioritize them. The class weight assignment is
described in Table 1.
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Table 1 Assigned class weights for each classification scenario and water quality output feature
Classification

2-Class 		

3-Class 		

4-Class

Class number→

1

2

1

2

3

1

2

3

4

Nitrate

0.76

1.47

0.50

1.27

4.36

0.38

1.64

2.27

3.27

Pesticide

0.69

1.83

0.46

2.11

2.89

0.34

1.85

2.91

4.78

The weight wi for class Ci is given by:
wi =

N
nc × |Ci |

(1)

where N is the total number of samples in the dataset, nc is the number
of classes, and |Ci | is the number of samples in class Ci .
Missing data is a common occurrence in many data mining tasks. Although the dataset used in this study does not have any missing information, dealing with missing data is an integral part of data preprocessing. Some of the common strategies used to handle missing data include
imputation, maximum likelihood, expectation-maximization (EM), etc.
(Little and Rubin 2019).
Prediction and classification models

The three different models used in this research for classification
and regression are explained in Sections “Artificial neural networks
(ANNs), Support vector machine (SVM)” and “Extreme gradient boosting (XGB)”. Here, we briefly describe the details of the design choices
and parameters.
Artificial neural networks

In this study, we use a multilayer feed forward neural network to generate the predictions. The network structure of such a model consists of
an input layer, an output layer, and one or more hidden layers. The input
layer accepts the input feature vector, and the output layer produces the
model prediction. The hidden layers connect the input and the output
layer, amplifying the model’s ability to learn complex patterns at the cost
of computation and model complexity. The model complexity can also
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be regulated by increasing or decreasing the number of neurons in the
hidden layers; however, an increase in model complexity often leads to
overfitting, especially on smaller datasets. In this study, we utilize dropout as the regularization technique to mitigate overfitting (Srivastava et
al. 2014). In the dropout technique, only a fraction of the neurons participate in a training iteration; and hence, only their corresponding weights
are learned. The ideal architecture and the various hyperparameters in
the network are typically determined through experimentation.
We list the important design choices and hyperparameters used in
the construction of the ANN models below.

• Activation function — Activation function determines if a neuron is activated by mapping the affine transformation of the input to the output. Based on the activation function, the mapping introduces nonlinearity in the output of a neuron. We used a rectified linear unit
(ReLU) as the activation function for all the ANN models (Nair and
Hinton 2010).
• Output activation function — They are the activation functions used
in the output layer of the model (Goodfellow et al. 2016). The output
can be a real number (linear), a mapping between 0 and 1 (sigmoid),
or a set of probabilities (softmax). Different output activation functions were used based on the prediction task, as shown in Table 2.
• Model optimizer — An optimizer searches and updates the model parameters that help minimize the cost function. We selected the commonly used Adam optimizer for all the ANN models (Kingma and Ba
2014).

Table 2 Hyperparameters and other design choices used in the regression and classification (MSE mean squared error, BC binary crossentropy, CC categorical crossentropy)
		

Classification

Input layer neurons
Hidden layer neurons
Output layer neurons
Output layer activation function
Model loss function

67
33
1
Sigmoid
BC

Regression
66
33
1
Linear
MSE

2-Class

3-Class

68
34
3
Softmax
CC

4-Class

69
34
4
Softmax
CC
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• Model loss function — The loss function compares the network’s output for a training example against the intended (or known) output
(Goodfellow et al. 2016). Mean squared error, binary cross entropy,
and categorical cross entropy were used in this study. They were selected based on the prediction task, as shown in Table 2.

• Number of hidden layers — A single hidden layer was found to be
ideal for the dataset. As mentioned above, more hidden layers add to
the model complexity and lead to overfitting, especially for smaller
datasets.
• Dropout rate — A 20% dropout rate after the input layer and a 50%
dropout rate after the hidden layer were used for all the classification tasks. A dropout rate of 10% after the input layers was used for
all regression tasks.

• Learning rate — The learning rate is used to control the magnitude of the
update to the weights against the gradient direction. Its range of values is 0 to 1. We used a learning rate of 0.0001 for all the ANN models.
• Number of epochs — It is the number of complete passes through the
training dataset the model goes through to complete the training. We
used 100 epochs to train all the ANN models.
Support vector machines

A support vector machine is an optimal margin classifier with multiple hyperparameters, which must be specified first before the model is
determined. The most important ones that form the search space are
listed below.
• Kernel — The kernel selects the type of hyperplane used to separate

the data. A linear kernel uses a linear hyperplane while a radial basis function and a polynomial kernel form non-linear separating
hyperplanes.

• Gamma — The radial basis function kernel uses it to balance bias and

variance in the model. A high gamma value leads to high bias and low
variance, whereas a low gamma value leads to low bias and high variance in the model.
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• C — It is a regularization parameter in the model. A high C value leads

to low bias and high variance, whereas a low C value leads to high
bias and low variance in the model.

• Degree — It is the degree of the polynomial used to construct the sep-

arating hyperplane in the polynomial kernel.

Optimal hyperparameters for each scenario are often determined by
building a model for every combination of the hyperparameters, evaluating the model and selecting the combination based on some performance measure; this is called a grid search. Our choice of hyperparameters is based on a grid search over the training data using 5-fold cross
validation. The search space consisted of three kernels (linear, radial
basis function, and polynomial), for the polynomial kernel, degrees 1 to
6 were included; gamma values and the C (regularization) values had a
step size in multiples of 10.
Gamma values: 0.01, 0.1, 1, 10, and 100
C values: 0.001, 0.01, 0.1, 1, 10, and 100
Extreme gradient boosting

XGB is an optimized gradient boosted tree model which requires a number of hyperparameters that control the structure of decision trees, the
overall ensemble, and mitigate overfitting using varying approaches. The
important XGB hyperparameters are listed below:
• Maximum tree depth — It is the maximum depth allowed for each decision tree. It helps control overfitting as deeper trees tend to learn
individual samples.
• Gamma — It is defined as the minimum loss reduction required to
do a split. Gamma is used as a regularization parameter and a larger
gamma value leads to a more conservative model.

• Subsample — It is the fraction of instances randomly sampled for each
tree.

• Column sample by tree — It is the fraction of features randomly sampled for each tree.
• Learning rate — It defines the shrinkage of the weights associated with
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features after each round. Step size shrinkage is used in the update
to prevent overfitting.

• Number of estimators — Number of decision trees constructed.
• Number of rounds — Number of boosting iterations.

Optimal hyperparameters were selected in a manner similar to that
of the SVM, i.e., a grid search with a 5-fold cross validation on the training data. The number of rounds and the number of estimators were set
to 1000 for all the experiments. The search space included the following hyperparameters and their values:
Gamma: 0, 0.01, 0.1, and 0.3
Subsample: 0.9 and 1.0
Column sample by tree: 0.3, 0.6, 0.8, and 1.0
Maximum tree depth: 3, 5, 7, and 9
Learning rate: 0.0001, 0.001, 0.01, and 0.1
Data and results
This section first describes the dataset used in this study. Techniques to
address data imbalance are described. Next, the experimental results
for regression and classification are presented. The model and preprocessing techniques for the best overall performance for different metrics are identified. An analysis of feature importance is also presented.
The section concludes with a discussion and comparison of the models
with similar studies in the literature.
Groundwater data

The dataset consists of water quality data collected from 303 wells
across 12 midcontinental states in the USA by USGS (Kolpin et al. 1993).
Figure 3 shows the geographic distribution of the wells. The dataset
collected samples from domestic, irrigation, public water supply, and
stock watering wells. At each well, hydrogeologic, water quality, and land
use features are recorded. A description of these features is provided in
Table 3.
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Fig. 3 Distribution of sample wells from the midcontinental United States (Kolpin et al. 1993)
Table 3 Description of features in the dataset
Feature category

Feature

Value

Type

Land use

Irrigation within 2 miles
Corn and soybeans in vicinity
Urban residential land in vicinity
Pasture land within 2 miles
Forest land within 2 miles
Presence of streams
Primary water use

Yes/no
Distance and % of land used
Distance and % of land used
% of land used
% of land used
Range of distance
Primary water use class

Descriptive
Categorical
Categorical
Categorical
Categorical
Categorical
Categorical

pH
Dissolved oxygen
Ammonium dissolved
Nitrate dissolved
Pesticide

Standard unit
mg/L
mg/L
mg/L
mg/L

Continuous
Continuous
Continuous
Continuous
Continuous

Hydrogeologic

Water quality

Aquifer class
Aquifer type
Well depth
Screen or open interval
Year of well construction
Depth to aquifer material
Water level
Soil specific conductance

Aquifer class
Aquifer type class
Distance in feet
Distance in feet
Years since 1900
Distance in feet
Distance in feet
μs/cm

Categorical
Categorical
Continuous
Continuous
Continuous
Continuous
Continuous
Continuous
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Table 4 Performance summary of the regression models (best results for each metric
are marked in italics)
RMSE 		

SVM
XGB
ANN
LR

Nitrate

4.69
4.29
3.91
5.35

Pesticide

0.29
0.22
0.23
0.38

MAE 		

R2

2.01
2.02
1.76
3.06

0.33
0.44
0.53
0.13

Nitrate

Pesticide

0.18
0.13
0.13
0.24

Nitrate

Pesticide

0.45
0.69
0.67
0.11

Fig. 4 Residual plot for nitrate prediction using ANN model (RMSE: 3.91)

Experimental results
Regression results
Table 4 summarizes the performance of regression models used for
predicting the contaminants in the water samples. Appendix 1: Regression metrics, summarizes the metrics used to evaluate regression results. Overall, the ANN model had the highest accuracy across all
three measures for nitrate values. The R2 value for the model was 0.53.
Figure 4 shows the residual plot for the prediction of nitrate values using the ANN model. For predicting the level of pesticides, XGB performed
the best. It has a R2 value of 0.69. Figure 5 shows the residual plot for
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Fig. 5 Residual plots for pesticide prediction using the XGB model (RMSE 0.22)

the prediction of pesticide values using the XGB model. We have used
linear regression (LR) as the baseline model to compare the predictive
performance of the models , in Table 4.
Classification results

Classification performance for all models and schemes to address class
imbalance problem is summarized in this section. All three models, ANN,
SVM, and XGB, are evaluated for 2-class, 3-class, and 4- class classification. Appendix 2: Classification metrics, summarizes the metrics used
to evaluate classification results. We have used logistic regression (LR) as
the baseline model to compare the predictive performance of the models. For each of the combinations, 4 data management schemes are used:
• No alteration (N) — The original data is used for training.

• Oversampling (O) — The model training data is oversampled using
SMOTE-NC.

• Weighted (W) — Samples are weighted based on their class distribution, as described by Eq. 1.
• Oversampled and weighted (OW) — The training data is both oversampled and weighted.
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Table 5 Summary of the performance of the classifiers for 2-class classification (N no alteration, O oversampled, W weighted, OW oversampled and weighted, LR logistic regression; best results for nitrate and pesticide are marked in italics, for each metric)
Metric→ 		

Accuracy (%) 			

F1 score 			

MCC

Method		

N

O

W

OW

N

O

W

OW

N

O

W

OW

SVM

90.0
87.3
90.0
86.7
92.0
87.3
84.6
76.6

89.3
86.0
92.7
87.3
91.3
87.3
82.6
76.0

85.3
84.7
90.7
88.7
90.7
88.0
80.6
74.6

89.3
86.7
92.7
88.0
92.7
87.3
80.6
76.6

0.86
0.75
0.86
0.74
0.89
0.77
0.76
0.55

0.86
0.74
0.90
0.77
0.88
0.76
0.75
0.60

0.80
0.72
0.87
0.79
0.87
0.79
0.74
0.63

0.85
0.76
0.89
0.79
0.90
0.77
0.72
0.62

0.78
0.69
0.78
0.67
0.83
0.69
0.65
0.41

0.78
0.65
0.85
0.69
0.82
0.69
0.62
0.43

0.69
0.62
0.80
0.72
0.80
0.71
0.60
0.45

0.78
0.67
0.83
0.71
0.85
0.69
0.58
0.45

XGB

ANN
LR

Nitrate
Pesticide
Nitrate
Pesticide
Nitrate
Pesticide
Nitrate
Pesticide

2-Class classification
Table 5 summarizes the performance of the classification approaches
for two classes. Overall, XGB performed the best for both nitrate and pesticide, closely followed by ANN. For nitrate, oversampled (O) XGB and
oversampled and weighted (OW) ANN achieved the best performance
for all the metrics. For pesticide, weighted (W) XGB got the best results
for all the metrics.
Figure 6 shows the confusion matrices for the best 2-class classification models for nitrate (left) and pesticide (right) prediction. The figure shows that a majority of the errors in nitrate prediction were due to
misclassification of class 1 samples as class 2. The best model for pesticide mostly misclassified class 2 samples as class 1.
3-Class classification
Table 6 summarizes the performance of the classification approaches
for three classes. Oversampled and weighted (OW) XGB got the best performance for both nitrate and pesticide for all the metrics.
Figure 7 shows the confusion matrices for the best 3-class classification models for nitrate (left) and pesticide (right) prediction. The figure shows that a large majority of the errors in nitrate prediction were
due to misclassification of class 1 samples as class 2 and vice versa. The
best model for pesticide, in contrast, mostly misclassified class 2 samples as class 1.
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Fig. 6 Confusion matrices of the best-performing models for 2 class classification. The
class assignment is described in Fig. 1
Table 6 Summary of the performance of the classifiers for 3-class classification (N no alteration, O oversampled, W weighted, OW oversampled and weighted, LR logistic regression; best results for nitrate and pesticide are marked in italics, for each metric)
Metric→ 		

Accuracy (%) 			

F1 score 			

MCC

Method		

N

O

W

OW

N

O

W

OW

N

O

W

OW

SVM

87.3
85.3
90.0
86.7
90.7
84.7
80.0
76.0

88.0
85.3
90.7
86.7
90.0
84.0
78.0
73.3

88.7
83.3
90.0
86.7
88.0
84.7
75.3
66.6

88.0
84.0
91.3
87.3
90.0
84.0
78.0
73.3

0.79
0.77
0.82
0.78
0.83
0.74
0.61
0.57

0.81
0.77
0.85
0.79
0.83
0.74
0.60
0.60

0.79
0.75
0.82
0.78
0.79
0.77
0.63
0.60

0.81
0.76
0.85
0.80
0.84
0.74
0.61
0.60

0.74
0.67
0.79
0.70
0.81
0.65
0.55
0.41

0.76
0.67
0.80
0.70
0.80
0.63
0.54
0.43

0.76
0.62
0.79
0.70
0.75
0.66
0.53
0.40

0.76
0.64
0.82
0.72
0.80
0.63
0.54
0.42

XGB

ANN
LR

Nitrate
Pesticide
Nitrate
Pesticide
Nitrate
Pesticide
Nitrate
Pesticide

4-Class classification
Table 7 summarizes the performance of the classification approaches
for four classes. For nitrate, weighted (W) and no alteration (N) ANN
performed best for accuracy and MCC, respectively, but oversampled (O)
ANN received the best F1 score. For pesticide, no alteration (N) ANN got
the best results for all the metrics.
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Fig. 7 Confusion matrices of the best performing models for 3-class classification. The
class assignment is described in Fig. 1
Table 7 Summary of the performance of the classifiers for 4-class classification (N no alteration, O oversampled, W weighted, OW oversampled and weighted, LR logistic regression; best results for nitrate and pesticide are marked in italics, for each metric)
Metric→		

Accuracy (%) 		

F1 score 			

MCC

Method		

N

O

W

OW

N

O

W

OW

N

O

W

OW

SVM

85.3
82.0
84.0
82.7
85.3
83.3
70.0
72.6

84.6
82.7
82.7
83.3
84.0
83.3
68.0
66.6

82.7
82.7
84.0
78.7
88.0
81.3
68.6
61.3

84.7
82.0
84.7
82.0
82.0
81.3
68.6
66.6

0.76
0.62
0.72
0.65
0.76
0.69
0.47
0.42

0.75
0.67
0.70
0.67
0.77
0.66
0.48
0.45

0.71
0.66
0.72
0.58
0.67
0.67
0.54
0.50

0.74
0.63
0.74
0.65
0.74
0.65
0.48
0.46

0.73
0.59
0.70
0.61
0.73
0.63
0.42
0.32

0.72
0.62
0.68
0.63
0.71
0.63
0.43
0.32

0.68
0.62
0.70
0.50
0.66
0.60
0.50
0.37

0.72
0.59
0.72
0.60
0.69
0.61
0.44
0.31

XGB

ANN
LR

Nitrate
Pesticide
Nitrate
Pesticide
Nitrate
Pesticide
Nitrate
Pesticide

Figure 8 shows the confusion matrix for the best 4-class classification models for nitrate (left) and pesticide (right). For nitrate, a majority of the errors in prediction were due to the misclassification of class
2 samples as class 3 and class 2 samples as class 1. For pesticides, misclassifying class 2 samples as class 1, class 3 samples as either class 1
or class 4 caused the most performance loss.
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Fig. 8 Confusion matrices of the best performing models for 4-class classification. The
class assignment is described in Fig. 1

Feature importance
Machine learning models give preference to certain features over others based on their ability to predict the output accurately (Hall 2000).
Many of these models are black boxes: they do not allow for model interpretability, which is crucial information that is generally lost at the
expense of performance. It is difficult to assess feature importance in
ANN as the features go through multiple transformations through the
hidden layers before they present any meaning to the model. For SVM
using non-linear kernels, the features are projected to a higher dimensional space, blurring the original properties of the features; therefore,
ranking the features based on importance is not meaningful. However,
tree-based models such as XGB allow for model interpretability. One
recent method utilizes game-theoretic Shapley values and richer local explanations to generate tree model interpretation (Lundberg et
al. 2019). We use mean SHAP values to rank the ten most important
features for nitrate and pesticide prediction, as shown in Figs. 9 & 10,
respectively.
Both nitrate and pesticide were the most important predictors of each
other. Co-occurrence of nitrate and pesticide has been documented in
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Fig. 9 Features ranked based on their discriminability to predict the nitrate
concentration

Fig. 10 Features ranked based on their discriminability to predict the pesticide
concentration

previous studies; the strength of this association is known to increase as
nitrate concentration increases (Gosselin et al. 1997). Soil specific conductance and dissolved oxygen were the second most important predictors for pesticide and nitrate, respectively. Dissolved oxygen and soil
specific conductance are known to be associated with nitrate and pesticide in groundwater (Burow et al. 1998; Helling and Gish 1986). The
importance given to soil specific conductance and dissolved oxygen by
the data model corroborates their association linked to pesticide and nitrate in the previous studies. Ammonium concentration is also related to
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the prediction of nitrate in groundwater. Well depth was an important
predictor for both contaminants, but it had a greater impact on the nitrate concentration. Nationwide assessment of groundwater quality as
a part of the U.S. Geological Survey National Water-Quality Assessment
(NAWQA) program found shallow wells and groundwater sites more susceptible to nitrate and pesticide contamination (Burow et al. 2010; Kolpin et al. 1998). The year of well construction turned out to be equally
useful for both nitrate and pesticide predictions. Overall, water quality
features had the most impact on pesticide and nitrate prediction, and
the land use features had the least. Nitrate had more high-significance
features for prediction than for pesticide, indicating that the input features were more suited for nitrate prediction.
Discussion

In general, the model scenarios were able to predict both nitrate and
pesticide concentrations with accuracy comparable to previous studies.
The best 4-class nitrate classification accuracies of 85.3% and 83.3% accuracy for pesticides were comparable to a similar research study done
using ANNs on rural private well data from Illinois (Ray and Klindworth
2000). The best pesticide RMSE of 0.22 is lower than the pesticide RMSE
computed in the study using ANNs on North Carolina domestic well data
(Sahoo et al. 2005). The best nitrate RMSE of 3.91 is comparable to the
nitrate RMSE obtained in the study using modular neural networks, onground nitrogen loading, and recharge data (Almasri and Kaluarachchi 2005). The studies mentioned above use different datasets, metrics,
models, and no imbalance mitigation techniques, which makes it difficult to draw a direct comparison with this study. Overall, the model scenarios performed better when predicting nitrate than pesticide concentrations. It can be attributed to multiple factors. The pesticide value was
derived from 9 different pesticides, where each one of them is dependent
on various features that may or may not be present in the input feature
set, making this a more complex estimation problem. Furthermore, the
input features available from the dataset were more suitable for nitrate
prediction, as summarized in Section “Feature importance”.
Table 8 summarizes the best model scenarios along with the three
metrics for different numbers of classes. As the table shows, the best
models incorporated one or more techniques to manage data imbalance.
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Table 8 Best models along the three metrics for different numbers of classes (S SVM, X XGB, A
ANN, N no alteration, O oversampled, W weighted, OW oversampled and weighted)
Accuracy
Number of classes
2
Nitrate

3

F1 score
Number of classes

4

2

3

MCC
Number of classes

4

2

3

4

XO,OW
XOW
AW
XO
XO,OW
AO
XO
XOW
SN
OW
OW
OW
A 			 A 			A 		 AN

Pesticide
XW
XOW
XO
			
AN,O

XW,OW
XOW
AN
XW
XOW
XO
AW 					
AN,O

The only exceptions were some instances of 4-class classification. The
number of classes is increased by subdividing the minority class. Thus,
imbalance mitigation techniques have minimal performance gain due
to the following reasons.
1. The number of samples per class limits the oversampling algorithm’s
ability to generate viable synthetic samples (Wang and Japkowicz
2004).

2. Increasing the number of classes creates smaller hyperspace inside which the sample points within a class reside, with closer class
boundaries. It increases the likelihood that an oversampling algorithm such as SMOTE generates synthetic samples outside the class,
creating improper samples, leading to a higher error rate.
3. Classes with fewer samples get higher weights. This strategy might
make the model too conservative in predicting such samples, leading to misclassification.

Nearly all class imbalance mitigation techniques are effective for twoclass classification; in contrast, most are ineffective and may even have
a negative impact for multiclass classification (Zhou and Liu 2006).
While the performance gain is not significant in some cases, the benefits of techniques to address the data imbalance problem are clearly demonstrated. Some possible reasons for limited performance gain may be
attributed to limited data, noisy input features, degraded oversampling
due to small disjuncts, and class overlapping (Fernandez et al. 2018).
Also, SMOTE is generally applied with undersampling and may not be
as effective by itself (Chawla et al. 2002). Overall, ANN’s performance
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was superior compared to other models for the regression task. For the
2-class and 3-class classification problems, XGB performed the best, followed by ANN. For 4 classes, ANN performed better than XGB and SVM.
Conclusion
In this paper, we analyzed the performance of leading machine learning classifiers to predict the nitrate and pesticide contamination levels
in groundwater wells, using hydrogeologic, water quality, and land use
data. All the model scenarios were able to predict both the nitrate and
pesticide concentrations with accuracy comparable to previous efforts.
XGB produced a majority of the best predictions among all three models, all of which underwent hyperparameter tuning. In addition, it being
a tree-based model facilitates model interpretability, which helps in the
analysis of the decision-making process. Therefore, XGB can be used as
a good alternate to other water quality prediction approaches. Since the
water quality data is generally imbalanced, several approaches to mitigate this problem were also explored. The results show that the mitigation techniques helped improve the predictive performance of most
models and made them more robust. Censoring of data at the analytical
reporting limit restricts the ability for the regression model to be used
as a proxy for screening and monitoring (Helsel and Hirsch 2002). Overall, the performance of the regression and classification models is at par
or above that of other studies in the literature.
This research may be extended by utilizing spatial information in the
data; combining geostatistical and machine learning methods has the potential to improve the prediction results (Sergeev et al. 2019). Including
spatial autocorrelation in a novel deep learning framework is proposed
for our future work. Exploring intelligent hyperparameter tuning methods, especially for ANNs, may also enhance their predictive performance.
Using a larger dataset would boost performance for all the models by
providing more knowledge, greater experimental maneuverability to test
other techniques, e.g., a combination of oversampling with undersampling, and hybrid methods, to alleviate challenges posed by the imbalanced data. While an accurate model with generalization ability remains
the end goal of this research, the lack of labeled data to train sophisticated models is a challenge that needs to be addressed in the long run.
*

*

*

*

*
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Appendix 1: Regression metrics
For regression, we compare the accuracy of the predicted values of
the water quality parameter with the actual values in the dataset. The
following metrics are used to compute the performance given yi, and
ŷi , 1 ≤ i ≤ n, where yi is the ith observed value, and ŷi is the predicted
value of the ith sample, and n is the number of samples.
RMSE

Root mean squared error (RMSE) is a standard deviation of the residuals or prediction errors. The errors are squared: this penalizes the outliers harshly.

MAE

RMSE =

√

∑ni=1 ( ŷi − yi )2
n

Mean absolute error (MAE) is the average magnitude of the prediction
errors. The errors of different magnitudes are treated alike, as only absolute difference is considered.
R2

MAE = 1n

∑ni=1 | ŷi − yi |

Coefficient of determination or R2 is the percentage of the response variable variation that is explained by a linear model.
R2 = 1 −

SSresidual
SStotal

where SSresidual and SStotal , are the sum of squares of residuals and total sum of squares, defined as Eq. 2. Note that yi is the ith observed value
and ŷi is the predicted value of the ith sample. In addition, ȳ is the mean
of the predicted values.
n

SSresidual = ∑ i=1 ( ŷi − yi )2
n

SStotal = ∑ i=1 ( ȳi − yi )2
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Appendix 2: Classification metrics
For classification, we compare the accuracy of the predicted class of
the water quality parameter with the actual class in the dataset. The
following metrics are used to compute the performance given yi, and
ŷi , 1 ≤ i ≤ n, where yi is the ith observed class, and ŷ i is the predicted
class of the ith sample, n is the number of samples, and K is the number
of classes.
tp = True positives
fp = False positives
tn = True negatives
fn = False negatives

Classification accuracy

Classification accuracy is the number of correct predictions made over
the total number of samples n.
1
Classification accuracy ( y, ŷ) = n

F1 score

∑n–1i=0 1( ŷi − yi )

F1 score is the harmonic mean of the precision and recall, precision and
recall are defined as Eq. 3. F1 score for a perfect prediction is 1 and 0 for
the worst prediction. F1 score or F − measure works well when the data
imbalance is moderate. For extreme cases, variants of F1 score, such as
the adjusted F − measure, perform better (Maratea et al. 2014).
Precision =
Recall =

tp
tp + fp

tp
tp + fn

F1 score =

2 × Precision × Recall
Precision + Recall

(3)
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For multiclass classification (K >2), F1 score is macro-averaged, i.e.,
precision and recall are computed and averaged over total number of
classes K, as defined by Eq. 4 (Sokolova and Lapalme 2009).
PrecisionM

RecallM

∑
=

∑
=

F1 score =

tpi
i=1 tpi + fpi
K

k

tpi
i=1 tpi + fni
K

k

2 × PrecisionM × RecallM

(4)

PrecisionM + RecallM

Matthews correlation coefficient (MCC)

MCC is a correlation coefficient between the actual and predicted classes
(Matthews 1975). The coefficient value ranges from −1 to +1: where −1
signifies a perfect disagreement, 0 a random prediction, and +1 a perfect prediction.
MCC =

√ (tp + fp) ×

tp × tn − fp × f n

(fn + tn) × (tp + fn) × (fp + tn)

MCC can be generalized for multiclass classification, in terms of a confusion matrix C and K classes (Gorodkin 2004). We define some intermediate variables to simplify the definition.
tk = ∑ i Cik
K

(The number of times class k truly occurred)

pk = ∑ i Cki (The number of times class k was predicted)
K

c = ∑ k Ckk (The total number of samples correctly predicted)
K

s = ∑ i ∑ j Cij (The total number of samples)
K

K
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Then, MCC is defined as:
MCC =

34

c × n − ∑ k pk × tk
K

√(n2 − ∑Kk pk2 ) × (n2 − ∑Kk tk2 )

In the case of K >2, the minimum value of MCC will lie somewhere between −1 and 0, depending on the number and distribution of ground
truth labels. The maximum value remains the same.
*

*

*

*

*
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