We employ elementary results from the theOr! of several complex variables to obtain a quadratic lower bound on the complexity of computing the mean distance between points in the plane. This problem' has 2N inputs and a single output and we show that exactly N(N-l)/2 square roots must be computed by any program over +, -, x, f, ;--, tog and comparisons, even allowing an arbitrary field of constants. The argument is based on counting the total number of sheets of the Riemann surface of the analytic continuation to the complex domain of the (real) function computed by any algorithm which solves the problem. While finding an exact answer requires O(N 2 ) operations, we show that an e-approximate solution can be obtained in O(N) time for any E > 0 , even if no square roots are permitted.
I. Introduction
The complexity of algebraic problems over the four basic arithmetics has been extensively studied!. For the most part, non-linear lower bounds have been very difficult to obtain, requiring the formidable machinery of algebraic geometry2. If we allow as primitives such auxiliary functions as aPcsin, tog, and sqPt, it is widely assumed that proving lower bounds will be even more troublesome, because linear independence arguments no longer apply. The purpose of this paper is to introduce a technique for counting the number of invocations of such functions required during a computation. We will find that, in many cases, multiplevalued functions are easier to count than arithmetics.
Extending the power of {+, -x, f} by allowing square roots is a temptation that is difficult to avoid. The computational power of these primitives is precisely that of the Euclidean ruler and compass, and the ancient geometers were preoccupied with the question of what could and could not be constructed using them. The matter drew the attention of Gauss, Galois, and Hilbert 3 , and there now exists a considerable body of theory relating to square roots. Most of this work, however, pertains to computability, not complexity, and we still have no effective way of counting the number of square roots required to compute functions.
Interestingly, research has been done on determining how many arithmetics are need~d to approximate a square root to any givenaccuracy4, but there also seems to be some justification for considering square root as a primitive in its own right. First, in algebraic complexity we usually assume straight-line or tree programs with real inputs and infinite-precision operations, so roundoff error is not considered. Also, computer hardware exists in whichsqua~~roots can be performed as quickly as floating-point multiplications, hence treating the root c:lS a single operation. is quite realistic.
The method we shall employ is elementary in concept. Consider a straight-line program over {+,-, x, r} (omitting division for the time being), whose input, X = (Xl' ••• , x N ) , is an N-tuple of real numbers. This program computes an analytic function f(X), which may be complex-valued, on'tbereals. 'By the ideptity theorem for analytic functions, there is a unique function fc(Z) , of N complex variables, which equals f when all its arguments are real. This function f is said to be the analytic continuation of f. The situation is, complicated somewhat by the fact that the square root ,function is multiple-valued, but it is and it can be computed directly from this, expression in O(N 2 ) operations. Theorem 1. The mean distance in one dimension can be found in O(N tog N) time, and this is optimaL.
Equation (3) shows that, once the sort is accomplished, S can be computed in linear time.
To prove the lower bound, we show that any tree program which computes S can be made to sort the x's with no additional comparisons. Consider the partial derivative of S with respect to anyone of the inputs: The actual problem that we will use to illustrate the technique is one from computational geometry that has previously resisted solution: Given N points in 
III. Mean Distance in Two Dimensions
The effect of dimension on complexity in geometric problems has only begun to be studied, but we know that the maximum 12 and minimum 10 interpoint distances in the plane can be found in O(N log N) time. The best known algorithm for computing the median distance in the plane is quadratic, although no better lower bound than O(N log N) has been shown. We can find the mean Let M = N(N-l)/2. It may appear that since there are only 2N parameters in equation (5), not all of the M square roots are algebraically independent and poss ibly some may be eliminated. Our job is to show that, in fact, (5) is optimal with respect to square roots.
interval, no matter how small. This is known as the where (r, e) are the polar coordinates of z. This means that if we replace e by e + 2n, the square root will change by a factor of exp(2~i/2) = -1. We express this by saying that the Riemann surface of~consists of two sheets that cover the complex plane and, in traversinga path that surrounds the origin, we move from one sheet to the other. The "ambiguity" of a function is completely characterized by its Riemann surfaceÑ ow let us consider complex functions of N complex variables, defined by finite expressions in those variables whose only multiple-valued primitive is r .
Let the Riemann surface of such a function f have R sheets. Since each square root introduces at most a twofold ambiguity, at least 10g2R square roots must have been used to define f. In order to us~this to prove lower bounds, we. must establish a connection between a' straight-line program over the reals and the Riemann surface of some function of many complex variables. We must further be able to count the number of sheets of that surface.
A complex analytic function of one variable may be defined completely by giving its value on-any finite distance from the sum'
IV. Approximations to the Mean Distance Theorem 4. An £-approximation to the mean distance in one dimension can be found in O(N Zog(l/£)) time.
Having just derived a quadratic lower bound for computing the mean intraset distance in the plane, we will show how it can be circumvented. We say that S* is an £-approximation to S if, for £ > 0, we have Each equivalence class defines a subset of 2N-space.
Since the number of subsets is finite, one of them must contain an interval, and the required analytic continuation can be performed. The fact that comparisons do not help should not have been unexpected: they simply do not contribute to multiple-valuedness.
We summarize all the above results as pole.
An immediate consequence of the Riemann surface technique is that no number of single-valued analytic function evaluations can reduce, even by one, the number of square roots required by equation (5 Why doesn't Theorem 2 imply a quadratic lower bound on the complexity of evaluating (8) ? The reader who understands the answer to this question will have grasped the essence of the argument.
In retrospect, our methods have much of the flavor of independence techniques. We show that the square roots are "independent" because they can each be made singular separately~By identical means we can construct problems of arbitrary polynomial complexity. 
