Abstract. The zero modes and the zero resonances of the Dirac operator H = α · D + Q(x) are discussed, where α = (α1, α2, α3) is the triple of 4 × 4 Dirac matrices, D = 1 i ∇x, and Q(x) =`q jk (x)´is a 4 × 4 Hermitian matrix-valued function with |q jk (x)| ≤ C x −ρ , ρ > 1. We shall show that every zero mode f (x) is continuous on R 3 and decays at infinity with the decay rate |x| −ρ+1 if 1 < ρ < 3, |x| −2 log |x| if ρ = 3, and |x| −2 if ρ > 3. Also, we shall show that H has no zero resonance if ρ > 5/2.
Introduction
This paper is concerned with the Dirac operator where (q, A) is an electromagnetic potential and I 4 is a 4× 4 identity matrix, by taking Q(x) to be −α · A(x) + q(x)I 4 . In the case where q(x) ≡ 0, the operator (1.2) becomes of the form
0 .
The component σ·(D−A(x)) is called the Weyl-Dirac operator. See Balinsky and Evans [5] .
The zero modes of the Dirac operator α · (D − A(x)), the Weyl-Dirac operator σ · (D − A(x)) and the Pauli operator {σ · (D − A(x))} 2 + q(x)I 2 have attracted a considerable attention in recent years, because they have deep and fruitful implications from the view point of mathematics as well as physics. See Adam, Muratori and Nash [1] , [2] , [3] , Balinsky and Evans [4] , [5] , [6] and Elton [9] for the three dimensional case, and Rozenblum and Shirokov [22] for the two dimensional case. It should be remarked that the zero modes play significant roles in the study of Coulomb systems with magnetic fields and in the study of the Lieb-Thirring inequalities for the Pauli operators. See Fröhlich, Lieb and Loss [17] , Loss and Yau [18] , and Erdös and Solovej [10] , [11] , [12] .
We also should like to note that the operator (1.1) also generalizes the Dirac operator of the form
where m(x) is considered to be a variable mass, and β is the 4 × 4 matrix defined by
Spectral properties of the operator (1.3) have been extensively studied recent years. See Kalf and Yamada [15] , Kalf, Okaji and Yamada [16] , Schmidt and Yamada [23] , Pladdy [19] and Yamada [28] . Finally, we would like to emphasize the significant role of the zero modes and the zero resonances in the analysis of the asymptotic behavior, around the origin of the complex plane, of the resolvent of the operator H given by (1.1). One can easily recognize the significance as the work [14] by Jensen and Kato on the Schrödinger operator suggests.
Notation.
The upper and lower half planes C ± are defined by
respectively. By S(R 3 ), we mean the Schwartz class of rapidly decreasing functions on R 3 , and we set S = [S(
, we mean the Hilbert space of square-integrable functions on R 3 , and we introduce a Hilbert space 4 , where the inner product is given by
By L 2,s (R 3 ), we mean the weighted L 2 space defined by
We introduce the Hilbert space
By H µ,s (R 3 ), we mean the weighted Sobolev space defined by
with the inner product
where
In a similar fashion, we introduce the Hilbert space
Note that H µ,0 (R 3 ) coincides with the Sobolev space of order µ: H µ (R 3 ), and by H µ we mean the Hilbert space [
By B(µ, s ; ν, t), we mean the set of all bounded linear operators from H µ,s (R 3 ) into H ν,t (R 3 ), and by B(µ, s ; ν, t), the set of all bounded linear operators from H µ,s into H ν,t . For an operator W ∈ B(µ, s ; ν, t), we define a copy of W ∈ B(µ, s ; ν, t) by 6) where C(= C q ) is a positive constant. Moreover, Q(x) is a Hermitian matrix for each x ∈ R 3 .
Note that under Assumption(A) the Dirac operator (1.1) is a self-adjoint operator in L 2 with Dom(H) = H 1 . The self-adjoint realization will be denoted by H again. With an abuse of notation, we shall write Hf in the distributional sense for f ∈ S ′ whenenver it makes sense. DEFINITION. By a zero mode, we mean a function f ∈ Dom(H) which satisfies Hf = 0.
By a zero resonance, we mean a function f ∈ L 2,−s \ L 2 , for some s with 1/2 < s < 3/2, which satisfies Hf = 0 in the distributional sense.
It is evident that a zero mode of H is an eigenfunction of H corresponding to the eigenvalue 0, i.e., a zero mode is an element of Ker(H), the kernel of the self-adjoint operator H. We also remark that our definition of the zero resonance above is more general than that of Jensen and Kato [14] with respect to the smoothness, though we shall restrict ourselves to ρ > 5/2 and 1/2 < s < min{3/2, ρ − 3/2} in dealing with zero resonances in section 2.
Balinsky and Evans [5] is particulary interesting from our view point in the sense that they dealt with the Weyl-Dirac operator σ · (D − A(x)) and showed that the set of magnetic fields which give rise to zero modes is rather "sparse."
In this paper, we investigate the zero modes and the zero resonances of the operator (1.1) under Assumption(A). Our goal is to establish a pointwise estimate of the zero modes as well as the continuity of the zero modes, and also to show that the zero resonasnces do not exist.
Main results
Theorem 2.1. Suppose Assumption (A) is verified. Let f be a zero mode of the operator (1.1). Then (i) the inequalities
hold for all x ∈ R 3 , where the constant C(= C f ) depends only on the zero mode f ;
(ii) the zero mode f is a continuous function on R 3 . 
A singular integral operator
One of the ingredients of the proofs of the main theorems is a singular integral operator acting on four component vector functions. The singular integral operator we deal with in this section is defined by
where α·(x−y) means the sum of the matrix operation α j for the four-vector (x j − y j )f :
We shall need a few estimates of A on L 2 and on its subspaces.
Proof. Since each α j , j = 1, 2, 3, is a unitary matrix, we have
(Note that |x − y| and |f (y)| are the Euclidean norms of R 3 and R 4 respectively.) Therefore we get
where I 1 is the Riesz potential; see Stein [24, p.117] . We shall appeal two well-known facts (Stein [24, p.119 
These facts, together with (3.2), yield the conclusions of the lemma.
The assertions (i) and (ii) of the lemma respectively follows from these two facts and (3.2).
We introduce a class of functions which is necessary to establish an L ∞ estimate of the operator A. For q ≥ 1, we define
Proof. By virtue of (3.2), we only have to prove that there exists a constant C ′ q such that
be given, and let satisfy u ≥ 0. Then one can find a sequence
(First cut u as χ B(0; n) (x)u by multipying a characteristic function χ B(0; n) of the ball with center at the origin and radius n, then use the mollifier.) For each n, we decompose as
(One should note that the integral on the right hand side of (3.5) converges because of the fact that ϕ n ∈ C ∞ 0 (R 3 ).) If we apply the Hölder inequality to h 0 * ϕ n , then we get
where we have used the fact that 2p < 3 (∵ q > 3 by assumption) and (3.4) . Similarly, if we apply the Schwarz inequality to h 1 * ϕ n , we obtain
If follows from (3.5), (3.6) and (3.7) that
As was mentioned in the proof of Lemma 3.2, the Riesz potential I 1 is a bounded operator from L 2 (R 3 ) to L 2,−s (R 3 ) with s > 3/2. This fact, together with (3.4), implies that there exists a subsequence {ϕ n ′ } such that
e. x ∈ R 3 . Thus taking the limit of (3.8), along with the subsequence, gives (3.3).
Estimates of the resolvents
Another ingredient of the proofs of the main theorems is the limiting absorption principle (LAP) for the free Dirac operator
We note that H 0 with Dom(H 0 ) = H 1 is a self-adjoint operator in L 2 . The self-adjoint realization will be denoted by H 0 again. It is well-known that the spectrum σ(H 0 ) equals the whole real line R. With an abuse of notation again, we shall write H 0 f for f ∈ S ′ . Our idea of proving the LAP for the free Dirac operator H 0 is based on a decomposition of the resolvent
and Γ 0 (z) in (4.2) denotes the copy of the resolvent Γ 0 (z) of the negative Laplacian
See (1.5) for the definition of the copy of an operator. In other words, we shall not distinguish between
We believe this will not cause any confusion. A formal computation shows that
from which one can deduce (4.2). The decomposition (4.2) was first exploited in Balslev and Hellfer [7] . Similar decomposition was also adopted in Pladdy, Saitō and Umeda [20] , [21] .
4.1. The resolvent of the negative Laplacian. It is well known that the resolvent of −∆ is represented as an integral operator:
for z ∈ C \ [0, +∞), where Im √ z > 0. 
Since −2s ′ − 2s + 1 < −3 by assumption of the lemma, we see that (4.7) implies (4.6).
It follows from (4.5) and Lemma 4.1 that the operator 8) which is represented as
belongs to the Hilbert-Schmidt class on L 2 (R 3 ) for z ∈ C \ [0, +∞):
where · HS denotes the Hilbert-Schmidt norm. Note that
for all z 1 , z 2 ∈ C \ [0, +∞). It follows from (4.9) that K(z) is continous, with respect to the Hilbert-Schmidt norm topology, on C \ [0, +∞). Furthermore, we can deduce from (4.6), (4.9) and the Lebesgue dominated convergence theorem that K(z) can be continuously extended, with respect to the Hilbert-Schmidt norm topology, as follows:
where K + (λ) and K − (λ) for λ > 0 are defined by
and
For a later purpose, it is convenient to introduce a subset of the Riemann surface of √ z as follows:
Thus, we can say that K(z) defined by (4.10) -(4.12) is continuous on Π (0, +∞) with respect to the Hilbert-Schmidt norm topology. In view of (4.8), we see that Γ 0 (z), z ∈ C \ [0, +∞), is a HilbertSchmidt operator from L 2,s (R 3 ) to L 2,−s ′ (R 3 ). Hence, in particular, Γ 0 (z) ∈ B(0, s ; 0, −s ′ ), and
Since we have the inequality
we conclude from (4.10) and (4.14) that Γ 0 (z) ∈ B(0, s ; 0, −s ′ ) can be continuously extended as follows:
We must remark that 16) and that
Note that the equality (4.16) allows us to use the notation 
In order to show (4.18), we shall use the fact that
for u ∈ S(R 3 ) and z ∈ C \ [0, +∞). We then have
which implies (4.18). In a similar fashion, we can prove (4.19).
Remark 4.1. We should remark that H µ, s (R 3 ) in Lemma 4.2 is a subset of L 2 (R 3 ) for µ ≥ 0, but not neccesarily for µ < 0. Thus Γ 0 (z) may depend on µ and s. Nonetheless, we have the unique representation of Γ 0 (z) on S(R 3 ), a dense subset of H µ, s (R 3 ):
for every z ∈ Π (0, +∞) , where Im √ z ≥ 0. This representation, together with the fact that S(R 3 ) is dense in H µ, s (R 3 ) for any pair of µ and s, ensures that the extension of Γ 0 (z) S(R 3 ) to H µ, s (R 3 ) is independent of µ and s in a certain sense. Howver, we shall not discuss about the uniqueness of the extension any longer. In the discussions below, we shall mostly deal with the extension of Proof. We first note that 
4.2.
The resolvent of the free Dirac operator H 0 . In view of (4.2), it is convenient for us to introduce the following operator valued-functions Ω + 0 (z) defined on C + and Ω − 0 (z) on C − as follows: 24) in other words, In order to get expressions of the extended resolvents of the free Dirac operator H 0 in terms of Ω ± 0 (z) inroduced in (4.25), we shall exploit the decomposition (4.2) and a boundedness estimate of H 0 in some weighted Sobolev spaces which is given as follow.
Lemma 4.5. Let µ and s ′ be in R. Then
Proof. To prove the lemma, it is sufficient to show that each D j , (j = 1, 2, 3) is a bounded operator from H µ,−s ′ to H µ−1,−s ′ . This fact is a direct consequence of Umeda [26, Lemma 2.1].
Lemma 4.6. Let s, s ′ > 1/2, and s
is continuous in z ∈ C ± . Moreover, as B(−1, s ; 0, −s ′ )-valued functions, they can possess continuous extenstions R ± 0 (z) to C ± respectively, and
(4.27)
Proof. We shall give the proof only for z ∈ C + . The proof for z ∈ C − is similar. As was mentioned before Lemma 4.5, Ω 
Proof. We first recall (4.22), which we can write as
We then combine (4.24) and (4.27), and make differentiation under the integral sign in (4.29), which gives
Noting the fact that
and making integration by parts on the right hand of (4.30) implies that Proof. In view of Corollary 4.1, we only need to give the proof for R + 0 (0). Let f ∈ S, and let {z n } ⊂ C + be a sequence such that z n → 0 as n → ∞. It follows from Lemma 4.6 
This fact implies that there exists a subsequece {z n ′ } ⊂ {z n } suth that
On the other hand, Lemma 4.7, togher with the Lebesgue dominated convergence theorem, implies that
for each x ∈ R 3 . The conclusion of the lemma now follows from (4.32) and (4.33).
Lemma 4.9. Let s, s ′ > 1/2, and s + s ′ > 2. Then A can be continuously extended to an operator in B(−1, s ; 0, −s ′ ).
Proof. Since S is dense in H −1,s , Lemmas 4.6 and 4.8 directly imply the lemma.
In the rest of the paper, we shall denote the extension in Lemma 4.9 by A again. Thus we have
for all g ∈ L 2,s .
Proof. Let g ∈ L 2,s be given. We then start with the fact that
Choose s ′ > 1/2 so that s + s ′ > 2. We see from Lemmas 4.6, 4.8 and 4.9 that
Lemma 4.5, with µ = 0, and (4.36) imply that
Since, by (4.35),
we find that (4.37) yields (4.34).
We shall need Lemma 2.4 of Jensen and Kato [14] , which we shall rewrite in a suitable form to our setting (cf. On the other hand, we find, by Lemma 4.9, that Ag ∈ L 2,−3/2 , because we can choose s ′ so that 1/2 < s ′ ≤ 3/2 and s + s ′ > 2. (Choose s ′ so that max(s, 2 − s) < s ′ ≤ 3/2.) Now we can apply Lemma 4.11(ii) with f replaced by Ag, and obtain
It follows from (4.38) that the left hand side of (4.39) equals Γ 0 (0)H 0 g. This proves the conclusion of the lemma.
By assumption of the lemma, we see that g ∈ L 2,s for some s > 1/2. It follows from Lemma 4.12 that Ag = Γ 0 (0)H 0 g, i.e.,
Since (−∆)f = H 0 g ∈ H −1,s by Lemma 4.5, it follows from assertion (ii) of Lemma 4.11 that Γ 0 (0)(−∆)f = f . Thus AH 0 f = f .
Pointwise estimates for zero modes and their continuity
Proof of Theorem 2.1. We first prove assertion (i). Let f be a zero mode of the operator (1.1). Then we have
It follows from (5.1) and Assumption (A) that
(Recall (4.1) for the definiton of H 0 .) Since ρ > 1 > 1/2 by assumption of the theorem, we can apply Lemma 4.13 to (5.2) and get 
Noting that ρ > 1 by assumption, and applying Lemma 11.1 in Appendix of Umeda [27] to the integral in (5.4), we get the desired inequalities. We next prove assertion (ii) by utilizing (5.3):
Let x 0 be any point in R 3 , and let ε > 0 be given. We choose r > 0 so that
We then decompose f (x) into two parts:
where B(x, 2r) = { y |x − y| ≤ 2r }, E(x, 2r) = { y |x − y| > 2r }.
Since each α j is a unitary matrix, it follows from (5.5) and (5.6) that
where C q is a constant determined by (1.6) in Assumption (A) and C f is a constant described in the inequality (2.1), which we have just proved in the first half of the proof. It follows from the definition of f e (x) that
× Q(y)f (y) dy. whenever |x 0 −x| < r. In view of (1.6) in Assumption (A) and the inequality (2.1), the function on the right hand side of (5.12) is integrable on R 3 . Thus, we can apply the Lebesgue dominated convergence theorem to the integral in (5.8), and conclude that 
Since ε was arbitrary, this completes the proof of assertion (ii).
Nonexistence of zero resonances
Lemma 6.1. If f ∈ L 2 and (α · D)f ∈ L 2 , then f ∈ H 1 .
Proof. We take the Fourier transform of (α · D)f , and we have Then by using assumption of the lemma and (6.1), we see that
where < ·, · > C denotes the inner product of C 4 . In the third equality of (6.2), we have used the anti-commutation relation of the Dirac matrices: α j α k + α k α j = 2δ jk , δ jk being = 1 if j = k, and = 0 if j = k. Since, by assumption of the lemma, f ∈ L 2 , the coclusion of the lemma follows from (6.2).
Proof of Theorem 2.2. Let f satisfy the assumption of the theorem: f ∈ L 2,−s for some s with 1/2 < s < min{3/2, ρ − 3/2}. In the same manner as in (5.2) and (5.3), we can show that
and that f = −AQf. (6.4) Note that ρ − s > 3/2 > 1/2, which we have used to apply Lemma 4.13 in showing (6.4). It follows from Lemma 3.2(i) that f ∈ L 2 . This fact, together with (6.3) and Lemma 6.1, gives the conclusion of the theorem.
