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CHARACTERIZING TRACES ON CROSSED PRODUCTS OF
NONCOMMUTATIVE C*-ALGEBRAS
DAN URSU
Abstract. We give complete descriptions of the tracial states on both the uni-
versal and reduced crossed products of a C*-dynamical system consisting of a
unital C*-algebra and a discrete group. In particular, we also answer the ques-
tion of when the tracial states are in canonical bijection with the invariant tracial
states on the original C*-algebra. This generalizes the unique trace property for
discrete groups. The analysis simplifies greatly in various cases, for example when
the conjugacy classes of the original group are all finite, and in other cases gives
previously known results, for example when the original C*-algebra is commu-
tative. We also obtain results and examples in the case of abelian groups that
appear to contradict existing results in the literature.
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1. Introduction and statement of main results
Understanding the tracial states on a C*-algebra is often of interest, for example in
classification theory. In this paper, we concern ourselves with both the reduced and
universal crossed products arising from C*-dynamical systems consisting of a unital
C*-algebra A and a discrete group G. Given any G-invariant tracial state on A,
we give complete descriptions of the tracial extensions to the crossed products. We
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also translate our characterization into an equivalent condition for when the tracial
extension is unique. Finally, in various special cases, we simplify this condition on
uniqueness of tracial extension.
To establish notation, A will always denote a unital C*-algebra, and G a discrete
group acting on A by *-automorphisms. In addition, the term “automorphism” will
always mean *-automorphism. The reduced crossed product of this action will be
denoted by A ⋊λ G, and the universal crossed product by A ⋊u G. The unitary
corresponding to t ∈ G in A⋊λ G will be denoted by λt, and in A⋊u G will simply
be denoted by t. Furthermore, T (A) will denote the set of all tracial states on A,
and TG(A) the set of tracial states that are invariant under the action of G. Finally,
“trace” will only be used to refer to tracial states.
A key idea in our paper takes inspiration from one of the techniques used by
Kennedy and Schafhauser in [KS19]. In their paper, they study the intersection
property of reduced crossed products, i.e. the property that every nonzero ideal of
A⋊λG has nonzero intersection with A. A key point in their paper is that what they
call pseudoexpectations, introduced in [KS19, Section 6], can be used to characterize
the intersection property. These are G-equivariant, unital, completely positive maps
φ : A⋊λG→ IG(A) with φ|A being the identity map, where IG(A) is the G-injective
envelope of A. It is worth noting that this notion of pseudoexpectation is based on
the original, different notion of pseudoexpectation introduced by Pitts in [Pit17],
and studied by both Pitts and Zarikian in subsequent papers.
We adapt the notion of pseudoexpectations used by Kennedy and Schafhauser to
one that can instead be used to characterize tracial extensions of τ ∈ TG(A) to both
the universal and reduced crossed products. It has been previously recognized (for
example in [Béd93, Section 2]) that the dynamics of G on π(A)′′, where π : A →
B(Hτ ) is the GNS representation of τ , plays an important role in determining the
tracial extensions to the crossed products. See the review we give in Section 2.1 for
why we have an action of G on this von Neumann algebra, along with other basic
properties. This seems to suggest that π(A)′′ is the appropriate object to consider
in place of the G-injective envelope IG(A).
As we will make use of the amenable radical of G when dealing with the reduced
crossed product, the notion of pseudoexpectation that we introduce works relative
to any normal subgroup of G. Note that, given a normal subgroup N ⊳ G, we
canonically have an action of G on A ⋊u N satisfying s · (at) = (s · a)(sts
−1) for
s ∈ G and t ∈ N , by the universal property of A⋊u N .
Definition 1.1. Let τ ∈ TG(A), let π : A → B(Hτ ) be the GNS representation
of (A, τ), let M = π(A)′′, and let N ⊳ G be a normal subgroup. A map F :
A⋊uN →M is called a pseudoexpectation for (A, τ,G,N) if it is unital, completely
positive, G-equivariant, and satisfies F |A = π. If N = G, then we call such a map
a pseudoexpectation for (A, τ,G).
Theorem 1.2. Let τ ∈ TG(A), let π : A → B(Hτ ) be the GNS representation of
(A, τ), let M = π(A)′′, and let τM denote the corresponding faithful normal trace
on M . Then the following sets are in natural bijection with each other:
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(1) The set of all pseudoexpectations F : A⋊u G→M for (A, τ,G).
(2) The set of all {xt}t∈G ⊆M satisfying:
(a) xe = 1.
(b) xty = (t · y)xt for all y ∈M and t ∈ G.
(c) s · xt = xsts−1 for all s, t ∈ G.
(d) The matrix [xst−1 ]s,t∈F is positive for all finite F ⊆ G.
(3) {σ ∈ T (A⋊u G) | σ|A = τ}.
The natural map from (1) and (2) is given by letting xt = F (t), and the natural map
from (2) to (3) is given by defining a trace σ ∈ T (A⋊u G) by σ(at) = τM (π(a)xt).
For the case of the reduced crossed product, we replace almost all instances of G
with the amenable radical Ra(G), which is the largest amenable normal subgroup of
G. This was originally introduced by Day in [Day57, Section 4, Lemma 1]. The main
idea making the case of the reduced crossed product tractable is that, by a result
of Bryder and Kennedy [BK16, Theorem 5.2], any trace on A⋊λG concentrates on
A ⋊λ Ra(G), in the sense that it vanishes on aλt whenever t /∈ Ra(G). However,
A⋊λRa(G) = A⋊uRa(G) by amenability of Ra(G), and so we may apply the results
we obtained in the case of universal crossed products.
Theorem 1.3. Let τ ∈ TG(A), let π : A → B(Hτ ) be the GNS representation of
(A, τ), let M = π(A)′′, and let τM denote the corresponding faithful normal trace
on M . Then the following sets are in natural bijection with each other:
(1) The set of all pseudoexpectations F : A⋊uRa(G)→M for (A, τ,G,Ra(G)).
(2) The set of all {xt}t∈Ra(G) ⊆M satisfying:
(a) xe = 1.
(b) xty = (t · y)xt for all y ∈M and t ∈ Ra(G).
(c) s · xt = xsts−1 for all s ∈ G and t ∈ Ra(G).
(d) The matrix [xst−1 ]s,t∈F is positive for all finite F ⊆ Ra(G).
(3) {σ ∈ T (A⋊λ G) | σ|A = τ}.
The natural map from (1) and (2) is given by letting xt = F (λt), and the natural map
from (2) to (3) is given by defining a trace σ ∈ T (A⋊λ G) by σ(aλt) = τM (π(a)xt)
for t ∈ Ra(G), and σ(aλt) = 0 for t /∈ Ra(G).
Traces on A ⋊u G and A ⋊λ G are easiest to understand when they correspond
exactly to G-invariant traces on A. Let E : A ⋊λ G → A denote the canonical
expectation. There is also a canonical expectation from A ⋊u G to A given by
composing E with the canonical *-homomorphism from A⋊u G to A⋊λ G.
Remark 1.4. Any trace σ ∈ T (A⋊λG) satisfies σ|A ∈ TG(A). Conversely, any τ ∈
TG(A) gives rise to a trace on A⋊λG by composing with the canonical expectation.
That is, τ ◦E ∈ T (A⋊λG). Analogous results hold for the universal crossed product.
Keeping the above in mind, we generalize the notion of the unique trace property
for discrete groups. Recall that G is said to have the unique trace property if the
only trace on the reduced group C*-algebra C∗λ(G) ⊆ B(ℓ
2(G)) is the canonical
one, given by τλ(a) = 〈 aδe | δe 〉. This was shown in [BKKO17, Corollary 4.3] to be
equivalent to G having trivial amenable radical.
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Definition 1.5. Given any σ ∈ T (A ⋊λ G), we will say that σ is canonical if it is
of the form σ = τ ◦ E for some τ ∈ TG(A), or equivalently, if σ = σ ◦ E. Canonical
traces on A ⋊u G are defined analogously. Given τ ∈ TG(A), we will say that it
has unique tracial extension on A ⋊λ G (or A ⋊u G) if the only σ ∈ T (A ⋊λ G)
(respectively, T (A⋊u G)) satisfying σ|A = τ is the canonical one.
Before proceeding further, we note that setting A = C in both of the above
theorems indeed gives back previously known results.
Remark 1.6. Setting A = C in Theorem 1.2 gives back the well-known result
that traces on the universal group C*-algebra C∗u(G) correspond to positive definite
functions f : G → C that are constant on conjugacy classes and satisfy f(e) = 1.
In addition, setting A = C in Theorem 1.3 gives back the fact that the unique trace
property for the reduced group C*-algebra C∗λ(G) is equivalent to having Ra(G) =
{e}, as in set (2), we may always let xt = 1 for t ∈ Ra(G).
In the above theorems in set (2), condition (b) in particular highlights a link with
proper outerness of the action (see the review in Section 2.2 for definitions). Thus,
we obtain an immediate corollary which is perhaps a slight generalization of some
previously known results (see [Béd96, Proposition 9], for example).
Corollary 1.7. Let τ ∈ TG(A), let π : A → B(Hτ ) be the GNS representation of
(A, τ), and let M = π(A)′′. If the action of Ra(G) on M is properly outer, then τ
has unique tracial extension on A⋊λ G. If the action of G on M is properly outer,
then τ has unique tracial extension on A⋊u G.
Another key idea in our paper is developed in Section 3, where we convert the
conditions in set (2) in Theorems 1.2 and 1.3 into conditions on what we call a partial
almost inner action, with an optional property which we call positively compatible.
This is similar to the notion of a partial group representation - see, for example, the
book of Exel [Exe17] - together with its applications in the work done by Kennedy
and Schafhauser in [KS19]. We adapt the notion of a properly outer action (for single
automorphisms), giving us what we call a jointly almost properly outer action. This
condition is again sufficient, and in some special cases necessary, for τ ∈ TG(A) to
have unique tracial extension. All of the definitions required for this theorem and
its corollaries can be found in Definitions 3.1 and 3.3.
Theorem 1.8. Let τ ∈ TG(A), let π : A → B(Hτ ) be the GNS representation of
(A, τ), and let M = π(A)′′. Then τ has unique tracial extension on A⋊λ G if and
only if the action of G on M is not partially almost inner relative to the normal sub-
group Ra(G) with respect to some nontrivial positively compatible {(pt, ut)}t∈Ra(G).
In particular, it is sufficient for the action to be jointly almost properly outer relative
to Ra(G). On the universal crossed product A⋊u G, τ has unique tracial extension
if and only if the action of G on M is not partially almost inner with respect to
some nontrivial positively compatible {(pt, ut)}t∈G. In particular, it is sufficient for
the action to be jointly almost properly outer.
The rest of our results are simplifications of the above theorem in certain special
cases. Recall that the FC center of a group G is the set of all elements of G
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finite conjugacy classes. An FC group is a group in which every conjugacy class
is finite, i.e. one that is equal to its FC center. It is known that FC groups are
amenable, and so in particular this next result applies to such groups.
Corollary 1.9. Assume G is a group with the property that the amenable radical
Ra(G) and the FC center coincide. Let τ ∈ TG(A), let π : A → B(Hτ ) denote the
GNS representation, and let M = π(A)′′. Then τ has unique tracial extension on
A⋊λ G if and only if the action of G on M is jointly almost properly outer relative
to the normal subgroup Ra(G).
The conditions of the above theorem simplify even further in the case of groups
whose amenable radical is equal to the center. In particular, the following corollary
applies to abelian groups.
Corollary 1.10. Assume G is a group with the property that Ra(G) = Z(G). Let
τ ∈ TG(A), let π : A→ B(Hτ ) denote the GNS representation, and let M = π(A)
′′.
Then τ has unique tracial extension on A⋊λG if and only if for any t ∈ Ra(G)\{e},
there does not exist a central projection p 6= 0 in M and u ∈ U(Mp) with the
properties that:
(1) s · p = p and s · u = u for all s ∈ G.
(2) t acts by Adu on Mp.
Various results on τ ∈ TG(A) having unique tracial extension in the case of
abelian groups already exist in the literature, but they appear to be incorrect. This
is investigated in Sections 5.1 and 5.2. Interestingly enough, even though Section 5.2
appears to give a counterexample in the case of finite cyclic groups, some of these
results (specifically [Tho95, Theorem 4.3]) still hold in the case of integer actions.
Theorem 1.11. Assume α ∈ Aut(A), and consider the corresponding action of Z
on A. Let τ ∈ TZ(A), let π : A → B(Hτ ) denote the GNS representation, and let
M = π(A)′′. Then τ has unique tracial extension on A⋊λZ if and only if the action
of Z on M is properly outer.
Another case in which the characterization simplifies is in the case of crossed
products of commutative C*-algebras. The case of the universal crossed product is
already known - see [KTT90, Theorem 2.7]. Essential freeness and its relation to
proper outerness are reviewed in Section 2.2.
Corollary 1.12. Assume G acts on a compact Hausdorff space X by homeomor-
phisms, and µ is a G-invariant Borel Radon probability measure on X. Then µ has
unique tracial extension on C(X)⋊λG if and only if the action of Ra(G) on (X,µ)
is essentially free. For the universal crossed product C(X)⋊uG, µ has unique tracial
extension if and only if the action of G on (X,µ) is essentially free.
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2. Preliminaries
2.1. Tracial GNS representations. Throughout this paper, we will make heavy
use of passing from a tracial C*-algebra to the von Neumann algebra it generates
under the GNS representation. Here, we establish the basic facts that we will
use. This first proposition is well-known - see, for example, [Tak02, Chapter V,
Proposition 3.19].
Proposition 2.1. Assume A is a unital C*-algebra, and τ ∈ T (A). Let π : A →
B(Hτ ) denote the GNS representation and let M = π(A)
′′. Then there is a faithful
normal trace τM on M satisfying τM ◦ π = τ .
Observe that the above proposition makes no assumptions on τ ∈ T (A) being
faithful - it is always the case that τM ∈ T (M) is faithful. In addition, τM is
uniquely determined by normality.
It is also a basic fact of von Neumann algebras that we do not need to worry
about normality when dealing with *-isomorphisms:
Proposition 2.2. Assume π : M → N is a *-isomorphism of von Neumann alge-
bras. Then π is automatically normal and has normal inverse.
Proof. This follows from the general fact that *-isomorphisms between C*-algebras
preserve the order structure. 
It is well-known that any trace-preserving group action on a C*-algebra will ex-
tend to the GNS von Neumann algebra. First, we note the following result, the
proof of which is straightforward and left as an exercise to the reader.
Lemma 2.3. Assume A and B are unital C*-algebras, τ ∈ T (A) and σ ∈ T (B),
and ρ : A → B is a *-isomorphism satisfying σ ◦ ρ = τ . Let πτ : A → B(Hτ ) and
πσ : B → B(Hσ) denote the GNS representations, letM = πτ (A)
′′ and N = πσ(B)
′′,
and let τM ∈ T (M) and τN ∈ T (N) the corresponding faithful normal traces. There
is a *-isomorphism ρ˜ : M → N satisfying ρ˜ ◦ πτ = πσ ◦ ρ. In addition, ρ˜ is uniquely
determined, and σN ◦ ρ˜ = τM .
Proposition 2.4. Assume A is a unital C*-algebra and τ ∈ TG(A). Let π : A →
B(Hτ ) denote the GNS representation, let M = π(A)
′′, and let τM denote the corre-
sponding faithful normal trace on M . Letting αt : A→ A denote the action of t ∈ G
on A, there are *-automorphisms α˜t : M →M satisfying α˜t◦π = π◦αt, and each α˜t
is uniquely determined. In addition, t 7→ α˜t defines a valid group action, and with
respect to this action, we have that τM ∈ TG(M), and π : A→M is G-equivariant.
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Proof. Existence and uniqueness of α˜t : M →M satisfying α˜t ◦ π = π ◦ αt immedi-
ately follows from Lemma 2.3. It remains to check that t 7→ α˜t indeed gives a group
homomorphism:
α˜s(α˜t(π(a))) = α˜sπ(αt(a)) = π(αs(αt(a))) = π(αst(a)).
Our earlier remark on the uniqueness of these *-automorphisms tells us that α˜s◦α˜t =
α˜st. Finally, the fact that τM ◦ α˜t = τM tells us τM ∈ TG(M), and the fact that
α˜t ◦ π = π ◦ αt tells us π : A→M is G-equivariant. 
GNS representations also behave nicely with respect to trace-preserving inclusions
of C*-algebras. The following lemma is likely already known - we offer a proof here
for convenience.
Proposition 2.5. Assume A ⊆ B is a unital embedding of C*-algebras, and τ ∈
T (B). Let π : A → B(L2(A, τ)) and σ : B → B(L2(B, τ)) be the GNS represen-
tations of (A, τ |A) and (B, τ), respectively, let M = π(A)
′′ and N = σ(B)′′, and
let τM ∈ T (M) and τN ∈ T (N) be the corresponding faithful normal traces. Then
we have an embedding ι : M → N with the properties that ι(M) is a von Neumann
subalgebra of N , ι : M → ι(M) is a normal *-isomorphism with normal inverse,
ι ◦ π = σ|A, and τN ◦ ι = τM .
Proof. Observe that we canonically have L2(A, τ) ⊆ L2(B, τ), and let F : B(L2(B, τ))→
B(L2(A, τ)) denote the compression map. Given that L2(A, τ) is σ(A)-invariant, we
have that F (σ(a)) = π(a) for all a ∈ A. By normality, we have F (σ(A)′′) ⊆ π(A)′′.
We claim that F |σ(A)′′ : σ(A)
′′ → π(A)′′ is injective. Observe that τM ◦F and τN
agree on σ(A), and so by normality, on σ(A)′′. But τN is faithful, and this forces F
to be faithful on σ(A)′′.
Surjectivity of F |σ(A)′′ : σ(A)
′′ → π(A)′′ is also easy enough to deduce - the unit
ball of σ(A)′′ is weak*-compact, and hence by normality it maps to a weak*-closed
subset of π(A)′′. In addition, the unit ball of σ(A) maps to a norm-dense subset of
the unit ball of π(A) (this is true for any quotient map of C*-algebras). These two
facts, combined with Kaplansky density, tell us that the image of the unit ball of
σ(A)′′ is the entire unit ball of π(A)′′. Linearity takes care of the rest.
In summary, we have shown that F |σ(A)′′ : σ(A)
′′ → π(A)′′ is a *-isomorphism.
We claim that ι := (F |σ(A)′′ )
−1 : π(A)′′ → σ(A)′′ is the embedding we are looking
for. By construction, we have ι(π(a)) to σ(a). From here, we see that
τN (ι(π(a))) = τN (σ(a)) = τ(a) = τM (π(a)),
and so by normality, τN ◦ ι and τM agree on all of M . 
2.2. Properly outer automorphisms. It has long been recognized that proper
outerness of an action of G on a C*-algebra or a von Neumann algebra leads to
nice structure theory for the corresponding crossed product, particularly in the
von Neumann algebra case - see, for example, [Kal69, Theorem 3.3]. This is a
generalization of essential freeness for measure spaces. To establish notation, given
a set X and a map α : X → X, we denote the set of fixed points {x ∈ X | α(x) = x}
by Fix(α).
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Definition 2.6. Assume X is a compact Hausdorff space, α : X → X a homeo-
morphism, and µ an α-invariant Borel Radon probability measure on X. We say
that α is essentially free on (X,µ) if µ(Fix(α)) = 0. If G is a group acting on X by
µ-invariant homeomorphisms αt, we say that the action is essentially free on (X,µ)
if each αt is essentially free for t ∈ G \ {e}.
Kallman introduced in [Kal69, Definition 1.3] a notion of freely acting automor-
phisms for general von Neumann algebras, as opposed to just L∞(X,µ):
Definition 2.7. Let M be a von Neumann algebra and α ∈ Aut(M). We say that
α is freely acting if whenever xy = α(y)x for all y ∈M , we have x = 0.
General automorphisms on von Neumann algebras enjoy a very nice decomposi-
tion theory into an inner part and a freely acting part - see [Kal69, Theorem 1.11],
along with its proof.
Theorem 2.8. Let M be a von Neumann algebra and α ∈ Aut(M). There is a
largest α-invariant central projection p ∈ M with the property that α|Mp is inner.
In addition, α|M(1−p) is freely acting. Finally, the decomposition α = α1 ⊕ α2 and
M =M1⊕M2, with αi ∈ Aut(Mi) and the property that α1 is inner and α2 is freely
acting, is unique.
Proper outerness is an equivalent formulation of freeness (nowadays, the terms
are often used interchangeably), and is usually defined as follows:
Definition 2.9. Let M be a von Neumann algebra and α ∈ Aut(M). We say that
α is properly outer if there is no nonzero α-invariant central projection p ∈M with
the property that α|Mp is inner. If G is a group acting onM by *-automorphisms αt,
we say that the action is properly outer if each αt is properly outer for t ∈ G \ {e}.
We will not make use of this following definition, but it is worth noting that
we call a group action α : G → Aut(M) inner if there is a group homomorphism
β : G → U(M) with the property that α(t) = Adβ(t). It is important to keep in
mind that this is not equivalent to having each α(t) be inner - indeed, it is not hard
to check that the example in Section 5.1 is in fact a finite-dimensional example of
this phenomenon. In addition, we call the action outer if each α(t), t ∈ G \ {e}, is
outer. Observe that if M is a factor, then outer and properly outer are equivalent.
This next result is well-known, and highlights the fact that proper outerness truly
does generalize the notion of essential freeness. The proof is slightly nontrivial and
hard to find in the literature, and so we include it here.
Proposition 2.10. Assume X is a compact Hausdorff space, α : X → X a home-
omorphism, and µ an α-invariant Borel Radon probability measure. Then α is es-
sentially free on (X,µ) if and only if the corresponding automorphism on L∞(X,µ)
is properly outer.
Proof. If α were not essentially free on (X,µ), then p = 1Fix(α) is a nonzero α-
invariant central projection in L∞(X,µ), and the action on (L∞(X,µ))p is trivial.
Conversely, assume such a projection p ∈ L∞(X,µ) exists, and let E = supp p.
Replacing E by ∪n∈Zα
n(E), we may assume without loss of generality that E is
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α-invariant. We claim that Y := E \ Fix(α) is a null set. Given y ∈ Y , we may
choose an open neighbourhood Uy with the property that α(Uy) ∩ Uy = ∅. Observe
that Uy ∩Y is a null set by our assumption that α acts trivially on L
∞(E,µ). Now,
µ is inner regular on all sets (it is outer regular, and we may take complements),
and so given any ε > 0, we may choose a compact set K ⊆ Y with µ(Y \K) < ε.
By compactness, K admits a finite subcover from {Uy}y∈Y , and using the fact that
every Uy ∩K is a null set, we deduce that K is a null set. Consequently, so is Y .
Thus, without loss of generality, we have E ⊆ Fix(α), and so the action of α on
(X,µ) is not essentially free. 
Although we will not make use of this fact, it is worth keeping in mind that
“central” is often omitted from Theorem 2.8 and Definition 2.9. It is a result of
Borchers, [Bor74, Lemma 5.7], that if e is any projection in M , not necessarily
central, and α ∈ Aut(M) satisfies α(e) = e and is inner on eMe, then it is inner on
Mp, where p is the central cover of e.
3. Almost inner actions
This section builds on what was reviewed in Section 2.2. As previously mentioned,
we aim to convert the conditions in Theorems 1.2 and 1.3, set (2), into conditions
on inner actions on corners of the von Neumann algebra M , which are often much
easier to check in practice. This will be done by taking the polar decomposition
of the elements xt, and this is the motivation behind the definitions that follow.
Observe that condition (b) in these theorems is precisely the identity used in the
definition of freely acting automorphisms. Condition (d), however, has no obvious
nice resulting condition on the unitaries that we obtain, and so we do not include
any analogous condition in our definition of partially almost inner below. Instead,
we include it as a separate property which we call positively compatible.
Definition 3.1. AssumeM is a von Neumann algebra, N ⊳G is normal, and G acts
on M by *-automorphisms. We say that the action is partially almost inner relative
to N with respect to {(pt, ut)}t∈N if:
(1) pt is a central projection in M satsifying t · pt = pt, ut is a unitary in Mpt,
and moreover, t acts on Mpt by Adut.
(2) pe = 1 and ue = 1.
(3) pt = pt−1 and u
∗
t = ut−1 .
(4) s · pt = psts−1 and s · ut = usts−1 for all s ∈ G and t ∈ N .
If pt = 0 for all t ∈ N \{e}, we call {(pt, ut)}t∈N trivial, and nontrivial otherwise. If
there exists a choice of {(pt, ut)}t∈N with pt = 1 for all t ∈ N , then we say that the
action is almost inner relative to N . If, in addition, N = G, then we simply call the
action almost inner. We say that the action is jointly almost properly outer relative
to N if the only {(pt, ut)}t∈N with respect to which it is partially almost inner is
the trivial one. We will simply call the action jointly almost properly outer if it is
jointly properly outer relative to G.
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Remark 3.2. It is worth noting that if pt = 1 for all t in the above definition,
then the map t 7→ ut is not necessarily an inner action of G on M , i.e. we are not
guaranteed that ust = usut. This is the motivation behind the term almost. In
addition, the usual definitions of a properly outer (or just outer) action α : G →
Aut(M) is that each individual α(t), t 6= e, is properly outer (respectively, outer).
The term jointly highlights the fact that we require compatibility conditions between
each of the individual α(t).
Definition 3.3. Let {(pt, ut)}t∈N be as in Definition 3.1. We say that {(pt, ut)}t∈N
are positively compatible if there exist elements {yt}t∈N ⊆M such that:
(1) yt ∈ Z(M) and yt ≥ 0.
(2) The projection onto ranyt is pt.
(3) ye = 1.
(4) yt = yt−1 .
(5) s · yt = ysts−1 for all s ∈ G and t ∈ N .
(6) Given any finite F ⊆ N , the matrix [ust−1yst−1]s,t∈F is positive.
It is worth noting that positive compatibility is not a redundant condition, as the
following example shows:
Example 3.4. It is known that it is possible to construct an infinite group G with
only two conjugacy classes, using HNN extensions. A proof can be found in the
original paper by Higman, Neumann, and Neumann - see [HNN49, Theorem III].
Let A = C, let pt = 1 for all t ∈ G, and let ut = −1 for t 6= e. It is clear that the
trivial action is almost inner with respect to {(pt, ut)}t∈G. However, we claim that
{(pt, ut)}t∈G is not positively compatible. To this end, assume otherwise and let
{yt}t∈G be as in Definition 3.3, and observe that yt are all some positive constant
γ > 0 for t 6= e. Now letting F ⊆ G be any finite subset with |F | = n, we have that
the matrix 
1 −γ . . . −γ
−γ 1
. . .
...
...
. . .
. . . −γ
−γ . . . −γ 1

is positive. This is equal to (1+γ)I+[−γ], and basic linear algebra tells us that the
eigenvalues of this matrix are (1+γ)−nγ and 1+γ. In particular, (1+γ)−nγ < 0
if n is sufficiently large, contradicting the positivity of the above matrix.
Proposition 3.5. Assume M is a von Neumann algebra, N ⊳G is normal, G acts
on M by *-automorphisms, and {xt}t∈N ⊆M is such that:
(1) xty = (t · y)xt for all b ∈M .
(2) xe = 1.
(3) x∗t = xt−1 .
(4) s · xt = xsts−1 for all s ∈ G and t ∈ N .
Let xt = ut |xt| be the polar decomposition of xt, where ut is the unique partial isom-
etry such that u∗tut is the projection onto ran |xt|, and denote this projection by pt.
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Then the action is partially almost inner relative to N with respect to {(pt, ut)}t∈N .
Moreover, if for every finite F ⊆ N , we have that the matrix [xst−1 ]s,t∈F is positive,
then {(pt, ut)}t∈N is positively compatible with respect to {|xt|}t∈N .
Conversely, if the action is partially almost inner relative to N with respect to
{(pt, ut)}t∈N , then xt = ut satisfy the above conditions. If, in addition, {(pt, ut)}t∈N
is positively compatible with respect to {yt}t∈N , then xt = utyt satisfy the above
conditions, and also satisfy the property that for any finite F ⊆ N , the matrix
[xst−1 ]s,t∈F is positive.
Proof. This proof is somewhat similar to the proof of [Kal69, Theorem 1.1]. For
convenience, we recreate the necessary parts here. Assume {xt} is such a collection.
Observe that for w ∈ U(M), we have
w∗x∗txtw = x
∗
t (t · w)
∗(t · w)xt = x
∗
txt,
which shows x∗txt ∈ Z(M). Thus, we have that |xt| and pt ∈W
∗(|xt|) also lie in the
center. Given xt is fixed by t, so is pt. In addition,
xtx
∗
t = (t · x
∗
t )xt = x
∗
txt,
i.e. xt is normal. Now, the equality
ranxt = (ker x
∗
t )
⊥ = (ker |x∗t |)
⊥ = ran |x∗t | = ran |xt|
tells us that utu
∗
t = u
∗
tut, i.e. ut is a unitary in Mpt. Furthermore, we note that
uty |xt| = ut |xt| y = xty = (t · y)xt = (t · y)ut |xt| ,
which shows that t acts by Adut on Mpt. This gives us property (1) of partial
almost inner actions. Furthermore, it is clear that we have both ue = 1 and pe = 1
(property (2)).
Given that |xt−1 | = |x
∗
t | = |xt|, we have pt−1 = pt. Now observe that
u∗t |xt| = |xt|
∗ u∗t = x
∗
t = xt−1 = ut−1 |xt−1 | = ut−1 |xt| .
Given that u∗t and ut−1 share the same initial projection pt, it follows from uniqueness
of polar decomposition that u∗t = ut−1 . This is property (3).
Finally, given s ∈ G and t ∈ N , we see that
usts−1 |xsts−1| = xsts−1 = s · xt = (s · ut)(s · |xt|) = (s · ut) |xsts−1 | .
We wish to conclude that usts−1 and s · ut have the same initial projection. By
the crossed product construction, we may assume without loss of generality that
M ⊆ B(H), where G acts on H by unitaries λt, and t · y = λtyλ
∗
t for all y ∈ M .
This gives us that (s · ut)
∗(s · ut) = λs(u
∗
tut)λ
∗
s is the projection onto
λs(ran |xt|) = ran(λs |xt|) = ran(λs |xt|λ
∗
s) = ran |xsts−1 | .
Thus, usts−1 and s · ut share the same initial projection psts−1. Uniqueness of polar
decomposition tells us that they are therefore equal, which also gives us that s ·pt =
psts−1. This is property (4).
If [xst−1 ]s,t∈F is positive for all finite F ⊆ N , then it follows immediately from the
definition and from the work that was done above that {(pt, ut)}t∈N are positively
compatible with respect to {|xt|}t∈N .
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The converse given for converting {(pt, ut)}t∈N back into elements xt satisfying
the given properties follows from the definitions and is straightforward to verify. 
The intersection property for noncommutative reduced crossed products is studied
in [KS19]. Their results show that if the action G y IG(A), where IG(A) denotes
the G-injective envelope of A, is properly outer, then A ⋊λ G has the intersection
property. Moreover, if the action Gy I(A), where I(A) denotes the usual injective
envelope of A, has a property they call vanishing obstruction, then the converse to
this result holds. Here, we show that a very mild adaptation of the intersection
property is enough to guarantee that a partial almost inner action is positively
compatible.
Proposition 3.6. AssumeM is a von Neumann algebra, N⊳G is normal, G acts on
M by *-automorphisms, and the action is partially almost inner relative to N with
respect to {(pt, ut)}t∈N . If, in addition, we have that pspt ≤ pst and usut = ustpspt,
then {(pt, ut)}t∈N is positively compatible with respect to {pt}t∈N .
Proof. Let {s1, . . . , sn} be a finite subset of N . We wish to show that the matrix
[usis−1j
] is positive. Let Z(M) = C(X), and consider the sets supppsis−1j
⊆ X. We
may choose finitely many disjoint sets Ek ⊆ X such that ⊔kEk = X, and for any i, j,
and k, we have Ek ⊆ supp psis−1j
or Ek∩supppsis−1j
= ∅. These sets can be chosen to
be finite intersections of sets of the form supppsis−1j
and their complements, making
each Ek clopen. We will prove that [usis−1j
1Ek ] ≥ 0 for every k.
To this end, fix k, and define a relation on {1, . . . , n} by i ∼ j if and only if Ek ⊆
supp psis−1j
. This is in fact an equivalence relation - it is clear that this is reflexive
and symmetric. Transitivity follows from the fact that psi1s
−1
i2
psi2s
−1
i3
≤ psi1s
−1
i3
.
Thus, if we assume without loss of generality that {s1, . . . , sn} are ordered such
that the equivalence classes are of the form {m,m+ 1, . . . ,m+ l}, then [usis−1j
1Ek ]
becomes a block diagonal matrix, where each block of the diagonal is of the form
[usis−1j
1Ek ]i,j=m,...,m+l, and Ek ⊆ supp psis−1j
for every element in this submatrix.
Hence, to prove our original matrix is positive, we may assume without loss of
generality that Ek ⊆ supp psis−1j
for all i and j. This matrix is positive, as
us1s−11
1Ek
...
usns−11
1Ek


us1s−11
1Ek
...
usns−11
1Ek

∗
= [usis−1j
1Ek ].

4. Proof of main results
As before, A denotes a unital C*-algebra and G a discrete group acting on A by
*-automorphisms. Throughout this section, we will fix an invariant trace τ ∈ TG(A),
denote by π : A → B(Hτ ) the GNS representation, let M = π(A)
′′, and let τM be
the corresponding faithful normal trace on M .
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This first lemma is likely already known, and we give a quick proof for convenience.
We will denote A[G] := {
∑
finite atwt}, i.e. the set of finitely-supported functions
from G to A, together with the usual *-algebraic operations obtained by viewing
this as a subset of A ⋊u G. A function φ : A[G] → C is said to be positive definite
if for any f ∈ A[G], we have φ(f∗f) ≥ 0.
Lemma 4.1. Assume φ : A[G]→ C is a positive definite function satisfying φ(1) =
1. Then φ extends to a state on A⋊u G.
Proof. This proof is essentially a modified GNS construction. Define a bilinear form
on A[G] by 〈 f1 | f2 〉 := φ(f
∗
2 f1), and observe that this is positive, as φ is positive
definite. Letting N = {f ∈ A[G] | 〈 f | f 〉 = 0}, we have that the completion of
A[G]/N with respect to the corresponding quotient inner product becomes a Hilbert
space, which we will denote by H.
It is clear that we have a unitary representation u : G→ U(H) given by u(s)f =
wsf for f ∈ A[G]. We also have a *-representation ρ : A→ B(H) given by ρ(a)f =
af , as
〈 af | af 〉 = φ(f∗a∗af) ≤ ‖a‖2 φ(f∗f),
where this last equality holds due to the fact that
φ(f∗(‖a‖2 − a∗a)f) = φ(f∗(‖a‖2 − a∗a)1/2(‖a‖2 − a∗a)1/2f) ≥ 0.
(It is a subtle but important point that ‖a‖2 − a∗a still admits a positive square
root in A[G]. This is not necessarily true anymore if we replace a with an arbitrary
element of A[G]). Moreover, ρ and u form a covariant pair. By the universal
property of A ⋊u G, we obtain a *-homomorphism ρ˜ : A ⋊u G → B(H) given by
ρ˜(as) = ρ(a)u(s). Consequently, we obtain a positive functional σ ∈ (A⋊uG)
∗ given
by σ(at) = 〈 ρ˜(at)we |we 〉 = φ(awt). It is clear that, in addition, σ(1) = 1. 
Proposition 4.2. Assume {xt}t∈G ⊆ M satisfy the assumptions of Theorem 1.2,
set (2). Then there is a trace σ ∈ T (A⋊λ G) satisfying σ(at) = τM (π(a)xt).
Proof. In light of Lemma 4.1, to show that we at least obtain a state σ ∈ S(A⋊uG)
with the above property, it suffices to show that the function σ : A[G] → C given
by σ(awt) = τM (π(a)xt) is positive definite. To this end, assume f =
∑n
i=1 asiwsi ∈
A[G]. We have that
σ(f∗f) =
n∑
i=1
n∑
j=1
σ(w∗sia
∗
siasjwsj)
=
n∑
i=1
n∑
j=1
σ(s−1i · (a
∗
siasj)ws−1i sj
)
=
n∑
i=1
n∑
j=1
τM ((s
−1
i · π(asi)
∗)(s−1i · π(asj ))xs−1
i
sj
)
= τM
 n∑
i=1
n∑
j=1
(s−1i · π(asi)
∗)xs−1
i
sj
(s−1j · π(asj ))
 .
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Observe, however, thats
−1
1 · π(as1)
...
s−1n · π(asn)

∗ 
xs−1
1
s1
. . . xs−1
1
sn
...
...
xs−1n s1 . . . xs−1n sn

s
−1
1 · π(as1)
...
s−1n · π(asn)

=
n∑
i=1
n∑
j=1
(s−1i · π(asi)
∗)xs−1
i
sj
(s−1j · π(asj)),
guaranteeing that σ is positive definite. It remains to show that the extension to
A⋊u G is still a trace:
σ((as)(bt)) = σ((a(s · b))st)
= τM(π(a)(s · π(b))xst)
= τM((s
−1 · π(a))π(b)xts)
= τM(π(b)xts(s
−1 · π(a)))
= τM(π(b)(t · π(a))xts)
= σ((b(t · a))ts)
= σ((bt)(as))

Remark 4.3. There is nothing special about τ being a trace in Proposition 4.2.
An analogous result will hold if we replace τ with an arbitrary G-invariant state,
except the extension to A⋊u G will of course no longer necessarily be a trace.
Lemma 4.4. Assume σ1, σ2 ∈ T (A⋊uG) are two states satisfying σ1(at) = τM(π(a)xt)
and σ2(at) = τM (π(a)yt) for some {xt}t∈G , {yt}t∈G ⊆ M . If σ1 = σ2, then xt = yt
for all t ∈ G.
Proof. Assume otherwise, and fix some t ∈ G with xt 6= yt. Letting (aλ) ⊆ A be a
net with the property that (π(aλ)) is weak*-convergent to (xt − yt)
∗, we see that
(σ1 − σ2)(aλt) = τM (π(aλ)(xt − yt))→ τM ((xt − yt)
∗(xt − yt)).
This limit value is nonzero, as τM is faithful. Thus, there is some λ such that σ1(aλt)
and σ2(aλt) differ. 
Proof of Theorem 1.2. Starting with any pseudoexpectation F : A ⋊u G → M for
(A, τ,G) and letting xt = F (t), we note that that A lies in the multiplicative domain
of F - see, for example, [BO08, Proposition 1.5.7], for a review of multiplicative do-
main. Thus, F (at) = π(a)xt, and so the map between sets (1) and (2) is necessarily
injective. It remains to show that xt indeed satisfy all of the aforementioned prop-
erties. We have that xe = 1 follows from F being unital, and s · xt = xsts−1 follows
from F being G-equivariant. Now, given any a ∈ A and t ∈ G, observe that
xtπ(a) = F (ta) = F ((t · a)t) = (t · π(a))xt.
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Given that π(A) is weak*-dense in M , taking limits allows us to conclude that
xty = (t · y)xt holds for all y ∈M . Finally, given s1, . . . , sn ⊆ G, we note that
F (n)

s1...
sn

s1...
sn

∗ =

xs1s−11
. . . xs1s−1n
...
...
xsns−11
. . . xsns−1n
 .
Complete positivity of F says that [xsis−1j
] is therefore positive.
Now, starting with any {xt}t∈G ⊆ M as in (2), Proposition 4.2 tells us that
σ(at) = τM (π(a)xt) indeed defines a valid trace. Moreover, this map from (2) to (3)
is injective by Lemma 4.4.
Finally, we can show the maps from sets (1) to (2) and (2) to (3) are bijective
by showing that their composition is surjective. That is, we need to show that
for any σ ∈ T (A ⋊u G) satisfying σ|A = τ , there exist some pseudoexpectation
F : A⋊u G→M for (A, τ,G) such that σ = τM ◦ F .
To this end, fix such a σ, let ρ : A ⋊u G → B(Hρ) be the GNS representation
of (A ⋊u G,σ), let N = ρ(A ⋊u G)
′′, and let σN denote the corresponding faithful
normal trace on N . Given that (A, τ) ⊆ (A⋊uG,σ) is a trace-preserving embedding,
this canonically gives a trace-preserving embedding (M, τM ) ⊆ (N,σN ) sending
π(a) to σ(a) by Proposition 2.5. There is a unique normal conditional expectation
F ′ : N →M satisfying σN = τM ◦F
′ - see, for example, [BO08, Lemma 1.5.11]. We
let F = F ′ ◦ ρ, and show that this is the map we are looking for. Observe that
τM (F (at)) = τM(F
′(ρ(at))) = σN (ρ(at)) = σ(at),
i.e. τM ◦ F = σ. The only non-trivial fact remaining is to show that F is G-
equivariant. Given that
τM (π(a)(s
−1 · F (sts−1)) = τM (π(s · a)F (sts
−1))
= σ((s · a)sts−1)
= σ(at)
= τM (π(a)F (t)),
we may apply Lemma 4.4 to conclude that s−1 · F (sts−1) = F (t), i.e. s · F (t) =
F (sts−1). This is enough to guarantee G-equivariance on the entire domain, as
F (s · (at)) = F ((s · a)sts−1) = π(s · a)F (sts−1) = s · (π(a)F (t)) = s · F (at).

Proof of Theorem 1.3. The proof that the given map from set (1) to set (2) is well-
defined and injective is analogous to what was done in the proof of Theorem 1.2.
To go from (2) to (3), we first note that A⋊λRa(G) = A⋊uRa(G) by amenability
of Ra(G), and so there is a trace σ
′ ∈ T (A⋊λRa(G)) satisfying σ
′(aλt) = τM (π(a)xt)
by Theorem 1.2. Composing with the canonical conditional expectation ERa(G) :
A ⋊λ G → A ⋊λ Ra(G), which maps aλt to itself if t ∈ Ra(G) and zero otherwise,
gives us a state σ := σ′ ◦ERa(G) ∈ S(A⋊λG). It remains to check that this is indeed
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still a trace on A ⋊λ G. Note that for s, t ∈ G, we have st ∈ Ra(G) if and only if
ts ∈ Ra(G) by normality of Ra(G). Hence, if st /∈ Ra(G), then
σ(aλsbλt) = σ(a(s · b)λst) = 0 = σ(b(t · a)λts) = σ(bλtaλs).
The case of st ∈ Ra(G) is identical to what was done in the proof of Proposition 4.2.
Finally, we again wish to show that the composition of the maps from (1) to
(2) and (2) to (3) is surjective, i.e. given σ ∈ T (A ⋊λ G) with σ|A = τ , there
exists some pseudoexpectation F : A⋊u Ra(G)→M for (A, τ,G,Ra(G)) satisfying
σ = τM◦F◦ERa(G). (This last composition makes sense, as A⋊uRa(G) = A⋊λRa(G)
by amenability). Letting ρ : A⋊uG→ A⋊λG be the canonical *-homomorphism, we
note that σ◦ρ ∈ T (A⋊uG), and so there is some pseudoexpectation F
′ : A⋊uG→M
for (A, τ,G) satisfying σ ◦ρ = τM ◦F
′ by Theorem 1.2. Observe that we canonically
have A⋊u Ra(G) ⊆ A⋊u G - this is because the following composition of canonical
maps yields the identity map:
A⋊u Ra(G)→ A⋊u G→ A⋊λ G→ A⋊λ Ra(G) = A⋊u Ra(G)
We claim that F := F ′|A⋊uRa(G) is the map we are looking for. This follows from
[BK16, Theorem 5.2], which says that σ = σ ◦ERa(G). 
Proof of Corollary 1.7. This follows immediately from Theorems 1.2 and 1.3, and
the fact that properly outer and freely acting are equivalent (see the review in
Section 2.2). 
Proof of Theorem 1.8. This follows immediately from Theorems 1.2 and 1.3, to-
gether with the correspondence given in Proposition 3.5. 
Proof of Corollary 1.9. If the action is jointly almost properly outer relative to
Ra(G), then Theorem 1.8 tells us that τ has unique tracial extension. Conversely,
assume the action is partially almost inner relative to Ra(G) with respect to some
nontrivial {(pt, ut)}t∈Ra(G). Pick t0 6= e such that pt0 6= 0, and let C denote the
conjugacy class of t0 in G. Now define
vt =

1 if t = e
ut if t ∈ C ∪ C
−1
0 otherwise
, qt =

1 if t = e
pt if t ∈ C ∪ C
−1
0 otherwise
, yt =

1 if t = e
1
2|C|pt if t ∈ C ∪ C
−1
0 otherwise
Observe that [vst−1yst−1]s,t∈G = 1+
∑
t∈C∪C−1
1
2|C|ut⊗λt is in fact a positive element
in M ⊗minC
∗
λ(G), as
∑
t∈C∪C−1
1
2|C|ut⊗λt is a self-adjoint element of norm at most
1, and so the action is partially almost inner relative to Ra(G) with respect to the
nontrivial and positively compatible set {(qt, vt)}t∈Ra(G). By Theorem 1.8, we are
done. 
Proof of Corollary 1.10. If τ does not have unique tracial extension, then Corollary 1.9
says that the action is partially almost inner relative to Ra(G) with respect to some
nontrivial {(pt, ut)}t∈Ra(G). Choosing t ∈ Ra(G) \ {e} with pt 6= 0 gives us what we
want.
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Conversely, assume that we do have such a t ∈ Ra(G) \ {e}, p 6= 0 in M , and
u ∈ U(Mp). If t 6= t−1, then letting pt = pt−1 = p, ut = u, ut−1 = u
∗, and ps, us = 0
for s 6= e, t, t−1 gives us a nontrivial {(pt, ut)}t∈Ra(G), and so τ cannot have unique
tracial extension by Corollary 1.9.
The case of t = t−1 requires just a bit more work. Letting w = u2, observe
that Adw = id, and so w ∈ (Z(Mp))G, which is a commutative von Neumann
algebra. Even in the non-separable setting, every such algebra is isomorphic to
L∞(Y, ν) for some locally compact Y and positive Borel Radon measure ν on Y
- see, for example, [Tak02, Chapter III, Theorem 1.18]. (This is the space of all
measurable, locally essentially bounded functions from Y to C, modulo agreeing
locally almost everywhere). Thus, we may choose a unitary v ∈ (Z(Mp))G with the
property that v2 = w∗. Now letting pt = p, ut = uv, and ps, us = 0 for s 6= e, t,
we obtain a nontrivial {(pt, ut)}t∈Ra(G) as before, and again τ cannot have unique
tracial extension by Corollary 1.9. 
The following results describe how the spectrum of a commutative von Neumann
algebra breaks up with respect to a periodic automorphism, and are needed for the
proof of Theorem 1.11. Recall that an extremally disconnected topological space is
one where the closure of any open set is open, and that the spectrum of a commu-
tative von Neumann algebra is always extremally disconnected - see, for example,
[Tak02, Chapter III, Theorem 1.18]. In terms of notation, d|n will denote “d divides
n”.
Lemma 4.5. Assume X is an extremally disconnected compact Hausdorff space,
and α : X → X is a homeomorphism satisfying αn = id for some n ∈ N. Then
X breaks up as X = ⊔d|nXd, where each Xd is clopen, α-invariant, and has the
property that every x ∈ Xd has orbit of size d.
Proof. Letting Yd = Fix(α
d) for d|n, we know that Yd is clopen by Frolík’s theorem
- see [Fro71, Theorem 3.1]. This is the set of all points whose orbit size divides d.
From here, we can let Xd = Yd \ (∪m|n
m<d
Ym). 
Lemma 4.6. Assume X is an extremally disconnected compact Hausdorff space,
and α : X → X is a homeomorphism with the property that every orbit is finite and
of the same size n ∈ N. Then there is a clopen transversal of the orbits, i.e. there
is some clopen E ⊆ X with the property that X = ⊔n−1k=0α
k(E).
Proof. We claim that there is at least one nonempty open subset U ⊆ X with the
property that all of U,α(U), . . . , αn−1(U) are pairwise disjoint. To see this, choose
any x ∈ X, and let Uk, k = 0, . . . , n − 1, be pairwise disjoint open sets satisfying
pk(x) ∈ Uk. Now letting
U = U0 ∩ p
−1(U1) ∩ · · · ∩ p
−(n−1)(Un−1),
we have that U, p(U), . . . , pn−1(U) are all pairwise disjoint.
Given an ascending chain (Uλ) of such open sets, the union ∪Uλ is still such a
set, and so by Zorn’s lemma, there is a maximal open set U with this property. We
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claim that it is in fact clopen. This follows from the following fact: if V,W ⊆ X are
open and V ∩W = ∅, then V ∩W = ∅, and as W is open, we have V ∩W = ∅.
Finally, we claim that our maximal set U is in fact the set we are looking for, i.e.
X = ⊔n−1k=0α
k(U). Assume otherwise, and consider the smaller space X \⊔n−1k=0α
k(U)
(a clopen, α-invariant subset of X). Obtaining as before a nonempty open subset
V ⊆ X \ ⊔n−1k=0α
k(U) with the property that V, α(V ), . . . , αn−1(V ) are all pairwise
disjoint, the set U ∪ V again satisfies this property, contradicting maximality of
U . 
Proof of Theorem 1.11. First, if the action of Z on M is properly outer, then τ has
unique tracial extension by Corollary 1.7. Conversely, assume the action of Z on M
is not properly outer, and let n ≥ 1 be such that αn is not properly outer onM . Let
p be the largest αn-invariant central projection such that αn|Mp is inner, and fix a
unitary u ∈ U(Mp) implementing this action. Observe that for any x ∈Mα(p), we
have
α(u)xα(u)∗ = α(uα−1(x)u∗) = ααnα−1x = αnx.
In other words, αn is inner on Mα(p). By assumption, α(p) ≤ p. But then
p = αn(p) ≤ αn−1(p) ≤ · · · ≤ α(p) ≤ p.
This shows p is in fact α-invariant. In general, even though the choice of unitary
u ∈ U(Mp) satisfying αn = Ad u is not unique, we still cannot guarantee that there
is some choice that also satisfies α(u) = u - see [Con77, Proposition 1.6] for an
example of this phenomenon on the separable hyperfinite II1 factor. However, we
will show that it is always possible to choose an α-invariant unitary implementing
the action of αn
2
. From here, Corollary 1.10 will apply, giving us the fact that τ
cannot have unique tracial extension.
To simplify notation, we can assume without loss of generality that p = 1. Observe
that our previous computations above show that Adα(u) = Ad u, and so α(u) = uv
for some v ∈ Z(M). Moreover, the the fact that αn = Ad u tells us that
u = αn(u) = αn−1(uv) = · · · = uvα(v) . . . αn−1(v),
or in other words,
vα(v) . . . αn−1(v) = 1.
Now let Z(M) = C(X). We know that α induces a homeomorphism on X, which
we will denote by αX . Given that α
n is inner, we know that αnX is the identity
map. By Lemma 4.5, we have X = ⊔d|nXd, where Xd is the set of all x ∈ X with
the size of the αX -orbit being exactly d, and furthermore each Xd is clopen and
αX -invariant.
We will show for every d|n that there is some central unitary wd ∈ M1Xd with
the property that α(unwd) = u
nwd. Again to simplify notation, we may assume
without loss of generality that X = Xd for a single d|n. Applying Lemma 4.6, there
exists a clopen transversal E ⊆ X of the orbits of αX . Let q = 1E , and observe that
q, . . . , αd−1(q) are pairwise orthogonal projections that sum to 1. Keeping this in
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mind, we may decompose v as follows: let vk = α
−k(v)q ∈Mq for k = 0, . . . , d− 1,
so that
v = v0 + · · ·+ α
d−1(vd−1).
Now define w as follows:
w = q + α(vn1 ) + α
2(vn1 v
n
2 ) + · · ·+ α
d−1(vn1 . . . v
n
d−1),
and note that
α(w)∗ = (vn1 . . . v
n
d−1)
∗ + α(q) + α2(vn1 )
∗ + · · · + αd−1(vn1 + . . . v
n
d−2)
∗,
so that
wα(w)∗ = (vn1 . . . v
n
d−1)
∗ + α(vn1 ) + α
2(vn2 ) + · · ·+ α
d−1(vnd−1).
We claim that we in fact have wα(w)∗ = vn. Our earlier equality v . . . αn−1(v) = 1
gives us (v0 . . . vd−1)
n/d = 1, and so we obtain the equality (vn1 . . . v
n
d−1)
∗ = vn0 .
In summary, we have obtained a central unitary w with the property that α(w) =
(vn)∗w. Keeping in mind that αn
2
= Adun = Ad(unw), and also that
α(unw) = α(u)nα(w) = unvn(vn)∗w = unw,
we may apply Corollary 1.10 to conclude that τ cannot have unique tracial extension
on A⋊λ Z. 
Proof of Corollary 1.12. The proofs for the universal crossed product and reduced
crossed product are almost identical. Hence, we only prove the reduced case.
First, assume that the action of Ra(G) on (X,µ) is essentially free. This is equiv-
alent to the action of Ra(G) on L
∞(X,µ) being properly outer. By Corollary 1.7,
µ has unique tracial extension.
Now assume that the action of Ra(G) on (X,µ) is not essentially free, and let
pt = ut = 1Fix(t). It is straightforward to check that the action of G on L
∞(X,µ) is
partially almost inner relative to Ra(G) with respect to the (nontrivial by assump-
tion) {(pt, ut)}t∈Ra(G). Furthermore, it is clear that the additional assumptions of
Proposition 3.6 are satisfied, and so {(pt, ut)}t∈Ra(G) is also positively compatible.
Again by Theorem 1.8, µ cannot have unique tracial extension. 
5. Examples
5.1. A finite-dimensional (counter)example. The following example contra-
dicts [Tho95, Theorem 4.3], which claims that if G is countable and abelian and A
is unital and separable, then T (A⋊λG) and TG(A) are in canonical bijection if and
only if for any τ ∈ ∂e(TG(A)), letting π : A → B(Hτ ) be the GNS representation,
the action of G on π(A)′′ is properly outer. Similarly, this example also contradicts
the precursor result [Béd96, Proposition 11], which claims that if G is abelian and
acts on a finite factor N , then the von Neumann crossed product N⋊G is a finite
factor if and only if the action is properly outer. There are potentially other pre-
cursor/subsequent results that this example contradicts as well. We first present
a proof using purely elementary techniques, and afterwards show how our results
apply.
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Example 5.1. Consider G = Z2 × Z2 = 〈u〉 × 〈v〉, acting on A = M2, where the
action α : G→ Aut(M2) is given by αu = AdU and αv = AdV , where
U =
[
1 0
0 −1
]
, V =
[
0 1
1 0
]
.
Then this is a well-defined action, and the crossed product isomorphic to M4, and
is hence simple and has unique trace.
Proof using elementary techniques. It is easy to check that αs and αt are commuting
automorphisms, both of order 2, and so we obtain a group homomorphism α : G→
Aut(M2). Given that the crossed product is 16-dimensional, it suffices to show that
it has trivial center in order to prove it is isomorphic to M4.
To this end, assume that
∑
s asλs ∈ Z(A⋊λ G). Then given any t ∈ G, we have
λt
(∑
s
asλs
)
=
∑
s
(t · as)λts =
∑
s
(t · as)λst,
while (∑
s
asλs
)
λt =
∑
s
asλst.
This shows each as is invariant under the action of each t ∈ G. In other words, as
commutes with each of the matrices I, U , V , and UV . But these matrices are easily
seen to span M2, and so as ∈ Z(M2) = C.
Now letting b ∈M2 be arbitrary, we have
b
(∑
s
asλs
)
=
∑
s
(bas)λs,
while (∑
s
asλs
)
b =
∑
s
(as(s · b))λs.
If s ∈ G is such that as 6= 0, then b = s · b for all b. Writing αs = AdW , this tells
us W ∈ Z(M2) = C, so s = e. 
Proof using Corollary 1.10. As the crossed product is 16-dimensional, it suffices to
prove that it has unique trace. Note that M2 has a unique trace, and the double
commutant under its GNS representation is again M2. Assume there is a nontrivial
element t ∈ Z2 × Z2 \ {e}, a nontrivial central projection p ∈ M2, and a unitary
w ∈ (M2)p with the properties that
(1) s · p = p and s · w = w for all s ∈ Z2 × Z2.
(2) t acts by Adw on (M2)p.
Clearly, we must have p = 1. Also, as Z(M2) = C, if there is one unitary w ∈ M2
implementing the implementing the action of t and satisfying s · w = w for all
s ∈ Z2 × Z2, then all unitaries implementing this inner action necessarily satisfy
this invariance property. But UV = −V U , and so v · U = −U , u · V = −V , and
v · (UV ) = −UV . Thus, the above situation cannot occur, and so by Corollary 1.10,
we are done. 
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5.2. A finite cyclic group (counter)example. This section aims to give another
counterexample to results cited in Section 5.1, but in the case of G being a finite
cyclic group instead, and also show how our results apply. The following lemma will
allow us to construct a counterexample on a separable C*-algebra, and is possibly
already known.
Lemma 5.2. Let M be a separable II1 factor, let α ∈ Aut(M), and let A1 ⊆ M
be a norm-separable C*-subalgebra. Then there is an α-invariant, norm-separable,
weak*-dense C*-subalgebra A ⊆M containing A1 and having a unique trace.
Proof. Without loss of generality, we may assume A1 is α-invariant and weak*-dense
in M as follows: letting (ai) ⊆ A1 be a norm-dense sequence, and letting (bi) ⊆M
be a weak*-dense sequence, we may replace A1 by the C*-subalgebra generated by{
αj(ai)
∣∣∣ i ∈ N, j ∈ Z} ∪ {αj(bi) ∣∣∣ i ∈ N, j ∈ Z} .
Now let τ be the unique trace on M . We will inductively construct a sequence of
C*-subalgebras (An) with the following properties:
(1) Each An is α-invariant.
(2) Each An is norm-separable.
(3) An ⊆ An+1.
(4) If σ ∈ T (An+1), then σ|An = τ |An .
Observe that A1 already satisfies the required properties. Now assume we have
constructed suitable A1, . . . , An. Define An+1 as follows: let (ai) ⊆ An be a norm-
dense sequence. For every i ∈ N, we know
conv‖·‖ {uaiu
∗ | u ∈ U(M)} ∩ Z(M) 6= ∅
by the Dixmier property for von Neumann algebras - see, for example, [Tak02,
Chapter V, Theorem 4.6]. Observe that this intersection is necessarily the singleton
{τ(ai)}. Hence, we may choose a sequence (u
(i)
j ) such that
τ(ai) ∈ conv
‖·‖
{
u
(i)
j aiu
(i)
j
∗ ∣∣∣ j ∈ N} .
Thus, if we let An+1 be the C*-algebra generated by{
αk(ai)
∣∣∣ i ∈ N, k ∈ Z} ∪ {αk(u(i)j ) ∣∣∣ i, j ∈ N, k ∈ Z} ,
we see that An+1 is again α-invariant and norm-separable, and any trace σ ∈
T (An+1) necessarily satisfies σ|An = τ |An .
Now with our sequence of C*-subalgebras (An) as above, let A = ∪n∈NAn. Once
more, this is α-invariant and norm-separable, as all An are, and weak*-dense as A1
is. Furthermore, for any trace σ ∈ T (A), we have for any n that σ ∈ T (An+1), and
so σ|An = τ |An . Thus, σ = τ |A by continuity. 
Example 5.3. There is a separable C*-algebra A and an automorphism α ∈ Aut(A)
of order 4 such that the following is true: A has a unique trace τ , and if we let
π : A→ B(Hτ ) be the GNS representation of (A, τ) and M = π(A)
′′, then:
(1) M is the separable hyperfinite II1 factor.
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(2) The corresponding action of Z4 on M is not (properly) outer. In fact, the
action of 2 ∈ Z4 on A is inner (and hence also inner on M).
(3) The C*-crossed product A⋊λ Z4 has a unique trace.
(4) The von Neumann crossed product M⋊Z4 is a II1 factor.
Proof. Let R be the separable hyperfinite II1 factor. It was shown in [Con77,
Proposition 1.6] that for any p ∈ N and any p-th root of unity γ, there is an
automorphism sγp ∈ Aut(R) with the properties that p is the smallest positive integer
with (sγp)
p being inner, (sγp)
p = AdUγ , where writing R = ⊗
∞
n=1Mp, we have
Uγ =

γ
γ2
. . .
γp
⊗ (⊗∞n=2I) ,
and moreover, sγp(Uγ) = γUγ . Observe that, as Z(R) = C, then s
γ
p(W ) = γW
for any unitary W ∈ R satisfying (sγp)
p = AdW . For our purposes, we will let
p = 2 and γ = −1, and fix an outer automorphism α ∈ Aut(R) with α2 = Adu
and α(u) = −u. Observe that u = U2 as defined above guarantees u
2 = 1, and so
α4 = id.
By Lemma 5.2, there is an α-invariant, norm-separable, weak*-dense C*-subalgebra
A ⊆ R containing u and having unique trace (denote the unique trace on both R
and A by τ). We claim that this is the C*-algebra we are looking for.
First, we verify that if π : A → B(Hτ ) is the GNS representation, then we get
π(A)′′ = R. Denote the GNS Hilbert spaces of (A, τ) and (R, τ) by L2(A, τ) and
L2(R, τ), respectively, and note that L2(A, τ) ⊆ L2(R, τ). As A is SOT-dense in
R ⊆ B(L2(R, τ)), then if x ∈ R with (aλ) ⊆ A SOT-convergent to x, it is easy to
see that (aλ) is also ‖·‖2-convergent to x. It follows that L
2(A, τ) = L2(R, τ), and
so π(A)′′ = R.
By normality, the unique extension of α|A ∈ Aut(A) to π(A)
′′ = R is again α. By
construction, the corresponding action of Z4 on R is not (properly) outer, as α
2 is
inner (and is in fact inner on A by construction).
We wish to apply Corollary 1.10 to conclude that the crossed product A⋊λZ4 has
a unique trace. This follows from our previous computations - the only nontrivial
n ∈ Z4 that admits a nontrivial central projection p ∈ R with the properties that
α(p) = p and αn is inner on Rp is n = 2 (together with p = 1). However, as we
saw earlier, it is impossible to choose a unitary w satisfying both α2 = Adw and
α(w) = w. This gives us that τ has unique tracial extension on the crossed product
A⋊λ Z4.
From here, we can conclude that the von Neumann crossed product R⋊Z4 is still
a II1 factor. We know it admits at least one faithful normal trace, namely τ ◦ E,
where E : R⋊Z4 → R is the canonical expectation. Given any other normal trace,
it necessarily agrees with τ ◦ E on A ⋊λ Z4, and by normality and weak*-density
therefore agrees with τ ◦E on all of R⋊Z4. 
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5.3. Various crossed products with reduced group C*-algebras. Let C∗λ(G)
denote the reduced group C*-algebra, L(G) the group von Neumann algebra, and
τλ ∈ T (L(G)) the canonical trace. We will, furthermore, denote by Char(G) the set
of all group homomorphisms from G to the circle group T. We say that Char(G)
separates the points of G if for any s 6= t in G, there is some χ ∈ Char(G) such that
χ(s) 6= χ(t). Equivalently, for any t 6= e, there is some character χ ∈ Char(G) with
χ(t) 6= 1. This definition generalizes to any H ≤ G and K ≤ Char(G).
The following facts are likely well-known. In particular, this first proposition is
proven in greater generality in [Beh69, Theorem 5.2]. We provide quick proofs of
them for convenience.
Proposition 5.4. Every χ ∈ Char(G) induces an automorphism αχ on C
∗
λ(G) and
L(G) given by mapping λt to χ(t)λ(t). If G is ICC, then αχ is (properly) outer on
L(G) for every χ 6= 1.
Proof. Viewing C∗λ(G) ⊆ L(G) ⊆ B(ℓ
2(G)), we may define a unitary Uχ ∈ U(ℓ
2(G))
mapping δt to χ(t)δt. From here, we see that
UχλsU
∗
χδt = Uχλs(χ(t)δt) = χ(t)Uχδst = χ(t)χ(st)δst = χ(s)λsδt,
i.e. UχλsU
∗
χ = χ(s)λs. It follows that αχ := AdUχ induces the automorphism we
want on C∗λ(G) and L(G).
Now assume that G is ICC and that χ ∈ Char(G) satisfies αχ = Adu for some
u ∈ L(G). Write u ∼
∑
t αtλt, and observe that
uλsu
∗ = χ(s)λs
⇐⇒ uλs = χ(s)λsu
⇐⇒
∑
t
αtuts =
∑
t
χ(s)αtust
⇐⇒
∑
t
αts−1ut =
∑
t
χ(s)αs−1tut
⇐⇒ αts−1 = χ(s)αs−1t
⇐⇒ αsts−1 = χ(s)αt
It follows from square-summability of (αt)t∈G that αt = 0 for t 6= e. Hence, αχ = id,
so χ = 1. 
Lemma 5.5. For any groups G and H, we have Ra(G×H) = Ra(G) ×Ra(H).
Proof. Let πG : G×H → G and πH : G×H → H denote the canonical projections.
Observe that πG(Ra(G × H)) is an amenable normal subgroup of G, and hence
πG(Ra(G×H)) ⊆ Ra(G). Similarly, πH(Ra(G×H)) ⊆ Ra(H), and so Ra(G×H) ⊆
Ra(G) × Ra(H). But Ra(G) × Ra(H) is an amenable normal subgroup of G ×H,
and so we get equality. 
It is easy to check that for any t ∈ G and χ ∈ Char(G), we have that Adλt and
αχ commute. Thus, for any H ≤ G and K ≤ Char(G), we have an action of H ×K
on C∗λ(G). This action of course cannot be properly outer on L(G) if H 6= {e}.
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However, as this next example shows, τλ can still have unique tracial extension on
the corresponding reduced crossed product.
Example 5.6. Assume G is ICC, and let H ≤ G and K ≤ Char(G). Then τλ has
unique tracial extension on C∗λ(G)⋊λ (H ×K) if and only if K separates the points
of Ra(H).
Proof. We know that the GNS representation of (C∗λ(G), τλ) is the canonical repre-
sentation π : C∗λ(G)→ B(ℓ
2(G)), and so π(C∗λ(G))
′′ = L(G).
First, assume that K separates the points of Ra(H), and assume the action is par-
tially almost inner relative to Ra(H)×K with respect to {(pt,χ, ut,χ)}(t,χ)∈Ra(H)×K
(note thatRa(H×K) = Ra(H)×K by Lemma 5.5). Observe that by Proposition 5.4,
in order for pt,χ 6= 0, it must be the case that χ = 1, as the action of t ∈ H is always
inner. Assume pt,e = 1 for some nontrivial t ∈ H \ {e}. Then ut,e = γλt,e for some
γ ∈ T. By assumption, there is some χ ∈ K with the property that χ(t) 6= 1, and
so
χ · (γλt) = γχ(t)λt 6= γλt.
This contradicts the definition of being partially almost inner, and therefore the set
{(pt,χ, ut,χ)}(t,χ)∈Ra(H)×K is trivial. By Theorem 1.8, τλ must have unique tracial
extension.
Now assume K does not separate the points of Ra(H), and let
N := {h ∈ Ra(H) | χ(h) = 1 for all χ ∈ K} 6= {e} .
Observe that this is still an amenable normal subgroup of H. Now, we will define a
partial almost inner action as follows. Given (t, χ) ∈ Ra(H)×K, let
pt,χ =
{
1 if t ∈ N and χ = 1
0 otherwise
and ut,χ =
{
λt if t ∈ N and χ = 1
0 otherwise
.
It is straightforward to check that the action of H × K on C∗λ(G) is indeed par-
tially almost inner relative to Ra(H)×K with respect to {(pt,χ, ut,χ)}(t,χ)∈Ra(H)×K .
Moreover, this is positively compatible by Proposition 3.6. Thus, by Theorem 1.8,
τλ cannot have unique tracial extension. 
It is worth noting that the above example is not vacuous. For example, we could
let G = F2 with canonical generators a and b, H = 〈a〉, and K any subgroup that
contains a character mapping a to e2piiθ, where θ is an irrational number.
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