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Abstract 
Cooper, G.J. and R. Vignesvaran, Some schemes for the implementation of implicit Runge-Kutta methods, 
Journal of Computational and Applied Mathematics 45 (1993) 213-225. 
The nonlinear equations, arising in the implementation of implicit Runge-Kutta methods, may be solved by a 
modified Newton iteration, but alternative iteration schemes have been suggested to reduce the linear algebra 
costs. A linear iteration scheme is examined in this article. When applied to an s-stage Runge-Kutta method, 
each step of the iteration requires s function evaluations and the solution of s sets of linear equations. For the 
scalar differential equation x’ = qx, the convergence rate of the scheme depends on the spectral radius 
p[M(z)] of the iteration matrix M, a function of z = hq where h is the steplength. 
A lower bound for p[M(z)] is established and new schemes are obtained for the two-stage Gauss method by 
minimizing the supremum of this lower bound over regions of the complex plane. In one scheme the 
supremum on the negative real axis is minimized. The iteration scheme is generalized in order to obtain 
improved convergence rates. When applied to an s-stage Runge-Kutta method, each step of this new scheme 
still requires just s function evaluations. However r sets of linear equations, r > s, have to be solved in each 
step. Some results are obtained for the Gauss methods and some numerical experiments are reported. 
Keywords: Implementation; implicit methods; Runge-Kutta. 
1. Introduction 
In the numerical solution of a system of TZ differential equations 
x’ =f(x), x(&J =x0, f: F-2” + R”, 
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using an s-stage implicit Runge-Kutta method, the numerical solution x,+i at tr+l = t, + h is 
computed as 
X r+l =x, + h k &f(YJ, 
i=l 
where Y,, y2,. . . , ys satisfy the sit equations 
XT - Yi + h i Qijf( Yj) = 0, i=l,2 s. ,a**, (14 
j=l 
This article deals with methods suitable for stiff systems, so that the real coefficient matrix 
A = [aij] is not strictly lower triangular and, in particular, deals with the Gauss methods of 
maximum order 2s. The results may be applied to other A-stable methods. 
Let X=x,@x,@ e.0 @x, and Y=y,@y,@ *** @ y, be s11 column vectors and let F(Y) = 
j-(Y,) @f(Yz) @ * * * @f(y,). Using this notation equations (1.1) may be written as 
X-Y+h(A@In)F(Y)=O, (1.2) 
where A 8 1, is the direct product of A with the it X n identity matrix and, in general, 
A 8 B = [aijB]. Under certain conditions (1.2) may be solved by a modified Newton iteration. 
Let J be the Jacobian of f evaluated at some recent point xP, but updated infrequently. The 
modified scheme evaluates A’, A2, A3,. . . , and hence Y ‘, Y2, Y3,. . . , to satisfy the equations 
[Is,-h4@J]Am=D(Y”-1), Y”=Y”-‘+A”, m=l, 2,3,..., (1.3) 
where D is the approximation defect, D(Z) =X- 2 + h(A @ I,)F(Z). Each step of this 
iteration involves a set of s11 linear equations making the scheme expensive. However, because 
the matrix J is constant, schemes can be developed to solve the linear equations efficiently. 
This is described in [6]. In [2,7] schemes are also developed. 
Considerable attention has been paid to the development of Runge-Kutta methods which 
allow a more efficient implementation. Ndrsett [15] investigated semi-implicit methods, where 
aij = 0 for j > i. For these methods each step of the scheme (1.3) can be carried out by solving a 
sequence of s sets of IZ linear equations. There is special interest in diagonally implicit 
methods, aii = A for i = 1, 2,. . . , s, where just one triangular factorization of the matrix 
I, - hAJ is required for each update of the Jacobian. Alexander [l] reported on results for 
diagonally implicit methods of low order. Higher-order A-stable methods were obtained in [9]. 
In another proposal of this type, Cash [5] restricts attention to Runge-Kutta methods of a 
special form, which again makes the system of equations effectively of lower dimension. 
Butcher [3] uses a similarity transformation to reduce the cost of solving (1.3) when the 
coefficient matrix A has real eigenvalues A,, A,, . . . , A,. This is most effective when the matrix 
has a single-point spectrum. In this case there is a real nonsingular matrix S such that 
S-l/IS = A(& - L>-l, with L zero except for some ones on the subdiagonal. On applying this 
transformation, the modified Newton iteration (1.3) becomes 
[I,@(I,-hAJ)]E”=[(I,-L)S-‘@I,]D(Y’”-’)+(LcU,)E~, 
Y” = Ym-l + (S @ I,)Ern, m = 1, 2, 3,. . . . 
(1.4) 
The vector transformation E” + (L @ I,)E” does not involve arithmetic operations, but the 
other transformations D(Y”-’ > + [(I, - L)S-’ @ ln]D(Ym-l> and E” + (S 8 In)Em each re- 
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quire O(s*n) operations. When the coefficient matrix has distinct eigenvalues, Enright [ll] 
suggested the use of an additional similarity transformation to transform the Jacobian to 
Hessenberg form. Each of the corresponding vector transformations requires O(sn*) extra 
operations and the scheme is comparatively inefficient. Varah [16] proposed the use of complex 
arithmetic to deal with the case where A has complex eigenvalues but, again, the scheme is 
inefficient. 
Several authors have proposed schemes based directly on iterative methods. Frank and 
Ueberhuber [12] describe the use of iterated defect corrections and some more general 
schemes have been considered in [4]. Cooper and Butcher [8] discuss a linear iteration scheme 
which may be regarded as a generalization of the scheme (1.4) for singly implicit methods. They 
consider the scheme 
[Is @ (Zn -hhJ)]E” = (BP @zn)D(Ym-') + (L c3Z,)E”, 
Y" = yrn-l + (S c3 ZJE”, m = 1, 2, 3,. . . ) 
(1.5) 
where B and S are real nonsingular matrices, L is a strictly lower triangular matrix and A is a 
real constant. Applied to the scalar test problem x’ = qx, the scheme gives 
Y-Y” = SM(z)P(Y- Ym-l), m = 1, 2, 3 )...) 
where Y is the solution of D(Y) = 0 and M is the iteration matrix 
M(z)=I,-[(l-hz)Zs-L]-‘B(I,-zS-‘AS), z=hq. (1.6) 
The rate of convergence depends on the spectral radius p[~(z)] of this matrix and Cooper and 
Butcher [S] require p[M(z)] to be small on C-= {z ]Re(z) < 0). In particular, parameters are 
obtained for the Gauss methods. Cooper and Butcher also show that successive overrelaxation 
may be applied to improve the rate of convergence for the test problem. The basic scheme for 
the two-stage Gauss method is recommended in [14]. 
Each step of the iteration scheme (1.5) requires s function evaluations and the solution of s 
sets of n linear equations. These s substeps are performed in sequence and, in general, it is not 
possible to compute elements of Y m = y ;” @ yr @ * . . By,” until all substeps are completed. 
Cooper and Vignesvaran [lo] consider a scheme where these elements are obtained in 
sequence and the approximation defect is updated after each substep. Only one vector 
transformation is needed for each full step so that this scheme is more efficient. This is true 
even for the two-stage Gauss method, where S = I, though in this case the rate of convergence 
is the same as obtained in [8]. Improved rates of convergence are obtained for Gauss methods 
with more stages. 
Cooper and Butcher [8] consider the two-stage Gauss method and impose the condition that 
M has only one nonzero eigenvalue, so that the spectral radius depends only on A and 
p = det B. These parameters are obtained by considering the problem 
minsupp[M(z)], 
ZEX 
(I .7) 
with X= C-. The remaining parameters in the iteration scheme are chosen to force one 
eigenvalue of M to be zero. In Section 2 of the present paper we review this work and establish 
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a lower bound I f(z) I f p[ M(z)] f or an s-stage method. This bound depends only on A and p. 
For the two-stage Gauss method, h and p are obtained by considering the problem 
l =min;~;(f(z)l. (1.8) 
When X = I?,-, where Iw-= {x I x E R, x < 01, the remaining parameters in the iteration scheme 
can be determined so that p[M(z)] < E for all z EX. When X= C-, it turns out that this is not 
possible. Nevertheless, a useful scheme is obtained. 
In Section 3 we discuss the possibility of obtaining improved convergence rates at the 
expense of extra computation in each step of the iteration scheme. A scheme is proposed where 
each step of the iteration consists of Y substeps, Y > s. In each substep a set of n linear 
equations has to be solved, but the same triangular factorization of I,, - hh J may be used 
throughout. The extra substeps do not require additional function evaluations. Parameters for 
the scheme are obtained for the Gauss methods and, in Section 4, some numerical results are 
given. 
2. Rate of convergence of iterative schemes 
Suppose that an s-stage Runge-Kutta method, with coefficient matrix A, is used to solve the 
scalar problem x’ = qx. The rate of convergence of the iteration scheme (1.5) depends on the 
spectral radius of the matrix 
M(z)=I,- [(l-hz)~~-L]-‘B(I,-yl), z=hq, (2.1) 
where A= S-‘AS. Suppose that M 
I 4(z) I, where 
det( 1, - ~4) 
4(z)=l-P (l_hz)” 7 
has only one nonzero eigenvalue 4. Then p[M( z)] = 
/?=det B, 
and, for a given method, 4 depends only on /3 and A. 
Consider a two-stage method with transformed coefficient matrix 
1 , b>a>O. (2.2) 
This transformation is always possible when the real coefficient matrix A has a conjugate 
complex pair of eigenvalues with positive real parts. Cooper and Butcher [8] observe that, for 
the case X = C-, the minimization problem (1.7) is solved when 14 I is constant on the 
imaginary axis. This occurs when 
and they give parameters for the iteration scheme. For the two-stage Gauss method it suffices 
to choose S = 1, and the values a = i and b = bfi give p[M(z)] < 7 - 4fi = 0.0718 for all 
ZE@_. 
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Cooper and Butcher deal with the case s > 2 by noting that there exists a real nonsingular S 
such that S%S=A, @A,@ **a @A,, a block-diagonal matrix. Each submatrix has the form 
(2.2) except that, when s is odd, A, = [a,]. They also show that successive overrelaxation may 
be applied to improve the rate of convergence of the iteration scheme, for the scalar test 
problem. 
Now consider the general problem (1.7) for an s-stage Runge-Kutta method and let 
41, 62, . . . ,4, be the eigenvalues of the iteration matrix M. Assume that 1 > I qb,(z) I 2 1 &(t) I 
2 **- 2 14&z) I for all z E X. Let 4 be the rational function defined by 
det(Z, --zA) 
4(z) =det[ZS-W)] =P (1 _At)S , W) 
and observe that (1 - $r>(l - &) . . . (1 - 4,) = 4. It follows that [l - I $I I]” G I q I < [l + 
I 41 I]“. These inequalities yield a lower bound for the spectral radius, 
1411 2 Ifl, f=l- l4l1’s, (2.4) 
with the minimum attained for given z if and only if $i(t), i = 1, 2,. . . , s, are real and equal. 
Let X be a closed subset of @ and suppose A @X. Then q is analytic and bounded on X 
and the supremum of I f I on X is attained. For a given method, f depends on h and p only 
and these parameters are to be chosen to minimize the supremum of I f I on X. This minimum 
(1.8) is obtained for the two-stage Gauss method for the two cases X= C- and X = [w-. It 
happens that, for the case X = Iw-, this also minimizes the supremum of the spectral radius. 
Attention is now restricted to two-stage methods with a transformed coefficient matrix (2.2). 
Let X = C-, so that I f I attains its maximum on the imaginary axis, and set 
g(w) =f(iyL w = 1 +:2y2 3 
= 1 - !g 1’2 ( I( [PW - b2(1 - w)]” + 4a2h2w(l - w))1’4. 
The parameters A and p are to be chosen to minimize the maximum of ( g I on [0, 11. It can be 
shown that this minimum E occurs when g equi-oscillates on [O, 11 with extrema at the 
endpoints and at w = i. The equi-oscillation property gives 
A =b, 
4b 
P-5) 
For the two-stage Gauss method E = 0.0359. 
Now suppose that there is an iteration scheme with p[ M(z)] < E for all z E X, so that 
sup~[M(z)] =E = minsup I f(z) I. 
ZGX ZEX 
It has been shown that p[M(z)l > I f(z) I with equality if and only if the eigenvalues of M(z) 
are real and equal. There must be equality at the points t = 0, *i/b, +im, where I f(z) I is a 
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maximum, corresponding to the extrema of g. At these points q(z) = det[ 1, - M(t)] is real and 
positive and so it suffices to ensure that the eigenvalues of M(t) are equal. This is the case if 
{tr[1S-M(z)]}2=4det[1S-M(z)], (2.6) 
at t = 0, i/b, i 03. These three conditions, and the expression for p = det B given by (2.51, yield 
four equations for the five unknown elements of the matrices L and B. The equations may be 
solved by choosing B to be a lower triangular matrix and this gives 
L=@, ;], B=@[ J2 !ij]. (2.7) 
Other solutions may also be obtained, but in each case the eigenvalues of M(z) are given by 
1 + bz 
4(z) =t(ZQ \iz’-l), z= 1. 
It follows that p[M( z)] = E for all z E W, but in general, p[M(z)] < <a + 1)~ for z E @- with 
equality at the four points z = +i(fi f 1)/b. 
For the two-stage Gauss method, 
sup &4(z)] = (a + 1)~ = 0.0868, 
z=c- 
compared with the bound 7 - 4fi = 0.0718 obtained in [8]. However, for I z I small, p[M(z)] is 
significantly less for the new scheme, giving it an advantage. 
Now consider the case X= K, again restricting attention to two-stage methods with 
transformed coefficient matrix (2.2). Set 
The parameters A and p are to be chosen to minimize the maximum of I g I on [O, 11 and again 
the minimum occurs when g equi-oscillates with extrema at the endpoints and at w = i. In this 
case the equi-oscillation property gives 
8b m-&-G 
.h=b, P= 
(lm + \llb+a)2 ’ E= m+&-TT 
(2.8) 
To obtain parameters for the iteration scheme note that condition (2.6) must hold for z = 0, 
-l/b, --. Again there is one extra condition, p = det B. These four equations yield, in 
particular, matrices L and B given by (2.7) but now /3 is defined by (2.8). For this scheme the 
eigenvalues of MC z> are 
1+& 2 
41(z)= --E 1-G ’ ( I 1-G 2 42(z)= --E 1+)&g ’ ( 1 
and ~[M(z)l= E for all z E [w-. It turns out that p[M(z>] < (3 + 2fi)~ for z E @- with 
equality at z = + i/b. 
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For the two-stage Gauss method E = 0.0173 and this gives the scheme an advantage even 
though 
SUP P[M(Z 
ZEC 
)] = (3 + 2\/2)E = 0.101 
is larger. Note that in [S] a successive overrelaxation technique is used to obtain an iteration 
scheme with the same spectral radius. The parameters given here are simpler. 
3. Schemes with improved convergence rate 
Additional computation is necessary to improve the rate of convergence that can be achieved 
with the basic scheme (1.5). This computation may be formulated as extra substeps which can 
be incorporated in the scheme in two ways. In one approach, the s-stage Runge-Kutta method 
is embedded in an r-stage method. In general, this approach requires Y - s extra function 
evaluations as well as the solution of Y - s extra sets of linear equations. A possible advantage 
of this approach is that the extra function evaluations may provide error estimates. 
No extra function evaluations are needed for the approach described here. In this approach 
Em=er@eF@ .*a @ey and hence Y”=yy@ .** By,” are computed according to the 
scheme 
[I, 63 (I, - hAJ)]E” = (BP c9 In)D(Ym-l) + (L 63 I,)E”, 
Y” = Ym-l + (SR 63 In)Ern, m=l,2 7 . * - , 
where B and RT are r x s matrices, each of column rank S, and L is a 
r x r matr_&. Suppose that (E”} has limit zero so that {Ym} has a limit 
(3.1) 
strictly lower triangular 
Y. Let f, and hence D, 
be continuous. Since B has column rank S, it follows that D(Y) = 0. Note that, since R has row 
rank S, the elements of Y” - YmP1 may be linearly independent. 
It is convenient to partition the parameter matrices. Assume that 
B I ; 1 Bll, L= [ 41 0 = 
21 L 21 L22 
1 ’ R= K Rl21, 
where B,, is an s x s nonsingular matrix, with p = det Bll, and where L,, and L,, are strictly 
lower triangular matrices of orders s and r - s, respectively. With the corresponding partition 
Em = E;” @ Er, the scheme (3.1) may be written as 
[IS 8 (Z, -hh.l)]E,” = (B& @I,)D(Y”-‘) + (L,, NJE;“, 
[I,_, 8 (In - /AT)] E,” = (B,,B,,S-’ @ In)D(Ym-l) 
+ CL21 @ 4JEr” + (42 @Lb% (3.2) 
Y” = Ym-l + (S cH,JE,” + (SR,, WJE,“, m = 1, 2, 3,. . . . 
It has been shown that if (E”) has limit zero, then {Ym} has a limit Y such that D(Y) = 0. 
Hence calculation of { II Em II) gives a check on the convergence of the scheme. Indeed, it 
follows from (3.2) that {Em} has limit zero if {E;“} has limit zero and it suffices to calculate 
IIE,“II = ,m+‘]], m = 1, 2, 3,... . 
-.. 
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The convergence rate of the scheme is examined when it is applied to the scalar problem 
x’ = qx, with rapid convergence desired for all z E C-, z = hq. For this problem the scheme 
gives 
Y-Y”=SM(z)S-‘(Y-Y”-‘), m=l,2,3 . ..) 
where Y is the solution of D(Y) = 0 and M is the iteration matrix 
M(z)=l$-R[(l-hz)I,-L]-lB(I,-zq A=S-‘AS. 
Using the partitioning, M may be expressed as M = I, - PQ where 
P(z) =I, +&*[(I -Az)Z,-, -&J’[L,, +&((I -AZ)& -k)], 
Q(z)= [(l-hz)l,-L,,]-‘B,,(I,-ti). 
(3.3) 
For cheap implementation, only the case r = s + 1 is considered. In this case L,, = 0 and 
B,, = uT is a row vector and R,, = q is a column vector. Define uT = L,, - B,,L,, to give 
P(z) = I* + qu= +&VT 
and 
det[P(z)] = 1 +uTr] + &vTq, 
det(l, - ui) 
det[Q(z)l = P cl _ Azjs 7 P = deVd 
The aim is to determine A and the parameter matrices by considering the problem 
minz~y__p[W41 y 
subject to the constraint that the iteration matrix has only one nonzero eigenvalue 
p[Ml = I4 I, where 
(3.5) 
4. That is, 
4(z)=l-det[I,-M(z)] =l-det[P(z)] det[Q(z)]. (3.6) 
(3.4) 
Consider the two-stage Runge-Kutta method with transformed coefficient matrix 2 given 
by (2.2). It follows from (3.4) and (3.6) that 
4(z) = 1 -c 
(1 - ahz)(l - 2az + b2z2) 
(1-hz)3 ’ 
c=P[1+(U+v)=?$ 
1 + urq 
(3.7) 
cJ= 
1+ (u + v)=?J - 
Previous results for the two-stage method suggest hat A, c and (T should be chosen so that I 4 I 
is constant on the imaginary axis, 
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giving four equations for A, c, u and E. Now consider the two-stage Gauss method where a = i 
and b = f fi. The equations give two possible values for A. For both values, c = 5&? - 17 and 
E = 18 - 5\/13. The values of A and corresponding values of u are A = A(\/13 + 1) and u 
= +(\/13 f 2). For this case, ~[M(z>l< I E I = 0.0278 for all z E C-, which is appreciably better 
than the result obtained in 181. A numerical search confirms that these values solve the 
minimization problem (3.5). 
The remaining parameters are now chosen so that the iteration matrix M = [wz,~] is strictly 
upper triangular except that mZ2 = 4. Expressions for the elements of M = I2 - PQ may be 
obtained from (3.3) and the conditions mI1(z) = m2Jz) = 0 give five equations. Two further 
equations are obtained from (3.7) and the complete set of equations may be solved to give 
various schemes. One scheme is defined by 
S=I,, B,, = 0, J&I = [O, 4A], R; = [L 11, 
1 (4A - - 41 1)(2fi 3) = 
-1 Z(2fi - 3) 
(3.8) 
where I = (2m - 7)(2fi + 3) and A = &(\/13 - 1). 
Now consider the three-stage Gauss method with coefficient matrix 
c I 36 
For this method, 
g(z) = 1 -c 
(1 - aAz)(l - ;z + &z’ - &z”) 
(l-Az)~ ’ 
where again c and (T are given by (3.7). The minimization problem (3.5) is dealt with by noting 
that I C#I / attains its maximum on the imaginary axis. The polynomial p, defined by 
P(W)= l+(iy)l*, w= 
1 
1 + (Ay)’ ’ 
is a quartic with coefficients depending on A, c and u and these parameters 
to minimize the maximum of p on [0, 11. A numerical search indicates that 
A = 0.153 012 100, c = 1.076 034 000, cr = 0.369 112 310 
have to be chosen 
are good approximations to the optimum values. For these values p[ M(z)] < 0.0764 for all 
z E C-. This is appreciably better than previous results. 
The remaining parameters are chosen so that M = [mij] is strictly upper triangular except 
that m 33 = 4. The conditions mll(z) = m,,(z) = m3r(z) = 0 and m,,(z) = m,,(z) = 0 give seven 
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and six equations, respectively. Two more equations are obtained from the expressions (3.7) for 
c and (T. One solution for this set of equations is given by 
S=I,, B,, = [0, - 0.038 368 696, 01, R;z = [L 1, 11, 
I,,, = [0.062 396 641, 0.065 579 872, 1.709 202 5191, 
1 - 
B,, = I -1.626 238 233 
0.022 721 724 0.078 159 004 
1 - 0.277 672 042 1 , 
1 1.499 260 120 - 1.333 863 815 
0 0 0 
1.626 238 233 0 0 
- 1.499 260 120 1.311 300 900 0 
0.717 492 635 1 
(3.9) 
Lll = 
4. Numerical results 
To evaluate the efficiency of the iteration schemes proposed here, a range of numerical 
experiments was carried out. Results for four initial-value problems are reported and compared 
with results obtained using schemes described in [S,lO]. The comparative performance is typical 
of the other tests carried out, including some with systems of much higher dimension. 
Problem 1 is the system [13] 
x; = -0.013X, + 1000X,X, Xl(O) = 1, 
X; = 2500x,x,, -Q(O) = 1, 
x; = 0.013 x1 - 1000x,x, - 2500x,x,, x3(O) = 0, 
where the eigenvalues of the Jacobian at the initial point are 0, -0.0093 and -3500. 
Problem 2 denotes the system [13] 
x; = -55x, +65x, -x1x3, Xl(O) = 1, 
x; = 0.0785(x1 -x2), x*(O) = 1, 
x; =0.1x,, x3(0) = 0, 
where, initially, the eigenvalues of the Jacobian are the complex conjugate pair 0.0062 + 0.01 i 
and -55. 
Problem 3 is the elliptic two-body problem, with eccentricity 0.6, 
x; =x3, 
x; =x4, 
x; = -x1(x? +x;)-3’2, 
xi = -x2(x? +x22) -3’2, 
The eigenvalues at the initial poin 
x,(O) = 0.4, 
x2(0) = 0, 
x3(0) = 0, 
x4(0) = 2. 
.t are f Sk? and + 5 5 . 5 
i- 
5 1. 
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Problem 4 is the system, with nonlinear coupling between smooth and transient components, 
x; = -X1 + 2, n,(O) = 1, 
x; = - 10X, + 0.1X& x2(0) = 1, 
x; = -40x, +0.4(x? +x$), X3(O) = 1, 
Xi = -100X, +.X1” +x; +x,2, X4(0) = 1, 
where the Jacobian has constant eigenvalues - 1, - 10, -40 and - 100. 
For each problem a single step was carried out, in each case using the Jacobian evaluated at 
t = 0. For each scheme tested, the initial iterate chosen was Y” =x $x @ . . . @x where x 
denotes the solution value at the initial point. 
A number of schemes were tested for the two-stage Gauss method. 
Method 1.1 denotes this two-stage Runge-Kutta method of order four implemented according 
to the basic scheme (1.5) using the parameters given in [8, p.1381 with the choice o = 1 for the 
relaxation parameter. 
Method 1.2 is the same Runge-Kutta method implemented using the same scheme (1.5) but 
with parameters given by (2.7) where /I is defined by (2.5). 
Method 1.3 again denotes the same Gauss method implemented using the same scheme (1.51, 
again with parameters given by (2.71, but with p defined by (2.8). 
Method 1.4 denotes the same Runge-Kutta method but implemented according to the scheme 
(3.2) with one extra substep Y = s + 1. The parameters are given by (3.8). 
Three schemes were also tested for the three-stage Runge-Kutta method of order six. 
Method 2.1 denotes this three-stage Gauss method implemented according to the scheme (1.5) 
using the parameters given in [8, p.1391 with relaxation parameter w = 1. 
Method 2.2 is the same Gauss method implemented according to a scheme described in [lo] 
and using one particular set of parameters [lo, p.3291. 
Method 2.3 is again the three-stage Gauss method but implemented according to the scheme 
(3.2) with r = s + 1 and with parameters given by (3.9). 
For each method and problem the quantities 
e, = IIE”II, m = 1, 2, 3,. . . ) 
were calculated, using the uniform norm on Iw”“. The results are summarized by tabulating, for 
each method and problem, the smallest value of m for which e, < 10W9, see Table 1. Similar 
comparisons are obtained for other bounds on e, and other problems. 
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Table 1 
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Values of m giving e, Q 10e9 
Problem h Method 1.1 Method 1.2 Method 1.3 Method 1.4 Method 2.1 Method 2.2 Method 2.3 
1 0.1 7 6 5 6 9 7 8 
2 1.0 9 8 7 8 12 10 10 
3 0.01 8 8 6 8 11 9 10 
4 0.1 8 8 7 7 11 9 9 
A comparison of the schemes for the two-stage Gauss method shows that the one with best 
performance was obtained by solving the minimization problem (1.7) with X= [w-. It is 
interesting that this scheme performs best, even when the Jacobian has complex eigenvalues 
and it is plausible that the good performance arises because p[M(O)] is smallest in this case. 
The performance of the scheme with one extra substep is disappointing and it may be that 
again the value of p[M(O)] is crucial. It is proposed to examine schemes with the constraint 
pMO)l = 0. 
Of the schemes for the three-stage Gauss method, the one proposed in [lo] performs best. 
As this particular scheme was obtained by allowing the iteration matrix M to have two nonzero 
eigenvalues, a direct comparison may be unfair. The scheme with one extra substep performs 
well and it should be possible to obtain an improved scheme by removing the constraint that M 
has only one nonzero eigenvalue. 
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