Introduction
The Jolly-Seber model for estimating parameters of open populations (Jolly, 1965; Seber, 1965) has been the most widely used model for capture-recapture experiments. For a general review on this topic, see Seber (1982 Seber ( , 1986 and Pollock et al. (1990) . This model basically assumes that there are (a) equal catchabilities (i.e., every animal has the same probability of capture in each sample); (b) equal survival rates (i.e., every marked animal has the same survival probability between two successive samples).
A classic problem with this model is the effect of unequal capture probabilities on the Jolly-Seber estimators; this has been studied by Cormack (1972) , Gilbert (1973) , Carothers (1973 Carothers ( , 1979 , Nichols and Pollock (1983) and Nichols, Hines, and Pollock (1984) . Cormack (1972) provided an intuitive discussion of the effects. Carothers (1973 Carothers ( , 1979 and Gilbert (1973) used computer simulations and analytic expressions to conclude: (1) The biases in population size estimators resulting from heterogeneous capture probabilities are negative and often tend to be severe; the biases are largely dependent on the average capture probability and the coefficient of variation (CV) of the capture probability distribution. (2) The heterogeneous capture probabilities are relatively unimportant with respect to the population size estimators when all animals have high capture probabilities, say > .5. (3) The survival rate estimators are more robust with respect to heterogeneous capture probabilities. Nichols and Pollock (1983) indicated that the biases in survival rate estimators are generally negative, but can sometimes be positive.
Although Carothers (1973) and Gilbert (1973) obtained analytic approximations of the biases of the Jolly-Seber estimators, their formulas cannot show how the biases depend on the average capture probability and CV. This work expresses theoretically the biases in the population size and survival rate estimators resulting from unequal catchabilities as functions of average capture probability and CV. The sample coverage has been used (Chao, Lee and Jeng, 1992; Lee and Chao, 1994) to derive the effects of unequal catchabilities on population size estimators for closed models. We now extend it to open models.
Our resulting theoretic biases can be used easily to explain the previous numerical findings and conclusions. Furthermore, it is used to propose new estimators which take account of the heterogeneity of capture probabilities.
In Section 2, we list the notation. In Section 3, we present, separately for the Jolly-Seber and death-only models, the mathematical formula of sample coverage and its relation to population size estimation. We then examine the bias in population size estimators resulting from the heterogeneity of capture probabilities. The biases on survival rate estimators will also be discussed briefly. In Section 4, new estimators for population sizes via sample coverage are thus proposed. In Section 5, the performance of the proposed bias formulas and estimation procedures is investigated by means of simulations. Section 6 illustrates the method using a real data set of male black-kneed capsids previously discussed in Jolly (1965) , Seber (1982) , and Burnham (1989) .
2. Notation t number of samples. k-just before the time sample k is taken; the moment in time when sample k is taken is referred to as time k. k+ just after the time sample k is taken. fIl-A. 1 if n < m.
Unknown Random Variables
Nk population size at k-, k = 1, 2, ..., t.
Mk number of marked animals in the population at k-, k = 1, 2, ..., t; M1 _ O. Ck sample coverage before sample k. C* (for death-only model) sample coverage after sample k. fk(r) number of animals surviving to k that are caught exactly r times before k+, k ? r. fk-(l) number of animals surviving to k-that are caught exactly once before k, k > 1.
Parameters kk survival probability of all animals between k+ and (k + 1)-, k = 1, 2, ... , t -1; 'k 0.
Bk number of new animals entering the population between k+ and (k + 1)-and still in the population at time k + 1, k = 0, 1, . . ., t -1; Bo =_ N1 or N. Pti) the individual effect on the capture probability of the ith animal of Bj recruitment, i = 1, 2,..., Bj and j = 0, 1,..., t -1. ek the time effect on the capture probability of sample k, k = 1, 2, ..., t. pt')ek the capture probability of the ith animal of Bj recruitment in sample k. p the average of py), i = 1, 2, ..., Bj (assume that for allj = 0, 1, ..., t -1, the averages are the same, see Section 3.1). y the CV ofp$'), i = 1, 2, ... , Bj (assume that for all j = 0, 1, ... , t -1, the values of CV are the same, see Section 3.1). On, n ? m, the survival probability between mth and (n + 1)th sample; Om,, 1 if n <im. em,n = emem?+ ... en, n ? m. Xk(P) probability that an animal with individual effect p surviving to k is not caught after k, see (3.8c). Xk(P) derivative of Xk(P) with respect top, see (3.8d).
Statistics nk number of animals captured in sample k, k = 1, 2, ..., t. mk number of marked animals captured in sample k, k = 1, 2, ..., t. Uk number of unmarked animals captured in sample k, k = 1, 2, ..., t. Rk number released at k+, k = 1, 2, ... , t. rk number of the Rk animals that are captured again, k = 1, 2, .. , t -1. Zk number of animals captured before k, not captured at k, and captured again later, k = 2,...,t-1.
Zl,k number of animals captured exactly once before k, not captured at k, and captured again later, k =2, ...,t -1. Zk number of animals not captured in sample k but are seen later. W(k number of animals caught exactly once after k+ and at least twice before k+. Fk(l) number of animals that are caught only once after k+. gk(r) number of animals that are caught in sample k and exactly r times before k+. hk(r) number of animals that are caught r times before k+, not caught in k but are seen later.
3. Sample Coverage and Effect of Unequal Catchabilities 3.1 Jolly-Seber Model with Unequal Catchabilities Assume that there are no losses due to capture (i.e., Rk = nk for all k) and for each j = 0, 1, ... t -1, the Bj new animals are indexed by 1, 2, ... , Bj. Let p$'j)ek be the capture probability of the ith individual of Bj new additions in sample k, i = 1, 2,..., Bj, j = 0, 1,..., t -1, k = 1, 2,..., t. Here p(') denotes the individual effect which is constant over time and ek denotes time-specific effect of the kth sample. If p(i) p for all i and j, then this model reduces to the usual Jolly-Seber (time-specific) model. Clearly some constraints are needed to render the problem analytically tractable and to make the results interpretable. There are two types of assumption to reduce the number of parameters In this paper, we adopt the assumption (A), but all the resulting bias formulas and proposed estimators are also valid under the assumption (B) using similar and parallel derivations. Note that under the assumption (B), if Bo, B1, . .. , Bt-1 are large enough then the assumption (A) of constant mean and CV is approximately fulfilled by the law of large numbers. The assumption made in Carothers' (1973) pioneering paper is a special case of our assumption (B).
The value of CV measures the degree of heterogeneity of capture probabilities. If CV = 0, then p ') for all i, j are equal and there is no heterogeneity. The larger the CV, the heavier the degree of heterogeneity. The survival rates are still assumed to be time-specific.
We now define the "sample coverage before sample k," Ck-(for notational simplicity, we will use Ck instead of Ck-throughout the paper) as the proportion of the total individual effects of the captured animals of those animals that survive to k-. That is, k -1 j p( j)j the ith animal of Bj survives to k-and is l Ej=o E=P captured at least once in samples 1, 2, ... k-10 Therefore, Ck = mk/nk is still valid in the heterogeneous case. However, the relation Nk = M/Ck is no longer valid. Thus we are motivated to find the discrepancy between EMk/ECk and ENk when thepi'i values are different. Letting p = (pi),P?), ... ,pBO,P1), ... ,PB), ... ,pBt-j)), we can write (all the derivation details are given in an unpublished technical report, available from the authors on request)
Lj=O i=l where Rl,k denotes the remainder term. The above result (3.7) is a generalization of the conclusion for closed models, see . Hence the sample coverage approach provides a unified procedure to quantify the effects of heterogeneity for both closed and open models. Xk(P) = P(any animal with individual effect p surviving to k is not caught after k)
Thus from (3.7) and (3.8a) an approximation formula for the bias is -r 2 k-2
When there are no time effects, that is, ej -1 for all j, the above reduces to
These formulas show precisely how the bias depends on the average capture probability and the CV for given fixed Bj, 4)j, and ej values. The bias could be large especially for smallfp and large CV. In Section 5, we investigate the performance of the theoretic bias (3.9a) by comparing it with the average bias based on simulations. The bias term in (3.10a) is usually small, but it could be either positive or negative, which explains the findings of Nichols and Pollock (1983) .
We remark that for models with birth only (kk = 1 for all k) the marked population size Mk, k -2, 3, ... , t is known, hence an approximate bias is given by the first term of (3.9) or (3.9a).
Death-Only Model with Unequal Catchabilities
This model is a special case of the Jolly-Seber model by letting B1 = B2 = *a= B,_1 = 0. For simplicity, let Bo -N and index the animals by 1, 2, ... ., N. Assume that the individual effects on the capture probability of these N animals are pi P2' ... PN with mean p and CV y. The capture probability of the ith animal in the kth sample is assumed to be piek. It is also assumed that there is no capture loss. Define the "sample coverage after sample k" (k < t) as Procedures similar to those in Section 3.1 lead to
where Xk(P) is defined in (3.8d). Since Xk(P) is negative and (rk + zZ)/Ct = Nk,o, we see from (3.13)
that for the death-only model the bias of the usual estimator Nk,o is also negative. Substituting Xk(P) into (3.13), an approximation for the bias of Nk,O is
(3.14)
In the special case of ej 1, the above reduces to (ENk)p,y2 t -k 0 )k j(31a E(C') >E Ijk,k-l+J(l -P)(1 is approximately the expected number of animals captured in sample k + 1 but not seen later; and the second term is approximately the expected number of animals not captured in sample k + 1, captured in k + 2 but not seen after k + 2; similar interpretation can be made for other remaining terms. Hence (ENk)p[-Xk(P)] is approximately E (Fk(1) ), the expected number of animals that are seen only once in samples k + 1, k + 2, .., t. We now proceed to estimate the CV. We shall only discuss the case ej 1 for all j. Let fT(r) denote the number of animals surviving to 7 that are caught exactly r times in samples 1, 2, ... , r. Then for fixed 7 To obtain an estimate for y2, we must replace ENT in (4.1) by an initial estimate and also obtain an estimate of fT(r). From (3.12), we consider the usual estimator NTO = (rT + z4)n /rT as an initial estimate of ENT. Also in the equal catchability case Therefore, we have the following estimators of the non-negative parameter y2 based on capture frequencies of the first 7 samples, -= 2, ... , t -1,
In practice, we can select any arbitrary integer 7, 1 < r < t to estimate the CV. Since NT O in (4.3) uses data information from samples 7 to t, whereas fT(r) and gT(r) use data based on samples i to Note that ENt is not estimable in this approach, since Ct* is undefined.
Variance estimators for the usual estimators are given in Jolly (1965) and Seber (1982) . To obtain a variance estimator of the proposed estimator for the heterogeneous case, we assume that Pl, P2, . . , PN are a random sample from an unknown distribution F(p). The unconditional variance estimator then can be obtained by using a standard approach of Jolly (1965) as if we had a usual time-specific model with individual capture probability being the mean of F(p). The adequacy of the resulting variance formula will be examined in Section 5.
Jolly-Seber Model
We restrict ourselves to the case ej _ 1 for allj. That is, each animal has its own capture probability and this probability is kept constant over samples. We need to estimate the first term of (3.9a), 8k(p) and CV. First notice that
However, fk- (1) is unobservable. An estimate of it is provided by noting that rk/nk Z1,kl [fk-(l) gk (2) 
An estimate of y2 based on capture frequencies of the first 7 samples, 7 = 2, 3, ... , t -1 is given by (derivation is given in a technical report of the authors): /O, 4j values are given in (3.10), and Bj = NIj+ l -4NjNj0, Nj,0 is the usual Jolly-Seber estimator for ENj; since N1,0 is not obtainable, we take N10 = N2 2. Unlike the death-only model, here we can choose -in (4.5) as large as possible. Thus a proper choice of -is 7 = t -1, since it is the largest size for which an estimate of fT(r) can be obtained. From (3.9a) and (4.5), we propose the following estimator for ENk:
A variance estimator for the proposed estimator can be obtained similarly to that discussed in Section 4.1. We remark that for birth-only model, fk-(l) is a known statistic and the proposed estimator for ENk reduces to Nk,o + [fk- (1)](/Ck.
Simulation Study
In this section, we investigate numerically the performance of the approximation bias formulas derived in Section 3 for both the Jolly-Seber and the death-only models with unequal catchabilities. We then investigate the behavior of the proposed new estimators and compare them with the traditional estimators. The parameters of the trials are given in Table 1 . We fixed N in the death-only Table 1 Description of the trials (In each trial, there are one-forth animals with individual capture probabilities p1, P2' P3, and P4, respectively, p = mean, CV = coefficient of variation.) (.75, .85, .95, .90, .85, .75 ).
For the individual capture probabilities, the population of 400 animals was divided into four different subpopulations of 100 animals each. That is, there were 100 animals with capture probabilities p1, P2' P3, and p4, respectively. Thepi values were chosen to satisfy the prespecified CV (0 to .8 with an increment of .2) andp = 0.3. When the fourpi values are equal (CV = 0), the model reduces to the usual Jolly-Seber model with equal time-effects. We assumed that there are no deaths on capture, i.e., Rj = nj for all] = 1, 2, ... , t. In the Jolly-Seber model, the recruitment was fixed to compensate for the expected number of deaths, i.e., there were 100(1 -X>) animals with capture probabilitiesp1,p2, p3. andp4, respectively, in B1 new additions to satisfy EN1 = EN2 = ***= ENM _400.
For each type of survival rate and each fixed trial, 200 data sets were generated. Then for each generated data set, we calculated for the death-only model the usual population size estimator Nk, o (see (3.12) ) and the proposed Nk (see (4.4)) as well as their standard error estimates. For the Table 4 Simulation results for death-only models, N = 400, t = 7,200 runs, (/1 -06) = (.95, .95, .9, .9, .85, .85) estimator has smaller bias but larger standard error due to estimation of CV. With respect to the RMSE, both estimators behave similarly when 0 < CV < 0.4; and the proposed estimator is superior to the usual estimator when CV B 0.4. In other words, when CV is relatively large, the reduction in bias can compensate for the increase in standard error due to estimating CV. Of course, we do need sufficient data to generate a stable estimator for CV. It is clear from these results that the proposed estimates are still biased downwards for large CVs mainly due to the underestimation of CV especially when CV is large. (The CV estimates are considerably lower than the true values.)
We remark that Gilbert (1973) suggested that the heterogeneity is relatively unimportant with respect to population size when all capture probabilities are .5. It can be shown theoretically that when all capture probabilities are > .5, the maximum CV that can be achieved is (1/8)1/2 .35 (it is achieved for a population with 2/3 animals having capture probability 1/2 and the other 1/3 having probability 1). From our simulation, it is not worthwhile estimating CV in this case, which agrees with Gilbert's finding.
The approximate standard error estimates of Tk and Nk,o calculated by using the approach of Jolly (1965) (column 5 in each table) are generally satisfactory since they are close to the sample standard errors (column 6 in each table).
In summary, the usual population size estimator without considering heterogeneity is still appropriate when CV < .4. When CV ? .4 and there are sufficient data to generate a stable estimate of CV, our estimator incorporating the heterogeneity of capture probabilities is superior to the usual estimator; when 0 < CV < 0.4 both estimators are comparable. Table 5 Simulation results for Jolly-Seber models, N = 400, t = 7,200 runs, (/1 -06) = (.95, .95, .9, .9, .85 Capsids were individually marked and their sex recorded. This data set has been discussed in Jolly (1965) , Seber (1982) , and Burnham (1989) . Buckland and Garthwaite (1991) also used it to illustrate the bootstrap resampling method. Professor Burnham has kindly made available the edited data. Table 6 Summary statistics of male capsids data k Table 7 Jolly-Seber and proposed estimates for male capsids data k We use the male capsids for illustrating our method. The summary statistics are given in Table 6 . There were six losses on capture, and they are excluded in this analysis to simplify the estimation procedure. Excluding these six capsids will result in little change in the estimates, because the number of total captures is relatively large. The CV based on (4.5) for the male capsids is estimated to be 5 = .4033. From our experience in the simulation, the classical Jolly-Seber estimates are likely to have severe negative bias. Table 7 provides the Jolly-Seber and the proposed estimates as well as their estimated standard errors. Our estimates are always higher than the Jolly-Seber estimates, but higher standard errors due to estimation of CV are also shown in the table. The standard errors for samples 11 and 12 are extremely large for both estimation methods because of the sparseness of the data for these two samples.
We remark that for the female capsids data, the CV is estimated to be 5 = .0952, which indicates that it is plausible to assume equal catchabilities. Our estimates are very close to Jolly-Seber estimates and thus are not reported here. A computer program which calculates the proposed estimators and standard errors may be obtained from the second author upon request.
