This article defines the basic concepts and unified terminology used in models for decision-making in spaces of binary relations. The problem of generalized mathematical programming is described as a decisionmaking model.
The Simplest Structure in the Space of Binary Relations
An important role in decision theory is played by the binary relations that are currently discussed in numerous papers (see, e.g., [1] , [2] , [4] , [5] ). In practice, however, each paper contains its own tei minology, and some notions are differently called by various authors. This subsection summarizes the material of the above papers to establish patterns tor definition of some notions and develop on their basis a unified terminology that is used throughout this work.
Definition 1. The binary relation on the set X is called any set R of ordered pairs of elements: R ⊆ X × X.
Definition 2. Let R be a binary relation on the set X. Then
• the binary relation R : R = X ×X/R is called the denial of binary relation R;
• the binary relation R −1 : (x 1 , x 2 ) ∈ R ⇔ (x 2 , x 1 ) ∈ R −1 for ∀x 1 , x 2 ∈ X is called the inverse of binary relation R;
• the binary relation P : P = R −1 is called the dual of binary relation R.
Definition 3. The binary relation R is called:
• reflexive if (x 1 , x 2 ) ∈ R for ∀x 1 ∈ X;
• antireflexive if (x 1 , x 1 ) ∈ R for ∀x 1 ∈ X;
• negatransitive if R is transitive;
• weakly complete if
The binary relations presented in Definition 3 are classified into special classes according to various properties (axioms) being satisfied. Decision theory primarily identifies a symmetric binary relations known as orderings. We may show that each subsequent ordering in Definition 4 is a special case of the previous ordering in this definition. This, in particular, follows from the fact that the condition for interval transitivity with x 2 = x 3 becomes the condition for transitivity, whereas asymmetry and transitivity yield the implication [5] : "(x 1 , x 2 ) ∈ P ⇒ either (x 1 , x 3 ) ∈ P, or x(x 3 , x 2 ) ∈ P for ∀x 1 , x 2 , x 3 ∈ X", which enables one to show that the weak ordering is semitransitive.
We also assign to each ordering its dual binary relation R : P = R −1 that may be thought of as being a nonstrict component in that (x 1 , x 2 ) ∈ R and (x 2 , x 1 ) ∈ R are simultaneously satisfied for it, or, as can be shown, is reflexive. The characteristic properties presented in the definitions of various binary relations R follow from the properties of the associated orderings (see, e.g., [1] , [2] ).
Definition 5. The binary relation R is called • the nonstrict ordering if R is complete; • the nonstrict partial ordering if R is complete, negatransitive; • the nonstrict interval ordering if R is complete, interval negatransitive; • the nonstrict semiordering if R is the seminegatransitive nonstrict interval ordering;
• the nonstrict weak ordering if R is complete, transitive;
• the nonstrict strong ordering if R s complete, antisymmetric, transitive. This classification of strict and nonstrict orderings is determine requirements and preconditions of various trends in further research. For example, in [2] such classes of orderings prove to be important in the proof of sufficient conditions for existence of the maximal and largest elements of the set in the sense of the preference specified on it, in Definition 9 they are crucial where the existence of preference indicators is studied, in [4] they are essential in the resolution of the group choice problems.
All the research works explicitly or implicitly construct the relationship among the classes of orderings or, what is the same, the structure in the space of orderings. In terms of the theory of a priori investigation developed here, this structure may be called simple. If we now denote by {P 1 }−{P 6 } the space of orderings in the sequence of Definition 4 and by {R 1 } − {R 6 } the relevant space of nonstrict orderings in the sequence of Definition 5, then the simple structure in the space of binary relations can be schematically represented as:
The properties of the binary relations in Definition 3 are shared by all types of spaces. In the applied problems, however, it is customary to distinguish the spaces having specific properties. In these spaces, along with the properties of binary relations, we may introduce a number of special properties.
Definition 6. The binary relation R given on the topological space of alternatives X is called:
Definition 7. The binary relation R given on convex set of alternatives X is called:
•
• strictly convex if for ∀x 1 , x 2 , x 3 ∈ X and ∀λ ∈ [0, 1] such that (x 1 , x 3 ) ∈ R and (x 2 , x 3 ) ∈ R and x 1 = x 2 we have (
Definition 8. The binary relation R given on the n-dimensional Euclidean space is called monotone if for ∀x 1 
An important role in decision theory is played by the indicators of binary relations (utility functions) that permit the numerical evaluation of the relationship among admissible alternatives. Utility functions may significantly facilitate the search for optimal decisions, but in practice, as noted below, they need not necessarily be considered.
Definition 9. The function ψ(x) : X → E 1 is called the indicator of binary relation R (the utility function) if the following condition is satisfied:
(x 1 , x 2 ) ∈ R ⇔ ψ(x 1 ) ≥ ψ(x 2 ) for ∀x 1 , x 2 ∈ X.
Maximal and Largest Elements with Respect to Binary Relations. The Optimal Choice Problem
The notions of the optimal elements of a feasible set of alternatives in the sense of the binary relation given on it are crucial to decision theory, and the problem of choosing these elements is known as the optimal choice problem (OC).
Definition 10. The feasible element x 0 ∈ X is called dominance-optimal in the sense of the binary relation R (the largest element of the feasible set) if it is related by R to the other feasible elements.
Definition 11. The feasible element x 0 ∈ X is called blocking-optimal in the sense of the binary relation R (the maximal element of the feasible set) if there are no feasible elements other than x 0 that are related by R to the feasible element x 0 .
Denote the sets of the largest and the maximal elements respectively by:
The existence of the largest and the maximal elements is discussed in detail, e.g., in [2] . This work offers the whole set of sufficient conditions for existence of optimal elements both in finite space and in arbitrary space on which no extra conditions are imposed. For the purposes of this work, the conditions proved in a more general setting [2] are essential; they are applicable for convex compact sets and, respectively, for semiopen (or semiclosed) convex binary relations.
Theorem 1. Let Xx be a convex compact set and let the binary relation R be semiclosed above, strictly convex and complete. Then
C D (X, R) = .
Theorem 2. Let X be a convex compact set and let the binary relation R be semiclosed from below, strictly convex and complete. Then
Some weaker propositions are also discussed in [2] , where the properties are required to hold for the binary relation R(x 0 ) that majorizes the relation R in some neighborhood O(x 0 ) of the alternative x 0 ∈ X, that is:
Note also that if the binary relation R is transitive and complete, then the condition of convexity in Definition 7 can be weakened by replacing it with the assumption that is more natural in economic and probabilistic interpretations:
. This, in particular, explains why the research works often make the assumption about the transitivity of the initial binary relation or replace it with the transitive closure (the minimal transitive binary relation containing the initial one). This assumption will be made in the following discussion, where a given binary relation is extended to the space of binary relations.
Statement of the Generalized Mathematical Programming Problem
The problems of classical mathematical programming (CMP) have been adequately studied. For example, they can be generally stated as follows:
where f j (x), g k (x) : X → E 1 are scalar functions for all j = 0, J and k = 0, K, and u j ∈ E 1 + are the least satisfactory points for evaluation of admissible alternatives ("status quo" points). Note that the need to divide the constraints in (2) into two groups is dictated by further constructions.
But practice shows that the majority of the applied modds cannot be represented as above. They, in particular, may include multicriteria optimization problems, decision problems under conflict, and group choice problems. Essential differences in the statement of these problems contributed to isolation of the issues concerning their study e.g., in [5] , [6] , into distinct directions in optimization theory provided with various mathematical tools. In order to develop a unified approach to optimization issues, some works, e.g., [5] , [6] , offered optimization problems using binary relations that came to be known as generalized mathematical programming problems (GMP):
where
are scalar functions for all k = 0, K, R 0 is an objective binary relation, R j are the binary relations of constraints given on the sets of spaces
are "status quo" points, j = 1, J. So, in the above statement, the vector functions f j (x) impose constraints on the subjective features of participants in a decision system, whereas scalar functions g k (x) impose constraints on the objective features of the system that are independent of the system participants. And this fact necessitated the division of functional constraints in (2) into two groups.
It can be readily seen that if there are indicators of binary relations R j for all j = 0, J, then problem (3) can be represented as (2) up to a strictly increasing monotone transformation. But the construction of the binary relation indicator is necessarily a trivial problem and, furthermore, it is generally easier for decision makers (DMs) to choose the best alternative of the two offered alternatives than to estimate quantitatively each of them having an explicit final goal.
Thus, we may distinguish a number of advantages in the statement of the GMP problem as compared to the statement of the CMP problem (2) . These are the possibilities of:
• a unified approach to decision problems and optimization problems;
• modeling of situations in which the participants' interests cannot be expressed in terms of objective functions (either there are no utility functions or they cannot be constructed);
• allowing for the human factor and subjective features of all the participants in decision making;
• development of universal iterative procedures ("dialog" method) for searching optimal decisions and evaluation of their labor intensiveness;
• constraction of expert and analytic decision systems with the subsetequent output to artificial intelligence systems.
The statement of problem (2) also has a considerable advantage over the statement of the problem discussed in subsection 2 of this work:
• the possibility of modeling in a wider class of applied problems where the choice is made from some set of alternatives by comparing not the qualities of these alternatives, but the qualities of the results of their influence on the system being studied.
The above problems may primarily include closed-loop control problems (CLC). The possibility to model them by using the GMP techniques is discussed, e.g., in [3] , where the main shortcomings of the classical statement of CLC problem are presented and the ways to overcome them are illustrated by Zubov's optimal investment model [7] .
Thus, the study of problem (2) is a promising direction in the mathematical decision theory, and this statement will be investigated later in this work.
