Abstracl--ln this report, a distributed neural network of coupled oscillators is applied to an industrial
I. INTRODUCTION
This is a continuation of an exploration of pattern recognition capabilities of the olfactory bulb model (Freeman. Yao, & Burke, 1988) and the distributed olfactory system model (Yao & Freeman, 1989, 
199(I).
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For many years, efforts have been made within a large research community to capture the principles by which biological systems accomplish pattern recognition (Amari, 1967 (Amari, , 1977 Anderson, 1972; Cooper, 1973; Freeman, 1960 Freeman, , 1975 Fukushima, Miyake & Ito, 1983; Grossberg, 1976 Grossberg, , 1980 Hebb, 1949; Hopfield, 1982 Hopfield, , 1984 Kohonen, 1972 Kohonen, , 1988 Lippmann, 1987; Mead, 1989; Minsky & Papert, 1969; Pao, 1989; Pitts & McCulloch, 1947; Rosenblatt, 1958 Rosenblatt, , 1962 Rumelhart & McClelland, 1986; Sejnowski & Rosenberg, 1986; Widrow & Hoff, 1961) . In psychology, pattern recognition is defined as the process by which external signals arriving at the sense organs are converted into meaningful perceptual experiences (James, 1890), Our own perceptual experience and research tell us that the process of recognizing a pattern should at least include the following procedures. The stimulus pattern must be transduced by sense organs, and converted into a neural signal, which is enhanced by noise depression, information compression, and amplification of the main features of the pattern. The prototype of the pattern must have been established by previous observation of multiple examples in the same class. This is most likely done by selective changes in synaptic strengths within the cortex. Finally, the altered synaptic connectivity gives rise to the association between each input pattern and its prototype. The association can be understood as a dynamic flow from an initial state to its "nearest" attractor or "'wing" constituting the output, and the attractor or the wing is accessed by the input (Freeman, 1990a; Yao & Freeman, 1990) , A complete pattern recognition system usually consists of a transducer, preprocessor, feature extractor, and classifier (Duda and Hart, 1973) . Pattern recognition systems based on the perceptron introduced by Frank Rosenblatt in 1958 (Rosenblatt, 1958 (Rosenblatt, . 1962 Minsky & Papert, 1969) operate by relaxation to one of a collection of equilibrium states, constituting the minimization of an energy function. Biological pattern recognition systems do not go to equilibrium and do not minimize an energy function. Instead, they maintain continuing oscillatory activity, sometimes nearly periodic but most commonly chaotic. This activity has the form of a spatial pattern of amplitude of a shared chaotic carrier wave over a distributed population of neurons (Freeman, 1990b) . The function that is minimized is not an energy level: it is best described as a difference in pattern between an on-going event and a collection of prototypicat spatial patterns, which we describe as lobes or wings of a global chaotic attractor (Yao & Freeman 1990) . Except that we introduce a chaotic associative memory into our pattern recognition system, the system shares similar features with other systems based on neural networks. For example, since each value of the pattern is a scalar amplitude, each pattern can be expressed as a vector or point in the measurement space. The function that is minimized is a Euclidean distance between a sample point and one of the prototype points in hyperspace.
Our work has been directed toward simulating the pattern recognition capabilities of oscillatory systems, first using limit cycle attractors (Freeman et al., 1988) and now using chaotic attractors (Yao & Freeman, 1989 , 1990 ). The approach is closely related to the analogy by Haken (1987) between pattern recognition and nonequilibrium phase transitions in fluids and lasers. According to his "'slaving principle", when a chaotic system is raised in energy and brought close to a separatrix, a small fluctuation spreads rapidly and entrains the entire system into a coherent spatial pattern. Our experiments with chaotic dynamics were designed to test the hypothesis that small input signals fed into our chaotic system would rapidly switch it from one basin or wing to E Yao. W. J. Freeman, B. Burke and Q. Yan~ another, depending on the sensitivities built into the connections by learning, thereby demonstrating amplification of the effect of the inputs by the chaotic process as an essential intermediary step in pattern recognition.
In this paper, we develop an aigorithm that allows a machine to accept inputs in the form of a 64 ~ vector, to enhance, compress, and amplify the signals, and to "learn" to classify obiects as acceptable or not. We compare the efficac~ of our model using chaotic attractors with our previous model using limit cycle attractors, with a binary autoassociator using point attractors, with standard statistical approaches, and with a three-layer back propagation network (Notice: The data sets :_,rc available on request on floppy disc in ASCII.i Figure 1 illustrates several examples of the objects which the machine is going to recognize. The two objects at the top are machine screws. The two objects in the middle are ball studs The two objects at the bottom are Phillips tips. There are two classes of objects: acceptable and unacceptable. The key requirement for the machine in this application is to get rid of the unacceptable objects (i.e., the classification rate for the unacceptable objects has to be 100 percent). Given this constraint, we minimize the error rate for classifying acceptable objects.
PROBLEM FORMULATION
There are four sets of data available for devel-()ping our new algorithm. Set i consists of data for 20 unacceptable machine screws and 50 acceptable machine screws. Set 2 consists of data for 10 unacceptable ball studs and 50 acceptable ball studs. Set 3, and Set 4 are all composed of data for 50 unacceptable Phillips tips and 50 acceptable Phillips tips. The difference between Set 3 and Set 4 is that the former is the data set with the parts sliding tips first, and the latter is the data set with the parts sliding tip last. The data are provided by the Cochlea Corporation, and were obtained by using a unique sensing technique (Buckley, 1975 : Buckley & Stelson, 1978 : Tavormina & Buckley, 1978 . After sensing, each object is represented by a real vector in a 64-dimensional space. The components of the vector are phase values (from -Tr to rr).
The task of recognizing these patterns is graded in complexity owing to intrinsic variability of the part under observation. The machine-screws in Figure 1 are nearly symmetrical. The acceptability is detected regardless of how the screw slides down the chute. The acceptable ball stud has a hole, but the hole can be m different rotational positions for each wav it slides down the chute (in some positions it 'qooks'" just like a bad one, i.e., one with no hole at all). The Phillips tips are most unsymmetric because there is no relation between the position of the hex shape to the Phillips tip. The angle between the Phillips tip and the chute is different for each part and unknown. It is easier to tell the fine from the coarse if the part slides tip first than if the part slides tip last because in the latter case the position of the tip differs when the part breaks the acoustic beam. Thus among these four data sets Set 4 is the most difficult, Set 3 is the second, Set 2 is the third, and Set 1 is the easiest.
Let us consider Set I composed of 70 cases (20 cases of the unacceptable machine screws, and 50 cases of the acceptable machine screws). From a geometrical point of view, each case is a point in a 64-dimensional space. Thus the 70 cases may be denoted as {x ~, x -~ .... x7"}. According to the terminology of the pattern recognition theory, the space is called a feature space, and the representation of each machine screw is 64 features. It is observed that the phase values eft" each feature are normally distributed.
We assume that the number of machine screws is large enough to give reliable means and standard deviations for those 64 channels of the data, Owing to the nature of the phase values, the first consideration is to check each feature for a split distribution (values across -v and ~r). Since -Tr and 7r, in fact, are the same point with respect to the definition of phase, if a channel distribution is split at the point, then 7r is added to those values greater than zero and ~r is added to those values less than zero to correct this split. How can we know whether a feature is split at zr or not? In the algorithm we check the standard deviation for each feature. If the value of the deviation exceeds a prescribed number (here, 1.0 radians is adopted), we consider the feature is split at -re, and shift it. For this particular recognition task, an additional procedure is also used to prune some irrelevant or redundant information caused by the sensing technique. The procedure is described as the following: Check the values of the standard deviation of the 64 features one by one among the training cases. If the value of the deviation is larger than a prescribed value (here, 0.5 radian is adopted), then we ignore the feature by simply setting the value of the feature at zero. The reason for doing this is that the high deviation of the corresponding sensing channel implies excessive noise. In other words, we assume the sensing channel does not provide useful information. This pruning procedure may be considered as a simplified realization of the habituation process in biological sensory systems. It is well known from statistical decision theory that the probability of classification error or risk should increase when fewer measurements are taken into consideration (Ferguson, 1967) . However, this is true only for infinite sample sets for which the errors on estimates of the pattern recognition system parameters can be ignored. In this case only finite training cases are available and consequently estimation errors will no longer be negligible, and only those suspect measurements are pruned. Thus this additional procedure should lower the error rate. After the shifting and pruning procedures, the data are ready for all the methods tried below, For the 70 cases in Set 1, suppose only the first five and the 21st to the 30th cases are labeled (i.e., the first five cases are known as unacceptable machine screws, and the cases from the 21st to the 30th are known as acceptable machine screws). The labels of the rest of the machine screws are unknown. Then the classification of the 70 cases in Set 1 becomes a supervised learning, or learning with a teacher problem since the data of those known screws can be used as training sets. Using the first five cases, we can calculate the centroid for the class of the unacceptable screws x z" by simply averaging them 
If the shifting does not minimize the standard deviation of the feature, then keep the original values, which implies that the wide distribution of the values has nothing to do with the splitting. It is the intrinsic variability of the feature. In addition, the prescribed number is not unique. For instance we may use 1.5 instead of 1.0. In this report, we are not going to discuss the optimal value of any particular parameter, and are mainly interested in principles.
The centroid for the acceptable screws x "~ can be obtained by averaging the cases from the 21st to the 30th, too. Thus each class can be presented by its centroid. Since the distribution of the values of each feature is known to be Gaussian, a minimum distance classifier with respect to the two centroids implements a linear separation in the 64-dimensional feature space, and is optimal in the sense of minimizing the expected probability of misclassification according to decision theory. By using the minimum distance classifier under Euclidean distance metric, we obtain the classification result, which is presented in Table 1 . The same procedure also yields the results for the other three data sets (see Table 1 ), where the first five and the llth to 20th, the first ten and the 51st to the 60th, the first ten and the 51st to the 60th are used for centroids for the data sets Set 2, Set 3, and Set 4, respectively.
The results (see Table 1 ) are not satisfactory except the results for Set 1. The two classes within the data sets Set 2, Set 3, and Set 4 are not linearly separable. In order that the data be well separated by the classifier, the "quality" of the data should be enhanced in the sense of minimizing the within-class pattern variability while maximizing the between-class pattern variability. This is a so-called feature extraction problem. We will show that the distributed olfactory system model (see Figure 2) can solve the problem.
RELATED MODEL PROPERTIES (see Appendix for the Mathematical Description of the Kill Model)
Figure 2 illustrates a distributed neural network which is a K-model of the olfactory system derived from Freeman (1987 Figure 2 , and the notation of the KI1 model refers to the subnctwork inside the box in Figure 2 when the t:eedback pathways are cut off. The characteristics of those modets have been described in detail (KlI-Freeman et al~, 1988; KIlI-Yao & Freeman, 1990 : nnd Freeman & Yao, 1990 . Because of the scaling invariant property of both of the models, those characteristics found in low-dimensional cases are preser~ cd when the number of channels ot: the models i~ ~.xtendcd up to 04. The output of the models is .~ctrieved and laundered by a process of spatial integration, which removes noncommon activity and enhances the cooperative activity at the common instantaneous frequency. Figure 3 shows two samples of the outputs. One is the impulse response from the KII model. another is from the Kill model utlder a smooth step input. The channels which receive the input ol are associated with the templates respond with high amplitude oscillations (see Figure ~a} or high DC shifts (see Figure 3b) . The learning rule used to make ten> plates is a simplified Hebbian ruic called input correlation (Freeman et al.. 1988) . 'lhe central idea of Hebbian learning is that a globa~ network ma\, learn by constructing internal rcprescmations of patterns in the form of "'cell-assemblies" that learn to support one another's activities (Hebb, i949) . Pattern recognition in a biological system i~ a collective £f/~'ctiveness. The strengthened Hehbian connections emphasize the ensemble, let only two templates A Each centroid is found by averaging its corresponding training cases. The data are shifted if necessary to prevent split distributions around + ~ and -~. Channels with excessive variance are set to zero. In Set 3, and Set 4, there are 10, and 11 channels are set to zero, respectively. Set 1 and Set 2 are not affected by this setting. and B be built in the subnetwork in Figure 2 . Then an input covering more components of the template A move the output closer to point A than to point B.
In Figure 2 , each circle denotes a pool of individual neurons, which is modeled as a second-order linear ordinary differential equation cascading with a threshold logic unit (i.e., sigmoid function). The threshold function devalues the role of single channels by bounding values between 0 and I. For example, suppose all components of an input vector are exactly the same as those of the template A except input on one channel is far from the corresponding template channel for A. Thereby in the original feature space the input may be closer to the template B although the input is totally different from B. In this case the Kill model moves the output closer to point A. The Hebbian learning in the mutually excitatory path and the threshold function of thc neuronal pools together enhance the learned features of the input. In addition, the sigmoid curve is asymmetric, which distinguish the system from most other neural networks with symmetric sigmoid curves.
Since the convergence in the models is independent of their initial conditions, and the dynamics of the models is driven by their inputs, the models may be used to process an uninterrupted sequence of inputs. The simulated speed of process depends on the convergence time. In the KII model, the convergence time is about 50 ms. The next 50 ms series is used to get RMS values. In the Kill model, the convergence time is about 100 ms, and the next 100 ms are needed to get the means of the DC shifts (see Figure  3b ). Thus the processes in the KII model, and in the Kill model require the simulated durations of 100 ms, and 200 ms per case, respectively. In other words, the models can be run at rates of five to ten patterns per second. The training of the systems is be presenting prototypes on one trial and does not rcquire repeated runs to converge to optimized performance.
Very frequently, patterns in the same class differ a great deal owing to the natural variability, distortion, and noise of the data. The feedback pathways from the prepyriform cortex to the inner bulb and from the anterior olfactory nucleus to the inner as well as the outer bulb in the Kill model smooth irrelevant information and noise in the recognition task. It is the low-pass filter function of these feedback pathways that assists the biological system in pattern recognition in noisy, unpredictable and timevarying environments, On the other hand, the feedback pathways introduce chaos into the system. Chaos provides a way for a living organ to stay at an unpatterned state while there is not significant stimulus. The unpatterned state might be a "separatrix" of the system (analogous to a critical state between gas state and liquid state of water in physics) so that a small input could drive the system to a patterned state.
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BUILDING PROTOTYPE PATTERNS
In this section we discuss how to build prototype patterns for this specific recognition problem. The prototype patterns are the basis of ,,.entroids in classification and the basis of establishing templates in the models. Let {x ~. x -~ .... x ~} b~ N data, which arc shifted if their distributions a~ F arc split, and certain features are already set at zero value if thci, standard deviations exceed 1.0. Suppose that we kno~v the first m~ data are acceptable and the second m. data are unacceptable. The rest of the data are unknown, and need to be classified. In this situation two prototypes (acceptable and unacceptable) need to be constructed one for each clas>
A. Statistical Approach
This method is based on the fact that the values ol the 64 featurcs are normally distributed, and the number (i.e., rn~ + me) of the training cases is large enough to determine the means and the standard deviations for the 64 features. y'~} is a data set with a zero mean and a unit standard deviation.
(ii) Averaging. Pick the first m~ normalized vectors, which are the acceptable objects, and the second rn: normalized vectors, which are unacceptable objects.
Find out the center point yA of the acceptable objects by simply averaging them
In the same way, the center point for the unacceptable objects, yL.' can be found out, too. 
B. Geometrical Approach
The prototype patterns built by the above statistical method rely on the statistical properties of the data.
These two patterns may have some overlap (i.e., both patterns have 1 at some channels). The following approach is purely geometrical. There is no overlap between these two patterns.
Obviously there are other ways to build these two prototype patterns. Here, however, our discussion is restricted to the above two methods. The proto-109 type patterns are then used as centroids for a direct classification. By the direct classification we mean that there is no involvement of neural network models. In the model approach, the prototype patterns are used to make templates (i.e., altering the connection matrix K ..... in the KII or the KIII, T in a binary autoassociator). Our experience tell us that nonoverlapping templates are superior to overlapping templates. Thus it is expected that the models with the templates from the geometrical approach will have a better performance than those from the statistical approach. In a backprop network, one way to adjust weights is to use these prototype patterns as its training vectors.
PATTERN RECOGNITION ALGORITHM
A system to recognize the industrial objects might well have the form shown in Figure 4 . The transducer takes the phase information of the acoustic scene of an object and passes information to the feature extractor, whose purpose is to represent the scene by measuring certain "features" or "'properties" that distinguish the acceptable objects from the unacceptable objects. These features (or, more precisely the values of these features) are then passed to a classifier that evaluates the evidence presented and makes a final decision about the objects. The feature extractor has thus reduced each scene to a point or a feature vector in a 64-dimensional feature space. The aim of the feature extractor is to find out an appropriate set of features so that the classifier can partition the feature space into two regions, where all the points in one region correspond to the acceptable objects, and all points in another region correspond to the unacceptable objects. If the proper features have been extracted, points corresponding to objects coming from the same class will hopefully be close to each other in terms of geometrical dislance. An ideal feature extractor would make the job of the classifier trivial, and an omnipotent classifier would not need the help of the feature extractor. The question is: Is there such a feature extractor or such a classifier for this industrial data recognition'? Here a minimum distance classifier is adopted. Table  1 suggests that a feature extractor is necessary for the data although the classifier adopted is optimal for this recognition problem according to the decision theory. In Figure 4 the Kill model is introduced into the feature extractor to enhance the ~'quality" of the features. The feature extractor shown in Figure 4 consists of several steps. The input fed into the model is a 64-dimensional binary vector. In Figure 4 from the step of binarization to the step of feature enhancement, there is a subpath. The subpath denotes the learning procedure. This procedure is simulated by establishing templates in the model.
In short the transducer senses the input and converts it into a form suitable for machine processing. The feature extractor extracts presumably relevant information from the input data forming an appropriate feature space. The classifier uses this information to assign the input data to one of the two categories.
Since in Figure 4 the prototype patterns are built by means of the geometrical method, the whole algorithm is then purely geometrical. The geometrical approach focuses on finding data representations or organizations within the associated data structure. It is based on the following hypothesis: A slight distortion of a given pattern should produce a small displacement of its representation. Two different patterns should be assigned to the same class on the basis of their similarity, and to different classes on the basis of their dissimilarity, Here classification is done in 64-dimensional Euclidean space by calculating an "unacceptable centroid" and an "acceptable centroid". The outputs of the KII model under the inputs of the binarized training cases are used to build the two centroids. Each case is classified as belonging to the class for which its Euclidean distance is the least.
SIMULATION RESULTS
in order to make reasonable comparisons among ditferent approaches within the limits t)f available con> putation time, we only use 21) cases tot each data set. That is, the first ten unacceptable: obiects and the first ten acceptable objects arc considered for each data set since in Set 2 only ten unacceptable cases are available. ]'he prototype pattern or the centroid of the unacceptable objects is built b~ rising the first five unacceptable cases for each data set. In the same way, we may build the prototype pattern of the acceptable objects. The comparison>, ~rc made m t~o ways. ()ne is to compare the resti!ts ~ith respecl ~,, using a binary autoassociator (poinl altractor) model.. or a three-hlycr backprop netwolk ,.~r using the KII (limit cycle) inodel, or using the K i[i (chaos)inodel, or with neither model. Another ~s to c~lnpare the results using the geometrical method with statistical method/F'igurc 5 illustrates all the methods we have tried for recognizing these form data sets. The wording along each of the vertical ar~vc~s indicates the specific approach by which the corresponding table (or tables) is generated. For cxampte, the middle arrow indicates how Table I (Tables 2 and 31 Let the data be binarized by the geometrical method. The results of classifying these binary data with the minimum distance classifier are presented in Table  2 . in each data set, the first ten are ten unacceptable objects, while the second ten arc ten acceptable obiects. The classification rates and the D* value give rise to the picture of the data structure. Here D*+_ value is defined
A. Recognition Without Using the Models
where D is the distance between the two centroids, and SD_U (resp., SD_A) is the standard deviation of the ten unacceptable (resp., acceptable)objects. In other words, D*_value is a measure of how "far"
Since ten training cases are not enough to calculate the mean value and the standard deviation for each of the features, all of the available cases in each data set are used in the statistical method. In addition, in equation (2) the two classes are apart in units of the variability. In this case, D*_value = 9.62. As a comparison to Table l, the classification rates in Table 2 are improved to some extent.
By using the statistical method to binarize the data, we get quite similar results, which are listed in Table 3.
B. Recognition With the KII Model (Tables 4 and 5)
The KII model is actually composed of uniform oscillators, which are fully interconnected. It is known that the KII model can classify certain artificial data. Here we are very interested in understanding the In each data set, The first ten unacceptable objects and the first ten acceptable objects are considered. The two centroids are formed by using the first five cases in each class in terms of the geometrical method. In each data set, the statistical method is adopted to form the two centroids, one for the unacceptable class and another for the acceptable class. The results in this table serve as a comparison with the results listed in Table 2 , where the geometrical method is used.
capability of the KII model to improve this industrial data recognition. Feeding the data, which are binarized by the geometrical method, into the KII model, we obtain the results for Set l, Set 2, Set 3, and Set 4 listed in Table 4 . As we can see, the results about Set 2, Set 3, and Set 4 are not enhanced, if the statistical method is introduced, the results are a little bit worse (see Table 5 ). Here the comparisons are made between the classification results of the input data to the KII model and the output data from the model (i.e., between Tables 2, 3, and Tables 4, 5 . The classification is based on the 64-array RMS vab ues of the output from the KII model.
C. Recognition With the Kill Model (Tables 6-8)
The experiences of Buckley's colleagues at Cochlea Co. as well as the above study show the difficulties of recognizing the qualities of the ball studs (Set 2), the Phillips tips (Set 3, Set 4) in Figure 1 by the machine. However, it is easy for humans. There must be principles beyond the studies made so far. We expect our chaotic network in Figure 2 to capture some of these principles. Let us consider the binarized data under the geometrical method. Table ( ~ show the results. The information of the distances listed in Table 7 tells us that the two classes of machine screws are well separated. For the data sets Set 2 and Set 3, we have 100% correct classification for the unacceptable objects, and a reasonably high classification rate (80%) for the acceptable objects. For Set 4, if we notice that SD_I/is larger than SD A, we can get 100% classification for the unacceptable objects (i,c., the 8th, 9th, and the 10th objects arc clustered to the unacceptable class) and 80% for the acceptable objects (i.e., the 15th and the 20th are misclassified as unacceptable objects) by using the information of the standard deviations (see the discussion section for the details). In addition, this will yield 100% classification for both classes in The cases considered are the same as in Table 2 . in each data set, the first five unacceptable (resp., acceptable) cases are used to form the unacceptable (resp., acceptable) prototype by means of the geometrical method. The prototypes are then used to establish the templates in the KII model. The five RMS vectors from the KII model under the inputs of the first five urtac~tabte (resp,, acceptable) normalized data are used to form the unacceptable (resp., acceptable) centroid for the classifier. In each data set, the statistical method is adopted to form the two prototypes, one for the unacceptable class and another for the acceptable class.
space, distance information in regard to other results is not presented here.) The results after binarizing by the statistical method are listed in Table 8 . They are not as good as we would like. This implies that the way to make the two prototypes is important. If the templates are built according to inappropriate prototypes, some of the inputs will be pushed in a wrong direction. (Table 9 and 10) This model (Amari, 1972 : Anderson, 1972 : Aplevich, 1968 : Cowan, 1967 Grossberg, 1969 : Hirsch, 1989 Hopfield, 1984; Kohonen, 1988; Malsburg, 1973 : Sejnowski, 1977 Tank & Hopfield, 1986) now widely known as the Hopfield model has been studied for years. Therefore, comparing with it may give readers a view about the data as well as about the KlIl model. We use the same notations as in Hopfield and Tank's paper. Let the input data and the prototype patterns be normalized by the geometrical method. Since only two prototype patterns are needed to be stored in each of the data sets, the information capacity of the binary autoassociator with 64-channel is enough. In addition since the prototypes are 0-1 vectors, the connection matrix [T0164 ~ ~4 is set in the following way:
D. Comparing With a Binary Autoassociator
The sigmoid curve is implemented by a three-segment piece-wise linear function:
Here u~ = 0.1. The step length of integration is 0.01. The starting point of the system is the origin. The 200th point of integration is taken as output of the system in response to the first input (the first object). The output is used for classification. For the second object the system needs to be restarted (i.e., to set the values of the 64 variables of the system at zero again to prevent the system from being trapped in the previous equilibrium). The next 200th iterative point is the output for the second object. By repeating the procedure, we can obtain 20 output vectors for each of the data sets. The clas- In each data set, the geometrical method is adopted to form the two prototypes. The results in this table serve as comparisons with the results listed in Tables 2 and 4 . The first ten rows are for unacceptable objects, and the last ten rows are for acceptable objects.
sification results are listed in Table 9 . Table 10 is the results in which the input data are normalized in terms of the statistical method. Like the KI1 model. we cannot get decent classification results by the autoassociator, either.
E. Comparison With a Feedforward Three-Layer Network Under Backprop Learning (Tables 11-13)
Feedforward multilayer networks under the backprop learning are most widely used as pattern recognizers in the field. This comparison might let readers gain further understanding about the KIII model and the nature of the industrial data. The results presented here arc by a specific three-layer network (see Figure 6 ) under thL" standard generalized delta rule (Rumelhart & McCIelland, 1986) . That is, during the learning phase, the weight matrix w is updated according to the following formula
where ;/is a learning rate, c~ is a momentum constant, T~,,,~ is the total number of training cases, Ohid,~,, [i] is the output from the /th hidden unit, and ¢~' = (h -Ok)O~( I O~), where t~ and O~ are the desired In each data set, the statistical method is adopted to form the two prototypes. The results in this table serve as comparisons with the results listed in Table 6 , where the geometrical method is used. In each data set, the geometrical method is adopted to form the two prototypes. The results in this table serve as comparisons with the results in Tables 2, 4 , and 6.
output, and the real output of the network for the kth training vector, respectively. The weight matrix W is updated according to the following formula
7],:,,, + e~,_XW,,(n), i, j = l, 2 ..... 04. (n) , and Inputa, is the ith component of the kth training vector. Table 11 shows the random weights which are initially assigned to w. and the weights w after the backprop learning for the data set Set I (Notice :  Table 11 does not show the initial weights for W, the learned weight w for Set 2-4 and the learned weight W for all the data sets because of the limitation of the space). Table 12 shows the classification results, where q = 0.2, c~ = 0.9, and the stop condition of learning in the algorithm is that the total output error over the training cases, T~, ..... = 2; lug, -0,,1, is less than I).01.
All the data presented are reprocessed by the geometrical approach. Firstly for each data set we use the two templates as the corresponding training cases and use ten unacceptable cases and eight acceptable cases as the test cases. Secondly we use ten cases (five for each class) as the training cases and other ten cases (five for each class) as the test cases. Similarly, we can obtain results under the statistical approach (see Table 13 ).
The backprop network always gives 11,)/)%, correct classification for the training cases, but the results for the test cases are not as good as the other methods tried. This does not mean that back propagation networks are not good since Figure 6 is just a special case. To solve this industrial data recognition, the backdrop networks can be more than three layers, the units in the hidden and in the output layers can be more than 64 and 1, respectively, although the size of the input layer is fixed by the particular problem. On the other hand, unlike an associative memory which has a good generalization, the backprop network requires more training cases than the associative memory. In addition, the values of the learning rate ;1 and the momentum constant ~x arc most likely not optimal. Through this study, we did find certain disadvantages of the backprop network. For example. (see Table 12 or 13), the learning time In each data set, the statistical method is adopted to form the two prototypes. The results in this table serve as comparisons with the results listed in Table 9 .
I H~ ~ Yao, W. J. Freeman, B. Burke and Q. Yang increases exponentially as the number of the training cases increases. Usually, the greater the number of training cases, the better the performance of the network. But for this recognition task, the network takes about 3-4 min to learn ten cases in Cray X/MP computer. Another example is that the classification results depend on the initial weights. Here we list the results for other four different random initial weights: 80 and 50% (T~,~,~,,on = 533); 80 and 1()()~ (T~,~,~,~,,~ = 216); 70 and 50% (Ti~,t~,,n = 533): and 80 and 100% (T~,,~,o, = 518) . where the data set is Set 1, and the two templates by the geometrical preprocessing are used to train the network.
In conclusion, the KIII model under the geometrical preprocessing is an appropriate way to enhance the qualities of the data for this industrial data recognition task. In other words, the algorithm shown in Figure 4 is suitable for this application.
DISCUSSION
In the above study, we treat the industrial data recognition as a standard supervised learning problem. Of the methods tried here, KIII is the most successful. The reasons why our chaotic olfactory neural network is superior are presented: That is, the chaotic dynamics introduced by the feedback pathways removes noise and irrelevant information with re- spect to the recognition task. The basal activity of the KIlI system, which replicates the unstimulated basal state of cortex, holds the system in a critical state or "a separatrix" of energy level so that the system can rapidly go into a patterned state when a related input is presented no matter its current location. The role of each individual channel is depressed by the collective effectiveness of Hebb's "cell assemblies" and the sigmoid function of the neuronal pools. Elsewhere we have shown (Freeman, 1990a,b) that the bulbar "'signal" to the prepyriform cortext must be oscillatory (rather than asymptotically steady) at a spatially common instantaneous frequency, in order that spatially incoherent activity ("noise") be removed by spatial averaging. We speculate that the broad spectrum provided by the aperiodic (chaotic) carrier wave of the signal prevents the concentration of activity into narrow spectral bands (limit cycles), and thereby it prevents the system from locking onto spurious resonances at particular single frequencies that are not intrinsically related to the spatial attributes of the cell assemblies controlling the classificatory state transitions. These important characteristics make it possible for the chaotic network to work in heavily "polluted" environments. The results presented here show the principles of the algorithms. The data samples are too small to assert exactly how good the individual algorithms are. In addition, for this specific industrial data recognition, there are ways in which we may improve the performance of the pattern recognition algorithm.
(i) First, we may make better use of the deviation information in the minimum distance classifier by introducing a weighted distance metric. Let SD_A and SD_U be the standard deviations of the acceptable objects and the unacceptable obiects, respectively. The weighted distance metric is defined by SD_U *Euclidean Distance between the WD_A = a--SDA point and the acceptable centroid, SD_A *Euclidean distance between the WD_U = c~--SD_U point and the unacceptable centroid,
where a is a positive number, WD_A (resp., WD_U) is the distance of a point to the acceptable (resp., unacceptable) centroid in the weighted distance metric space.
(if) Second, the idea of the weighted distance metric can also be applied to the geometrical method to form the center point. This yields the center point closest to the class in which the training cases cluster more compactly.
(iii) Third, since the cost of error for the unacceptable objects is more than that for the acceptable objects, taking into account this information may be worthwhile. For instance, we may build the centroid for the unacceptable objects by means of the statistical method, and find the radius from the centroid such that all of the unacceptable objects in the training set can be included into the circle. If the number of the training cases is large enough, we may get 100% classification for the unacceptable objects with probability 1. Then no unacceptable object will be misclassified as acceptable.
(iv) Our estimate of the run time speed of the process of convergence relies on the hardware implementation of the KII model in comparison to the software version (Eisenberg, Freeman, & Burke, 1989) . Wc say the algorithm in Figure 4 can recognize an uninterrupted sequence of objects at a speed of 200 ms per each. Here the time referred is simulated run time, which is different from elapsed CPU time in computers. The CPU time for recognizing a single object is about 10 s (about t min in off-line batch processing) on the Cray X-MP, which involves solving a 658th-order nonlinear differential equation. The CPU time spent on other computation may be negligible comparing with the CPU time spent on solving the equation. Thus the simulated run time is the time needed for the Kill model to reach a steady state from its basal state and to hold it long enough for us to get the mean value of the DC shift. Further exploration will require hardware embodiment of the Kill set to give the requisite speed. Our Kill model demonstrates that a fully parallel distributed system operates most effectively in cooperative modes analogous to nonequilibrium phase transitions in nonlinear dynamic systems, and it demonstrates the utility of chaotic dynamics for the amplification of small input fluctuations, provided that the sensitivity of the system has been shaped by prior learning. The amplification is done primarily by the local strengthened associational mutually excitatory synapses (Edelman & Freeman, 1990) in the cell assemblies, and also by the global rise in sensitivity of populations under mutual excitation. We suggest that the broad spectrum of the carrier may facilitate the transition to that basin selected by the stimulus-activated cell assembly, by maintaining a high level of activity at all times, and by preventing collapse of the system into a deep energy well that corresponds to an equilibrium or to a limit cycle. We therefore suggest that our Kill model not only clarifies a key role for chaos in biological pattern recognition; it illuminates certain other properties, which we hv troducted into the model for convenience or to im-+ prove its performance, and which we now re-mte~-pret in terms of their biological s+gnificance.
First, in our model the modifiable mutually excitatory connections are two-valued, either low (na ire) or high (learned). In a distributed system with large numbers of connections+ a graded change is less useful than an all-or-none change in strength while learning. We suggest that physiologists bear this property in mind when attempting to determine the nature of the synaptic change with true assocb alive learning in cortex.
Second, we found it useful to suppress noisy chan+ nels with high variance, and to suppress overlapped channels belonging to more lhatl ~me template. We suggest that neural mechanisms be sought by which central habituation performs these tasks in cortex, Third, the input to our model was preprocessed by normalization, binarization, and (for template formation) averaging. There is clear experimental evidence h)r normalization of inputs in both the olfactory and visual systems (Freeman, 1975 : Grossberg, 1988 ). The performance :fl: ~lt'actory receptor neurons and visual "feature detector" neurons in response to their favored inputs suggests that the},, too, "binarize '" input, in the sense that they fire strongly in a burst or not at all. Again, in a massively parallel distributed system, "graded" changes in firings of single cells may be irrelevant b,7, file whole, Finally, our model works with examples of classes and nm with prescribed features. The input is "'visual" in the sense that energy is reflected fiom the surfaces of the objects and is detected by an array of sensors over time. ttowew>~, tile ~avelength ot: the sound at 4(1 KHz (8.5 ram} is much larger than the sizes of the differences in shapes (less than 1 ram) that are detected and used b'~ the system for rec-. ognition. We do not knox,, m~r need we describe, the "'features" in the sound intericrence patterns which the system relies upon to d~) i~s task, please refer to Freeman, 1975 : Yao & Freeman, 1990 . Let L hc a linear operator, and d: d
L=--+a--+ h. dt dt
where a = 220/sec and b = 720/~ec. The N-channel olfactory system (see Figure 2 ) may mathematically be described by the following differential equations. The dimension of the system is 10N + 18 (e.g., if N = 64, the dimension is equal to 658).
L (X,,[i}) = -;, ~ K,,,,Q(X~Ij}) ~ K,,,lii l + T,, - 7",-------~ E c)(x,,<~)). (P) K Yao, W J, Freemam B P, urke and Q, Yan~ L(X,,,[i] ) = K,,,,.Q(X.~[i] ) K,.,~.(Q(X, Li~}I cJ(x,,:[il) ) + K,,,.QI.X.H) l \, /. (x,,:l,l) : ~.,,,,,(_) (x,,,I,I) ~.,~ecx~+i). (K,, K,.,. K,, K,,)
(1.5, 1.5. 1.5, 1.81. (K, , , , , K.e, , K, , .. Ix', , , , ) = (11.25 . 1.4, 1.4, 1.8): input parameters: IN,,,,,, = 2 (or 0). IN . ..... = 8, E : 5ll ms (or 0 ms). The integral method used is RungeKutta method, the time step is tl.5 ms.
For those readers who wish to understand the Kill mode], Table 14 shows two templates ol Sct 1 under the geomclrical preprocessing. The readers may use them to build the connection matrix K,,,,,,. Then using these two tcmphltes as inputs, thc readers should get outputs close to those shown in the table (Notice: Do not cxpcct your outputs to be exactly the same as the outputs in Table 14 since Kill is a chaotic system. Since our simulation has shown that it is stable, wm should bc ublc to obtain close results). 
