While experiments have been run online for some time with positive results, there are still outstanding questions about the kinds of tasks that can be successfully deployed to remotely situated online participants. Some short tasks, such as menu selection, have produced viable results but these do not represent the gamut of tasks that interest human-computer interaction researchers. In particular, we wondered whether long-lasting, time-sensitive tasks that require continuous concentration could work successfully online, given the confounding effects that might accompany the online deployment of such a task. We ran an archetypal interruption experiment online and in the lab to investigate whether studies that are long-lasting and timesensitive might be more vulnerable to a loss of control than the short, time-insensitive studies that are representative of the majority of previous online studies. Statistical comparisons showed no evidence of performance differences across a number of dimensions. Despite these results, there were issues with data quality that stemmed from participants misunderstanding the task. Our findings suggest that long-lasting experiments using time-sensitive performance measures can be run online but that care must be taken when introducing participants to experimental procedures.
INTRODUCTION
There is a long tradition in human-computer interaction (HCI) of running controlled lab studies (see, e.g., Newell & Card, 1985) . Running a study in a lab is resource intensive. As many experimental tasks are performed on computers, researchers have decided to administer studies using the Internet instead of having participants come to a lab (e.g., Snow et al., 2008; Suri & Watts, 2011) . Although there are obvious concerns over diminished experimental control when experiments are run online, systematic efforts to compare data suggest that some kinds of HCI research can reliably be conducted with remote online participants (Dandurand, Shultz, & Onishi, 2008; Heer & Bostock, 2010; Komarov, Reinecke, & Gajos, 2013) . However, these studies have tended to focus on simple tasks that can be completed relatively quickly. For example, online studies have been useful in determining which menu layouts allow users to make selections most quickly (Komarov et al., 2013) . While such studies have certainly made useful contributions to their respective fields, many tasks that HCI researchers are interested in are neither simple nor quick. It is less clear whether longer-lasting tasks can be investigated with online participants and still produce high quality data.
Routine procedural tasks represent an important class of activity across a number of domains. Well-practiced procedures are employed whenever pilots program co-ordinates into flight computers, nurses program parameters into infusion pumps or commuters purchase railway tickets from automated kiosks. These tasks all require users to program an interface using an explicit procedure that can take anywhere from a few seconds to a few minutes to perform. Researchers have investigated how people perform routine procedural tasks in a variety of scenarios, including how multiple tasks are interleaved. There has been significant attention devoted to studying the effects of interruption on performance (e.g., Cades, Davis, Trafton, & Monk, 2007; Chung & Byrne, 2008; Monk, Trafton, & Boehm-Davis, 2008) . Interruption studies typically ask participants to execute a series of tasks in each trial while dealing with occasional interruptions. Usually, these interruptions are randomly distributed, so participants have to attend to the task continuously or risk making costly errors. In these paradigms, any distractions arising during online participation are likely to have a negative effect on performance. Unanticipated performance deviations are exacerbated by the structure of such experiments; accommodating interruptions at random intervals means increasing trial time and so reducing the number of trials that can be run. In-turn this amplifies the effects of noisy trials on a sample. Thus, there are good reasons to think that studies of routine procedural action might work poorly online.
Here we investigate whether studies that require participants to work on time-sensitive routine procedural tasks can be administered remotely. We focus on the effect of interruptions on performance and compare performance data from participants that worked online with those who participated in the lab. The task we used was long-lasting and required almost continuous attention from participants. We anticipated that these characteristics would result in poor performance and low-quality data when people took part sitting in their living rooms on their laptops. In practice we found that there was no statistically significant difference between online and lab data over a number of performance measures. This paper contributes a rigorous comparison of lab and online data in the context of a relatively long-lasting, time-sensitive experiment that requires continuous concentration.
Research with crowds can be broadly thought of as using crowds or investigating crowds. Crowds can be used to investigate human behaviour. For example, judgements about risk-taking (Eriksson & Simpson, 2010) , the emotional effects of multitasking (B. Morgan & D'Mello, 2013) and the functioning of prospective memory (Gilbert, 2015) have all been investigated using AMT. In these studies crowdsourcing platforms are used in the same way as participant pools at university psychology departments; the focus is on trying to understand a particular phenomenon and the sampling technique is largely incidental.
A different strand of research has viewed crowds themselves as a phenomenon to be understood. For example, researchers have explored the demographic characteristics of crowdsourcing platforms Ross, Irani, Silberman, Zaldivar, & Tomlinson, 2010) , or ways to optimally price different assignments (Hsieh, Kraut, & Hudson, 2010; Mason & Watts, 2010; Shaw et al., 2011) . Other work has taken crowdsourcing beyond single worker microtasks. Crowds assembled in real-time to collaborate on activities are both feasible and useful (Bernstein, Brandt, Miller, & Karger, 2011; Bernstein, Karger, Miller, & Brandt, 2012; Lasecki & Bigham, 2012) .
In this paper we contribute to both of the research traditions just described: we study a phenomenon using participants from a crowdsourcing platform while at the same time developing our understanding of the particular characteristics of data collected online. We are concerned with how differences between crowds and traditional populations (i.e., crowds as a phenomenon) can affect the results of studies that seek to understand human behaviour. We situate this work in the space of comparative online-offline studies (e.g., Dandurand et al., 2008; Germine et al., 2012; Komarov et al., 2013) .
Online data collection
Some of the first online data collection focused on obtaining survey data (Stanton, 1998) and it is now routine to deploy survey studies online because online collection is seen as an inexpensive yet reliable source of data (Behrend, Sharek, Meade, & Wiebe, 2011) . More recently, there has been a growing contingent of researchers investigating human performance through experiments delivered online, whether to better understand what normal performance looks like for traditional crowdsourced work (Rzeszotarski & Kittur, 2011) , or to perform novel research (Suri & Watts, 2011) .
Although online experimentation has been successful in many cases, researchers have remained mindful of the loss of control that is an inevitable consequence of moving experiments online. A number of studies have been conducted that compare the quality of data collected online with data collected through traditional lab procedures. Dandurand et al. (2008) compared online and lab-collected data from a problem-solving experiment. Although online participants were less accurate in their study, the results were considered to be practically equivalent to those gained through lab experimentation. Paolacci et al. (2010) conducted a similar comparative study, also using problem-solving tasks. They used the AMT crowdsourcing platform to recruit participants, rather than the subject pool employed by Dandurand et al. Opening a study to the Internet at large is more risky than using a well-known subject pool, but Paolacci et al. still came to the same conclusion: data collected online were equivalent to those collected in the lab. This equivalency has also been demonstrated for surveybased investigations (Buhrmester et al., 2011) and other experimental paradigms (e.g., Germine et al., 2012; Heer & Bostock, 2010; Mason & Suri, 2012) .
Despite the success of these studies in demonstrating equivalence between lab and online data, the generalizability of their conclusions is constrained by their experimental paradigms. In particular, surveys and problem-solving studies are likely to be less sensitive to any loss of control during an online experimentation than, for example, studies in which time is a critical factor being measured. In time-sensitive experiments, uncontrollable participant behaviour, such as interleaving participation with other tasks, could confound timing data. Where the outcome measure is categorical, interleaving presents less of a problem than in experiments that use reaction times or other time-sensitive measures of performance. Table 1 lists the number and duration of trials in four comparative studies of data collected online and in the lab. Of the studies listed in Table 1 , only one has a time-sensitive primary measure (Komarov et al., 2013) , although duration and other timing data is recorded in the other three studies.
Work by Komarov, Reinecke, and Gajos (2013) reported a comparison of three time-sensitive user interface experiments that were run simultaneously in the lab and online. Komarov et al. found no significant differences in the data from the two sources. This finding has important implications for researchers investigating routine procedural tasks because it suggests that timesensitive experiments work just as well online as other kinds of experiments.
While Komarov et al.'s study provides further strong evidence for the reliability of online experimentation, like previous studies, its generalizability is in some ways still limited. Specifically, it is not clear whether their results would transfer to other domains where tasks are not necessarily as short (i.e., under 2 seconds per trial) or atomizable as they were in Komarov et al.'s work. Repetitive, routine tasks in the crowdsourcing literature are typically split into very short micro-tasks; for more skilled work, multi-hour units of work might be assigned (Kittur et al., 2013) . Crowdworkers might typically work for four hours per day on average (Lasecki, Rzeszotarski, Marcus, & Bigham, 2015) , individual tasks are usually very much shorter. Periods where undivided attention is required for up to an hour are atypical in paid crowdsourcing settings. The evidence collated in Table 1 reinforces the idea that concentration is typically required in short bursts in online studies. Where trials are longer, as in Dandurand et al. (2008) , there are typically much fewer of them.
Interruptions and multitasking
Unfortunately, decomposing tasks is not always compatible with investigations of routine procedural tasks, or with interruption studies in particular, because such studies are necessarily constrained in ways that make them difficult to decompose into smaller tasks. Interruption studies often have small numbers of trials because each trial needs to be long enough so that there are substantial periods of work on a primary task between interruptions. As a consequence, interruption experiments often have fewer, longer trials yielding fewer measurements than in other kinds of experiments.
Having fewer trials means there is greater potential for noise to distort results (for instance, caused by participants going to make themselves coffee or responding to instant messages during Heer and Bostock (2010) , online trial times were four times longer than were expected from lab observations, reinforcing concerns over deploying time-sensitive studies online. Other work has utilized problem-solving or non-routine tasks (Dandurand et al., 2008) , which can be problematic when used in interruption studies (Salvucci, 2010) and whose results are not applicable to the kinds of routine procedural tasks that we focus on.
Another feature of typical interruption studies, as well as a raft of psychology-influenced HCI studies, is that they often investigate memory. Altmann and Trafton's Memory for Goals theory (Altmann & Trafton, 2002) is an account of the memory processes involved in goal suspension, rehearsal and recovery during interruptions. A large number of experiments drawing on the theory have been reported (e.g., Altmann, Trafton, & Hambrick, 2013; Li, Blandford, Cairns, & Young, 2008; Monk et al., 2008; Ratwani & Trafton, 2008; Trafton, Altmann, & Ratwani, 2011) , all of which require participants to rely on memory alone to keep track of their progress throughout trials. A potential issue with conducting these kinds of experiments online is that should a participant switch away from the experiment to do another task, there is the potential for unprompted forgetting behaviour to have a sizeable effect on performance. This is because the tasks typically used in these experiments provide no progress cues to participants that could aid resumption. Such participant-generated interruptions and other discretionary multitasking behaviour, could obscure the effect of experimentally generated interruptions.
Discretionary multitasking and interleaving of tasks have been studied in laboratories (Payne, Duggan, & Neth, 2007; Salvucci & Bogunovich, 2010) and self-interrupting behaviour has been studied in workplaces (Dabbish, Mark, & González, 2011; González & Mark, 2004) . These studies have shown that people are frequently interrupted (González & Mark, 2004; Mark, Gonzalez, & Harris, 2005) and that interruptions can increase stress (Mark, Gudith, & Klocke, 2008) . They also show that multitasking strategies are nuanced and contingent on the constraints of the task (Salvucci, 2010; Salvucci & Bogunovich, 2010) and the context in which it is performed (Dabbish et al., 2011) . The role that tasks play in shaping multitasking behaviour means that care needs to be taken when comparing studies of multitasking conducted in different environments and using different methods. If we want to be able to study interruptions in online settings, we first need to understand how online environments affect behaviour relative to a wellunderstood baseline.
This paper presents a comparison of online and lab-collected data from an experiment that has features that could make it acutely sensitive to the negative effects of online deployment. The experiment uses a routine procedural data-entry task that has been designed to examine the effect of predetermined interruptions on place-keeping performance in a routine task (e.g., Gray, 2000) . In the lab there is minimal scope for participants to create additional interruptions through selfinterruption and task switching. However, when completing an experiment online -with no experimenter peering over their shoulder -participants might find any number of unprompted distractions (Dabbish et al., 2011) during the experiment, from instant messaging to tea-making. Both device-generated and participant-generated interruptions will have disruptive effects just like any interruption, except that unlike the interruptions generated by the experiment itself, they are likely to affect performance in ways that cannot be anticipated.
METHOD

Participants
Forty-eight participants took part in the study. Twenty-four participants (15 female) with a mean age of 24 years (SD=6 years) took part in the lab study. Twenty-four participants (13 female) with a mean age of 29 years (SD=9 years) took part in the online study.
All participants were drawn from the same university subject pool and were paid £7 (~$11) for approximately one hour of their time. Both lab and online participants signed-up for the study through an online subject pool system. The process of online participation was automated; the experimenters' only role was to approve payments.
Although it has been shown that crowdsourcing platforms such as MTurk produce similar data to that produced in lab studies, we used a subject pool because it removed the potential for issues stemming from underlying differences in the populations sampled. Additionally participants in the subject pool were likely to have experience of taking part in experiments, reducing any effects stemming from use of a different population that might be less familiar with participating in labstyle experiments that use routine procedural tasks. Lab participants were paid in cash, online participants were paid in Amazon vouchers. None of the participants had experience with the task before starting the experiment.
Design
The experiment used a 2x2x2 mixed design. There were two within-subjects independent variables: interruption relevance, which had two levels, relevant and irrelevant; and interruption timing, which had two levels, within-subtask and between-subtask. There was one betweensubjects independent variable, experiment location, which had two levels, online and lab. The primary dependent variable was resumption lag (Altmann & Trafton, 2002) , the time it took participants to resume working on the primary task after being interrupted. We also collected other quantitative measures of performance such as error rate and trial duration.
Our primary focus in this study was context -the extent to which the setting in which participants took part (online or in the lab) affected their performance in a number of measures that are standard in interruption studies.
Materials
The task used in this experiment was the Pharmacy Task, an adaptation of the Doughnut Machine (Li, Cox, Blandford, Cairns, & Abeles, 2006) . The Pharmacy Task is a routine data entry task that has been used previously to investigate the effects of interruptions . Participants were given a set of 'prescriptions' that contained values that they had to copy into one of the five subtasks that make up the task. The subtasks have to be completed in a strict order from left-to-right and top-to-bottom: Type, Shape, Colour, Packaging, Label (Figure 1 ). Participants completed one subtask at a time. After entering the values for a particular subtask, they clicked the 'OK' button at the bottom of each subtask. The entered values were cleared and participants then started working on the next subtask.
From time-to-time, participants were interrupted. There were two interruptions per trial that arrived either between one subtask finishing and another starting (e.g., Packaging had just been finished, but Label had not been started) or in the middle of working on a subtask (i.e., at least one value had already been entered, but the subtask had not been completed). The content of the interruption varied with each condition. All interruptions comprised two audit tasks interposed between three transcription tasks. The transcription task was a simple filler task that required participants to copy four-digit values from a list into corresponding text fields. The transcription task was the same irrespective of condition.
Unlike transcription tasks, the content of audit tasks varied with each condition. Audit tasks asked participants a question about either their progress through the task (relevant) or about their knowledge of the various components of the task (irrelevant). After all five components of an interruption were completed, participants were returned to the primary task, where they attempted to resume where they were about to work before they were interrupted. This task is made more difficult because any cues that might aid resumption, such as values that have already been entered, are hidden from the interface at the moment of resumption. Participants had to resume precisely where they left off before they were interrupted; if they were about to work on the Red element of the Colour subtask when they were interrupted, they would need to resume on the Red element of the Colour subtask. If participants selected the wrong subtask, they were given an eight-second lock-out penalty. During this time the components of the task were hidden and participants could not interact with the task. If participants selected the correct subtask but the wrong element (e.g., they selected Capsule when they should have selected Lozenge), they lost any progress that had been made on the subtask, and had to start the subtask from scratch. These penalties were introduced to discourage guessing behaviour on resumption.
After completing the experiment, participants were given a twelve-item questionnaire, which asked them about their experience of the task and the interruptions. Participants indicated their agreement with the statements on a five-point Likert scale. In addition to the task and questionnaire, the materials also included written instructions, an introductory video and a debriefing. Online participants had additional information related to the mechanics of online participation.
Implementation
For both conditions the experiment was implemented in the browser using HTML5 techniques including audio and video. Browser compatibility was confirmed with WebKit browsers, Firefox and Internet Explorer 9+.
To reduce the possibility of transient network outages breaking the study, the whole study was loaded into a single page and the components were selectively shown to the participants as they progressed through the study. To prevent accidental navigation away from the experiment, participants were prompted to confirm their desire to leave with a modal dialog. However, there was no way to resume the experiment if participants closed the page or in the event of system or browser failure. Participants signed-up through a section in a university subject pool specifically for online studies. Once they had agreed to participate they were given a link that was valid until the end of their timeslot; participants could take part in the experiment at any moment up to the end of their slot, but not after it had expired. The experimenters' only involvement in this process was to pay participants after they had completed the study.
Clicking the link took participants from the subject pool to the website hosting the experiment. On the first screen participants were given information about the online aspects of the experiment and a widget to test whether their sound was working. Participants were told that this was an experiment concerned with how people execute routine tasks and that it was important that they were not disturbed by anything or anyone during the study. Participants were told that their compensation depended on not having any long breaks during the study, although in reality all participants who finished the experiment were paid the same amount. On the next screen the experiment was described to participants and they were given an instructional video to watch. After finishing with the introductory materials, participants moved on to the training phase of the experiment. There were a total of four training trials; the first was uninterrupted and the other three had interruptions drawn from different conditions. Once participants had completed the training trials they completed twelve experimental trials. There were breaks of up to one minute after four and eight trials, which participants could skip if they wanted.
Once participants had completed the post-experiment questionnaire and read the debriefing they were returned to the subject pool where their participation was automatically registered. They were then emailed an Amazon gift voucher.
Lab
The procedure for participants taking part in the lab was kept as close as possible to the one used online. Participants signed up for the experiment through the same university subject pool. They were given the same instructions (except for the instructions concerned specifically with the online nature of the study) and watched the same introductory video. Participants completed the same number of training and experimental trials. The biggest difference between the online and lab procedures was that participants in the lab did the training trials with the assistance of the experimenter. This afforded participants the opportunity to ask questions about the task or the functioning of a particular interface element and allowed the experimenter to correct any obvious deficiencies in participants' knowledge. After the experiment finished, participants completed the same questionnaire as the online group, were verbally debriefed and paid in cash.
RESULTS
The goal was to compare the quality of lab-collected and online-collected data sampled from a single population. To this end we undertook two conceptually different kinds of analyses. In the first set of analyses (Processed data) we use data cleaning techniques to minimize the impact of outliers on our results. These techniques are standard both in laboratory investigations of interruptions (e.g., Brumby, Cox, Back, & Gould, 2013) and in online experiments. Indeed, in the crowdsourcing domain, tools have been developed specifically for aiding this process (e.g., Rzeszotarski & Kittur, 2012) . Such techniques allow us to make conclusions based on the most likely behaviour arising in a given scenario; the influence of a few extreme edge cases to radically shift the mean is minimized.
The prevalence and nature of edge cases is not a concern for most studies, but we were mindful that the purpose of our investigation was to understand the effects of different approaches to data collection on results obtained. Outliers and poor performance might provide a source of insight into potential differences in results between online and lab-based methods of data collection. These results are reported in the Outliers and Raw Data subsection.
Processed data
Online and lab data were processed through identical steps. The first step was to discard any participants who had fewer than two correct post-interruption resumptions out of the six interruptions that participants encountered for a given condition. These participants were removed because making so few correct resumptions suggested that participants had struggled to understand the instructions.
A total of five participants in the online condition produced no correct resumptions for one or more conditions and were discarded from the sample. One participant regularly took over 20 seconds to resume after an interruption, suggesting that their attention was elsewhere during the course of the experiment. Their data were also discarded. This meant that a total of six participants' data were discarded from the online group. Under the same criteria, no participants needed to be discarded from the lab group. This left uneven group sizes for the comparison and some caution was therefore taken in the calculation of statistics; we used appropriate sums of squares and non-parametric tests where appropriate and possible.
The second step was to remove any task resumptions that were incorrect. A resumption was considered incorrect if participants selected any subtask or subtask element other than the one they were supposed to return to on resumption. We removed these incorrect resumptions because strategic adaptations associated with recovering after errors, such as backtracking, can skew reaction time data. Fourteen per cent of resumptions in the lab data (83/576) were incorrect, while 16% of resumptions were incorrect in the lab condition (70/431). We report the distribution of these errors later.
The third step was to remove outliers on a trial by trial basis. The mean resumption lag for each condition was calculated for each participant individually. Any resumptions greater than 1.96 standard deviations from the mean resumption lag (i.e., 95%, a common threshold in experimental work) were discarded from the sample. We did not consider resumptions outside the threshold to be representative of normal performance. Participants may have been distracted during this period and our focus in this study is on what the normal process of post-interruption resumption looks like. Komarov, Reinecke, and Gajos (2013) have suggested that interquartile ranges may be more useful than the 95% measure in circumstances where there are extreme outliers, but this was unnecessary for our sample. Of the 361 resumptions remaining in the online condition after removing errors, a further 21 (6%) resumptions were removed as outliers. Twentyone outliers (4%) of 493 correct resumptions were also removed from the lab condition.
Resumption lags
The main dependent variable in this experiment was resumption lag. This is the time it takes to resume working on a task after an interruption has finished. It is commonly used as a measure of the disruptiveness of an interruption because taking longer to resume after an interruption implies having to think harder about what was being done before being interrupted (Hodgetts & Jones, 2006; Trafton et al., 2011) . In the absence of a suitable non-parametric test, a mixed factorial ANOVA with unequal group sizes was used to analyse the results.
Participants took around 4000-ms to accurately resume activity on the primary task after interruption. Fastest resumptions occurred in the lab group after relevant, within-subtask interruptions (M=3456-ms, SD=1652-ms), while slowest resumptions also occurred in the lab group but instead after irrelevant, between-subtask interruptions (M=4680-ms, SD=1938-ms). These results are illustrated in Figure 2 .
There was no significant main effect of experiment location (online vs lab) There were four possible combinations of interaction effects (location × type × timing; location × type; type × timing; location × timing), none of which were significant.
Error rates and audit accuracies
After completing an interruption, participants had to resume the primary task where they left off. However, as the task removed all resumption cues, this was somewhat difficult. Participants sometimes attempted to resume somewhere other than where they had left off: they made resumption errors. Participants in the lab condition made 83 resumption errors out of a total of 576 resumptions (14%). There were fewer participants in the online condition so there were correspondingly fewer resumptions: from a total of 432 resumptions, participants resumed incorrectly on 70 occasions (16%). The number of resumption errors ranged from 0-8 (M=3, SD=3) for lab participants and 1-13 for the online participants (M=4, SD=3). Accounting for the uneven samples, a Mann-Whitney test showed no significant difference in error rates between online and lab participants (U=207, z=0.23, p=0.82) . Variation by condition was somewhat higher than on aggregate, but the samples for each condition were very small because many participants made no errors in a particular condition. This allowed a single participant to skew the error rate in any particular condition. They should therefore be interpreted illustratively. 
Figure 2. Split interaction plot of resumption lags collected online (left) and in the lab (right). All times in milliseconds
The kinds of errors that participants could make depended on the experimental condition. When participants were resuming after a within-subtask interruption, they could choose either the wrong subtask element or they could choose the wrong subtask. When resuming after between-subtask interruptions, there was no particular subtask element that participants needed to work on when they resumed, so there were no 'element' resumption errors occurring after between-subtask interruptions. A breakdown of resumption errors by condition is given in Table 2 . During the interruptions, participants completed both transcription tasks and audit tasks. Transcription tasks required participants to enter the correct values before they could proceed.
Interposed between the transcription tasks were audit tasks. Relevant audit tasks required participants to recall something relevant to their current progress through the task. Irrelevant audit tasks required participants to recall some fact that was related to the task at hand but that did not require them to consider their current progress.
To avoid giving participants information that might aid resumption after interruption, no feedback was given to answers to audit questions and consequently no penalty could be levied on guessing behaviour. Participants could choose from one of five answers in each audit task, so guessing would have produced an audit accuracy rate of 20%. The data show that participants' accuracy was far superior to guessing and was broadly similar whether the participant was working online or in the lab. A breakdown of audit accuracy by condition is given in Table 3 . Overall, online participants ranged from 11 to 47 audit errors (M=27, SD=12) during the experiment (of a total of 48 opportunities for error). The range for lab participants was 11-43 (M=25, SD=8). There was no significant difference in audit accuracy as a function of mode of participation (U=211, z=0.13, p=0.91).
Within Between
Lab Online Lab Online Relevant 61% 54% 47% 50% Irrelevant 51% 60% 53% 57% Table 3 . Audit accuracy by condition
Trial durations
Timing data were collected at all stages of the experiment but it was felt that the most useful measure of the time it took participants to complete the experiment was the average duration of experimental trials (i.e., excluding training). This was because total experimental time would include the time spent on discretionary rests and could be distorted by anomalously long trials. Each participant completed a total of twelve experimental trials. After applying the same 95% filter to the trial times as was used for resumption lags, the total duration of a trial from start to finish was aggregated across all conditions. Participants who did the experiment in the lab took a mean of 124-s to complete each trial (SD=38-s), whereas participants in the online condition took a mean of 137-s (SD=39-s). The results of a Mann-Whitney test showed that this difference was not significant (U=250, z=0.86, p=0.38) .
We also wanted to understand the performance profile of the six participants who were excluded from the resumption lag analysis. These participants took an average of 181-s for each trial (SD=47-s). Holm-corrected post hoc Mann-Whitney tests showed that excluded participants were significantly slower to complete each trial than both the online participants included in the analysis (U=88, z=2.27, p<.05) and the lab participants (U=124, z=2.70, p<.01).
Outliers and raw data
Participants discarded from the online condition
Six participants were discarded from the analysis of online participants' performance. These participants represented 25% of the sample. No participants were discarded from the lab sample. These participants represent a source of variation so it is important to explore why these six participants performed as they did.
Of the six participants who had their data excluded, five made a sufficient number of errors that their data could not meaningfully be analyzed. We focus on the activity of these five participants. The sixth participant took over 18 seconds to resume after interruptions and was deemed to be disengaged from the study. We examined the excluded participants' task execution on a step-bystep basis. The goal of this approach was to establish the cause of the excluded participants' poor performance. Specifically, we wanted to know whether the poor performance was the result of systematic deficiencies in participants' understanding of the task or whether it was simply due to a lack of attentiveness during task execution. This distinction is important; deficiencies in the understanding of the task can be corrected with better pre-experiment materials. Attentiveness issues stemming from online administration are potentially more difficult to address.
Participants each completed a total of twelve trials. There were two interruptions in each trial. Each participant therefore encountered a total of 24 interruptions. This meant that participants resumed after interruptions six times for each of the four conditions. If there were fewer than two correct post-interruption resumptions out of the six for each for each condition, a mean resumption lag could not be meaningfully calculated. If a participant had no usable data for any one of the conditions we discarded all data from that participant. The question is thus whether the five participants were discarded due to a particular class of error, or were generally poor at the task.
We looked closely at the kinds of resumption errors that the five discarded participants made. When participants returned to the task after an interruption they were presented with decontextualized interface. Both target information and progress were hidden. Participants had to remember what they were doing before the interruption. When resuming participants could make errors by selecting the wrong subtask (e.g., Type instead of Shape) or the wrong subtask element (e.g., Tablet instead of Patch). We looked at the relative prevalence of these errors.
The five discarded participants made a total of 63 resumption errors, from a total of 120 resumptions (53%). Of these 63 resumption errors, 21 resumption errors occurred because participants selected the wrong subtask when they resumed. The remainder occurred because participants picked the correct subtask but attempted to work on the wrong subtask element. One participant accounted for nine of the incorrect subtask choices. The other participants were far more likely to choose the correct subtask and then pick the incorrect subtask element.
Thirty of the 63 errors (48%) occurred when participants selected the subtask element they had just completed before the interruption. For instance, they may have entered 20 for Lozenge, 30 for Capsule and then been interrupted. Interruptions that occurred while a participant was working on a subtask (i.e., within-subtask interruptions) always occurred as participants went to work on the next subtask element. Participants were told to continue from exactly the point they left off in the primary task. For these thirty errors, participants went back to the last task they had completed. One of the five discarded participants made this error for every one of the twelve resumptions after a within-subtask interruption.
DISCUSSION
Our results show that across a number of relevant measures, there were no statistically significant differences in the data produced by participants who took part in the experiment online and those who did the experiment in the lab. This suggests that online interruption research is viable and, more broadly, experiments involving routine procedural tasks that are long in duration, are timesensitive, require continuous concentration, and generate relatively small quantities of data. Additionally, our results augment previous comparative work in the area that has come to the same conclusions (Dandurand et al., 2008; Komarov et al., 2013; Paolacci et al., 2010) , albeit in different domains with different kinds of tasks.
However, while broadly successful, there was evidence to suggest that the benefits of online deployment were not without costs. Data from six participants in the online condition had to be discarded because the participants had made so many errors that their data were not analyzable. That said, with appropriate selection criteria in place, the remaining data were of high quality, which leads us to believe that the issue is one of individual differences rather than a systemic issue with online delivery.
Analysis of performance data suggested that at least one of the six discarded participants was completely inattentive to the task that they were supposed to be performing. The remaining five participants made too many errors for their data to be usable. We took a close look at the kinds of errors that these participants made. There is some evidence that misunderstandings over the operation of the task may have contributed to the error rates. For instance, participants often tried to return to the last subtask element they completed, rather than the one they were about to work on. Participants were told explicitly to resume at the exact moment they left off from. The literature has shown that repetition of these errors after interruptions are likely (e.g., Altmann et al., 2013; Trafton et al., 2011) , but at their rate of occurrence in this group of five participants suggests they may not have fully understood the instructions they were given. In the lab, an experimenter can quickly correct misunderstandings during training trials, but this was not possible for the online experiment. Participants in the online condition were given the same instructions and completed the same number of training trials as the lab participants. That these misunderstandings occurred suggests that specialized training protocols might be required for online experiments. More interactive training trials, including systems for detecting participants not following instructions (Oppenheimer, Meyvis, & Davidenko, 2009) , and training trials that are specifically designed to 'weed-out' participants who have not been able to learn the task quickly enough, could be utilized in future studies to minimize these effects.
It is also possible that the participants who produced insufficient analysable data were switching to other tasks during the experiment and this was sufficiently detrimental to their performance that they fell below the selection thresholds. Indeed, statistical comparisons suggest that these participants took 45 seconds longer, on average, for each trial than other online participants, implying that these rejected participants may have been switching to other tasks while they worked through the experiment. In one instance, a participant took almost ten minutes to complete a single trial. That trials typically took participants around two-and-a-half minutes can only be reasonably explained by interleaving behaviour -these participants must have been working on other tasks while they participated.
Rather than a lack of knowledge, it is also possible that the slowed performance of the online participants arose from the cumulative effects of hardware differences; screen size and input device variations could have affected the speed of completion. However, exploring other quantitative measures of performance in the task suggest that this was not the case. Measures of error rate and audit accuracy suggest that online participants were just as conscientious as those in the lab. The audit accuracy data are particularly compelling in this regard because there were no direct costs associated with employing a guessing strategy. This suggests that increased trial times were likely the result of distractions appearing in participants' environments, rather than an unwillingness to make an effort to follow instructions. Overall we are confident that the data are sufficiently indistinguishable that they can be treated as equivalent. Some of our concerns about running the experiment online were realized, but for the most part the problems we had expected did not materialize (e.g., participants dropping out, participants randomly clicking their way through the experiment, technical problems). This research establishes the viability of online interruption research and in doing so opens a number of avenues of investigation both in the area of interruptions research and in other domains that are concerned with routine procedural action. On the prosaic side, online studies will give experimenters the opportunity to deploy their studies to a large number of participants quickly and cheaply; this will allow for the rapid piloting of ideas for new experiments.
Perhaps more exciting is the opportunity afforded by online studies to investigate interruptions in completely novel ways. For instance, the moments at which participants interleave the experimental task with other activities could be compared with the demands of the task at the moment they switch; one of the difficulties of understanding how people defer interruptions in lab settings is that all of the tasks participants can work on are experimental fabrications, and of little interest to participants. For interruptions research, the pitfalls of online investigation can instead be seen as opportunities to study interruptions and multitasking in a more naturalistic setting.
Limitations and Generalizability
Limitations
The results of our study highlight at least two difficulties in running time-sensitive experiments in distributed contexts. These issues are sample sizes and participants' discretionary multitasking behaviour outside the experimental task. These limitations may have had some influence on our results and so we discuss each in turn below.
First, relatively small samples were used in this study. This was done to ensure parity of sample sizes in online and lab-based groups. Crowdsourcing using platforms like AMT offers the opportunity to collect large samples. Amongst other things, this gives researchers a chance to examine small effects. Larger samples for both groups would have given an opportunity to have looked even more closely at small variations in behaviour between the two groups. Second, we were unable to directly measure task switching outside of our task. Activity monitoring studies (e.g., Mao, Kamar, & Horvitz, 2013; Rzeszotarski, Chi, Paritosh, & Dai, 2013) show that in online settings people often do not devote all of their attention to tasks. Being able to monitor these switches is likely to be informative when trying to understand the root cause of variation between results obtained online and in the lab.
Generalizability
We next consider the extent to which the results reported in this paper can be generalized to other settings and might be of relevance to the broader crowdsourcing research community. In our experiment we sampled both groups from the same underlying population; participants were recruited from the same university participant pool. This provides an additional degree of control to the experiment and gives us more confidence in the results. However, although participant pools have been used in the past (e.g., Dandurand et al., 2008) , crowdsourcing platforms like AMT are used more often for online studies of human performance. Do the results of this experiment generalize to populations of paid crowdworkers or volunteer citizen scientists? We contend that our results generalize to other populations. It is well known that multitasking behaviour is influenced by individual differences in many environments (Meys & Sanderson, 2013; Ophir, Nass, & Wagner, 2009; Poposki & Oswald, 2010) . The question is whether there are large differences between different populations. Prior work comparing subject pools with AMT workers suggests that for simple studies of human performance, the variation within populations is greater than the variation between populations (see, e.g., Kittur, Chi, & Suh, 2008; Komarov et al., 2013) . Paid crowdsourcing platforms do have some peculiarities (e.g., workers are often better educated than the population as a whole), but they are for the most part unremarkable in their makeup .
If our results generalize to other populations, do they generalize to other studies of interruptions? Here the case is not so clear, mostly due to a paucity of evidence. However, the domain of interruptions and multitasking is large and multifaceted. There is a clear dichotomy between routine tasks like the one presented in this study and problem solving tasks that have also been investigated (Hodgetts & Jones, 2006; Hodgetts, Tremblay, Vallières, & Vachon, 2015 ; P. L. Morgan & Patrick, 2013) . Problem solving tasks require participants to be attentive and have a strong conceptual understanding of the problem they are trying to solve. The results of our study suggest that in online settings participants cannot necessarily be relied upon to exhibit these characteristics.
Our results also demonstrate the need to be mindful of the tasks that online participants are given and the support they are given when the task is described. The objectives of this study necessitated changes to the task that led to task behaviour that some participants may have found to be counter-intuitive. Tasks should be redesigned to avoid this situation if possible. Furthermore, training needs to be calibrated for online environments. In the absence of an experimenter, care needs to be taken to ensure that participants have instructions that are easy to assimilate and hard to skip. The use of interactive training trials that monitor behaviour and feedback in real-time would have been a clear improvement for the experiment presented here. These principles hold true for all experiments that require participants to complete a task.
Conclusion
In this paper we have described a comparative study of interruptions in online and lab settings. Our data showed that data from the two sources could be treated as equivalent, augmenting the findings of previous work with data from a new domain. It also demonstrates that online interruption studies, which are often time-sensitive and subject to strategic decision-making, are viable online. This has implications for researchers in the area as it offers the possibility of novel, naturalistic approaches to interruption research involving routine tasks.
