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ON ARITHMETIC MODULAR CATEGORIES
ORIT DAVIDOVICH1, TOBIAS HAGGE2, AND ZHENGHAN WANG3,4
1. Introduction
Modular categories are elaborate algebraic structures which may be regarded
as categorifications of finite abelian groups [Wa12]. They serve as the algebraic
input of (2 + 1)-topological quantum field theories (TQFTs) and (1 + 1)-conformal
field theories (CFTs) [Tu][MS]. Unitary modular categories have recently found
applications in condensed matter physics and quantum computing [Wa10].
A program to classify modular categories revealed a deep connection between
modular category theory and number theory [RSW][BNRW]. One manifestation of
such a connection is the congruence property of the kernel subgroup of the modular
representation of the modular group SL(2,Z) of a modular category [NS]. Given a
modular category C over C, it is natural to ask whether there exists an algebraic
number field k and a modular category C′ defined over k so that C ≅ C′ ⊗k C. Such
a number field k is called a defining number field for C.
Etingof, Nikshych and Ostrik observed that the existence of a defining alge-
braic number field for a fusion category over C follows from their proof of Ocneanu
rigidity, and further asked whether every fusion category over C has a defining cy-
clotomic field (see remark and question after Theorem 2.30 in [ENO].) Morrison
and Snyder proved that some fusion categories from the (extended) Haagerup sub-
factors cannot have cyclotomic defining number fields [MoS]. It is further known
that the modular data of modular categories and CFTs can be presented within
cyclotomic number fields [Gan][RSW].
Our paper is an elementary treatment of arithmetic definitions of modular cat-
egories, and serves as the first step towards an arithmetic theory of modular cat-
egories and their applications to quantum physics and quantum computing. Our
technical tool is an explicit definition of a modular category as a set of numbers
satisfying a collection of polynomials up to an equivalence. Therefore, modular
categories with the same fusion rules are equivalence classes of solutions to the
same set of algebraic equations, i.e., equivalent classes of points on some algebraic
variety. The numerical data of a modular category C is conveniently organized into
matrices: F -matrices, R-matrices, S-matrix, and T -matrix, and a pivotal coefficient
vector ǫ with coordinates in {±1}. The existence of such a numerical definition of
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a modular category follows from the categorical definition. Our contribution is to
pin down the details, which is not straightforward. This numerical definition of
a modular category is an analogy of the definition of a connection in differential
geometry and gauge theory by the Christoffel symbols. While the fusion rules Nkij ,
the S-matrix, the T -matrix, and the eigenvalues of the R-matrices are intrinsic,
the rest of data are in general gauge dependent in the sense that they depend on
the choices of bases of the morphism spaces. But in applications to physics, the
matrix entries of F -matrices are called 6j symbols, and directly enter the defini-
tions of Hamiltonians and appear as probability amplitudes of quantum processes.
As such, they should be computable numbers which include all algebraic numbers.
We prove that under a suitable gauge choice, every modular category over C has
a definition by F -matrices, R-matrices, S-matrix, and T -matrix whose entries are
all within some algebraic number field KC. Our existence proof of the defining al-
gebraic number fields for a modular category does not provide any information on
wether or not there is a canonical choice of such a number field. While not true for
fusion categories, we believe that every modular category over C has a cyclotomic
defining number field. If so, then a canonical choice of a defining number field for
a given modular category C would be a cyclotomic field of minimal degree.
Unitary modular categories are algebraic models of anyons [Ki][Wa10]. There-
fore, classification of unitary modular categories has direct application in the iden-
tification of topological phases of matter [MGHTTW][JWB]. For a classification,
it is very useful to generate new modular categories from old ones. Our arithmetic
definition provides such a method: Galois twist. Galois twists also provide an inter-
esting way of organizing modular categories into orbits under Galois actions w.r.t.
a suitably chosen number field. All modular categories within a single orbit have
the same fusion rules. It would have been desirable if all modular categories with
the same fusion rules were in the same Galois orbit with respect to some suitably
chosen number field. Unfortunately, this is not the case as we shall see below.
The contents of the paper are as follows. In Section 2, we set up our conventions
and observe that for fusion categories, the two defining identities for rigidity are not
independent. In Section 3, we introduce the modular system for a modular category.
The modular system is an algebraic variety and defining a modular category is
equivalent to solving those equations up to equivalence. In this sense, the theory
of modular category is completely elementary. In Section 4, we show that every
modular category has an algebraic defining number field using our modular systems.
Then, we define Galois twists of modular categories and examine several examples.
We also make several conjectures about orbits of Galois twists and the intrinsic data
of modular categories. Finally, we speculate on potential applications of defining
number fields to the search for exotic modular categories.
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2. Preliminaries
2.1. Conventions. Throughout the paper k will denote a field of characteristic 0.
By a fusion category defined over k we mean a k-linear category which is also
abelian, semisimple and rigid monoidal, having finitely many simple objects (up to
isomorphism) including the neutral object 1, such that the endomorphism space
of every simple object is identified with k. When k is algebraically closed the last
requirement is redundant1. A modular category defined over k is a ribbon fusion
category over k with an invertible S-matrix.
We typically denote simple objects in semi-simple abelian categories by the let-
ters a, b, c, . . . whereas generic objects are denoted by the letters x, y, . . .. When
working with monoidal categories we sometimes write ‘xy’ to mean ‘x ⊗ y’. We
use a numerical in bold ‘1’ to designate the object in a monoidal category neutral
with respect to tensor product. We use a numerical ‘1x’ to designate the iden-
tity morphism 1x ∶ x → x. By a (m,n)-Hom-space we mean a morphism space of
the form C(a1 ⊗ ⋯ ⊗ am, b1 ⊗ ⋯ ⊗ bn) where ai, bj are simple in C. Functors be-
tween (braided) monoidal categories are required to be (braided) monoidal unless
stated otherwise. In particular, equivalences between fusion / modular categories
are required to respect structure, unless stated otherwise.
In many proofs we employ graphical calculus. Our conventions comply with
[BK], in particular, diagrams are read bottom to top. However, we do not identify
a line labeled by an object x with a line labeled by an object x∗∗, a distinction
which allows us to remove arrows from diagrams.
2.2. Linear Abelian Categories. In all k-linear semi-simple abelian categories
considered throughout, we assume that there are finitely many isomorphism classes
of simple objects, that morphism spaces are finite dimensional, and that functors
between k-linear abelian categories are k-linear and additive.
Let C be a k-linear semi-simple abelian category with absolutely simple objects
(i.e. the endomorphism space of every simple object is identified with k). Let L
be a set of representatives for all isomorphism classes of simple objects in C. Since
every object x ∈ C admits a decomposition into simple objects c ∈ L there are
ηc,ix ∈ C(x, c) , i = 1 . . .dimk C(x, c) (1)
ηxc,j ∈ C(c, x) , j = 1 . . .dimk C(c, x) (2)
1The definition of a fusion category in the algebraically closed case typically assumes only
C(1,1) = k (see [ENO]). In the non-algebraically closed case the definition of a fusion category
requires extra assumptions. In [BK] a simple object is defined to be a non-zero object such that
every injection into it is either 0 or an isomorphism. In this case we add the requirement C(a, a) = k
for every simple object a ∈ C AND the neutral object is simple.
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such that
ηc,ix ○ ηxc,j = δi,j1c
∑
c∈L
∑
i
ηxc,i ○ ηc,ix = 1x
In particular, there is a perfect pairing defined by the composition
C(c, x) × C(x, c) Ð→ C(c, c) ≡ k
with respect to which the bases {ηxc,j} and {ηc,ix } are dual.
This allows for a notion of ’linear extension’ natural transformations of functors
between linear abelian categories.
Lemma 2.1. Let C and D be k-linear semi-simple abelian categories. Let F,G ∶
C×n → D be functors additive in each component. Assume for any n-tuple of simple
objects (a1, . . . , an) ∈ C×n there is a morphism
η(a1, . . . , an) ∶ F (a1, . . . , an) Ð→ G(a1, . . . , an)
such that for any n-tuple of morphisms (f1, . . . , fn) ∶ (a1, . . . , an) → (a′1, . . . , a′n) the
following diagram commutes
F (a1, . . . , an) F (f1,...,fn) //
η(a1,...,an)

F (a′1, . . . , a′n)
η(a′
1
,...,a
′
n)

G(a1, . . . , an)
G(f1,...,fn)
// G(a′1, . . . , a′n)
Then η extends uniquely to an additive natural transformation η ∶ F → G. In other
words, η is n-functorial.
The above lemma is proved by abstract nonsense.
2.3. Duals. A monoidal category C is a category equipped with a bi-functor ⊗ ∶
C × C → C, a distinguished object 1 ∈ C, and natural isomorphisms
αx,y,z ∶ x⊗ (y ⊗ z) Ð→ (x⊗ y) ⊗ z (3)
λx ∶ 1⊗ xÐ→ x (4)
ρx ∶ x⊗ 1 Ð→ x (5)
such that the pentagonal diagram
x⊗ (y ⊗ (z ⊗w)) α //
1x⊗α

(x⊗ y) ⊗ (z ⊗w) α // ((x⊗ y) ⊗ z) ⊗w
x⊗ ((y ⊗ z) ⊗w)
α
// (x⊗ (y ⊗ z)) ⊗w
α⊗1w
OO
(6)
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and the triangular diagram
x⊗ (1⊗ y) α //
1x⊗λ

(x⊗ 1) ⊗ y
ρ⊗1y

x⊗ y x⊗ y
(7)
both commute. Two other triangular diagrams (obtained by placing 1 to the left
of x or to the right of y) commute as a consequence of (6) and (7) combined ([Ka],
Lemma XI.2.2).
A monoidal category is said to have right duals if for every object x ∈ C there
exists an object x∗ ∈ C and co-evaluation and evaluation morphisms
cx ∶ 1Ð→ x∗ ⊗ x , ex ∶ x⊗ x∗ Ð→ 1
such that the composite
x
ρ−1x // x⊗ 1 1x⊗cx// x⊗ (x∗ ⊗ x) αx,x∗,x// (x⊗ x∗) ⊗ xex⊗1x // 1⊗ x λx // x (8)
equals the identity on x, and the composite
x∗ λ
−1
// 1⊗ x∗ cx⊗1// (x∗ ⊗ x) ⊗ x∗ α−1 // x∗ ⊗ (x⊗ x∗)1⊗ex // x∗ ⊗ 1 ρ // x∗
(9)
equals the identity as well. We refer to the first composite (8) as the first right
duality axiom (RDA-I), and to the second composite (9) as the second right duality
axiom (RDA-II). Our conventions conform with the notion of right adjoint functors,
i.e. the functor x∗ ⊗ (−) ∶ C → C is right adjoint to the functor x⊗ (−) ∶ C → C.
As a consequence of [O], a monoidal category with right duals has left duals as
well if and only if for every object x there exists an object y such that x ≅ y∗. This
is indeed the case for k-linear semi-simple abelian categories satisfying the above
finiteness assumptions (see §2.2), hence rigidity follows from the existence of right
duals.
When a monoidal category is k-linear semi-simple abelian, one duality axiom
can be derived from the other.
Lemma 2.2. In a k-linear, semi-simple, abelian monoidal category C, where every
simple object a ∈ C is absolutely simple, i.e. C(a, a) = k, the first right duality axiom
(RDA-I) implies the second right duality axiom (RDA-II).
Proof. Let C be a k-linear, semi-simple, abelian monoidal category. Let x be an
object for which there exists a right dual x∗ and evaluation and co-evaluation
morphisms ex and cx such that the first duality axiom (RDA-I) holds. Consider
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the map ϕx ∶ C(x∗, x∗) → C(x,x) defined by mapping f ∈ C(x∗, x∗) to the composite
x
ρ−1

ϕx(f) // x
x⊗ 1 1⊗c // x⊗ (x∗ ⊗ x) α // (x⊗ x∗) ⊗ x(1⊗f)⊗1// (x⊗ x∗) ⊗ x e⊗1 // 1⊗ x
λ
OO
Since C is semi-simple, it is enough to assume x is simple. In this case ϕx is the
identity on k. Hence it is enough to show ϕx sends the composite in (RDA-II) to
1x. In graphical terms, this means demonstrating
x
x
x∗
x
x∗ x
=
We begin by writing the left hand side as the composition of two morphisms
x
x x∗ x x∗ x
x x∗ x x∗ x
x
x∗
Using the triangle identity twice we have
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1x x∗ x x∗
=
1
x x∗ x x∗
Applying the above identity and far commutativity we get
x
x
x∗
x
x∗ x =
x
x
x
x∗
x∗
x
=
x
x
x
x∗
x∗
x
Applying far commutativity and (11⊗ρx) ○ (λ−1x ⊗ 11) = λ−1x ○ ρx to right hand side
we get
x
x
x
x∗
x∗
x
=
x
x
x∗
x
x∗
x
=
x
x
x∗
x
x∗
x
Applying the first right duality axiom twice to the left hand side we get what we
wanted to prove. 
The assumptions in Lemma 2.2 can be weakened. The proof only uses the fact
that for every simple object a the map ϕa ∶ C(a∗, a∗) → C(a, a) is injective.
2.4. The Double Dual. Let C be a monoidal category. A monoidal functor F =
(F0, F1, F2) is a triplet consisting of a functor F1 ∶ C → C, an isomorphism F0 ∶
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F1(1) → 1, and a natural isomorphism F2 ∶ ⊗ ○ (F1 × F1) → F1 ○ ⊗, all together
satisfying certain compatibility conditions ([Ka], Definition XI.4.1).
Let C be a fusion category. The double-dual is the monoidal functor given by the
triplet ∆ = (∆0,∆1,∆2), where ∆0 may be taken to be the identity on 1, ∆1 ∶ C → C
is the functor defined by taking the double-dual (−)∗∗ of object and morphism, and
∆2 is the natural isomorphism ∆2 ∶ ⊗ ○ (∆1 ×∆1) → ∆1 ○ ⊗ defined graphically to
be
∆2(x, y) =
(xy)∗∗
1xy
x∗∗ y∗∗
x y
y∗ x∗
xy
(xy)∗
(xy)∗∗
The isomorphism ∆2(x, y) measures the discrepancy between co-evaluations cx⊗cy
and cx⊗y, and evaluations ex∗ ⊗ ey∗ and e(x⊗y)∗; there is no reason to assume co-
evaluation and evaluation morphisms behave monoidally.
When the fusion category C is skeletal, ∆1 may be taken to be the identity 1C.
In the non-skeletal case, the double-dual is naturally isomorphic to the identity 1C
however not monoidally. If all possible, we refrain from using ∆1(x) ≡ x to make
our proofs more easily applicable to non-skeletal categories.
By definition, ∆2(1, y) = 1y and ∆2(x,1) = 1x, and
∆2(x, y)−1 = x
∗∗ y∗∗
1xy
(xy)∗∗
xy
(xy)∗
x y
y∗ x∗
y∗∗
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Let us generalize ∆2 to fit more general scenarios. For a, b, x ∈ C and f ∶ a⊗b→ x,
let ∆(a, b, x, f) ∶∆1(a) ⊗∆1(b) →∆1(x) denote the morphism
∆(a, b, x, f) = x∗∗
f
a∗∗ b∗∗
a b
b∗ a∗
x
x∗
x∗∗
By definition, ∆2(a, b) =∆(a, b, a⊗ b,1a⊗b).
Lemma 2.3. For any g ∶ x→ y in C, ∆1(g) ○∆(a, b, x, f) =∆(a, b, y, g ○ f).
Proof. We evaluate ∆1(g) ○∆(a, b, x, f):
y∗∗
g
f
a∗∗ b∗∗
a b
b∗ a∗
x
x∗
x∗∗
x
x∗
y
y∗
y∗∗
=
y∗∗
f
g
a∗∗ b∗∗
x∗∗
x
x∗
y
y∗
y∗∗
x∗
a b
b∗ a∗
x
9
=y∗∗
g
f
a∗∗ b∗∗
a b
y∗
x
y
x∗
b∗ a∗
x
y∗∗
=
y∗∗
g
f
a∗∗ b∗∗
a b
xb∗ a∗
y
y∗
y∗∗

2.5. Pivotal and Spherical Structure. Let C be a fusion category. A pivotal
structure on C constitutes a monoidal natural isomorphism
ǫ ∶∆ ≅ÐÐ→ 1C ,
where ∆ is the double dual functor discussed in §2.4. To ensure ǫ is monoidal the
following diagram must commute
∆1(x) ⊗∆1(y) ǫ(x)⊗ǫ(y) //
∆2(x,y)

x⊗ y
1x⊗y

∆1(x⊗ y)
ǫ(x⊗y)
// x⊗ y
(10)
Pivotal structures have the following duality-respecting symmetry.
Lemma 2.4. ǫx∗ = (ǫ−1x )∗.
Proof. By ǫ being natural and monoidal:
∆1(a)∆1(a∗) ∆2(a,a∗) //
ǫa⊗ǫa∗

∆1(a⊗ a∗) ∆1(ea) //
ǫa⊗a∗

∆1(1)
ǫ1

a⊗ a∗
1
// a⊗ a∗
ea
// 1
Then we have
ea ○ (ǫa ⊗ ǫa∗) =∆1(a) ○∆2(a, a∗)
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By Lemma 2.3,
ea ○ (ǫa ⊗ ǫa∗) =∆(a, a∗,1, ea)
Using right duality axiom twice reduces the right-hand side to
ea ○ (ǫa ⊗ ǫa∗) = e∆1(a)
Pre-composing both sides with ǫ−1a ⊗ 1
ea ○ (1a ⊗ ǫa∗) = e∆1(a) ○ (ǫ−1a ⊗ 1)
Tensoring with 1a∗ on the left and pre-compose with ca ⊗ 1
(1a∗ ⊗ ea) ○ (1a∗ ⊗ 1a ⊗ ǫa∗) ○ (ca ⊗ 1) = (1a∗ ⊗ e∆1(a)) ○ (1a∗ ⊗ ǫ−1a ⊗ 1) ○ (ca ⊗ 1)
where λ, ρ and α should be inserted where appropriate. Then by right duality axiom
applied to left-hand side, and the definition of the dual of a morphism applied to
right-hand side we get
ǫa∗ = (ǫ−1a )∗

The left quantum dimension, ql(x) ∶ 1→ 1, and right quantum dimension, qr(x) ∶
1→ 1, are defined to be
ql(x) △= ex ○ (ǫ(x) ⊗ 1x∗) ○ cx∗ (11)
qr(x) △= ex∗ ○ (1x∗ ⊗ ǫ(x)−1) ○ cx (12)
As a consequence of Lemma 2.4, we have
ql(x∗) = qr(x)
In [Mu], Mu¨ger proves a pivotal structure on a fusion category is spherical if and
only if the left and right quantum dimensions of every object x ∈ C are identical.
When a pivotal structure in C is spherical we take qx to be the number defined via
qr(x) = qx11 = ql(x) (13)
known as the quantum dimension of x.
2.6. Balancing. A braiding β in a monoidal category C is a natural isomorphism
β ∶ ⊗ → ⊗op which satisfies the two Hexagon relations
a⊗ (b⊗ c) 1×βb,c //
αa,b,c

a⊗ (c⊗ b) αa,c,b // (a⊗ c) ⊗ b
βa,c×1
(a⊗ b) ⊗ c
β(a⊗b),c
// c⊗ (a⊗ b)
αc,a,b
// (c⊗ a) ⊗ b
(14)
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a⊗ (b⊗ c) 1×β−1c,b //
αa,b,c

a⊗ (c⊗ b) αa,c,b // (a⊗ c) ⊗ b
β
−1
c,a×1
(a⊗ b) ⊗ c
β−1c,(a⊗b)
// c⊗ (a⊗ b)
αc,a,b
// (c⊗ a) ⊗ b
(15)
A monoidal category with a braiding is said to be braided.
A braided monoidal category C is balanced if it is equipped with a natural iso-
morphism of the identity functor θ ∶ 1C → 1C, which satisfies for every x, y ∈ C
θx⊗y = βy,x ○ βx,y ○ θx ⊗ θy (16)
θ1 = 11 (17)
Unless C is symmetric, relation (16) implies θ is not monoidal. A balanced category
C with right duals is tortile if θ respects duality, namely,
θx∗ = (θx)∗ (18)
A balancing θ which is tortile is also known in the literature as a twist.2
It is shown in [Ye] that C is balanced if and only if it has pivotal structure. The
relation established between θ and ǫ is given by
θx = ψx ○ ǫ−1x (19)
where ψ is the natural isomorphism ψ ∶ ∆ → 1C defined by tracing the following
commutative diagram from x∗∗ on the left to x on the right (adding α, λ and ρ as
needed)
x∗∗ ⊗ x∗ ⊗ x β−1⊗1 //
βx∗∗,x∗x

x∗ ⊗ x∗∗ ⊗ x
ex∗⊗1
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑
β−1
x∗x∗∗,x

x∗∗
1⊗cx
88rrrrrrrrrrr
cx⊗1 &&▲▲
▲▲
▲▲
▲▲
▲▲
x
x∗ ⊗ x⊗ x∗∗
β−1⊗1
//
1⊗β
::ttttttttttttttttttttttt
x⊗ x∗ ⊗ x∗∗
1⊗ex∗
99ssssssssss
(20)
Graphically, ψ is given by any of the following three pictures:
2We define balancing, following Yetter’s earlier terminology in [Ye]. In [BK] a balancing is
assumed automatically to be tortile, namely, a balancing according to [BK] satisfies (16), (17)
and (18). In light of present-day distinction between pivotal and spherical structures we find the
recourse to Yetter’s terminology justified.
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xx∗∗
x∗
x
x
x∗∗
x
x∗
x
x∗∗
x∗ x
Lemma 2.5. Let C be a braided fusion category. Then C is tortile if and only if it
is spherical.
This means a spherical braided fusion category is ribbon.
Proof. The existence of a pivotal structure ǫ implies the existence of a balancing θ,
and vice versa. Adding condition (18), one needs ǫ to be spherical and vice versa.
By linear extension (Lemma 2.1) it is enough to test this for a simple object a ∈ C:
1
ǫa
1
a∗∗
a
a∗
=
1
θ−1a
ψa
1
a∗∗
a
a
a∗
=
1
θ−1a
ψa
1
a∗∗
a
a∗
a
a
a∗
=
1
θ−1a
ψa
1
a∗∗
a
a
a
a∗
a∗
=
1
ψa (θ−a1)∗
1
a∗∗ a∗
a a∗
=
1
(θ−a1)∗
1
a∗∗ a∗
a∗
a a
∗
=
1
(θ−a1)∗
1
a∗
a∗∗
a∗
=
1
(θ−a1)∗
1
a∗∗ a∗
a∗
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=1
(θ−a1)∗
1
a∗∗∗
a∗∗ a∗
a∗∗
a∗
=
1
(θ−a1)∗
ψa∗
1
a∗∗∗
a∗
a∗
a∗∗
Therefore, for a simple object a ∈ C,
ql(a) = qr(a) ⇐⇒ (θa)∗ = θa∗

Remark 2.6. The proof above works for fusion categories with absolute simple
objects. One does not need the context of linear abelian categories to discuss
spherical and tortile structures. At the moment, we are not aware of a proof
correlating spherical and tortile structures in the more general context of braided
monoidal categories with right duals.
2.7. Scalar Extension. Let C be a fusion category defined over k and σ ∶ k → k′ a
non-zero morphism of fields. Define the scalar extension C ⊗σk k′ of C with respect
to σ to be the k′-linear category with a collection of objects
Ob(C ⊗σk k′) = Ob(C)
and for every pair of objects x, y ∈ Ob(C ⊗σk K), a morphism k′-space
(C ⊗σk k′)(x, y) = C(x, y) ⊗σk k′
where the tensor product on the right hand side is taken with respect to σ.
Remark 2.7. The above definition of scalar extension needs refining for general
k-linear abelian rigid monoidal categories. If, for example, G is a finite group, k
is a field of characteristic zero, which is not a splitting field for G, and k ⊂ k′
is a field extension, then RepkG ⊗k k′ might not be equivalent to Repk′ G; some
irreducibles in RepkG might decompose over k
′. However, if k is not a splitting
field for G, RepkG is not fusion by our definition, since there is necessarily an
irreducible V ∈ RepkG such that RepkG(V,V ) ≠ k. A more general notion of a
scalar extension of k-linear abelian rigid monoidal categories was introduced in [St].
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When k′ = k Galois closed and σ ∈ Gal(k/Q) we refer to C ⊗σk k as the Galois
twist of C with respect to σ and denote it by Cσ.
Lemma 2.8. Let C be a fusion (modular) category defined over k. Then C ⊗σk k′ is
a fusion (modular) category defined over k′.
Proof. Let C be a fusion category over k. As a k-linear abelian category, C is
equivalent to a finite product of Vectk’s. In turn, C ⊗σk k′ is equivalent as a k′-linear
abelian category to a finite product of Vectk′ ’s. Showing C ⊗σk k′ is rigid monoidal
is a straight forward application of definitions, therefore C⊗σk k′ is a fusion category
defined over k′. Assume in addition that C is modular. Showing C ⊗σk k′ is ribbon
is again a straight forward application of definitions. The S-matrix associated with
C ⊗σk k′ is σ(S) where σ acts entry-wise and S is the S-matrix of C. If the later is
invertible then so is the former, therefore C ⊗σk k′ is modular. 
3. Fusion and Modular Systems
3.1. Fusion System.
Definition 3.1. A fusion system (L,N,F ) defined over k consists of the following:
(i) A finite set L with a distinguished element 1 ∈ L.
(ii) An involution ∗ ∶ L→ L such that 1∗ = 1.
(iii) A collection of non-negative integersN cab associated with every triple a, b, c ∈ L
subject to the constraints
N b
1a = δab =N ba1 (21)
N1ab = δa∗b (22)
Nuabc ∶= ∑
e
NeabN
u
ec =∑
e′
Nuae′N
e′
bc (23)
(iv) For every quadruple a, b, c, u ∈ L, an invertible matrix Fuabc ∈MatNuabc×Nuabc(k),
with each entry denoted
Fuabc [ i e ji′ e′ j′ ] ,
e ∈ L
e′ ∈ L ,
i ∈ {1, . . . ,Nuae}
i′ ∈ {1, . . . ,Ne′ab} ,
j ∈ {1, . . . ,Nebc}
j′ ∈ {1, . . . ,Nue′c}
subject to the constraints
Fua1b = INuab (24)
ua ∶= F aaa∗a [ 1 1 11 1 1 ] ≠ 0 (25)
Nueg∑
l=1
Fuecd [ j f kl g m ]Fuabg [ i e ln h o ] = (26)
∑
q∈L
N
f
aq∑
p=1
N
q
bc∑
r=1
N
h
qd∑
v=1
F
f
abc
[ i e j
p q r
]Fuaqd [ p f kn h v ]Fhbcd [ r q vo g m ]
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for any e, f, g, h ∈ L, i ∈ {1, . . . ,Neab}, j ∈ {1, . . . ,Nfec}, k ∈ {1, . . . ,Nufd}, n ∈{1, . . . ,Nuah}, o ∈ {1, . . . ,Nhbg} and m ∈ {1, . . . ,Ngcd}.
Remark 3.2. To actually make sense of the labeling of entries of Fuabc a bijection be-
tween the sets of labels {(i, e, j)}, {(i′, e′, j′)} and {1, . . . ,Nuabc} is required. Such a
bijection is possible for example if an order is chosen on the set L, and lexicographic
order on {(i, e, j)} and {(i′, e′, j′)} is established.
Example 3.3. Consider L = {1, x} with fusion multiplicities N cab derived from x2 =
1 + x, namely, N1xx = 1 = Nxxx. In particular x is self dual. Denote
z ∶= F 1xxx [ 1 x 11 x 1 ]
z11 ∶= F xxxx [ 1 1 11 1 1 ] , z12 ∶= F xxxx [ 1 1 11 x 1 ] , z21 ∶= F xxxx [ 1 x 11 1 1 ] , z22 ∶= F xxxx [ 1 x 11 x 1 ]
where z ≠ 0 since F 1xxx is invertible and z11 ≠ 0 due to (25). Equations (26) then
read for the case a = b = c = d = x and u = 1
1 = z211 + z12z21z , z2 = z12z21 + z222z
and for the case a = b = c = d = x and u = x
z11z
2 = z12z21 , z11 = z12z21z
z22z21 = z22z21z , z21 = z21z11 + z222z21
z22z12 = z22z12z , z12 = z11z12 + z12z222 , z22 = z21z12 + z322
As a result we have
z = 1 , z11 = ±z22 , z11 + z211 = 1 , z11 = z12z21
the requirement that F xxxx is invertible is then automatically satisfied. The case
z11 = −z22 results in the Fibonacci theory and its complex conjugate, and the case
z11 = z22 results in the Yang-Lee theory and its complex conjugate [RSW]. Further
discussion of these theories can be found in §4.3.
Lemma 3.4. Given a fusion category C defined over k, one can extract from it a
fusion system defined over k.
The fusion system to be extracted from C depends uniquely on a choice of basis
{ηc,i
ab
}Ncabi=1 for each morphism k-space C(a ⊗ b, c). This choice is restricted so that{λa} and {ρa} are taken to be the bases for the morphism k-spaces C(1⊗a, a) and
C(a⊗1, a) respectively, and {ea} is taken to be the basis for the morphism k-space
C(a⊗ a∗,1). We denote a fusion system extracted from C by (L,N,F )(C).
Proof. Let C be a fusion category defined over k. Let L be a set of representatives
of isomorphism classes of simple objects in C one of which is the neutral object
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1 ∈ L. For any simple object, a∗∗ ≅ a (see [O]), and 1∗ ≅ 1. Therefore, taking right
duals defines an involution on L which fixes 1. For every triple a, b, c ∈ L set
N cab ∶= dimk C(a⊗ b, c)
known in the literature as fusion multiplicities. Since 1 ⊗ a ≅ a ≅ a ⊗ 1 we have
N b
1a = dimk C(a, b) = N ba1. By simplicity dimk C(a, b) = δab, implying the constraint
in (21). There is a natural isomorphism C(a ⊗ b,1) ≅ C(b, a∗ ⊗ 1), implying, by
simplicity of a∗ and b, the constraint in (22). There are isomorphisms
⊕
e
C(a⊗ b, e)⊗ C(e⊗ c, u)→ C((a⊗ b)⊗ c, u) , f ⊗ g ↦ g ○ (f ⊗ 1c)
⊕
e′
C(a⊗ e′, u)⊗ C(b⊗ c, e′)→ C(a⊗ (b⊗ c), u) , f ′ ⊗ g′ ↦ f ′ ○ (1a ⊗ g′)
which by associativity of monoidal structure imply the constraint in (23).
The associator αa,b,c ∶ a⊗ (b⊗ c) → (a⊗ b)⊗ c defines the pullback
α∗a,b,c ∶ C((a⊗ b)⊗ c, u)→ C(a⊗ (b⊗ c), u)
for every u ∈ L. Let us choose a basis {ηc,i
ab
}Ncabi=1 for each morphism k-space C(a⊗b, c),
making sure to pick {λa} and {ρa} as bases for the morphism k-spaces C(1⊗ a, a)
and C(a ⊗ 1, a) respectively, and {ea} as a basis for the morphism k-space C(a ⊗
a∗,1).
Graphically, our conventions are:
c
η
c,i
ab
a b
=
c
i
a b
a
λa
1 a
= a
1 a
a
ρa
a 1
= a
a 1
1
ǫa
a a∗
= 1
a a∗
Such a choice implies bases
{ηu,jec ○ (ηe,iab ⊗ 1c)}Neab,Nueci,j=1 ⊂ C((a⊗ b)⊗ c, u)
{ηu,i′ae′ ○ (1a ⊗ ηe′,j′bc )}Nuae′ ,Ne
′
bc
i′,j′=1 ⊂ C(a⊗ (b⊗ c), u)
We let Fuabc be the matrix representing α
∗
a,b,c in these respective bases. Specifi-
cally,
ηu,jec ○ (ηe,iab ⊗ 1c) ○ αa,b,c = ∑
e′∈L
Nu
ae′∑
i′=1
N
e′
bc∑
j′=1
Fuabc [ i e ji′ e′ j′ ] ηu,i′ae′ ○ (1a ⊗ ηe′,j′bc ) (27)
or graphically:
u
j
i
αa,b,c
a b c
a b
e
c
= ∑e′∈L∑Nuae′i′=1 ∑Ne
′
bc
j′=1 F
u
abc [ i e ji′ e′ j′ ]
u
i′
j′
a b c
e′
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=The coefficients in (27) are known as the F -matrix coefficients. Note that C
being strictly associative does not imply Fuabc is necessarily the identity matrix.
Recall Naa1 = 1 = N b1b and we chose ηa,1a1 = ρa, ηb,11b = λb. The triangular diagram
(7) implies for every j ∈ {1, . . . ,Nuab}
η
u,j
ab ○ (ηa,1a1 ⊗ 1b) ○ αa,1,b = ηu,jab ○ (1a ⊗ ηb,11b ).
or graphically:
u
j
1
αa,1,b
a 1 b
a
a
b =
u
j
1
a 1 b
b
On the other hand, by definition of F in (27)
η
u,j
ab
○ (ηa,1a1 ⊗ 1b) ○ αa,1,b =
Nuab∑
i′=1
Fua1b [ 1 a ji′ b 1 ] ηu,i′ab ○ (1a ⊗ ηb,11b ) ∶
u
j
1
αa,1,b
a 1 b
a
a
b = ∑Nuabi′=1 Fua1b [ 1 a ji′ b 1 ]
u
i′
1
a 1 b
b
So it follows that
Fua1b [ 1 a ji′ b 1 ] = δi′j , i′, j ∈ {1, . . . ,Nuab}
meaning Fua1b = INuab , which establishes the constraint in (24).
Let {ηabc,i} ⊂ C(c, a ⊗ b) be the dual basis to {ηc,iab } ⊂ C(a ⊗ b, c) (see §2.2 for
x = a⊗ b). This implies
Fuabc [ i e ji′ e′ j′ ]1u = ηu,jec ○ (ηe,iab ⊗ 1c) ○ αa,b,c ○ (1a ⊗ ηbce′,j′) ○ ηae′u,i′ =
u
j
i
αa,b,c
j′
i′
u
e′
a
b c
a b
e
c
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In particular,
F aaa∗a [ 1 1 11 1 1 ]1a = ηa,11a ○ (η1,1aa∗ ⊗ 1a) ○ αa,a∗,a ○ (1a ⊗ ηa∗a1,1 ) ○ ηa1a,1 =
a
1
1
αa,a∗,a
1
1
a
a
a∗ a
a a∗
a
By our choice of bases also η1,1aa∗ = ea and ηa∗a1,1 = uaca for some ua ≠ 0, therefore
F aaa∗a [ 1 1 11 1 1 ] 1a = uaλa ○ (ea ⊗ 1a) ○ αa,a∗,a ○ (1a ⊗ ca) ○ ρ−1a =
a
αa,a∗,a
a
a∗ a
a a∗
a
By (RDA-I) in (8),
λa ○ (ea ⊗ 1a) ○ αa,a∗,a ○ (1a ⊗ ca) ○ ρ−1a = 1a
Therefore,
F aaa∗a [ 1 1 11 1 1 ] = ua ≠ 0
which establishes the constraint in (25).
Let a, b, c, d, u ∈ L. The pentagonal diagram (6) reads,
ab c d
αab,c,d
1ab 1cd
αa,b,cd
a b cd
a b cd
ab c d = αab,c,d ○ αa,b,cd = αa,b,c ⊗ 1d ○ αa,bc,d ○ 1a ⊗ αb,c,d =
a b c d
αa,b,c
1bc
αa,bc,d
1bc
αb,c,d
a b c d
b c
bc
d
bc
a
b c
(28)
Consider ηe,iab ∈ C(a⊗ b, e), ηf,jec ∈ C(e⊗ c, f) and ηu,kfd ∈ C(f ⊗ d,u) composing to
19
η
u,k
fd
○ (ηf,jec ⊗ 1d) ○ (ηe,iab ⊗ 1c ⊗ 1d) ∈ C(((a⊗ b)⊗ c)⊗ d,u) =
u
k
j
i
a b c d
e
f
and so
u
k
j
i
1bc
αa,bc,d
1bc
αb,c,d
a b c d
b c
bc
d
bc
a
b
e
c
f
d
= ηu,k
fd
○ (ηf,jec ⊗ 1d) ○ (ηe,iab ⊗ 1c ⊗ 1d) ○ αab,c,d ○ αa,b,cd =
(29)
η
u,k
fd
○ (ηf,jec ⊗ 1d) ○ (ηe,iab ⊗ 1c ⊗ 1d) ○ αa,b,c ⊗ 1d ○ αa,bc,d ○ 1a ⊗ αb,c,d =
u
k
j
i
αa,b,c
1bc
αa,bc,d
1bc
αb,c,d
a b c d
b c
bc
d
bc
a
b c
a b
e
c
f
d
Start with the LHS of (29). By naturality of α
(a⊗ b)⊗ (c⊗ d) αab,c,d //
η
e,i
ab
⊗1c⊗1d

((a⊗ b)⊗ c)⊗ d
η
e,i
ab
⊗1c⊗1d

e⊗ (c⊗ d)
αe,c,d
// (e⊗ c)⊗ d
that is
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e c d
i
1ab
αab,c,d
ab c d
ab
a b
(ηe,i
ab
⊗ 1c ⊗ 1d) ○ αab,c,d = αe,c,d ○ (ηe,iab ⊗ 1c ⊗ 1d) =
e c d
αe,c,d
i
a b c d
e
and therefore
LHS of (29) = ηu,k
fd
○ (ηf,jec ⊗ 1d) ○ αe,c,d ○ (ηe,iab ⊗ 1c ⊗ 1d) ○ αa,b,cd =
u
k
j
αe,c,d
i
1cd
αa,b,cd
a b cd
cd
a b
e
c d
e c
f
d
By definition of Fuecd, the left hand side of (29) is equal to
∑
g∈L
Nueg∑
l=1
N
g
cd∑
m=1
Fuecd [ j f kl g m ]ηu,leg ○ (1e ⊗ ηg,mcd ) ○ (ηe,iab ⊗ 1c ⊗ 1d) ○ αa,b,cd =
∑g∈L∑Nuegl=1 ∑Ngcdm=1 Fuecd [ j f kl g m ] =
u
l
m
i
1cd
αa,b,cd
a b cd
cd
a b
c d
e
g
By functoriality of the tensor product,
LHS of (29) = ∑
g∈L
N
u
eg∑
l=1
N
g
cd∑
m=1
Fuecd [ j f kl g m ] ηu,leg ○ (ηe,iab ⊗ 1g) ○ (1a ⊗ 1b ⊗ ηg,mcd ) ○ αa,b,cd
= ∑g∈L∑Nuegl=1 ∑Ngcdm=1 Fuecd [ j f kl g m ]
u
l
i
αa,b,g
m
a b c d
g
a b
e
g
Applying naturality of α again,
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a b g
m
1cd
αa,b,cd
a b cd
cd
c d
= (1a ⊗ 1b ⊗ ηg,mcd ) ○ αa,b,cd = αa,b,g ○ (1a ⊗ 1b ⊗ ηg,mc,d ) =
a b g
αa,b,g
m
a b c d
g
And so we get
LHS of (29) = ∑
g∈L
Nueg∑
l=1
N
g
cd∑
m=1
Fuecd [ j f kl g m ]ηu,leg ○ (ηe,iab ⊗ 1g) ○ αa,b,g ○ (1a ⊗ 1b ⊗ ηg,mcd )
= ∑g∈L∑Nuegl=1 ∑Ngcdm=1 Fuecd [ j f kl g m ]
u
l
i
αa,b,g
m
a b c d
g
a b
e
g
By definition of Fuabg ,
LHS of (29) =
∑
g∈L
Nueg∑
l=1
N
g
cd∑
m=1
Fuecd [ j f kl g m ] ∑
h∈L
Nuah∑
n=1
Nhbg∑
o=1
Fuabg [ i e ln h o ]ηu,nah ○ (1a ⊗ ηh,obg ) ○ (1a ⊗ 1b ⊗ ηg,mcd )
= ∑g∈L∑Nuegl=1 ∑Ngcdm=1 Fuecd [ j f kl g m ]∑h∈L∑Nuahn=1 ∑N
h
bg
o=1 F
u
abg [ i e ln h o ]
u
n
o
m
a b c d
g
h
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Now to the RHS of (29):
RHS of (29) =
η
u,k
fd
○ (ηf,jec ⊗ 1d) ○ (ηe,iab ⊗ 1c ⊗ 1d) ○ (αa,b,c ⊗ 1d) ○ αa,bc,d ○ (1a ⊗αb,c,d) =
u
k
j
i
αa,b,c
1bc
αa,bc,d
1bc
αb,c,d
a b c d
b c
bc
d
bc
a
b c
a b
e
c
f
d
= ηu,k
fd
○ ((ηf,jec ○ (ηe,iab ⊗ 1c) ○ αa,b,c)⊗ 1d) ○ αa,bc,d ○ (1a ⊗αb,c,d).
By definition of F f
abc
,
RHS of (29) =
η
u,k
fd
○∑
q∈L
Nfaq∑
p=1
N
q
bc∑
r=1
F
f
abc
[ i e j
p q r
] ((ηf,paq ○ (1a ⊗ ηq,rbc ))⊗ 1d) ○ αa,bc,d ○ (1a ⊗ αb,c,d)
=
u
k
f d
○∑q∈L∑Nfaqp=1 ∑Nqbcr=1 F fabc [ i e jp q r ]
f d
p
r
1bc
αa,bc,d
1bc
αb,c,d
a b c d
b c
bc
d
bc
b ca
q
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= ηu,k
fd
○∑
q∈L
Nfaq∑
p=1
N
q
bc∑
r=1
F
f
abc
[ i e j
p q r
] (ηf,paq ⊗ 1d) ○ (1a ⊗ ηq,rbc ⊗ 1d) ○ αa,bc,d ○ (1a ⊗ αb,c,d)
=
u
k
f d
○∑q∈L∑Nfaqp=1 ∑Nqbcr=1 F fabc [ i e jp q r ]
f d
p
r
1bc d
αa,bc,d
1bc d
αb,c,d
a b c d
b c d
bc d
bc d
b ca
q
Applying naturality of α
RHS of (29) =
∑
q∈L
Nfaq∑
p=1
N
q
bc∑
r=1
F
f
abc
[ i e j
p q r
] (ηu,k
fd
○ (ηf,paq ⊗ 1d) ○ αa,q,d) ○ (1a ⊗ ηq,rbc ⊗ 1d) ○ (1a ⊗αb,c,d)
= ∑q∈L∑Nfaqp=1 ∑Nqbcr=1 F fabc [ i e jp q r ]
u
k
p
αa,q,d
r
αb,c,d
a b c d
b c
q
d
a q
f
d
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By definition of F f
aqd
,
RHS of (29) =
= ∑
q∈L
Nfaq∑
p=1
N
q
bc∑
r=1
F
f
abc
[ i e j
p q r
]∑
t∈L
Nuat∑
s=1
Ntqd∑
v=1
Fuaqd [ p f ks t v ]
η
u,s
at ○ (1a ⊗ ηt,vqd ) ○ (1a ⊗ ηq,rbc ⊗ 1d) ○ (1a ⊗αb,c,d)
= ∑q∈L∑Nfaqp=1 ∑Nqbcr=1 F fabc [ i e jp q r ]∑t∈L∑Nuats=1 ∑N
t
qd
v=1 F
u
aqd [ p f ks t v ]
u
s
v
r
αb,c,d
a b c d
b c
q
d
t
= ∑
q∈L
Nfaq∑
p=1
N
q
bc∑
r=1
F
f
abc
[ i e j
p q r
]∑
t∈L
Nuat∑
s=1
Ntqd∑
v=1
Fuaqd [ p f ks t v ]
η
u,s
at ○ (1a ⊗ (ηt,vqd ○ (ηq,rbc ⊗ 1d) ○ αb,c,d))
= ∑q∈L∑Nfaqp=1 ∑Nqbcr=1 F fabc [ i e jp q r ]∑t∈L∑Nuats=1 ∑N
t
qd
v=1 F
u
aqd [ p f ks t v ]
u
s
v
r
αb,c,d
a b c d
b c
q
d
t
By definition of F tbcd
RHS of (29) =
= ∑
q∈L
Nfaq∑
p=1
N
q
bc∑
r=1
F
f
abc
[ i e j
p q r
]∑
t∈L
Nuat∑
s=1
Ntqd∑
v=1
Fuaqd [ p f ks t v ] ∑
x∈L
Ntbx∑
w=1
Nxcd∑
y=1
F tbcd [ r q vw x y ]
η
u,s
at ○ (1a ⊗ ηt,wbx ) ○ (1a ⊗ 1b ⊗ ηx,ycd )
We comper the LHS and RHS of (29). Equating and fixing
h = t ∈ L , g = x ∈ L
n = s ∈ {1, . . . ,Nuah = Nuat}
o = w ∈ {1, . . . ,Nhbg = N tbx}
m = y ∈ {1, . . . ,Ngcd = Nxcd}
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we end up with
Nueg∑
l=1
Fuecd [ j f kl g m ]Fuabg [ i e ln h o ] = (30)
∑
q∈L
Nfaq∑
p=1
N
q
bc∑
r=1
Nhqd∑
v=1
F
f
abc
[ i e j
p q r
]Fuaqd [ p f kn h v ]Fhbcd [ r q vo g m ]
which establishes the constraint in (26). This concludes the proof. 
Remark 3.5. Since the commutativity of one triangular diagram implies the com-
mutativity of the two other triangular diagrams (see §2.3) equations (24) and (26)
imply the two other triangle identities: Fu
1ab = INuab and Fuab1 = INuab .
A fusion system (L,N,F )(C), extracted from a fusion category C, has an addi-
tional symmetry. Let Guabc denote the matrix representing (α−1a,b,c)∗ in the chosen
gauge. By definition,
Guabc [ i e ji′ e′ j′ ] 1u = ηu,iae ○ (1a ⊗ ηe,jbc ) ○ α−1a,b,c ○ (ηabe′,i′ ⊗ 1c) ○ ηe′cu,j′
Let us define
va
△= Gaaa∗a [ 1 1 11 1 1 ]
Lemma 3.6. va∗ = ua.
Proof. By definition,
Ga
∗
a∗aa∗ [ 1 1 11 1 1 ] 1a∗ = ηa∗,1a∗1 ○ (1a∗ ⊗ η1,1aa∗) ○ α−1a∗,a,a∗ ○ (ηa∗a1,1 ⊗ 1a∗) ○ η1a∗a∗,1
By our choice of bases ηa
∗,1
a∗1 = ρa∗ , η1a∗a∗,1 = λ−1a∗ , η1,1aa∗ = ea and ηa∗a1,1 = uaca. Therefore,
Ga
∗
a∗aa∗ [ 1 1 11 1 1 ] 1a∗ = uaρa∗ ○ (1a∗ ⊗ ea) ○ α−1a∗,a,a∗ ○ (ca ⊗ 1a∗) ○ λ−1a∗
By (RDA-II),
ρa∗ ○ (1a∗ ⊗ ea) ○ α−1a∗,a,a∗ ○ (ca ⊗ 1a∗) ○ λ−1a∗ = 1a∗
Therefore,
Ga
∗
a∗aa∗ [ 1 1 11 1 1 ] = va∗ = ua = F aaa∗a [ 1 1 11 1 1 ]

Proposition 3.7. Given a fusion system (L,N,F ) defined over k, one can con-
struct from it a fusion category C(L,N,F ) over k, such that C((L,N,F )(C)) ≃ C
as fusion categories.
Proof. Let (L,N,F ) be a fusion system defined over k. Define a category
C ∶= ∏
a∈L
(Vectk)skel
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where (Vectk)skel is the skeleton of the category of finite-dimensional k-vector
spaces. Alternately, one can view C as the skeleton of the category VectLk of vector
bundles over the set L.
Ob(C) = ∏
a∈L
N ∪ {0} = {f ∶ L→ N ∪ {0}}
and for every f, f ′ ∈ Ob(C),
C(f, f ′) = ⊕
a∈L
Matf ′(a)×f(a)(k).
Composition of morphisms is given by matrix multiplication
C(f ′, f ′′) × C(f, f ′) Ð→ C(f, f ′′)
(∑
a∈L
A′(a)) ○ (∑
a∈L
A(a)) = ∑
a∈L
A′(a)A(a)
and the identity: I =∑a∈L If(a)×f(a).
By construction, C is a skeletal semi-simple abelian category defined over k, with
simple objects being the delta functions {δa}a∈L. To avoid cumbersome notation,
we write a ∈ C to mean δa ∈ C.
Monoidal Structure: An additive monoidal bi-functor ⊗ ∶ C ×C → C is defined on
objects f, g ∈ C to be
(f ⊗ g)(c) △= ∑
a,b
f(a)g(b)N cab
On morphisms
∑
a∈L
A(a)⊗∑
b∈L
B(b) △= ∑
c∈L
⎛
⎝∑a,bA(a)⊗B(b)⊗ INcab
⎞
⎠
where A(a) ∈Matf ′(a)×f(a) and B(b) ∈Matg′(b)×g(b).
By the constraints in (21),
(δ1 ⊗ f)(c) =∑
a,b
δ1(a)f(b)N cab = f(b)N c1b = f(b)δbc = f(c)
(f ⊗ δ1)(c) =∑
a,b
f(a)δ1(b)N cab = f(a)N ca1 = f(a)δac = f(c)
The neutral object is therefore 1 ≡ δ1, and we take λf ∶ 1⊗f → f and ρf ∶ f ⊗1 → f
both to be the identity, making C strictly unital.
We apply Lemma 2.1 to the case F = ⊗ ○ (1C ×⊗) and G = ⊗ ○ (⊗× 1C). For any
triple of simple objects a, b, c ∈ C, we define an isomorphism αa,b,c ∶ a ⊗ (b ⊗ c) →
(a⊗ b)⊗ c via
αa,b,c = ∑
u∈L
Fuabc ∈ ⊕
u∈L
MatNu
abc
×Nu
abc
(k)
The diagram in Lemma 2.1 commutes since both F (f1, . . . , fn) and G(f1, . . . , fn)
amount to multiplication by a scalar. Therefore α extends uniquely to an additive
natural isomorphism α ∶ F → G.
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By construction, C comes with a canonical choice of gauge, i.e. a canonical
choice of bases for (2,1)-Hom-spaces, otherwise known as fusion state spaces. For
any triple a, b, c ∈ L
C(a⊗ b, c) △= ∑
u∈L
Matc(u)×(a⊗b)(u)(k) =Mat1×(a⊗b)(c)(k) =Mat1×Ncab ≡ kNcab
Denote this canonical basis by {ec,i
ab
}Ncabi=1 . Tautologically, Fuabc is the matrix repre-
senting the linear transformation α∗a,b,c ∶ C(a⊗ (b⊗ c), u) → C((a⊗ b)⊗ c, u) in the
corresponding bases {eu,jec ○ (ee,iab ⊗ 1c)} ⊂ C((a⊗ b)⊗ c, u) and {eu,i′ae′ ○ (1a⊗ ee′,j′bc )} ⊂C(a⊗ (b⊗ c), u).
If we now play the proof to Lemma 3.4 backwards, starting at equation (30)
on page 26, and retracing our steps all the way back to equation (29) on page 20,
while substituting ec,i
ab
for ηc,i
ab
, we end up establishing the commutativity of the
pentagonal diagram for ⊗ defined in C ≡ C(L,N,F ).
The triangular diagram (7) is satisfied for each pair of simple objects a, b ∈ L.
Since we chose λb = I1×1 = ρa, proving the commutativity of the triangular diagram
reduces to showing αa,1,b = I, that is, αa,1,b(u) = I((a1)b)(u)×(a(1b))(u). However,
((a ⊗ 1) ⊗ b)(u) = Nuab = (a ⊗ (1 ⊗ b))(u), by definition αa,1,b(u) = Fua1b, and by
constraint (24): Fua1b = INuab×Nuab .
Duals: Given an object f ∈ Ob(C), define its right dual f∗ to be the function
f∗ ∶ L → N ∪ {0} such that (f∗)(a) = f(a∗), in particular, (δa)∗ = δa∗ . For simple
objects a ≡ δa, the evaluation and co-evaluation are morphisms:
ca ∈ C(1, a∗ ⊗ a) = ⊕
u∈L
Mat(a∗a)(u)×1(u)(k) =MatN1
a∗a
×1(k) ≡ k
ea ∈ C(a⊗ a∗,1) = ⊕
u∈L
Mat1(u)×(aa∗)(u)(k) =Mat1×N1
aa∗
(k) ≡ k
in other words, these are scalars which we pick to be:
ca = 1/ua , ea = 1 (31)
To check the first right duality axiom:
(ea ⊗ 1a) ○ αa,a∗,a ○ (1a ⊗ ca) =
= ∑
u∈L
⎛
⎝ ∑(v,w)ea(v)⊗ 1a(w)⊗ INuvw
⎞
⎠Fuaa∗a
⎛
⎝ ∑(v′,w′)1a(v
′)⊗ ca(w′)⊗ INu
v′w′
⎞
⎠
since 1a(w) = δaw, 1a(v′) = δav′
= ∑
u∈L
(∑
v
ea(v)⊗ INuva)Fuaa∗a [ − v −− w′ − ](∑
w′
ca(w′)⊗ INu
aw′
)
since ea(v) = δv1, ca(w′) = 1/uaδaw′
= ∑
u∈L
(INu
1a
)Fuaa∗a [ − 1 −− 1 − ] (1/uaINua1)
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since Nu
1a = δau =N
u
a1, F
a
aa∗a [ − 1 −− 1 − ] is in fact a 1 × 1 matrix and
= 1/uaFuaa∗a [ 1 1 11 1 1 ] = 1/ua ⋅ ua = 1
thus proving that (ea⊗1a)○αa,a∗,a ○(1a⊗ca) ∶ a → a is the identity. By Lemma 2.2
this is all we need to establish the existence of right duals in C and subsequently
the rigidity of C.
We just constructed a skeletal, semi-simple, abelian category defined over k, with
a monoidal structure, which is rigid, in other words, C is a fusion category. Denote
this fusion category C(L,N,F ) ≡ C.
Equivalence: Let C be a fusion category defined over k, and let (L,N,F )(C) be a
fusion system extracted from it. Recall the fusion system (L,N,F )(C) depends on
a choice of basis {ηu,i
ab
}Nuabi=1 for each morphism space C(a⊗ b, u) (a choice restricted
by ηa,1a1 = ρa, η
a,1
1a = λa and η
1,1
aa∗ = ea). To prove equivalence we define a monoidal
functor F = (F0, F1, F2) ∶ C(L,N,F )(C)→ C.
F1 ∶ f ∈ ObC(L,N,F )(C)↦ ⊕
a∈L
a⊕f(a) ∈ ObC
the isomorphism which holds in any k-linear abelian category (given our finiteness
assumptions §2.2)
⊕
a∈L
Matg(a)×f(a)(k) ≅ÐÐ→ C (⊕
a∈L
a⊕f(a),⊕
a∈L
a⊕g(a))
defines F1 on morphisms
F1 ∶ C((L,N,F,R, ǫ)(C))(f, g)z→ C(F1(f), F1(g))
Choice of bases {ηu,i
ab
} ⊂ C(a⊗ b, u) induces a choice of isomorphisms
F2(a, b) ∶ F1(a)⊗ F1(b) ≅ÐÐ→ F1(a⊗ b) △= ⊕
u∈L
u⊕N
u
ab
F2(a, b) = ∑
u∈L
Nuab∑
i=1
η
u,i
ab
which extends linearly for generic objects. And we choose F0 ∶ F1(1) → 1 to be
F0 = 11. To conclude, we need to consider the commutativity of the following
diagrams
F1(1)⊗ F1(a)F0⊗1 //
F2(1,a)

1⊗ F1(a)
λF1(a)

F1(1⊗ a)
F1(λa)
// F1(a)
F1(a)⊗ F1(1)1⊗F0 //
F2(a,1)

F1(a)⊗ 1
ρF1(a)

F1(a⊗ 1)
F1(ρa)
// F1(a)
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F1(a)⊗ (F1(b)⊗F1(c))αF1(a),F1(b),F1(c)//
1F1(a)⊗F2(b,c)

(F1(a)⊗ F1(b))⊗F1(c)
F2(a,b)⊗1F1(c)

F1(a)⊗F1(b⊗ c)
F2(a,b⊗c)

F1(a⊗ b)⊗F1(c)
F2(a⊗b,c)

F1(a⊗ (b⊗ c))
F1(αa,b,c)
// F1((a⊗ b)⊗ c)
By definition, diagrams equal
1⊗ a
1⊗1 //
F2(1,a)

1⊗ a
λa

a
F1(1)=1
// a
a⊗ 1
1⊗1 //
F2(a,1)

a⊗ 1
ρa

a
F1(1)=1
// a
a⊗ (b⊗ c) αa,b,c //
∑u,i,j ηu,iaw○(1a⊗ηw,jbc )

(a⊗ b)⊗ c
∑u,i′,j′ ηu,j
′
w′c
○(ηw′,i′
ab
⊗1c)

∑u∈L u⊕Nuabc ∑u∈L Fuabc // ∑u∈L u⊕N
u
abc
Top two diagrams commute by
F2(1, a) = ∑
u∈L
∑
i
η
u,i
1a = η
a,1
1a = λa
F2(a,1) = ∑
u∈L
∑
i
η
u,i
a1 = η
a,1
a1 = ρa
Bottom diagram commutes by definition of Fuabc. Hence F is a monoidal functor
which induces an isomorphism on skeletons. Hence C((L,N,F,R, ǫ)(C)) ≃ C as
fusion categories. 
Remark 3.8. In his paper [Y], Yamagami introduces the notion of a monoidal sys-
tem. Our fusion system is a numerical version of that. Yamagami goes on to prove
a reconstruction theorem similar to Proposition 3.7. Both proofs follow similar
lines.
Remark 3.9. In general, it is not true that every monoidal category is equivalent
to a skeleton which is strictly unital. We just proved that for fusion categories this
is the case.
3.2. Choice of Gauge. The extraction of a fusion system (L,N,F )(C) from a
fusion category C depended on a choice of gauge, namely, a choice of bases {ηc,i
ab
}
for (2,1)-Hom-spaces C(a ⊗ b, c), otherwise known as fusion state spaces. That
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choice was restricted so that
η
a,1
1a
△
= λa ∈ C(1⊗ a, a)
η
a,1
a1
△
= ρa ∈ C(a⊗ 1, a)
η
1,1
aa∗
△
= ea ∈ C(a⊗ a∗,1)
Recall from §2.2 we let {ηabc,j} ⊂ C(c, a ⊗ b) be the dual basis to {ηc,iab } ⊂ C(a⊗ b, c)
with respect to the perfect pairing given by composition:
C(c, a⊗ b) × C(a⊗ b, c) Ð→ C(c, c) ≡ k
By construction, C(L,N,F ) comes with a canonical choice of gauge. For any
triple a, b, c ∈ L
C(L,N,F )(a⊗ b, c) ∶= ∑
u∈L
Matc(u)×(a⊗b)(u)(k) =Mat1×(a⊗b)(c)(k) =Mat1×Ncab ≡ kNcab
For future reference we denote this canonical choice by {ec,i
ab
} ⊂ C(L,N,F )(a⊗b, c),
to distinguish it from a non-canonical choice of gauge {ηc,i
ab
} ⊂ C(a ⊗ b, c) for a
general fusion category C. By construction,
λa
△
= e
a,1
1a ∈ C(L,N,F )(1⊗ a, a)
ρa
△
= e
a,1
a1 ∈ C(L,N,F )(a⊗ 1, a)
ea
△
= e
1,1
ab
∈ C(L,N,F )(a⊗ b,1) , b = a∗ ∈ L
ua ⋅ ca
△
= eba
1,1 ∈ C(L,N,F )(1, b⊗ a) , b = a∗ ∈ L
3.3. Modular System.
Definition 3.10. A modular system (L,N,F,R, ǫ) over k consists of the following:
(i) A fusion system (L,N,F ) over k such that for every triple a, b, c ∈ L
N cab = N
c
ba (32)
(ii) A collection of invertible square matrices Rcab of dimension N
c
ab defined over k
with inverses Qcab, associated with every triplet a, b, c ∈ L subject to the constraints:
for every d, d′ ∈ L, i = 1, . . . ,Ndca, j = 1, . . . ,N
u
db, i
′
= 1, . . . ,Nuad′ and j
′
= 1, . . . ,Nd
′
bc
Ndac∑
x=1
Nd
′
bc∑
y=1
Rdac [ ix ]Fuacb [ x d ji′ d′ y ]Rd′bc [ yj′ ] = (33)
= ∑
e∈L
N
u
ce∑
u=1
N
e
ab∑
v=1
N
u
ec∑
w=1
Fucab [ i d ju e v ]Ruec [ uw ]Fuabc [ v e wi′ d′ j′ ]
Ndac∑
x=1
Nd
′
bc∑
y=1
Qdac [ ix ]Fuacb [ x d ji′ d′ y ]Qd′bc [ yj′ ] = (34)
= ∑
e∈L
Nuce∑
u=1
Neab∑
v=1
Nuec∑
w=1
Fucab [ i d ju e v ]Quec [ uw ]Fuabc [ v e wi′ d′ j′ ]
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(iii) A collection ǫa = ±1 for every a ∈ L, subject to the constraint
Na
∗
bc∗∑
s=1
Nb
∗
c∗a∑
t=1
F 1abc∗ [ i c 11 a∗ s ]F 1bc∗a [ s a∗ 11 b∗ t ]F 1c∗ab [ t b∗ 11 c i ] = ǫ−1c ǫaǫb (35)
for every i ∈ {1, . . . ,N cab}.
(iv) The matrix Sˆ of dimension ∣L∣× ∣L∣ defined over k, whose entries are given by
Sˆab = ∑
c∈L
Nc
ab∗∑
i=1
Nacb∑
j=1
Nc
b∗a∑
i′=1
Nc
ab∗∑
i′′=1
Gaab∗b [ 1 1 1i c j ]Rcb∗a [ ii′ ]Rcab∗ [ i′i′′ ]F aab∗b [ i′′ c j1 1 1 ] (36)
is invertible.
Remark 3.11. As a consequence of the Hexagon equations, we have
Raa1 [ 11 ] = 1 = Ra1a [ 11 ] , Qaa1 [ 11 ] = 1 = Qa1a [ 11 ]
Proposition 3.12. (i) Given a modular category C defined over k, one can extract
from it a modular system (L,N,F,R, ǫ)(C) defined over k.
(ii) Given a modular system (L,N,F,R, ǫ) defined over k, one can construct from
it a modular category C(L,N,F,R, ǫ) defined over k′ = k(√ua).
(iii) Moreover, given a modular category C defined over k, we have C((L,N,F,R, ǫ)(C)) ≃
C ⊗k k′.
Remark 3.13. The extension k′ = k(√ua) facilitates our construction of the modular
category C(L,N,F,R, ǫ). At this point, we do not know of a proof that such an
extension is necessary, only sufficient.
Proof. (i) Let C be a modular category defined over k. Let L be a set of represen-
tatives of isomorphism classes of simple objects in C. For every triple a, b, c ∈ L,
choose a basis {ηc,i
ab
}Ncabi=1 for the morphism k-space C(a⊗ b, c).
Such a choice is restricted so that
η
a,1
1a
△
= λa ∈ C(1⊗ a, a)
η
a,1
a1
△
= ρa ∈ C(a⊗ 1, a)
η
1,1
aa∗
△
= ea ∈ C(a⊗ a∗,1)
η
1,1
a∗a
△
= ea∗ ○ (1a∗ ⊗ ǫ′−1a ) ∈ C(a∗ ⊗ a,1)
where ǫ′ designates a given pivotal structure in C.
Recall from Lemma 3.4 that such a choice of bases facilitates the extraction of
a fusion system (L,N,F )(C) from C. We show (L,N,F )(C) can be completed to
a modular system defined over k.
First, note that since C is braided, a⊗ b ≅ b⊗a, which implies N cab = dimk C(a⊗
b, c) = dimk C(b⊗ a, c) = N cba, thus satisfying constraint (32) in Definition 3.10.
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The braiding and its inverse in C
βa,b ∶ a⊗ b→ b⊗ a
β−1b,a ∶ a⊗ b→ b⊗ a
define pullbacks
β∗a,b ∶ C(b⊗ a, c)→ C(a⊗ b, c)
(β−1b,a)∗ ∶ C(b⊗ a, c) → C(a⊗ b, c)
for every c ∈ L. We define Rcab to be the matrix representing β
∗
a,b, and Q
c
ab to be
the matrix representing (β−1b,a)∗, in the above respective bases, namely,
η
c,i
ba
○ βa,b =
Ncab∑
i′=1
Rcab [ ii′ ] ηc,i′ab (37)
η
c,i
ba
○ β−1b,a =
Ncab∑
i′=1
Qcab [ ii′ ]ηc,i′ab (38)
The coefficients in (37) are known as the R-matrix coefficients.
Showing the collection {Rcab} satisfies constraint (34), and the collection {Qcab}
satisfies constraint (35) in Definition 3.10 follows the exact same argument in
reverse as the one used in part (ii) of the proof. We therefore refer the reader to
equations (40) – (48) on pages 38 – 41.
As a ribbon fusion category, C has a spherical pivotal structure ǫ′ ∶∆ = (∆0,∆1,∆2)→
1C , a braiding β, and a balancing θ. For every object x ∈ C, define an isomorphism
ψx ∶ x∗∗ → x as in (20). Define ǫ′′x ∶ x→ x to be the isomorphism
ǫ′′x
△
= θ−1x ○ ψx
Now define ǫx ∶ x→ x to be
ǫx
△
= ǫ′′x ○ (ǫ′x)−1
Consider ǫa for every representative a ∈ L of an isomorphism class of simple objects
in C. By abuse of notation, think of ǫa ∈ C(a, a) ≡ k also as a scalar in k.
As discussed in §2.6, ǫ′′x constitutes a spherical pivotal structure on C. This
means ǫx, as defined above, measures the possible discrepancy between ǫ
′, given a-
priori, and ǫ′′ defined via the braiding and balancing. It turns out this discrepancy
amounts to at most a multiplication by ±1.
Let us show the collection {ǫa}a∈L satisfies condition (35). We know ǫ′′x = ǫx ○ ǫ′x
is monoidal, that is,
ǫ′′a⊗b ○∆2(a, b) ○ (ǫ′′a)−1 ⊗ (ǫ′′b )−1 = 1a⊗b
For every ηc,i
ab
∈ C(a⊗ b, c)
η
c,i
ab ○ ǫ
′′
a⊗b ○∆2(a, b) ○ (ǫ′′a)−1 ⊗ (ǫ′′b )−1 = ηc,iab
33
Because ǫ′′ is natural
ǫ′′c ○∆1(ηc,iab ) ○∆2(a, b) ○ (ǫ′′a)−1 ⊗ (ǫ′′b )−1 = ηc,iab
Using Lemma 2.3 we have
ǫ′′c ○∆(a, b, c, ηc,iab ) ○ (ǫ′′a)−1 ⊗ (ǫ′′b )−1 = ηc,iab
Using definition of ǫ
ǫc ○ ǫ′c ○∆(a, b, c, ηc,iab ) ○ (ǫ′a)−1 ⊗ (ǫ′b)−1 ○ (ǫa)−1 ⊗ (ǫb)−1 = ηc,iab (39)
Let’s compute ǫ′c ○∆(a, b, c, ηc,iab ) ○ (ǫ′a)−1 ⊗ (ǫ′b)−1. Note that, by our conventions,
η
1,1
a∗a = ea∗ ○ (1a∗ ⊗ ǫ′−1a ).
and in graphical notation,
1
1
a∗ a
∶=
1
(ǫ′a)−1
a∗ a
a∗∗
This is because if (a∗, a∗∗, ea∗ , ca∗) is a chosen right duality data for a∗ then so
is (a∗, a, ea∗ ○ (1a∗ ⊗ ǫ′−1a ), (ǫ′a ⊗ 1) ○ ca∗), and if b is right dual to a we take η1,1ab to
always stand for the appropriate evaluation morphism.
We have
ǫ′c ○∆(a, b, c, ec,iab ) ○ ǫ′−1a ⊗ ǫ′−1b =
c
ǫ′c
i
(ǫ′a)−1 (ǫ′b)−1
a b
a∗∗
a b
b∗ a∗
c
c∗
b∗∗
c∗∗
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Applying the definition of F 1abc∗ gives
∑Na∗bc∗s=1 F 1abc∗ [ i c 11 a∗ s ]
c
ǫ′c
s
(ǫ′a)−1 (ǫ′b)−1
a b
a∗∗
b c∗
b∗ a∗ a
a∗
b∗∗
c∗∗
From the second right duality axiom one obtains
∑Na∗bc∗s=1 F 1abc∗ [ i c 11 a∗ s ]
c
ǫ′c
s ǫ−1a
(ǫ′b)−1
a b
b c∗
b∗
a∗ a
∗∗
b∗∗
c∗∗
35
Due to our conventions of choice of basis in C(a∗ ⊗ a,1), this is equal to
∑Na∗bc∗s=1 F 1abc∗ [ i c 11 a∗ s ]
c
ǫ′c
1
s
(ǫ′b)−1
a b
b c∗
a∗b∗
b∗∗
c∗∗
The definition of F 1bc∗a gives
∑Na∗bc∗s=1 F 1abc∗ [ i c 11 a∗ s ]∑Nb
∗
c∗a
t=1 F
1
bc∗a [ s a∗ 11 b∗ t ]
c
ǫ′c
t (ǫ′b)−1
a b
c∗
b∗ b
b∗ b
∗∗
c∗∗
Applying the second right duality axiom, one obtains
∑Na∗bc∗s=1 F 1abc∗ [ i c 11 a∗ s ]∑Nb
∗
c∗a
t=1 F
1
bc∗a [ s a∗ 11 b∗ t ]
c
ǫ′c
t (ǫ′b)−1
a b
c∗
b∗ b
∗∗
c∗∗
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Choice of basis in C(b∗ ⊗ b,1) makes this equal to
∑Na∗bc∗s=1 F 1abc∗ [ i c 11 a∗ s ]∑Nb
∗
c∗a
t=1 F
1
bc∗a [ s a∗ 11 b∗ t ]
c
ǫ′c
1
t
a b
c∗
b∗c∗∗
By definition of F 1c∗ab, one obtains
∑Na∗bc∗s=1 F 1abc∗ [ i c 11 a∗ s ]∑Nb
∗
c∗a
t=1 F
1
bc∗a [ s a∗ 11 b∗ t ]∑Ncabj=1 F 1c∗ab [ t b∗ 11 c j ]
c
ǫ′c
1
j
a b
c∗
c
c∗∗
As a result of right duality data (c∗, c, ec∗ ○ (1c∗ ⊗ ǫ′−1c ), (ǫ′c ⊗ 1c∗) ○ cc∗) we may
apply right duality axiom, giving
Na
∗
bc∗∑
s=1
F 1abc∗ [ i c 11 a∗ s ]
Nb
∗
c∗a∑
t=1
F 1bc∗a [ s a∗ 11 b∗ t ]
Ncab∑
j=1
F 1c∗ab [ t b∗ 11 c j ]ηc,jab
Back to Equation (39) we have
ǫc ○
Na
∗
bc∗∑
s=1
F 1abc∗ [ i c 11 a∗ s ]
Nb
∗
c∗a∑
t=1
F 1bc∗a [ s a∗ 11 b∗ t ]
N
c
ab∑
j=1
F 1c∗ab [ t b∗ 11 c j ] ηc,jab ○ ǫ−1a ⊗ ǫ−1b = ηc,iab
Setting i = j we get exactly constraint (35) in Definition 3.10
Na
∗
bc∗∑
s=1
Nb
∗
c∗a∑
t=1
F 1abc∗ [ i c 11 a∗ s ]F 1bc∗a [ s a∗ 11 b∗ t ]F 1c∗ab [ t b∗ 11 c i ] = ǫ−1c ǫaǫb
Both ǫ′ and ǫ′′ are spherical pivotal structures on C. Therefore the left quantum
dimension q′l(x) ∶ 1→ 1 (q′′l (x) ∶ 1→ 1) and right quantum dimension q′r(x) ∶ 1→ 1
(q′′r (x) ∶ 1→ 1) of any object x ∈ C agree, namely, q′l(x) = q′r(x) and q′′l (x) = q′′r (x).
By definition of ǫa,
q′l(a) = ǫ−1a q′′l (a)
q′r(a) = ǫaq′′r (a)
This implies ǫa = ±1.
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Lastly, the invertibility of the ∣L∣ × ∣L∣ matrix Sˆ defined in (36) is tied to the
invertibility of the S-matrix of C via the following relation established on page 45:
S =DSˆD
Here D denotes the diagonal matrix whose diagonal entries are given by the quan-
tum dimensions of the simple objects of C. And since quantum dimensions ≠ 0,
the invertibility of Sˆ follows.
(ii) Let us denote
C △= C(L,N,F )
where C(L,N,F ) is the fusion category constructed in Proposition 3.7 from the
fusion system (L,N,F ) ⊂ (L,N,F,R, ǫ). Our plan is first to endow C with a
braiding and pivotal structure. To show the pivotal structure is spherical we
consider a scalar extension C′ of C, which is shown to be spherical and as such also
tortile. This makes C′ into a ribbon category, which we then show to be modular.
It is then C′ which we define to be C(L,N,F,R, ǫ).
Braiding: Lemma 2.1 applied to F = ⊗ ∶ C×C → C and G = ⊗op ∶ C ×C → C implies
that a braiding in C is uniquely determined by a set of isomorphisms
βa,b ∶ a⊗ bÐ→ b⊗ a
for every a, b ∈ L. Define βa,b ∈ C(a⊗ b, b⊗ a) to be
βa,b = ∑
c∈L
Rcab ∈⊕
c∈L
Matb⊗a(c)×a⊗b(c)(k) =⊕
c∈L
MatNc
ba
×Nc
ab
(k) =⊕
c∈L
MatNc
ab
×Nc
ab
(k)
Equation (14) is satisfied iff for every u ∈ L and every basis element eu,j
db
○ed,ica ⊗1b ∈C((c⊗ a)⊗ b, u) we have
e
u,j
db
○ (ed,ica ⊗ 1b) ○ (βa,c ⊗ 1b) ○ αa,c,b ○ (1a ⊗ βb,c) = (40)
= e
u,j
db
○ (ed,ica ⊗ 1b) ○ αc,a,b ○ βa⊗b,c ○ αa,b,c
u
j
i
αa,c,b
a b c
a c
d
b
=
u
j
i
αc,a,b
1ab
1ab
αa,b,c
a b c
a b
ab
c
a b
c a
d
b
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We can re-write (40) using the R-matrix coefficients (defined in line (37)) and
F -matrix coefficients (defined in line (27))
Ndac∑
i′=1
Rdac [ ii′ ] eu,jdb ○ (ed,i′ac ⊗ 1b) ○ αa,c,b ○ (1a ⊗ βb,c) = (41)
= ∑
e∈L
N
u
ce∑
i′′=1
N
e
ab∑
j′=1
Fucab [ i d ji′′ e j′ ] eu,i′′ce ○ (1c ⊗ ee,j′ab ) ○ βa⊗b,c ○ αa,b,c
∑Ndaci′=1 Rdac [ ii′ ]
u
j
i′
αa,c,b
a b c
a c
d
b = ∑e∈L∑Nucei′′=1∑Neabj′=1Fucab [ i d ji′′ e j′ ]
u
i′′
j′
1ab
1ab
αa,b,c
a b c
a b
ab
c
a b
e
Recall for every generic object x ∈ C we have (see §2.1),
∑
d∈L
∑
i
exd,i ○ e
d,i
x = 1x , e
e,j′
x ○ e
x
d,i = δd,eδi,j′1e
⇒ ∑
d∈L
∑
i
(exd,i ⊗ 1c) ○ (ed,ix ⊗ 1c) = 1x ⊗ 1c
⇒ ∑
d∈L
∑
i
βx,c ○ (exd,i ⊗ 1c) ○ (ed,ix ⊗ 1c) = βx,c
Since β is natural
∑
d∈L
∑
i
(1c ⊗ exd,i) ○ βd,c ○ (ed,ix ⊗ 1c) = βx,c (42)
Applying to x = a⊗ b,
∑
d∈L
Ndab∑
i=1
(1c ⊗ eabd,i) ○ βd,c ○ (ed,iab ⊗ 1c) = βa⊗b,c (43)
Post-composing both sides of (43) with 1c ⊗ e
e,j′
ab
we get
(1c ⊗ ee,j′ab ) ○ βa⊗b,c = ∑
d∈L
Ndab∑
i=1
(1c ⊗ ee,j′ab ) ○ (1c ⊗ eabd,i) ○ βd,c ○ (ed,iab ⊗ 1c)
= ∑
d∈L
Ndab∑
i=1
(1c ⊗ (ee,j′ab ○ eabd,i)) ○ βd,c ○ (ed,iab ⊗ 1c)
= (1c ⊗ 1e) ○ βe,c ○ (ee,j′ab ⊗ 1c)
= βe,c ○ (ee,j′ab ⊗ 1c) (44)
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Applying (44), we can re-write (41) in the form
N
d
ac∑
i′=1
Rdac [ ii′ ] eu,jdb ○ (ed,i′ac ⊗ 1b) ○ αa,c,b ○ (1a ⊗ βb,c) = (45)
= ∑
e∈L
Nuce∑
i′′=1
Neab∑
j′=1
Fucab [ i d ji′′ e j′ ] eu,i′′ce ○ βe,c ○ (ee,j′ab ⊗ 1c) ○ αa,b,c
∑Ndaci′=1 Rdac [ ii′ ]
u
j
i′
αa,c,b
a b c
a c
d
b =∑e∈L∑Nucei′′=1∑Neabj′=1 Fucab [ i d ji′′ e j′ ]
u
i′′
j′
αa,b,c
a b c
a b
e
c
Applying the R- and F -matrix coefficients to (45) we get
Ndac∑
i′=1
∑
f∈L
Nuaf∑
i(3)=1
N
f
cb∑
j′′=1
Rdac [ ii′ ]Fuacb [ i′ d ji(3) f j′′ ] eu,i(3)af ○ (1a ⊗ ef,j′′cb ) ○ (1a ⊗ βb,c) (46)
= ∑
e∈L
Nuce∑
i′′=1
Neab∑
j′=1
Nuec∑
i(4)=1
Fucab [ i d ji′′ e j′ ]Ruec [ i′′i(4) ] eu,i(4)ec ○ (ee,j′ab ⊗ 1c) ○ αa,b,c
∑Ndaci′=1 ∑f∈L∑Nuafi(3)=1∑N
f
cb
j′′=1R
d
ac [ ii′ ]
u
i3
j′′
a b c
f
=∑e∈L∑Nucei′′=1∑Neabj′=1∑Nueci(4)=1 Fucab [ i d ji′′ e j′ ]Ruec [ i′′i(4) ]
u
i4
j′
αa,b,c
a b c
a b
e
c
We can apply R- and F -matrix coefficients again to (46)
∑
i′, f
i(3), j′′
N
f
bc∑
j(3)=1
Rdac [ ii′ ]Fuacb [ i′ d ji(3) f j′′ ]Rfbc [ j′′j(3) ] eu,i(3)af ○ (1a ⊗ ef,j(3)bc ) = (47)
= ∑
e, i′′
j′, i(4)
∑
g∈L
Nuag∑
i(5)=1
N
g
bc∑
j(4)=1
Fucab [ i d ji′′ e j′ ]Ruec [ i′′i(4) ]Fuabc [ j′ e i(4)i(5) g j(4) ] eu,i(5)ag ○ (1a ⊗ eg,j(4)bc )
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∑ i′, f
i(3), j′′
∑Nfbc
j(3)=1R
d
ac [ ii′ ]Fuacb [ i′ d ji(3) f j′′ ]Rfbc [ j′′j(3) ]
u
i3
j3
a b c
f
=∑ e, i′′
j′, i(4)
∑g∈L∑Nuagi(5)=1∑N
g
bc
j(4)=1 F
u
cab [ i d ji′′ e j′ ]Ruec [ i′′i(4) ]Fuabc [ j′ e i(4)i(5) g j(4) ]
u
i5
j4
a b c
g
Equation (47) holds iff for fixed f = g, i(3) = i(5) and j(3) = j(4)
Ndac∑
i′=1
N
f
cb∑
j′′=1
Rda,c [ ii′ ]Fuacb [ i′ d ji(3) f j′′ ]Rfb,c [ j′′j(3) ] = (48)
= ∑
e∈L
Nuce∑
i′′=1
Neab∑
j′=1
Nuec∑
i(4)=1
Fucab [ i d ji′′ e j′ ]Rue,c [ i′′i(4) ]Fuabc [ j′ e i(4)i(3) f j(3) ]
Equation (48) above agrees with constraint (34) in Definition 3.10. The very same
analysis can be applied to the second Hexagon commutative diagram (15). The
resulting equation will be
Ndac∑
i′=1
N
f
cb∑
j′′=1
Qda,c [ ii′ ]Fuacb [ i′ d ji(3) f j′′ ]Qfb,c [ j′′j(3) ] = (49)
= ∑
e∈L
Nuce∑
i′′=1
Neab∑
j′=1
Nuec∑
i(4)=1
Fuabc [ i d ji′′ e j′ ]Que,c [ i′′i(4) ]Fuabc [ j′ e i(4)i(3) f j(3) ]
which agrees with constraint (35) in Definition 3.10. We conclude that a collection
{Rcab} of invertible matrices, with inverses {Qcab}, given as part of a modular system(L,N,F,R, ǫ), defines a braiding on C ≡ C(L,N,F ).
Pivotal Structure: Recall from §2.5, a pivotal structure in a skeletal fusion
category C is a monoidal natural isomorphism ǫ ∶∆ → 1C, where ∆ = (∆0,∆1,∆2)
with ∆0 = 11 and ∆1 = 1C . Forgetting for a moment the monoidal constraint, ǫ is
a natural automorphism of the identity functor on C.
By applying Lemma 2.1 to F = G = 1C one learns that a pivotal structure
ǫ in a skeletal fusion category C is uniquely determined, as an additive natural
isomorphism, by a collection of isomorphisms
ǫ(a) ∶ a ≅ÐÐ→ a
For ǫ to also be monoidal we need
ǫ(a⊗ b) ○∆2(a, b) ○ ǫ(a)−1 ⊗ ǫ(b)−1 = 1a⊗b (50)
(see diagram (10) §2.5.)
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Let us define
ǫ(a) △= ǫa1a , a ∈ L
where {ǫa}a∈L is part of the modular system (L,N,F,R, ǫ). To show ǫ gives rise
to a pivotal structure on C, we need to show Equation (50) holds.
By Remark 3.2 on page (30), there is a canonical choice of basis {ec,i
ab
}Ncabi=1 ⊂C(a⊗ b, c), for any a, b, c ∈ L. Subsequently, Equation (50) holds iff for any c ∈ L
and ec,iab ∈ C(a⊗ b, c),
e
c,i
ab
○ ǫ(a⊗ b) ○∆2(a, b) ○ ǫ(a)−1 ⊗ ǫ(b)−1 = ec,iab (51)
Because ǫ is natural we can re-write Equation (51)
ǫ(c) ○ ec,i
ab
○∆2(a, b) ○ ǫ(a)−1 ⊗ ǫ(b)−1 = ec,iab (52)
Recall from §2.4 a morphism ∆(a, b, x, f) ∶∆1(a)⊗∆1(b)→∆1(x) was defined
for a, b, x ∈ C and f ∶ a ⊗ b → x. In Lemma 2.3 it was demonstrated that for any
g ∶ x→ y in C
∆1(g) ○∆(a, b, x, f) =∆(a, b, y, g ○ f)
Let us take x = a ⊗ b, f = 1x, y = c and g = e
c,i
ab
∶ a ⊗ b → c. Then we can re-write
Equation (52) in the form
ǫ(c) ○∆(a, b, c, ec,i
ab
) ○ ǫ(a)−1 ⊗ ǫ(b)−1 = ec,i
ab
or alternately,
ǫcǫ
−1
a ǫ
−1
b ∆(a, b, c, ec,iab ) = ec,iab (53)
We proceed by showing Equation (53) is equivalent to condition (35) in Defi-
nition 3.10. In particular we calculate ∆(a, b, c, ec,i
ab
) the same way as we did on
page 34, taking ǫ′ ≡ 1. As before we rely on our choice of gauge e1,1aa∗ = ea.
As a result, Equation (53) holds if and only if
ǫcǫ
−1
a ǫ
−1
b
Na
∗
bc∗∑
s=1
F 1abc∗ [ i c 11 a∗ s ]
Nb
∗
c∗a∑
t=1
F 1bc∗a [ s a∗ 11 b∗ t ]
N
c
ab∑
j=1
F 1c∗ab [ t b∗ 11 c j ] ec,jab = ec,iab (54)
Setting up i = j in Equation (54) results in condition (35) in Definition 3.10. We
conclude the collection {ǫa}a∈L, given as part of the modular data (L,N,F,R, ǫ),
gives rise to a pivotal structure on C.
Recall from Lemma 2.4 one has an additional symmetry to ǫ
ǫa∗ = (ǫ−1a )∗
which by ǫa = ±1 implies
ǫa∗ = ǫa
Sphericality: So far C was endowed with braiding and pivotal structure. Consider
the field extension k′ = k(√ua). Pick a root λa ∈ k′ of pa(z) = z2 − ua for every
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a ∈ L. Consider the scalar extension
C′ △= C ⊗k k′
By Lemma 2.8, C′ is a fusion category. The braiding and pivotal structure in C
extend trivially to C′. We re-normalize the evaluation and co-evaluation morphisms
in C′.
ea
△
= e
1,1
aa∗ ⊗ λ
−1
a ∈ C(a⊗ a∗,1)⊗k k′ = C′(a⊗ a∗,1) (55)
ca
△
= ea
∗a
1,1 ⊗ λ
−1
a ∈ C(1, a∗ ⊗ a)⊗k k′ = C′(1, a∗ ⊗ a) (56)
The left and right quantum dimensions of a ∈ L are (see lines (11) and (12))
ql(a) = (e1,1aa∗ ○ ǫ(a)⊗ 1a∗ ○ eaa∗1,1 )⊗ λ−1a λ−1a∗ = ǫa11 ⊗ λ−1a λ−1a∗
qr(a) = (e1,1a∗a ○ 1a∗ ⊗ ǫ(a)−1 ○ ea∗a1,1 )⊗ λ−1a∗λ−1a = ǫ−1a 11 ⊗ λ−1a∗λ−1a
Therefore the pivotal structure ǫ in C′ is spherical iff ǫa = ǫ−1a i.e. ǫa = ±1 for all
a ∈ L, and the latter holds by Definition 3.10. The quantum dimension of a simple
object a ∈ L is then
qa =
ǫa
λaλa∗
a number which is not canonical but depends on our choice of roots {λa}a∈L. As
expected the quantum dimension of a ∈ L is not zero (see for example Lemma 2.4.1
in [BK]).
Balancing: C′ is tortile with balancing θ given by θ = ψ ○ ǫ−1 (see §2.6). So set
C(L,N,F,R, ǫ) ≡ C′ having the structure of a ribbon fusion category.
Modularity: Lastly, we check the ribbon fusion category C′ we constructed is
modular. Modularity holds iff the S-matrix is invertible. The entries of the S-
matrix are defined to be
Sab =
1
ǫ−1a ǫ
−1
b
1
a b∗
b
a∗
a∗∗ b∗∗
We then compute
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Sab
qaqb
=
1
1
1
1
1
1
a
b∗
ba∗
= ∑
c∈L
Nc
ab∗∑
i=1
Nacb∑
j=1
Gaab∗b [ 1 1 1i c j ]
1
1
j
i
1
1
1
a
b∗
c
b
a∗
a
= ∑
c∈L
Nc
ab∗∑
i=1
Nacb∑
j=1
Gaab∗b [ 1 1 1i c j ]
Nc
b∗a∑
i′=1
Rcb∗a [ ii′ ]
1
1
j
i′
1
1
1
a
b∗
c
b
a∗
a
= ∑
c∈L
Nc
ab∗∑
i=1
Nacb∑
j=1
Gaab∗b [ 1 1 1i c j ]
Nc
b∗a∑
i′=1
Rcb∗a [ ii′ ]
Nc
ab∗∑
i′′=1
Rcab∗ [ i′i′′ ]
1
1
j
i′
1
1
1
a
b∗
c
b
a∗
a
= ∑
c∈L
N
c
ab∗∑
i=1
Nacb∑
j=1
Gaab∗b [ 1 1 1i c j ]
N
c
b∗a∑
i′=1
Rcb∗a [ ii′ ]
N
c
ab∗∑
i′′=1
Rcab∗ [ i′i′′ ]F aab∗b [ i′′ c j1 1 1 ]
1
1
1
1
1
1
a
b∗ ba∗
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= ∑
c∈L
Nc
ab∗∑
i=1
Nacb∑
j=1
Gaab∗b [ 1 1 1i c j ]
Nc
b∗a∑
i′=1
Rcb∗a [ ii′ ]
Nc
ab∗∑
i′′=1
Rcab∗ [ i′i′′ ]F aab∗b [ i′′ c j1 1 1 ]
Let us denote
Sˆab =
Sab
qaqb
Then by the above calculation
Sˆab = ∑
c∈L
Nc
ab∗∑
i=1
Nacb∑
j=1
Nc
b∗a∑
i′=1
Nc
ab∗∑
i′′=1
Gaab∗b [ 1 1 1i c j ]Rcb∗a [ ii′ ]Rcab∗ [ i′i′′ ]F aab∗b [ i′′ c j1 1 1 ] .
Let D denote the diagonal matrix of dimensions ∣L∣ × ∣L∣ whose diagonal entries
are the quantum dimensions of a ∈ L. Then
S =DSˆD
Since the quantum dimensions of simple objects a ∈ L are non-zero, the invertibility
of the S-matrix is equivalent to the invertibility of Sˆ which is given in condition
(36) of Definition 3.10.
Equivalence: Let C be a modular category defined over k, and (L,N,F,R, ǫ)(C) a
modular system extracted from it. The modular system (L,N,F,R, ǫ)(C) depends
on a choice of basis {ηu,iab }Nuabi=1 for each morphism space C(a ⊗ b, u) (restricted by
certain ad-hoc choices). As in proof of Proposition 3.7 we define a monoidal functor
F = (F0, F1, F2) ∶ C(L,N,F,R, ǫ)(C)→ C ⊗k k′
F1 ∶ f ∈ ObC(L,N,F,R, ǫ)(C) ↦ ⊕
a∈L
a⊕f(a) ∈ ObC
F1 ∶ C((L,N,F,R, ǫ)(C))(f, g)z→ C(F1(f), F1(g))⊗k k′
and the isomorphism
⊕
a∈L
Matg(a)×f(a)(k′) ≅ÐÐ→ C (⊕
a∈L
a⊕f(a),⊕
a∈L
a⊕g(a))⊗k k′
defines F1 on morphisms
F2(a, b) = ∑
u∈L
Nuab∑
i=1
η
u,i
ab
⊗ 1
F0 ∶ F1(1)→ 1 = 11 ⊗ 1
We need to check F is a braided functor, namely,
F1(a)⊗ F1(b) F2(a,b) //
βF1(a),F1(b)

F1(a⊗ b)
F1(β)

F1(b)⊗ F1(a)
F2(b,a)
// F1(b⊗ a)
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Diagram equals
a⊗ b
F2(a,b)=∑u∑i ηu,iab ⊗1//
βa,b⊗1

⊕u∈L u⊕N
u
ab
∑u∈LRuab⊗1

b⊗ a
F2(b,a)=∑u∑j ηu,jba ⊗1
// ⊕u∈L u⊕N
u
ba
commuting by definition of Ruab. Hence C((L,N,F,R, ǫ)(C)) ≃ C as modular cate-
gories.

4. Applications and Examples
4.1. Fusion andModular Varieties. Following the language of [O], a pair (L,N),
as in Definition 3.1, gives rise to a unital based ring R = R(L,N) with Z≥0-basis
L and relations given by N . This is the Grothendieck ring of the fusion category
C(L,N,F ) and the modular category C(L,N,F,R, ǫ).
Definition 4.1. Given a pair (L,N), as in Definition 3.1, we define its associated
fusion variety X(L,N) to be the set of complex solutions to the algebraic equations
(24)-(26) including the requirement that the F -matrices are invertible.
Definition 4.2. Given a triple (L,N, ǫ), as in Definition 3.10, we define its associ-
ated modular variety X(L,N, ǫ) to be the set of complex solutions to the algebraic
equations (24)-(26), (34)-(35) including the requirement that the F -matrices, R-
matrices and Sˆ-matrix are invertible.
Clearly, the fusion and modular varieties, X(L,N) and X(L,N, ǫ), are complex
affine algebraic variety (where it is possible that X(L,N) or X(L,N, ǫ) = ∅), and
there is a forgetful map X(L,N, ǫ) → X(L,N). Every point F ∈ X(L,N) is a
fusion system (L,N,F ) defined over C, and every point (F,R) ∈ X(L,N, ǫ) is a
modular system (L,N,F,R, ǫ) defined over C.
Let G = ∏a,b,u∈LGLNuab(C). The group G acts algebraically on X(L,N) and
X(L,N, ǫ); for g = ∏a,b,u∈L(guab) ∈ G and g−1 = ∏a,b,u∈L(gabu ) ∈ G, we have g ∶ F ↦
F g ∈X(L,N) and g ∶ (F,R) ↦ (F g,Rg) ∈X(L,N, ǫ)
(F g)uabc [ i′ d j′m′ e n′ ] △=
Ndab
∑
i=1
Nudc
∑
j=1
Nuae
∑
m=1
Nebc
∑
n=1
(gdab)j′j (gudc)i′i Fuabc [ i d jm e n ] (gaeu )mm′(gbce )nn′ (57)
(Rg)uab [ i′m′ ] △=
N
u
ba
∑
i=1
N
u
ba
∑
m=1
(guba)i′i Ruab [ im ] (gabu )mm′
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Each g ∈ G induces a monoidal equivalence
Fg = (Fg0 ,Fg1 ,Fg2 ) ∶ C → Cg
C △= C(L,N,F ) or C(L,N,F,R, ǫ)
Cg △= C(L,N,F g) or C(L,N,F g,Rg, ǫ)
with Fg1 = 1C and
Fg2 (a, b) ∶ Fg1 (a)⊗Cg Fg1 (b) ≅ÐÐ→ Fg1 (a⊗C b)
Fg2 (a, b) = ∑
u∈L
Fg2 (a, b)(u) ∈ ⊕
u∈L
GLNu
ab
(k) ⊂ ⊕
u∈L
Mat(a⊗b)(u)×(a⊗b)(u)(k)
Fg2 (a, b) = ∑
u∈L
Fg2 (a, b)(u) = ∑
u∈L
(guab)−1 = ∑
u∈L
gabu
which is braided in the modular case. Thus the elements of a G-orbit give rise to
equivalent categories.
One can find those g ∈ G for which F g = F and Rg = R. The second Davydov-
Yetter cohomology group H2(C) classifies infinitesimal basis changes that leave F
fixed up to natural automorphisms of the identity functor (see [Ki]). However, by
Ocneanu Rigidity Hn(C) = 0 for all n > 0 (see [ENO]). Therefore, F g = F and
Rg = R if and only if there exists ζ ∶ L→ C× such that
guab =
ζ(a)ζ(b)
ζ(u) 1Nuab
This condition is equivalent to Fg being monoidally equivalent to the identity,
i.e. Fg ≃⊗ 1C(L,N,F=F g). In particular, the stabilizer of F ∈X(L,N) in G does not
depend on F . By [Hum] §8.3 then, all orbits are smooth and closed, hence X(L,N)
is smooth, and the same applies for X(L,N, ǫ).
Consider Aut(R), the group of auto-equivalences of R = R(L,N) in the sense
of unital based rings (see [O] Definition 1(iv)). Each ϕ ∈ Aut(R) is given by a
bijection ϕ ∶ L→ L fixing 1 and satisfying Nuab = Nϕ(u)ϕ(a)ϕ(b). For this reason Aut(R)
is finite.
Each ϕ defines a fusion (modular) system Fϕ ∈ (L,N) (or (Fϕ,Rϕ) ∈ (L,N, ǫ))
with
(Fϕ)uabc = Fϕ−1(u)ϕ−1(a)ϕ−1(b)ϕ−1(c) , (Rϕ)uab = Rϕ−1(u)ϕ−1(a)ϕ−1(b)
and induces a monoidal equivalence
Fϕ = (Fϕ0 ,Fϕ1 ,Fϕ2 ) ∶ C(L,N,F )→ C(L,Nϕ, Fϕ)
Fϕ1 (f) = f ○ϕ−1 , f ∈ ObC(L,N,F )
Fϕ1 (A)(u) = A(ϕ−1(u)) , A ∈MorC(L,N,F )
Fϕ2 (a, b) = 1
which is again braided in the modular case. Note that Fϕ1 (a) = ϕ(a).
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The group Aut(R) acts on G by permutation of labels of L. We may combine
the two actions together to an action of the semi-direct product Aut(R) ⋉ G on
X =X(L,N) or X(L,N, ǫ).
Let C be a fusion (modular) category over C, and η be a choice of gauge. By
Lemma 3.4, η gives rise to a fusion (modular) system F ∈ X(L,N) (or (F,R) ∈
X(L,N, ǫ)). A choice ηg gives rise to the fusion (modular) system F g ∈ X(L,N)
(or (F g,Rg) ∈X(L,N, ǫ)), where
(ηg)u,j′
ab
=
Nuab
∑
j=1
(guab)j′j ηu,jab , guab ∈ GLNuab(C) , j′ = 1, . . . ,Nuab
In the proof to Proposition 3.7, we defined a monoidal equivalence F ∶ C(L,N,F )→
C with F2(a, b) = ∑u,i ηu,iab . We can use F to define monoidal auto-equivalences ofC
C F−1 // C(L,N,F )
Fg
Fϕww♦♦♦
♦♦
♦♦
♦♦
♦♦
C(L,N,F g)
F
dd■■■■■■■■■■
This way we have G↪ Aut⊗(br)0 (C) with the latter denoting the group of monoidal
(braided) auto-equivalences of C with underlying functor 1C, up to monoidal natural
isomorphisms. The only data involved for Fg is
∑u u
⊕Nuab
F−1
2
(a,b)=∑ηabu,i // a⊗ b
Fg
2
(a,b)=∑(guab)−1{{①①①
①①
①①
①①
a⊗ b
F2(a,b)=∑ηu,jab
ee❏❏❏❏❏❏❏❏❏
Therefore any auto-equivalence with underlying functor the identity is given in
terms of gauge change, namely,
G ≅ Aut
⊗(br)
0 (C)
Everymonoidal auto-equivalence of C induces an auto-equivalence ofR, so Aut(R)↪
Aut⊗(br)(C)→ Aut(R) composes to the identity. Overall,
Aut⊗(br)(C) ≅ Aut(R) ⋉G
where Aut⊗(br) denotes the group of monoidal (braided) auto-equivalences of C, up
to monoidal natural isomorphisms.
Fixing a pair (L,N) (or triple (L,N, ǫ)) and R = R(L,N), the (Aut(R) ⋊G)-
orbits of X = X(L,N) or X(L,N, ǫ) are in 1 ∶ 1 correspondence with equivalence
classes of fusion (modular) categories with Grothendieck ring R, of which there are
finitely many by Ocneanu Rigidity. In particular, G has finitely many orbits in X
(recall Aut(R) is finite).
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In the event that R is a hyperring, i.e. Nuab ∈ {0,1} for all a, b, u ∈ L, additional
characterization applies. In particular, one may compute a finite set of G-invariant
quantities which determine the G-orbit of a point F ∈ X(L,N). This is described
in Appendix A.
4.2. Arithmetics of Fusion and Modular Categories. Let C be a fusion (mod-
ular) category over C. As was pointed out by Etingof, Nikshych and Ostrik in
[ENO], every fusion (modular) category is defined over a number field, in other
words:
Proposition 4.3. Let C be a fusion (modular) category over C. There exists a
finite extension k of Q and a fusion (modular) category C′ defined over k such that
C ≃ C′ ⊗k C as fusion (modular) categories over C.
It has become customary to refer to k from Proposition 4.3 as the field of def-
inition or the defining number field of C although the use of the definite article is
possibly misleading, one could choose k to be minimal, however it is not necessarily
unique.
Lemma 4.4. Let X be a complex affine algebraic variety given by a set of polyno-
mial equations defined over Q¯. Let G be a connected complex algebraic group acting
on X which is also defined by polynomial equations over Q¯. Assume G has finitely
many orbits in X. Then every G-orbit contains an algebraic point.
Proof. Since G is connected, any irreducible component is G-invariant (see [Hum]
§8.2). Pick one. It is an irreducible complex affine variety given by a set of poly-
nomial equations defined over Q¯ equipped with a G-action. It contains a unique
Zariski-open orbit O. A priori, O is defined over C. We claim it is in fact defined
over Q¯. Algebraic points of a complex affine algebraic variety defined over Q¯ are
dense in the Euclidean and hence the Zariski topology (this is a consequence of
the Nullstellensatz). Therefore there exists an algebraic point p ∈ O. Consider the
sub-variety
{(g, x), ∣gx = p} ⊆ G ×X
The condition gx = p is defined over Q¯. The projection of this sub-variety on the
second component is exactly O, therefore a complex affine variety defined over Q¯.
We consider the complement of O in X which is also defined over Q¯. We pick
an irreducible component of X/O and repeat the argument. By choosing different
irreducible components at every stage we eventually exhaust all orbits of G. 
Proof of Proposition 4.3. Let C be a fusion category over C with associated pair
(L,N) and choice of gauge η, by which we associate to C a point F ∈ X(L,N). By
Lemma 4.4, we get an algebraic point Falg in the G-orbit of F . We let k = Q(Falg).
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The category C(L,N,Falg) is defined over k. And so C ≅ C(L,N,Falg)⊗kC as fusion
categories. The same proof applies to a modular category. 
When C is modular, Vafa’s theorem asserts that the T -matrix elements of C are
roots of unity (see [V]). Results due to de Boere–Goeree, and Coste–Gannon assert
that the entries of the S-matrix of a modular category lie in a cyclotomic extension
of Q (see [dBG, CG]). One may ask whether one may choose the field of definition,
k, to be cyclotomic. In some simple cases this is possible.
A pointed modular category is a modular category whose fusion rules are given by
a finite abelian group G, namely, whose Grothendieck ring is the group ring ZG of a
finite abelian G. As a consequence of this simple fusion structure, unitary solutions
to the pentagon equations (26), up to monoidal equivalence, are parameterized by
H3(G;U(1)) (here G acts trivially on U(1)), and it is always possible to choose
a representative cocycle with values in {±1} [MS]. The entries of the S˜-matrix in
this case are all roots of unity [Wa12]. Since all non-vanishing fusion state spaces
are trivially identified with C, F and R-matrices may be reduced to 1. Therefore,
for a unitary pointed modular category one can choose k to be cyclotomic.
Morrison–Snyder showed that for some ‘exotic’ fusion categories, k is not neces-
sarily cyclotomic [MoS]. However, they further showed that the Drinfeld centers of
those exotic fusion categories do have cyclotomic defining number fields.
It seems to be a folklore theorem that all modular categories from the standard
quantum group constructions have cyclotomic defining number fields. But we can-
not locate a definite proof in the literature. Known examples, therefore, prompt
the following conjecture.
Conjecture 4.5. Every modular category defined over C has a cyclotomic defining
number field.
One possible approach to proving the above conjecture is as follows. First,
show that all quantum double modular categories and all modular categories from
minimal model CFTs have cyclotomic defining number fields. Then prove that every
modular category is Witt-equivalent to a minimal model CFT modular category,
i.e., the Witt-group of modular categories up to quantum doubles is generated by
CFT minimal models [DMNO].
Given a set of fusion rules, our numerical definition of a modular category -
Definition 3.10 of a modular system - reduces the classification problem to that
of solving polynomial equations. There exist several software packages to perform
such a task, but so far each runs into difficulty. Restricting solutions to an a-priori
number field such as a cyclotomic field might be useful, but we are not aware of
any such efforts.
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4.3. Galois Twists. The study of Galois twisting was initiated in the context of
conformal field theory in the work of Gannon and others (see [Gan]).
Let (L,N,F ) be a fusion system defined over a Galois extension K/Q. Every
Galois automorphism σ ∈ Gal(K/Q) defines a new fusion system (L,N,σ(F )) over
K, where σ applies entry-wise to a matrixM defined overK, i.e. σ(M)ij = σ(Mij).
Same is true for a modular system (L,N,F,R, ǫ) - we get a new modular system
by applying σ: (L,N,σ(F ), σ(R), ǫ).
Let C be a fusion (modular) category over C. Let C′ be a fusion (modular)
category defined over a number field k as in Proposition 4.3. Let K denote the
Galois closure of k, and CK △= C′ ⊗k K. Then C ≃ CK ⊗K C.
Definition 4.6. The Galois twist of C with respect to σ ∈ Gal(K/Q) is defined to
be
Cσ △= (CK)σ ⊗K C
where (CK)σ was defined in §2.7. By Lemma 2.8, Cσ is a fusion (modular) category
over C.
Galois twists arise in the context of quantum group categories. Let g be a
complex simple Lie algebra. Let l be a positive integer greater or equal to the dual
Coxeter number of g and let q be a complex number such that q2 is a primitive
l−th root of unity. A well known construction produces from this data a pre-
modular category C(g, l, q) defined over C, in particular, C(g, l, q) is defined as
a scalar extension of a pre-modular category defined over k = Q( N√q) for some
positive integer N (see [R] for full account of construction and references, see [S]
for a complete table of cases for which C(g, l, q) is modular).
Let us restrict attention to the type A case, and consider in this context fusion
structure only. Let g = sln(C) of rank r = n − 1. A fusion category is said to be of
type Ar,l if its Grothendieck semiring is isomorphic to the Grothendieck semiring
of C(g, l, q). Let M(Ar,l) denote the finite set of equivalence classes of fusion
categories of type Ar,l.
For any n−th root of unity τ , Kazhdan-Wenzl define a notion of τ -twisting of
the associator α of a class [C] ∈M(Ar,l) via cocycles of H3(Z/nZ;C×) [KW]. Let
ω ∶ Z × Z→ Z be given by
ω(a, b) = [a + b
n
] − [a
n
] − [ b
n
]
Define
ατxλ,xµ,xν = τ
ω(∣µ∣,∣ν∣)⋅∣ν∣αxλ,xµ,xν
where xλ, xµ, xν ∈ C are simple objects labelled by elements λ,µ, ν in the fun-
damental alcove Λn,l = {(m1, . . . ,mr) ∈ Zr ∣ l − n ≥ m1 ≥ ⋯ ≥ mr ≥ 0} of size
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∣(m1, . . . ,mr)∣ ∶= ∑ri=1mi. Since τω(−,−)⋅− is a 3-cocycle, ατ satisfies the pentagon
(6), thereby defining a (possibly new) class [Cτ ] ∈M(Ar,l).
As an example, a τ -twisting of SU(2)2 with τ = −1 results in the Ising theory. In
the above notation, SU(2)2 theory fits the case n = 2, l = 4, q = eπi/4. It has three
simple objects {xλ}, λ ∈ Λ2,4 = {0,1,2}, with x0 = 1. Its fusion rules are given by
x21 = 1 + x2, x1x2 = x2x1 = x1 and x
2
2 = 1. All non-vanishing fusion spaces are one
dimensional and the F -matrices of interest are given by
F x1x1x1x1 = −
1√
2
(1 1
1 −1) , F x1x2x1x2 = −1 , F x2x1x2x1 = −1
Then τ -twisting by τ = −1 results in a single switch of sign
ατx1,x1,x1 = −αx1,x1,x1
which switches the sign of the single 2 × 2 F -matrix (F τ)x1x1x1x1 = −F x1x1x1x1 . The
resulting theory is the Ising theory (as discussed in [RSW]).
Observation 4.7. For an appropriate Galois extension K/Q, the combined action
of τ-twisting and σ-twisting in σ ∈ Gal(K/Q) is transitive in M(Ar,l).
The case of A1,l was proved in [FK]. For a general rank r, Theorem Al in [KW]
states that all classes in M(Ar,l) are of the form [C(g, l, q)τ ] for some primitive
l−th root of unity q2, and some n−th root of unity τ . In other words, all monoidal
equivalence classes of fusion categories with Grothendeick semiring K0 C(g, q, l) are
τ -twists and / or Galois twists of a single C(g, l, q).
However, Galois twisting alone does not suffice for transitivity. The Toric code
modular category can be realized as the quantum double of Z2 or the quantum
group modular category SO(16)1. It has Q as its defining number field [RSW].
There is another modular category SO(8)1 with the same fusion rules and Q as
its defining number field. Therefore, they belong to different Galois orbits for the
same fusion rules given by the abelian group Z2 ×Z2 (the Galois group is trivial!).
Furthermore, SU(2)2 and the Ising theory belong to different Galois orbits because
they have different Frobenius-Schur indicators.
The Fibonacci category plays a prominent role in topological quantum computing
[Wa10]. It is a unitary modular category with two labels denoted {1, x}, and only
one non-trivial fusion rule x2 = 1 + x (see example 3.3 on page 16). There are only
two non-trivial F -matrices for the Fibonacci theory denoted
F 1xxx = z , F
x
xxx = (z11 z12z21 z22)
which satisfy
(1 0
0 z2
) = F xxxx (1 00 z)F xxxx,
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(1 0
0 F xxxx
)⎛⎜⎝
0 1 0
1 0 0
0 0 1
⎞⎟⎠(
1 0
0 F xxxx
) = ⎛⎜⎝
z11 0 z12
0 z 0
z21 0 z22
⎞⎟⎠(
1 0
0 F xxxx
)⎛⎜⎝
z11 0 z12
0 z 0
z21 0 z22
⎞⎟⎠ .
A family of solutions, up to gauge freedom, is given by
z = 1 , z11 = d − 1 , z12 = d + 1 , z21 = 2d − 3 , z22 = 1 − d
where d satisfies d2 = 1+d. When d = φ =
√
5+1
2
, the golden ratio, the solutions lead
to the unitary Fibonacci theory with a defining number field Q(ζ20), ζ20 = e2πi/20
[FW]. When d = 1−φ, the solutions lead to the non-unitary Yang-Lee theory, which
also has a defining number field Q(ζ20) [Wa10]. The Galois twist of the Fibonacci
theory has an orbit of size 4: Fibonacci theory and its complex conjugate, Yang-Lee
theory and its complex conjugate. Since the Yang-Lee theory is non-unitary, this
example demonstrates that Galois twisting does not preserve unitarity.
When a modular category is unitary there is a choice of gauge making all F -
matrices unitary, which, in applications to physics, is often required. However,
there is an incompatibility between making F unitary and choosing 6j symbols
inside a cyclotomic field as shown in [FW]. As we see above, there is a choice of
a cyclotomic defining number field Q(ζ20) for the Fibonacci theory. In [FW], we
show that in order to have a real unitary F -matrix, the defining number field for
Fibonacci theory has to be a Galois field with non-abelian Galois group. One choice
is Q(√φ, ζ20) with Galois group the dihedral group D4 of 8 elements.
Definition 4.8. (i) Given a modular category C, the intrinsic data of C, denoted
as ID(C), consist of the fusion rules Nkij , the entries of the S-matrix, the T -matrix,
the eigenvalues of the R-matrices, and the Frobenius-Schur indicators.
(ii) The rational part of the ID(C) is the set Q ∩ ID(C).
Conjecture 4.9. The ID(C) of a modular category is the ID of a modular cate-
gory in the sense that it is a complete invariant of modular categories, i.e., ID(C)
determines a modular category.
Observation 4.10. Let Cσ be the Galois twist of a modular category C with respect
to (σ,KC). Then Q∩ID(C) = Q∩ID(Cσ), i.e., the rational part of the intrinsic data
of a modular category is invariant under Galois twists.
Conjecture 4.11. Given a set of fusion rules, the rational parts of the intrinsic
data from all modular categories with the same fusion rules are in one-one corre-
spondence to the Galois orbits.
4.4. Exotic modular categories. Most of the known modular categories are re-
lated to the quantum group construction. Exotic unitary fusion categories arise
in the context of subfactor theory [MoS]. Taking the Drinfeld center, or quantum
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double, of those exotic fusion categories results in new unitary modular categories
which do not resemble those constructed from quantum groups.
It is a folklore conjecture that all unitary modular categories can be generated
from quantum groups [HRW]. Loosely, we would like to call any unitary modular
category that cannot be constructed from quantum group categories an exotic mod-
ular category. But it is very difficult to mathematically characterize all modular
categories from quantum group constructions, and thus define exoticism.
Our arithmetic definition of modular categories provides one way to define exoti-
cism. Since all quantum group modular categories seem to have cyclotomic defining
number fields, we will consider a modular category exotic if it does not have a cy-
clotomic defining number field.
Computable numbers are defined by Turing in his seminal paper [T]. It has
been shown that computable numbers and polynomial-time computable numbers
respectively form algebraically closed fields [Ri][Ma].
Definition 4.12. (i) A modular category C is cyclotmically exotic if C cannot be
presented within any cyclotomic field.
(ii) A modular category C is Turing poly-exotic if C does not have an algebraic
defining number field within polynomial time computable numbers.
Conjecture 4.5 amounts to there being no cyclotomically exotic modular cate-
gories.
Mathematics and physics study two different worlds: a man-created logic world,
and a man-inhabited causal world. There are plenty of mathematical tasks that
are not Turing computable such as the classification of 4-manifolds. Since physics
seems to be simulatable efficiently by computing devices, we believe there should
be no Turing poly-exotic unitary modular categories.
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Appendix A. Gauge equivalence of fusion systems over hyperrings
Tobias Hagge2 and Matthew Titsworth2
The Grothendieck ring R of a fusion category is a hyperring if N cab ∈ {0,1} for
all a, b, c ∈ L. In this case, equation (57) reduces to the following:
(F g)uabc [ 1 d 11 e 1 ] △= (gdab)(gudc)Fuabc [ 1 d 11 e 1 ] (gaeu )(gbce ) (58)
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In this case, (F g)uabc [ 1 d 11 e 1 ] = 0 iff Fuabc [ 1 d 11 e 1 ] = 0.
Given (a, b, c) ∈ L, let tcab ∶= (a, b, c), and let T = {(a, b, u) ∈ L × L × L∣Nuab = 1}.
If x is a set, let F (x) denote the free abelian group with basis x, with the group
operation expressed multiplicatively. Let Q ⊂ F (T ) such that
Q = {tdabtudc(tebctuae)−1∣{tdab, tudc, tebc, tuae} ⊂ T }.
Given fusion system F ∈X(L,R) and q ∈ Q, q = tdabtuec(tebctuae)−1 for some tdab, tuec, tebc, tuae ∈
T , let
Fq = F
u
abc [ 1 d 11 e 1 ] ,
and let
Qˆ = {q ∈ Q∣Fq ≠ 0}.
Section 4.1 shows that two fusion systems F and F ′ are gauge equivalent (write
F ∼ F ′) iff, using the above definitions, there exists a function s ∶ T → k×, s(tcab) =
scab, such that for all {tcab, tudc, tebc, tuae} ⊂ T we have
sdabs
u
dc(sebcsuae)−1Fuabc [ 1 d 11 e 1 ] = (F ′abc)u [ 1 d 11 e 1 ] . (59)
Given such a function s, s extends to a group homomorphism F (T )→ k×, which
then restricts to a group homomorphism φQ ∶ ⟨Q⟩ → k× satisfying the following
equation for each q ∈ Q:
φQ(q)Fq = F ′q, (60)
Suppose instead that φ
Qˆ
∶ ⟨Qˆ⟩ → k× is a group homomorphism which satisfies
equation (60) for every q ∈ Qˆ. Since k has characteristic 0, k× is an injective Z-
module. Thus φ
Qˆ
extends to a well-defined homomorphism φQ ∶ ⟨Q⟩ → k×, and
again to φT ∶ F (T )→ k× such that with scab ∶= φT (tcab), equations (59) hold.
Thus F ∼ F ′ iff F and F ′ have simultaneous zeros and the map ψ ∶ Qˆ→ k× such
that ψ(q) = F ′q
Fq
extends to a homomorphism ⟨Qˆ⟩→ k×.
Since ⟨Qˆ⟩ ≅ F (Qˆ)/S, where S ⊴ F (Qˆ) ⊴ F (Q) is the (free abelian) subgroup
of words in Qˆ trivial in F (T ), there is a basis {s1, . . . sm} for S, where each si =
q
ki,1
i,1 . . . q
ki,ni
i,ni
, with qi,j ∈ Q and ki,j ∈ Z/{0}. Then F ∼ F ′ iff for each si ∈ S,
φ˜(si) = (F
′
qi,1
Fqi,1
)
ki,1
. . .
⎛
⎝
F ′qi,ni
Fqi,ni
⎞
⎠
ki,ni
= 1.
Equivalently, F ∼ F ′ iff for all si ∈ S,
(Fqi,1)ki,1 . . . (Fqi,ni )ki,ni = (F ′qi,1)ki,1 . . . (F ′qi,ni )ki,ni . (61)
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