1. Introduction {#sec1}
===============

Probing tissue microstructure with *in vivo* magnetic resonance imaging (MRI) on a scale orders of magnitude below the imaging resolution relies on biophysical modelling of the signal response in intra- and extra-cellular space. In diffusion-weighted MRI (dMRI), the signal is sensitized to the thermal motion of water molecules on length scales that commensurate with various cell dimensions ([@bib35]; [@bib11]). Hence, dMRI provides a non-invasive, yet indirect, probe into the tissue micro-environment, despite the coarse spatial resolution of MRI ([@bib1]; [@bib37]). Analysis of dMRI data on the macroscopic (voxel) level has shown sensitivity to several microstructural changes, associated with development, ageing, and disorder of the human brain, and of white matter in particular ([@bib36]; [@bib24]; [@bib48]; [@bib47]). However, a more specific interpretation of the signal in terms of brain microstructure relies on the development and validation of a suitable biophysical model ([@bib26]).

The vast majority of these biophysical white matter models derive from a model of multiple non-exchanging compartments that contribute linearly to the measured dMRI signal. Each compartment is assumed to exhibit a distinct behaviour in the *b*-value and/or orientation domain, characterised by a *kernel* or *response function* that encapsulates the expected signal behaviour that would be measured for that compartment in isolation. Many models further impose the constraint that the various compartments in a single voxel share the same orientation structure; for example, the extra-cellular space may be modelled as a distinct compartment with its own signal characteristics, but oriented identically to the intra-axonal compartment. Under this assumption, this shared orientation structure can be captured in a single orientation distribution $\mathcal{P}$, and the microstructural characteristics can be modelled by a single voxel-level kernel $\mathcal{H}$, whose signal response is the mixture of the constituent compartment responses.

Nearly all of the most common biophysical white matter models hence subsume an overarching *spherical convolution* model ([@bib51]; [@bib3]; [@bib29]), in which the dMRI signal$$S\left( {b,\mathbf{g}} \right) = \left( {\mathcal{H} \ast \mathcal{P}} \right)\left( {b,\mathbf{g}} \right) = {\int_{\mathbb{S}^{2}}{\mathcal{H}\left( {b,\mathbf{g} \cdot \mathbf{n}} \right)\ \mathcal{P}\left( \mathbf{n} \right)\ \text{d}\mathbf{n}}}.$$

The voxel-wise microstructure kernel $\mathcal{H}\left( {b,\theta} \right)$ describes the signal response in straight, parallel white matter fascicles, as an axially-symmetric function of the *b*-value and of the cosine *θ* of the angle between the fibre orientation $\mathbf{n}$ and the diffusion gradient direction $\mathbf{g}$. This voxel-level response can encapsulate the mixture of all compartments that share the same orientational structure, as well as any isotropic compartments. The (unnormalized) orientation distribution function $\mathcal{P}\left( \mathbf{n} \right)$ captures the direction and dispersion of the different fascicles in the voxel, and is fundamental in tractography.

Different biophysical models adopt different constraints and functional forms for $\mathcal{H}$ and $\mathcal{P}$, many of which have been heavily debated in the community ([@bib26]; [@bib38]), but can ultimately be written in the form of Eq. [(1)](#fd1){ref-type="disp-formula"}. The microstructure kernel is typically modelled as a mixture of restricted, hindered and fast water compartments, each parameterized by their axial and radial diffusivities and signal fractions ([@bib7], [@bib8]; [@bib34]; [@bib6]; [@bib29], [@bib28]; [@bib2]; [@bib21]; [@bib40]; [@bib55]; [@bib20]; [@bib27]; [@bib32]; [@bib42]; [@bib39]). Other approaches have adopted empirical forms for the response kernel, in some cases invariant across the brain ([@bib51]; [@bib3]; [@bib50]; [@bib17]; [@bib31]; [@bib18]; [@bib30]; [@bib13]). The orientation structure is often represented as an orientation distribution function (ODF) in the spherical harmonics (SH) basis ([@bib22]), as it is the most general representation and reduces the convolution in (1) to a multiplication of corresponding SH coefficients ([@bib51], [@bib50]; [@bib29], [@bib28]; [@bib42]; [@bib39]). Other models have selected functional descriptors of the orientation structure, for instance in the form of *δ*-functions or Watson-distributions representing one or several fibre populations and their dispersion ([@bib7], [@bib8]; [@bib55]; [@bib46]).

The large combinatorial space of different model choices for $\mathcal{H}$ and $\mathcal{P}$, not to mention the many different fitting strategies, has led to a plethora of microstructure imaging techniques. The quest for the right model on the effective length scale in dMRI therefore critically depends on validating the underlying model assumptions *in vivo* ([@bib38]). Most validation studies have focused on the functional form of the microstructure kernel $\mathcal{H}$ ([@bib19]; [@bib53]; [@bib49]), but until now the assumed voxel-wise uniqueness of this kernel and its corresponding ODF has not been evaluated.

Indeed, many of the most general models rely on the widely adopted assumption that, within an individual voxel, the microstructure-specific aspects can be expressed as a single kernel that can adequately represent all fascicles in that voxel. This implicit assumption of the convolution model in Eq. [(1)](#fd1){ref-type="disp-formula"} imposes a clear simplification of the biology given that microstructural features might be fascicle-specific and that the coarse voxel size in dMRI inevitably introduces partial volume effects. Consider for example the fibre configuration sketched in [Fig. 1](#fig1){ref-type="fig"}, where two non-parallel fibre bundles have sufficiently different microstructural properties leading to them having different kernels $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$. In this case, the total signal can generally not be described as a single convolution. To describe such a system requires a more generalized model with multiple convolutions, in this instance $S = \mathcal{H}_{1} \ast \mathcal{P}_{1} + \mathcal{H}_{2} \ast \mathcal{P}_{2}$, unless either both kernels or both ODFs are identical up to a normalization factor.Fig. 1Sketch of a voxel where the microstructure is not described by a single rotation-invariant kernel, as most models assume. The blue, vertical white matter fascicles are modelled as the spherical convolution of microstructure kernel $\mathcal{H}_{1}\left( {b,\theta} \right)$ and ODF $\mathcal{P}_{1}\left( \mathbf{n} \right)$. The orthogonal fascicles in orange are also modelled as a convolution (of $\mathcal{H}_{2}\left( {b,\theta} \right)$ and $\mathcal{P}_{2}\left( \mathbf{n} \right)$), but with more restrictive diffusion resulting in a different microstructure kernel. This work validates if *in vivo* adult brain dMRI data can adequately be described as the convolution of a single microstructure kernel $\mathcal{H}\left( {b,\theta} \right) \equiv \mathcal{H}_{1}\left( {b,\theta} \right) \equiv \mathcal{H}_{2}\left( {b,\theta} \right)$ and a single ODF $\mathcal{P}\left( \mathbf{n} \right) = \mathcal{P}_{1}\left( \mathbf{n} \right) + \mathcal{P}_{2}\left( \mathbf{n} \right)$.Fig. 1

Note that, as per the equation above, multi-compartment models reduce to a single convolution if all directional compartments are coupled by a single ODF. Any isotropic compartments are trivially absorbed into a single kernel too. As such, the ball-and-stick model ([@bib7], [@bib8]), NODDI ([@bib55]), and other common 2- and 3-compartment models ([@bib39]; [@bib42]), all abide by the single-convolution assumption. Multi-tissue constrained spherical deconvolution (MT-CSD) ([@bib30]) does too, as long as all but one response functions are isotropic. On the other hand, multi-tensor models ([@bib52]) and the CHARMED model ([@bib6]) where intra- and extra-axonal compartments are uncoupled in orientation are examples of models that do not assume the single-convolution form.

In this work, we will evaluate how well the *in vivo* dMRI signal in adult white matter is described by a single per-voxel response in even the most complex fibre configurations. Our approach is based on a voxel-wise decomposition into spherical harmonics and radial orthonormal components that, under the single-convolution model and in the absence of noise, offers a rank-1 descriptor of the dMRI signal ([@bib12]). Testing the model rank *in vivo* can therefore validate the assumption of a single response per voxel, without imposing any prior constraints or functional form on the response or on the ODF. We will evaluate the relative effect size of higher-order signal components in rich multi-shell data of 4 healthy adult volunteers, and determine their significance with permutation testing. Source code and data are publicly available at <https://osf.io/mjbnz>.

2. Materials and methods {#sec2}
========================

2.1. Data and preprocessing {#sec2.1}
---------------------------

Multi-shell dMRI data were acquired in 4 healthy adults (3 male, 1 female) on a 3T Philips Achieva system with 32-channel head coil. The multi-shell encoding scheme was designed to comprise 6 shells at $b = 900$, 1600, 2500, 3600, 4900, and $6400\ {\text{s}/\text{mm}^{2}}$ (linear in $q \propto \sqrt{b}$) with 70 isotropically-distributed directions each and 30 $b = 0$ volumes, all interleaved for minimal duty cycle ([@bib25]). Each volume is acquired with isotropic resolution 2.5 ​mm, matrix size $96 \times 96 \times 50$ slices, $\text{TE} = 91\ \text{ms}$, $\text{TR} = 6260\ \text{ms}$, multiband factor 2, and SENSE factor 2. We also acquired a matched single-band $b = 0$ reference scan with AP-PA and LR-RL phase encoding.

The dMRI data were first processed with patch-level image denoising based on random matrix theory in complex (magnitude and phase) data, which accounts for the noise correlations in most common dMRI examinations ([@bib15]). Since this step operates in the complex domain, effects of Rician bias are minimized in subsequent magnitude images. Mean SNR of the raw data (before denoising) was measured to be $> 30$ at $b = 0\ {\text{s}/\text{mm}^{2}}$ in white matter. The data was subsequently filtered for Gibbs ringing suppression ([@bib33]). The reverse phase encoding reference scan was used to estimate the B0 field map ([@bib4]), which was then used as part of subject motion and image distortion correction ([@bib5]). Brain masks were segmented with FSL ([@bib45]).

2.2. Voxel-wise decomposition {#sec2.2}
-----------------------------

The spherical convolution (1) is conventionally projected onto the orthonormal basis of real, symmetric spherical harmonics $Y_{\ell}^{m}\left( \mathbf{n} \right)$ of order $\ell = 0,2,\ldots,\ell_{\text{max}}$ and index $m = - \ell,\ldots,\ell$. Here, we use a linear least-squares fit in the SH basis of order $\ell_{\text{max}} = 8$ in all experiments. In this basis, and without loss of generality, convolution with a single response reduces to a multiplication$$s_{\ell,b}^{m} = \sqrt{\frac{4\pi}{2\ell + 1}}\ {\bar{h}}_{\ell,b}\ p_{\ell}^{m} = h_{\ell,b}\ p_{\ell}^{m},$$where $s_{\ell,b}^{m}$ are SH coefficients representing the dMRI signal in shell *b* and $p_{\ell}^{m}$ are SH coefficients representing the ODF. The axially-symmetric response kernel is represented by coefficients ${\bar{h}}_{\ell,b}$ in the basis of *zonal* spherical harmonics $Y_{\ell}^{0}\left( \mathbf{n} \right)$, or equivalently by scaled coefficients $h_{\ell,b}$ that encompass the convolution normalization factor to simplify the notation.

With multi-shell data, we can arrange the voxel-wise signal coefficients of corresponding SH order $\ell$ in matrices$$\text{S}_{\ell} = \begin{bmatrix}
s_{\ell,b_{1}}^{- \ell} & \cdots & s_{\ell,b_{1}}^{0} & \cdots & s_{\ell,b_{1}}^{\ell} \\
 \vdots & & \vdots & & \vdots \\
s_{\ell,b_{k}}^{- \ell} & \cdots & s_{\ell,b_{k}}^{0} & \cdots & s_{\ell,b_{k}}^{\ell} \\
\end{bmatrix}\text{,}$$where *k* shells are laid out in rows and their $\left( {2\ell + 1} \right)$ SH coefficients are laid out in columns. The SH convolution (2) can then be written as the outer product $\text{S}_{\ell} = \mathbf{h}_{\ell}\ \mathbf{p}_{\ell}^{\top}$ of vectors $\mathbf{h}_{\ell} = \left\lbrack \ \cdots\ h_{\ell,b}\ \cdots \right\rbrack$ (indexed in *b*) and $\mathbf{p}_{\ell} = \left\lbrack \ \cdots\ p_{\ell}^{m}\ \cdots \right\rbrack$ (indexed in *m*). As such, with a single per-voxel response and in the absence of noise, we have$$\begin{matrix}
\left. S = \mathcal{H} \ast \mathcal{P}\quad\leftrightarrow\quad\forall\ell:\mspace{9mu}\text{S}_{\ell} = \mathbf{h}_{\ell}\ \mathbf{p}_{\ell}^{\top} \right. \\
\end{matrix}$$and by construction, the matrices $\text{S}_{\ell}$ have matrix rank $= 1$ ([@bib12]). If, on the other hand, the signal is not adequately described by a single rotation-invariant response, we can introduce a generalized model with multiple kernels and their corresponding ODFs:$$\begin{matrix}
\left. S = \sum\limits_{i = 1}^{n}\mathcal{H}_{i} \ast \mathcal{P}_{i}\quad\leftrightarrow\quad\forall\ell:\mspace{9mu}\text{S}_{\ell} = \sum\limits_{i = 1}^{n}\mathbf{h}_{\ell,i}\mathbf{p}_{\ell,i}^{\top} \right. \\
\end{matrix}$$and where $\text{S}_{\ell}$ are generally of rank $> 1$. Therefore, the matrix rank of $\text{S}_{\ell}$ can reveal the presence of multiple microstructure kernels for different orientations in the voxel.

In the special case where all kernels $\mathcal{H}_{i}$ are identical up to a scale factor ($\mathcal{H}_{i} = \alpha_{i}\ \mathcal{H}$), equation [(5)](#fd5){ref-type="disp-formula"} reduces to the single-convolution model (with $\mathcal{P} = \sum\limits_{i}\alpha_{i}\ \mathcal{P}_{i}$) due to distributivity of the convolution and matrix product operations. Similarly, when all ODFs are identical up to a scale factor ($\mathcal{P}_{i} = \beta_{i}\ \mathcal{P}$) the generalized model also reduces to the form of (4) (in this case with $\mathcal{H} = \sum_{i}{\beta_{i}\ \mathcal{H}_{i}}$), which can for instance arise when all fascicles are parallel. Furthermore, we also note that $\text{rank}\left( \text{S}_{0} \right) \equiv 1$ in all voxels because matrices $\text{S}_{0}$ have only one column. This property reflects the observation that isotropic compartments can always be absorbed in a single per-voxel kernel: the $\ell = 0$ SH band offers no capability to disentangle multiple independent kernels and ODFs.

In this work, we use the singular value decomposition (SVD) of matrices $\text{S}_{\ell}$ as a means to determine the number of significant microstructure components. Specifically,$$\text{S}_{\ell} = \underset{i = 1}{\overset{r}{\sum\ }}\mathbf{u}_{\ell,i}\ \sigma_{\ell,i}\ \mathbf{v}_{\ell,i}^{\top}\text{,}$$where $\mathbf{u}_{\ell,i}$ and $\mathbf{v}_{\ell,i}$ are the left and right singular vectors and $\sigma_{\ell,i}$ are the singular values. This decomposition is a voxel-wise specialization of the spherical harmonics and radial decomposition (SHARD) representation introduced in [@bib12], and will generally be of full rank due to inevitable noise and biological variability in the data. By comparing this SVD to (4), it is clear that the leading left and right singular vectors $\mathbf{u}_{\ell,1}$ and $\mathbf{v}_{\ell,1}$ retrieve --- up to a normalization factor --- the predominant microstructure response and ODF respectively. The subsequent components $i > 1$ span the orthogonal space, i.e., the axes of variability not captured in the leading component. The associated singular values offer a measure of the effect size of this unexplained variance, thus making it possible to determine which components contain meaningful structure.

2.3. Relative signal explained {#sec2.3}
------------------------------

The squared singular values $\sigma_{\ell,i}^{2}$ measure the signal power of each component *i* in the SH band of order $\ell$. In order to retrieve a single measure of each component's total effect size, we compute the signal power across all harmonic bands$$\sigma_{i}^{2} = \sum\limits_{\ell = 0,2,\ldots}\sigma_{\ell,i}^{2}\text{.}$$

Its square root $\sigma_{i}$ measures the root-mean-squared (RMS) signal in each component; it has the same units as the signal. The ratio$$R = \frac{\sigma_{1}^{2}}{\sum_{i}\sigma_{i}^{2}} \cdot 100\text{\%,}$$then provides a measure of the signal power explained in the leading component. Under the rank-1 model, this ratio is expected to be near 100%. Mapping this measure across the brain thus enables to evaluate the proportion of the signal that is explained in the single-convolution model. Conversely, $100\text{\%} - R$ measures the local residual signal not explained with a single spherical convolution.

2.4. Permutation testing {#sec2.4}
------------------------

In order to evaluate if there is evidence for multiple (fascicle-specific) kernels in a voxel, we wish to assess the effect size of additional components in relation to a distribution of unstructured residuals. We formulate the null hypothesis asH0Components $i > 1$ contain no meaningful structure.

We wish to evaluate the null hypothesis with as few prior assumptions as possible. To this end, we deploy a permutation testing strategy in which the null distribution is sampled numerically using residual bootstrapping. This process destroys any structure in the residuals of a rank-1 model by inducing random permutations and applying the appropriate leverage. Specifically, we first calculate the rank-1 representation $\widehat{\mathbf{y}}$ in each voxel and its residuals $\mathbf{e} = \mathbf{y} - \widehat{\mathbf{y}}$ to the dMRI signal $\mathbf{y}$. Subsequently, we sample $N = 10^{4}$ bootstrap instances, each of which is generated with the following procedure:1.Apply a random permutation $\text{Π}$ to the residuals and correct for leverage with a factor *h* (see below):$$\mathbf{e}’ = \frac{1}{\sqrt{1 - h}}\ \text{Π}\ \mathbf{e};$$2.Construct bootstrap instance $\mathbf{y}’ = \widehat{\mathbf{y}} + \mathbf{e}’$;3.Fit bootstrap instance $\mathbf{y}’$ into the SH basis, construct matrices $\text{S}_{\ell}$ and their singular values $\sigma ’_{\ell,i}$;4.Store the component effect sizes $\sigma ’_{i}$ of the bootstrap instance.

The histogram of $\sigma ’_{i}$ determines the null distribution of the corresponding component *i*. The number of instances $N_{i}^{+}$ where the actual effect size in the data exceeds that of the randomized bootstrap, i.e., where $\sigma_{i} > \sigma ’_{i}$, determines the voxel-wise *p*-values$$P_{i} = 1 - \frac{N_{i}^{+} + 1}{N + 1}\text{,}$$of components $i > 1$. $P_{2}$ then offers the primary metric of potential structure beyond the single-convolution model.

Correction for leverage is needed to rescale the variance of the residuals to the effective degrees of freedom ([@bib14]). The mean squared residuals of a least-squares fit of a model with *κ* degrees of freedom to *ν* data points scales as $\frac{\nu - \kappa}{\nu}\ {\widehat{s}}^{2}$, where ${\widehat{s}}^{2}$ is the noise variance in the data. Hence, the root-mean-squared error of a least squares fit underestimates the actual noise level, and an inverse scaling is applied to compensate for this in permutation testing. For a well conditioned system, a leverage factor $h = \kappa/\nu$ achieves the appropriate scaling ([@bib16]). In our case, the total no. degrees of freedom in the model $\kappa = \sum_{\ell}{k + \left( {2\ell + 1} \right) - 1 = 70}$ ($k = 6$ is the no. shells) and the no. data points $\nu = k \times 70 = 420$, so $h = 1/6$. We also verified in simulations that this definition approximates the effective noise scaling in a rank-1 SVD.

The per-voxel *p*-values $P_{i}$ are subsequently corrected for multiple comparisons using the Benjamini-Hochberg false discovery rate (FDR) procedure ([@bib9]). FDR procedures control the proportion of false positives relative to the number of positive results, and are generally less stringent than family-wise error rate procedures such as Bonferroni correction. The specific FDR procedure used here (Benjamini-Hochberg, which assumes independent or positively correlated tests) is itself less stringent than other FDR approaches ([@bib10]). We adopt significance level $\alpha = 0.05$ and $\text{FDR} = 5\text{\%}$.

Note that the test statistic in components $i > 1$ is affected by $\ell \geq 2$ SH terms only, since the $\ell = 0$ SH term is always rank-1. Therefore, only anisotropic signal content (the contrast in the angular domain) contributes to the statistical evaluation.

3. Results {#sec3}
==========

[Fig. 2](#fig2){ref-type="fig"}a displays the RMS signal power $\sigma_{1}$ in the leading component. The total RMS power in the other components is shown in [Fig. 2](#fig2){ref-type="fig"}b. We observe that the leading component captures the main signal in the parenchyma. The other components, while not free of anatomical structure, primarily capture the overall noise modulation and image artefacts including a posterior fat shift artefact and flow or pulsation effects near the brain stem. [Fig. 2](#fig2){ref-type="fig"}c shows the ratio *R* of signal power explained in the leading component across the brain. We find that the rank-1 model explains $> 99\text{\%}$ of the signal in the parenchyma, and observe no consistent reduction of this ratio in regions of crossing fibres. Similar figures for the other subjects are provided in supplementary materials and support this observation. A histogram of the % signal power explained in the rank-1 representation across all 4 subjects, shown in [Fig. 3](#fig3){ref-type="fig"}, confirms that the effect of additional components in a generalized model is small.Fig. 2Signal power (ratio) in the leading component in Subject 4. (a) The root-mean-squared (RMS) signal power $\sigma_{1}$ in the principal voxel-wise SHARD component. (b) The total RMS signal power in components 2 to *r*, i.e., $\sqrt{{\sum^{\ }}_{i = 2}^{r}\sigma_{i}^{2}}$. (c) The ratio *R* of the signal power explained in the first component. [Supplementary Figures](#appsec1){ref-type="sec"} for the other subjects are provided online.Figure 2Fig. 3Histogram of the signal power explained in the first component across the full brain and across all 4 subjects (blue), and its survival function ($1 - \text{CDF}$; orange curve). The plot shows that the data is well represented by the leading component alone.Fig. 3

To determine if these additional components --- however small --- contain meaningful structure, we study the results of the permutation testing in [Fig. 4](#fig4){ref-type="fig"}. [Fig. 4](#fig4){ref-type="fig"}a shows the voxel-wise *p*-value of component 2 as estimated with the non-parametric residual bootstrapping procedure. We observe that $P_{2} < \alpha$ in scattered voxels with little discernible anatomical structure. After correcting for multiple comparisons in [Fig. 4](#fig4){ref-type="fig"}b, voxels with a significant 2nd component are increasingly sparse, with consistent anatomical structure only occurring at the interface between the ventricles and the corpus callosum where we do not expect multi-fascicle contributions. Visual inspection of the preprocessed dMRI data showed evidence of ventricular CSF pulsation, and previous studies have also pointed to effects of physiological noise in these regions ([@bib54]). In components $i \geq 3$, no voxels survive multiple comparisons. Corresponding figures for the other subjects are provided as supplementary material. Generally, permutation testing did not find evidence for higher-order components, indicating that the single-convolution model is an appropriate description for these data.Fig. 4Permutation testing in Subject 2 to determine if component 2 contains any meaningful structure. (a) *p*-value of a voxel-wise residual bootstrapping test. (b) Significant voxels ($\alpha = 0.05$; shown in red) overlaid onto the mean $b = 0$ image. Significance is determined after correcting for multiple comparisons using the Benjamini-Hochberg False Discovery Rate procedure with $\alpha = 0.05$. [Supplementary Figures](#appsec1){ref-type="sec"} for the other subjects are provided online.Fig. 4

4. Discussion {#sec4}
=============

This paper has introduced a model-independent means of evaluating the single convolution assumption implicit to most biophysical models for white matter diffusion MRI, i.e., the assumption that the signal is sufficiently described with a single ODF and a single rotation-invariant response function per voxel. Our approach is independent of the functional form of the microstructure response and independent of the complexity of the fibre orientation distribution, relying instead on a matrix decomposition shown to be rank-1 under the single-convolution model. Results in adult brain data show that the effect size of any signal components beyond the single-convolution model is small ($< 1\text{\%}$ of the signal) and that these additional components are not statistically significant when corrected for multiple comparisons. Therefore, even though different fascicles in a voxel may have different microstructural characteristics, we find no evidence of their observability in the diffusion MRI signal that would warrant the added complexity of multi-fascicle models in healthy adult white matter across the broad range of *b*-values sampled in these data.

In the given experimental setup, this conclusion stands for healthy *in vivo* adult brain diffusion MRI data acquired on a clinical system. Whether the single-convolution assumption is also sufficient to describe *ex vivo* and post mortem data, pediatric brain data, or pathology, remains an open question. Similarly, while our acquisition protocol was designed to collect rich multi-shell data well beyond clinically feasible scan time (47 ​min), higher SNR, even longer acquisitions or stronger MRI gradient systems might reveal evidence for additional components. In these cases, the presented method can be used to evaluate if the single-convolution assumption is appropriate for the subject group and data at hand. Given that the data in this study supersedes what is considered clinically practical, the evidence suggests that we can build on the single-convolution model to extract clinically applicable biomarkers of adult white matter microstructure.

Of note is that the voxel-wise decomposition is also directly applicable to generalized diffusion encoding waveforms, and to diffusion time and echo time dependent contrasts. Indeed, any orientation-dependent contrast can be projected in the SH basis and incorporated as additional rows in matrices (3), subject to the same rank-1 decomposition in the single-convolution model. Including generalized diffusion encoding or time dependence might hence add complementary contrast to detect and recover multiple kernels and ODFs, and may be the subject of future work. Here, we prioritised linear diffusion MRI across an extended *b*-value range as the most clinically relevant protocol to investigate at this point.

With the null result in mind, we now shine some light on how different the kernels need to be to break the single-convolution assumption at a given SNR. In [Fig. 5](#fig5){ref-type="fig"}, we show contour plots to demonstrate the SNR required to detect differences in standard model parameters between both fascicles (see also [Appendix A: Simulations](#appsec1){ref-type="sec"}). With an asymptotic SNR $\approx 80$ after denoising, the adult brain data in this work only allows the detection of strong differences between kernels, either in the intra-axonal fraction and diffusivity or in combinations of several parameters. This finding highlights that the single-convolution model is sufficient in most practical applications, even if the biological tissue properties are fascicle-specific.Fig. 5Simulations of the observability of kernel differences between two equally-weighted fascicles in a $90^{\circ}$ crossing. The curves plot the significance levels $p < 0.05$ and $p < 0.001$ of the bootstrapping test as a function of signal-to-noise ratio (SNR) and of differences in "standard model" parameters. For instance, when changing the intra-axonal fraction *f*, two kernels are simulated as $\mathcal{H}_{stm}\left( {\bar{f} \pm \frac{\text{Δ}f}{2},{\bar{D}}_{i},{\bar{D}}_{e},{\bar{D}}_{r}} \right)$. The presence of multiple kernels is detected when their differences are large enough and when SNR if sufficiently high.Fig. 5

Finally, while the presented model-free decomposition has a clear advantage encompassing a wide array of microstructure models, specific functional forms and constraints in model-based approaches may boost their statistical power. Multi-tensor models ([@bib52]; [@bib44]) are a case in point, where our generalized model is constrained to Gaussian responses and to ODFs in the form of SH *δ*-functions pointing along each fascicle direction. Whilst the multi-tensor model often reveals different diffusivities for the different fascicles in a voxel, these are driven in part by the fibre dispersion in each fascicle and in part by the non-mono-exponential signal response of the microstructure. Other examples include MT-CSD approaches with multiple anisotropic ODFs ([@bib41]) that constrain the per-tissue responses to be invariant across the brain, and tractography-informed approaches ([@bib43]; [@bib23]) that regularize microstructure parameters along fibre tracts. By using a local decomposition and deliberately avoiding functional forms, this work generalizes across a broad class of microstructure models. We can, however, not exclude that non-negativity or other sparsity-enforcing constraints on the ODF may reveal evidence for fascicle-specific microstructure kernels.

If, based on the evidence in this work, we accept the single-convolution assumption as valid, the proposed local SHARD decomposition has rank ​= ​1. This has interesting consequences for various applications. For instance, we could achieve voxel-level dMRI denoising, and potentially also outlier removal, by suppressing all but the leading component. Another interesting application can be in microstructure imaging based on rotation-invariant signal features ([@bib42]; [@bib39]). Not only is the single-convolution assumption a prerequisite for using rotation-invariants in this way, the coefficients of the rank-1 decomposition can themselves form a set of rotation-invariant features useful in fitting a biophysical signal model.

5. Conclusion {#sec5}
=============

While microstructural features are likely fascicle-specific, the diffusion MRI data in the white matter is well described by the spherical convolution of a single fibre orientation distribution and a single response function per voxel, regardless of their form and complexity. Our results suggest that we can build upon the current models of diffusion in adult white matter, despite the implicit single convolution assumption, and that a more complex model would not significantly improve the goodness-of-fit.

Appendix A. Simulations {#appsec1}
=======================

In order to assess the sensitivity of our approach to kernel differences in a single voxel, we simulate a $90^{\circ}$ crossing of two fascicles as sketched in [Fig. 1](#fig1){ref-type="fig"}, each with their own microstructural properties. The ODFs $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ are defined as SH *δ*-functions of equal weight. The response functions $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are simulated with a microstructural model, in this case the standard model of restricted intra-axonal and hindered extra-axonal diffusion ([@bib39]):$$\mathcal{H}_{stm} = f\ e^{- bD_{i}\theta^{2}} + \left( {1 - f} \right)\ e^{- b{({D_{e}\theta^{2} + D_{r}{({1 - \theta^{2}})}})}}\text{,}$$where *f* is the intra-axonal volume fraction, $D_{i}$ is the intra-axonal (axial) diffusivity, $D_{e}$ is the extra-cellular axial diffusivity, $D_{r}$ is the extra-cellular radial diffusivity, and $\theta = \mathbf{g} \cdot \mathbf{n}$ the cosine between the gradient direction and the fibre axis $\mathbf{n}$. These simulations use *mean* parameter values $\bar{f} = 0.5$, ${\bar{D}}_{i} = 2.0\ {{\mu\text{m}^{2}}/\text{ms}}$, ${\bar{D}}_{e} = 1.0\ {{\mu\text{m}^{2}}/\text{ms}}$ and ${\bar{D}}_{r} = 0.5\ {{\mu\text{m}^{2}}/\text{ms}}$ and induce a symmetric change to each parameter. For example, changes in the intra-axonal fraction are induced by simulating $\mathcal{H}_{1}$ with $\bar{f} + \frac{\text{Δ}f}{2}$ and $\mathcal{H}_{2}$ with $\bar{f} - \frac{\text{Δ}f}{2}$. We vary $\text{Δ}f$ between 0 and 1, and the diffusivities $\text{Δ}D_{x}$ between 0 and ${\bar{D}}_{x}$.

The statistical assessment follows the permutation testing procedure described in Sec. [2.4](#sec2.4){ref-type="sec"}, with the addition of Gaussian noise to each bootstrap instance (in Step 2). This evaluation is repeated for a dense grid of SNR and $\text{Δ}$ values, resulting in a matrix of *p*-values for this grid. The contour lines at *p*-values 0.05 and 0.001, plotted in [Fig. 5](#fig5){ref-type="fig"}, then determine the minimum SNR and model parameter difference needed to detect a significant effect.

These results prove empirically that the proposed procedure detects the presence of multiple kernels when their differences are large enough and when SNR if sufficiently high. However, they also show that detecting realistic changes in SNR requires exceedingly high SNR. For example, the sensitivity is highest for changes in intra-axonal diffusivity $D_{i}$, but an SNR $> 100$ is required to detect a relative difference as large as 30%. Changes in extra-axonal radial diffusivity $D_{r}$ are, for practical purposes, nearly impossible to detect. This confirms our conclusion that, while microstructural features may well be fascicle-specific, the diffusion MRI data in the white matter is well described by the single-convolution model. An important caveat is that, in contrast to the rest of the work, these simulations are by necessity model-based and may yield different results for more constrained signal representations.
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The following are the Supplementary figures to this article. Research data and source code can be found through the link below.Multimedia component 1:Supplementary figures of the signal power (as shown in [Fig. 2](#fig2){ref-type="fig"}) and permutation testing results (as shown in [Fig. 4](#fig4){ref-type="fig"}) in the other subjects.Multimedia component 1Research data for this articleResearch data for this article
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