P revious research has demonstrated that the production of information services can be characterized at the aggregate economy-wide level by the Cobb-Douglas production function. However, the underlying production process at the firm level has not yet been ascertained. The objective of this paper is to determine the form of the production process for information systems services at the firm level by conducting an empirical analysis of IS budget data. The production of information services is modeled using a production function with two inputs, hardware and personnel. We estimate various econometric specifications to determine several characteristics of the provision of information services, including the allocation of the information systems budget to its two largest components-hardware and personnel-and its implications for the form of the production function. After controlling for industry sector, we find that the ratio of personnel to hardware is independent of scale, which indicates a homothetic production function. We also find that the ratio of factor shares is constant with time, consistent with the Cobb-Douglas production function. We conclude that the underlying form of the production function is the same at the level of both the firm and the economy. Our analysis demonstrates how the application of production theory to the production of information services can yield useful insights from both a theoretical and managerial perspective.
Introduction
Commensurate with rapid technological change and decreased prices, investment by U.S. firms in information technology (IT) has grown steadily in recent decades. Morgan Stanley & Co. estimates that the annual outlay accounts for between 2% and 3% of the total U.S. GDP (Roach 1994) , while the Bureau of Economic Analysis (BEA) estimates that its share of total business equipment spending has risen from roughly 5% in 1970 to almost 50% in 1996 (Margherio 1998) . The rapid growth in investment in IT by U.S. firms, along with its ever increasing importance as a factor input, have created serious management challenges. In particular, determining the allocation of corporate resources to information technology and managing these resources efficiently are of critical importance. This paper focuses on the efficient allocation of a corporate information systems (IS) budget into its two major components-hardware (or capital) and personnel (or labor). Because budgets reflect the techniques used to produce these services, the analysis of budget data can provide useful insights into the nature of the underlying production process.
Understanding firm-level production is critical to efficiently managing the information systems function in the face of rapid technological progress. Specifically, as the costs of hardware per unit of performance decrease at approximately 20% per year while unit personnel costs have historically remained flat or perhaps increased slowly, the ability to exploit these price trends by substituting hardware for personnel is central to cost-effective management of the information systems function. Indeed, in today's information systems environment, in which the compensation of certain specialties of personnel has risen rapidly, it has become even more important to find ways to alleviate the impact of these cost trends by substituting hardware for personnel. Naturally, the ability to substitute hardware for personnel depends on the technical possibility of substitution between them and is measured by the elasticity of substitution of the production function that effectively models the production process. As this measure is roughly the percentage change in the ratio of input quantities per unit percentage change in the ratio of input prices, estimating the form of the production function and the associated elasticity of substitution has significant managerial implications. It will enable managers to determine the optimal laborcapital ratio in the production of information systems services for a given set of input prices, and is particularly useful when the input price ratio changes frequently, as is the case here. For example, if it is found that the elasticity of substitution for the production of information services is 1.5, then we would expect the quantity ratio to change by 30% given a 20% reduction in the price of hardware relative to software. The optimal labor-capital ratio has been used in numerous production settings as a measure of production efficiency. In this paper, our aim is to determine the form of the production function and magnitude of the elasticity of substitution for information systems services at the firm level via a rigorous empirical analysis of information systems budget data from Fortune 500 firms. Previous research has shown that the production process for information systems services at the level of the economy can be characterized by the Cobb-Douglas production function (Gurbaxani and Mendelson 1987, 1992) . Indeed, many aggregate production processes have been successfully modeled by the Cobb-Douglas production function (Hildebrand and Liu 1965) . However, Cobb-Douglas production at the aggregate level does not necessarily imply that the firm-level production function is also Cobb-Douglas or, if it is, that it has the same parameter values. In the former case, it has been shown analytically that the aggregate production function may describe aggregate behavior quite well despite having a different functional form than that of the individual firms comprising the aggregate (Houthakker 1955) . In the latter case, if the individual firms have Cobb-Douglas production functions with different parameters, under certain conditions a CobbDouglas function may still successfully model aggregate-level behavior (Fisher 1971) . Further, constant returns to scale at the aggregate level may be consistent with decreasing returns to scale at the firm level. Intuitively (and departing temporarily from the perfect competition assumption), this may arise due to "aggregate" economies of scale, perhaps the result of government regulation. To the best of our knowledge, no research exists that has empirically determined the firm-level production process for information systems services. Thus, this study is a reasonable next step in investigations of the technical constraints faced by firms and their allocations of factors in the provision of information services.
The outline of the paper is as follows. The theory, including background, hypotheses, and estimation techniques, is presented in §2. The data set is described and potential limitations are discussed in §3. Results of the analysis are presented in §4. The managerial implications of the research and our concluding remarks are presented in §5.
Theory
In this section we draw on microeconomic theory to discuss the theory of production as it applies to information services. Previous research on the allocation of the information systems budget to its component categories is introduced and the main results are summarized. Next, we present models that enable the empirical determination of the production function using budget data. We show that budget data spanning several years provides us with the means to identify and characterize firm-level production without directly estimating the production function. Specifically, the data enable us to distinguish between the Cobb-Douglas production function and the Constant Elasticity of Substitution (CES) production function (with elasticity of substitution different from unity) by testing the constancy of labor to capital budget shares with time. Finally, we discuss estimation and inference methodologies in the context of the above models.
Previous Research
A distinctive feature of the information technology industry is the exponential decline in the unit costs of hardware with time. Early studies of the impact of this phenomenon on IS budgets focused on its allocation to hardware and software costs. The prevailing viewpoint was that this cost trend would result in an increasing share of the information systems budget allocated to software (including both the costs of programming labor and purchased software) according to an S-shaped curve (Boehm 1981) . Others, however, cited empirical evidence to the contrary, suggesting that, in fact, the data was consistent with constant budget shares of hardware and software with time (Frank 1983) .
This controversy was due in large part to the absence of a theoretical framework within which to rigorously analyze the problem. The question of IS budget share trajectory was first analyzed formally by Gurbaxani and Mendelson (1987) who proposed the production of information services model. This model examines the behavior of a firm that maximizes the net present value of information services over a given planning horizon. Information services is modeled as a production process with two inputs, software and hardware. Every period, the firm uses its available software and hardware to generate information services. In each period, the firm decides how much to invest in information systems and how to allocate this investment between the two inputs. The model allows for obsolescence of the inputs and changing costs. The authors are able to obtain a closed-form solution to the discounted dynamic programming problem for the general case of an unspecified production function. Depending on the form of production function used in the model, both outcomes-constant budget shares or an increasing software share-can obtain. For the case of the fixed-proportion production function, equivalent to no substitutability between hardware and software, the S-shaped software budget share curve obtains. In contrast, for the case of the Cobb-Douglas production function, the authors show that software and hardware budget shares are constant with time. Thus, a rigorous analytic treatment has identified a critical feature of efficient information systems production-the substitutability of hardware for software.
Empirically, information systems spending data at the level of the U.S. economy are strikingly consistent with the prediction of the model using the CobbDouglas production function, strengthening the case of constant budget shares of hardware and software over time. In a subsequent statistical analysis of IS spending data, again at the aggregate level, Gurbaxani and Mendelson (1992) utilize several procedures to test the null hypothesis that the ratio of software to hardware budget shares remains constant with time. In these studies, software costs were defined as the sum of the costs of personnel who developed and maintained software, and the costs of purchased software. It is worth pointing out that software personnel costs account for over 80%-90% of software costs. Their results support the constancy argument, independent of the pattern of growth of the overall IS budget. Moreover, from a practical standpoint, the substitutability of hardware and software development effort would seem to preclude the fixed-proportion production function. For example, high-level programming languages reduce software development costs relative to lower level languages but require increased hardware resources.
The budget studies using aggregate data have contributed significantly to the resolution of the budget shares debate. However, the assumption implicit in the production of the information services model-that the specific form of production function used successfully at the aggregate economy-wide level aptly characterizes firm-level production-has yet to be empirically tested. Further, we extend the earlier work to focus not just on software costs, which as we noted were associated mainly with software personnel, but on total personnel costs. As we will discuss later, software development and maintenance and operations are the two major activities conducted by an information systems organization. Just as hardware can be substituted for personnel in the software development activity, similar trade-off patterns exist in the operations activity as well. Accordingly, it is useful to examine the hardware-personnel ratio in the overall provision of information systems services. In addition, valuable insight, from both a positive and a normative standpoint, can be gained by examining budget shares at the firm level, and these insights can be used to assist management in deciding how to efficiently allocate its scarce IT resources.
In an earlier study, we examined the production process of information systems services at the firm level (Gurbaxani et al. 1996) . Specifically, we conducted a cross-sectional analysis of IS budgets for the 1990 budget year. Two principal hypotheses were tested. The first concerns the question of whether the production of information services at the firm level is homothetic-namely, whether the optimal hardwarepersonnel ratio is independent of scale. This study examined personnel costs rather than software costs. The null hypothesis of homotheticity is retained. The second hypothesis concerns economies of scale. It examined the relationship between the overall information systems budget and the scale of the corporation; the null hypothesis of constant returns to scale is retained. These results are useful for two reasons. First, they are consistent with a Cobb-Douglas production function. Second, they provide normative guidelines to managers regarding the efficient allocation of IT resources among the hardware and personnel budget components. However, these properties of homotheticity and constant returns to scale are not unique to Cobb-Douglas production. Indeed, the CES production function possesses these properties as well. To gain a definitive answer to the question of whether the Cobb-Douglas function obtains at the firm level, it is necessary to conduct a firm-level analysis of cross-sectional data spanning several years. This analysis is the focus of the present study.
Trade-Offs in the Production of Information
Services To understand the nature of trade-offs in the production of information services, it is useful to assess the activity in a structured manner. We consider this production process to have two major inputs, hardware and personnel. As we shall see later, these two inputs account for around 70% of the budget. We will argue that these two inputs are substitutes in production, that is, they can be combined in different ratios to produce any given level of output. Clearly, hardware and personnel are aggregate inputs with many dimensions and are likely to interact in intricate ways. This analysis can be simplified by focusing the discussion on the two major activities that constitute information services: applications development and operations.
In the case of applications development, there are three principal ways in which hardware can be substituted for personnel. First, programmer productivity can be increased through the provision of increased hardware support in the development environment. For example, faster computers in the development environment that provide improvements in response time have been shown to improve programmer productivity (Thadhani 1984) . A second approach is through the provision of software tools, which increase programmer productivity but require significant hardware support. CASE tools are a case in point. Sophisticated graphical user interfaces like Windows 95 are another example. These interfaces require as much as 25% of system hardware resources that become unavailable to applications, but it is argued that these systems increase productivity. Database management systems automate many of the file management tasks that programmers once had to code into their applications and provide nonprocedural languages for data access; however, these systems are very hardware-intensive. The third form of substitution derives from the impact of target hardware capacity. As hardware costs decrease, it is often more efficient to increase the capacity of the hardware systems on which the application will run, rather than attempt to improve the efficiency of software programs by devoting additional effort into fitting software into limited hardware resources such as memory or processor capacity.
The trade-offs between hardware and personnel exist in the operations activity as well. Many sophisticated tools are now in use to manage networks and data center operations. These tools allow dramatic reductions in personnel required to manage these operations. Many data centers are now run as "lights-out" operations; network administrators can diagnose and solve problems remotely. The consolidation of data centers is another example of how the personnel-hardware ratio can be reduced.
To summarize the above discussion, substitution between hardware and personnel takes several forms. Software tools are one important way in which hardware can be substituted for personnel. Furthermore, hardware can directly substitute for personnel by reducing the performance requirements of software. While the above discussion has drawn on the economic theory of production to provide qualitative insights into the nature of the trade-off, we believe that a formal modeling approach will prove to be of value in assessing the production process for information services.
Modeling Firm-Level Production
This paper builds in part on the theoretical models developed in Gurbaxani and Mendelson (1987) . The approach involves modeling the production process for information services using a production function that transforms the two inputs-hardware and personnel-into output, information services. The properties of the production process are captured by the specification of the production function. The primary issue that we are concerned with in this paper is the degree of substitutability between hardware and personnel in the information services production process. The analysis centers on the determination of whether the Cobb-Douglas production function characterizes production at the firm level.
We begin by considering two categories of production functions commonly employed in the literature: those with constant and those with variable elasticity of substitution. We argue that the constant elasticity of substitution category, though less flexible than the former, is likely to obtain in our case, thus narrowing the eligible set of productions functions to two: the CobbDouglas and the CES (cf. Arrow et al. 1961) .
1 Finally, we show that the difference between the economic implications of the two functions enables us to empirically determine which obtains.
1
While the Cobb-Douglas production function is a special case of the CES production function, for ease of exposition we use CES to mean production functions with a constant elasticity of substitution other than unity.
Consider the simple case of two inputs. As the price of one falls, the assumption of profit-maximizing behavior dictates that the firm will try to substitute away from the relatively more expensive input and toward the cheaper input, holding constant the level of output produced. A measure of the extent of this shift is the elasticity of substitution. As discussed above, substitutability between hardware and personnel is achieved in several ways, including the use of software tools. Over time, as the hardware to personnel ratio changes, the elasticity of substitution may also vary. For example, one could argue that as more and more substitution possibilities have been exploited, as might be the case when the information systems environment is highly hardware-intensive, the elasticity of substitution may decrease. Conversely, the development of new software tools may increase the opportunities for substitution. We do not know conclusively whether the production process is consistent with constant elasticity of substitution or with a varying elasticity of substitution. In any event, technical possibilities for substitution change slowly. Correspondingly, while this may be an important effect over long durations, the relatively short time span considered in this study (six years) would suggest that it is reasonable to assume constancy of this parameter.
2 Thus, we focus our attention on the class of constant elasticity of substitution production functions, which includes the CES production function and the Cobb-Douglas production function. The CES production function is homothetic, homogenous of degree one, has constant elasticity of substitution, and is given by
where Y is the maximum output for a given flow of capital, K, and labor, L. The larger the efficiency parameter, A, is, ceteris paribus, the greater is the output. When the distribution parameter, d, increases, the ratio of capital's share of output to the share of labor rises. The substitution parameter, q, is so named as it is the 2 As it turns out, this assumption is not critical since we are able to show that the elasticity of substitution is constant at unity.
difference of the inverse of the elasticity of substitution and one. The Cobb-Douglas production function is a special case of the CES production function, with the added property of unitary elasticity of substitution.
The Cobb-Douglas production function has the unique property that the ratio of the budget shares of the two inputs is independent of the relative price.
To directly test whether the CES production function obtains, one potential method of inquiry is to estimate the linear approximation of the CES production function (Kmenta 1967) :
where t is a returns-to-scale parameter. If the coefficient on the squared term in Equation (3) is significant, then the null hypothesis of unitary and constant returns to scale is rejected, thereby implying the CES production function. However, in this study we do not estimate (3) directly due to the difficulty in constructing a metric for the "output" of information systems services. We therefore turn to alternative econometric specifications to determine which, if either, of the two functional specifications obtain. In particular, we test the implications of the two classes of production functions for budget behavior as a means of identifying the appropriate functional form. We first investigate homotheticity of the production function to test whether our data are consistent with both forms of production functions. The function g is homothetic if it can be written as a monotone transformation of a linearly homogeneous function. An interesting and unique property of homothetic production functions is that the optimal ratio of the two inputs is independent of scale for a given set of prices (Silberberg 1978) . 4 We operationalize the scale of IT operations by the total IT budget, which has face validity and has been done in prior studies (Gurbaxani et al. 1996) . One simple way to test for homotheticity is to use the following model:
where P, H, and B, are, respectively, personnel, hardware, and budget (to be specified exactly below) and e is the disturbance term. Retaining the null hypothesis of D ‫ס‬ 0 corresponds to the presence of homotheticity. In addition, the estimate of the constant term allows us to determine the optimal ratio of personnel to hardware, which is important from a managerial standpoint. The model, however, is unable to discern the differences in individual budget characteristics of personnel and hardware, which may move together in several different ways even if the null hypothesis is retained. For example, under the null hypothesis, hardware and personnel may vary linearly with budget, or may be entirely uncorrelated with budget. However, Equation (4) cannot be used to distinguish between these two cases. An alternative model specification is to separately regress personnel and hardware on total budget using the following two-equation system:
For this model, the null hypothesis of homotheticity is D p ‫ס‬ D h . This is easily seen by exponentiating both equations in (5) and forming the ratio of personnel to hardware, which is equal to exp
and independent of budget under the null.
5
Up to this point, we have proposed two econometric models that enable us to test for homotheticity using cross-sectional firm-level data and briefly discussed estimation techniques. We now turn to the question of how the introduction of a time dimension can be used to answer our original question of whether the CobbDouglas production function obtains at the firm level.
As mentioned previously, one difference between the two production functions is that the Cobb-Douglas 5 Athough the accounting identity B ‫ס‬ H ‫ם‬ P ‫ם‬ D, where Drepresents the sum of all other budget components, obtains, this identity does not imply any relationships between the parameters in Equation (5) due to the nonlinearity of the logarithmic transformation.
has constant and unitary elasticity of substitution, whereas the CES has constant elasticity of substitution that can take on any value. This difference implies that for the former, the ratio of factor shares is constant, while for the latter, it is a function of the relative price. Thus, from one period to the next, the decreasing price of hardware relative to labor accompanied by substitution of hardware for software will lead to a change in factor shares if the CES production function obtains, and no change if the Cobb-Douglas obtains. It is in this way that the use of data spanning several years is essential to empirically distinguishing between the two forms of production function. It is worth emphasizing that the existence of constant budget shares of hardware and personnel over time is a necessary and sufficient condition of Cobb-Douglas production (Gurbaxani 1990) .
To test whether the factor shares are constant with time we use dummy variables to account for changes in both slope and intercept for each year. Our model is specified as:
In this model, M t ‫ס‬ 1 for year t, and 0 otherwise. For example, for 1992 (t ‫ס‬ 3) Equation (6) becomes:
p0 p3 p0 p3 p
As our objective is to determine whether budget shares of hardware and personnel are constant over time, the null hypothesis is given by:
For 1989, the ratio of factor shares is given by exp
, which is independent of budget if and only if D p0 ‫ס‬ D h0 . For each subsequent year, the ratio of factor shares is given by exp{(
Thus, D pt ‫ס‬ D ht must hold for years 1990 through 1994 for factor shares to be independent of budget. Imposing the additional constraint that factor shares are constant with time implies that C pt ‫ס‬ C ht for all t. Taken together, these restrictions impose the constraint that the factor shares are constant with time, with the added condition of homotheticity (for robustness).
Rejecting the null hypothesis is consistent with the CES production function. To summarize the above discussion, retaining the null hypothesis of homothetic production is consistent with both Cobb-Douglas and CES production. On the other hand, rejecting the hypothesis of homothetic production would suggest that neither of the two forms of production function are appropriate. Next, retaining the null hypothesis of constant budget shares is consistent with Cobb-Douglas production. Rejecting this hypothesis would suggest that the data is inconsistent with Cobb-Douglas production. Further analysis on the constancy of the change in budget shares would be required to determine whether the data are consistent with CES production.
Having argued why the production of information services is characterized by constant elasticity of substitution and discussed econometric models to statistically infer which of the two most common production functions obtains, we now turn to a discussion of estimation techniques.
Estimation and Hypothesis Testing
Each of the two equations in (5) and (6) could be estimated independently using ordinary least squares (OLS) and unbiased and consistent parameter estimates would be obtained. Typically, an improvement in efficiency can be obtained by taking into account the correlation between error terms across equations arising both from the link between hardware acquisitions and personnel decisions in firms and from firm-specific and general business conditions affecting both. This can be accomplished using Zellner's Seemingly Unrelated Regression (SUR) model to estimate the systems (5) and (6) (Zellner 1962) . However, in this special case-both equations contain the same set of regressors and an equal number of observations-it is well known that the SUR and OLS estimators are identical (Greene 1993 , Judge et al.1982 . Therefore, no efficiency increase results from the use of SUR.
In the case of hypothesis testing, due to the presence of correlation between the disturbances of Equations (5) and (6) The Wald test (W) is based on the difference between the constraint evaluated at the maximum likelihood estimate of the parameter and zero. Only the unrestricted model need be estimated and the general form (assuming errors are independent and identically distributed) is given by
q,2N‫מ‬K
where b is the least squares estimate of the unknown parameter vector, Rb ‫מ‬ r is the matrix of restrictions, s is the standard error of the regression, q is the number of restrictions, N is the number of observations, and K is the number of independent variables. The test statistic presented in (9) multiplied by the number of restrictions converges asymptotically to a chi-squared statistic:
According to Judge et al. (1985) , the F-statistic may be better for small or moderate sample sizes. We compute both for completeness. The likelihood ratio (LR) test is based on the difference between the likelihood function under the null hypothesis and that of the unrestricted model. In contrast to the Wald test, to apply the likelihood ratio test both the unrestricted and restricted model must be estimated. The following statistic is used:
u q where is the estimated residual covariance matrix X r for the restricted model, and is the estimated resid-X u ual covariance matrix for the unrestricted model.
Finally, the Lagrange Multiplier (LM) test is based on the slope of the likelihood function under the null, which, if close to the unrestricted model, is close to zero at the peak of the likelihood function:
where tr denotes the trace function and is the esti-X u mated covariance matrix resulting from the one-step Zellner-efficient estimation of the unconstrained model.
All three tests are asymptotically equivalent (Srivastava 1987). However, their finite sample properties differ, so it is possible that we will reach different conclusions depending on which test statistic is used. It is known that W Ͼ LR Ͼ LM, but neither test is uniformly most powerful as their power functions intersect (Rothenberg 1984) .
Finally, note that although Equation (6) does allow for changes in slope and intercept for each year, it assumes that the disturbance terms do not change with time, covarying equivalently each year. This results in a 2 by 2 disturbance covariance matrix as in the crosssection case. Although this assumption may not hold, allowing the variances to change with time would significantly reduce the degrees of freedom and potentially render the system inestimable due to the fact that the number of elements to be estimated in the disturbance covariance matrix varies with the square of the number of equations in the SUR model. Therefore the assumption is maintained for practical reasons; we do not consider it likely that excluding this possibility has significantly degraded our results.
Data
The data used in this study were collected as part of the I/S Intercorporate Measurement Program (IMP), a joint research program conducted by the Center for Research on Information Technology at the University of California, Irvine, and CSC/Index of Cambridge, Massachusetts. The population is Fortune 500 corporations, the sample frame is 225 CSC/Index companies, and the number of firms in the sample is 138, with observations ranging from the year 1989 through 1994. In this section we describe the three variables used in the present study that originate from the IMP database. We also discuss the strengths and limitations of the data set and their impact on our study.
All variables are initially measured in current dollars and then converted to constant dollars using GDP price deflators. The first is total hardware expenses, H, and includes all hardware purchases (including telecommunication), depreciation and lease expenses, maintenance agreements, and supplies necessary for the operation of the hardware. The second variable is total personnel expenses, P, and the third is total IS expenses, B, which is the sum of total hardware expenses, total purchased software expense, total personnel expenses, total outside services expenses, and all other expenses. GDP deflators used to convert current to constant dollar values are those listed in the FAME Economic Database (formerly CITIBASE), maintained by Fame Data Services.
Summary statistics are listed in Table 1 . Note that the hardware to total budget ratio remains roughly constant over the entire series, with a pooled mean of 0.26 and variance of 0.01. Similarly, the ratio of personnel to total budget also remains roughly constant, with a pooled mean of 0.39 and variance of 0.01. Figure  1 shows that the mean values of hardware and personnel components as a percentage of total I/S budget remain constant at around 26% and 40%, respectively. The personnel to hardware ratio remains roughly constant over time at around 1.8 with the exception of the year 1994, when its value rises to 2.79 (Figure 2 ). This can be explained by looking at the maximum value for 1994, which is 19.76 and roughly three times that of the second highest value. This is obviously an extreme case, but we elect to keep it in the data set.
The IMP survey has been carefully conducted for several years. We believe that it is the best available database on information systems spending. As with any longitudinal data set, however, it has both strengths and limitations. One strength is that, although not a probability sample in the strict sense, the data set has been shown ex post to be representative. The usual limitation of nonprobability samples is that their external validity suffers, i.e., generalizability from the sample results to the population is compromised. However, ex post determination that the sample is representative using a t-test analysis has been done for this data set (Gurbaxani et al. 1996) . Thus, the sample is representative and our results are generalizable to the population.
Another strength of the data set is that the usual limitations in accuracy of self-reported surveys are mitigated by the existence of strong incentives for respondents to respond accurately. Specifically, the companies participating in this research program are doing so precisely because they want to benchmark themselves against their peers. They are promised confidentiality of their responses, given feedback showing their own benchmarks in comparison to other firms, and provided with a list of the other firms in the comparison. However, no other firm's individual benchmarks are identified. The value of the benchmarks and the confidentiality of individual responses combine to induce accurate reporting. Further, as an additional consistency check, we compared the summary statistics of our dataset with those of Computerworld and Information Week. We found that our dataset displays trends similar to those in these external datasets, reinforcing our belief in the accuracy of our dataset.
One limitation of the data set is that the applicability of asymptotic test statistics for finite sample sizes (16 observations for 1991) cannot be taken for granted. As we are testing hypotheses involving the parameters of a 2-equation system whose disturbances are related, the use of asymptotic test statistics is necessary. This would not be the case if we knew a priori the disturbance covariance matrix. But, as is often the case in practice, we do not. Therefore, we are faced with the familiar but often ignored question from asymptotic distribution theory of how large our sample size must be for the asymptotic results to hold. In other words, we must determine how large our sample size should be for the finite test statistic to well approximate its asymptotic limit.
We answer this question by conducting a Monte Carlo simulation. Our model is the 2-equation SUR system in which each equation has the same set of regressors. For various sample sizes, we generate normally distributed disturbances and choose values for the parameters and the explanatory variable that are consistent with our data. We then compute the dependent variable, estimate the system, and perform the Wald test, which yields a test statistic that is asymptotically chi-squared with one degree of freedom under the null hypothesis. This procedure is replicated 100 times. We compute the Kolmogorov-Smirnov (K-S) test statistic to test the null hypothesis that the sample distribution is equal to the chi-square distribution. We then repeat the procedure in multiple groups of 25, each time computing a mean of the K-S statistic. This results in a sample of means of the K-S statistic, which, after appealing to the central limit theorem, are distributed normally and can be used to conduct hypothesis tests comparing the mean of this sample to the tabled critical value of the test statistic. We find that for a sample size of 5, all values of the sample of means exceed the K-S critical value, so we reject the null hypothesis that the distribution of the sample data does not differ from the chi-square distribution. However, for a sample size of 15, only 6% of the distribution exceeds the critical value. Using a simple test of means, we reject the null hypothesis that the population mean equals the critical value at the 95% significance level. Thus, we cannot reject the overall null hypothesis that the distribution of the sample data does not differ from the chi-square distribution at any reasonable level of confidence. Therefore, we can proceed with asymptotic test statistics for each year in our data set.
Analysis of Data

Regression Results
We first test for homotheticity of the production function using the two alternative specifications discussed in §2. Recall that both the CES and the Cobb-Douglas production functions are homothetic. Thus, retaining the null hypothesis of homotheticity places them in the set of possible production functions.
The results for the first specification (Equation 4), in which the ratio of personnel to hardware budget shares is regressed on a constant and total IS budget, are presented in Table 2 . The benefit of the single equation model is that the finite t-test can be used. We observe from Table 2 that, for every year, the test statistic corresponding to the total IS budget variable is too small to reject the null hypothesis of homotheticity at any reasonable level of significance. Thus, the coefficient on IS budget is statistically equal to zero and the null hypothesis of homotheticity is retained. The coefficient of determination is less than 0.05 in all cases, which indicates that the model has little explanatory power, as is expected when it is hypothesized that the coefficient of the single independent variable on the right-hand side is statistically equivalent to zero. The constant term is an estimate of the labor-capital ratio and is similar in magnitude to that plotted in Figure  2 -it is roughly constant ranging from 1.77 to 1.88 through 1992, then rises modestly in 1993 and again in 1994.
The second specification (Equation 5) is a system of two equations in which the natural logarithm of hardware and personnel are regressed using SUR on a constant and the natural logarithm of total IS budget. A separate equation is estimated for each year. We also include an industry sector dummy to account for potential differences between manufacturing and service sector firms. Recall that this system shares the ability of the first specification to test for homotheticity. However, from an estimation standpoint, in contrast to the first specification, these test statistics are asymptotic, not finite. The results are presented in Table 3 . All three test statistics for the null hypothesis of homotheticity show that the deviation between the restricted and the unrestricted model for every year in the study is insufficient in magnitude to cast significant doubt on the null hypothesis. Accordingly, we cannot reject the null at any reasonable level of significance and the null hypothesis of homotheticity is retained, an inference that is consistent with the specification of Equation (4). Moreover, we find that the industry sector coefficients are not significant, indicating that, at least in the context of this model, the two groups of firms do not differ. This may be an indication that a finer grouping of firms is necessary to infer such differences. Another feature of Table 3 to note is that in almost every case the constant term is insignificant. The two exceptions are the constant term for the hardware equation in 1991 and 1992, which are negative and significant at the 99% confidence level. Mathematically, we might expect that pairs of constants for each of the first four years would have a difference of roughly 0.6 to be consistent with the results of the estimation of Equation (4). 7 However, the result of insignificant constant terms makes sense intuitively, as zero budget outlay would yield zero allocation to both hardware and personnel.
By retaining the null hypothesis of homotheticity within each year, we have shown that the CES and the CD production functions both potentially describe the technological constraints facing firms. Next, we turn our attention to the third specification, given by Recall that for this model P/H ‫ס‬ exp(C p ‫מ‬ C h ) under the null hypothesis. tion (6), which enables us to determine which of the two obtains. This system is an extension of the previous model, with the addition of dummy variables to account for changes in slope and intercept for each year. In this way, we are able to determine if there are no changes in slope from year to year, i.e., the budget shares are constant with time. As explained in §2, evidence of the constancy of budget shares would imply the Cobb-Douglas production function. Once again, we used SUR to estimate Equation (6). Regression results for the third specification are presented in Table 4 .
Results are similar to the previous specification. As before, both constant terms are insignificant. In addition, the three test statistics-F, Wald, and Likelihood Ratio-are too small to enable rejection of the null hypothesis. Thus, we retain the null hypothesis of constant budget shares, supporting the notion of a constant elasticity of substitution of unity, consistent with the Cobb-Douglas production function. Since the CES production function would yield changing budget shares with time, this key result enables us to rule it out in favor of the Cobb-Douglas production function. Qualitatively, this result means that the ratio of the dollars spent on hardware to those spent on personnel does not change over time.
As the research questions examined in this paper are formulated such that failure to reject hypotheses is consistent with our theory, the statistical power of the tests is an important consideration. Baroudi and Orlikowski (1989) argue that "studies with high power that find insignificance provide strong support for the decision not to reject the null hypothesis." Consequently, we would like to minimize Type II error so that the likelihood of retaining the null when it is indeed true is as high as possible. However, unlike the uniform nature of the level of significance in the case of the Type I error, statistical power is dependent upon the "effect size," namely the degree to which the test statistic deviates from the null. The larger the effect size, the larger is the power, as it becomes increasingly easier to detect that the null does not hold. For a given statistical test, given a sample size, the size of the test, and the effect size, Cohen (1988) provides tabled values of power. Alternatively, power curves facilitate the determination of the sensitivity of power with respect to each parameter.
For many common statistical tests such as tests of means, regression coefficients or ANOVA, it is not difficult to construct or find power curves in the literature. In these cases the distribution under the alternate has either the same basic distribution with a different parameter or a noncentral distribution with a well-developed infinite series expansion. For the case of Equation (4), we use power curves as reported in Neter et al. (1985) and Cohen (1988) to determine that our power exceeds 0.75 for medium effect sizes in accordance with recommended guidelines of 0.7-0.8 and greater for "good" power (Cohen 1988) .
In contrast, for the case of the two-equation systems of Equations (5) and (6) there are no well-developed tests of power in the literature as distributions under the alternate are analytically intractable and approximation methods are required. Therefore, we conducted a straightforward simulation exercise to shed some light on the power of these models. We generated the dependent variable Q using the CES function with inputs of hardware and personnel budget, estimated the models of Equations (5) and (6), and tested whether the null hypothesis, equivalent to Cobb-Douglas production, is retained. We adjusted the parameter that distinguishes Cobb-Douglas from CES and repeated the previous steps. For each value of this parameter, we replicated the experiment 250 times. Results indicate that for a substitution coefficient close to unity we retain in all cases. As we move further away from unity, rejections become more numerous. In summary, the results of our simulation exercise suggest that it is unlikely that power is problematic for the models of Equations (5) and (6) given the size of our data set. Thus, we can be reasonably confident that the null hypothesis is retained correctly for the models estimated herein.
The result of the estimation and hypothesis testing of Equation (6) is significant from both a managerial as well as a theoretical standpoint. First, it provides strong evidence that in the face of decreasing hardware prices per unit of performance, managers are indeed substituting away from labor in such a way as to maintain constant budget shares over time. Given that the prices of hardware per unit of performance are decreasing rapidly, while those of personnel are increasing (slowly or rapidly) over time, the phenomenon of constant budget shares over time implies that the capital-labor ratio measured as the ratio of units of hardware to units of personnel for any level of output is increasing over time. Thus, a 20% reduction in the price of hardware relative to personnel would be accompanied by roughly a 25% 8 increase in the input ratio of hardware to personnel. An increasing quantity ratio of hardware to personnel indicates the occurrence of substitution in production. Theoretically, this result enhances the validity of the use of the Cobb-Douglas production to model the production of information services.
Limitations
In this section we discuss the limitations of our analysis. We assess the impact of potential changes in technology and in the relative prices of key inputs on the 8 The change in the ratio of the inputs is equal to 1/(1-% change in relative price). applicability of our results. We also reflect on the implications of modeling assumptions and evaluate other potential explanations for the observed phenomenon.
Our main result is that information systems environments can be characterized by the Cobb-Douglas production function, consistent with the phenomenon of constant budget shares of hardware and personnel over time, even as the unit price of hardware relative to personnel decreases rapidly. Our empirical findings are based on six years of information systems budget data, though similar results are found in aggregatelevel studies over longer periods (Gurbaxani and Mendelson, 1987 , 1990 , 1992 . It is possible that longer time series or more recent data may exhibit different trends. It is useful, therefore, to assess the applicability of our results to information systems environments more generally. For example, we consider whether our results can be expected to hold for new technology platforms or in the face of different price trends.
When changes in production technologies occur, it is indeed possible that the nature of production shifts, so current models may no longer be appropriate. This raises two related issues: Whether production will still be characterized by the Cobb-Douglas production function as technologies evolve, and what the trend in the optimal hardware-personnel ratio will be. It is our considered opinion that the essential trade-offs between hardware and personnel in the information systems environment that lead to their substitutability will continue to exist. This is indicated by the appropriateness of the Cobb-Douglas model not just for the period of this study, but in longer studies at the aggregate level that have included substantial changes in technology platforms.
Accordingly, while we cannot predict the exact form of the production function with certainty, we think that, in the near term, it is unlikely that the production function characterizing the production of information services will have an elasticity of substitution that is significantly different from unity. For example, if future production can be characterized by a CES production function with an elasticity of substitution of 0.95 (1.05) rather than unity, we would expect to see a slowly decreasing (increasing) share of the hardware budget in place of the current phenomenon of constant budget shares. It should be pointed out, however, that even if production continues to be consistent with the Cobb-Douglas production function, it is possible that the parameters of the function will change so that the optimal factor shares are different. Similarly, the overall level of investment can increase or decrease. Qualitatively, as long as the unit prices of hardware continue to decrease at a faster rate than the unit prices of personnel, information systems managers are best served by aggressively pursuing opportunities for substitution.
One important aspect of this analysis is whether the phenomenon of constant budget shares will maintain if price trends are substantially different from those observed in this study, with no significant changes in production technologies. Theoretically, Cobb-Douglas production implies that budget shares are independent of relative prices and the phenomenon ought to continue. However, this result assumes that managers can rapidly adjust their production processes to exploit any given price trend. Clearly, in the short run, a manager is constrained by production commitments, existing technology platforms, and technical possibilities for substitution. When price trends are reasonably predictable, as is the case here, managers can take these into account in their long-range plans. On the other hand, if there is a sudden spike in the price of an input, e.g. personnel, it is possible that the factor shares will increase in favor of personnel in the short run until the production process can be adjusted to once again exploit substitution possibilities.
We have modeled the information systems production process as a function of two inputs, hardware and personnel. Clearly, as discussed above, the production process for information services has a third inputsoftware, which includes software tools and applications software. The substitution of hardware for labor is achieved both directly and through the use of software tools. Conceptually, the acquisition of software tools can be viewed as a form of capital expenditure. Correspondingly, software tools could be modeled as a third input, or by combining the category with hardware. Indeed, in our analysis, systems software that is bundled with hardware is already included in our hardware expenditure category. Purchased application software, on the other hand, can be conceptualized as a substitute for software development personnel.
Unfortunately, the purchased software category in our data does not distinguish between software tools and applications software. However, we do know that applications software constitutes a much larger component of the purchased software category.
We considered combining the purchased software category with personnel. However, since the data also included purchases of software tools, we chose to conduct the analysis with hardware and personnel. For robustness, we repeated the analysis combining purchased software and personnel expenditures; the results were similar. Given the relatively small magnitude of purchased software compared to personnel in the period considered in this study, this finding is not surprising.
Finally, we consider whether the observed budget phenomenon is the outcome of a focus on improving efficiency or is reflective of organizational inertia inherent in a budgeting process. It should be emphasized that information systems budgets have increased substantially in the period of analysis: both hardware and personnel budgets have grown during this time. We believe that this increase gives managers considerable flexibility in changing the relative allocation of the budgets. Given that our results are based on theory that is borne out by the data, we feel confident that the process reflects a focus on maximizing the efficiency of the information services production process.
Concluding Remarks
This paper determines the nature of production possibilities facing firms in their provision of information services. By using time-series data at the firm level spanning six years, we show that hardware and personnel factor shares are constant with time, implying unitary and constant elasticity of substitution, which is consistent with Cobb-Douglas production. Although previous studies have determined that the CobbDouglas production function obtains at the aggregate or economy level, this does not imply that this form of production obtains at the firm level. Thus, the results of this study provide strong justification for the use of the Cobb-Douglas production function in studies of information systems production conducted at the firm level. Moreover, when combined with results of previous studies (Gurbaxani 1996) , the additional property of constant returns to scale can justifiably be imposed.
From an information systems research standpoint, the results are important for several reasons. First, production models of the information systems environment provide considerable insight into the nature of the production process. Moreover, these models are often utilized in other studies. Our results provide researchers with a theoretical basis for modeling the production of information services. For example, previous empirical studies of the productivity of information technology at the firm level have assumed Cobb-Douglas production (cf. Hitt and Brynjolfsson 1996) . Our results show that their assumption is reasonable and increase our confidence in their results. Had our results indicated that the CES form obtains at the firm level, this would not be the case. Another salient benefit arises due to the ease with which the Cobb-Douglas function is estimated relative to the CES. Thus, the validity of using the Cobb-Douglas function and its relatively simple estimation techniques is substantiated by our results.
From a managerial perspective, these results have several significant implications. Two distinct econometric specifications both show that the production of information services is homothetic over the entire sixyear period analyzed in this study. That is, the optimal hardware-personnel ratio is independent of an organization's scale. This implies that as IS organizations grow in size, the optimal hardware-personnel budget ratio remains fixed for any given set of input prices. Further, the result of unitary elasticity of substitution implies that a change in the relative price of hardware to personnel is accompanied by a commensurate increase in the quantity of hardware relative to personnel. The optimal labor-capital budget ratio is estimated to be around 1.87, which is consistent with that found in previous studies (Gurbaxani and Mendelson 1987, 1992) . This is an extremely useful benchmark for managers who are concerned with the efficient use of information systems resources. In addition, the findings of independence of the factor shares of hardware and personnel from prices and scale are important to managers who must plan the ongoing production of information systems services and allocate their IS budgets to the input factors of production in the face of rapidly changing technologies and prices.
There are several promising avenues for further research. One particularly important line of inquiry would be an examination of the tradeoffs in production processes underlying the core activities that constitute information systems, such as applications development and maintenance, and operations. It would also be extremely interesting and important to ascertain the nature of production for information systems services in a highly distributed environment, as is increasingly the case.
