Finally, we should note that the choice of gaussian damping for the memory mechanism is not critical. We experimented with a pure exponential damping getting similar results. This suggests that the dynamic mechanism used to maintain the necessary depth is su ciently strong to cope with the e ects deriving from the choice of di erent damping functions (see Fig. 12 ).
Conclusions
A random search algorithm with adaptive memory has been presented which is characterized by the use of an adaptive gaussian memory for biasing the exploration. The algorithm has been compared to its variant without memory and to traditional techniques in several minimization tasks. Of particular interest is the application to the computation of the minimum eigenvalue of a singular di erential operator on a Hilbert space for which traditional techniques perform badly.
(b) we can e ciently compute the values of at points xj = 2 n j 4K(m) 
This allows the fast computation of H1 and H2 without evaluating the matrix representations of H1 and H2, 2. Given the set fmig such that 0 < m1 < m2; ::::: < mk 1, compute (x;mk) with algorithm of Fig. 1 . The starting point for m1 is given by the known solution for m = 0 of Eq. 18, (x) = 1 (and min = ?2), while for mk with k > 1 the starting point is given by (x; mk?1). We tested this algorithm using n = 64 (there is no signi cant increase in accuracy using higher values of n). The plot of min as a function of m in the interval 0; 1] is reported in Fig. 8 . In Fig. 9 the dynamics of the algorithm with(out) memory are reported. The number of evaluations of T to reduce T( ) under a threshold of 10 ?12 is plotted in Fig. 10 (a single function evaluation takes a few milliseconds on a Data General AViiON 300 workstation). Note the improvement of the algorithm with memory. In these tests a variant of the algorithm (B. Caprile and F. Girosi, personal communication) was used: the algorithm makes use of the direction of the polarization vector (D of eq. 2) to e ect the rst random choice:
An appropriate name for the modi cation would be copysign. This turns out to be a (minor) improvement as the test f(x + D) < f(x) (see First shot block of Fig. 1 ) is more frequently true thereby reducing computation. The distribution of the number of successful rst-shot trials minus the number of successful second-shot trials is clearly symmetric around 0 if no sign information is used while it shifts towards an higher value of rst-shot trials using the copysign variant (see Fig 11) . to spurious local minima. In the next section we brie y introduce a task in which the computation of gradient information can be considered unfeasible. In such a case, algorithms based on gradient (or Hessian) information are useless while stochastic algorithms can still be fruitfully applied. 
is of relevance in theoretical physics. It describes the energy spectrum of a free particle on a 2-dimensional Riemannian manifold which stems from a eld theory called nonlinear -model 5]. In this context we are interested in nding the minimum eigenvalue as a function of m. An analytical solution of Eq. 16 is unknown 4] and a numerical approach is needed.
Because sn(x; m) has poles in the points x = 0; x = 2K(m) many traditional techniques can solve the problem only with low accuracy or within a very limited range of m.
The direct application of our algorithm to the minimization of the associated Rayleigh functional of Eq. 9 would present the same problems. These di culties can be removed by the following transformation: A possible strategy, the Levenberg-Marquardt method 13], 17], is based on the use of gradient information. This method is a mix of rst order (gradient) and second order (Hessian matrix) strategies. More recently, a strategy based on a generalization of simulated annealing to continuous problems 19] has been proposed and successfully applied to this kind of problem. In this section we will provide a comparison between the classical LM method and the two variants of the stochastic algorithm (with and without adaptive memory, within the basic SINGLE mode). To provide a fair basis for the comparison, the algorithms were compared on the same, synthetic data. Multimodal density distributions were generated by choosing at random a set of parameters for a given number of gaussians and by adding random noise to the resulting linear combination. The algorithms were then started with evenly spaced gaussians, whose coe cients were set to the y value at the center position and whose s (i.e. Gk= p 2) were set equal to half the width of the center spacing. A set of 100 distributions, speci ed with n = 256 values and normalized to n, was generated for each of three experiments (using 2, 3, 4 gaussians). The performance of the algorithms is gauged by the average 2 and the number of iterations used in the computation.
The computational burden of a single iteration for the two variants of the stochastic algorithm is approximately the same, and smaller than that of the LM method (whose iterations comprise the computation of the Hessian matrix limited to the rst order derivatives of y(xi; B; E;G) and the inversion of a 3 n matrix, n being the number of gaussians used for the interpolation). Inspection of Table I reveals that the variant with memory produces solutions of the same quality of the algorithm without memory with a lower number of iterations. On the average, both variants of the stochastic algorithm provide better solutions than the LM method. This is due to the latter algorithm getting stuck into wrong local minima. The higher computational weight of random search is balanced by the increased robustness of the algorithm of the quadratic forms was at the origin O: the iterations were stopped when kxkk 10 ?3 where xk represents the location of the probe at the k-th iteration. The proposed algorithm appears to be superior when highly asymmetrical quadratic forms are considered.
Computation of the Rayleigh coe cient
It is natural to ask how well random minimization can perform whenever a not strictly quadratic form must be minimized. A typical benchmark for minimization routines is the computation of the Rayleigh coe cient of a positive de nite quadratic form A (corresponding to its minimum eigenvalue):
Random search with memory has been tested on this task using high dimension forms (n = 100) and its performance is reported in Fig. 6 . minimization process to bias the random search and increase the e ciency of the algorithm.
Stochastic minimization with adaptive memory
The random search algorithm presented in the previous paragraph makes no use of the already e ected movements. The introduction of the double shot strategy introduces only a very limited, strictly local memory, yet it was found to be extremely e ective in improving the search performance 18], 21]. It is quite natural to look for a way of introducing a more global memory. Another important issue is that the algorithm should adapt to the e ective amount of information which can actually be used. The mechanism we devised is a sort of adaptive memory. The algorithm keeps track of the successful (downhill) steps and uses them to give an estimate of the direction it should take. As the memory should be adaptive (to cope with varied landscapes) both the number of steps to be considered and the way they are combined to obtain an estimate of the direction should exhibit a dynamic behaviour controlled by the shape of the function to be minimized. We experimented with a simple memory and prediction scheme. The evolution of the minimization process can be naturally timed by the evaluations of the function to be minimized. All of the successful steps are then marked with time and stored in a circular bu er. The size of the bu er represents an upper limit on the amount of usable memory. The information stored in the bu er is used for the computation of a biased step D(ti) in the following way:
The two variables that characterize the memory of the algorithm are: the ampli cation factor the span of the memory Due to the shape of the gaussian function the memory can be considered, in practice, as having limited support. Other functions instead of the gaussian could be used (see Section 4.4 where exponential and gaussian memory shapes are compared).
Memory, as represented by the vector ( ; ), is increased or decreased according to whether it helps in minimizing the function or not. The algorithm is described with a ow chart in Fig. 1 .
The proposed algorithm belongs to the class of local search methods (see 20] for a basic introduction). Iterated application of the algorithm with starting points uniformly distributed over the search domain becomes a method for global optimization. The next sections will present four minimization tasks on which the algorithm has been successfully applied. Caprile-Girosi algorithm presented in 21], shows that the expected performance of this algorithm is also very poor in such cases. The asymmetry of the function to be minimized has a severe impact on the possibility of getting a lower value by randomly looking in a neighborhood. Typical trajectories of the probe point (using Eq. 1) for the algorithm with and without memory are reported in Fig. 2 . The probe without memory moves very slowly because the scope of the random search is kept very small to ensure an high probability of generating a downhill step. The trajectory exhibited by the algorithm with memory is remarkably di erent: the algorithm accumulates information on the promising direction and nally, when enough information is gathered, a major downhill step can be effected. When the available information is no longer useful the memory is reset and the cycle is restarted.
The correlation between the amount of memory and speed of minimization can be seen in Fig. 3 . The different variants of the algorithm have been compared on 30 quadratic forms, obtained from Eq. 1 by random rotation in the plane and the results are reported in Fig. 4 . The performance of Conjugate Gradient (in the PolakRibiere form 17]) is added to provide an absolute gauge. Adaptive step size methods converge at a linear rate depending on the dimension: N = Kn (4) where n represents the dimension of the search space, N is the number of function evaluations necessary to get to the minimum with a prescribed accuracy and K is a constant that depends on the algorithm. An heuristic justi cation is given by Solis and Wets 20]. Di erent random search techniques can then be compared by means of the linear constant they exhibit. The comparison of the componentwise (SINGLE) modality of our algorithm to the algorithm of Solis and Wets is reported in Fig. 5 for di erent conditioning numbers R of the quadratic forms (randomly oriented with respect to the coordinate axes). The minimum Stochastic Minimization with Adaptive Memory R. Brunelli and G. P. Tecchiolli Istituto per la Ricerca Scienti ca e Tecnologica I-38050 Povo, Trento, ITALY Abstract| In this paper a non-deterministic minimization algorithm is presented. A common feature of random search algorithms is that little or no use is made of information on the local structure of the function to be minimized. While this can be justi ed when the function has a very complicated microstructure, it results in an unnecessary loss of e ciency when the landscape is smooth but anisotropic. To overcome this de ciency we propose a random minimization algorithm with adaptive memory: the algorithm decides by itself how much of the information gathered through the process of minimizing the function can be successfully used to guide the search. Extensive experiments (minimization of quadratic forms, computation of the minimum eigenvalue of positive de nite quadratic forms of high dimensionality, eigenvalue computation in Hilbert spaces and tting of data by superposition of gaussians) show that e ciency is increased and that the algorithm is able to adapt quickly to the current landscape.
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Introduction
A wide class of problems to be solved in the scienti c community can be formulated as the minimization of functions. As an overall best algorithm does not seem to exist, it may be useful to develop a minimization strategy able to adapt itself to di erent minimization problems. In this paper we will investigate a variant of the stochastic minimization algorithm presented in 3], 21] (the research was done within MAIA, the integrated Arti cial Intelligence project under development at IRST 16]). A common feature of random search algorithms is that little or no use of information on the local structure of the function to be minimized is made: the algorithm explores the landscape blindly. While this can be useful when the function has a very complicated microstructure, it results in an unnecessary loss of e ciency when the landscape is smooth but anisotropic. A very simple case is given by a long narrow valley such as in the following function:
f(x;y) = x 2 + (100 y) 2
(1)
The minimum can be found easily using conjugate gradient techniques. Other techniques, such as steepest descent, widely used because of its simplicity, perform badly in the presence of a long narrow valley 7]. The main reason being that the information used by the algorithm is strictly local (the gradient) and no information is gathered and used during the minimization process itself. The nondeterministic algorithm proposed in 3], 21] exhibits the same shortcomings. In the next section we will show how the random search can be supplemented with a simple, dynamic memory mechanism, enabling the algorithm to maintain a more global view of the function to be minimized and to use it as a predictive tool in the search for the minimum. After describing the memory mechanism, several problems are considered to demonstrate the increased e ciency of the algorithm over the basic variant. Comparison with classic minimization techniques, such as the conjugate gradient and Levenberg-Marquardt methods are also given to gauge the absolute performance of the algorithm.
Stochastic Minimization without adaptive memory
The algorithm, which belongs to the general class investigated by Solis and Wets 20], was rst proposed by Caprile and Girosi 2] and re ned by the authors 21]. A genetic version by Caprile, Girosi and Poggio, which incorporates ideas from the paradigm of genetic algorithm 11], 8] appeared in 3]. The algorithm is characterized by a random search whose scope is limited by an adaptive hyper-parallelepiped. The domain of the function to be minimized is decomposed as the cartesian product of n linear subspaces and the number of independently adaptive parallelepiped axis corresponds to the cardinality of the partition. The estimate of the minimum is then given by the sum of n vector components, one for each of the partitions. Each component is modi ed in turn by the addition of a random vector whose components have a magnitude limited by the corresponding semi-axis. If the function decreases by moving to the perturbed position, the perturbed point is taken as the new estimate and the axis is doubled. If the function does not decrease, a new point is considered by adding to the original point the reversed perturbation (double shot). Should this succeed, the probe is moved and the corresponding axis is doubled. In case of failure, the point is left unmoved and the axis is halved. Let us recall two of the variants described in 21]:
BATCH : the cardinality of the partition is 1. The domain of the function is not decomposed: the adaptive hyper-parallelepiped changes its volume but not its shape. SINGLE : the cardinality of the partition equals the dimensionality of the function domain (coordinate-wise search). The hyper-parallelepiped is adapted along all of the coordinate axes. The algorithm has been successfully applied to the approximation of functions using an expansion in radial basis functions 2], 3] and to the computation of the minimum eigenvalue of high dimension quadratic forms 21].
It is apparent that the algorithm uses only local information on the minimization landscape. While this is useful in escaping local minima when the function exhibits a fractal microstructure, it results in severe ine ciency whenever the downhill region of space surrounding the probe point is a small fraction of the parallelepiped volume. As pointed out in 21] the problem becomes less severe reducing the search volume, but this adversely a ects the speed of the algorithm. The expected behaviour in such cases is similar to that of steepest descent when applied to a long narrow valley landscape. In the next section we will show how information can be gathered by the algorithm during the
