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Cap´ıtulo 1
Introduccio´n
1.1 Evolucio´n en tecnolog´ıas y el crecimiento del tra´fi-
co de red
La combinacio´n de nuevas tecnolog´ıas de redes de alta velocidad (con capaci-
dades de transmisio´n en el orden de Gigabits por segundo, como Infiniband y
Ethernet 10Gbps) y la capacidad de co´mputo en los procesadores de u´ltima ge-
neracio´n han impulsado el nacimiento de nuevos paradigmas de procesamiento
paralelo y distribuido. Sin embargo, en esta evolucio´n, el disen˜o de los sistemas
operativos de propo´sito general y las arquitecturas de hardware ma´s utilizadas
en servidores, estaciones de trabajo y dispositivos de red han comenzado a dar
sen˜ales de limitaciones con respecto a la escalabilidad.
El crecimiento exponencial en las capacidades de transmisio´n provistas por
los nuevos esta´ndares de red han superado ampliamente, en te´rminos relativos,
el incremento en el poder de co´mputo de la tecnolog´ıa actual de computadoras.
Desde el an˜o 1995 hasta 2002, el estandard IEEE Ethernet ha evolucionado
desde una velocidad ma´xima de 100 Mbps a 10 Gbps, un incremento de dos
o´rdenes de magnitud. Sin embargo, en el mismo per´ıodo la Ley de Moore indica
una mejora de hasta 25 veces en la capacidad de los procesadores, resultando en
una clara diferencia relativa en la evolucio´n de estas tecnolog´ıas. Las soluciones
de capas inferiores de la pila TCP/IP ofrecen capacidades de transmisio´n de
datos lo suficientemente ra´pidas y a costos tan razonables que esta´n dejando
de ser de ser so´lo tecnolog´ıas de comunicaciones para ser usada tambie´n como
tecnolog´ıas de backplane (ya fueron planificadas futuras versiones de Ethernet
a velocidades de 40 y 100 Gbps).
Internet, y las aplicaciones que e´sta posibilita, han transformado a las ar-
quitecturas de los Data Centers, desde un modelo sencillo de u´nico servidor a
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un modelo multi-tier en el cual servidores web, servidores de aplicacio´n, bases
de datos y servidores de almacenamiento trabajan juntos para responder a ca-
da requerimiento de un cliente. Como resultado, la performance general de las
aplicaciones se ha vuelto ma´s dependiente de la eficiencia en las comunicaciones.
El Protocolo de Control de transmisio´n (Transmission Control Protocol o
TCP) es el protocolo ma´s usado para comunicaciones de datos confiables tanto
en Internet como en redes locales. TCP es la capa de transporte en la pila de
protocolos TCP/IP y provee la entrega ordenada y garantizada de los datos a las
aplicaciones corriendo en cada uno de los extremos. E´ste protocolo suele usarse
junto con el Protocolo de Internet (Internet Protocol o IP) que implementa
la capa de red de la pila y provee servicios de enrutamiento entre los nodos
origen y destino. A estos dos protocolos se los suele denominar colectivamente
TCP/IP. Utilizados por primera vez a mediados de la de´cada de 1980, TCP/IP
fue creciendo en popularidad con la evolucio´n de Internet y las aplicaciones
relacionadas. Dentro de los data centers y las redes locales corporativas, TCP/IP
se suele transmitir sobre Ethernet, que provee, entre otras cosas, servicios de
tramas a los protocolos superiores. No so´lo es el protocolo ma´s utilizado en
redes LAN, tambie´n esta´ siendo considerado para redes MAN y WAN.
Ya existen nuevas formas de aprovechar las u´ltimas tecnolog´ıas en telecomu-
nicaciones, tanto en entornos locales como en redes distribuidas geogra´ficamente.
El tra´fico de red se esta´ incrementando drama´ticamente debido a la confluencia
de diversos factores:
• Los negocios esta´n usando las redes para acceder a recursos como el alma-
cenamiento corporativo, que antes se conectaba directamente.
• Los Web Services y la WWW han movido una creciente actividad de ne-
gocios a un paradigma basado en redes.
• El pasaje de mensajes se esta´ volviendo la forma principal de compartir
datos y servicios.
• Los clusters de computadoras se esta´n volviendo la forma ma´s comu´n de
crear recursos de co´mputo de alto rendimiento.
• El volumen de datos ha crecido drama´ticamente debido al uso creciente
de recursos de audio y video, y adquisicio´n de datos en tiempo real (como
las redes de sensores y el tracking de tags RFID).
• El desarrollo de la e-ciencia y las tecnolog´ıas de Grid Computing despla-
zara´n terabytes de datos por d´ıa a trave´s de las redes.
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1.2 Los Problemas actuales del procesamiento de red
El salto repentino en las velocidades de Ethernet desde los 100 Mbps a los
10 Gbps requiere que el procesamiento de TCP/IP en los servidores escalen
proporcionalmente para que las aplicaciones intensivas en el uso de la red puedan
beneficiarse efectivamente de los niveles crecientes de ancho de banda disponible.
Es decir, el desaf´ıo planteado es utilizar el crecimiento del ancho de banda de
red para producir una ganancia proporcional en el rendimiento de la aplicacio´n.
Durante an˜os, mientras crec´ıa la disponibilidad de ancho de banda y mejo-
raba la performance del hardware de red, el poder de co´mputo ofrecido por las
ma´quinas conectadas a la red era suficiente para realizar el procesamiento nece-
sario para enviar y recibir paquetes sin interferir en la ejecucio´n de los procesos
de usuario. Sin embargo, las arquitecturas de hardware y el disen˜o de software
del subsistema de red de las maquinas actuales han comenzado a dar sen˜ales de
ciertas limitaciones con respecto a la escalabilidad en el procesamiento de red.
A continuacio´n se mencionan los factores que han sido identificados como
fuente de overhead importante en el subsistema de red de los sistemas operativos
actuales.
1.2.1 La intrusio´n del sistema operativo
La intrusio´n es un nombre nuevo para un concepto que existe desde que las com-
putadoras basan su funcionamiento en un proceso monitor o sistema operativo,
y representa el overhead introducido por e´ste al realizar sus funciones principales
de virtualizacio´n y proteccio´n de los recursos de la ma´quina. Las interrupciones
por hardware y las system calls implementadas como traps son un ejemplo de
intrusio´n por mecanismo (intrusio´n relacionada con la implementacio´n de las
funciones del sistema operativo). Por ejemplo, en los modelos tradicionales de
drivers para interfaces de red, el procesador es interrumpido por cada paquete
recibido. Sin embargo, las interfaces de alta velocidad pueden recibir miles de
paquetes por segundo, generando miles de interrupciones (y, en consecuencia,
miles de intercambios de tareas) por segundo. A esta frecuencia, las interrup-
ciones por hardware y las system calls que se implementan como interrupciones
programadas se vuelven un mecanismo demasiado costoso. Adema´s de quitarle
ciclos de procesador a la aplicacio´n, las interrupciones asincro´nicas y cambios
de contextos frecuentes, tambie´n causan efectos indirectos como la polucio´n de
la memoria cache y del Translation Lookaside Buffer1 (TLB), lo que incrementa
aun mas el overhead debido al procesamiento de red.
Los sistemas multiprocesadores tienen ma´s probabilidades de sufrir intrusio´n
por mecanismo, ya que la mayor´ıa de los sistemas operativos de propo´sito general
1Los procesadores de la familia x86 incluyen este tipo de cache para acelerar las traducciones
de direcciones lineales a direcciones f´ısicas.
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utilizados en estas ma´quinas, fueron adaptados de una base monoprocesador. Por
lo tanto, adema´s de coordinar el acceso de mu´ltiples aplicaciones independientes
a un u´nico recurso f´ısico, el sistema operativo debe propagar esta proteccio´n a
lo largo de mu´ltiples CPUs. Teniendo en cuenta que se preve´ un incremento en
la disponibilidad de ma´quinas con arquitecturas Chip Multiprocessing (CMP) y
Symmetric Multiprocessing (SMP), el problema planteado so´lo se agudizara´ si
no se realizan las modificaciones necesarias. Se ha demostrado que los actuales
sistemas operativos de propo´sito general no hacen un uso eficiente del hardware
SMP/CMP en el procesamiento de red [11, 4, 20]. Como resultado, se genera
un overhead notable en el tratamiento de las operaciones de entrada/salida
que amenaza con impedir el completo aprovechamiento del ancho de banda
disponible en los pro´ximos an˜os.
Overhead del software
En el modelo cliente-servidor, el disen˜o y la arquitectura del proceso servidor
juega un rol importante para determinar la performance y la escalabilidad del
sistema completo. Para permitir el procesamiento concurrente de requerimientos
de mu´ltiples clientes se disponen de dos alternativas principales: Las aplicaciones
de servicios t´ıpicamente son multi-threaded o multi-process. El modelo multi-
process involucra frecuentes cambios de contextos entre varios procesos y el
uso de primitivas IPC. En el caso multi-threaded, el contexto es ma´s liviano
y la comunicacio´n puede hacerse por memoria compartida, sin embargo, en
servidores que atienden a miles de clientes simulta´neamente el scheduling de
threads puede generar un overhead importante.
Por otro lado, la pila TCP/IP ha sido tradicionalmente implementada por
software como parte del kernel de los sistemas operativos. TCP/IP interactu´a
con las interfaces de red (NICs, Network Interface Controllers) a trave´s de un
driver de dispositivo y se expone a las aplicaciones a trave´s de la interfaz tra-
dicional de sockets. El procesamiento TCP/IP comienza en el hardware de la
NIC y se extiende a trave´s de toda la pila hasta la capa de aplicacio´n. El siste-
ma operativo es el responsable de la alocacio´n y administracio´n de los recursos
compartidos del sistema. El acceso a la NIC, disco y otros dispositivos de E/S es
protegido bajo el control del sistema operativo, el cual tambie´n es responsable
por la planificacio´n de la CPU entre varios procesos que compiten. Sin embargo,
las pol´ıticas en las que se basan el scheduling, la alocacio´n de memoria principal
y otras funcionalidades suelen estar disen˜adas para proveer fairness en un siste-
ma de tiempo compartido, en lugar de maximizar la eficiencia en el movimiento
de datos.
Las system calls representan la interfaz entre el servidor y el kernel, y pro-
veen un mecanismo para que las aplicaciones requieran servicios del sistema
operativo. Una system call t´ıpicamente es ejecutada como un trap (interrupcio´n
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programada por software) la cual causa que la ejecucio´n salte a un punto de
entrada fijo en el kernel. Una vez dentro del contexto del kernel, operaciones
privilegiadas (como acceso a los dispositivos) son realizadas por el sistema ope-
rativo en nombre de la aplicacio´n que lo requiere. Pero antes de que la ejecucio´n
cambie desde el la aplicacio´n al kernel, el estado de la aplicacio´n es salvado, y
luego restaurado justo antes de que la llamada retorne, por lo tanto las system
calls son un mecanismo costoso. Las operaciones con sockets, que permiten a
las aplicaciones realizar operaciones de red, se implementan como system calls
y los datos deben ser copiados desde los buffers de la aplicacio´n a los buffers del
kernel y viceversa. Esta copia agrega costos significativos a todo el proceso.
Interrupciones del hardware
Un servidor intentando transmitir/recibir a velocidades de los enlaces de alta
performance (10 Gbps) debe manejar paquetes de red que se suceden uno detra´s
de otro a un intervalo de tiempo menor que la suma de las latencias producidas
por accesos a memoria principal y computaciones correspondientes. Para com-
plicar las cosas, la mayor´ıa del tiempo de utilizacio´n de la CPU para procesar
paquetes no es productivo. La gran latencia de acceso a memoria principal fuer-
za a la CPU a paralizarse mientras espera que se completen los requerimientos
de datos en RAM (motivo por el cual surgieron las variantes de Simultaneous
MultiThreading, como la tecnologia HyperThreading de Intel).
El procesamiento del protocolo TCP/IP requiere una cantidad significati-
va de recursos del sistema y compite con el tiempo de procesamiento de las
aplicaciones. Este problema se vuelve ma´s cr´ıtico con cargas altas de trabajo
porque:
• La llegada de un paquete resulta en una interrupcio´n asincro´nica lo que
implica una interrupcio´n de la ejecucio´n actual, sin importar si el servidor
dispone de recursos suficientes para procesar completamente el paquete
recie´n llegado.
• Cuando un paquete finalmente alcanza la cola del socket, puede ser de-
sechado porque no hay recursos suficientes disponibles para completar su
procesamiento. El descarte del paquete ocurre despue´s de que una canti-
dad considerable de recursos del sistema hayan sido gastadas en el proce-
samiento del paquete.
Las condiciones anteriores pueden causar que el sistema entre en un estado
conocido como receive livelock (explicado en el cap´ıtulo 6). En este estado, el
sistema consume recursos considerables procesando paquetes entrantes so´lo para
descartarlos ma´s tarde por la falta de recursos necesarios para que la aplicacio´n
procese los datos.
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Figura 1.1: Diferencias relativas en la evolucio´n de las tecnolog´ıas [14]
1.2.2 Accesos a memoria principal y la inefectividad de la me-
moria cache
Otro gran desaf´ıo para el procesamiento TCP/IP es la latencia de la memoria
principal y la escasa localidad de cache en el procesamiento de red. La memoria
principal representa un importante cuello de botella, agregando latencia y gene-
rando ciclos ociosos de la CPU. Adema´s, TCP/IP es lo que se conoce como una
flow application, esto significa que no hay una forma natural de usar la memoria
cache para explotar localidades espaciales o temporales que reduzca la latencia
de los accesos a memoria. La memoria principal y cache de los servidores esta´n
optimizadas para una ejecucio´n eficiente de un amplio conjunto de aplicaciones,
pero el software TCP/IP generalmente exhibe una localidad de cache pobre,
principalmente, porque maneja grandes cantidades de informacio´n de control y
datos que esta´ entrando o saliendo del sistema a trave´s del hardware de red.
Una vez que la NIC recibe paquetes y los coloca en memoria, el software
TCP/IP debe examinar la informacio´n de control que incluye el descriptor y
encabezamiento para cada paquete. Adema´s los datos de la aplicacio´n (el payload
del paquete) deben ser copiados a su destino final. Como el paquete fue colocado
en memoria justo antes, el acceso a estos datos siempre causara´n fallos de cache.
Es decir, las cargas intensivas en E/S de red no demuestran localidad de las
referencias, causando numerosos fallos de cache y por lo tanto gran cantidad de
accesos a memoria principal.
Por ejemplo, el co´digo TCP/IP de Linux puede provocar que la CPU acceda
hasta cinco veces a la memoria RAM para procesar un u´nico paquete [14] y cada
acceso implica una gran cantidad de ciclos de CPU desperdiciados debido a las
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diferencias de velocidad entre la CPU y el acceso a memoria (esto se estudia en
el cap´ıtulo 2).
1.2.3 Buffering y las copias de datos de aplicaciones
Si la aplicacio´n no ha indicado ningu´n destino en el momento en que se reciben
datos, la pila TCP/IP copia los datos entrantes en buffers internos. Luego, se
copiara´n los datos nuevamente en el buffer de la aplicacio´n cuando e´stos este´n
disponibles. Por lo tanto, dependiendo del escenario, puede haber una o dos
copias de datos entrantes.
Cuando se transmiten datos, existe una oportunidad de evitar una copia
transfiriendo los datos directamente desde los buffers de la aplicacio´n a la NIC,
usando Direct Memory Access (DMA). La transmisio´n sin copias en memoria,
universalmente conocida como zero copy ha sido lograda en algunas implemen-
taciones, por ejemplo, incluyendo un servidor web en el kernel Linux, utilizando
la system call sendfile(), a trave´s del mecanismo zero-copy de Solaris, etc.
Las implementaciones basadas en sockets BSD tradicionales, sin embargo,
todav´ıa requieren en el caso general una copia entre los buffers de la aplicacio´n
y el kernel. Estas copias de datos son costosas, especialmente cuando alguno de
los buffers de origen o destino no esta´n en memoria cache. Por este motivo, se
esta´n proponiendo interfaces alternativas de sockets (como se menciona en el
cap´ıtulo 7).
1.2.4 Computacio´n de protocolos
Las pilas de protocolos actuales se basan en algoritmos y co´digo creados en los
primeros an˜os del desarrollo de las redes de datos, con funcionalidad agregada
a lo largo del tiempo. Esto resulto´ en disen˜os e implementaciones no del todo
eficientes, incrementando el tiempo y recursos necesarios para el procesamiento
de cada paquete.
Numerosas publicaciones plantean que las pilas de protocolos utilizadas en
los actuales sistemas operativos han quedado obsoletas [10, 6, 14, 12, 8, 26, 25].
Los problemas estructurales que se presentan en estas implementaciones fueron
heredados, en gran medida, por decisiones de disen˜o volcadas en las primeras
versiones de TCP/IP, pensadas para redes soportadas por medios f´ısicos mu-
cho menos confiables y con velocidades de transmisio´n que representan so´lo una
pequen˜a fraccio´n de los esta´ndares actuales. Adema´s, aunque se han agregado
nuevas funcionalidades a los protocolos originales, en general, estas modificacio-
nes al co´digo se han implementado como adiciones posteriores al disen˜o original,
resultando en una mayor latencia en el procesamiento. Todo indica que es tiempo
de un nuevo disen˜o.
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1.3 El objetivo y la estructura de la tesis
Mientras que los esfuerzos de aceleracio´n de TCP/IP se enfocan en lograr veloci-
dades de comunicacio´n de 10 Gbps, mejorar la eficiencia en el procesamiento de
red es igualmente importante. Algunos estudios han demostrado que el overhead
de procesamiento de red puede ser tan alto como el 77% del uso total de CPU
en servidores Web con arquitecturas SMP [8].
Existe una regla emp´ırica generalmente aceptada que indica que se necesita
1 GHz de procesamiento de CPU para manejar 1 Gbps de tra´fico de red (esta
relacio´n empeora a medida que aumenta la frecuencia de la CPU) [10]. En ser-
vidores con conexio´n multigigabit y una velocidad de reloj t´ıpica de procesador
de 3 GHz, los ciclos de CPU disponibles para las aplicaciones se ven limitados
por el procesamiento de los paquetes de red.
Para evitar los serios problemas de escalabilidad en el futuro, debe mejorarse
dra´sticamente la eficiencia del procesamiento TCP/IP teniendo en cuenta que a
medida que diferentes tipos de aplicaciones (algunas de rendimiento intensivo y
otras altamente sensibles a la latencia) comienzan a utilizar TCP/IP, el proceso
de acelerar y escalar la pila TCP/IP requiere una aproximacio´n balanceada. Las
plataformas de co´mputo del futuro requerira´n procesamiento de protocolos y
paquetes ra´pido y de bajo overhead para alimentar a las interfaces emergentes
de Entrada/Salida (E/S) de alta velocidad.
Las plataformas del futuro tambie´n necesitara´n mayor concurrencia de E/S
para aprovechar completamente la ventaja de los nuevos enlaces de comunicacio-
nes. Se hace necesario tener varias operaciones de E/S ejecuta´ndose concurrente-
mente para utilizar efectivamente el ancho de banda del enlace. Sin embargo, las
aproximaciones convencionales de multithreading del software actual no escala
lo suficiente, agregando overhead por el scheduling y la sincronizacio´n[25].
Existen proyectos, originados tanto en entornos acade´micos como en la indus-
tria, para afrontar los problemas mencionados. Las soluciones que se destacan
han propuesto modificaciones en el codisen˜o de hardware/software, atacando
cada uno de los puntos de´biles del modelo anterior: reduccio´n de accesos a RAM
buscando operaciones zero-copy, implementacio´n por hardware (o firmware) de
cierta funcionalidad en las interfaces de red, reduccio´n de interrupciones de
hardware o su reemplazo por te´cnicas de polling, optimizaciones de las imple-
mentaciones de TCP/IP o su implementacio´n en espacio de usuario, capas de
sockets con sema´ntica asincro´nica para evitar el uso del multithreading, mejoras
en el uso de memoria cache, y alternativas de aproximaciones a la paralelizacio´n
de protocolos de red, entre otros.
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1.3.1 El objetivo
El incremento en la disponibilidad de las actuales ma´quinas SMP/CMP ofrece
la oportunidad de utilizar y distribuir el poder de co´mputo de nuevas formas.
Queda abierto el desaf´ıo para los desarrolladores de software de encontrar la
mejor forma de aprovechar estos recursos.
En la evolucio´n de los sistemas operativos, desde el antiguo disen˜o de kernel
monol´ıtico (pasando por microkernels, exokernels o kernels verticales, y otras
variantes) se ha llegado a lo que se denomino´ como kernel activo. Este nuevo
disen˜o, presentado por Steve J. Muir en el an˜o 2001 [19], plantea un kernel
especializado en procesamiento de red, motivado principalmente por la poca
eficiencia con que los sistemas operativos de propo´sito general realizan este tipo
de tareas en ma´quinas SMP. Su trabajo propone dedicar, de manera exclusiva,
uno o ma´s procesadores a tareas espec´ıficas del kernel, permitiendo que las
aplicaciones de usuario se ejecuten, con la menor cantidad de intrusio´n por
parte del sistema operativo, en el resto de los procesadores. De esta forma, el
kernel deja de ser un proveedor pasivo de servicios para convertirse en un proceso
activo del sistema, y la separacio´n f´ısica de procesos de usuario con respecto a
threads del kernel evita incurrir en el overhead necesario para implementar el
modelo usuario/kernel.
Esta tesis pretende continuar en esta l´ınea de investigacio´n, estudiando la
forma de adaptar el kernel Linux a los altos requerimientos de procesamiento de
red a los que estara´n expuestos los servidores, dispositivos de red y estaciones de
trabajo en un futuro cercano. Para lograr este objetivo, se estudia en profundidad
el codisen˜o hardware/software del subsistema de red en un servidor con placas
de red gigabit Ethernet, arquitectura SMP y el kernel Linux 2.6. Tambie´n se
hacen pruebas de performance y profiling del modelo actual de procesamiento
de paquetes para compararlo con el prototipo propuesto ma´s adelante.
Complementando este trabajo, se analizan los problemas mencionados an-
teriormente y algunas soluciones propuestas por diversos grupos acade´micos y
del a´mbito industrial. En e´ste u´ltimo entorno, el caso que destaca del resto es la
nueva tecnolog´ıa que esta´ siendo desarrollada por Intel, denominada I/O Acce-
leration Technology [14, 15], que utiliza varios de los conceptos mencionados en
los trabajos citados anteriormente.
Finalmente, se propone una modificacio´n al subsistema de red del kernel Li-
nux 2.6 sobre ma´quinas SMP, basa´ndose en las ideas ma´s recientes relacionadas
con la evolucio´n de los kernels. De esta forma, se logra evaluar el efecto de ha-
cer un uso asime´trico de los procesadores en una ma´quina SMP, asignando un
procesador, o un subconjunto de ellos, de manera exclusiva al procesamiento de
red.
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1.3.2 La estructura
A continuacio´n se mencionan los temas abordados en el resto de los cap´ıtulos
de la tesis. En el cap´ıtulo 2 se estudia el hardware involucrado en el proceso
de transmisio´n y recepcio´n de paquetes TCP/IP sobre Ethernet, haciendo hin-
capie´ en los factores que condicionan la eficiencia. El cap´ıtulo 3 introduce los
mecanismos del kernel Linux directamente asociados al procesamiento de red
y resume la secuencia de eventos que suceden en el kernel cuando se env´ıan y
reciben paquetes. En el cap´ıtulo 4 se identifican y clasifican las distintas fuentes
de overhead generado en el procesamiento de red y se mencionan algunas te´cni-
cas que han intentado mejorar ese comportamiento. El cap´ıtulo 5 analiza las
alternativas de paralelizacio´n de protocolos de red e identifica la aproximacio´n
seguida por el kernel Linux y los problemas de escalabilidad que e´sta implica.
El cap´ıtulo 6 explica el concepto de intrusio´n del sistema operativo y compara
las diferentes formas de disen˜o de un kernel con respecto a la eficiencia en el
procesamiento de entrada/salida. El cap´ıtulo 7 menciona las optimizaciones que
se han realizado a la pila TCP/IP y los proyectos ma´s recientes relacionados con
este trabajo. En el cap´ıtulo 8 presenta la modificacio´n al kernel Linux imple-
mentada para este trabajo y se ofrecen los resultados de un conjunto de pruebas
comparativas. Finalmente, la conclusio´n de esta investigacio´n y las ideas para
un trabajo a futuro se mencionan en el cap´ıtulo 9.
Cap´ıtulo 2
El hardware involucrado en las
comunicaciones y los factores que
condicionan la performance
2.1 Introduccio´n
El propo´sito de este cap´ıtulo es el de hacer una introduccio´n conceptual al hard-
ware de comunicaciones utilizado por una gran cantidad de servidores, estacio-
nes de trabajo y algunos dispositivos de red. Se describe el hardware relacionado
con la transmisio´n de datos en un bus Ethernet y su relacio´n con el bus de E/S,
memoria principal y memoria cache, haciendo hincapie´ en las implicaciones de
performance.
Se pospone el estudio del rol de la CPU en el procesamiento de red, ya que
se dedica un cap´ıtulo entero a los temas relacionados con la paralelizacio´n de
protocolos en arquitecturas SMP/CMP, que son el objetivo principal de este
trabajo.
2.2 Network Interface Controllers
Las NICs del tipo Gigabit Ethernet suelen ser dispositivos altamente integrados
y de alta performance para velocidades de transmisio´n de 10 Mbps, 100 Mbps
y 1000 Mbps, generalmente conectados a un bus PCI o PCI-X. Proveen una
interfaz con la CPU basada en registros de estado, comandos on-chip y un a´rea
de memoria RAM compartida, definida durante la inicializacio´n del hardware,
que contiene buffers de datos de transmisio´n y recepcio´n, y los descriptores de
esos buffers.
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El software aloca los buffers e inicializa los descriptores que contienen el es-
tado y los punteros a esos buffers. Luego se le da al hardware el control de la cola
de buffers de recepcio´n, los cuales almacenara´n los datos recibidos desde la red.
Para la transmisio´n, el software mantiene una cola de buffers. Cuando el driver
quiere transmitir un buffer, emite el comando correspondiente al hardware. E´ste
controlara´ el buffer hasta que los datos sean cargados en la memoria fifo de la
NIC (explicado ma´s adelante) para su transmisio´n y luego sera´ liberado para
ser posteriormente desalocado o reciclado por el software.
Las interfaces incluyen un buffer fifo que consiste en memoria on-chip que
provee un espacio de almacenamiento temporal para tramas que son recibidas o
sera´n transmitidas por el controlador Ethernet. Adema´s poseen un controlador
DMA que maneja las transferencias de datos y descriptores entre la memoria
principal de la computadora y la memoria fifo en la NIC. En la recepcio´n, el
controlador DMA transfiere los datos almacenados en el buffer fifo de recepcio´n
al buffer de recepcio´n en memoria principal. La NIC se encarga de leer los
descriptores de memoria y volver a escribirlos en memoria una vez actualizados
con la informacio´n de control correspondiente a los datos recibidos. En el camino
de transmisio´n, el controlador DMA transfiere los datos almacenados en los
buffers en la memoria principal al buffer fifo de transmisio´n de la NIC. Tambie´n
realiza las operaciones necesarias con los descriptores en memoria de los buffers
de datos utilizados.
Este tipo de hardware se suele basar en el mecanismo de interrupciones para
comunicarse con el driver encargado de manejarlo. En las placas ma´s modernas,
se usan te´cnicas para minimizar el nu´mero de interrupciones necesario, por ejem-
plo, recibiendo y almacenando varias tramas antes de interrumpir al procesador,
en lugar de interrumpirlo por cada trama recibida. Ma´s adelante se detalla esta
te´cnica conocida como interrupt mitigation.
Por u´ltimo, y por motivos de performance, en los u´ltimos an˜os se han comen-
zado a trasladar al hardware de la NIC cierta funcionalidad que tradicionalmente
se implementaba por software. El Checksum Oﬄoading es la caracter´ıstica que
permite desentender al software del ca´lculo del checksum IP, TCP y UDP. En
la transmisio´n, se pueden calcular hasta dos checksums para un paquete Ether-
net, t´ıpicamente el checksum IP y el TCP o UDP. En la recepcio´n, el hardware
reconoce el tipo del paquete y realiza el ca´lculo del checksum y el chequeo de
errores automa´ticamente. La informacio´n de checksum y errores es provista al
software a trave´s de los descriptores de recepcio´n, aunque tambie´n existe la po-
sibilidad de filtrar directamente las tramas cuando la verificacio´n de checksum
no es va´lida, evitando procesamiento posterior de la CPU sobre una trama que
finalmente sera´ descartada.
Los controladores Ethernet tambie´n pueden implementar la capacidad de
segmentacio´n TCP para la transmisio´n, normalmente conocido como TCP Seg-
mentation Oﬄoading (TSO) o Large Segmentation Oﬄoading (LSO). El driver
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del dispositivo puede enviar el mensaje completo, como lo recibio´ de las capas
superiores, y el controlador realiza la tarea de segmentar el paquete. Esto redu-
ce la utilizacio´n de CPU para la transmisio´n y es una caracter´ıstica comu´n en
controladores Gigabit Ethernet.
2.3 Tecnolog´ıa de buses de entrada/salida
La ubicuidad de las comunicaciones basadas en TCP/IP ha llevado al subsistema
de red, de ser una caracter´ıstica opcional de los sistemas operativos, a tener un
rol central en el funcionamiento del mismo. Se espera que en un futuro las
operaciones de red sean casi tan frecuentes como el resto de las operaciones
ba´sicas de una computadora.
Sin embargo, las placas de red en las arquitecturas ma´s utilizadas siguen sien-
do consideradas como dispositivos perife´ricos gene´ricos conectados a los buses de
Entrada/Salida esta´ndares. Dado que las prestaciones de estos buses evolucionan
a una velocidad relativamente lenta, su performance suele quedar por debajo de
la performance de la CPU, hardware de red y el ancho de banda disponible. Por
ejemplo, es posible comprar una placa Ethernet 10 Gbps full-duplex, con una
capacidad de transmisio´n bidireccional de 20 Gbps. Pero el ma´ximo rendimiento
teo´rico se limita a 8 Gbps, debido al bus PCI-X (de 64 bit a 133Mhz) usado
por esta placa. Al igual que el cuello de botella de las conexiones WAN suele
estar en la u´ltima milla, en una LAN de alta velocidad el cuello de botella se
encuentra en los u´ltimos mil´ımetros que separan a la NIC de la CPU y memoria
principal.
Mientras que los esta´ndares PCI-X 2.0 y PCI Express esta´n comenzando a
solucionar esta disparidad de ancho de banda, no reducen significativamente la
latencia de comunicacio´n entre la CPU y la NIC, que actualmente es de miles
de ciclos de CPU.
El bus PCI
En 1993 Intel lanzo´ el bus PCI (Peripheral Component Interconnect), el cual
ra´pidamente se convirtio´ en el bus esta´ndar para servidores y ma´quinas de escri-
torio. Sin embargo, ya a mediados de la de´cada de 1990, surgieron dispositivos
que consumı´an ma´s ancho de banda del que PCI pod´ıa ofrecer (por ejemplo, las
placas de video). Con velocidades de reloj de 33MHz y un ancho de datos de 32
bits, el ancho de banda teo´rico total de PCI es de 132 megabytes por segundo.
Aunque el esta´ndar original inclu´ıa la posibilidad de un ancho de datos de 64
bits y revisiones posteriores (PCI 2.2) incrementaron la velocidad del bus a 66
MHz, logrando 532 megabytes por segundo con dispositivos de 64 bits, estas
configuraciones no representaron el caso general en un principio.
2.3. Tecnolog´ıa de buses de entrada/salida 18
PCI-X
PCI-X 1.0 (Peripheral Component Interconnect Extended) fue desarrollado en
conjunto por IBM, HP, y Compaq, y surge en 1998 con la intencio´n de superar los
l´ımites de PCI para soportar las nuevas tecnolog´ıas de gran ancho de banda, tales
como Gigabit Ethernet, Fibre Channel, InfiniBand, SCSI e iSCSI. Esencialmente
es una versio´n ma´s ra´pida de su antecesor, ya que comparten muchos aspectos
de disen˜o e implementacio´n f´ısica. PCI-X duplica la frecuencia lograda por PCI
2.2, obteniendo un bus de 64 bits que transmite datos a 133 MHz. Es decir,
se alcanza una taza de transferencia l´ımite de 1,06 gigabytes por segundo para
dispositivos de 64 bits.
PCI-X 2.0 es una nueva versio´n aun ma´s ra´pida que an˜ade dos nuevas ve-
locidades: PCI-X 266 y PCI-X 533, permitiendo as´ı hasta 4.26 gigabytes por
segundo de capacidad de transferencia (32 veces ma´s ra´pido que la primera ge-
neracio´n de PCI). Otra caracter´ıstica de PCI-X 2.0 es su mayor fiabilidad. Se
ha an˜adido soporte de ECC tanto para las cabeceras como para los datos, ofre-
ciendo as´ı recuperacio´n de errores de un u´nico bit, y deteccio´n de errores en dos
bits.
PCI Express
PCI Express (denominado a veces por su nombre clave 3GIO, por “tercera gene-
racio´n de E/S”) es el sucesor de la tecnolog´ıa PCI. Al contrario que sus predece-
sores paralelos, PCI Express es un sistema de interconexio´n serie punto a punto
capaz de ofrecer transferencias a altas velocidades. Esto refleja una tendencia
en la industria de reemplazar los antiguos buses compartidos paralelos con bu-
ses seriales de alto rendimiento como Serial ATA (SATA), Serial-Attached SCSI
(SAS), HyperTransport, USB y FireWire.
Un link PCI Express consiste en dos canales simplex, cada uno implemen-
tado como un par de transmisio´n y un par de recepcio´n para una comunicacio´n
bidireccional. El ancho de banda de una conexio´n PCI Express puede ser au-
mentado agregando pares entre los dispositivos, desde 2,5 gigabits por segundo
para la implementacio´n 1X, hasta 80 gigabits por segundo para el actual ma´xi-
mo de 32X. La notacio´n 1X y 32X se refiere al nu´mero de links que conforman
la conexio´n.
PCI Express tambie´n incluye caracter´ısticas novedosas, tales como gestio´n
de energ´ıa, conexio´n y desconexio´n en caliente de dispositivos (como USB), y
la capacidad de manejar transferencias de datos punto a punto. Esto u´ltimo es
importante porque permite a PCI Express mover datos entre dos dispositivos
compatibles sin necesidad de que e´stos pasen primero a trave´s del hardware del
host.
En enero del 2007 se anuncio´ la especificacio´n base de PCI Express 2.0, la
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cual duplica la capacidad de transmisio´n pasando de 2,5 a 5 gigabits por segundo
para un link 1X.
2.4 Transferencias entre los dispositivos de E/S y la
memoria principal
Siendo una de las operaciones fundamentales relacionadas con la performance de
red, el movimiento de los datos entre la memoria incorporada en la interfaz de
red y la memoria principal de la ma´quina es uno de los temas que ha merecido
gran atencio´n por parte de los disen˜adores.
Las te´cnicas ma´s utilizadas son Direct Memory Access (DMA) y Program-
med Input/Output (PIO). DMA permite que un adaptador de E/S transfiera
los datos directamente desde o hacia la memoria principal sin que se involucre
la CPU. PIO requiere que el procesador transfiera palabras individuales (t´ıpi-
camente 32 bits) entre la memoria principal y el adaptador de E/S en un loop
programado. Si bien la gran mayor´ıa del hardware moderno se basa en la te´cnica
DMA para esta transferencia, aun se continu´a el estudio de combinaciones de
te´cnicas alternativas.
A continuacio´n se realiza una evaluacio´n comparativa de estas te´cnicas para
el caso espec´ıfico de transferencias de datos de red entre la NIC y la memo-
ria principal, teniendo en cuenta la relacio´n con los distintos componentes que
participan de la transferencia.
Con respecto a la CPU
Con DMA, la NIC directamente lee y escribe la memoria principal sin inter-
vencio´n de la CPU. La CPU so´lo debe indicarle a la NIC en que´ direcciones de
memoria puede leer y escribir (esto lo hace a trave´s de los descriptores menciona-
dos anteriormente). Con esta te´cnica, no ser´ıa necesario almacenar tramas en la
memoria de la NIC, a excepcio´n de algunos bytes que se almacenan en el buffer
fifo, que hace de intermediario entre el enlace de red y el bus del sistema1. DMA
puede trabajar en paralelo con una computacio´n en la CPU, lo cual significa
que la aplicacio´n pierde menos ciclos de CPU por la comunicacio´n. Sin embar-
go, esta paralelizacio´n depende tanto del ancho de banda de memoria disponible
como de la tasa de aciertos de cache de la aplicacio´n, ya que la contencio´n por
el acceso a memoria puede paralizar al procesador en per´ıodos de mucho tra´fico
DMA.
En la te´cnica PIO, la CPU es responsable de mover los datos entre la NIC
y la memoria principal. Para enviar una trama, la CPU entra en un loop donde
1Las placas modernas incluyen, por cuestiones de performance, varios kilobytes de memoria
fifo aunque utilicen DMA.
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primero lee una palabra de memoria y luego la escribe en la NIC. Para recibir
una trama, la CPU lee palabras de la NIC y las escribe en memoria, por lo tanto
la CPU esta´ ocupada durante las transferencias desde o hacia un dispositivo.
Con respecto a los buses de E/S
La mayor´ıa de los buses de E/S dependen del uso de transferencias de bloques de
datos de un taman˜o relativamente grande para lograr un alto rendimiento. Con
DMA, generalmente es posible transferir grandes bloques de datos en una u´nica
transaccio´n del bus, logrando velocidades de transferencia cercanas al l´ımite de
la capacidad del bus de E/S y de memoria principal. Claramente, cuando la CPU
esta´ involucrada en el movimiento de los datos, las unidades de transferencia son
palabras. Por lo tanto, DMA es ma´s eficiente en el uso del bus. Adema´s DMA
requiere so´lo una transferencia por palabra sobre el bus de memoria, mientras
que PIO requiere dos: una lectura a registro y una escritura a memoria. Por lo
que el uso de DMA reduce el tra´fico en el bus de memoria. Con PIO, so´lo una
fraccio´n del ancho de banda ma´ximo es alcanzado.
Con respecto a la memoria principal
Tramas diferentes se ubican en buffers separados, sin embargo, una u´nica trama
podr´ıa ser distribuida entre mu´ltiples buffers. Esta caracter´ıstica es conocida co-
mo scatter-read y en la pra´ctica se utiliza cuando el taman˜o ma´ximo de trama es
tan grande que no resulta eficiente alocar todos los buffers de ese taman˜o. Lue-
go, el sistema operativo utiliza algu´n mecanismo para asociar todos los buffers
que conforman una u´nica trama. Por otro lado, cuando el host tiene una trama
para transmitir, coloca un puntero al buffer que contiene la trama en la lista de
descriptores de transmisio´n. Los dispositivos que soportan operaciones de tipo
gather-write permiten que la trama este´ fragmentada en mu´ltiples buffers en
memoria.
Las tramas a ser enviadas son construidas en etapas, con informacio´n agre-
gada por cada capa de la pila de protocolos. Un mensaje que termina de recorrer
la pila de protocolos y esta´ listo para ser transmitido generalmente consiste en
un buffer que contiene la suma de encabezados de cada protocolo y otro buffer
separado que contiene los datos a ser enviados. La combinacio´n scatter-gather
permite transferencias DMA desde y hacia buffers f´ısicos de memoria no conti-
gua, lo cual ayuda a evitar tener que alocar grandes espacios f´ısicos de memoria y
realizar copias f´ısicas de los fragmentos de una trama. En PIO, el scatter-gather
debe ser implementado por software, con el overhead que esto significa.
Sin embargo, PIO presenta una ventaja importante con respecto a los acce-
sos a memoria principal. Las computaciones que ocurren en el kernel, como el
checksum, pueden ser integradas con el movimiento de datos de PIO, ahorrando
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un acceso a memoria (explicado en detalle ma´s adelante). Esta te´cnica se im-
plemento´ en el kernel Linux con tanto e´xito, que puso en duda la necesidad del
checksum integrado en el hardware[4].
Con respecto a la memoria cache
Con PIO, luego de un movimiento de datos por software desde la NIC a la
memoria principal, los datos estara´n en memoria cache. Esto puede resultar
en una reduccio´n del tra´fico a memoria principal si los datos son accedidos
posteriormente y aun permanecen va´lidos en la cache.
Por otro lado el uso de DMA podr´ıa resultar en una transferencia de da-
tos incorrectos si no se tienen en cuenta las inconsistencias entre la cache y la
memoria principal. La operacio´n DMA obtendra´ datos antiguos de la memo-
ria principal si los datos correctos so´lo aparecen en la cache (so´lo en sistemas
con cache write-back). Se debe proveer la consistencia volcando los datos de
la cache en la memoria principal antes de empezar la transferencia DMA. Un
problema similar ocurre al recibir datos, aunque puede ser evitado con una inva-
lidacio´n de determinadas l´ıneas de cache. El volcado y la invalidacio´n de cache
son operaciones costosas y pueden reducir el rendimiento del sistema de manera
significativa. Afortunadamente y gracias al soporte para multiprocesamiento, las
ma´quinas modernas suelen asegurar la consistencia de cache por hardware.
Conclusiones
Las comparaciones entre DMA y PIO dependen de la arquitectura, el software
y las circunstancias en las que se usan. Aunque DMA puede lograr rendimientos
mayores que PIO y actualmente es el me´todo de transferencia de la gran mayor´ıa
de las NICs para redes de alta velocidad, hay situaciones donde PIO puede ser
ventajoso. Por ejemplo, PIO suele tener un overhead por byte ma´s alto, mientras
que DMA tiene ma´s overhead por transferencia ya que la CPU y la NIC deben
sincronizarse al final de una transaccio´n, y esto generalmente se hace a trave´s
de una interrupcio´n por hardware. Por lo tanto, PIO puede llegar a ser ma´s
eficiente para transferencias cortas y DMA lo es para transferencias largas.
2.5 La latencia de la memoria principal y la inefecti-
vidad de la cache
Al conectar la CPU con la memoria principal, el bus del sistema es el cami-
no cr´ıtico por el cual fluyen los datos de red. Aunque pueden no pasar por el
bus de Entrada/Salida, dependiendo de la arquitectura, los datos de red siem-
pre pasara´n al menos una vez por el bus del sistema para ser almacenados en
memoria.
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Los datos son transferidos entre la memoria cache y la memoria principal
usando bloques de cache de taman˜o fijo. El ancho de banda de memoria principal
disponible para la CPU esta´ limitado por la relacio´n del taman˜o de los bloques y
el tiempo que demanda leer o escribir un bloque de cache. Este tiempo consiste
en la latencia de acceso a memoria, ma´s el tiempo de transferencia de un bloque
de cache.
El costo y la densidad hacen que DRAM (Dynamic Random Access Memory)
sea la tecnolog´ıa elegida para la memoria principal en las computadoras moder-
nas. La performance de DRAM se caracteriza principalmente por su latencia de
acceso, es decir, el tiempo que le lleva colocar el dato en el bus, una vez que
se le presenta una direccio´n al chip. Mientras que la densidad de la DRAM se
ha incrementado drama´ticamente en los u´ltimos an˜os, la latencia de acceso se
ha mejorado so´lo a un 7% anual [18] y no se esperan mejoras importantes en el
futuro cercano. Existen te´cnicas para incrementar la velocidad de transferencia
(DDR, hypertransport, etc), pero e´sto no resulta en un incremento importante
en el ancho de banda a memoria porque la latencia de acceso continu´a dominan-
do mayormente el tiempo de transferencia para un bloque de cache fijo. Para
ser efectivos, los incrementos en velocidad de transferencia de datos deber´ıan ser
combinados con un incremento en el taman˜o del bloque de cache. Desafortuna-
damente, el taman˜o del bloque de cache no puede ser modificado arbitrariamente
sin afectar la tasa de aciertos del sistema de cache.
2.5.1 ¿Por que es un problema la latencia de memoria principal?
El problema fundamental es que los procesadores se esta´n acercando a veloci-
dades de reloj de 4 GHz, mientras que, por ejemplo, el esta´ndar DDR2-800 (la
especificacio´n ma´s ra´pida de DDR2 hasta el momento) indica una frecuencia
de reloj del bus de memoria de 400 MHz, lo que representa efectivamente una
relacio´n de 10 a 1 en velocidades de reloj. Por lo tanto cuando un procesador
necesita un item de dato que no esta´ ubicado en su cache, tiene que esperar diez
ciclos de reloj por cada ciclo del bus de memoria que le tome al chip de RAM
el buscar y enviar los datos. T´ıpicamente, la latencia de acceso a una palabra
en RAM consume varios ciclos del bus de memoria (en particular, el esta´ndar
DDR2 es conocido por sus altas latencias de lectura, que llegan a ser de hasta 9
ciclos del bus de memoria) y luego se requiere tiempo adicional para atravesar el
bus de memoria (en ciertas arquitecturas, como la del Xeon, los datos tendra´n
que pasar por el northbridge y ser ruteados hacia el front side bus, lo que agrega
aun ma´s latencia) hasta el procesador. Esto significa que leer datos de la RAM
puede ocupar el equivalente a cientos de ciclos de reloj del procesador en los
cuales no se realiza trabajo real para la aplicacio´n.
Si el procesador incluye la tecnolog´ıa Simultaneous MultiThreading (SMT),
popularizada por Intel con el nombre de HyperThreading, puede dedicar sus
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recursos a otro thread ejecuta´ndose al mismo tiempo mientras se lleva a cabo
el acceso a memoria principal. Sin embargo, el procesador no puede hacer nada
con el paquete de red que provoco´ el acceso a memoria hasta que se complete
la lectura de datos de memoria principal2. En comparacio´n con una lectura de
memoria, una computacio´n (como decodificar el header de un paquete) ocurre a
la velocidad total del procesador y por lo tanto no suelen implicar un overhead
significativo.
A medida que la frecuencia del procesador crece, el tiempo de co´mputo
decrece pero la latencia de memoria se incrementa en te´rminos de ciclos de CPU
porque la performance de memoria se mantiene pra´cticamente constante.
2.5.2 Accesos a memoria principal de TCP/IP
En general, una aplicacio´n que procesa datos de E/S causa que la CPU lea de
(y posiblemente almacene en) memoria principal cada palabra de una unidad
de datos, potencialmente mu´ltiples veces. El procesamiento de los datos por la
CPU (como, por ejemplo, checksums y copias f´ısicas en memoria) incrementa el
nu´mero de veces que los datos pasan a trave´s del bus del sistema, lo cual reduce
severamente el ancho de banda a memoria3.
El camino de datos de toda transferencia por red involucra al menos tres
accesos a memoria principal. Durante la recepcio´n, la NIC hace una escritura
DMA del paquete en los buffers alocados en memoria principal, luego la CPU lee
los datos y los escribe en los buffers de la aplicacio´n. Durante la transmisio´n la
secuencia es la inversa. En el peor de los casos y dependiendo del taman˜o de los
paquetes con respecto al taman˜o de la memoria cache, se llegan a efectuar hasta
5 accesos a memoria principal. Pueden estudiarse los detalles de los patrones
de acceso a memoria de TCP/IP en [10]. En la misma publicacio´n se plantea
que el ancho de banda de memoria principal en las computadoras modernas de
propo´sito general esta´ en el mismo orden que el ancho de banda de las redes
de alta velocidad emergentes. Incluso se estima que esta situacio´n persistira´ en
el futuro cercano, ya que cuestiones de costo previenen, en general, el uso de
tecnolog´ıas de memoria e interconexiones internas mucho ma´s ra´pidas. Por lo
tanto es necesario minimizar el nu´mero de viajes que los datos de red hacen
entre la CPU y la memoria para evitar el cuello de botella.
2Como se vera´ ma´s adelante, esto es incluso peor en el kernel Linux ya que hay so´lo un
thread de transmisio´n y uno de recepcio´n por procesador o core, para el procesamiento de
todos los protocolos y conexiones de red. Cuando un procesador accede a memoria principal
por un dato de red, se paraliza completamente uno de estos threads.
3El ancho de banda efectivo a memoria para el procesamiento de los datos de red se vera´ re-
ducido a B/N, donde B es el ancho de banda a memoria y N es el nu´mero de veces que los
datos pasan por el bus.
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2.5.3 Inefectividad de la memoria cache
Un sistema de memorias cache incrementa la performance del sistema de co´mpu-
to reduciendo la latencia promedio de acceso a las instrucciones y a los datos.
Tambie´n reduce la contencio´n de los procesadores por el acceso a memoria prin-
cipal, entre ellos mismos y con los dispositivos basados en DMA. La efectividad
de la memoria cache depende de su taman˜o y la organizacio´n y de la localidad
en los accesos de la CPU a la memoria principal.
Pero, como se menciono´, existen factores que limitan la efectividad de la
memoria cache para eliminar tra´fico a memoria principal asociado con accesos
a datos de red. Existen trabajos espec´ıficos que estudian el comportamiento de
cache en el procesamiento de protocolos de red[20]. A continuacio´n se consideran
algunos factores que influyen en este comportamiento:
Planificacio´n del procesador y polucio´n de cache
El scheduling de la CPU puede causar la intercalacio´n entre el procesamiento de
una unidad de datos de red y la ejecucio´n de otros threads. Cuando se retoma el
procesamiento original, las porciones de cache que conten´ıan la unidad de datos
pueden haber sido reemplazadas. Esto se conoce con el te´rmino de polucio´n de
memoria cache. Como se estudiara´ ma´s adelante, la gran cantidad de interrup-
ciones por hardware relacionadas con la red y los eventos que e´stas sen˜alizan
disparan threads que causan el rescheduling del procesador, incrementando los
problemas de polucio´n.
Adema´s, el software de red utiliza colas para comunicar distintas etapas
de procesamiento de un paquete. T´ıpicamente, el encolado ocurre en el l´ımite
usuario/kernel, entre ciertos protocolos, y entre el top half y el bottom half del
manejador de interrupciones (explicado en el pro´ximo capitulo). En el cap´ıtulo
5 se explica por que´ el encolado y la sincronizacio´n en sistemas SMP perjudican
el comportamiento de cache.
Taman˜o de la Cache
Las memorias cache, particularmente las caches on-chip, esta´n limitadas en ta-
man˜o. En la pra´ctica, su taman˜o efectivo se reduce aun ma´s debido a la aso-
ciatividad limitada en las organizaciones de mapeo directo y asociatividad por
conjuntos. Para que los datos permanezcan va´lidos en cache durante una ope-
racio´n que involucra cargar cada palabra en un registro y almacenarla en una
ubicacio´n diferente de la memoria principal, la cache debe ser al menos dos veces
el taman˜o de la unidad de datos. En la pra´ctica, los requerimientos de taman˜o
de la cache son ma´s exigentes, debido a los accesos a otras variables durante
la manipulacio´n de los datos y el acceso a datos globales de una conexio´n. Sin
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embargo, las unidades de datos de red tienden a ser de mayor taman˜o por cues-
tiones de eficiencia (se reducen los costos por paquete, estudiados en el cap´ıtulo
4).
Organizacio´n de la Cache
Las caches que son virtualmente indexadas no requieren una traduccio´n de di-
recciones virtuales a f´ısicas para acceder a los datos cacheados. Con esta apro-
ximacio´n los datos cacheados pertenecientes a pa´ginas virtuales compartidas
no pueden permanecer va´lidos entre los limites de dominios de proteccio´n (ver
cap´ıtulo 4). En otras palabras, los datos deben ser releidos luego de un cambio
de contexto a un dominio de proteccio´n diferente, incluso aunque los buffers de
datos fueran f´ısicamente compartidos entre los dominios. Las caches f´ısicamente
indexadas no presentan este problema.
Pol´ıtica de escritura de cache
Las caches de datos en los monoprocesadores usualmente utilizaban una pol´ıtica
write-though, lo que significa que cada operacio´n de almacenamiento requiere
una escritura en memoria principal. Por lo tanto, muchas escrituras consecuti-
vas, como ocurre cuando se lee y escribe cada palabra de una unidad de datos
en un buffer de memoria principal, hace que el procesador pierda ciclos u´tiles
accediendo a memoria.
Las arquitecturas SMP utilizan otras reglas que aseguran la coherencia entre
las caches y la memoria principal, aunque tambie´n presentan algunos problemas
como se vera´ ma´s adelante.
2.5.4 La regla 1GHz/1Gbps
Existe una regla generalmente aceptada que indica que para alcanzar 1 Gbps
de capacidad de transmisio´n de un enlace se requiere aproximadamente 1 GHz
de velocidad de procesamiento de CPU. Esta regla se ha validado a lo largo
de los an˜os, aunque so´lo para transferencias con paquetes de taman˜os gran-
des. Para transferencias con unidades ma´s pequen˜as, se ha encontrado que los
requerimientos de procesamiento pueden ser 6 o 7 veces mayores.
Incluso peor, existen trabajos[10] que demuestran que el procesamiento de
red no escala proporcionalmente con la velocidad de la CPU. De hecho, el con-
sumo de CPU por byte se incrementa cuando la frecuencia de la CPU es mayor.
Esto ocurre porque mientras crece la velocidad de la CPU, la disparidad entre
la latencia de la memoria y la I/O por un lado, y la velocidad de la CPU por el
otro se intensifica cada vez ma´s.
Como se estudio´ previamente, el procesador debe esperar sin realizar trabajo
mientras accede a la memoria o a los dispositivos de I/O. El tiempo ocioso a esa
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granularidad tan fina no es detectado por el sistema operativo y, por lo tanto,
no se invoca al scheduler. Esos ciclos desperdiciados son contabilizados como si
fuera trabajo realizado y se suman al tiempo de utilizacio´n de la CPU. Tomando
medidas a dos frecuencias de CPU (800 MHz y 2.4 GHz) se ha mostrado que la
performance de red so´lo esta´ escalando en un 60% con respecto al incremento de
la frecuencia. En conclusio´n, a medida que la velocidad de la CPU se incrementa
la regla 1 GHz/Gbps no se mantiene, sino que empeora.
En general, la tecnolog´ıa SMT ayuda a disminuir los ciclos de CPU ociosos
en los accesos a memoria de las aplicaciones con ma´s de un thread de ejecu-
cio´n. Sin embargo, debido a la reducida localidad de las referencias a memoria
principal de las implementaciones de los protocolos y a la granularidad gruesa
con la que se paralelizan los protocolos en Linux (y la mayor´ıa de los sistemas
operativos), la poca performance de memoria principal sigue siendo unos de los
problemas estructurales ma´s importantes en las arquitecturas modernas de las
computadoras conectadas a la red.
Cap´ıtulo 3
El Subsistema de red en el kernel
Linux 2.6
3.1 Introduccio´n
En este cap´ıtulo se discute el procesamiento tradicional que se realiza en una pila
de protocolos de red basada en la sema´ntica UNIX y dirigida por interrupciones
de hardware, como es la pila TCP/IP en el kernel Linux. La arquitectura de
procesamiento de red de Linux se construye como una serie de capas de software
conectadas de manera similar a la arquitectura en capas de la pila de protocolos.
Como se observa en otras partes del co´digo del kernel, el subsistema de red
utiliza un disen˜o orientado a objetos (con las limitaciones propias del lenguaje
C), donde las clases base se especializan para soportar a cada familia de proto-
colos pero utilizan siempre los mismos me´todos (el polimorfismo se implementa
con punteros a funciones). La capa de sockets BSD es la interfaz gene´rica de
sockets tanto para la comunicacio´n por red como para la comunicacio´n entre
procesos. En el caso de TCP/IP se deben invocar a las rutinas de la capa de
sockets INET para efectuar la comunicacio´n usando los protocolos de Internet.
Por otro lado y como sucede en otros subsistemas del kernel Linux, los de-
talles de implementacio´n de los drivers de dispositivos esta´n ocultos del resto
de las capas de red. La pila TCP/IP provee un mecanismo de registracio´n entre
los drivers y las capas superiores, de manera que es posible invocar a la funcio´n
de transmisio´n del driver para una interfaz de red dada sin conocer sus detalles
internos.
Como se menciono´ anteriormente, el objetivo fundamental de este trabajo se
centra en los mecanismos del sistema operativo que dan soporte al procesamiento
de red, mientras que el estudio detallado de la implementacio´n de los protocolos
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involucrados esta´ fuera del alcance de esta tesis. Por lo tanto, antes de describir
los pasos en el procesamiento de red, es necesario mencionar algunos de estos
mecanismos que, como se vera´ ma´s adelante, influyen de manera decisiva en la
eficiencia con que se implementan los protocolos.
3.2 Mecanismos de Linux involucrados en el proce-
samiento de red
A continuacio´n se estudia la forma en que se utilizan algunos conceptos de th-
reading en el procesamiento TCP/IP de Linux. Existe un tipo de thread especial
que procesa los protocolos registrados en el kernel y se ejecuta concurrentemen-
te con los manejadores de interrupciones de los drivers de las NICs. Tambie´n
se presentan algunas estructuras de datos que influyen significativamente en la
forma de procesar el tra´fico de red en Linux.
3.2.1 Interrupciones y funciones diferidas
Dos de los mecanismos esenciales en la implementacio´n del subsistema de red
en el kernel Linux (y en la mayor´ıa de los sistemas operativos modernos) son el
soporte de las interrupciones por hardware y la implementacio´n de las funciones
diferidas en el tiempo, conocidas generalmente como softirqs o bottom halves
(no se deben confundir con las interrupciones por software, tambie´n conocidas
como traps).
Cuando una sen˜al de interrupcio´n llega a la CPU, el kernel debe realizar
ciertas tareas que generalmente son implementadas desde el manejador de esa
interrupcio´n. No todas las acciones a ser realizadas tienen la misma urgencia. De
hecho, el manejador de interrupciones no es un entorno en el que pueda realizar-
se cualquier tipo de accio´n (por ejemplo, no se puede dormir a un proceso). Las
operaciones largas y no cr´ıticas deber´ıan ser diferidas ya que mientras el mane-
jador se esta´ ejecutando, el kernel esta´ en lo que se denomina como contexto de
interrupcio´n (se le llama top half al manejador que se ejecuta en el contexto de
la interrupcio´n, de ah´ı el nombre de bottom half para la otra parte del maneja-
dor) y la CPU que lo ejecuta tiene deshabilitadas todas las interrupciones. Es
decir, los manejadores de interrupciones son no interrumpibles y no reentrantes
(al menos hasta que el propio manejador activa nuevamente las interrupciones).
Esta decisio´n de disen˜o ayuda a reducir la probabilidad de condiciones de ca-
rrera, sin embargo tiene efectos serios en la performance si no se tiene cierto
cuidado 1.
1Algunas implementaciones primitivas de TCP/IP o disen˜adas para entornos embebidos
completan el procesamiento de un paquete entrante en el contexto del manejador de inte-
rrupcio´n. Sin embargo los sistemas operativos modernos suelen utilizar estas capacidades de
threading.
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La cantidad de procesamiento requerido por una interrupcio´n depende del
tipo de evento que se esta sen˜alizando. En particular, los dispositivos de red
requieren un trabajo relativamente complejo: en el peor de los casos2 se requie-
re alocar un buffer, copiar los datos recibidos en el mismo, inicializar algunos
para´metros del buffer para indicar el protocolo de capa dos a las capas supe-
riores, realizar el procesamiento de capas superiores, etc. Por lo tanto, y ma´s
aun con las interfaces de red de alta velocidad actuales, es importante consumir
la menor cantidad de tiempo posible en los manejadores de interrupciones, o el
sistema sufrira´ una perdida de capacidad de respuesta.
Adicionalmente, TCP/IP, como otros protocolos de red, es de naturaleza
asincro´nica. Ba´sicamente, se implementa como una gran ma´quina de estados
basada en un conjunto de timers. La cantidad de tiempo que se necesita para
procesar un paquete y enviarlo a la capa de aplicacio´n depende del protocolo
de transporte y de muchos otros factores. La implementacio´n TCP/IP de Linux
provee buffering a varios niveles o capas, de forma tal que un componente no
retrasara´ a la pila entera. Por estos motivos, es preferible permitir que la pila
TCP/IP procese los paquetes entrantes independientemente del driver.
Aqu´ı es donde el concepto de softirq entra en juego. Incluso si las acciones
disparadas por una interrupcio´n necesitan mucho tiempo de CPU, la mayor´ıa
de estas acciones usualmente puede esperar. Se define una softirq como un re-
querimiento asincro´nico para ejecutar una funcio´n en particular3. Este modelo
permite que el kernel mantenga las interrupciones deshabilitadas por mucho
menos tiempo, y funciona siguiendo estos pasos:
• El dispositivo sen˜aliza a la CPU para notificar de un evento.
• La CPU ejecuta el top half asociado, el cual t´ıpicamente realiza las si-
guientes tareas:
– Guarda en la RAM toda la informacio´n que el kernel necesitara´ ma´s
tarde para procesar el evento que interrumpio´ a la CPU,
– planifica la softirq que se encargara´ de procesar finalmente la inte-
rrupcio´n con los datos almacenados por el manejador,
– y por u´ltimo rehabilita las interrupciones para la CPU local.
• En algu´n momento en el futuro cercano, se chequea por softirqs planifica-
das y se invoca a los manejadores correspondientes en caso de ser necesario.
A lo largo del tiempo, los desarrolladores de Linux han intentado diferentes
tipos de mecanismos de bottom halves, las cuales obedecen a diferentes reglas
(principalmente reglas de concurrencia y de contexto de ejecucio´n). El subsiste-
ma de red ha jugado un rol central en el desarrollo de nuevas implementaciones
2Puede haber optimizaciones para cada uno de estos pasos.
3Actualmente se utiliza la denominacio´n de bottom half para hacer referencia al concepto de
funcio´n diferida, aunque se implemente con otros mecanismos, como las softirqs y los tasklets[7].
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por sus requerimientos de baja latencia, es decir una cantidad mı´nima de tiem-
po entre la recepcio´n de una trama y su entrega a las capas superiores. La baja
latencia es ma´s importante para los drivers de dispositivos de red que para otros
tipos de drivers ya que si las tramas comienzan a acumularse en la cola de recep-
cio´n sin que se ejecuten las softirqs de red, se empezara´n a descartar las tramas
entrantes.
Gran parte del procesamiento de red en el kernel Linux se hace en el contexto
de dos softirqs que se registran en la inicializacio´n del subsistema de red y sera´n
planificadas cada vez que se reciba o se transmita una trama. Estas softirq son
conocidas como: NET TX SOFTIRQ y NET RX SOFTIRQ y sus manejadores
son las funciones net tx action() (tareas relacionadas con paquetes salientes) y
net rx action() (procesamiento de paquetes entrantes). Cuando el kernel debe
manejar gran cantidad de tra´fico de red, ocupa gran parte de la CPU con estas
funciones, por eso es importante conocer los efectos secundarios que producen
estos mecanismos.
Es conveniente mencionar algunas reglas y observaciones importantes con
respecto a las softirq. Primero, se planifican y ejecutan en la misma CPU que
recibio´ la interrupcio´n del dispositivo y, aunque se serializan por CPU, en una
ma´quina SMP puede haber varias activaciones del mismo manejador de softirq
al mismo tiempo en distintas CPU, es decir, deben ser funciones reentrantes.
Por lo tanto, las softirq deben proteger expl´ıcitamente (generalmente lo hacen
con spinlocks) las estructuras de datos a las que acceden.
Como se explica ma´s adelante, el kernel 2.6 tiene una estructura por CPU,
llamada softnet data, que contiene informacio´n de red que debe accederse para
cada trama entrante o saliente (colas, informacio´n de congestio´n, etc), atendi-
da por esa CPU. De esta forma y como las softirq se serializan por CPU, no
necesitan usar mecanismos de proteccio´n para acceder a esta informacio´n. Sin
embargo, se deben proteger los accesos a muchas otras estructuras que son acce-
didas por todas las CPUs, como por ejemplo las estructuras relacionadas con los
drivers de las NICs, las estructuras que representan el estado de una conexio´n
TCP, etc.
Por otro lado, una vez planificadas, los manejadores de softirqs se ejecu-
tara´n cuando el kernel verifique la existencia de softirqs pendientes. Esto se
hace en varios lugares en el co´digo del kernel, por ejemplo, cuando se retorna
de una interrupcio´n por hardware, cuando se reactivan las funciones diferibles
(suelen desactivarse temporalmente por cuestiones de sincronizacio´n), cuando
se despiertan los threads ksoftirqd (explicado ma´s adelante), etc. Por lo tanto,
en situaciones de alto tra´fico de red, estas softirq sera´n intercaladas continua-
mente con los procesos de usuario, incrementando la polucio´n de cache y TLB,
cantidad de cambios de contextos, etc.
Por u´ltimo, generalmente se discute la escalabilidad de este mecanismo. Al
ser serializadas por CPU, las softirq NET RX SOFTIRQ y NET TX SOFTIRQ
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representan los u´nicos 2 contextos en los que se estara´n procesando protocolos de
red por cada CPU. Es decir, cada procesador dispone de un thread de transmi-
sio´n y uno de recepcio´n que se ejecuta intermitentemente, junto con el resto de
las funciones del sistema y los procesos de usuario. Sin embargo, se menciono´ an-
teriormente que una CPU puede estar mucho tiempo paralizada por la latencia
en los accesos a memoria principal y estos ciclos ociosos no son aprovechados
para realizar trabajo u´til sobre otros paquetes. Ba´sicamente, el procesamiento
de paquetes, en una direccio´n (entrada o salida) y por CPU, es secuencial. In-
tel ya esta´ trabajando en una pila que mejora este comportamiento agregando
concurrencia de granularidad mucho ma´s fina [25].
Los threads del kernel y ksoftirqd
Los sistemas Unix tradicionales delegan algunas tareas cr´ıticas, como escribir del
buffer-cache al disco o hacer el swapping de pa´ginas poco referenciadas, a proce-
sos que se ejecutan intermitentemente en background. Los sistemas operativos
modernos utilizan en su lugar threads del kernel, los cuales no necesitan mane-
jar un contexto en modo usuario. En Linux, los threads del kernel se ejecutan
so´lo en modo kernel, mientras que los procesos normales se ejecutan alternati-
vamente en modo kernel y modo usuario. Sin embargo, sigue siendo el scheduler
el encargado de decidir el momento en el que se ejecutara´n estos threads y el
momento en el que dejara´n de ejecutarse para darle lugar a otra tarea.
En particular, existe un grupo de threads del kernel (uno asociado a cada
procesador de la ma´quina, y se los denomina ksoftirqd CPU0, ksoftirqd CPU1,
etc) a los cuales se les asigna la tarea de verificar si existen softirqs que hayan
quedado sin ejecutarse, en cuyo caso se invocan los manejadores apropiados
durante el tiempo permitido hasta que tengan que devolver el control de la CPU
a otras actividades 4 (por ejemplo, si el scheduler ejecutado en la interrupcio´n
del timer marca al thread actual para indicar que ha usado su cuota de tiempo
de ejecucio´n) o hasta que no haya ma´s softirqs pendientes para manejar.
Bajo cargas intensas de red, ba´sicamente se termina delegando al schedu-
ler la funcio´n de intercalar procesamiento de red con el resto de los procesos.
E´sta interferencia no so´lo no es deseable con respecto al usuario, sino que parece
ser una solucio´n no o´ptima desde el punto de vista del scheduling. Cuando las
actividades de red este´n entre las operaciones ma´s comunes de una ma´quina,
como se espera que en un futuro cercano, siempre habra´ procesamiento de red
pendiente y cada posible invocacio´n a un manejador de softirq se hara´ efectiva,
interrumpiendo a la CPU. Pero, incluso peor es el hecho de que el mismo sche-
4La prioridad de un proceso, tambie´n conocida como prioridad nice, es un nu´mero que
va desde -20 (ma´ximo) hasta 19 (mı´nimo). Los threads ksoftirqd poseen prioridad 19. Esto
es as´ı para evitar que softirqs que se ejecutan frecuentemente, como NET RX SOFTIRQ, no
puedan ocupar completamente las CPUs, lo que dejar´ıa sin recursos a los otros procesos.
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duler sera´ el encargado de tomar decisiones de procesamiento de red, que poco
tiene que ver con los patrones de co´mputo de los proceso de usuario que e´ste
planifica, sin hacer ningu´n tipo de distincio´n entre uno y otro.
Como se propone en este trabajo, un kernel asime´trico puede aislar comple-
tamente el procesamiento de red del resto de los procesos. Pero adema´s, resulta
interesante plantear la posibilidad de un scheduler espec´ıfico que realice el tra-
bajo de planificar threads que atiendan conexiones de red, en funcio´n de los
recursos disponibles, las prioridades, las pol´ıticas de QoS, etc., sin interferir en
el funcionamiento del resto de los componentes del sistema.
3.2.2 La estructura softnet data
Uno de las mejoras ma´s importantes para la escalabilidad de red en Linux, fue
la de distribuir las colas de ingreso y egreso de paquetes de red entre las CPUs.
Como cada CPU tiene su propia estructura de datos para manejar el tra´fico
entrante y saliente, no hay necesidad de utilizar locking entre las diferentes
CPUs. La estructura de datos, softnet data, se define de la siguiente forma:
struct softnet_data
{
int throttle;
int cng_level;
int avg_blog;
struct sk_buff_head input_pkt_queue;
struct list_head poll_list;
struct net_device *output_queue;
struct sk_buff *completion_queue;
struct net_device backlog_dev;
}
Incluye campos utilizados para la recepcio´n y campos usados en la transmi-
sio´n, por lo que tanto la softirq NET RX SOFTIRQ como NET TX SOFTIRQ
acceden a ella. La softirq de recepcio´n accede para obtener las tramas recibidas
por la NIC y colocadas en esta estructura por el manejador de interrupciones.
La softirq de transmisio´n la usa para las retransmisiones y para limpiar los buf-
fers de transmisio´n despue´s de efectuado el env´ıo, evitando el hacer ma´s lenta
la transmisio´n por esta operacio´n. Las tramas de entrada son encoladas en in-
put pkt queue (cuando no se usa NAPI, explicado ma´s abajo) y las tramas de
salida se colocan en colas especializadas que son administradas por el software
de QoS (Traffic Control).
En la versio´n 2.5, fue introducido un nuevo mecanismo para el manejo de
tramas entrantes en el kernel Linux, conocido con el nombre de NAPI (por
Nueva API). Como pocos drivers han sido actualizados para usar esta API, hay
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dos formas en que un driver en Linux puede notificar al kernel sobre una nueva
trama:
Con el me´todo tradicional, el driver maneja la interrupcio´n de la NIC y encola
la nueva trama en el miembro input pkt queue de la estructura softnet data de
la CPU que recibio´ la interrupcio´n.
Usando NAPI, cuando una NIC recibe una trama el driver desactiva las
interrupciones y coloca el descriptor de la NIC en la lista apuntada por poll list
de la estructura softnet data correspondiente. En las siguientes invocaciones a
net rx action, cada NIC en la lista poll list es verificada hasta que no haya
ma´s tramas que recibidas, entonces se reactivan las interrupciones. Este me´todo
h´ıbrido logra reducir el uso de CPU en el procesamiento de recepcio´n.
3.2.3 Los socket buffers
Los socket buffers (sk buff) de Linux son estructuras utilizadas por todas las
capas del subsistema de red para referenciar paquetes y consiste en los datos de
control y una referencia a la memoria donde se ubican los datos del paquete. Si
son paquetes salientes, se alocan en la capa de sockets. Si son paquetes entrantes
se alocan en el driver del dispositivo de red.
El pasaje de un paquete de una capa de la pila de protocolos a la pro´xima, se
suele realizar a trave´s de colas que se implementan utilizando listas doblemente
enlazadas de socket buffers.
3.3 El procesamiento de red
El procesamiento TCP/IP puede ser clasificado en tres categor´ıas principales:
procesamiento de la conexio´n, procesamiento de recepcio´n y procesamiento de
transmisio´n.
3.3.1 Procesamiento de conexio´n
El procesamiento de la conexio´n se refiere al establecimiento y terminacio´n de la
conexio´n TCP entre los sistemas finales que se comunican. Una vez que el sistema
establece una conexio´n, la transferencia de datos ocurre sobre la conexio´n a
trave´s de operaciones de transmisio´n y recepcio´n llamadas colectivamente como
data-path processing o fast path.
Suponiendo que una conexio´n ha sido establecida entre dos nodos, a conti-
nuacio´n se describe el procesamiento involucrado en los caminos de comunicacio´n
de recepcio´n y env´ıo.
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3.3.2 Procesamiento de recepcio´n
El procesamiento de recepcio´n comienza cuando la NIC recibe una trama Ether-
net de la red. En la inicializacio´n, el driver provee de descriptores a la NIC, los
cuales esta´n t´ıpicamente organizados en anillos circulares en memoria RAM, y a
trave´s de estos descriptores el driver le informa a la NIC la direccio´n de memoria
del buffer donde se debe almacenar los datos del paquete entrante. Para extraer
el paquete embebido en la trama, la NIC remueve los bits Ethernet y actualiza
el descriptor con la informacio´n del paquete.
La NIC efectu´a una operacio´n DMA para copiar los datos entrantes en este
buffer y, una vez que coloca el paquete en memoria, actualiza un campo de es-
tado del descriptor para indicarle al driver que ese descriptor tiene un paquete
va´lido. Despue´s genera una interrupcio´n para iniciar el procesamiento del pa-
quete recibido a trave´s del manejador de interrupciones de la NIC. E´ste debe
alocar un socket buffer y colocar la trama recibida dentro de esa estructura (o
en lugar de alocar buffers al recibir cada paquete e incrementar el tiempo en
interrupcio´n, los buffers pueden ser pre-alocados y continuamente monitoreados
para asegurarse de que no sean consumidos en su totalidad). Los socket buffers
recibidos luego son encolados en la estructura sofnet data y se planifica la sof-
tirq de recepcio´n en la CPU que recibio´ la interrupcio´n. Cuando el manejador
net rx action() es elegido para ejecutarse, realiza el resto del procesamiento de
los protocolos IP y TCP o UDP, hasta colocar los datos en la cola del socket.
Ya en el contexto de la softirq, el pro´ximo paso es identificar la conexio´n a la
cual pertenece este paquete. TCP/IP guarda la informacio´n de estado de cada
conexio´n en la estructura de datos denominada TCP/IP Control Block o TCB.
Como puede haber muchas conexiones abiertas y por lo tanto muchos TCBs
en memoria, la pila usa un mecanismo de hashing para realizar una bu´squeda
ra´pida del TCB correcto, calculando el valor de hash a partir de la direccio´n IP
y los nu´meros de puerto origen y destino de la conexio´n. Entonces, se actualizan
varios campos en el TCB, como el nu´mero de secuencia de los bytes recibidos y
confirmados.
Si la aplicacio´n ya ha asignado un buffer para recibir los datos entrantes, la
pila TCP/IP copia los datos directamente desde el buffer de la NIC al buffer de
la aplicacio´n. En otro caso, se almacenan los datos en un buffer temporal para
una entrega posterior a la aplicacio´n. Cuando la aplicacio´n hace una llamada a
la system call recv() (o read()), estos datos son copiados a los buffers de la apli-
cacio´n. Realizar una copia de memoria desde un buffer del kernel al buffer de la
aplicacio´n es uno de las operaciones ma´s costosas en tiempo en el procesamiento
de recepcio´n (como se vera´ en el cap´ıtulo 8).
3.4. Identificando componentes del procesamiento TCP/IP 35
3.3.3 Procesamiento de transmisio´n
El procesamiento de transmisio´n comienza cuando una aplicacio´n env´ıa un buffer
de datos a la pila TCP/IP, a trave´s de las system calls send() o write(). La
aplicacio´n pasa como para´metro un id de socket junto con el buffer de datos,
y la pila TCP/IP usa este id de socket para localizar el TCB de la conexio´n.
La pila TCP/IP luego puede copiar los datos de la aplicacio´n en un buffer
interno para prevenir que los datos sean sobreescritos por la aplicacio´n antes
que sean enviados. La system call de env´ıo retorna en este punto. Mientras
el sk buff atraviesa las capas de protocolos, se va agregando la informacio´n
correspondiente.
Cuando el taman˜o de ventana del receptor indica que es tiempo de transmitir
datos, la pila TCP/IP divide los datos acumulados en segmentos MTU (Maxi-
mum Transfer Unit). Un MTU es t´ıpicamente de 1460 bytes en LANs Ethernet.
Luego se computa el header para cada segmento, 20 bytes para TCP y 20 bytes
para IPv4, y se concatenan los segmentos con los headers.
Primero se verifica si el socket buffer esta´ dividido en un conjunto de frag-
mentos5 y si la interfaz soporta E/S tipo Scatter/Gather. Si lo primero es ver-
dadero y lo u´ltimo es falso, es necesario linealizar el paquete. Luego se analiza
si el paquete necesita checksum y si la interfaz puede calcular el checksum por
hardware y, en caso de ser necesario, se realiza el ca´lculo por software.
Eventualmente, dependiendo de la disciplina de colas utilizada en ese mo-
mento, el estado de la cola y del scheduler de tra´fico activo, se invoca a la funcio´n
de transmisio´n del driver correspondiente. Esta funcio´n normalmente coloca el
socket buffer en una cola privada al driver y emite el comando de transmisio´n a
la NIC, el cual se ejecutara´ asincro´nicamente, efectuando una operacio´n DMA
desde el buffer en memoria RAM hasta la memoria FIFO en la NIC, y sera´ su-
cedido por una interrupcio´n de hardware para que, finalmente, el driver pueda
liberar recursos y realizar las tareas de mantenimiento necesarias (generalmente
esto se hace en la softirq net tx action()).
3.4 Identificando componentes del procesamiento TCP/IP
Como se muestra en la figura 4.1 (adaptada de [22]), se pueden identificar cinco
componentes distintos en el procesamiento tradicional de TCP/IP mencionado
anteriormente. Es interesante tener presente esta divisio´n funcional por varios
motivos. Por un lado, nos permite identificar con precisio´n la fuente del overhead
generado por las operaciones de red. Pero au´n ma´s importante para este trabajo,
es tener la posibilidad de plantear diferentes alternativas de distribucio´n del
procesamiento de los componentes entre CPUs. En el cap´ıtulo 8, donde se explica
5un socket buffer segmentado consiste en un u´nico encabezamiento IP y una lista de frag-
mentos que los usara´n
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el prototipo implementado, se vera´ que algunos componentes del procesamiento
TCP/IP se hara´n de manera exclusiva en un procesador dedicado a tal fin.
Figura 3.1: Componentes del procesamiento TCP/IP
• Procesamiento de interrupciones: El componente de procesamiento de la
interrupcio´n incluye el tiempo que toma manejar las interrupciones de la
NIC e invocar las transferencias DMA, tanto en la transmisio´n como en la
recepcio´n. En el camino de recepcio´n, una interrupcio´n es elevada cuando
una trama arriba a la interfaz y en la transmisio´n el hardware indica con
una interrupcio´n que el env´ıo se completo´, entonces el driver libera o recicla
el sk buff utilizado en la operacio´n.
• Recepcio´n inferior: El pro´ximo componente es el procesamiento de recep-
cio´n que comienza al obtener los paquetes de la estructura softnet data y
continu´a hasta encolarlos en la cola del socket. No incluye el tiempo que
toma copiar los datos desde el socket buffer al buffer de la aplicacio´n. Una
vez que el procesamiento de la interrupcio´n se completa, el manejador de
la softirq de recepcio´n, net rx action(), desencola paquetes de la cola de
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ingreso y los pasa al manejador de paquetes apropiado (packet handler).
En el caso de TCP/IP, el manejador de paquetes es es la funcio´n ip rcv().
Se completa el procesamiento de recepcio´n IP y se invoca al protocolo de
transporte en tcp rcv(). Luego se encola el sk buff en la cola del socket
apropiado.
• Recepcio´n superior: Aqu´ı se explica la porcio´n de la recepcio´n que copia
los datos al buffer de la aplicacio´n. Luego que los datos alcanzan la cola
del socket, y cuando la aplicacio´n invoca a la system call recv() o read(),
los datos son copiados en los buffers de la aplicacio´n desde el buffer del
kernel. Si la aplicacio´n invoca a recv() antes que haya datos disponibles en
el socket, la aplicacio´n es bloqueada y posteriormente, cuando los datos
arriban, se despierta al proceso.
• Transmisio´n superior: Este componente se refiere a la porcio´n del procesa-
miento de env´ıo que copia los datos del buffer de la aplicacio´n al buffer en
el kernel. Cuando la aplicacio´n invoca a send(), se traduce en una llama-
da a la funcio´n tcp sendmsg(), la cual aloca un sk buff, se construyen los
headers TCP e IP y luego copia los datos desde el buffer de la aplicacio´n.
Si los datos son ma´s grandes que el MSS (Maximum Segment Size), los
datos son copiados a mu´ltiples segmentos TCP. Alternativamente, varios
buffers de datos pequen˜os pueden ser empaquetados en un u´nico segmento
TCP.
• Transmisio´n inferior: Este componente se refiere al procesamiento de trans-
misio´n realizado luego de copiar los datos al buffer del kernel. Esto incluye
calcular el checksum (aunque existe la posibilidad de combinar el ca´lculo
del checksum con la copia desde el espacio de usuario) y agregar infor-
macio´n espec´ıfica de TCP a los headers. Dependiendo del estado de la
conexio´n TCP, y los argumentos a la system call send(), TCP hace una
copia de todo, alguna parte, o nada de los datos para posibilitar futuras
retransmisiones. Luego se invoca la funcio´n de env´ıo IP, ip queue xmit(),
la cual agrega valores espec´ıficos del protocolo (incluyendo el checksum
IP). Finalmente el paquete esta´ listo para ser transmitido y se agrega a la
cola de salida de la interfaz.
Cap´ıtulo 4
Clasificando los costos del
procesamiento de red
4.1 Introduccio´n
En te´rminos generales, existen dos tipos de overhead en el procesamiento de
entrada/salida de red. Uno es el data-touching overhead (DTO) o costo por
byte y el otro es non data-touching overhead (NDTO) o costo por paquete. A
continuacio´n, denominare´ operaciones DTO a aquellas que generan costo por
byte y operaciones NDTO a las que generan costo por paquete.
Las operaciones DTO, como el checksum y copias por software, contribuyen
a aumentar el tra´fico de memoria porque cada byte de datos necesita recorrer el
bus de memoria al menos una vez. Por ejemplo, el checksum requiere que cada
byte sea le´ıdo de la memoria y la copia requiere que cada byte sea le´ıdo de una
fuente en memoria y escrito en un destino en memoria. Las operaciones NDTO
principalmente involucran procesamiento de CPU, lo cual incluye procesamiento
de protocolos, cambios de contexto, manejo de interrupciones, manejo de buffers,
etc. A continuacio´n, se mencionan estos tipos de overheads profundizando en
aquellos generados por mecanismos propios del sistema operativo.
4.2 Operaciones DTO
4.2.1 Transferencia de datos entre dominios de proteccio´n
Los mecanismos de proteccio´n de recursos en los sistemas operativos requieren
transferencias de datos entre diferentes dominios de proteccio´n. En el caso ma´s
simple, un flujo de datos de E/S es usado por una u´nica aplicacio´n corriendo
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sobre el kernel de un sistema operativo monol´ıtico tradicional. En general, cier-
tos procesos de usuario adicionales, como manejadores de ventanas, servidores
de multimedia, o los procesos servers de un sistema operativo basado en una
arquitectura de microkernel (estudiado en el cap´ıtulo 6) pueden introducir ma´s
l´ımites de proteccio´n que los datos de E/S debera´n cruzar en su camino.
La copia de datos por software, como una forma de transferir datos a trave´s
de los l´ımites de proteccio´n, profundiza el problema del cuello de botella de
memoria, por lo tanto es esencial realizar esta operacio´n de manera eficiente.
El disen˜o de una operacio´n de este tipo puede ser analizado basa´ndose en los
siguientes factores: su sema´ntica, el modelo de transferencia, el me´todo de trans-
ferencia y las estructuras de datos utilizadas.
Existen tres modelos para transferir datos entre dominios:
• En el modelo de copia, los datos son copiados de un dominio al otro, es
decir, la copia original se preserva en el dominio de origen luego de la
transferencia. Es sema´nticamente simple y flexible, aunque dif´ıcilmente se
pueda implementar eficientemente.
• En el modelo de movimiento, los datos son removidos del origen y colo-
cados en el dominio destino. En este modelo, el dominio origen pierde el
contenido del buffer luego de la operacio´n (debera´ hacer copias privadas
si las necesita).
• En el modelo compartido, luego de la transferencia, ambos dominios tienen
acceso a los mismos datos. Cualquier modificacio´n hecha a los datos por
uno de los dominios sera´ visible por el otro.
Por otro lado, existen dos me´todos para la transferencia de datos entre do-
minios:
• El me´todo de transferencia f´ısica involucra un movimiento de datos en
memoria f´ısica (mover cada palabra de los datos desde la memoria f´ısica
del dominio origen hacia la memoria f´ısica del dominio destino). E´ste es
un me´todo flexible ya que la granularidad de la transferencia es de un byte
(o una palabra) y, por lo tanto, se pueden transferir datos desde cualquier
ubicacio´n y de cualquier taman˜o hacia cualquier lugar en la memoria.
Sin embargo presenta una desventaja fundamental: un gran overhead en
tiempo y espacio. La transferencia f´ısica de una palabra implica dos accesos
a memoria.
• El me´todo de transferencia virtual involucra el movimiento de los datos en
memoria virtual. En otras palabras, la transferencia mapea una regio´n en
el dominio de destino con las pa´ginas f´ısicas que contienen los datos a ser
transferidos y que ya esta´n mapeadas en la memoria virtual del dominio
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origen. A estas pa´ginas se las conoce como pa´ginas de transferencia. En
transferencias virtuales, la granularidad de la transferencia es una pa´gina
f´ısica. Los datos transferidos deben estar contenidos en una o ma´s pa´ginas
de transferencia exclusivamente y estas pa´ginas no deben contener otros
datos.
Por razones de privacidad, el kernel debe limpiar (llenar con ceros) la porcio´n
no usada de una pa´gina recie´n alocada como pa´gina de transferencia y e´sto
puede ser sustancialmente costoso. Ya que la unidad de transferencia es una
pa´gina completa, la direccio´n de los datos de destino debe estar en el mismo
offset relativo al l´ımite de la pa´gina. Adema´s el taman˜o del espacio de destino
debe ser el taman˜o del nu´mero de pa´ginas transferidas, el cual normalmente es
mayor que el taman˜o de los datos. El uso parcial de las pa´ginas de memoria
requerira´ ma´s pa´ginas por dato de red, resultando en un mayor consumo de
memoria f´ısica, mayor overhead de alocacio´n de pa´ginas (y su remapeo) y mayor
demanda de l´ıneas de TLB.
La transferencia f´ısica normalmente es aplicada al modelo de copia. Una al-
ternativa es la copia virtual o movimiento virtual. La copia virtual, segu´n el
modelo, mapea una regio´n en el dominio de destino con las pa´ginas de transfe-
rencia, mientras que no afecta al mapeo con estas pa´ginas en el origen. Si los
procesos en ambos dominios so´lo leen los datos, la copia virtual es una solucio´n
aceptable. Si alguno de los dominios intentara modificar los datos, ser´ıa nece-
sario realizar una copia f´ısica de la pa´gina que contiene los datos para que las
modificaciones no afecten los datos del otro dominio. Esta te´cnica es conoci-
da como Copy-On-Write o COW y se usa actualmente en el kernel Linux, por
ejemplo, para diferir en el tiempo la copia del espacio de direccionamiento de
un proceso padre al proceso hijo cuando se invoca a la llamada fork().
El movimiento virtual desvincula las pa´ginas de transferencia de la memoria
virtual del dominio de origen y las mapea en el dominio de destino. A dife-
rencia de la copia virtual, no es necesario implementar COW, con lo cual este
mecanismo es relativamente sencillo.
Tanto el movimiento virtual con el remapeo de pa´ginas, como la copia virtual
con COW requieren una implementacio´n cuidadosa para lograr una latencia
aceptable. Ya que pra´cticamente todo sistema operativo moderno emplea un
sistema de memoria virtual con dos niveles (algunos con tres; en Linux e´sto
depende de la arquitectura), los remapeos requieren la modificacio´n tanto de
las tablas de pa´ginas de bajo nivel y dependientes de la ma´quina, como de las
estructuras de alto nivel independientes de la ma´quina (llamadas directorios
en Linux)1, adema´s de las actualizaciones necesarias en las tablas de la TLB.
1Existe una te´cnica denominada Lazy Page Remapping que actualiza las estructuras de alto
nivel durante el remapeo y so´lo modifica las tablas de pa´gina de bajo nivel en el manejador de
fallos de pa´gina.
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El tiempo que le lleva cambiar a modo kernel, tomar los locks necesarios para
manipular estructuras de datos de la memoria virtual, modificar los mapeos (tal
vez a diferentes niveles) para cada pa´gina, realizar las acciones de consistencia
necesarias con la TLB y con la cache, y volver al modo usuario representa una
limitacio´n importante a estas soluciones.
En el modelo compartido, la memoria virtual compartida hace que se asocien
regiones en el origen y en el destino a las mismas pa´ginas de transferencia y de
manera esta´tica. Como todos los dominios tienen acceso de lectura y escritura
a estas pa´ginas existen varios problemas: principalmente aquellos relacionados
con la seguridad y el hecho de que no siempre es posible evitar las copias f´ısicas
(por ejemplo si los datos no son consumidos inmediatamente o si fuera necesario
transferirlos hacia otro dominio, entonces deben ser copiados f´ısicamente desde
la regio´n compartida a otro destino).
Por otro lado la transferencia debe organizarse de alguna manera conocida
por los distintos dominios, y esta organizacio´n tambie´n puede requerir copias
f´ısicas afectando a la performance. Por ejemplo, si se utiliza la regio´n compartida
como un buffer no estructurado y los datos a transmitir se representan en una
estructura auto-referenciada (como un a´rbol o una lista enlazada), puede ser
necesario copiar f´ısicamente los datos para linealizar la informacio´n en un arreglo
contiguo en memoria f´ısica.
Sin embargo, tambie´n es posible utilizar estructuras de datos ma´s complejas
para implementar la regio´n compartida. En estos casos los datos transferidos no
son almacenados en un arreglo simple con lo cual el dominio de destino debe
conocer los me´todos para acceder a los datos, de acuerdo con las estructuras
utilizadas (esto puede transmitirse como parte de los datos). Adema´s, si los
datos contienen punteros a direcciones virtuales, es necesario una traduccio´n al
nuevo espacio de direcciones del destino.
Una solucio´n intermedia es la que se conoce como datos semiestructurados,
que consiste en punteros a arreglos no estructurados de datos. Por un lado no
requiere la operacio´n previa de linealizacio´n y, aunque tiene punteros asociados,
e´stos no esta´n embebidos en los datos por lo que pueden ser localizados ra´pi-
damente para una posible traduccio´n. Adema´s el me´todo de acceso suele ser
conocido con lo que no es necesario transmitirlo como parte de la transferencia.
Por u´ltimo los datos semiestructurados suelen ser altamente compatibles con
las operaciones scatter-gather para transferencia DMA con el dispositivo de red.
Linux ofrece un conjunto de llamadas al sistema que utilizan esta te´cnica para
el intercambio de datos entre el espacio de usuario y el kernel.
4.2.2 Application Programming Interfaces
La API que el kernel ofrece al espacio de usuario define la base de los servicios y
operaciones que el sistema operativo provee a los procesos. En particular, define
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la sintaxis y sema´ntica de las operaciones exportadas por el kernel, llamadas
normalmente system calls. Los buffers para entrada/salida de datos aparecen en
esta definicio´n como argumentos a las operaciones. La sema´ntica de pasaje de
para´metros definida por la interfaz puede tener un impacto significativo en la
eficiencia de la transferencia de datos entre el kernel y la aplicacio´n.
Conside´rese, por ejemplo, las system calls de UNIX read() y write(). Estas
operaciones especifican un argumento puntero que referencia a la direccio´n de
un buffer contiguo en el espacio de direccionamiento de la aplicacio´n, y un ar-
gumento entero que representa el taman˜o del buffer. Las aplicaciones pueden
elegir cualquier direccio´n en su espacio de direccionamiento, sin restricciones en
el taman˜o y la alineacio´n del buffer. La sema´ntica de estas operaciones especifica
que los datos son copiados desde y hacia el buffer de la aplicacio´n durante la
operacio´n. Esto es, durante una operacio´n read() el buffer de la aplicacio´n es
sobreescrito con los datos de entrada, y luego de que se completa una operacio´n
write() la aplicacio´n es libre de reusar el buffer.
La representacio´n de bajo nivel de los buffers de datos y la sema´ntica de las
operaciones read y write hacen que sea dif´ıcil lograr una implementacio´n que
evite la copia f´ısica de los datos por los siguientes motivos.
En primer lugar, todas las te´cnicas basadas en memoria virtual para trans-
ferencias entre dominios operan a una granularidad de pa´gina. Si la primera y
u´ltima direccio´n del buffer del usuario no esta´n alineadas con los l´ımites de pa´gi-
nas, el sistema debe tomar recaudos con respecto a las porciones de la primera
y u´ltima pa´gina de transferencia que no esta´n ocupadas por el buffer. Esto se
explico´ previamente en este cap´ıtulo.
Por otro lado, la sema´ntica de la operacio´n write() permite que el proceso de
usuario modifique el buffer inmediatamente despue´s de que la llamada retorna.
Por lo tanto el sistema debe o bien copiar la pagina afectada o bloquear al
proceso hasta que el sistema operativo concluya la operacio´n con los datos de
salida. La u´ltima aproximacio´n puede degradar la tasa de transferencia efectiva
de E/S, aun cuando evite la copia, porque impide el solapamiento de E/S con
procesamiento de la aplicacio´n.
Finalmente, las system calls read() y write() especifican un u´nico buffer
de datos contiguo. Los datos que arriban a un dispositivo de red suelen ser
distribuidos en memoria principal por cuestiones de performance (por la funcio´n
de scatter-read, mencionada en el cap´ıtulo 2) o debido a la fragmentacio´n de
paquetes de red. Si una operacio´n read() especifica una cantidad de datos que
involucra a varios fragmentos en memoria del kernel, la copia f´ısica para linealizar
el buffer de datos en la memoria de la aplicacio´n es inevitable.
En resumen, tres problemas se asocian con las system calls tradicionales de
Unix, read() y write(), relacionados con evitar las copias de datos en memoria
principal. Estas system calls permiten buffers de datos con una alineacio´n y ta-
man˜os arbitrarios, requieren buffers de datos contiguos y tienen una sema´ntica
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de copia. Afortunadamente, ya se esta´n planteando APIs alternativas orienta-
das a incrementar la eficiencia en su operacio´n. En el cap´ıtulo 7 se presentan
algunas de estas ideas, relacionadas principalmente con la posibilidad de realizar
operaciones asincro´nicas (no bloqueantes), vectorizadas (utilizando ma´s de un
buffer de datos por operacio´n) y utilizando memoria compartida entre el kernel
y el espacio de usuario.
4.2.3 Manipulacio´n de datos
Son computaciones en las cuales se inspecciona y posiblemente modifica cada
palabra en un paquete de red. Si consideramos so´lo el rendimiento end-to-end,
la manipulacio´n de datos principalmente involucra al checksum. Sin embargo,
se suelen realizar manipulaciones ma´s complicadas y costosas como conversiones
en la capa de presentacio´n, encriptacio´n, compresio´n, deteccio´n y correccio´n de
errores, etc. La manipulacio´n de datos puede realizarse por hardware o software.
El soporte por hardware puede reducir la carga de la CPU y, cuando se integra
apropiadamente, logra reducir el tra´fico de memoria. Un ejemplo es el checksum
soportado en hardware. Sin embargo, como se ha comprobado recientemente (y
se explica ma´s adelante), los beneficios de esta solucio´n no son tan importantes
como se pensaba.
Las manipulaciones de datos de red por software t´ıpicamente acceden a los
datos de manera independientemente una de otra ya que generalmente son par-
te de distintos mo´dulos de software que incluso pueden residir en dominios de
proteccio´n separados (kernel, servers, aplicaciones). Las referencias a memoria
resultantes tienen poca localidad y, por lo tanto, requieren que los datos sean
le´ıdos y escritos en memoria principal desaprovechando los beneficios de la me-
moria cache. Es por esto que se han intentado nuevas formas de implementar
estas manipulaciones de datos de red, como se estudia en el cap´ıtulo 7.
4.2.4 Transferencia de los datos desde la NIC a la memoria prin-
cipal utilizando la te´cnica PIO
Como se estudio´ en el capitulo 2, esta te´cnica implica la participacio´n de la
CPU para el movimiento de cada palabra de datos entre un origen y un destino.
El hardware moderno suele utilizar DMA como te´cnica principal, aunque se
continu´an evaluando las ventajas y desventajas de estos me´todos en diferentes
situaciones y arquitecturas.
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4.3 Operaciones NDTO
4.3.1 Creacio´n y manipulacio´n de buffers de red
Se incluye en esta categor´ıa a la manipulacio´n de varias estructuras de datos
necesarias para la operacio´n del subsistema de red. Principalmente, se pueden
mencionar la alocacio´n y edicio´n de diferentes tipos de buffers (por ejemplo, los
socket buffers mencionados en el cap´ıtulo 3) y colas (como las colas de defrag-
mentacio´n IP y colas de las interfaces de red).
Los protocolos de red como TCP/IP reciben, transmiten y procesan datos
en paquetes independientes de un taman˜o relativamente pequen˜o. En el peor
de los casos, los sistemas operativos deben alocar buffers de memoria para los
paquetes a medida que estos son recibidos, y deben liberar los buffers a medida
que los paquetes son transmitidos, con una frecuencia cada vez mayor, segu´n
se incrementan las velocidades de transmisio´n. La alocacio´n de memoria es un
factor fundamental en la performance de toda pila TCP/IP, por lo tanto, el
esquema de alocacio´n de memoria debe estar basado en un me´todo flexible y
de baja latencia. La mayor´ıa de las implementaciones TCP/IP tienen un meca-
nismo de alocacio´n de memoria que es independiente del sistema operativo, sin
embargo, los desarrolladores de Linux adoptaron una aproximacio´n diferente.
La forma ma´s simple de alocacio´n se podr´ıa implementar a partir de un
esquema de heap, pero esto tiende a generar fragmentacio´n externa. Cuando
los buffers son ra´pidamente alocados y liberados, el espacio de memoria puede
verse fragmentado en pequen˜as secciones, con lo que el tiempo requerido para
buscar un buffer disponible empeorara´. Algunas implementaciones TCP/IP so-
lucionan el problema de la fragmentacio´n usando un sistema separado de buffers
de taman˜os fijos para la pila TCP/IP, como algunas variantes de BSD.
Linux utiliza un me´todo de alocacio´n de memoria llamado Slab Allocation.
Este me´todo fue introducido en el sistema operativo Solaris 2.4 y se utiliza para
alocar memoria en todos los subsistemas del kernel, y no u´nicamente para buf-
fers de red. El sistema slab se organiza en caches espec´ıficas llamadas slab caches
y hay una por cada estructura importante en el kernel. Cuando se utiliza para
la alocacio´n de buffers de red, la slab cache tiene ventajas sobre los me´todos
alternativos[7, 13]. Es menos tendiente a la fragmentacio´n, es ma´s eficiente en
tiempo y hace mejor uso de la memoria cache. Adema´s, cuando un buffer es
desalocado se devuelve a la slab cache de la cual se obtuvo entonces, como cada
cache es espec´ıfica para un propo´sito, los campos comunes de las estructuras a
alocar pueden ser pre-inicializados. Esto incrementa la eficiencia notablemente,
ya que los sockets buffers son estructuras complejas que contienen spinlocks,
contadores de referencias, y otras estructuras embebidas que requieren iniciali-
zacio´n.
Por otro lado, ya que las operaciones de edicio´n de buffers ocurren frecuen-
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temente en la pila TCP/IP, e´stas son un componente importante en el estudio
de la performance. La edicio´n de buffers (que se diferencia de la manipulacio´n
de datos) puede ser expresada como la combinacio´n de operaciones para crear,
compartir, separar, concatenar y destruir buffers. Cuando se implementan inge-
nuamente, estas operaciones pueden requerir copias f´ısicas. Afortunadamente,
en los sistemas operativos modernos se suelen usar (siempre que sea posible)
punteros para implementar las operaciones de edicio´n, por lo tanto el manejo de
buffers se considera como parte del NDTO.
4.3.2 Operacio´n del sistema operativo
Estos costos son los que ma´s atencio´n reciben en este trabajo, sin embargo,
su ana´lisis se distribuye a lo largo de todos los cap´ıtulos. En esta categor´ıa se
incluye el overhead de las system calls y la capa de sockets, el costo de la sincro-
nizacio´n, el tiempo necesario para dormir y despertar procesos, las operaciones
de scheduling de softirqs, el manejo de interrupciones, etc. En general, se mi-
den globalmente estos costos (adema´s de otros) con una me´trica conocida como
intrusio´n del sistema operativo (estudiada en el cap´ıtulo 6), y son los motivos
por los cuales se esta´n comenzando a plantear alternativas de disen˜o de sistemas
operativos teniendo en cuenta los requerimientos de las redes de alta velocidad.
4.3.3 Operaciones espec´ıficas de los protocolos
Son los costos generados por aquellas tareas como calcular los campos de los
headers, mantener el estado del protocolo, verificar que existe una ruta para
una conexio´n, etc. Aunque TCP es un protocolo complicado, se ha afirmado
que puede soportar altas velocidades si se implementa correctamente. Se intenta
demostrar que no es el algoritmo propuesto por el protocolo sino su implemen-
tacio´n el factor limitante con respecto la eficiencia y escalabilidad. Sin embargo,
la implementacio´n de TCP requiere un soporte fundamental del sistema opera-
tivo, por lo que los mecanismos de e´ste esta´n ligados directamente a la eficiencia
lograda por el protocolo.
4.4 Costos DTO versus costos NDTO
Como se indica en [16], el costo de las operaciones DTO y NDTO escala diferente
con respecto al taman˜o de los paquetes. El costo DTO crece linealmente con el
taman˜o de los paquetes y el costo NDTO se mantiene constante. Por esta razo´n
se estudia el uso de paquetes de mayor taman˜o para amortizar el costo por
paquete. Un ejemplo pra´ctico de este concepto es el uso de tramas Ethernet de
gran taman˜o en redes de alta velocidad, como se propone con las denominadas
Jumbo Frames (explicadas en el cap´ıtulo 7). A su vez, un mayor taman˜o de
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paquete incrementa el costo DTO, y por lo tanto la latencia, por lo que es
necesario encontrar el taman˜o o´ptimo.
Figura 4.1: Distribucio´n de los costos de procesamiento de TCP/IP
Aunque durante mucho tiempo los trabajos de investigacio´n se enfocaron en
reducir los costos DTO, e´stos son ma´s importantes cuando se consideran ta-
man˜os relativamente grandes de paquetes. Sin embargo, cuando se consideran
los costos agregados generados en el procesamiento de paquetes con una dis-
tribucio´n de taman˜os similar a la de una situacio´n real, el costo NDTO puede
consumir una gran parte del tiempo de procesamiento.
Si se tiene en cuenta que la mayor´ıa del tra´fico TCP y UDP en una LAN
tradicional se constituye de mensajes pequen˜os, de 200 bytes aproximadamen-
te, y los paquetes IP que viajan a trave´s de las WANs no suelen superar los
580 bytes[16], se vuelve imperiosa la necesidad de estudiar en profundidad las
alternativas para reducir los costos NDTO. La conclusio´n importante para este
trabajo es que se destaca la importancia de comprender y reducir el overhead
generado por las operaciones y los mecanismos propios del sistema operativo, co-
mo el scheduling y sincronizacio´n de threads y procesos, el me´todo de alocacio´n
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de memoria, la capa de systems calls, el manejo de interrupciones, etc.
Cap´ıtulo 5
La escalabilidad de TCP/IP en
Linux para arquitecturas SMP
5.1 Introduccio´n
Las arquitecturas paralelas existentes en la actualidad ofrecen una forma de
resolver los altos requerimientos de procesamiento que implican el env´ıo y re-
cepcio´n de datos a altas velocidades. Desde hace tiempo, SMP es el esta´ndar
en servidores de alta performance, sin embargo, u´ltimamente tambie´n se ha co-
menzado a evaluar el uso de este tipo de arquitecturas en dispositivos de red
dedicados, como routers y switches.
Luego de an˜os de desarrollo orientado al enrutamiento de tra´fico basado en
hardware, los proveedores de routers han adoptado plataformas de propo´sito
general como la base para sus sistemas. Se esta´n utilizando procesadores de red
(Network Processors) en los routers y gateways de comunicacio´n, en lugar de
ASICs (Application-Specific Integrated Circuits) con funciones fijas, debido a
que el u´ltimo no tiene la flexibilidad necesaria para manejar la complejidad que
implican los dispositivos de u´ltima generacio´n. Intel esta´ apostando fuertemente
a esta tecnolog´ıa y ofrece una l´ınea completa de procesadores de red1. Estos
componentes aprovechan, desde hace tiempo, la potencia de ca´lculo que ofrecen
las arquitecturas CMP y SMP (por ejemplo el procesador IXP 1200 de Intel
incluye 16 nu´cleos de procesamiento).
Entonces, asumiendo que tanto los clientes como los servidores y dispositi-
vos de red estara´n construidos sobre este tipo de arquitecturas, se han estudiado
las formas de paralelizar el procesamiento de los protocolos de red de manera
1http://www.intel.com/design/network/products/npfamily/index.htm
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eficiente. El software de un subsistema de comunicacio´n generalmente consiste
en las funciones de protocolos (como manejo de conexiones, control de flujo, seg-
mentacio´n/ensamblado de paquetes, etc) y los mecanismos del sistema operativo
(como la administracio´n de los threads/procesos, manejo de eventos asincro´ni-
cos, buffering, etc) que soportan la implementacio´n y ejecucio´n de las pilas de
protocolos de comunicacio´n. Ejecutar tanto las funciones de los protocolos co-
mo los mecanismos del sistema operativo en paralelo es una te´cnica que puede
ayudar a incrementar la velocidad de procesamiento de red y reducir la latencia
de comunicaciones.
Sin embargo para lograr mejoras notables de performance, el speed-up ob-
tenido de la paralelizacio´n debe ser significativamente superior al overhead de
sincronizacio´n y cambios de contexto asociados al procesamiento concurrente.
Se han utilizado varias aproximaciones para escalar las implementaciones de las
pilas de protocolos y poder explotar las arquitecturas disponibles. Las aproxima-
ciones de paralelizacio´n usualmente incluyen un compromiso entre la posibilidad
de balancear la carga entre mu´ltiples procesadores y el overhead debido a la sin-
cronizacio´n, scheduling, distribucio´n de interrupciones, etc.
Desafortunadamente, las pilas de protocolos de red, en particular las imple-
mentaciones actuales de TCP/IP, son conocidas por su incapacidad de escalar
bien en los sistemas operativos monol´ıticos de propo´sito general para arquitec-
turas tipo SMP. Es por este motivo que se han comenzado a estudiar las formas
de mejorar la performance de red a trave´s de diversas te´cnicas, como el uso
de afinidad de procesos/threads e interrupciones a CPUs determinadas, para
mejorar el comportamiento de cache.
En este cap´ıtulo, se describen brevemente las arquitecturas paralelas actuales
de propo´sito general y se estudia una clasificacio´n de los paradigmas de paraleli-
zacio´n de protocolos. Finalmente, se identifica a uno de estos paradigmas como
el modelo que adopta el kernel Linux 2.6, condicionado principalmente por la
forma en que se distribuyen las interrupciones de hardware entre las CPUs de
una ma´quina SMP y se mencionan los problemas de escalabilidad que implica
este modelo.
5.2 Multiprocesamiento
Multiprocesamiento es un te´rmino gene´rico que indica el uso de dos o ma´s CPUs
en un mismo sistema de co´mputo. Existen muchas variantes de este concepto
ba´sico dependiendo de la forma de implementarlo (mu´ltiples nu´cleos en una
oblea, mu´ltiples chips en un mo´dulo, etc).
En un sistema de multiprocesamiento todas las CPUs pueden ser tratadas
iguales o algunas pueden utilizarse para propo´sitos especiales. Una combina-
cio´n de decisiones de disen˜o del hardware y el sistema operativo determinan
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la simetr´ıa (o falta de ella) en un sistema dado. Los sistemas que utilizan cada
CPU de manera ide´ntica son llamados sistemas de multiprocesamiento sime´trico
(Symmetric Multiprocessing, o SMP). En los sistemas donde no todas las CPUs
se tratan igual, los recursos se pueden dividir de varias maneras. Ejemplos de
esto son los sistemas de multiprocesamiento asime´trico (asymmetric multipro-
cessing o ASMP) y los sistemas de multiprocesamiento con acceso a memoria
no uniforme (non-uniform memory access multiprocessing o NUMA).
Los sistemas NUMA dedican diferentes chips de memoria a diferentes pro-
cesadores. Esto permite que los procesadores accedan a la memoria en paralelo,
lo cual puede mejorar drama´ticamente el rendimiento de memoria si los datos
accedidos por un proceso esta´n localizados en el banco de memoria cercano al
procesador que esta´ ejecutando ese proceso. Por otro lado, NUMA hace ma´s
costoso mover datos de un procesador a otro lo que significa, entre otras cosas,
que el balanceo de carga es ma´s costoso. Este modelo es comu´n en supercompu-
tadoras de gran escala. En los sistemas ASMP, los procesadores se especializan
para tareas espec´ıficas. Por ejemplo, es posible que una CPU responda a todas
las interrupciones del hardware, mientras el resto del trabajo en el sistema sea
distribuido equitativamente entre el resto de las CPUs. O puede restringirse la
ejecucio´n del co´digo en modo kernel a so´lo un procesador (a uno espec´ıfico o
a un procesador a la vez), mientras el co´digo en espacio de usuario se ejecuta
en el resto de las CPUs. Actualmente, la alternativa ma´s extendida es la de
utilizar cualquier CPU de una ma´quina para realizar cualquier trabajo, aunque
se esta´ investigando activamente la aplicacio´n de sistemas ASMP en diferentes
dominios como, por ejemplo, en sistemas de tiempo real.
A continuacio´n se mencionan las dos arquitecturas que sera´n la base de
la mayor´ıa de los servidores de Internet y estaciones de trabajo en un futuro
cercano: Symmetric Multiprocessing y Chip Multiprocessing. No se pretende
hacer un estudio detallado de las caracter´ısticas del hardware, en cambio se
intentan introducir los conceptos ba´sicos y listar algunos ejemplos actuales de
ma´quinas de este tipo.
Symmetric Multiprocessing
El multiprocesamiento sime´trico implica una arquitectura de computadora don-
de dos o ma´s procesadores ide´nticos se conectan a una u´nica memoria principal
compartida. La mayor´ıa de los sistemas multiprocesadores actuales utilizan una
arquitectura SMP. Los sistemas SMP permiten que cualquier procesador eje-
cute cualquier tarea sin importar donde se ubican los datos para esa tarea en
la memoria. Con el soporte adecuado del sistema operativo, los sistemas SMP
pueden balancear la carga entre los procesadores eficientemente. Por otro lado,
las arquitecturas SMP profundizan el problema que representa la diferencia de
velocidades entre la CPU y el acceso a los datos en memoria principal.
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Actualmente el mercado de pequen˜os servidores y poderosas estaciones de
trabajo esta´ dominado por SMP. Los sistemas ma´s populares esta´n basados en
los procesadores de Intel Xeon, Pentium D y Core Duo, o las series de procesa-
dores de AMD Athlon64 X2 y Opteron. Otros procesadores no pertenecientes a
la familia x86 que entran en este mercado son Sun Microsystems UltraSPARC,
Fujitsu SPARC64, SGI MIPS, Intel Itanium, Hewlett Packard PA-RISC, DEC
Alpha de Hewlett-Packard y la familia POWER y PowerPC de IBM. Los ser-
vidores de medianas prestaciones que utilizan entre cuatro y ocho procesadores
se suelen basar en Intel Xeon MP, AMD Opteron 800 y los antes mencionados
UltraSPARC, SPARC64, MIPS, Itanium, PA-RISC, Alpha y POWER. Tam-
bie´n existen sistemas de altas prestaciones con diecise´is o ma´s procesadores de
algunas de las series mencionadas anteriormente.
La llegada del multiprocesamiento sime´trico permitio´ un nuevo grado de
escalabilidad a los sistemas de co´mputo. En lugar de derivar mayor performance
de procesadores ma´s ra´pidos, un sistema SMP combina mu´ltiples procesadores
para obtener grandes ganancias en la performance total del sistema. Suponiendo
un nivel suficiente de paralelismo en el software, estos sistemas han probado
poder escalar hasta cientos de procesadores.
Chip Multiprocessing
Ma´s recientemente, un feno´meno similar esta´ ocurriendo a nivel de chip. En lugar
de profundizar los rendimientos decrecientes incrementando la performance indi-
vidual de un procesador, los fabricantes esta´n produciendo chips con mu´ltiples
nu´cleos de procesamiento en una u´nica oblea. El multiprocesamiento a nivel
de chip (conocido como Chip MultiProcessing o CMP) es multiprocesamien-
to sime´trico implementado en un u´nico circuito integrado VLSI. Los nu´cleos,
adema´s, pueden compartir un segundo o tercer nivel de cache´ comu´n. Pueden
mencionarse algunos ejemplos comerciales que se basan en este concepto:
• El POWER4 de IBM fue el primer procesador dual-core del mercado en
el an˜o 2000. Los chips dual-core POWER5 y PowerPC 970MP se usaron
ampliamente en el mercado (el u´ltimo, usado en la PowerMac G5 de Ap-
ple). Por otro lado, el procesador Cell es el resultado del esfuerzo conjunto
entre IBM, Sony y Toshiba para desarrollar un procesador de u´ltima gene-
racio´n (actualmente utilizado en la consola de juegos PlayStation 3). Esta
conformado por una arquitectura IBM POWER multicore y es uno de
los procesadores de propo´sito general ma´s potentes del mercado, aunque
recie´n se esta´n portando las aplicaciones y sistemas operativos a esta ar-
quitectura. Linux es uno de los primeros sistemas operativos en ejecutarse
sobre Cell.
• AMD lanzo´ sus procesadores dual-core Opteron para servidores y estacio-
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nes de trabajo el 22 de Abril del 2005, y sus procesadores para escritorio,
la familia Athlon 64 X2 el 31 de Mayo del 2005. AMD tambie´n lanzo´ re-
cientemente el FX-60 y FX-62 para escritorios de alta performance y el
Turion 64 X2 para laptops. AMD planea lanzar sus Opteron Quad-Core
en el tercer trimestre de 2007.
• Intel vende sus procesadores Xeon dual-core a 3GHz, esta´ desarrollando
versiones dual-core de su arquitectura de alto rendimiento Itanium y ya
produjo el Pentium D, la variante dual-core del Pentium 4. Por otro lado,
los nuevos chips Core Duo y Core 2 Duo se incluyen en varias computadoras
de Apple y en laptops de Sony, Toshiba, ASUS, etc. Intel ya presento´ su
primer procesador Quad-Core a principios del 2007.
• Ejemplos de Sun Microsystems son UltraSPARC IV, UltraSPARC IV+,
UltraSPARC T1. E´ste u´ltimo, ma´s conocido por su nombre co´digo Niagara,
es una CPU con SMT y multicore, disen˜ada para reducir el consumo de
energ´ıa de los servidores y fue presentada en Noviembre del 2005. Se lo
considero´ el procesador comercial de propo´sito general ma´s poderoso.
Las ventajas de una arquitectura CMP con respecto a SMP son varias. Entre
otras se pueden incluir las siguientes:
• La cercan´ıa de mu´ltiples nu´cleos de CPU en la misma oblea tiene la ventaja
de que la circuiter´ıa de coherencia de cache puede operar a una velocidad
de reloj mucho ma´s alta de lo que es posible en el caso SMP donde las
sen˜ales deben viajar fuera del chip. Por lo tanto, se mejora la performance
de las operaciones snoop cache.
• F´ısicamente, los disen˜os de CPU multicore requieren mucho menos espacio
de la placa base que los disen˜os SMP.
• Un procesador dual-core usa menos electricidad que dos procesadores con
un core cada uno, principalmente por el mayor poder requerido para ma-
nejar las sen˜ales externas al chip y porque su disen˜o permite que operen a
menor voltaje. Adema´s los nu´cleos comparten algunos componentes, como
la cache L2 y la interfaz al front side bus.
5.3 Paralelizacio´n de protocolos
Suponiendo una gran disponibilidad de arquitecturas paralelas en el futuro cer-
cano, el desaf´ıo es identificar el paralelismo en las implementaciones de los pro-
tocolos de comunicacio´n. Es importante entender que el paralelismo en la im-
plementacio´n puede no ser visible al nivel de especificacio´n (consideremos por
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ejemplo la ejecucio´n de transferencias DMA en paralelo con el procesamiento de
paquetes).
El disen˜o de un subsistema de comunicacio´n en una arquitectura paralela es
actualmente un campo de investigacio´n muy activo. Los problemas principales
que se pueden mencionar son:
• Identificar el paralelismo: No es una tarea trivial ya que muchos proto-
colos fueron disen˜ados como una u´nica ma´quina de estados. Para una
implementacio´n en paralelo, esta ma´quina de estados debe ser dividida en
mu´ltiples ma´quinas de estados que se comunican. Esto introduce overhead
e incrementa la dificultad de probar formalmente su correctitud.
• Mapear threads a microprocesadores o a hardware dedicado: La discusio´n
entre utilizar componentes de co´mputo de propo´sito general o hardware
VLSI dedicado para la ejecucio´n de los protocolos no se ha cerrado, aunque
en estos u´ltimos an˜os se ha frenado la tendencia a implementar funcionali-
dad stateful en hardware, principalmente por la falta de flexibilidad. Ma´s
alla´ de la eleccio´n del tipo de componente de co´mputo utilizado, la forma
de distribuir los threads de procesamiento de red a dichos componentes es
de por s´ı un tema de estudio importante.
5.3.1 Formas de paralelismo
Un me´todo bien conocido para clasificar el paralelismo es el de Flynn [27]. Sin
embargo, esta categorizacio´n no alcanza para identificar el modelo de procesa-
miento de red en paralelo ya que, en general, la forma ma´s utilizada de para-
lelismo en procesamiento de protocolos es Multiple-Instruction, Multiple-Data
(MIMD). A continuacio´n se ofrece una clasificacio´n ma´s detallada del paralelis-
mo en el procesamiento de red [24]:
• Farming: Todos los procesadores ejecutan el mismo algoritmo sobre datos
diferentes. Debe notarse que las tareas reales ejecutadas por un procesador
pueden terminar siendo diferentes a las que realiza otro procesador. Por
ejemplo, un paquete puede requerir checksuming mientras que otro paque-
te puede ser de control. Cuando se usa farming, el algoritmo del protocolo
no es realmente desacoplado en sub-tareas. En su lugar el hardware es
duplicado, se requieren mecanismos de sincronizacio´n y un scheduler (o
algu´n otro componente de hardware o software) distribuye las tareas entre
los procesadores.
• Paralelismo Temporal (Pipelining): El protocolo es dividido en procesos
que son ejecutados secuencialmente en cada etapa del pipeline.
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• Distribucio´n Funcional (Multiple data parallelism): El protocolo es divi-
dido en procesos principales independientes, como podr´ıan ser un proceso
de transmisio´n y un proceso de recepcio´n.
• Single data parallelism: El algoritmo es dividido en varios procesos que ope-
ran sobre el mismo dato en paralelo. Esto es Multiple-Instruction, Single-
Data (MISD) de acuerdo a la taxonomı´a de Flynn. Por ejemplo, cuando
el dato es el encabezamiento de un paquete, las subtareas paralelizadas
pueden ser la resolucio´n de direccio´n, el chequeo del nu´mero de secuencia,
etc.
5.3.2 Niveles de paralelismo
Las formas de paralelismo descriptas arriba pueden ser aplicadas a diferentes ni-
veles, donde los niveles se distinguen por la granularidad de las tareas. Podemos
identificar los siguientes niveles en el procesamiento de protocolos de red:
Basado en la tarea: Se asocian procesos2 con grupos de una o ma´s tareas
del protocolo. Dos ejemplos representativos de esto son el paralelismo por capa
y el paralelismo funcional. Cada capa puede involucrar mu´ltiples tareas (por
ejemplo, el reordenamiento es una tarea de la capa de transporte del modelo
OSI).
El paralelismo por capas asocia un proceso separado con cada capa (por
ejemplo, la capa de presentacio´n, transporte y red) en una pila de protocolos.
Ciertos encabezados y campos de datos en los mensajes salientes y entrantes
pueden ser procesados en paralelo a medida que fluyen a trave´s del pipeline for-
mado por las capas de la pila de protocolos. Generalmente se necesita buffering
y control de flujo ya que el procesamiento de cada capa puede darse a diferentes
velocidades.
El paralelismo funcional asocia un proceso separado con cada funcio´n del pro-
tocolo (como creacio´n del header, retransmisiones, segmentacio´n, enrutamiento).
Estas funciones se ejecutan en paralelo y se comunican envia´ndose los mensajes
de datos y control del protocolo entre ellas.
En general, la implementacio´n de una pila de protocolos como un pipeline es
relativamente directa. El paralelismo basado en tareas se mapea directamente
con los modelos en capas convencionales de comunicaciones utilizando disen˜os
productor/consumidor. Incluso hay una necesidad mı´nima de mecanismos de
sincronizacio´n entre las capas o funciones, ya que el procesamiento paralelo se
serializa generalmente en el punto de acceso al servicio (como la interfaz de
la capa de transporte, o de red). Sin embargo, como se ha mostrado en varios
trabajos [24], este tipo de modelo es propenso a un gran overhead por context
2Aqu´ı, el te´rmino proceso se utiliza para referir una serie de sentencias ejecuta´ndose en un
espacio de direccionamiento.
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switching, principalmente cuando el nu´mero de tareas de protocolo excede el
nu´mero de elementos de procesamiento y se producen cambios de contexto al
transferir los mensajes entre las tareas.
Basado en Mensajes: asocia procesos con mensajes en lugar de capas o
funciones de protocolos. Dos ejemplos comunes son paralelismo por conexio´n y
paralelismo por mensaje. En el primer caso los mensajes de una misma cone-
xio´n son procesados por un u´nico proceso, mientras que en el segundo caso los
mensajes se distribuyen entre cualquiera de los procesos disponibles.
El paralelismo por conexio´n utiliza un proceso separado para manejar los
mensajes asociados con cada conexio´n. Para una conexio´n, un conjunto de tareas
de protocolos son invocadas secuencialmente para cada mensaje a medida que
e´ste fluye por la pila de protocolos.
El paralelismo por mensaje asocia un proceso separado con cada mensaje
entrante o saliente. Un proceso recibe un mensaje de una aplicacio´n o interfaz
de red y realiza las tareas de los protocolos a trave´s de la pila.
En general, existe un alto grado de paralelismo potencial a este nivel. Esto
depende de caracter´ısticas que cambian dina´micamente (como la cantidad de
mensajes o conexiones), en lugar de depender de las caracter´ısticas relativamente
esta´ticas (como el nu´mero de capas o funciones de protocolos) que se asocian
con el modelo basado en tareas.
5.4 El kernel Linux 2.6 en arquitecturas SMP
A continuacio´n se estudian las caracter´ısticas de Linux 2.6 cuando se ejecuta en
una arquitectura SMP. Debido a la forma en que se distribuyen las interrupciones
por hardware y la manera de planificar las softirqs de red, se llega a la conclusio´n
de que este kernel sigue el paradigma de paralelismo por mensaje. Pero tambie´n
se observa que este modelo no presenta un buen comportamiento con respecto
a la escalabilidad.
5.4.1 El Controlador programable avanzado de interrupciones
de E/S
Cada controlador de dispositivo de hardware capaz de elevar interrupciones sue-
le tener una u´nica l´ınea de salida designada como la l´ınea de requerimiento de
interrupcio´n (IRQ o Interrupt ReQuest). Los dispositivos ma´s sofisticados pue-
den usar varias l´ıneas IRQ (una placa PCI puede usar hasta cuatro l´ıneas IRQ).
Todas las l´ıneas IRQ existentes se conectan a los pines de entrada de un circuito
llamado Controlador Programable de Interrupciones (PIC o Programmable Inte-
rrupt Controller). El esquema monoprocesador tradicional conectaba en cascada
dos PICs (chips del tipo 8259A) y la l´ınea de salida del PIC master se conectaba
directamente al pin INTR de la CPU.
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Sin embargo en sistemas multiprocesador, se necesita una solucio´n algo ma´s
compleja. Es necesario poder enviar interrupciones a todas las CPUs para apro-
vechar el paralelismo de las arquitecturas SMP. Por esta razo´n, desde el Pentium
III, Intel introdujo un nuevo componente designado como el Controlador Pro-
gramable Avanzado de Interrupciones de E/S (I/O APIC o I/O Advanced Pro-
grammable Interrupt Controller). Este chip es la versio´n avanzada del anterior
PIC tipo 8259A.
Adema´s, los procesadores actuales de la familia 80x86 incluyen un APIC local
que contiene registros de 32 bits, un reloj interno, un timer y dos l´ıneas IRQ
adicionales, LINT0 y LINT1, reservadas para interrupciones de APIC locales.
Todos los APICs locales se conectan al I/O APIC externo creando un sistema
multi-APIC.
La figura 5.1 ilustra de manera esquema´tica la estructura de un sistema
multi-APIC. Un bus conecta el I/O APIC con los APICs locales. Las l´ıneas IRQ
provenientes de los dispositivos son conectadas al I/O APIC, el cual actu´a como
router con respecto a los APICs locales.
Figura 5.1: Configuracio´n multi-APIC con dos procesadores [7]
El I/O APIC es el responsable de distribuir las interrupciones de dispositivos
de hardware a los APICs locales en los procesadores [7], para lo cual incluye 24
l´ıneas IRQ, una tabla de redireccionamiento de interrupciones de 24 entradas,
registros programables y una unidad para el env´ıo y recepcio´n de mensajes sobre
el bus APIC. Cada entrada en la tabla puede ser programada individualmente
para indicar el procesador destino.
Dependiendo de la configuracio´n programada en el I/O APIC, las interrup-
ciones son o bien distribuidas esta´ticamente a los procesadores especificados en
la tabla de redireccio´n del controlador, o dina´micamente al procesador que esta
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ejecutando el proceso con la prioridad ma´s baja.
• Distribucio´n Esta´tica: La sen˜al IRQ es despachada al APIC local listado
en la entrada correspondiente en la tabla de redireccio´n. La interrupcio´n
puede ser enviada a una u´nica CPU, un subconjunto de CPUs o a todas
las CPUs del sistema (modo broadcast).
• Distribucio´n Dina´mica: La sen˜al IRQ es despachada al APIC local del
procesador que este´ ejecutando el proceso con la prioridad ma´s baja. Cada
APIC local tiene un registro de prioridad de tarea (TPR o Task Priority
Register), el cual es usado para computar la prioridad del proceso que se
esta´ ejecutando en un determinado momento. Se espera que este registro
sea actualizado por el sistema operativo en cada cambio de proceso. Si
dos o ma´s CPUs comparten la prioridad ma´s baja, la carga se distribuye
entre ellas usando una te´cnica llamada arbitracio´n, que logra un esquema
round-robin.
Adema´s de distribuir interrupciones entre procesadores, un sistema multi-
APIC permite que las CPUs generen interrupciones entre procesadores. E´stas
son un componente fundamental de la arquitectura SMP y son muy usadas por
Linux para intercambiar mensajes entre CPUs.
Tanto Windows NT como Linux 2.4, por defecto se configuraban para ope-
rar en el modo de prioridad ma´s baja. Desafortunadamente, en algunos casos el
hardware fallaba en distribuir las interrupciones entre los procesadores de ma-
nera equitativa (por ejemplo, algunas motherboards SMP de 4 CPUs ten´ıan este
problema) y esto causaba que las interrupciones de dispositivos se enviaran a la
CPU0. Durante cargas altas, la CPU0 se saturaba antes que otros procesadores
en el sistema, llevando a un cuello de botella.
En Linux 2.6 se implementa un esquema ma´s inteligente, donde el kernel
despacha interrupciones a un procesador por un pequen˜o per´ıodo y luego cambia
aleatoriamente el env´ıo de interrupciones a un procesador diferente, para esto
se hace uso de un thread especial del kernel llamado kirqd.3 Modificando las
entradas de la tabla de redireccio´n de interrupciones es posible enrutar la sen˜al
de una interrupcio´n a una CPU espec´ıfica. El thread kirqd mantiene un registro
del nu´mero de interrupciones recibidas por cada CPU en un per´ıodo de tiempo.
Si el desbalance entre la CPU ma´s cargada y la menos cargada es significativo,
entonces hace una rotacio´n de IRQs entre las CPUs existentes.
Esta distribucio´n aleatoria y perio´dica resuelve el problema del cuello de bo-
tella del sistema (CPU0) y provee una aproximacio´n de mejor esfuerzo al tema
de la afinidad de interrupciones a CPUs. Sin embargo, los intentos no coordi-
nados de distribuir las interrupciones a diferentes procesadores puede resultar
3Se continu´a trabajando en este mecanismo para lograr un esquema de distribucio´n de
interrupciones ma´s inteligente y menos aleatorio.
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en efectos secundarios indeseables. Los manejadores de interrupciones terminan
siendo ejecutados en procesadores aleatorios, lo que crea ma´s contencio´n para
recursos compartidos, y los contenidos de las memorias cache (el contexto de una
conexio´n TCP, por ejemplo) no son reusados o´ptimamente ya que los paquetes
de una misma conexio´n pueden ser enviados a procesadores diferentes en cada
interrupcio´n de las NICs.
5.5 Problemas de Escalabilidad de TCP/IP en Linux
Las pilas de protocolos de red, en particular las implementaciones de TCP/IP,
son conocidas por su incapacidad de escalar correctamente en los sistemas opera-
tivos monol´ıticos de propo´sito general sobre arquitecturas SMP. Trabajos previos
[5, 10, 6, 4, 8] han explicado algunos de los problemas relacionados con el uso de
mu´ltiples CPUs para el procesamiento de red. El problema de escalabilidad no
so´lo se presenta al agregar CPUs, sino que tambie´n se encontraron problemas
de gran overhead al agregar varias NICs de Gigabit a una ma´quina.
Para confirmar estas afirmaciones se efectuaron pruebas sobre una ma´qui-
na SMP con dos procesadores AMD Opteron y dos placas Gigabit Ethernet.
La descripcio´n de los experimentos, el conjunto de herramientas utilizadas y el
me´todo de instrumentacio´n del kernel son detallados en el cap´ıtulo 8, sin em-
bargo resulta u´til anticipar en esta seccio´n algunos resultados que evidencian un
problema de escalabilidad.
El primer subconjunto de pruebas se realizo´ sobre el kernel Linux 2.6.17.8
sin modificaciones y se estresaron ambos enlaces para evaluar el costo en pro-
cesamiento e identificar como se distribuye ese costo. E´sto se intento´ utilizando
primero una u´nica CPU y luego ambas CPUs. Los primeros resultados fueron
notables: mientras el rendimiento de red se mantuvo pra´cticamente constante,
el consumo total de CPU se incremento´ del 50% al 85%.
En su u´ltima publicacio´n[8], Van Jacobson afirma que “este comportamiento
es simplemente la Ley de Amdahl en accio´n”. Es decir, cuando se agregan CPUs
adicionales al procesamiento de red, el beneficio parece crecer linealmente pero
el costo de contencio´n, serializacio´n, scheduling, etc., crece geome´tricamente.
Como se dijo anteriormente, uno de los mayores impedimentos para la es-
calabilidad en las arquitecturas actuales es la performance de memoria. Por
lo tanto el comportamiento de la cache de datos sera´ frecuentemente el factor
dominante en la performance del co´digo del kernel. El comportamiento de la
cache de instrucciones en un protocolo de red como TCP/IP tambie´n tiene un
impacto significativo en la performance [20], motivo por el cual, en ocasiones,
simplemente reducir el taman˜o del co´digo ejecutable incrementa la performance
ya que incrementa la localidad de las referencias con respecto a las instrucciones.
Sin embargo, el co´digo del subsistema de red realiza un conjunto de acciones que
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reducen la performance de la cache.
• El pasaje de los paquetes a trave´s de mu´ltiples contextos y capas del
kernel: Cuando un paquete arriba a la ma´quina, el manejador top half
de interrupcio´n de la interfaz de red comienza la tarea de recibirlo. El
procesamiento central de red sucede en la softirq net rx action(). La copia
de los datos a la aplicacio´n sucede en el contexto de una system call.
Finalmente la aplicacio´n realizara´ computacio´n u´til con los datos. Los
cambios de contexto son costosos, y si alguno de estos cambios causa que
el trabajo sea movido de una CPU a otra, se genera un gran costo de
cache. Se ha realizado mucho trabajo para mejorar la localidad de CPU
en el subsistema de red, pero queda mucho por hacer.
• El locking es muy costoso, disminuyendo la performance de dos formas:
El lock tiene mu´ltiples escritores por lo que cada uno tiene que efectuar
una operacio´n de cache del tipo RFO (Read-For-Ownership), que es extre-
madamente costosa. Adema´s un lock requiere una actualizacio´n ato´mica
lo que se implementa bloqueando la cache de algu´n modo. Los costos del
locking han llevado al desarrollo de te´cnicas libres de lock en el kernel 2.6,
como seqlocks y read-copy-update[9], pero en el co´digo de red todav´ıa se
utilizan locks como mecanismo principal de sincronizacio´n.
• El co´digo de red hace uso intensivo de colas implementadas con listas circu-
lares doblemente enlazadas. Estas estructuras generan un comportamiento
pobre de cache ya que no gozan de localidad de las referencias y requie-
ren que cada usuario haga cambios en mu´ltiples ubicaciones en memoria.
Ya que muchos componentes del subsistema de red tienen una relacio´n
productor/consumidor, una cola FIFO libre de locks puede realizar esta
funcio´n con mayor eficiencia.
Jacobson afirma que la clave para una mayor escalabilidad de red es liberar-
se del locking y de los datos compartidos tanto como sea posible. Sin embargo,
siempre que se continu´e distribuyendo el procesamiento de cada paquete de ma-
nera descontrolada entre todos los procesadores, el co´digo de red no mostrara´ un
comportamiento de cache adecuado. Adema´s, los costos incurridos por interrup-
ciones y scheduling tienen un impacto importante en la efectividad de la cache.
El scheduler en sistemas operativos t´ıpicos, trata de balancear la carga, movien-
do los procesos de procesadores con mayor carga a aquellos con menor carga.
Cada vez que ocurre un scheduling o una interrupcio´n que causa una migracio´n
de proceso, el proceso migrado debe alimentar varios niveles de caches de datos
en el procesador al cual fue migrado.
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5.5.1 Afinidad de procesos e interrupciones a CPUs
Se han publicado art´ıculos[11, 4] planteando la posibilidad de mejorar la perfor-
mance de red a trave´s del uso de afinidad de procesos/threads e interrupciones
a CPUs, es decir la asociacio´n controlada de determinados procesos e interrup-
ciones de hardware a CPUs espec´ıficas.
La afinidad de procesos evita las migraciones innecesarias de procesos a
otros procesadores. La afinidad de interrupciones se asegura que tanto el bottom
half como el top half del manejador de interrupciones se ejecute en el mismo
procesador para todos los paquetes recibidos por una NIC. Con la afinidad
total, las interrupciones son servidas en el mismo procesador que finalmente
ejecutara´ las capas superiores de las pilas as´ı como la aplicacio´n del usuario. En
otras palabras, hay un camino directo de ejecucio´n en el procesador. Ya que la
ejecucio´n del co´digo y el acceso a los datos son confinados al mismo procesador,
se logra gran localidad de referencias.
Mientras la afinidad esta´tica puede no funcionar para aplicaciones cambian-
tes dina´micamente y no uniformes, los servidores dedicados, por ejemplo un
servidor web corriendo un nu´mero conocido de threads y NICs, pueden ser apro-
piados para este tipo de mecanismos. Dos servidores web comu´nmente usados
(TUX de Red Hat, e IIS de Microsoft) ya permiten afinidad de procesos y th-
reads.
Este concepto es tan importante que las NICs de la pro´xima generacio´n
tendra´n la habilidad de observar dentro de los paquetes para extraer informacio´n
de flujo y dirigir las interrupciones, dina´micamente, a los procesadores con la
cache ma´s acertada. De hecho, se cree que la afinidad tendra´ un rol central en
los sistemas operativos del futuro, para maquinas SMP/CMP, extendiendo estas
ideas ma´s alla´ del procesamiento de red.
Cap´ıtulo 6
Reduciendo la intrusio´n del sistema
operativo
6.1 Introduccio´n
Aunque tradicionalmente los servicios de red son soportados por sistemas ba-
sados en UNIX, recientemente se ha incrementado el intere´s en crear sistemas
operativos disen˜ados exclusivamente para dedicarse a esta tarea. La tendencia
creciente hacia un mundo basado en computacio´n centrada en la red (network
centric computing) comenzo´ a desplazar hacia las operaciones de red el foco de
estudio de performance en los sistemas operativos modernos.
Claramente, existe la necesidad de especializar los sistemas operativos. No
resulta lo´gico utilizar el mismo kernel en una ma´quina de escritorio, donde el
time sharing y el tiempo de respuesta percibido por el usuario son factores
esenciales, que en un nodo de almacenamiento de una infraestructura Grid de
donde tal vez se transfieran cientos o miles de Gigabytes de datos por d´ıa, desde
el disco o cinta a la red y viceversa.
Existe un conjunto de proyectos que han reconocido la necesidad de re-
disen˜ar los sistemas operativos para adaptarlos a los nuevos requerimientos y
necesidades. La motivacio´n para disen˜ar un nuevo sistema operativo proviene
de dos factores independientes: las deficiencias en el uso de los SO de propo´sito
general existentes para aplicaciones de red y E/S en general, y la creciente dispo-
nibilidad de variantes de multiprocesadores. Un sistema operativo correctamente
disen˜ado, deber´ıa incrementar los beneficios de las plataformas multiprocesador
en el procesamiento de red.
La gran deficiencia generada al usar sistemas operativos de propo´sito general
como la base para servicios de red surge de no tener en cuenta las caracter´ısticas
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del trabajo que realizan estos nodos la mayor parte del tiempo. En general los
servidores principalmente mueven datos (en lugar de crearlos o procesarlos) ya
sea, desde el almacenamiento a la red (servidores) o desde la red a la red (routers
y otros dispositivos de red). Podemos caracterizar el trabajo de un servidor como
predominantemente de transferencia de datos y, por lo tanto, las operaciones
realizadas por el software sera´n obviamente diferentes a aquellas de un sistema
usado para tareas de computacio´n ma´s generales. Por lo tanto parece razonable
asumir que un sistema operativo especializado para esa tarea de movimiento de
datos puede ser ma´s eficiente que un sistema ma´s general.
Por otro lado, un sistema operativo que es disen˜ado espec´ıficamente para co-
rrer en sistemas multiprocesador deber´ıa hacer un mejor uso de los procesadores
que un sistema operativo monoprocesador adaptado a un entorno multiprocesa-
dor, como lo son la mayor´ıa de los sistemas operativos SMP actuales.
6.2 Intrusio´n del Sistema Operativo
El objetivo principal de un sistema operativo moderno es el de proveer la ejecu-
cio´n concurrente de mu´ltiples programas independientes. Esto es equivalente a
la multiplexacio´n de los recursos compartidos entre esos programas, una tarea
usualmente realizada a trave´s de la virtualizacio´n de esos recursos, consistente
en las siguientes funciones interrelacionadas:
• Proteccio´n: prevenir que las aplicaciones accedan a los recursos en modos
diferentes a los cuales fueron autorizadas.
• Multiplexacio´n: proveer virtualizaciones independientes de un u´nico recur-
so f´ısico a mu´ltiples aplicaciones.
• Traduccio´n: mapear la instancia virtualizada utilizada por cada aplicacio´n
con el recurso f´ısico subyacente.
Por ejemplo, consideremos la memoria virtual. Las tablas de pa´ginas proveen
la traduccio´n desde direcciones virtuales hacia la memoria f´ısica multiplexada y
son protegidas de accesos no autorizados por parte de las aplicaciones.
Tradicionalmente estas primitivas de virtualizacio´n fueron innecesariamente
combinadas con las funciones de alto nivel provistas por el sistema operativo, co-
mo sistemas de archivos y pilas de protocolos de red. Esta combinacio´n proviene
de lo que histo´ricamente fue un rol importante del sistema operativo: proveer
una librer´ıa comu´n de funciones que pod´ıa ser usada por los programas que
se ejecutaban en una ma´quina. Sin embargo, la combinacio´n entre las tareas
de virtualizacio´n y las funciones de alto nivel pueden llevar a comportamientos
no o´ptimos por parte de las aplicaciones y el sistema operativo. Por lo tanto,
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actualmente existe gran intere´s en desacoplar ambos roles. Hay proyectos im-
portantes de investigacio´n que siguen este camino como son el kernel Nemesis
de la Universidad de Cambridge1 y el Exokernel del MIT2.
Este comportamiento no o´ptimo es el generador del concepto conocido como
intrusio´n del sistema operativo. En te´rminos generales, se define la intrusio´n del
sistema operativo como el overhead generado por e´ste al cumplir sus funciones de
proteccio´n, virtualizacio´n, y traduccio´n. Se puede afirmar que la intrusio´n tiene
una relacio´n directa con la manera en que las pol´ıticas y mecanismos del sistema
operativo se adaptan a la forma en que las aplicaciones lo utilizara´n. Existe una
regla pra´ctica para determinar cua´ndo el uso de un recurso por parte del sistema
operativo debe ser considerado intrusio´n o no: si se evalu´a una aplicacio´n que
se ejecuta con acceso directo a todos los recursos f´ısicos y consume la misma
cantidad de recursos, entonces el uso del recurso por parte del sistema operativo
no se considera intrusio´n.
Podemos separar a la intrusio´n en dos categor´ıas: intrusio´n por recursos e
intrusio´n por tiempo. La u´ltima se subdivide a su vez en intrusio´n por pol´ıtica
e intrusio´n por mecanismo.
Intrusio´n por recursos
Denota el uso de recursos f´ısicos (por ejemplo, memoria, bloques de disco, ancho
de banda de la red) por parte del sistema operativo para sus propios objetivos,
es decir, para propo´sitos que no ayudan al progreso de la aplicacio´n. Por ejem-
plo, los bloques de disco usados para almacenar metadatos (como inodos en un
filesystem UNIX). Aunque en este trabajo no se estudia este tipo de intrusio´n,
es un campo de investigacio´n importante y activo.
Intrusio´n por pol´ıtica: La optimizacio´n para el caso general puede ser
demasiado costosa
La intrusio´n por pol´ıtica sucede cuando las funciones provistas por un sistema
operativo incluyen pol´ıticas que tienen efectos perjudiciales para el comporta-
miento de la aplicacio´n.
Un ejemplo representativo de estas decisiones de pol´ıticas es el del read ahead.
El read ahead es realizado por el sistema operativo para incrementar la eficien-
cia en el acceso a los dispositivos de almacenamiento. Generalmente se leen a
memoria mu´ltiples bloques del disco para amortizar el overhead asociado con el
requerimiento de un u´nico bloque de datos. La pol´ıtica determina cuantos blo-
ques adicionales deber´ıan leerse a memoria, si la aplicacio´n requiere un nu´mero
menor que el mı´nimo. El read ahead secuencial (leer, del disco a memoria, ma´s
1http://www.cl.cam.ac.uk/research/srg/netos
2http://pdos.csail.mit.edu/exo.html
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bloques que los solicitados por la aplicacio´n) es la pol´ıtica ma´s comu´n en los
sistemas operativos modernos. Sin embargo esta te´cnica no es apropiada, por
ejemplo, para los DBMSs, que suelen realizar accesos aleatorios a los archivos.
Por lo tanto el sistema operativo desaprovecha, en ese caso, ancho de banda del
bus y tiempo leyendo bloques que nunca sera´n utilizados. Este ejemplo es uno de
los primeros casos notables de intrusio´n por pol´ıtica que motivaron la bu´squeda
de alternativas.
Intrusio´n por mecanismo: El precio de la seguridad
Para soportar la primera de las primitivas de virtualizacio´n de los recursos, es
decir la proteccio´n, un sistema operativo debe aislar los recursos f´ısicos de las
aplicaciones que los usan. De otra forma, una aplicacio´n maliciosa con acceso
directo a los recursos podr´ıa violar la multiplexacio´n que realiza el sistema ope-
rativo, bien para obtener ma´s recursos o bien para interferir con los recursos
asignados a otras aplicaciones.
La proteccio´n es casi universalmente implementada particionando el dominio
de ejecucio´n en regiones privilegiadas y no privilegiadas, que suelen denominar-
se como nivel supervisor y nivel usuario. El sistema operativo se ejecuta en
nivel supervisor, con acceso a todas las capacidades e instrucciones de la CPU,
mientras que las aplicaciones se ejecutan en nivel usuario, y so´lo acceden a un
subconjunto seguro de instrucciones.
Una vez que el kernel ha erigido los l´ımites de privilegios alrededor suyo para
proveer proteccio´n de los recursos, se vuelve necesario cruzar esos l´ımites cuando
se necesita invocar los servicios del kernel. Esto puede ocurrir en dos situaciones:
• Cuando una aplicacio´n desea invocar un servicio del sistema operativo.
Por ejemplo, escribir datos en un archivo.
• Cuando un dispositivo de hardware eleva una interrupcio´n para requerir
que el driver maneje algu´n cambio de estado en el dispositivo. Por ejemplo,
el arribo de un paquete de red.
Aunque a ambas ocurrencias se las puede referir como interrupciones, a la
primera se las suelen llamar interrupciones sincro´nicas o traps y a la segunda in-
terrupciones asincro´nicas. Estos eventos generan dos tipos distintos de intrusio´n
y aunque comparten ciertas similitudes, tambie´n hay diferencias importantes
entre ellas. Se las conoce como: la intrusio´n sincro´nica y la intrusio´n asincro´ni-
ca.
• Intrusio´n sincro´nica: La intrusio´n sincro´nica ocurre cuando una aplicacio´n
ejecuta una instruccio´n de trap, la cual causa que la CPU cambie de un
dominio de ejecucio´n no privilegiado a uno privilegiado. En este caso,
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el estado que debe ser guardado puede ser fa´cilmente controlado por el
sistema operativo. Esta situacio´n es ana´loga a una llamada a funcio´n, en
el sentido de que es el co´digo llamador el que que debe guardar su estado
en el caso que se quiera preservarlo. Otras tareas que pueden incrementar
el costo de las traps incluyen el actualizar los registros de control de la
memoria virtual, cambiar a la pila en modo kernel, etc.
• Intrusio´n asincro´nica: El overhead de una interrupcio´n es mucho mayor
que el de un trap por dos razones: primero, la naturaleza asincro´nica de la
interrupcio´n significa que la aplicacio´n se encuentra en un estado desco-
nocido cuando e´sta ocurre, por lo que el sistema operativo debe actuar de
manera conservadora, preservando todo el estado que podr´ıa ser afectado
por el manejo de las interrupciones. Segundo, la sen˜alizacio´n utilizada pa-
ra elevar y responder a una interrupcio´n usualmente requiere que ocurran
varias transacciones del bus.
Tanto las interrupciones como los traps tienen efectos adversos ma´s alla´ que
la penalidad inmediata del tiempo, por ejemplo los costos por scheduling y la
polucio´n de cache generada.
Intrusio´n relacionada e intrusio´n no relacionada
Cuando se evalu´a la intrusio´n, es importante tener en cuenta en que´ grado la
intrusio´n esta´ relacionada con el comportamiento de la aplicacio´n. La intrusio´n
que esta´ directamente asociada con las acciones realizadas por las aplicaciones
se conoce como intrusio´n relacionada. La intrusio´n no relacionada, por otro lado,
ocurre sin relacio´n con las acciones de la aplicacio´n.
La intrusio´n sincro´nica esta completamente relacionada ya que son invoca-
ciones al kernel por parte de la aplicacio´n. La intrusio´n asincro´nica puede ser
relacionada, por ejemplo una interrupcio´n debido a un paquete de red recibido
como respuesta a un mensaje previo enviado por la aplicacio´n, o totalmente
desasociada, por ejemplo las interrupciones del timer.
Intrusio´n en sistemas multiprocesador
Los sistemas multiprocesador son particularmente propensos a la intrusio´n por
mecanismo, ya que la mayor´ıa de los sistemas operativos de propo´sito general
que se usan en estas arquitecturas fueron adaptados desde una base monopro-
cesador. Por lo tanto, adema´s de tener que coordinar los accesos de mu´ltiples
aplicaciones independientes a un u´nico recurso f´ısico, el sistema operativo en un
sistema multiprocesador tambie´n debe propagar esta proteccio´n entre mu´ltiples
CPUs. La sincronizacio´n necesaria introduce una capa extra de intrusio´n por
mecanismo.
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Consideremos un sistema que serializa los accesos a los recursos del kernel
protegiendo el kernel entero con una u´nica variable de sincronizacio´n, como en
el caso del Big Kernel Lock introducido a partir de la versio´n de Linux 2.0. Si
varias aplicaciones pasan una fraccio´n significativa de su tiempo de ejecucio´n en
el kernel, como debe esperarse de una aplicacio´n de transferencia de datos, en-
tonces se pierde toda ventaja de la arquitectura paralela, ya que las aplicaciones
sera´n serializadas por el lock global y el sistema multiprocesador. De hecho, la
performance podr´ıa ser peor, por el control extra de la concurrencia. Afortuna-
damente, las invocaciones a este lock pra´cticamente han desaparecido del co´digo
del kernel Linux y en su lugar se utilizan locks de granularidad mucho ma´s fina.
Factor de Intrusio´n y un caso paradigma´tico
La intrusio´n del sistema operativo puede cuantificarse de la siguiente forma
FI = tiempo real de ejecucio´n / tiempo ideal de ejecucio´n
donde el tiempo real e ideal de ejecucio´n son respectivamente el tiempo de
ejecucio´n de una operacio´n dada con y sin un sistema operativo presente. Ob-
viamente, un sistema operativo ideal tendr´ıa un factor de intrusio´n (FI) mı´nimo
de 1, para todas sus operaciones.
Un caso particularmente interesante es cuando el FI tiende a infinito, es decir,
aunque se ejecute co´digo del sistema operativo, no se realiza ningu´n trabajo real
para el progreso de la aplicacio´n. Este caso fue estudiado en algunos trabajos y
se lo suele denominar con el te´rmino de Livelock. El cla´sico ejemplo se conoce
como Receive Livelock debido al procesamiento de interrupciones de red de
tramas entrantes, como lo describe Ramakrisan en su importante publicacio´n
[17]. En su trabajo, se observo´ que un kernel UNIX no hac´ıa ningu´n progreso
al ejecutar aplicaciones porque el 100% del tiempo de CPU era consumido por
el manejo de interrupciones relacionadas con tramas entrantes, que luego eran
desechadas por el propio kernel por no disponer de recursos de CPU suficientes
para su procesamiento.
El FI relativamente alto medido en varios sistemas operativos / arquitecturas
demuestra que el costo de la intrusio´n es realmente significativo si la frecuencia
de la intrusio´n es lo suficientemente alta. Por lo tanto, uno de los objetivos princi-
pales del disen˜o de un sistema operativo para servicios de red es la minimizacio´n
de los costos de la intrusio´n por mecanismo.
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6.3 La evolucio´n de los sistemas operativos en bu´sque-
da de menor intrusio´n
Cuando las computadoras eran costosas y lentas las prioridades de los siste-
mas operativos eran maximizar la disponibilidad del hardware para muchos
usuarios. Ejemplos de esto son los sistemas de time-sharing como Compatible
Time-Sharing System (CTSS) y Multics que soportaban mu´ltiples aplicaciones
de usuario por ma´quina, y los sistemas de ma´quina virtual como IBM VM/370
que soportaban mu´ltiples sistemas operativos en una u´nica ma´quina f´ısica.
Sin embargo, en el principio de la de´cada de 1980, la aparicio´n de estaciones
de trabajo de alta performance cambiaron el mundo de la computacio´n y, por lo
tanto, los requerimientos de los sistemas operativos. Acompan˜ando este cambio,
se incremento´ la presencia de los sistemas operativos UNIX. Por la disponibilidad
del co´digo fuente de la implementacio´n Berkeley System Distribution (BSD),
muchos vendedores desarrollaron variantes de UNIX: HP-UX, Solaris, Ultrix,
Irix. Por lo tanto UNIX y sus derivados ra´pidamente se transformaron en el
sistema operativo predominante para estaciones de trabajo de alta performance
y servidores.
6.3.1 Kernel monol´ıtico
Unix y sus derivados comparten la arquitectura mostrada en la figura 6.1, usual-
mente referida como kernel monol´ıtico. El kernel se ejecuta en modo privilegiado
mientras que las aplicaciones se ejecutan en modo no privilegiado, previniendo
de esta forma el acceso directo a los recursos f´ısicos. El kernel provee servicios
de alto nivel a las aplicaciones, por ejemplo las pilas de protocolos de red y siste-
mas de archivos, como el u´nico mecanismo por el cual aquellas pueden hacer uso
de los recursos f´ısicos. Por lo tanto la virtualizacio´n es realizada a trave´s de la
abstraccio´n, escondiendo todos los detalles de la administracio´n de los recursos
a las aplicaciones.
Tradicionalmente, la mayor parte de la pila de protocolos de red es incluida
como parte de un kernel monol´ıtico. Los fundamentos de esta decisio´n tienen que
ver principalmente con razones de pol´ıticas y performance. Las pol´ıticas claves
en este caso son fairness (por ejemplo al multiplexar los flujos de paquetes)
y la prevencio´n de inanicio´n. El co´digo de red puede requerir la habilidad de
controlar el timing y el scheduling de los threads asociados, manipular memoria
virtual directamente y controlar completamente los dispositivos relacionados,
etc. Adema´s, es natural colocar los drivers de dispositivos bajo la proteccio´n del
sistema operativo. Los sistemas UNIX, como Linux, BSD y Solaris esta´n en esta
categor´ıa.
En estos an˜os se ha comenzado a cuestionar la conveniencia de e´ste modelo
de funcionamiento. “La forma en que siempre fue hecho no es necesariamente
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Figura 6.1: Kernel Monol´ıtico
la mejor forma de hacerlo”, afirma Van Jacobson en su u´ltima propuesta [8],
insinuando que las decisiones histo´ricas en el disen˜o de la pila TCP/IP deber´ıan
ser revisadas.
Multics, creado por ARPA, inclu´ıa la primer pila de red (ARPAnet) que se
implemento´ en un sistema operativo (MIT, 1970). Corr´ıa en una supercompu-
tadora multiusuario (de 0.4 MIPS) y raramente hab´ıa menos de 100 usuarios
conectados. Tardaba cerca de 2 minutos en realizar la operacio´n de paginacio´n,
motivo por el cual la pila de protocolos tuvo que ser incluida en el kernel, ya
que la memoria del kernel no paginaba.
Hacia 1980 se implemento´ la primer pila TCP/IP en Multics y, posterior-
mente, gente del mismo grupo de trabajo se traslado´ a BBN (Bolt, Beranek,
and Newman, histo´rica empresa fundada por acade´micos del MIT) para imple-
mentar la primer pila TCP/IP para el Unix de Berkeley (BSD) en 1983. El
Computer Systems Research Group (CSRG), en Berkeley, uso´ la pila de BBN
como especificacio´n funcional para la pila de BSD 4.1 en 1985 y luego el co´digo
fue liberado bajo la licencia BSD en 1987.
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Por lo tanto, la arquitectura Multics se convierte en el modelo esta´ndar de
disen˜o de la pila de protocolos ma´s utilizada. Es dif´ıcil exagerar la influencia que
tuvo esta implementacio´n en el resto de las implementaciones de TCP/IP a lo
largo de la historia, incluyendo por supuesto, a la del kernel Linux. Sin embargo,
como se menciono´ previamente, se han comenzado a evaluar las decisiones de
disen˜o heredadas de la arquitectura Multics.
6.3.2 El microkernel
Un kernel monol´ıtico ofrece varias ventajas para aplicaciones de propo´sito ge-
neral. Los defensores de este modelo citan la simplicidad de implementacio´n
y performance como principales ventajas. La comunicacio´n dentro del kernel
es sencilla y eficiente ya que todo el co´digo se ejecuta en el mismo espacio de
direccionamiento, ba´sicamente se invocan funciones.
Sin embargo, ra´pidamente se noto´ que tal estructura de kernel era muy
restrictiva para ciertas aplicaciones. Espec´ıficamente, cuando las abstracciones
provistas por el kernel no eran compatibles con los requerimientos de una apli-
cacio´n, se disminu´ıan notablemente la eficiencia y la performance.
El primer intento de resolver este problema fue mover los servicios del sistema
operativo fuera del kernel, a procesos de usuario usualmente llamados servers.
Esta aproximacio´n se conoce con el nombre de microkernel. En este modelo,
el kernel implementa so´lo un mı´nimo de servicios de virtualizacio´n, delegando
la provisio´n de servicios, como el de red y sistemas de archivos, a procesos
server. Las aplicaciones requieren servicios de los servers envia´ndoles mensajes
usando primitivas de comunicacio´n entre procesos (InterProcess Communication
o IPC) provistas por el kernel. Al soportar los servicios en espacio de usuario,
el sistema operativo puede ofrecer diferentes estrategias de administracio´n de
recursos a diferentes aplicaciones, evitando el problema de la poca eficiencia de
configuracio´n gene´rica en determinados casos.
Sin embargo, se ha afirmado que este tipo de disen˜o es intr´ınsecamente ine-
fectivo en soportar redes de alta velocidad [19]. En un sistema operativo basado
en microkernel, diferentes partes del subsistema de red residen en dominios de
proteccio´n diferentes, lo que significa que los requerimientos de E/S y los datos
asociados deben cruzar l´ımites de proteccio´n y puntos de scheduling adiciona-
les. Sera´n necesarios ma´s transferencias de datos entre dominios y ma´s cambios
de contexto que en un sistema monol´ıtico, dando como resultado una mala lo-
calidad de las referencias, un incremento en la carga del bus a memoria, una
reduccio´n del rendimiento de la aplicacio´n y un incremento en la latencia de la
red. Y no so´lo se presenta este problema en el procesamiento de red, en general,
los obsta´culos mencionados estara´n presente en cualquier procesamiento de E/S.
Adema´s, mientras la aproximacio´n de microkernel promet´ıa flexibilidad en la
administracio´n de recursos, las primeras implementaciones se caracterizaron por
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los altos overheads del IPC. Aunque sistemas posteriores, como la familia L43,
redujeron notablemente este overhead, otros grupos propusieron una solucio´n
alternativa conocida como los kernels verticales.
6.3.3 Kernel verticalmente estructurado
Los disen˜adores de kernels verticales mencionan dos fallas en el disen˜o de micro-
kernel: el overhead del IPC y los problemas de scheduling causados por ejecutar
todo el co´digo de servicios en servers en espacio de usuario. Ma´s espec´ıfica-
mente, cuando una aplicacio´n env´ıa un requerimiento a un server, es necesario
transferirle las propiedades de scheduling de la aplicacio´n (como la prioridad)
al server, y el uso de los recursos que implica la ejecucio´n del servicio invocado
debe ser correctamente contabilizado y sumado al registro del uso de recursos
de la aplicacio´n.
Figura 6.2: Kernel Vertical
En los sistemas estructurados verticalmente, como se muestra en la figura 6.2,
3http://www.l4hq.org/
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el kernel au´n provee las primitivas de virtualizacio´n de bajo nivel. Sin embargo,
en contraste a un microkernel, el kernel tambie´n provee a las aplicaciones con
un acceso directo, aunque restringido, a los recursos f´ısicos, usando funciones de
bajo nivel (es decir, no se invocan funciones de un proceso server). De esta forma,
las aplicaciones au´n retienen la habilidad de implementar sus propias funciones
de alto nivel de administracio´n de recursos, pero sin tener que actuar a trave´s de
un intermediario. Por lo tanto se elimina el overhead del IPC y el uso de recursos
puede ser contabilizado ma´s fa´cilmente. Por supuesto, las implementaciones de
propo´sito general de muchos servicios sera´n suficientemente apropiadas para
la mayor´ıa de las aplicaciones, por lo tanto, las librer´ıas compartidas son una
parte integral de este tipo de sistema para proveer las funciones comunes a la
aplicaciones sin requerimientos especiales.
6.3.4 El pro´ximo paso: un kernel activo
Los sistemas verticales ofrecen la mayor separacio´n entre las primitivas de vir-
tualizacio´n y las funciones de servicio de alto nivel, y de esta forma minimiza la
intrusio´n por pol´ıtica. Pero falla en solucionar uno de los problemas que motivan
la necesidad de sistemas operativos espec´ıficos para servicios de red: el overhead
de la intrusio´n por mecanismo.
En cada una de las arquitecturas de sistemas operativos anteriores, el kernel
es un objeto pasivo. Esencialmente, es una librer´ıa dina´mica con propiedades
sema´nticas especiales (se ejecuta en un dominio de ejecucio´n privilegiado). Pero
los mecanismos usados para forzar esta sema´ntica generan un costo asociado a las
aplicaciones. La observacio´n de que este overhead es significativo en un sistema
donde las aplicaciones deben cruzar frecuentemente el limite de privilegios nos
llevan a una conclusio´n obvia: es necesario evitar el alto costo de cruzar los
l´ımites de privilegios.
Un kernel activo permite la comunicacio´n con las aplicaciones usando cana-
les de comunicacio´n implementados con memoria compartida. Las aplicaciones
env´ıan mensajes requiriendo que se ejecute una funcio´n en particular, el kernel
obtiene el mensaje y procesa el requerimiento. Esta solucio´n propone un kernel
que se ejecute continuamente. La primer implementacio´n de un kernel de este
tipo se denomino´ Piglet [19], mostrado en la figura 6.3.
La anatomı´a de Piglet, el primer kernel activo
Gran parte de la arquitectura de Piglet es similar a un sistema estructurado
verticalmente, en particular se destaca la separacio´n de las primitivas de vir-
tualizacio´n provistas por el kernel y las funciones de alto nivel implementadas
directamente por las aplicaciones y librer´ıas compartidas. Piglet, sin embargo
es diferente en el mecanismo por el cual las operaciones de bajo nivel son in-
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Figura 6.3: Kernel Activo
vocadas por las aplicaciones. En lugar de ejecutar un trap para cruzar el l´ımite
de privilegios y ejecutar co´digo del kernel, se env´ıa un mensaje en una ubica-
cio´n en memoria compartida y el kernel lo recupera y lo procesa. Estas son las
caracter´ısticas fundamentales de Piglet:
• La decisio´n fundamental en el disen˜o de Piglet es que el kernel corra conti-
nuamente en un procesador dedicado, por lo tanto fue implementado para
sistemas multiprocesador. Esto es necesario para eliminar las interrupcio-
nes y poder usar el modelo de comunicacio´n de memoria compartida.
• La segunda decisio´n importante incorporada a Piglet es la eliminacio´n de
las interrupciones asincro´nicas. Se presentan dos motivaciones: primero,
el overhead del mecanismo de interrupciones es realmente alto cuando
se realiza gran cantidad de E/S; segundo, las interrupciones asincro´nicas
agregan una complejidad significativa al sistema operativo. Esta compleji-
dad se genera de la necesidad de actualizar ato´micamente las estructuras
de datos internas para garantizar que el estado del kernel se mantiene
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consistente. La aproximacio´n ma´s comu´n para hacer esto es deshabilitar
las interrupciones mientras se ejecutan estas regiones cr´ıticas, sin embar-
go esta aproximacio´n incrementa la probabilidad de errores por parte del
programador y puede aumentar la latencia de las interrupciones.
• La u´ltima decisio´n de disen˜o, pero no menos importante, es la de utilizar
objetos en memoria compartida como el mecanismo principal de comu-
nicacio´n entre las aplicaciones y el kernel. E´sto elimina el overhead del
esquema tradicional, ya que los objetos se encuentran mapeados directa-
mente en el espacio de direcciones de la aplicacio´n. El kernel activo facilita
este modo de comunicacio´n porque los objetos compartidos pueden ser
consultados con suficiente frecuencia. Un buen disen˜o del canal de comu-
nicacio´n es importante para mantener bajo el overhead de este mecanismo.
La estructura de datos ma´s apropiada es una cola FIFO usando me´todos
de sincronizacio´n no bloqueantes. El disen˜o de la cola permite que sea ac-
cedida por multiples lectores sin control de concurrencia, pero un u´nico
escritor a la vez puede accederla.
Aunque Piglet es so´lo un prototipo, sus ideas fundamentales esta´n siendo
adoptadas por desarrollos comerciales que prometen revolucionar el codisen˜o
hardware/software para las arquitecturas de entrada/salida de alta performance.
El proyecto de Intel denominado IOAT, estudiado en el pro´ximo cap´ıtulo, es un
ejemplo claro de la viabilidad te´cnica de estas ideas.
Cap´ıtulo 7
Proyectos Relacionados
7.1 Introduccio´n
Como se vio anteriormente, mu´ltiples interrupciones de hardware, pilas de pro-
tocolos de red implementadas de manera ineficiente, demasiados accesos a me-
moria, un uso ineficiente de caches de datos e instrucciones y un overhead sig-
nificativo agregado por el sistema operativo, consumen una cantidad de ciclos
de CPU por paquete demasiado alta. Esto empeora a medida que se incrementa
la velocidad de las comunicaciones: A 10 Gbps, los requerimientos de procesa-
miento superan el poder de co´mputo de las plataformas actuales ma´s utilizadas
para servidores [10, 6].
Los investigadores son conscientes de que estos factores requieren cambios
importantes en el co-disen˜o hardware/software de los servidores de red y han
comenzado a proponer algunas soluciones para atacar diferentes aspectos de los
mecanismos usados en el procesamiento de red. Existe un conjunto de proyectos,
tanto acade´micos como comerciales, que intentan mitigar los factores mencio-
nados anteriormente. Algunas soluciones se basan exclusivamente en modifica-
ciones orientadas al hardware y otras so´lo proponen nuevos disen˜os de software.
Sin embargo, la mejor solucio´n se presenta como una combinacio´n de nuevas
tecnolog´ıas de hardware con importantes cambios del sistema operativo.
Durante an˜os, las aplicaciones con gran sensibilidad a la latencia de red
y requerimientos espec´ıficos de alto rendimiento han adoptado TCP/IP sobre
enlaces de diferentes velocidades. Para hacer que TCP/IP responda mejor en
estos escenarios, los investigadores han evaluado diversas mejoras para el pro-
cesamiento de los protocolos. Inicialmente, la principal fuente de overhead en
el procesamiento TCP/IP no hab´ıa sido identificada completamente, y los de-
sarrolladores asumieron que el culpable era el procesamiento inherente al fun-
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cionamiento de los protocolos. Sin embargo, ma´s adelante se demostro´ que el
procesamiento espec´ıfico de TCP no era el principal generador de overhead por
s´ı solo; la fuente de mayor overhead era el entorno en el que se ejecutaba este
protocolo: interrupciones, scheduling, buffering, movimiento de datos, etc.
Para solucionar algunos de estos problemas, los investigadores desarrollaron
varios mecanismos que son comunes en las plataformas y pilas TCP/IP actuales.
A continuacio´n se estudian algunos de ellos.
7.2 Evolucio´n del procesamiento de red, las primeras
optimizaciones
En esta seccio´n, se analizan algunas de las mejoras introducidas en los u´ltimos
an˜os en el hardware y software involucrado en TCP/IP. La mayor´ıa de ellas ya se
incluyen por defecto en las NICs que se ofrecen en el mercado y son soportadas
por los sistemas operativos y drivers.
Fueron pensadas principalmente para acompan˜ar a la transicio´n de ancho
de banda desde los cientos de Megabits por segundo al Gigabit por segundo.
Sin embargo, estas te´cnicas demostraron no ser suficientes para lograr un proce-
samiento eficiente de varios Gigabit por segundo. Por lo que ya existen nuevas
propuestas para optimizar el tratamiento de paquetes de red.
Debe aclararse que no se estudian las extensiones que se produjeron a los
algoritmos a nivel de especificacio´n. Por ejemplo, TCP ha sido extendido y me-
jorado varias veces en la historia de Internet. Sin embargo, las mejoras que
estudiamos en este cap´ıtulo no suelen contemplarse en la especificacio´n del pro-
tocolo, sino que son esta´ndares de facto a nivel implementacio´n.
Interrupt coalescing
Tambie´n conocida como Interrupt Moderation, esta optimizacio´n ayuda a reducir
el overhead de usar el mecanismo de interrupciones para sen˜alizar el arribo de
paquetes entrantes de la red. Para amortizar el costo de la interrupcio´n, las NICs
pueden acumular mu´ltiples paquetes y notificar al procesador so´lo una vez para
un grupo de paquetes.
A velocidades de gigabit por segundo, la u´nica forma de reducir significa-
tivamente la cantidad de interrupciones con esta te´cnica es incrementando el
taman˜o del buffer FIFO on-board para poder acumular ma´s tramas (que aho-
ra llegan con ma´s frecuencia). Sin embargo, esto tiene un l´ımite ya que incide
directamente en la latencia que sufren los paquetes de red.
Por lo tanto, y debido a que demostro´ ser una forma efectiva de reducir el uso
de CPU en el procesamiento de red, se ha evaluado la posibilidad de extender
esta idea ma´s alla´ del hardware. Por un lado, ya existen mecanismos h´ıbridos que
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combinan interrupciones con polling (ver cap´ıtulo 3) soportados por el kernel
Linux 2.6. Por otro lado, se continu´a experimentando con el concepto de llevar
la idea de interrupt mitigation ma´s alla´ en el software, por ejemplo procesando
ma´s de un paquete por invocacio´n al co´digo TCP/IP [8, 4].
Alternativas a las capas y reduccio´n del costo del checksum
El modelo en capas ha sido considerado desde hace mucho tiempo no so´lo como
el marco conceptual ba´sico en el disen˜o de protocolos, sino tambie´n como el
modelo de ingenier´ıa para la implementacio´n. Sin embargo, varios trabajos de
investigacio´n han demostrado que no es una buena idea forzar la divisio´n en
capas tanto en el disen˜o como en la implementacio´n de una pila de protocolos
de alta performance.
Ya es generalmente aceptado que una implementacio´n de protocolos separa-
da estrictamente en capas lleva a la ineficiencia porque previene el intercambio
de informacio´n entre capas y de esta forma hace imposible que una capa op-
timice su comportamiento con respecto a las capas superiores e inferiores. Por
ejemplo, considerando una capa de transporte que acepta un flujo de bytes de
una aplicacio´n, divide el flujo en paquetes y los env´ıa a la red. Para optimizar la
transferencia, la capa de transporte deber´ıa elegir el taman˜o ma´ximo de paquete
posible. En particular, si la ma´quina destino se conecta directamente a trave´s de
una LAN, so´lo un segmento de red estara´ involucrado en la transmisio´n y por
lo tanto el emisor podr´ıa optimizar el taman˜o de paquete para esa tecnolog´ıa de
red.
Se ha propuesto [26] que el disen˜o basado en capas no debe ser pensado como
el disen˜o u´nico y fundamental, sino como una de las aproximaciones a la inge-
nier´ıa de protocolos, la cual debe ser comparada en funcio´n de la performance
y simplicidad con respecto a otros me´todos. Un ejemplo de esto es el modelo
denominado Integrated Layer Processing (ILP) para integrar el procesamiento
DTO (ver cap´ıtulo 4) de diferentes capas y formar un pipeline para mejorar la
localidad de las referencias y reducir los accesos a memoria.
IPL desaf´ıa al esquema tradicional de capas de protocolos estructurados en
una pila. Las pilas de protocolos en capas proveen una divisio´n funcional entre
mo´dulos de las distintas capas. Cada capa puede tener su propio almacena-
miento privado de los datos y realizar manipulaciones de los datos de manera
independiente, creando gran cantidad de tra´fico a memoria innecesario.
IPL puede minimizar las referencias a memoria que resultan de operaciones
DTO en diferentes capas, ya que las manipulaciones de diferentes protocolos son
combinadas en un pipeline. Una palabra de datos es cargada en un registro de
la CPU, luego es manipulada por mu´ltiples etapas del procesamiento de datos
mientras permanece en el registro, y finalmente es almacenada en memoria, todo
esto antes de que la pro´xima palabra de datos sea procesada. De esta forma,
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una serie de manipulaciones combinadas so´lo referencia a memoria una vez, en
lugar de acceder a memoria mu´ltiples veces.
TCP/IP usa el checksum para asegurar que los datos del paquete no fueron
corrompidos durante la transmisio´n. El ca´lculo del checksum en un procesador
de propo´sito general se consideraba como una operacio´n costosa (ma´s tarde se
relativizo´ esta afirmacio´n), entonces se disen˜aron formas de evitar este costo.
El Hardware Checksum Off-loading (delegacio´n del checksum al hardware) por
un lado y la combinacio´n de copia y checksum por otro, son dos te´cnicas que
intentan minimizar los efectos de la operacio´n de checksum necesaria sobre los
datos de red, a la vez que representan ejemplos de aplicacio´n de las ideas de
IPL.
En el checksum Off-loading, la pila TCP/IP delega esta funcio´n a la NIC,
si e´sta lo soporta. Ya que implementar checksum en hardware es relativamente
sencillo, e´sto no agrega mucha complejidad o costo. Por lo tanto, muchas NICs
modernas lo soportan, aunque se continu´an evaluando sus beneficios reales. Por
ejemplo, para paquetes extremadamente pequen˜os (de 64 bytes) un trabajo [4]
demostro´ que la utilizacio´n de la CPU es en realidad mayor cuando se usa check-
sum por hardware (aunque tambie´n se logra mayor rendimiento). La reduccio´n
en la utilizacio´n de CPU esperada puede notarse mayormente con paquetes de
mayor taman˜o, ya que el checksum es una operacio´n DTO.
La otra te´cnica utilizada [4] es que en lugar de ser implementadas como
rutinas separadas, la operacio´n de copia de los datos de red en memoria y el
checksum puedan ser combinadas en una u´nica operacio´n. E´sto funciona leyen-
do cada palabra en un registro de la CPU, suma´ndola a un registro de suma
y despue´s escribiendo la palabra en su destino. Esta aproximacio´n ahorra una
operacio´n de lectura y es una optimizacio´n bien conocida propuesta por prime-
ra vez por Van Jacobson. Ba´sicamente, realizar el checksum cuando los datos
son copiados en memoria incurre en un mı´nimo costo extra con respecto a la
implementacio´n del checksum por hardware.
Sin embargo, la implementacio´n correcta de checksum y copia integrada
(csum-copy, como se le llama a esta operacio´n en el kernel Linux) no es trivial.
En la recepcio´n, puede haber dos situaciones potenciales: la aplicacio´n invoca
a la funcio´n read() antes de que lleguen datos (se pre-designan los buffers de
la aplicacio´n que almacenara´n los datos), o los datos arriban antes de que la
aplicacio´n invoque a read(). E´sto implica dos caminos muy diferentes a seguir
por los datos: En el caso donde la aplicacio´n no ha designado los buffers (no se
invoco´ a read()), el paquete es primero comprobado por checksum y luego co-
piado cuando los buffers de la aplicacio´n esta´n disponibles. En el otro camino de
ejecucio´n, el paquete es copiado y comprobado por checksum concurrentemente.
Adema´s para que csum-copy suceda, deben cumplirse tres condiciones: los
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nu´meros de secuencia deben estar en orden, el proceso current1 debe ser el
lector del socket y el buffer de esta aplicacio´n lo suficientemente grande como
para recibir los datos disponibles en el socket. Las primeras dos condiciones
normalmente son verdaderas en transferencias de flujos de datos.
El camino de transmisio´n es ma´s directo: csum-copy siempre se aplica en
transferencias de flujos de datos. Se debe notar que el driver mantiene un registro
de estado de la NIC mapeado en memoria que permite que TCP conozca el
estado de los recursos e interrumpa la transmisio´n si es necesario. De esta forma
el driver nunca desechara´ un paquete por falta de recursos en una transmisio´n
y, por lo tanto, nunca se realizara´ una operacio´n de checksum sobre un paquete
que luego sera´ descartado.
Large Segment Oﬄoad (LSO) o Transmit Side Oﬄoad (TSO)
La segmentacio´n de buffers grandes de datos en segmentos ma´s pequen˜os y el
co´mputo de la informacio´n de header TCP e IP para cada segmento es costoso
si se hace en software. La mayor´ıa de las NICs modernas soportan esta carac-
ter´ıstica porque hacerlo en hardware no agrega demasiada complejidad. LSO es
un esta´ndar de facto en la versio´n 2.6 del kernel Linux y provee una reduccio´n
significativa en la utilizacio´n de la CPU.
Esta funcionalidad beneficia so´lo al procesamiento de transmisio´n y so´lo se
usa cuando la aplicacio´n env´ıa datos ma´s grandes que el Maximum Segment Size
(MSS) que fue negociado por ambos extremos de la conexio´n durante la fase de
establecimiento TCP.
Jumbo Frames
El MTU original de Ethernet se eligio´ por las altas tasas de errores y las bajas
velocidades de transmisio´n de los medios f´ısicos de hace ma´s de dos de´cadas.
De esta forma, si se recibe un paquete con errores, so´lo debe reenviarse (como
ma´ximo) 1518 bytes. Sin embargo, cada trama requiere que el hardware y el
software la procese. El uso de tramas ma´s largas generalmente conlleva a un
mayor rendimiento y menor uso de la CPU, al amortizar el NDTO (ver cap´ıtulo
4). Una aproximacio´n para mejorar la performance de E/S ha sido a trave´s de
la introduccio´n de Jumbo Frames.
Las Jumbo Frames permiten que el hardware Ethernet env´ıe y reciba tra-
mas ma´s grandes que 1518 bytes, generalmente de 9000 bytes. Esto reduce el
nu´mero de paquetes que un sistema tiene que procesar y transferir a trave´s del
bus. Mientras que las Jumbo Frames son universalmente soportadas en todos
los sistemas operativos, no han sido adoptadas fuera del entorno del data cen-
ter. La mayor parte del debate sobre las Jumbo Frames se ha enfocado en la
1En Linux, se le llama proceso current al proceso que esta´ ejecuta´ndose actualmente
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performance de LANs y el impacto del taman˜o de las tramas en los requerimien-
tos de procesamiento, performance del bus de E/S, memoria, etc. Sin embargo,
diversos trabajos han planteado la importancia (principalmente para Grid y
High Performance Computing) del taman˜o de trama en la performance de redes
WANs2.
Zero-copy
Sabiendo que los accesos a memoria son operaciones costosas en te´rminos de
ciclos de CPU, existen diversos intentos por lograr operaciones de red sin copias
en memoria. Como se menciono´ anteriormente, estas te´cnicas se conocen como
operaciones zero-copy.
Los datos a ser transmitidos no necesitan ser le´ıdos por la CPU en todas las
situaciones, permitiendo operaciones zero-copy. Linux implementa una versio´n
simple de transmisiones zero-copy v´ıa la system call sendfile(). Esta rutina hace
uso del hecho de que los datos necesitados pueden residir en la Page Cache del
VFS [7]. Una pa´gina de la Page Cache entonces funcionara´ como el socket buffer
(estudiado en el cap´ıtulo 3) y los datos sera´n transmitidos directamente desde
estos buffers a la NIC, usando DMA. Es decir, con la system call sendfile(),
el kernel no necesita copiar los datos de usuario en los buffers de red. Esto
evita la polucio´n de cache de CPU con datos que probablemente no sean usados
nuevamente, y disminuye la cantidad de ciclos necesarios para enviar un paquete.
Sin la ayuda del socket buffer como intermediario, la aplicacio´n debe mo-
nitorear cuidadosamente el uso y liberacio´n de las pa´ginas de la page cache.
Una pa´gina de datos enviados debe ser mantenida intacta hasta que las con-
firmaciones de TCP para los datos asociados hayan arribado. El servidor web
Apache 2.0 provee soporte para el uso de sendfile() cuando el sistema operativo
lo implementa.
Ma´s alla´ de sus limitaciones, sendfile() es una de las formas mas sencillas y
pra´cticas de lograr transmisiones zero-copy. Sin embargo no existe una solucio´n
similar para el camino de la recepcio´n. Por ahora, la te´cnica TCP Oﬄoad Engine,
explicada ma´s adelante en este cap´ıtulo, indirectamente logra zero copy ya que
todo movimiento de datos esta´ localizado en la NIC. Los datos son finalmente
copiados con DMA al buffer de la aplicacio´n cuando la operacio´n esta´ completa.
Por otro lado, un esfuerzo llevado adelante por la IETF busca colocar los da-
tos en el sitio remoto directamente en los buffers de la aplicacio´n, logrando de
esta forma operaciones zero copy. Esta te´cnica se conoce como Remote Direct
Memory Access y tambie´n se estudia ma´s adelante este cap´ıtulo.
2Puede leerse una introduccio´n a este tema en http://sd.wareonearth.com/p˜hil/jumbo.html
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7.3 Propuestas ma´s recientes
Las te´cnicas mencionadas ayudaron a mejorar la eficiencia en el procesamiento
TCP/IP. Sin embargo, a velocidades de 10 Gbps, los problemas de overhead se
agudizan, y se hace evidente la necesidad de nuevas te´cnicas.
Como ocurrio´ en escenarios previos del tipo redes ra´pidas, ma´quinas lentas
(como la transicio´n a 100 Mbps y a 1 Gbps), la necesidad de mejorar la perfor-
mance ha disparado un intere´s renovado por parte de la industria en desarrollar
asistencia por hardware para la NIC, incluyendo soluciones stateless y stateful
para TCP, as´ı como el soporte necesario del sistema operativo para soportar este
hardware. Hasta ahora, la aceptacio´n de la asistencia TCP stateful ha variado
en el tiempo.
Las implementaciones stateful (como TCP Oﬄoad Engines, explicado ma´s
adelante) nunca lograron un lugar importante en el mercado o soporte genera-
lizado en los sistemas operativos. Las razones principales incluyen costos, com-
plejidad de la implementacio´n, preocupaciones de seguridad, etc. Por otro lado,
la asistencia stateless, incluyendo checksum oﬄoad y TSO, han logrado soporte
universal en todos los sistemas operativos principales y se han convertido en un
esta´ndar de facto en las NICs para servidores de alta performance.
Estas tecnolog´ıas clave permitieron que el env´ıo de paquetes sea mucho me-
nos intensivo en uso de CPU que la recepcio´n de paquetes. Lamentablemente,
ninguna de estas optimizaciones pueden ser aplicadas para mejorar la perfor-
mance en la recepcio´n. Esto no es de sorprender, ya que la delegacio´n de fun-
cionalidades de recepcio´n en el hardware son menos sencillas de implementar
debido a potenciales recepciones fuera de orden, entre otras razones. La uti-
lizacio´n de la CPU en recepcio´n, como consecuencia, se convierte en el cuello
de botella que impide que las NICs de 10 Gbps alcancen las velocidades del
esta´ndar, especialmente con una MTU de 1500 bytes. Sin embargo esta´n sur-
giendo NICs Ethernet de 10 Gbps (Intel y Neterion, por ejemplo) que poseen
soporte por hardware de algunas operaciones de recepcio´n.
A continuacio´n se describen diversas te´cnicas modernas, algunas de ellas
contradictorias entre s´ı, que intentan acercar las posibilidades de procesamiento
de red del hardware y el software a las capacidades de transmisio´n de las redes
de alta velocidad actuales.
7.3.1 Mejorando la recepcio´n en el driver/NIC
Actualmente se intenta aliviar el overhead adicional del procesamiento de re-
cepcio´n de paquetes con la suma de tres caracter´ısticas adicionales, cada una
destinada a resolver un cuello de botella particular en el procesamiento de re-
cepcio´n, mejorando el rendimiento y/o disminuyendo la utilizacio´n de CPU.
Afortunadamente, pueden ser implementadas sin cambios radicales a la forma
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en que la pila de Linux funciona actualmente.
Headers Separados
Para transmisiones sobre la red, varias capas de headers son agregadas a los
datos de la aplicaciones. Un ejemplo comu´n consiste de un header TCP, un
header IP y un header Ethernet. Cuando se recibe un paquete, como mı´nimo
el controlador de red debe examinar el header Ethernet y el resto del paquete
puede ser tratado como datos opacos. Por lo tanto, cuando el controlador DMA
transfiere un paquete recibido, t´ıpicamente copia los headers TCP/IP y Ethernet
junto con los datos de la aplicacio´n, todo a un u´nico buffer.
El reconocimiento de headers de protocolos de alto nivel puede permitir al
controlador realizar ciertas optimizaciones. Por ejemplo, todos los controladores
modernos reconocen headers IP y TCP, y usan este conocimiento para realizar
validaciones de checksum por hardware. Usando esta caracter´ıstica, el contro-
lador puede particionar el paquete entre los headers y los datos, y copiarlos
en buffers separados en memoria principal. Esto tiene varias ventajas. Primero,
permite que tanto los headers como los datos sean alineados en memoria de ma-
nera o´ptima. Segundo, permite que el buffer para el paquete de red se construya
con un pequen˜o buffer para el header alocado por slab cache (ver cap´ıtulo 3),
ma´s un buffer de datos ma´s grande alocado por pa´gina. Realizar estas dos alo-
caciones es ma´s ra´pido que hacer una alocacio´n grande por slab cache, debido a
la estrategia subyacente de alocacio´n de memoria, conocida en el kernel Linux
como Buddy Alocator[7].
Receive-side scaling
Esta te´cnica permite que los sistemas multiprocesadores procesen ma´s eficien-
temente el tra´fico de red en sus CPUs. Se implementa con mu´ltiples colas de
recepcio´n en la NIC que son asociadas a los diferentes procesadores en el siste-
ma. La cola para un paquete dado es elegida computando una funcio´n hash de
ciertos campos en los headers de los protocolos. Esto resulta en que todos los
paquetes para un u´nica conexio´n TCP sean colocados en la misma cola.
La pro´xima generacio´n de NICs de Intel tendra´n mu´ltiples colas de recepcio´n
ya que esto mejora la escalabilidad a trave´s del paralelismo a nivel de conexio´n
y una mayor afinidad de conexiones a procesadores.
Large Receive Oﬄoad
Esta caracter´ıstica implementada por hardware en la NIC asiste al host en proce-
sar paquetes entrantes agrupa´ndolos. Es decir, el host recibe la misma cantidad
de datos, pero en porciones ma´s grandes, de esta forma la CPU debe procesar
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una menor cantidad de paquetes pero de mayor taman˜o y, por lo tanto, se reduce
el uso de CPU por costos del tipo NDTO.
7.3.2 TOE
La iniciativa denominada TCP Oﬄoad Engine [29, 14], pero ma´s conocida co-
mo TOE, propone el uso de hardware especializado en la propia placa de red
para realizar algunas o todas las tareas asociadas con el procesamiento de los
protocolos y de esta forma aliviar al procesador principal del sistema.
Desde hace tiempo, los fabricantes han argumentado que TOE incrementa
el rendimiento de red del servidor mientras que reduce la utilizacio´n de CPU,
sin embargo, esta afirmacio´n es relativa. Para algunos escenarios, especialmente
transferencias que involucran a pocas conexiones y taman˜os de paquetes grandes
usar TOE puede mejorar la eficiencia.
Si bien varios modelos de placas TOE han aparecido en el mercado, en gene-
ral la idea no resulto´ un e´xito comercial. El hecho de implementar los protocolos
en la propia placa impide modificarlos fa´cilmente, con lo cual se dificultan po-
sibles optimizaciones por cuestiones de performance o seguridad. Adema´s el
hardware con el que se implementan los procesadores de propo´sito general tien-
de a incrementar la relacio´n funcionalidad/precio a un ritmo ma´s favorable que
el del hardware espec´ıfico colocado en los dispositivos TOE. La ley de Moore
se aplica a procesadores de propo´sito general y de gran volumen, y el hardware
TOE no pertenece a ese conjunto.
Por otro lado, como los dispositivos TOE se integran al subsistema de I/O
de la plataforma del servidor, la latencia a la memoria principal es relativamente
alta comparada con la latencia de la CPU principal. Por lo tanto, las soluciones
TOE se han confinado a situaciones en las cuales grandes bloques de datos se
env´ıan en paquetes de 8 KB o ma´s. Estos payloads grandes requieren menos
interacciones con la plataforma y, por lo tanto, el TOE sufre menos overhead
por latencia de memoria. Las aplicaciones de almacenamiento y bases de datos
corporativas generalmente utilizan taman˜os de paquetes relativamente grandes.
Sin embargo, la tendencia clara en los data centers actuales es en direccio´n
a paquetes de red con payloads pequen˜os. Web services, pasaje de mensajes,
comunicacio´n en clusters, RFID, y mensajes en tiempo real, todos usan paquetes
ma´s pequen˜os, t´ıpicamente menos de 1 KB. Este tra´fico no es bien manejado
por soluciones TOEs [14, 15, 23].
RDMA
Remote Direct Memory Access [28, 14] (RDMA) es una tecnolog´ıa que permite
que el sistema que env´ıa los datos los ubique en una posicio´n espec´ıfica en la
memoria del sistema que los recibe. De esta forma, se requiere menos interven-
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cio´n de la CPU del receptor para mover los datos entre buffers de su memoria.
Segu´n las cr´ıticas [23], RDMA muestra potencial pero necesita resolver algunas
preocupaciones de la comunidad antes de que sea ampliamente adoptada:
• Es una pila de protocolos de alto nivel que requiere una capa de transporte
confiable como TCP. Por esta razo´n, RDMA se asocia con TOE.
• RDMA es un protocolo punto a punto. Se necesita instalar NICs especia-
lizadas en cada servidor del data center.
• RDMA necesita que las aplicaciones sean portadas a su API para que
puedan aprovechar sus beneficios.
• Finalmente, existe cierta preocupacio´n sobre el riesgo de seguridad que
implica la habilidad de un nodo para colocar datos en la memoria de otro
nodo en la red.
7.3.3 Onloading
La alternativa al oﬄoading es mejorar la habilidad inherente a la arquitectura
del servidor para procesar paquetes TCP/IP eficientemente y a velocidades muy
altas. Esta alternativa se conoce como Onloading.
El Onloading propone al procesador del sistema como el principal recurso
para el manejo de tra´fico de red y no sugiere grandes cambios en el hardware o
en las aplicaciones. Los procesadores de propo´sito general, con sus economı´as de
escala, tienen la ventaja de ser flexibles, extensibles y escalables. Su programabi-
lidad y la disponibilidad de un amplio conjunto de herramientas de programacio´n
hace posible agregar nuevas caracter´ısticas, protocolos y aplicaciones, permitien-
do que el software de red se adapte fa´cilmente a esta´ndars cambiantes, nuevas
optimizaciones y modificaciones en el disen˜o.
A continuacio´n se explica una implementacio´n del concepto de Onloading
que puede tomarse como la referencia ma´s importante: Intel I/O Acceleration
Technology [14, 15].
Intel I/O Acceleration Technology
Este proyecto implica cinco vectores principales de investigacio´n que ya pro-
dujeron resultados positivos en reducir el requerimiento de procesamiento para
redes de alto rendimiento. Con respecto al overhead del sistema operativo, Intel
esta´ evaluando la posibilidad de dedicar CPUs exclusivamente al procesamien-
to de red y buscando la forma de optimizar la pila TCP/IP. Para superar el
problema de memoria, se desarrollo´ una pila de referencia especial para el pro-
cesamiento TCP/IP conocida como Memory-Aware Reference Stack (MARS).
El desarrollo de MARS introduce mecanismos innovadores para traer los datos
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ma´s cerca de la CPU antes que sean accedidos o para superponer computacio´n
u´til al tiempo de latencia del acceso a memoria. Adema´s de los algoritmos de
prefetching ya disponibles en las CPUs actuales, MARS aprovecha otras te´cnicas
de reduccio´n de latencia de memoria, como se estudia ma´s adelante.
Procesamiento de la pila de protocolos
El proyecto Embedded Transport Acceleration (ETA) en Intel Labs ha desarro-
llado una arquitectura prototipo en la cual todo el procesamiento de paquetes de
red se hace en uno o mas procesadores dedicados. La arquitectura expone una
interfaz de comunicacio´n directamente a los procesos de usuario3, reduciendo
las copias de datos y evitando las capas del sistema operativo para la mayor´ıa
de las operaciones de E/S.
Optimizacio´n de la pila de protocolos
Intel ha estado trabajando en optimizar el camino de procesamiento que suelen
seguir los paquetes a trave´s de la pila de protocolos. Se esta´n re-implementando
algunas funciones para adaptarlas a las nuevas posibilidades que ofrecen los
procesadores modernos en arquitecturas paralelas, y se esta´n redisen˜ando las
estructuras para que logren mayor eficiencia de memoria cache, todo esto utili-
zando te´cnicas modernas de codificacio´n y compiladores de u´ltima generacio´n.
El resultado sera´, segu´n Intel, una pila optimizada que reduce significativamente
la cantidad de ciclos de CPUs necesarios para procesar un paquete.
Threads Livianos
Para tolerar los eventos de mucha latencia como accesos a memoria y copias de
datos, MARS utiliza threads de granularidad muy fina (strands, segu´n termi-
nolog´ıa de Intel) que se ejecutan en el contexto de un u´nico thread del sistema
operativo. Los strands pueden procesar paquetes independientes (pertenecientes
a conexiones diferentes) o realizar operaciones de bookkeeping.
Cuando un strand incurre en un evento de gran latencia, como un fallo de
cache, se cambia a otro strand para superponer la latencia de memoria con com-
putacio´n u´til. Para que esto sea efectivo, el overhead del switching de strands
debe ser extremadamente pequen˜o (una fraccio´n del tiempo de acceso a memo-
ria).
Es decir, en lugar de proveer mu´ltiples contextos de hardware (CPUs virtua-
les para el sistema operativo), como la tecnolog´ıa Hyper-Threading, un u´nico
contexto de hardware contiene a la pila de red con mu´ltiples threads controlados
3Similar a Virtual Interface Architecture (http://www.intel.com/intelpress/chapter-
via.pdf)
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por software. En te´rminos de implementacio´n, la deteccio´n del acceso a memo-
ria (un fallo de cache u operacio´n de copia) y el switching a otro thread puede
ser impl´ıcito (requiriendo soporte de hardware) o expl´ıcito (implementado en
software).
Acceso directo a la cache
DCA (Direct cache access) promueve el modelo Push4 para las transferencias
de datos entre la NIC y la CPU. Las plataformas convencionales colocan los
descriptores, headers y datos de red entrantes en memoria antes de notificar a
la CPU que los datos han arribado. Como resultado, cuando la CPU accede a
estos datos, sufre de fallos de cache y las latencias asociadas a las lecturas de
memoria.
DCA ayuda a reducir los ciclos perdidos por latencia de acceso a memoria y
reducir el uso del ancho de banda a memoria haciendo que los datos se coloquen
directamente en la cache de la CPU. Los accesos a memoria se logran reducir
hasta un 40% [14, 15].
Copias Asincro´nicas en Memoria
Esto se logra con un componente de hardware que permite que las copias su-
cedan asincro´nicamente con respecto a la CPU. Una vez que la operacio´n de
copia es planificada en este dispositivo la CPU puede utilizar otro strand para
procesar otro paquete. Las consideraciones de eficiencia para la implementacio´n
de un dispositivo de copias incluyen los costos para iniciar y notificar la termi-
nacio´n de una copia. Por lo tanto, se buscan mecanismos de bajo overhead para
realizar estas funciones, como por ejemplo integrar el hardware de copias en los
procesadores.
I/OAT de intel delega las copias de datos a un componente DMA, un dispo-
sitivo dedicado a hacer copias en memoria. Mientras que el componente DMA
realiza la copia de datos de una ubicacio´n de memoria a otra, la CPU esta libre
para proceder con el procesamiento del pro´ximo paquete u otra tarea pendiente.
El componente DMA se implementa como un dispositivo PCI, incluido en el
chipset, y tiene mu´ltiples canales DMA independientes con acceso directo a la
memoria principal. Cuando se completa una copia puede generar opcionalmente
una interrupcio´n. El soporte en el kernel Linux implementa una interfaz gene´ri-
ca de copias asincro´nicas en memoria que podr´ıa ser usada por otras partes del
kernel, adema´s del subsistema de red.
Usando este mecanismo, el procesamiento de paquetes por la CPU y la copia
de datos por el componente DMA se realizan en paralelo. Sin embargo, para que
exista un buffer de usuario disponible para que comience la copia asincro´nica
4http://www.usenix.org/events/sruti05/tech/full papers/duan/duan html/node4.html
7.4. Arquitectura de los servicios y la E/S asincro´nica 86
temprana, el proceso de usuario debe invocar a read() para designar un buffer
de destino. Si el proceso utiliza las llamadas select() o poll() para esperar datos,
los buffers de usuario no esta´n disponibles hasta que los datos hayan arribado
y esto reduce el paralelismo logrado. El trabajo actual y futuro relacionado con
APIs de red asincro´nicas permitira´n un mejor aprovechamiento de las copias
asincro´nicas en memoria.
7.4 Arquitectura de los servicios y la E/S asincro´nica
7.4.1 Modelos de aplicaciones
Las aproximaciones actuales de implementacio´n de aplicaciones para redes de
alta performance requieren te´cnicas especiales para manejar los altos niveles de
concurrencia. A continuacio´n se mencionan los pasos lo´gicos realizados por un
servidor web para manejar un u´nico requerimiento de un cliente. La mayor´ıa de
este tipo de aplicaciones siguen pasos similares. Para simplificar el esquema se
asume una conexio´n persistente iniciada por el cliente.
1. Esperar y aceptar una peticio´n de conexio´n.
2. Leer un requerimiento entrante de la red. Si el cliente no tiene ma´s re-
querimientos, cierra su extremo de la conexio´n, la operacio´n read() que el
servidor invoco´ sobre el socket que representa la conexio´n retorna EOF
(End Of File) y se cierra la conexio´n.
3. Parsear el requerimiento.
4. Para requerimientos esta´ticos, chequear la page cache y, eventualmente,
abrir y leer el archivo.
5. Para requerimientos dina´micos, computar el resultado.
6. Enviar la respuesta al cliente.
7. Volver al paso 2.
En entornos de gran escala, un servidor debe manejar varios miles o decenas
de miles de conexiones simulta´neas, multiplexar ra´pidamente conexiones que
esta´n listas para ser servidas, y despachar E/S de red a muy alta velocidad.
Debe tenerse en cuenta que varios de los pasos listados anteriormente pueden
bloquear al proceso por que requieren interaccio´n con el host remoto, la red, una
base de datos, el disco, o cualquier otro subsistema.
Una aproximacio´n posible al problema de la concurrencia es multiplexar
conexiones simulta´neas usando procesos o threads que son bloqueados por el
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sistema operativo cuando una system call se bloquea. La multiplexacio´n de co-
nexiones ocurre cuando el sistema operativo cambia de contexto a un thread
que esta´ listo para ejecutarse porque ha arribado un evento que el thread estaba
esperando bloqueado. Esto es conocido como un modelo MP (multi-process) o
MT (multi-thread) [21].
Una solucio´n alternativa para satisfacer este requerimiento es usar una ar-
quitectura Single Process Event Driven [21] (SPED). Una arquitectura SPED
usa un u´nico proceso y so´lo realiza system calls que no se bloquean. Esto permite
que el proceso realice mu´ltiples conexiones concurrentemente sin ser bloqueado
en una operacio´n de E/S. Un modelo de programacio´n de E/S no bloqueante re-
quiere un mecanismo de notificacio´n de eventos como select(), poll() o epoll() [7]
(la u´ltima so´lo en Linux) para determinar cua´ndo puede realizarse una system
call sin bloquearse. En entornos multiprocesadores pueden usarse mu´ltiples co-
pias del proceso servidor SPED para obtener una buena performance en relacio´n
a otras arquitecturas.
Un claro ejemplo de la evolucio´n en el disen˜o de los servidores es Flash [21].
El servidor web Flash implementa una arquitectura conocida como Asymmetric
Multi-Process Event Driven (AMPED). Esta es una arquitectura h´ıbrida que
combina E/S de sockets manejada por eventos (SPED) con procesos auxiliares
dedicados a realizar los accesos a disco (bloqueantes) en nombre del proceso
principal, y que fue disen˜ada espec´ıficamente para ma´quinas SMP.
7.4.2 AIO
Para lograr una concurrencia escalable sin el overhead de los threads por soft-
ware, se esta´n proponiendo APIs que poseen una sema´ntica de E/S asincro´nica
(Asynchronous I/O o AIO) para operaciones de sockets y archivos. Las aplicacio-
nes realizan operaciones sin ser bloqueadas y sin verificar previamente el estado
del descriptor de socket o archivo, luego reciben eventos asincro´nicos que sen˜ali-
zan la terminacio´n de una operacio´n de E/S previamente invocada. Este modelo
permite que mu´ltiples operaciones E/S este´n realiza´ndose concurrentemente sin
que el proceso sea bloqueado por el sistema operativo.
La E/S asincro´nica divide cada operacio´n de E/S en dos fases distintas: ge-
nerar un requerimiento de operacio´n y recuperar la informacio´n del evento de
terminacio´n. Un thread de una aplicacio´n puede ejecutar una llamada no blo-
queante que genera un requerimiento, generalmente con un mensaje en una cola
de trabajos, para que se realice una operacio´n de E/S. Cuando la operacio´n
eventualmente se completa, un evento de terminacio´n es despachado asincro´ni-
camente a la aplicacio´n, t´ıpicamente a trave´s de una cola de eventos, para indicar
el resultado de la operacio´n. El procesamiento de E/S con fases separadas per-
mite que un thread realice otro procesamiento entre el momento en que invoca
una operacio´n y el momento en que recibe el evento de terminacio´n. El otro
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procesamiento puede incluir iniciar ma´s operaciones y procesar otros eventos de
terminacio´n para diferentes operaciones de E/S, incrementando de esta forma
el nivel de concurrencia de E/S con respecto a la E/S sincro´nica o bloqueante.
A diferencia de la E/S sincro´nica, AIO no bloquea al thread de la aplicacio´n
que la invoca, pero tambie´n se debe distinguir AIO de la E/S no bloqueante. En
esta u´ltima la aplicacio´n se asegura que la operacio´n E/S no se bloqueara´ veri-
ficando antes el estatus del archivo o socket. Por ejemplo, en un sistema Unix,
un socket o un archivo pueden ser configurados en modo no bloqueante y las
llamadas a read() o write() que no puedan realizarse sin bloquearse retornara´n
inmediatamente (con el valor de retorno EWOULDBLOCK). Las aplicaciones
tambie´n pueden invocar a select() o poll() para detectar que´ llamadas de read()
o write() pueden ser realizadas sin bloquear al proceso que las invoca. Aunque
usando estos me´todos no bloqueen a los procesos, estas llamadas pueden retor-
nar so´lo resultados parciales, por ejemplo porque se alcanzo´ el l´ımite del buffer
del socket, en cuyo caso las operaciones necesitan ser invocadas mu´ltiples veces.
En contraste a la E/S no bloqueante, con operaciones AIO las aplicaciones no
necesitan verificar previamente los descriptores o manejar resultados parciales.
Actualmente, existen varias implementaciones de APIs asincro´nicas de E/S
como por ejemplo Windows asynchronous I/O de Microsoft, POSIX AIO y Li-
nux AIO. Estas APIs esta´n pensadas para una pila de E/S (sockets y archivos)
basadas en el kernel. Recientemente el Open Group5 ha comenzado a definir las
extensiones asincro´nicas para la API de sockets para Unix, disen˜ada para imple-
mentaciones donde las operaciones de E/S no se implementan en el kernel (por
ejemplo, usando adaptadores inteligentes de Infiniband). Las implementaciones
en espacio de usuario buscan, entre otras cosas, reducir las copias en memoria
y los overhead introducidos por el sistema operativo.
Como se dijo anteriormente, hay dos aproximaciones ba´sicas a estructurar
aplicaciones para que escalen a operaciones altamente concurrentes: threads y
eventos. Aunque se puede lograr una buena performance con threads, no existe
una implementacio´n de threading de propo´sito general que escale eficientemente
a un nu´mero realmente grande de threads [25]. En la aproximacio´n alternativa
basada en eventos, el sistema operativo o dispositivo de E/S despacha eventos
a las aplicaciones para indicar cambios en el estatus del sistema. Las aplicacio-
nes se estructuran como ma´quinas de estado en las cuales una transicio´n ocurre
cuando la aplicacio´n procesa un evento. Al exponer colas de trabajos y eventos a
las aplicaciones, el modelo de programacio´n naturalmente permite que las apli-
caciones procesen eventos y realicen operaciones usando pol´ıticas de scheduling
espec´ıficas para mejorar el manejo de los recursos y la performance, en funcio´n
de los objetivos.
5www.opengroup.org
Cap´ıtulo 8
Un prototipo ba´sico y los resultados
preliminares
8.1 Introduccio´n
En el cap´ıtulo 6 se observo´ que la intrusio´n del sistema operativo puede con-
sumir gran parte de la capacidad de co´mputo de una computadora y se llego´ a
la conclusio´n de que los mecanismos tradicionales que permiten implementar la
proteccio´n y virtualizacio´n en el kernel del sistema operativo deben ser repensa-
dos. Dos de estos mecanismos son las interrupciones del hardware y las system
calls.
Generalmente, los sistemas operativos han utilizado a las ma´quinas SMP de
manera sime´trica, intentando balancear la carga entre todos los elementos de
procesamiento disponibles. Sin embargo, la idea de un kernel activo propone
dedicar uno o varios CPUs (o cores) a realizar exclusivamente actividades del
kernel, de manera tal de no depender de mecanismos costosos para la invocacio´n
de sus funciones. Este cap´ıtulo presenta una modificacio´n al subsistema de red
del kernel Linux 2.6 basada en esta idea. Adema´s se exponen las mediciones
realizadas comparando distintas configuraciones del kernel esta´ndar y de un
kernel modificado.
8.2 Disen˜o e implementacio´n del prototipo
A continuacio´n se documenta un primer prototipo que implementa una de las
ideas que se han estudiado. Lejos de poseer un disen˜o elaborado y una implemen-
tacio´n optimizada, el prototipo presentado a continuacio´n se ofrece so´lo como
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una prueba de concepto. Sin embargo, permitio´ realizar ciertas mediciones com-
parativas de utilidad y concluir en que la idea de un kernel activo puede reducir
los factores que impiden la escalabilidad.
Con esta modificacio´n se intenta desacoplar el procesamiento de las aplica-
ciones de usuario del procesamiento de red. El procesamiento TCP/IP es aislado
de las CPUs que ejecutan el sistema operativo y los procesos de usuario (CPUs-
HOST), y se delega a un procesador o subconjunto de procesadores dedicados a
las comunicaciones (CPUs-NET). Las CPUs-HOST deben comunicarse con las
CPUs-NET usando un medio de comunicacio´n de poco overhead y no intrusivo,
como la memoria compartida.
Figura 8.1: Diagrama del prototipo - Proceso de transmisio´n
Una CPU-NET no necesita ser multiplexada entre otras aplicaciones y/o
threads del sistema operativo, con lo cual puede ser optimizada para lograr la
mayor eficiencia posible en su funcio´n. Por ejemplo, es posible evitar el overhead
de las interrupciones de hardware si las CPUs-NET consultan con una frecuencia
suficiente el estado de las NICs para saber si necesitan ser atendidas. Tambie´n se
reduce la contencio´n por datos compartidos y el costo de sincronizacio´n dado que
el procesamiento de red ya no se realiza de manera asincro´nica y descontrolada
entre todas las CPUs de la ma´quina (como se explico´ en el cap´ıtulo 5), sino que
se ejecuta sincro´nicamente en un subconjunto reducido de CPUs (posiblemente
so´lo una CPU, dependiendo del tra´fico a procesar).
De esta forma se incrementa la eficiencia en el procesamiento de los proto-
colos de red, ya que se reduce la intrusio´n por mecanismo del sistema operativo.
Las aplicaciones ya no sera´n interrumpidas varias miles de veces por segundo1
1A una velocidad de 10Gbps, con tramas de 1500 bytes (12000 bits), se reciben 833333
tramas por segundo. Esto significa casi 1 millo´n de interrupciones de recepcio´n de red por
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y el scheduler no sufrira´ las interferencias causadas por los altos requerimientos
de procesamiento que implica el tra´fico de alta performance.
Figura 8.2: Diagrama del prototipo - Proceso de recepcio´n
No se reinventaron los algoritmos de red, so´lo se reusaron las funciones que
ofrece el kernel para el procesamiento de red, en otros contextos de ejecucio´n. Es
decir, sabiendo que las interrupciones de las NICs y las softirq correspondientes
pueden consumir ma´s de una CPU en una ma´quina SMP, directamente se aisla
una CPU para ejecutar este co´digo de manera sincro´nica y controlada. Con esto
se logra reducir el tiempo consumido por las funciones del kernel que no realizan
trabajo u´til para el usuario, como pueden ser las funciones del subsistema de
interrupciones, las que planifican y disparan las softirq, y las que realizan los
cambios de contexto, entre otras.
Cada CPU-NET ejecuta, en un loop cerrado en contexto del kernel, una
secuencia de invocaciones a las funciones correspondientes para avanzar en el
procesamiento de red. Con respecto a la recepcio´n, se logra verificar el estado de
las NICs e invocar a la softirq de recepcio´n sincro´nicamente. La copia final de
los datos al espacio de usuario se efectu´a en el contexto de la system call recv()
que realiza el proceso servidor que se ejecuta en la CPU-HOST. Por lo tanto,
siempre se realiza el procesamiento de recepcio´n inferior (tal cual se estudio´ en
el cap´ıtulo 3) y el procesamiento de las interrupciones en la CPU-NET.
Con respecto a la transmisio´n, se implementaron dos variantes, dependiendo
de cua´nto procesamiento se desea delegar a la CPU-NET. Se utiliza un buffer
circular que implementa el mecanismo de comunicacio´n por memoria compartida
entre las CPUs-HOST y las CPUs-NET, por lo tanto se debe consultar cons-
segundo, si no se utiliza algu´n mecanismo de reduccio´n de interrupciones.
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tantemente por nuevos requerimientos de transmisio´n. En la primer variante, la
CPU-HOST realiza la transmisio´n superior e inferior y luego encola el requeri-
miento para que la CPU-NET termine de efectuar la transmisio´n. En cambio,
la segunda variante delega la transmisio´n inferior a la CPU-NET, liberando de
este trabajo a la CPU-HOST.
Se modifico´ el kernel Linux 2.6.17.8 para implementar la arquitectura se-
parada de CPU-HOST y CPU-NET en un servidor SMP de dos CPUs AMD
Opteron. En particular, fue necesario agregar co´digo en los siguientes archivos
• net/core/dev.c
• include/linux/interrupt.h
• net/ipv4/tcp output.c
• drivers/net/tg3.c, drivers/net/forcedeth.c, drivers/net/r8169.c
Se creo´ un mo´dulo del kernel que dispara el thread que toma el control de
la CPU1, la cual cumplira´ el rol de CPU-NET. Las interrupciones de las placas
de red se desactivan y se verifican por polling, y el resto de las interrupciones
son ruteadas a la CPU-HOST usando los mecanismos de enrutamiento ofrecidos
por el IO/APIC externo. De esta forma, la CPU-NET no debe manejar eventos
asincro´nicos no relacionados con la red. Sin embargo, la interrupcio´n del timer
local APIC se mantiene habilitada en la CPU-NET, ya que se utiliza para imple-
mentar los timers por software del kernel Linux (muy utilizados por TCP), pero
adema´s deja abierta la posibilidad de disparar eventos perio´dicos, como pueden
ser evaluar la situacio´n y realizar una reconfiguracio´n automa´tica del conjunto
de CPUs-NET.
8.3 Algunas mediciones y resultados preliminares
8.3.1 Ma´quinas de prueba
Las pruebas se realizaron sobre ma´quinas Dual CPU, con procesadores AMD
Opteron de 64 bits, Serie 200 de 2 GHz (denominadas CPU0 y CPU1). Las
ma´quinas comunican las CPUs con la memoria principal (2 Gbytes de memoria
DIMM) a trave´s de interfaces DDR de 144 bits (128 bits de datos y 16 bits de
ECC). La comunicacio´n entre ambas CPUs y entre la CPU0 con el chipset se
realiza sobre links HyperTransport que soporta una transferencia de datos de
hasta 6.4 GB/s.
Con respecto a la entrada/salida, la motherboard ofrece cuatro slots PCI
v2.3 de 32 bits a 33Mhz y dos slots PCI-E (uno 4x y otro 16x) conectados direc-
tamente al chipset integrado (un u´nico chip) nForce 2200 de Nvidia. Tambie´n
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se incluyen dos NICs gigabit con soporte para full duplex aunque, sorprendente-
mente, son dos controladores Ethernet de fabricantes diferentes y esta´n integra-
das de maneras distintas. Un controlador es el modelo BCM5705 de Broadcom
y comparte el bus PCI al cual se conectan los slot mencionados anteriormente,
como se puede apreciar en la figura 8.3, presentada ma´s adelante. El otro con-
trolador es el 88E1111 de Marvell y goza de una conexio´n exclusiva al chiset de
Nvidia. Finalmente se utilizo´ una tercer NIC con un chip Realtek modelo 8169
de Gigabit y con una interfaz PCI. Como se explica posteriormente, el hecho de
que las placas de Broadcom y Realtek compartan el mismo bus PCI tiene como
consecuencia directa un bajo rendimiento de red logrado por estas placas.
Adema´s de la ma´quina descripta, que funciono´ como servidor de todas la
pruebas, se usaron ma´quinas similares como clientes, todas conectadas a trave´s
de un switch 3COM con 8 bocas full duplex de gigabit.
8.3.2 Herramientas de Medicio´n e Instrumentacio´n: Sar, Opro-
file y Netperf
Para realizar las mediciones del rendimiento de red, el costo de procesamiento
y el profiling del kernel se utilizaron las siguientes herramientas:
• Netperf [1] permite medir el rendimiento de red promedio de un enlace
abriendo una conexio´n TCP entre un cliente y un servidor y enviando
datos por un per´ıodo de tiempo configurable.
• Sar [3] es una herramienta muy completa que permite medir durante un
tiempo determinado gran cantidad de indicadores de performance en una
ma´quina SMP identifica´ndolos por CPU, y luego ofrece una media de esos
datos.
• Oprofile [2] es un profiler estad´ıstico que usa los contadores de performance
que ofrecen los procesadores modernos y que permiten obtener informacio´n
detallada de la ejecucio´n de los procesos, librer´ıas y el propio kernel. Se
configura para muestrear determinados eventos, por ejemplo ciclos de CPU
ocurridos o fallos de cache L2, y volcar el estado de la CPU cada vez que
se obtiene una cantidad configurable de muestras obtenidas de un evento
dado.
8.3.3 Las pruebas realizadas y algunos comentarios sobre los
primeros resultados
Es importante aclarar que para las pruebas no se optimizo´ la configuracio´n
del kernel para maximizar el rendimiento de los enlaces. No es una tarea trivial
lograr velocidades ma´ximas sostenidas cercanas a 1 Gbps con las configuraciones
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por defecto del kernel y/o de las aplicaciones de red utilizadas, usando TCP/IP.
Cuestiones tales como taman˜os de las ventanas TCP, taman˜o de los buffers de los
sockets, y algunas otras opciones (generalmente configurables desde el sistema
de archivos virtual /proc) permiten elevar el rendimiento ma´ximo logrado, sin
embargo, no es el objetivo de este trabajo optimizar los enlaces, sino medir la
eficiencia con respecto al procesamiento. Es decir, se busca reducir la relacio´n
GHz / Gbps en lugar de maximizar el rendimiento de red. Por lo tanto, se
podra´ observar que los enlaces llegan a mantener entre 700 y 750 mbps en las
pruebas donde se usan dos NICs.
Para las pruebas A, B y C se utilizan 2 NICs (Eth0 es la NIC Realtek y Eth2
es la NIC Nvidia) y el kernel 2.6.17.8 esta´ndar, sin modificaciones. Se transmiten
datos durante dos minutos y luego se calculan valores promedios.
Prueba A) Se activa so´lo una CPU de la ma´quina SMP para todo el pro-
cesamiento. Esto se implementa combinando dos configuraciones:
• Por un lado, se env´ıan dos para´metros al kernel en el momento de la
inicializacio´n. isolcpus=0 le indica al scheduler general del kernel SMP
que so´lo utilice la primer CPU para sus funciones y noirqbalance desactiva
las funciones de balanceo de interrupciones del I/O APIC.
• Por otro lado, se rutean todas las interrupciones generadas por el hardware
a la primer CPU. Esto se logra configurando la tabla de enrutamiento
de interrupciones del I/O APIC para que todas las interrupciones sean
redistribuidas al APIC local de la CPU0.
De esta forma todo el procesamiento de red, tanto procesos de usuario como
threads y softirqs del kernel, se ejecutan en la primer CPU de la ma´quina y la
otra CPU permanece ociosa todo el tiempo. La ma´quina nunca muestra ma´s de
un 50% de actividad de sus procesadores.
Para las pro´ximas dos pruebas, se activan las dos CPUs para el procesamien-
to de red, aunque se distribuye la carga de diferentes formas para estudiar el
rendimiento de red y costo de procesamiento de cada configuracio´n.
Prueba B) En este caso se usan ambas CPUs para procesar la actividad
del kernel y procesos de usuario. Las interrupciones se distribuyen entre los
procesadores, y los procesos de usuario se migran cada vez que el scheduler
decida balancear la carga. E´sta es la configuracio´n por defecto de los kernels
que acompan˜an a las distribuciones ma´s utilizadas (como Fedora y Debian) del
sistema operativo GNU/Linux y resulta ser la opcio´n menos eficiente a la hora
de procesar tra´fico de red.
Prueba C) En esta prueba se asocia el procesamiento de cada NIC con una
CPU en particular. Es decir, en una misma CPU se ejecutan: el manejador de
interrupciones de una de las NICs, la softirq correspondiente y el proceso de Net-
perf que atiende el servidor asociado a la direccio´n IP de esa NIC. Ba´sicamente
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se logra una afinidad total (como se estudio´ en el cap´ıtulo 5) del procesamiento
de red de una NIC a una CPU. Esto se implemento´ en dos pasos:
• La afinidad de procesos de usuario se logra sin modificar el co´digo fuente de
la herramienta Netperf. El kernel Linux ofrece system calls que permiten
especificar una ma´scara que indica el subconjunto de CPUs va´lidas para
la potencial migracio´n de un proceso dado. Es posible usar un simple
programa, cuyo co´digo fuente se adjunta a este trabajo, que recibe el PID
(Process ID) de un proceso y la ma´scara que se desea asociar a ese proceso,
e invoca a la system call correspondiente.
• La afinidad de interrupciones se implementa configurando el I/O APIC.
Despue´s de identificar el nu´mero de irq correspondiente a cada NIC, se
configura la tabla de enrutamiento de interrupciones del controlador para
que distribuya las interrupciones a cada CPU en funcio´n de su origen,
permitiendo que cada CPU atienda interrupciones de una NIC distinta.
Del resto se encarga el mismo kernel ya que la ejecucio´n de las softirqs se
planifica en la misma CPU que recibio´ la interrupcio´n del hardware (como
se estudio´ en el cap´ıtulo 3).
En las pruebas D y E se utiliza el prototipo implementado. En ambos casos se
dedica la CPU1 a realizar procesamiento de red de manera exclusiva, sin embargo
las pruebas difieren en cuanto al momento, en el camino del procesamiento
de transmisio´n, en el cual son interceptados los paquetes para continuar su
procesamiento en la CPU1 (en este momento resulta u´til recurrir a la divisio´n
funcional del procesamiento TCP/IP que se planteo´ en el cap´ıtulo 3).
En ambas pruebas se continu´an procesando las copias desde y hacia el es-
pacio de usuario (es decir, el procesamiento superior) en la CPU-HOST. Como
se menciono´ previamente y como se confirma en el profiling mostrado en esta
seccio´n, la operacio´n de copia desde y hacia el espacio de usuario es una de las
ma´s costosas, con lo cual el prototipo puede ser mejorado sustancialmente si
se reducen o evitan las copias. En el cap´ıtulo 7 se presentan algunas ideas que
intentan lidiar con este problema.
Prueba D) En la prueba D se utiliza la CPU-NET para realizar el proce-
samiento de los siguientes componentes de TCP/IP:
• Procesamiento de interrupciones
• Recepcio´n Inferior
Prueba E) En la prueba E se utiliza la CPU-NET para realizar el procesa-
miento de los siguientes componentes de TCP/IP:
• Procesamiento de interrupciones
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• Recepcio´n Inferior
• Transmisio´n Inferior
Es decir, se realiza en la CPU-NET todo el procesamiento que no este´ vin-
culado a las copias desde y hacia el espacio de usuario.
En el cuadro 8.1 se presenta una comparacio´n entre los resultados de las
cinco pruebas mencionadas anteriormente. El significado de cada l´ınea, para
cada prueba, es el siguiente:
• Rendimiento representa el rendimiento total promedio de red, sumando
el rendimiento de las dos NICs, medido en Megabits por segundo.
• %Idle es el porcentaje promedio del poder de co´mputo de la ma´quina
que queda disponible.
• Cswch/s es la cantidad promedio de cambios de contexto por segundo.
• Intr/s es la cantidad promedio de interrupciones recibidas por segundo.
En las transcripciones de las pruebas, entregadas con este trabajo, se pueden
encontrar resultados con otro nivel de detalle. Por ejemplo, algunos de estos
indicadores esta´n discriminados por CPU.
Cuadro 8.1: Comparacio´n de pruebas A, B, C, D y E
medidas\pruebas A B C D E
Rendimiento(Mbps) 1379 1504 1482 1490 1418
%Idle 50,03 15,94 42,14 22,61 25,19
Cswch/s 44617,77 50454,35 222893,68 131499,63 101608,68
Intr/s 121823 105444 133873 0 0
Se puede observar que mientras el rendimiento se mantiene casi constante,
los otros valores llegan a variar significativamente en algunos casos. Para com-
prender los motivos de estos resultados, se presenta a continuacio´n el resumen
de los datos arrojados por el profiling del kernel durante las pruebas realizadas.
En todas las pruebas, el profiling general del sistema (que incluye datos sobre
los procesos de usuario, librer´ıas y mo´dulos del kernel, adema´s del binario del
kernel mismo, y que se entrega junto con este trabajo) permitio´ comprobar que
el kernel consume cerca del 70% de la CPU. Por lo tanto, se hizo hincapie´ en
el profiling del kernel. Es decir, en los pro´ximos cuadros se muestra el costo de
las funciones del archivo binario que implementa el kernel, pero no se incluyen
los costos de los drivers de las NICs (por ejemplo, no se incluye el costo del
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manejador de interrupciones de cada NIC) o de los procesos que implementan
los servidores de Netperf.
Los cuadros de profiling se componen de cinco columnas. Cada l´ınea muestra
datos de un s´ımbolo en particular del kernel y de izquierda a derecha, estas
columnas tienen el siguiente significado:
• Cantidad de muestras, incrementadas cada 400000 eventos del tipo
CPU CLK UNHALTED, es decir, ciclos ocupados en computacio´n u´til
(y no esperando por datos de memoria). Esta columna permite estimar
que´ funciones consumieron mayor cantidad de tiempo de CPU.
• Porcentaje del valor anterior con respecto al total.
• Cantidad de muestras, incrementadas cada 10000 eventos del tipo
DATA CACHE MISSES. Esta columna permite estimar que´ funciones mues-
tran una baja localidad de las referencias a memoria.
• Porcentaje del valor anterior con respecto al total.
• Nombre del s´ımbolo. En este caso son funciones del kernel.
Cuadro 8.2: Profiling del kernel durante la prueba A
muestras % muestras % s´ımbolo
69213 18.2416 58248 55.5786 copy to user ll
53019 13.9735 1942 1.8530 handle IRQ event
21261 5.6035 2779 2.6516 tcp v4 rcv
12545 3.3063 1364 1.3015 do IRQ
11823 3.1160 460 0.4389 qdisc restart
11375 2.9980 267 0.2548 spin lock
9692 2.5544 1514 1.4446 irq entries start
9555 2.5183 1709 1.6307 schedule
8774 2.3125 1168 1.1145 spin unlock
8430 2.2218 3066 2.9255 kfree
7924 2.0884 3322 3.1698 tcp rcv established
Como se observa, entre las funciones del kernel que consumen ma´s CPU se en-
cuentran aquellas relacionadas con las copias f´ısicas en memoria ( copy to user ll()),
la administracio´n de interrupciones (handle IRQ event(), do IRQ()) y los me-
canismos de sincronizacio´n ( spin lock()).
Cuando se comparan la prueba A con la prueba B, se observa un incre-
mento significativo del uso de CPU (se reduce%Idle del 50% al 15%) que no
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es proporcional con el incremento del rendimiento de red. Al estudiar co´mo se
genera este aumento en el uso de CPU se observa un factor clave: la funcio´n
spin lock irqsave(), la cual se utiliza para proteger estructuras de datos que son
accedidas por manejadores de interrupciones en una ma´quina SMP (es necesario
deshabilitar las interrupciones en la CPU y tomar un spinlock). Tambie´n se ob-
serva que la funcio´n schedule() incrementa su tiempo de ejecucio´n casi al doble
y que spin lock() se incrementa en un 40% aproximadamente, si se comparan
las cantidades absolutas de muestras tomadas en estas funciones. Claramente,
los costos de sincronizacio´n y scheduling se disparan ma´s alla´ de lo aceptable
cuando se agrega una CPU extra al procesamiento de red.
Cuadro 8.3: Profiling del kernel durante la prueba B
muestras % muestras % s´ımbolo
113573 16.5949 1631 1.1642 spin lock irqsave
77729 11.3575 61287 43.7467 copy to user ll
49851 7.2840 1816 1.2963 handle IRQ event
40771 5.9573 4382 3.1279 tcp v4 rcv
25860 3.7786 5935 4.2364 tcp rcv established
20138 2.9425 4636 3.3092 kfree
18753 2.7401 3475 2.4805 schedule
17351 2.5353 709 0.5061 spin lock
15908 2.3244 619 0.4418 qdisc restart
Para evaluar los beneficios de la afinidad de interrupciones y procesos a
CPUs, se comparan los resultados entre las pruebas B y C. La primer gran dife-
rencia se observa en el uso de CPU, incrementa´ndose el tiempo ocioso de 15% a
42%, manteniendo el rendimiento de red. Los motivos de este incremento en la
eficiencia pueden asociarse a una reduccio´n en la contencio´n por datos compar-
tidos y un incremento en la localidad de las referencias. Por un lado, se ve en el
cuadro 8.4 que el costo de sincronizacio´n se reduce (spin lock irqsave() desapa-
rece de los primeros puestos), y esto puede deberse a la no interferencia entre
los manejadores de interrupciones entre ellos y con las softirqs, ya que ahora el
tra´fico de cada NIC es procesado en una CPU distinta. Por otro lado, la afinidad
de interrupciones y procesos asegura que los contextos de softirq y de la system
call de recepcio´n (donde se realiza la copia al espacio de usuario) se ejecuten en
la misma CPU. E´sto, segu´n los defensores de esta te´cnica, es uno de los mayores
beneficios de la afinidad, ya que logra una mejora notable en el comportamiento
de cache. Se puede comprobar en el cuadro 8.4 que la cantidad de muestras
de fallos de cache se reduce notablemente para la funcio´n copy to user ll (de
61000 a 38000, es decir disminuye un 30% aproximadamente).
Sin embargo tambie´n se observa un incremento notable en los cambios de
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contexto ocurridos durante la prueba C (de 50000 a 200000 muestras) y el pro-
filing muestra un incremento del 50% en el tiempo que la funcio´n schedule()
consumio´ de CPU. No se encontro´ un motivo evidente para el incremento de
estos costos.
Cuadro 8.4: Profiling del kernel durante la prueba C
muestras % muestras % s´ımbolo
71262 12.2796 38204 44.7831 copy to user ll
63721 10.9802 2039 2.3901 handle IRQ event
28590 4.9265 1795 2.1041 schedule
23986 4.1332 1883 2.2073 spin unlock
20121 3.4672 227 0.2661 spin lock
19769 3.4065 2567 3.0091 tcp v4 rcv
19551 3.3690 1624 1.9037 default idle
17150 2.9552 1631 1.9119 switch to
14749 2.5415 473 0.5545 qdisc restart
11698 2.0158 1902 2.2295 try to wake up
La prueba C parece ser el mejor caso en cuanto al comportamiento del kernel
Linux, sin embargo, la intencio´n del prototipo es reducir el costo de intrusio´n por
mecanismo del sistema operativo. La prueba D, en la cual se mide la performance
de la primer variante del prototipo, muestra una reduccio´n de las interrupciones
de hardware a cero y de los cambios de contexto casi al 50% con respecto a
la prueba C, aunque no se logra una reduccio´n tan importante en el uso de
CPU con respecto a la prueba B. Sin embargo, debe tenerse en cuenta que el
prototipo ocupa un 50% del poder de co´mputo de la ma´quina (aunque no se
aprovechen estos ciclos en procesamiento real) ya que utiliza una de las CPUs
y nunca se devuelve el control al scheduler2. En una implementacio´n real, una
mejora importante ser´ıa la reconfiguracio´n dina´mica del subconjunto de CPUs
dedicadas al rol de CPU-NET, dependiendo de la carga de procesamiento de red
en un momento dado.
Entre otras cosas, se adjudica el incremento en el uso de CPU al hecho de
que la funcio´n copy to user ll() vuelve a tener un comportamiento de cache tan
perjudicial como antes, como se comprueba en el cuadro 5. Tambie´n se observa
un incremento del 50% en el tiempo de ejecucio´n de la funcio´n schedule() aun-
que no fue posible encontrar una explicacio´n para este aumento. Finalmente, el
profiling muestra a la funcio´n net rx action(), que es la funcio´n invocada cons-
tantemente por CPU-NET para realizar el procesamiento inferior; esta funcio´n
2Obviamente, este disen˜o no esta´ pensado para ser implementado en ma´quinas con un
nu´mero reducido de CPUs/cores.
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no debe ser considerada como parte de la intrusio´n del sistema operativo.
Por otro lado, debe notarse que de las cinco funciones que ocupan los pri-
meros puestos en el cuadro 8.5, tres de ellas realizan procesamiento real de
protocolos. Esto parece ser una mejora con respecto a la prueba C, en la cual
las cinco funciones que consumen ma´s CPU representan intrusio´n del sistema
operativo exclusivamente.
Cuadro 8.5: Profiling del kernel durante la prueba D
muestras % muestras % s´ımbolo
72898 11.5857 53156 38.4372 copy to user ll
39156 6.2231 5028 3.6358 schedule
35504 5.6427 4425 3.1997 tcp v4 rcv
27061 4.3008 4644 3.3581 try to wake up
20012 3.1805 6143 4.4420 tcp rcv established
19172 3.0470 3123 2.2582 kfree
18464 2.9345 422 0.3051 net rx action
15932 2.5321 455 0.3290 qdisc restart
13753 2.1858 736 0.5322 switch to
13535 2.1511 440 0.3182 local bh enable
13038 2.0721 3979 2.8772 eth type trans
Suponiendo que la CPU-NET ten´ıa capacidad para realizar ma´s co´mputo,
y no estaba siendo aprovechada (aunque se considero´ como tiempo ocupado
de CPU en la prueba D), se realizo´ la prueba E en la cual se le suma a la
CPU-NET el procesamiento de la transmisio´n inferior. Cuando se comparan las
pruebas D y E, se puede observar (en el archivo ResumenE.txt, entregado con
este trabajo) que la CPU-HOST reduce su ocupacio´n en un 10% o, en el cuadro
1, se comprueba que se incrementa el indicador%Idle. Probablemente, esto se
debe a que la CPU-HOST ahora no tiene que realizar la transmisio´n inferior
ya que la esta´ procesando la CPU-NET. En el profiling, e´sto se manifiesta a
trave´s del incremento de tiempo de ejecucio´n de la funcio´n desencolar(), que es
la encargada de obtener los requerimientos de transmisio´n encolados por CPU-
HOST y realizar el resto del procesamiento inferior.
Para obtener una mejor relacio´n GHz / Gbps utilizando el prototipo, se
intentaron dos pruebas con 3 placas de gigabit3, para aumentar los requerimien-
tos de procesamiento de la ma´quina. Para esto se utilizo´ la NIC Realtek (Eth1,
10.10.0.100), la NIC Marvell (Eth2, 192.168.0.100) y la NIC Broadcom (Eth3,
200.100.0.100).
3Estas pruebas fueron de cuatro minutos, con lo cual no es posible comparar cantidades
absolutas de muestras con las pruebas anteriores, aunque s´ı se pueden comparar los porcentajes.
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Cuadro 8.6: Profiling del kernel durante la prueba E
muestras % muestras % s´ımbolo
69688 11.0974 50673 35.3457 copy to user ll
45495 7.2448 13302 9.2785 desencolar
44180 7.0354 869 0.6061 qdisc restart
35286 5.6191 5527 3.8552 schedule
29426 4.6859 3423 2.3876 tcp v4 rcv
27709 4.4125 4886 3.4081 try to wake up
21695 3.4548 6942 4.8422 tcp rcv established
18298 2.9139 3857 2.6904 kfree
17770 2.8298 1221 0.8517 tcp select window
14801 2.3570 482 0.3362 local bh enable
13366 2.1285 4103 2.8619 eth type trans
Sin embargo, un feno´meno que llamo´ la atencio´n inmediatamente es que el
rendimiento de red agregado de las tres NICs era similar al rendimiento agregado
de las 2 NICs alcanzado en las pruebas anteriores, pero las CPUs no llegaban a
ocuparse al 100%, lo que indicaba que el cuello de botella se encontraba en otro
componente.
Al estudiar las especificaciones de la motherboard de las ma´quinas en las que
se realizaron las pruebas se encontro´ un posible motivo. El diagrama de bloques
de dicha motherboard se puede observar en la figura 8.3.
La NIC Marvell esta´ conectada directamente al chipset Nvidia (remarcado
con color rojo en la figura 8.3), sin embargo la NIC Broadcom se conecta al
mismo bus PCI de 32 bits a 33 MHz a los que se conectan los slots PCI de la
motherboard. Como la NIC adicional que se utilizo´ es una placa con interfaz
PCI, insertada en uno de estos slots, se compartio´ el ancho de banda del bus
PCI que tambie´n conectaba a la NIC Broadcom (remarcado con color azul).
Un bus PCI de 32 bits y a 33 MHz (como es estudio´ en el cap´ıtulo 2) tiene
un rendimiento ma´ximo teo´rico de 133 MBytes por segundo, es decir, 1064
Mbits por segundo, o 1 Gbps aproximadamente, aunque es imposible lograr un
rendimiento sostenido de 1 Gbps de datos dado el overhead del funcionamiento
del bus y de los protocolos de red.
En este caso, se esta´ compartiendo 1 Gbps de capacidad teo´rica de transmi-
sio´n entre las dos NICs. Por lo tanto, en las pro´ximas dos pruebas se podra´ ob-
servar que el rendimiento sumado de las NIC Eth1 (Realtek) y Eth3 (Broadcom)
se encuentra cercano a los 700 Mbps.
Prueba X) La prueba X es una variante de la prueba C con 3 NICs. Se
configuro´ de manera tal de lograr afinidad del procesamiento relacionado con la
Eth1 y Eth3 con la CPU0, y el procesamiento de la NIC Eth2 se realiza en la
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Figura 8.3: Diagrama de bloques de la motherboard utilizada en las pruebas
CPU1.
Prueba Z) Este experimento es una variante de la prueba E escalado a 3
NICs.
Cuadro 8.7: Comparacio´n de pruebas X y Z
medidas\pruebas X Z
Rendimiento(mbps) 1492 1477
%Idle general 34,44 24,77
cswch/s 157186,17 99275,49
intr/s 131363 0
Al comparar las pruebas C y X, se observa que se incrementa el uso de CPU
(el idle se reduce de 42% a 34%) aunque no se modifica el rendimiento de red.
El costo adicional se puede asociar a la sincronizacio´n: la funcio´n spin lock()
obtuvo un 4% de las muestras en la prueba C y un 13% de las muestras en
la prueba X. Adema´s se observa que las primeras cinco funciones siguen siendo
so´lo intrusio´n del sistema operativo.
Por otro lado, cuando se compara la prueba E con la prueba Z, el pro-
cesamiento de CPU no se modifica y esto puede indicar una mejor escalabi-
lidad con respecto a la cantidad de NICs utilizadas. Excepto por la funcio´n
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copy to user ll(), las primeras cinco funciones representan computacio´n u´til en
el procesamiento de red en lugar de overhead administrativo de sincronizacio´n
o manejo gene´rico de interrupciones.
Cuadro 8.8: Profiling del kernel durante la prueba X
muestras % muestras % s´ımbolo
154270 13.1928 93867 49.7272 copy to user ll
153381 13.1167 1070 0.5668 spin lock
94636 8.0930 2845 1.5072 handle IRQ event
58272 4.9833 3033 1.6068 do IRQ
45311 3.8749 3621 1.9183 schedule
39026 3.3374 4737 2.5095 tcp v4 rcv
30196 2.5823 1067 0.5653 qdisc restart
26420 2.2594 3570 1.8913 switch to
24781 2.1192 2303 1.2200 default idle
Si se comparan las pruebas X y Z4, se observa que la segunda prueba re-
duce en ma´s del 30% la cantidad de cambios de contexto y lleva a cero la
cantidad de interrupciones de hardware. Los costos de sincronizacio´n (la fun-
cio´n spin lock()) bajan notablemente y el subsistema de interrupciones (las
funciones handle IRQ event() y do IRQ()) ya no genera costos importantes.
Cuadro 8.9: Profiling del kernel durante la prueba Z
muestras % muestras % s´ımbolo
148053 10.3428 116811 38.1698 copy to user ll
120776 8.4372 1291 0.4219 net rx action
95700 6.6855 26140 8.5416 desencolar
68739 4.8020 1621 0.5297 qdisc restart
65176 4.5531 6827 2.2308 tcp v4 rcv
59659 4.1677 8393 2.7425 schedule
50669 3.5397 8619 2.8164 try to wake up
48140 3.3630 13402 4.3793 tcp rcv established
43827 3.0617 9406 3.0736 kfree
36767 2.5685 2824 0.9228 tcp select window
30361 2.1210 2063 0.6741 local bh enable
28993 2.0254 9818 3.2082 eth type trans
4En este caso se pueden comparar cantidad de muestras, ya que ambas pruebas fueron de
igual duracio´n en tiempo.
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Esta prueba de concepto hace suponer que es posible reducir la intrusio´n del
sistema operativo en el procesamiento de red. En aquellas ma´quinas cuya prin-
cipal funcio´n es el movimiento de datos, como es el caso con un Storage Element
en una infraestructura Grid (ver pro´ximo cap´ıtulo), puede ser beneficial dedi-
car una CPU o core de manera exclusiva al procesamiento de red. Actualmente
se esta´ adaptando esta idea a una arquitectura multicore y se esta´n realizando
varias optimizaciones a la implementacio´n que resultara´n en una mejora impor-
tante en la eficiencia de procesamiento.
Cap´ıtulo 9
Conclusiones y trabajo futuro
Este trabajo describe una problema´tica que esta´ captando la atencio´n de varios
grupos de investigacio´n y que au´n no presenta una solucio´n completamente
definida. Las propuestas que han demostrado tener mayor e´xito son aquellas
que atacan el problema a nivel de sistema completo (hardware y software) y,
desde esta perspectiva, el sistema operativo es un componente esencial.
Los art´ıculos publicados hasta ahora no dejan de resaltar que los mecanis-
mos del sistema operativo involucrados en el procesamiento de los protocolos
utilizados en nuestras comunicaciones son, ba´sicamente, una herencia de los pri-
meros disen˜os e implementaciones realizadas a fines de la de´cada de 1970 y que
existe una necesidad imperiosa de hallar una forma ma´s eficiente de procesar el
tra´fico de red permitiendo potencialmente que Ethernet y TCP se acerquen a la
performance, en latencia y rendimiento, ofrecida por las System Area Networks
(SANs) actuales.
A lo largo de los cap´ıtulos se mencionan un conjunto de factores que parecen
confluir hacia una misma direccio´n. Por un lado, se afirma que las redes de
datos se esta´n convirtiendo en una herramienta fundamental para el desarrollo
cient´ıfico y tecnolo´gico, ya que el paradigma conocido como Network Centric
Computing tiende a ser la forma predominante de co´mputo. Por lo tanto, las
comunicaciones influyen cada vez ma´s en la performance de las aplicaciones.
Sin embargo, se presentan algunos obsta´culos que amenazan con impedir el
completo aprovechamiento de los u´ltimos avances en redes de datos. Se obser-
va que el requerimiento de procesamiento de las redes de alta velocidad puede
superar las capacidades de una plataforma de co´mputo actual y los motivos se
encuentran tanto en el hardware como en el software. E´sto se debe principal-
mente a las diferencias relativas en el ritmo de la evolucio´n de las tecnolog´ıas de
redes, memorias, CPUs, buses de E/S y el software de base.
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Con respecto a este u´ltimo, se puede afirmar que, aunque se ha avanzado en
el plano teo´rico del disen˜o de un kernel orientado a la E/S de alta performance,
los sistemas operativos ma´s utilizados en la actualidad se basan en conceptos
introducidos hace aproximadamente tres de´cadas (un intervalo de tiempo enor-
me en lo que se refiere a tecnolog´ıa informa´tica). Los altos costos, agrupados
con el te´rmino intrusio´n del sistema operativo, surgen al utilizar sistemas ope-
rativos disen˜ados principalmente para tareas intensivas en computacio´n, y no
optimizados para la entrada/salida. Los mecanismos que deber´ıan ser invocados
excepcionalmente (como las interrupciones del hardware y las interrupciones de
software con las que se implementan las system calls) se vuelven demasiados
costosos cuando se usan con frecuencias mucho ma´s altas que aquellas para las
cuales fueron pensados.
Una forma de satisfacer los altos requerimientos del procesamiento de red es
utilizar ma´s de una CPU. Por lo tanto, se analizan las posibilidades de parale-
lismo en los protocolos de red y se identifica el modelo adoptado por el kernel
Linux en arquitecturas SMP, el cual parece presentar problemas de escalabili-
dad por altos costos de sincronizacio´n, entre otras cosas. La intrusio´n del sistema
operativo se vuelve ma´s notable cuando se adapta un kernel monoprocesador a
una arquitectura de multiprocesamiento.
Por otro lado, se supone un futuro cercano donde toda la computacio´n es-
tara´ basada en arquitecturas paralelas, y se plantea que los sistemas operativos
deben ser re-disen˜ados teniendo en cuenta las capacidades y caracter´ısticas es-
pec´ıficas de esas arquitecturas. En este contexto, se afirma que en algunos casos
una utilizacio´n asime´trica de los elementos de procesamiento de una ma´quina
podr´ıa llegar a resultar ma´s eficiente que la distribucio´n de trabajo equitativa
entre los procesadores y que se esta´ comenzando a investigar soluciones ASMP
aplicadas a varios dominios. En particular, se estudia la arquitectura de Piglet,
el primer kernel que se ejecuta de manera activa en CPUs dedicadas, buscando
reducir la intrusio´n del sistema operativo.
Siguiendo estas ideas, se implemento´ un prototipo para este trabajo que
modifica la forma de procesar paquetes de red en el kernel Linux 2.6 en una
ma´quina SMP, se realizaron ciertas pruebas comparativas de performance y se
identificaron las fuentes de overhead gracias al uso de profiling estad´ıstico. Linux
es el kernel monol´ıtico ma´s utilizado en los sistemas operativos libres y por lo
tanto representa una gran oportunidad para estudiar y proponer optimizacio-
nes. Adema´s es altamente modular y existe gran cantidad de documentacio´n
relacionada, lo que facilita realizar modificaciones a su co´digo. 1
Se demostro´ que es posible reducir la intrusio´n del sistema operativo gene-
1Actualmente, el kernel linux 2.6 ha alcanzado un nivel de estabilidad, robustez y flexi-
bilidad notables. provee soporte para ma´s de veinte arquitecturas, incluyendo todo tipo de
ma´quina NUMA, SMP y dispositivos embebidos. Mejoro´ considerablemente gran parte de los
subsistemas con respecto al kernel 2.4 teniendo como principal objetivo la escalabilidad.
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rada por el procesamiento de E/S de red, si se construye un kernel pensado
para esta tarea. Evitar el uso de interrupciones de software y de hardware, de-
dicando un elemento de procesamiento para sondear el estado del hardware de
red y atender los posibles requerimientos que los procesos de usuario env´ıan a
trave´s de la memoria compartida parece ser una alternativa viable, siempre que
la carga de red lo justifique.
9.1 Trabajo a futuro
Como se menciono´ en el cap´ıtulo 8, el prototipo no delega las copias entre el
espacio del kernel y el espacio de usuario a la CPU dedicada, y e´sta es una de
las operaciones ma´s costosas en el procesamiento de red. En el cap´ıtulo 7 se
mencionaron algunas iniciativas de mejorar la performance de la interfaz entre
el kernel y los procesos de usuario, a trave´s del uso de memoria compartida, sys-
tem calls asincro´nicas y sen˜alizacio´n por eventos. Recientemente, han aparecido
prototipos ba´sicos que implementan algunas de estas te´cnicas en el kernel Linux
y es posible combinarlas con el prototipo propuesto en esta tesis.
Otra mejora importante al prototipo es la de implementar la posibilidad de
reconfiguracio´n dina´mica del subconjunto de CPUs dedicadas al rol de CPU-
NET, dependiendo de la carga de procesamiento de red en un momento dado.
Como se menciono´, la interrupcio´n del timer local APIC se mantiene habilitada
en la CPU-NET, lo que deja abierta la posibilidad de disparar eventos perio´dicos,
como pueden ser evaluar la situacio´n y realizar reconfiguracio´n automa´tica. E´sto
se puede implementar asignando un thread del kernel a cada CPU en el momento
del inicio de la ma´quina, y despertando o durmiendo threads a medida que son
necesarios.
Finalmente, se planea estudiar las posibles aplicaciones de este trabajo en un
entorno de Grid Computing. Es posible que algunos componentes de un middle-
ware de Grid puedan beneficiarse de un sistema operativo que reduce los costos
de mover grandes cantidades de datos en la red. Por ejemplo, en un entorno en
produccio´n como el que representa el acelerador de part´ıculas ma´s grande del
mundo en el CERN (http://lhc.web.cern.ch/lhc/), se distribuira´n diariamente
decenas de terabytes de informacio´n en la Grid formada por diferentes labo-
ratorios en el mundo. Estas transferencias utilizan el protocolo gridFTP y se
realizan entre los componentes conocidos como Storage Element, de los diferen-
tes sitios de la Grid. Tal vez, ejecutar un kernel optimizado para la E/S de red
como base de un Storage Element incremente la eficiencia y/o rendimiento de
las transferencias.
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