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Abstract. In this paper we are concerned with a Gordan-type theorem involving an arbitrary number of inequality
functions. We not only state its validity under a weak convexity assumption on the functions, but also show it is an
optimal result. We discuss generalizations of several recent results on nonlinear quadratic optimization, as well as a
formula for the Fenchel conjugate of the supremum of a family of functions, in order to illustrate the applicability of that
theorem of the alternative.
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1 Introduction
Theorems of the alternative are nothing more than idiosyncratic equivalences between one statement and the
negation of another one –the alternatives, in most cases in a finite dimensional context, in which case they
are usually reformulations of the Separation theorem of convex sets in a Euclidean space. However, some of
them predate that fundamental result, as the Gordan theorem [14], which dates back to 1873. Notwithstanding
its simplicity, Gordan’s theorem and some of its extensions are essential tools and active research topics in
mathematical programming (some illustrative examples may be found in [28, 18, 7, 12, 21, 20, 19, 6, 11, 17, 39, 25])
and have wide-ranging applications in many different fields (see, for instance, [13, 26, 4, 31, 29]).
One interesting and popular generalization of the Gordan theorem was given by K. Fan, I. Glicksberg and
A.J. Hoffman in [10], where an alternative was established in order to effectively characterize the existence of a
solution for a system with a finite number of convex inequalities. In [34] that result is extended to inequalities
that are convex in a weak sense, infsup-convexity (see Definition 2.2 below); in fact, it is shown that this
generalization is optimal, that is, infsup-convexity is the adequate concept of convexity for dealing with the
Gordan theorem. This is done by means of an equivalent version of the finite dimensional Separation theorem in
the form of minimax inequality. The main purpose of the present work is to derive a Gordan’s theorem which,
on the one hand, is applicable to an arbitrary number of inequalities and, on the other hand, like its special finite
case [34], is sharp for the kind of convexity under consideration, again infsup-convexity.
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The paper is organized as follows. In Section 2 we deduce, as a consequence of a Hahn–Banach-type
result, the so-called Mazur–Orlicz theorem (see [30, The´ore`me 2.41], [33, Theorem, p. 365], [24, Satz, p. 482],
[37, Theorem 28] and its extensions [23, Theorem 1.1], [36, Theorem 2.9], [16, Theorem 12] and [9, Theorem 3.1]),
the aforementioned version of the Gordan theorem for an arbitrary number, finite or infinite, of inequalities; and
at the same time we establish an equivalence between its validity and the kind of convexity involved, infsup-
convexity. The Gordan theorem, while interesting in its own right, also allows us to recover and even extend
many results on nonlinear optimization. Such is the case on quadratic programming, as shown in Section 3
regarding several statements by V. Jeyakumar, G.M. Lee and G.Y. Li in [20] on the solvability of a wide class
of quadratic programs, in the form of Karush–Kuhn–Tucker and Fritz Jonh results. In addition, in Section 4 we
apply the Gordan theorem to dealing with formulae for the conjugate of the supremum of a family of (possibly
infinitely many) functions satisfying no topological condition.
2 Gordan’s theorem for an arbitrary number of inequalities
This section is devoted to the discussion of the main result in this paper, a version of Gordan’s theorem for
infinitely many inequality functions. In addition, we show that such a theorem of the alternative is optimal.
Let us start by recalling that the classical Gordan theorem states that, given N,m ≥ 1 and x1, . . . ,xm ∈
R
N , exactly one of the following alternatives holds:
(a1) The system
xTj x < 0 for j = 1, . . . ,m
admits a solution x ∈ RN .
(a2) The system
m∑
j=1
tjxj = 0
has a solution t ∈ ∆m,
where ∆m is the probability simplex in R
m, that is, adopting the convention that t is the vector (t1, . . . , tm) ∈ Rm,
∆m :=

t ∈ Rm : t1, . . . , tm ≥ 0 and
m∑
j=1
tj = 1

 .
Worth mentioning is the following generalization of Gordan’s theorem, due to K. Fan, I. Glicksberg and A.J.
Hoffman ([10, Theorem 1]): if E is a real vector space, C is a nonempty and convex subset of E, m ≥ 1 and
f1, . . . , fm : C −→ R are convex functions, then either
(a1) there exists x ∈ C : max
j=1,...,m
fj(x) < 0
or
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(a2) for some t ∈ ∆m, inf
x∈C
m∑
j=1
tjfj(x) ≥ 0,
but never both.
In [34, Theorem 2.3] we have extended this result for functions satisfying a not very restrictive concept of
convexity, the so-called infsup-convexity (see Definition 2.2), and we have shown it is sharp ([34, Theorem 2.6]),
in the sense that the validity of this result implies the infsup-convexity of the involved functions. Now we follow
suit for an arbitrary number of functions, applied in Section 3 to the study of certain quadratic programs.
But beforehand, let us recall that given a nonempty set Λ, ℓ∞(Λ) denotes the real Banach space of those
real-valued functions defined on Λ which are bounded, endowed with its usual addition and scalar multiplication,
as well as with its usual sup norm:
‖Φ‖ := sup
λ∈Λ
|Φ(λ)|, (Φ ∈ ℓ∞(Λ)).
Let us also denote by ℓ∞(Λ)+ the nonnegative cone of ℓ
∞(Λ)
ℓ∞(Λ)+ :=
{
Φ ∈ ℓ∞(Λ) : 0 ≤ inf
λ∈Λ
Φ(λ)
}
.
In what follows, we identify a function Φ : Λ −→ R with its values {Φ(λ)}λ∈Λ, and write ‖ · ‖ for the sup norm
and ‖ · ‖∗ for its dual norm. In addition, 1 stands for the function in ℓ∞(Λ) defined at each λ ∈ Λ as
1(λ) := 1.
We begin by introducing a result which is elementary but useful for our purposes. We include its proof so
that our approach will be as self-contained as possible. Let us first recall that if Λ is a nonempty set, a function
F : ℓ∞(Λ) −→ R is said to be positive provided that
Φ ∈ ℓ∞(Λ)+ ⇒ F (Φ) ≥ 0.
Lemma 2.1 Let Λ be a nonempty set and L : ℓ∞(Λ) −→ R be a linear functional. Then the following assertions
are equivalent:
(i) Φ ∈ ℓ∞(Λ) ⇒ L(Φ) ≤ sup
λ∈Λ
Φ(λ).
(ii) L is positive and L(1) = 1.
Moreover, if some of these equivalent statements hold, then L is continuous and ‖L‖∗ = 1.
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Proof. (i) ⇒ (ii) L is positive, since for all Φ ∈ ℓ∞(Λ)+,
L(−Φ) ≤ sup
λ∈Λ
−Φ(λ)
≤ 0,
hence L(Φ) ≥ 0. On the other hand,
L(1) ≤ sup
λ∈Λ
1 = 1
−L(1) ≤ sup
λ∈Λ
−1 = −1

 ⇒ L(1) = 1.
(ii) ⇒ (i) Given Φ ∈ ℓ∞(Λ), (supλ∈ΛΦ(λ)) 1 − Φ ∈ ℓ∞(Λ)+, so, taking into account that L is positive, linear
and L(1) = 1, we arrive at
L(Φ) ≤ sup
λ∈Λ
Φ(λ).
The arbitrariness of Φ ∈ ℓ∞(Λ) yields (i).
Finally, for each Φ ∈ ℓ∞(Λ) there holds
L(Φ) ≤ sup
λ∈Λ
Φ(λ)
≤ ‖Φ‖,
hence, the linear functional L is continuous and ‖L‖∗ ≤ 1, and since L(1) = 1, then ‖L‖∗ = 1. ✷
When Λ is finite, ℓ∞(Λ) = Rm for some m ≥ 1. Then L : Rm −→ R linear, positive with L(1) = 1 means
L = t for some t ∈ ∆m. This, together with Lemma 2.1, motivates the introduction of the following notation:
given a nonempty set Λ, we write
∆Λ := {L : ℓ∞(Λ) −→ R : L is positive, linear and L(1) = 1}.
We are going to deduce our Gordan-type result from a generalization of the Hahn–Banach theorem, the
Mazur–Orlicz theorem ([30, The´ore`me 2.41], [33, Theorem, p. 365], [24, Satz, p. 482], [37, Theorem 1.1]), that
asserts that if E is a real vector space, C is a nonempty and convex subset of E, and S : E −→ R is a sublinear
(subadditive and positively homogeneous) functional, then, there exists a linear functional L : E −→ R such that
x ∈ E ⇒ L(x) ≤ S(x)
and
inf
x∈C
L(x) = inf
x∈C
S(x).
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We also need to recall the aforementioned concept of convexity, infsup-convexity, that arises in minimax theory
(see [22, p. 653] and [38, Definition 2.11]), where it has turned out to be suitable ([35, Theorem 2.20] and [34,
Corollary 3.12]), as in the finite version of Gordan’s theorem ([34, Theorem 2.6]).
Definition 2.2 Given Λ and X nonempty sets, a family of real valued functions on X , {fλ}λ∈Λ, is said to be
infsup-convex on X provided that
m ≥ 1, t ∈ ∆m
x1, . . . , xm ∈ X
}
⇒ inf
x∈X
sup
λ∈Λ
fλ(x) ≤ sup
λ∈Λ
m∑
j=1
tjfλ(xj).
Likewise we can define supinf-concavity of f on X , although this notion is not need in this paper (see [34,
Definition 2.1]).
For instance, if X is a nonempty and convex subset of a real vector space, Λ is a nonempty set and, for
each λ ∈ Λ, fλ : X −→ R is a convex function, then the family {fλ}λ∈Λ is infsup-convex on X . We can also
check easily that if X and Λ are nonempty sets and {fλ}λ∈Λ is a family of real-valued functions defined on X
such that
x ∈ X ⇒ {fλ(x)}λ∈Λ ∈ ℓ∞(Λ)
and the joint range set
{{fλ(x)}λ∈Λ : x ∈ X} ⊂ ℓ∞(Λ)
is convex, then the family is infsup-convex on X . Some well-known results guarantee the convexity of the joint
range set. Thus, if for N ≥ 1, SN denotes the set of the N ×N symmetric real matrices, then the Dines theorem
([8, Theorem 1]) asserts that for any A1,A2 ∈ SN the joint range set of the corresponding quadratic forms,
{(
1
2
xTA1x,
1
2
xTA2x
)
: x ∈ RN
}
,
is a convex subset of R2. In this respect, it is worth mentioning the Brickman theorem [3, Theorem 2.1], which
asserts that the subset of that convex set
{(
1
2
xTA1x,
1
2
xTA2x
)
: x ∈ RN , ‖x‖ = 1
}
,
is also convex as soon as N ≥ 3. Although these results fail for three (or more) quadratic forms, there are
sufficient conditions for the convexity of the joint range set of three such forms: see, for instance, the Polyak
theorem [32, Theorem 2.1] and its generalization [20, Theorem 4.1].
We now come to our main result, a theorem of the alternative of the Gordan-type generalizing the finite
case [34, Theorem 3.2].
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Theorem 2.3 Suppose that Λ and X are nonempty sets and that {fλ}λ∈Λ is a family of real valued functions
on X that is infsup-convex on X and satisfying
x ∈ X ⇒ {fλ(x)}λ∈Λ ∈ ℓ∞(Λ).
Then, one, and only one, of the following statements holds:
(a1) There exists x ∈ X such that
sup
λ∈Λ
fλ(x) < 0.
(a2) There exists L ∈ ∆Λ such that
inf
x∈X
L
({fλ(x)}λ∈Λ) ≥ 0.
Proof. Consider the real linear vector space ℓ∞(Λ), the nonempty and convex subset of ℓ∞(Λ)
C := conv {{fλ(x)}λ∈Λ : x ∈ X} ,
(“conv” denotes “convex hull”), and the sublinear functional S : ℓ∞(Λ) −→ R defined at each Φ ∈ ℓ∞(Λ) as
S(Φ) := sup
λ∈Λ
Φ(λ). Then, the Mazur–Orlicz theorem and Lemma 2.1 imply the existence of L ∈ ∆Λ such that
inf
Φ∈C
L(Φ) = inf
Φ∈C
S(Φ).
In particular, we have the alternative:
inf
Φ∈C
L(Φ) ≥ 0
or (exclusive)
inf
Φ∈C
S(Φ) < 0.
This completes the proof, since
inf
Φ∈C
L(Φ) = inf
x∈X
L ({fλ(x)}λ∈Λ) ,
while, according to the infsup-convexity of the family {fλ}λ∈Λ on X ,
inf
Φ∈C
sup
λ∈Λ
Φ(λ) = inf
n≥1, s∈∆n
x1,...,xn∈X
sup
λ∈Λ
n∑
i=1
sifλ(xi)
= inf
x∈X
sup
λ∈Λ
fλ(x).
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✷In some theorems of the alternative for quadratic inequalities, the convexity of the joint range set is
proven and then the Separation theorem is suitably applied, as in the celebrated S-Lemma, established by V.A.
Yakubovicˇ from the Dines theorem [40], or in its generalization [20, Corollary 3.7]. Instead, sometimes one looks
for a convex set containing the joint range set and applies the Separation theorem: see for instance [17, Theorem
2.4]. We will show in the next section that the use of the theorem of Gordan, Theorem 2.3, avoids this kind of
technique and leads to a more direct approach for the study of quadratic programs, which in particular allows
us to deduce quite general results. As an advance of it, let us consider the following corollary which, in the finite
case and when X = RN , coincides with Yuan’s alternative theorem [41, Lemma 2.3]:
Corollary 2.4 Let N ≥ 1, A1,A2 ∈ SN let X be RN or {x ∈ RN : ‖x‖ = 1}. Then, either
(a1) there exists x ∈ X such that
max
i=1,2
{
1
2
xTAix
}
< 0
or
(a2) there exists 0 ≤ t ≤ 1 in such a way that the matrix tA1 + (1− t)A2 is semi-definite positive,
but never both.
Proof. Since the joint range set is convex, according to Dines’ theorem [8, Theorem 1] and Brickman’s theorem
[3, Theorem 2.1], then the family made up of the functions f1, f2 : X −→ R defined at each x ∈ X as
fi(x) :=
1
2
xTAix, (i = 1, 2)
is infsup-convex on X , and therefore, it suffices to apply the Gordan theorem, Theorem 2.3. ✷
The next direct consequence of Theorem 2.3 is the extension of the original Gordan theorem to an arbitrary
number of vectors:
Corollary 2.5 Assume that E is a real normed space, Λ is a nonempty set and that for all λ ∈ Λ, x∗λ ∈ E∗, in
such a way that the subset of E∗ {x∗λ : λ ∈ Λ} is bounded. Then the problem
find x ∈ E such that sup
λ∈Λ
x∗λ(x) < 0
is solvable if, and only if, its dual problem
find L ∈ ∆Λ such that L ({x∗λ(·)}λ∈Λ) = 0
has no solution.
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Proof. Apply Gordan’s theorem, Theorem 2.3, with the nonempty set
X := E
and the family of functions
fλ(x) := x
∗
λ(x), (λ ∈ Λ, x ∈ X),
which is clearly infsup-convex on E and in addition satisfies
x ∈ E ⇒ {x∗λ(x)}λ∈Λ ∈ ℓ∞(Λ).
Hence, that theorem yields that, either
there exists x ∈ E : sup
λ∈Λ
x∗λ(x) < 0
or (exclusive)
there exists L ∈ ∆Λ : x ∈ E ⇒ inf
x∈E
L ({x∗λ(x)}λ∈Λ) ≥ 0.
But this second condition is exactly
inf
x∈E
h(x) ≥ 0,
with h : E −→ R being the linear functional given for any x ∈ E as
h(x) := L ({x∗λ(x)}λ∈Λ) ,
and therefore (h is linear)
h = 0
or, in other words,
x ∈ E ⇒ inf
x∈E
L ({x∗λ(x)}λ∈Λ) = 0,
i.e.,
L ({x∗λ(·)}λ∈Λ) = 0.
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✷Notice that, in view of the Separation theorem, the first condition means that 0 does not belong to the
weak-∗ closure of conv{x∗λ : λ ∈ Λ}.
Now we prove that our theorem of the alternative, Theorem 2.3, is optimal. More specifically, it is obvious
that the role of the scalar 0 in ([10, Theorem 1] and) Theorem 2.3 is irrelevant, or in other words, the following
version of Theorem 2.3 remains true: if α ∈ R, Λ and X are nonempty sets and {fλ}λ∈Λ is a family that is
infsup-convex on X and satisfies
x ∈ X ⇒ {fλ(x)}λ∈Λ ∈ ℓ∞(Λ),
then, one, and only one, of the following statements holds:
(a1) There exists x ∈ X such that
sup
λ∈Λ
fλ(x) < α.
(a2) There exists L ∈ ∆Λ with
inf
x∈X
L
({fλ(x)}λ∈Λ) ≥ α
(use that L(1) = 1 and the elementary fact that {fλ}λ∈Λ is infsup-convex on X if, and only if, {fλ − α}λ∈Λ is
also infsup-convex on X).
One of the two hypotheses is clearly necessary in order that the alternative makes sense (for all x ∈ X ,
{fλ(x)}λ∈Λ ℓ∞(Λ)). The other one, infsup-convexity on X , is also necessary for the validity of the alternative,
as we show in Theorem 2.7 below. Beforehand, an easy remark extending a well-known result in the finite case
(see for instance [35, Lemma 2.6]).
Lemma 2.6 If Λ is a nonempty set, L ∈ ∆Λ, m ≥ 1, t ∈ ∆m and {α(1)λ }λ∈Λ, . . . , {α(m)λ }λ∈Λ ∈ ℓ∞(Λ), then
min
j=1,...,m
L
(
{α(j)λ }λ∈Λ
)
≤ sup
λ∈Λ
m∑
j=1
tjα
(j)
λ .
Proof. It is a direct consequence of the following chain of inequalities:
min
j=1,...,m
L
(
{α(j)λ }λ∈Λ
)
≤
m∑
j=1
tjL
(
{α(j)λ }λ∈Λ
)
(t ∈ ∆m)
= L

 m∑
j=1
tj{α(j)λ }λ∈Λ


≤ sup
λ∈Λ
m∑
j=1
tjα
(j)
λ (Lemma 2.1).
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✷Now we are in a position to obtain the announced optimality of the version of the Gordan theorem –for
(finitely or) infinitely many functions given in Theorem 2.3– that extends the finite case stated in [34, Theorem
2.6]:
Theorem 2.7 Let Λ and X be nonempty sets and {fλ}λ∈Λ be a family of real valued functions on X such that
x ∈ X ⇒ {fλ(x)}λ∈Λ ∈ ℓ∞(Λ).
Then
{fλ}λ∈Λ is infsup-convex on X
if, and only if, for all α ∈ R, exactly one of the following conditions holds:
(a1) There exists x ∈ X such that
sup
λ∈Λ
fλ(x) < α.
(a2) There exists L ∈ ∆Λ such that
inf
x∈X
L
({fλ(x)}λ∈Λ) ≥ α.
Proof. According to Theorem 2.3 and the above discussion, what remains is only to prove the sufficiency. So,
let m ≥ 1, t ∈ ∆m and x1, . . . , xm ∈ X . We assume without any loss of generality that
α := inf
x∈X
sup
λ∈Λ
fλ(x) > −∞.
The alternative (a1) fails, so there exists L ∈ ∆Λ with
inf
x∈X
L
({fλ(x)}λ∈Λ) ≥ α. (2.1)
Therefore
inf
x∈X
sup
λ∈Λ
fλ(x) = α
≤ inf
x∈X
L
({fλ(x)}λ∈Λ) (by (2.1))
≤ min
j=1,...,m
L
({fλ(xj)}λ∈Λ)
≤ sup
λ∈Λ
m∑
j=1
tjfλ(xj) (by Lemma 2.6)
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and so,
inf
x∈X
sup
λ∈Λ
fλ(x) ≤ sup
x∈X
m∑
j=1
tjfλ(xj).
As m ≥ 1, t ∈ ∆m and x1, . . . , xm ∈ X are arbitrary, then the family {fλ}λ∈Λ is infsup-convex on X , as was to
be shown. ✷
Even in the finite case, this result provides us with examples of infsup-convex families of quadratic func-
tions. Thus, thanks to the nonhomogeneous version of the Yuan theorem given in [20, Theorem 3.6], if N ≥ 1,
A1,A2 ∈ SN , b1,b2 ∈ RN and c1, c2 ∈ R, then the family of quadratic functions {q1, q2} defined at each x ∈ RN
as
qi(x) :=
1
2
xTAix+ b
T
i x+ ci, (i = 1, 2),
is infsup-convex on any affine subspace of RN . In a similar fashion, we can use Theorem 2.7 and [17, Theorem
2.4], [20, Theorem 4.2] or [20, Corollary 3.5] to obtain examples of infsup-convex families of quadratic functions.
In the next section we describe a class of (possibly) infinitely many quadratic functions that is infsup-convex on
R
N .
3 Quadratic optimization
We first illustrate the application of the Gordan theorem, Theorem 2.3, with a theorem of the alternative for
quadratic inequalities, Corollary 3.2, which generalizes that established in [20, Theorem 5.2] for a finite number
of quadratic functions to the infinite case, even for domains more general than RN . In particular, we study the
solvability of certain nonlinear, infinite and quadratic programs in terms of suitable Karush–Kuhn–Tucker and
Fritz John conditions, extending those given in [20, Corollary 5.3].
First, let us recall that given N ≥ 1, a real matrix A = (akl)k,l=1,...,N is said to be a Z-matrix provided
that A ∈ SN and
k < l ⇒ akl ≤ 0.
Both this kind of matrix and its generalizations have found many applications: it suffices to see for instance
[1, 5, 27, 15].
We write RN+ := {x ∈ RN : x1, . . . , xN ≥ 0}.
Lemma 3.1 Let N ≥ 1, Λ be a nonempty set and suppose that for each λ ∈ Λ, Aλ ∈ SN , bλ ∈ RN , cλ ∈ R in
such a way that
(
Aλ bλ
bTλ 2cλ
)
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is a Z-matrix. If in addition for any λ ∈ Λ qλ : RN −→ R is the quadratic function defined at each x ∈ RN as
qλ(x) :=
1
2
xTAλx+ b
T
λx+ cλ,
and X is a subset of RN with RN+ ⊂ X , then the family {qλ}λ∈Λ is infsup-convex on X .
Proof. Let m ≥ 1, t ∈ ∆m and x1 =
(
x
(1)
1 , . . . , x
(1)
N
)
, . . . ,xm =
(
x
(m)
1 , . . . , x
(m)
N
)
∈ X . We must prove
inf
x∈X
sup
λ∈Λ
qλ(x) ≤ sup
λ∈Λ
m∑
j=1
tjqλ(xj). (3.1)
Indeed, we take the element x0 ∈ X , which does not depend on λ ∈ Λ,
x0k :=
√√√√ m∑
j=1
tj
(
x
(j)
k
)2
, (k = 1, . . . , N),
–well defined, because t ∈ ∆m, and since RN+ ⊂ X , it belongs to X . Then, given λ ∈ Λ, if we write Aλ =(
a
(λ)
kl
)
k,l=1,...,N
and bλ =
(
b
(λ)
1 , . . . , b
(λ)
N
)
, we have that
qλ(x0) =
1
2
N∑
k=1
(
x
(0)
k
)2
a
(λ)
kk +
N∑
k,l=1
k<l
x
(0)
k x
(0)
l a
(λ)
kl +
N∑
k=1
x
(0)
k b
(λ)
k + cλ
≤ 1
2
N∑
k=1
(
x
(0)
k
)2
a
(λ)
kk +
N∑
k,l=1
k<l
x
(0)
k x
(0)
l a
(λ)
kl +
N∑
k=1

 m∑
j=1
tjx
(j)
k

 b(λ)k + cλ
≤ 1
2
N∑
k=1
(
x
(0)
k
)2
a
(λ)
kk +
N∑
k,l=1
k<l

 m∑
j=1
tjx
(j)
k x
(j)
l

 a(λ)kl +
N∑
k=1

 m∑
j=1
tjx
(j)
k

 b(λ)k + cλ
=
1
2
N∑
k=1

 m∑
j=1
tj
(
x
(j)
k
)2 a(λ)kk +
N∑
k,l=1
k<l

 m∑
j=1
tjx
(j)
k x
(j)
l

 a(λ)kl +
N∑
k=1

 m∑
j=1
tjx
(j)
k

 b(λ)k + cλ
=
1
2
m∑
j=1
tjx
T
j Aλxj +
m∑
j=1
tjb
T
λxj + cλ
=
m∑
j=1
tjqλ(xj),
where in the first inequality we have used the fact that for all k = 1, . . . , N , b
(λ)
k ≤ 0 and the Cauchy–Schwarz
inequality for the vectors
(√
t1x
(1)
k , . . . ,
√
tmx
(m)
k
)
and
(√
t1, . . . ,
√
tm
)
; and in the second that Aλ is a Z-matrix
and again the Cauchy–Schwarz inequality for
(√
t1x
(1)
k , . . . ,
√
tmx
(m)
k
)
and
(√
t1x
(1)
l , . . . ,
√
tmx
(m)
l
)
. Finally, the
arbitrariness of λ ∈ Λ and the fact that x0 belongs to X imply (3.1), and we are done.
12
✷We deduce, as a consequence of Lemma 3.1 and Theorem 2.3, the following alternative for quadratic
inequalities associated with Z-matrices, which not only extends the finite case in [20, Theorem 5.2] to the infinite
one, but also, even in the finite case, allows one to consider sets X more general than RN :
Corollary 3.2 Suppose that N ≥ 1, X is a subset of RN such that RN+ ⊂ X , Λ is a nonempty set, and that for
each λ ∈ Λ, Aλ ∈ SN , bλ ∈ RN , cλ ∈ R are such that
(
Aλ bλ
bTλ 2cλ
)
is a Z-matrix. If, in addition, the quadratic function qλ : R
N −→ R
qλ(x) :=
1
2
xTAλx+ b
T
λx+ cλ, (x ∈ RN )
satisfies
x ∈ X ⇒ {qλ(x)}λ∈Λ ∈ ℓ∞(Λ),
then, one, and only one, of the following alternatives holds:
(a1) There exists x ∈ X with
sup
λ∈Λ
qλ(x) < 0.
(a2) There exists L ∈ ∆Λ such that
inf
x∈X
L
({qλ(x)}λ∈Λ) ≥ 0.
In the next result we extend the study for arbitrarily many quadratic inequalities of the finite quadratic
program in [20, Corollary 5.3], generalizing the Fritz John and Karush–Kuhn–Tucker theorems therein. Given a
nonempty set Λ, we write ℓ∞(Λ)∗+ for the nonnegative cone of ℓ
∞(Λ)+, that is, the set of all positive, linear and
continuous functionals on ℓ∞(Λ).
Corollary 3.3 Let N ≥ 1, X be a subset of RN with RN+ ⊂ X , x0 ∈ X and Λ be a nonempty set. Suppose that
A ∈ SN , b ∈ RN , c ∈ R satisfy that
(
A b
bT 2c
)
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is a Z-matrix and that for all λ ∈ Λ, Aλ ∈ SN , bλ ∈ RN , cλ ∈ R,
(
Aλ bλ
bTλ 2cλ
)
is also a Z-matrix. If, moreover, q, qλ : R
N −→ R (λ ∈ Λ) are the quadratic functions given at each x ∈ RN by
q(x) :=
1
2
xTAx+ bTx+ c and qλ(x) :=
1
2
xTAλx+ b
T
λx+ cλ
and satisfy that
x ∈ X ⇒ {qλ(x)}λ∈Λ ∈ ℓ∞(Λ)
and that the subset of X
X0 :=
{
x ∈ X : sup
λ∈Λ
qλ(x) ≤ 0
}
is nonempty, then we consider the quadratic program
inf
x∈X0
q(x). (QP)
(i) If x0 is an optimal solution of (QP), then there exists (y, L) ∈ R+ × ℓ∞(Λ)∗+ such that
y + L(1) 6= 0
and satisfying the Fritz John conditions:
yq(x) + L
({qλ(x)}λ∈Λ) attains its infimum on X at x0
and
L
({
qλ(x
0)
}
λ∈Λ
)
= 0.
(ii) Assume in addition that this Slater constraint qualification is fulfilled: there exists x1 ∈ X with
sup
λ∈Λ
qλ(x
1) < 0.
Then x0 is an optimal solution for (QP) if, and only if, there exists L ∈ ℓ∞(Λ)∗+ such that the following
Karush–Kuhn–Tucker conditions are valid:
q(x) + L
({qλ(x)}λ∈Λ) attains its infimum on X at x0,
sup
λ∈Λ
qλ(x
0) ≤ 0,
and
L
({
qλ(x
0)
}
λ∈Λ
)
= 0.
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Proof. (i) Since x0 is an optimal solution of the quadratic program (QP), then
inf
x∈X
max
{
q(x)− q(x0), sup
λ∈Λ
qλ(x)
}
= 0,
thus, the alternative in Corollary 3.2 provides a (y, L) ∈ R+ × ℓ∞(Λ)∗+ with
y + L(1) = 1
and such that
x ∈ X ⇒ 0 ≤ y(q(x)− q(x0)) + L ({qλ(x)}λ∈Λ) ,
i.e.,
x ∈ X ⇒ yq(x0) ≤ yq(x) + L ({qλ(x)}λ∈Λ) . (3.2)
To conclude, it suffices to prove that
0 = L
({
qλ(x
0)
}
λ∈Λ
)
.
But, on the one hand, inequality (3.2) for x0 implies
0 ≤ L
({
qλ(x
0)
}
λ∈Λ
)
;
and, on the other hand,
{−qλ(x0)}λ∈Λ ∈ ℓ∞(Λ)+ (x0 being an optimal solution of (QP), in particular, x0 ∈ X0),
which according to the positivity of L yields
L
({
qλ(x
0)
}
λ∈Λ
)
≤ 0.
(ii) Let us first assume that x0 is an optimal solution for (QP). Then, according to (i) we clearly have the
announced statement (it suffices to divide by y, which is nonzero thanks to the Slater condition).
And conversely, given x ∈ X0, the assumptions clearly yield
q(x0) = q(x0) + L
({
q(x0)
}
λ∈Λ
)
≤ q(x) + L ({q(x)}λ∈Λ)
≤ q(x)
and since x0 ∈ X0, then x0 is an optimal solution for the quadratic program (QP). ✷
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4 Fenchel conjugate
Before ending, we emphasize the applicability of the Gordan theorem with another result, now deriving a formula
for the Fenchel conjugate of the supremum of a certain family of functions for which, unlike [9, Proposition 5.3]
or [2, Remark 12.2], we skip any topological assumption and weaken the convexity hypothesis.
If E is a real topological vector space, E∗ denotes its topological dual space, i.e., the space of those linear
and continuous functionals x∗ : E −→ R. Furthermore, given a function f : E −→ R ∪ {+∞}, f∗ stands for its
Fenchel conjugate, that is, for each x∗ ∈ E∗
f∗(x∗) = sup
x∈E
(x∗(x)− f(x)).
Corollary 4.1 If E is a real topological vector space, x∗0 ∈ E∗, Λ is a nonempty set and {fλ}λ∈Λ is a family of
real-valued functions defined on E such that
{fλ − x∗0}λ∈Λ is infsup-convex on E
and
x ∈ E ⇒ {fλ(x)}λ∈Λ ∈ ℓ∞(Λ),
then
(
sup
λ∈Λ
fλ
)∗
(x∗0) = min
L∈∆Λ
(
L
({fλ(·)}λ∈Λ))∗ (x∗0).
In particular, if the functions fλ are convex, then the formula above holds for any x
∗
0 ∈ E∗.
Proof. Given L ∈ ∆Λ and x∗ ∈ E∗, we have that
(
sup
λ∈Λ
fλ
)∗
(x∗) = sup
x∈E
(
x∗(x) − sup
λ∈Λ
fλfλ(x)
)
≤ sup
x∈E
(
x∗(x) − L ({fλ(x)}λ∈Λ))
=
(
L
({fλ(·)}λ∈Λ))∗ (x∗),
since
Φ ∈ ℓ∞(Λ) ⇒ L(Φ) ≤ sup
λ∈Λ
Φ(λ).
Therefore, to finish the proof we must show that the other inequality is true for some L ∈ ∆Λ. So, let
α := −
(
sup
λ∈Λ
fλ
)∗
(x∗0),
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which, by the previous inequality, can be assumed to be finite (otherwise, any L ∈ ∆Λ satisfies the announced
equality). Let us consider the family of functions
hλ(x) := −x∗0(x) + fλ(x) − α, (x ∈ E, λ ∈ Λ).
As
inf
x∈E
sup
λ∈Λ
hλ(x) = 0,
the Gordan theorem, Theorem 2.3, and our hypothesis on the infsup-convexity of {fλ− x∗0}λ∈Λ on E, guarantee
the existence of L ∈ ∆Λ such that
inf
x∈E
L
({hλ(x)}λ∈Λ) ≥ 0,
that is (L ∈ ∆Λ),
inf
x∈E
(−x∗0(x) + L ({fλ(x)}λ∈Λ)) ≥ α,
or, in other words,
(
L
({fλ(·)}λ∈Λ))∗ (x∗0) ≤
(
sup
λ∈Λ
fλ
)∗
(x∗0),
as required. ✷
In particular, in view of Lemma 3.1 we conclude that if N ≥ 1, Λ is a nonemptyset, for all λ ∈ Λ, Aλ ∈ SN ,
bλ ∈ RN , cλ ∈ R in such a way that
(
Aλ bλ
bTλ 2cλ
)
is a Z-matrix, qλ : R
N −→ R is the quadratic function defined at each x ∈ RN by
qλ(x) :=
1
2
xTAλx+ b
T
λx+ cλ
with
x ∈ RN ⇒ {qλ(x)}λ∈Λ ∈ ℓ∞(Λ)
and x0 ∈ RN+ , then
(
sup
λ∈Λ
qλ
)∗
(x0) = min
L∈∆Λ
(
L
({qλ(·)}λ∈Λ))∗ (x0).
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