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RATE OPTIMAL ESTIMATION OF QUADRATIC FUNCTIONALS IN
INVERSE PROBLEMS WITH PARTIALLY UNKNOWN OPERATOR
AND APPLICATION TO TESTING PROBLEMS
MARTIN KROLL
ENSAE-ParisTech CREST
Synopsis. We consider the estimation of quadratic functionals in a Gaussian sequence
model where the eigenvalues are supposed to be unknown and accessible through noisy
observations only. Imposing smoothness assumptions both on the signal and the sequence
of eigenvalues, we develop a minimax theory for this problem. We propose a truncated
series estimator and show that it attains the optimal rate of convergence if the truncation
parameter is chosen appropriately. Consequences for testing problems in inverse problems
are equally discussed: in particular, the minimax rates of testing for signal detection and
goodness-of-fit testing are derived.
1. Introduction
1.1. Problem statement. We consider the Gaussian sequence model
Xj = λjθj + εξj, j ∈ N∗ = {1, 2, . . .}, and (1)
Yj = λj + σηj , j ∈ N∗ (2)
where (ξj)j∈N∗ , (ηj)j∈N∗ are independent random vectors with independent standard Gauss-
ian components and ε, σ ∈ (0, 1) are known noise levels. Given some known and fixed
’reference point’ (θ◦j )j∈N∗ , we will in this work address the following two questions:
(1) Let (ωj)j∈N∗ be some known sequence of weights. How can we estimate the value
of the quadratic functional
q(θ) =
∞∑
j=1
ω2j (θj − θ◦j )2
from data (Xj)j∈N∗ and (Yj)j∈N∗ in an optimal way?
(2) How can we test the null hypothesis θ = θ◦ against the alternative θ ∈ Θ1 for some
Θ1 with θ
◦ /∈ Θ1?
Concerning both questions, the sequence (λj)j∈N∗ is a nuisance parameter and only acces-
sible by means of the observations (Yj)j∈N∗ . Specific choices include both the case λj ≡ 1
(then, (1) is the classical Gaussian sequence model with direct observations) and the case
λj → 0 making the inverse problem of reconstructing θ ill-posed (see [Cav11], Definition 1.1
for a definition of well-/ill-posedness). Precise assumptions on all model parameters will
be given in Section 2 below. To the best of our knowledge, the model given by (1) and
(2) was introduced explicitly in [CH05] for the first time, and is also referred to as an
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inverse problem with partially unknown operator [JS13, MS17]. In the context of inverse
problems, in its general form given by an operator equation X = Aθ+ εξ, this model pro-
vides something between the classical assumption that the operator A is known [Don95,
Cav11] and the assumption that the operator is only accessible by a blurred observation
Y = A+ σΞ [EK01, HR08]: it arises by the structural assumption that the operator A∗A
is diagonal with eigenvalues (λ2j )j∈N∗ . We refer to the references [CH05, JS13, MS17] for
a more detailed derivation and further motivation of the model. Note that, whereas the
non-parametric estimation of the parameter θ itself from observations (1) and (2) (in-
cluding adaptation) was intensively studied in [CH05, JS13], the estimation of quadratic
functionals has not yet been considered, and also the question of non-parametric testing
has been investigated only recently (see the following Subsection 1.2 for a discussion of
related work).
1.2. Related work. Starting with the paper [BR88], the estimation of quadratic func-
tionals has received a lot of attention in non-parametric statistics, in particular in models
with direct observations [DN90, Fan91, GT99, LM00, Joh01b, Joh01a, CL05, Lau05,
CL06, Kle06, GN08, RT08, CCT17]. In the context of statistical inverse problems, there
is much less work dedicated to this problem. [But07] provides a goodness-of-fit test in a
convolution model where the test statistic is based on the estimator of a quadratic func-
tional. The paper [BM11] considers observations as in (1) but assumes the sequence of
eigenvalues to be known. Under this assumption, minimax upper bounds in terms of ε are
derived for both ordinary smooth and supersmooth θ. In addition, the authors assume
that their approach even provides optimal constants. [Che11] considers adaptive estima-
tion of the L2-norm in a model where a convolution product of an unknown function and
a known function is corrupted by Gaussian noise.
The estimation of quadratic functionals is closely related to hypotheses testing since esti-
mators of quadratic functionals provide natural building blocks for test statistics. Starting
with the seminal paper [Erm90], the theory of non-parametric testing in direct Gaussian se-
quence space models has been rigorously developed in a series of papers by Ingster [Ing93]
(see also the monograph [IS03]). In the domain of inverse problems, an increasing in-
terest in theoretical results in the spirit of the book [IS03] has arisen within the last
decade [LLM11, ISS12, MS15, MS17], partially motivated by applications coming from
biology [Bis+09] or astrophysics [LPN14]. However, concerning inverse problems with
partially unknown operator, the existing research literature reduces to the paper [MS17]
that considers the same model as in the present work. In contrast to our approach in
Section 5 where we use the sum of type I and type II error in order to measure the perfor-
mance of tests, the authors of [MS17] consider level-α-tests (i.e., tests whose type I error
is bounded from above by some prespecified α ∈ (0, 1)) and try to minimize the type II
error under this constraint. In this framework, the authors derive upper and lower bounds
for the so-called separation rate. Their test statistic is also based on estimation of a qua-
dratic functional but only the goodness-of-fit testing problem is considered. The authors
obtain a slight gap by a logarithmic factor between upper and lower bounds with respect
to the noise level σ. A main difference between the present paper and [MS17] concerns the
minimax methodology: [MS17] impose a smoothness condition on the sequence (λj)j∈N∗
(equivalent to our one introduced in Section 2) only in order to establish lower bounds,
but the construction of their test statistic is independent of this smoothness. Thus, their
testing procedure is adaptive with respect to the sequence (λj)j∈N, whereas we assume the
order of the decay of this sequence to be known. Imposing this additional assumption, we
are able to derive upper and lower bounds for the testing rate that match (without any
logarithmic gap). It might be of interest to explore to what extent the extra logarithmic
factors in [MS17] might be unevitable in the adaptive scenario. However, answering this
question is outside the scope of this work and deferred to future research.
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1.3. Organisation and main contributions of the paper. Let us summarize the
main contributions of this paper. We emphasize in advance that all results of the paper
are non-asymptotic.
– We introduce a truncated series estimator of q(θ) (Section 2), and derive minimax
upper bounds for this estimator in terms of the noise levels ε and σ (Section 3).
The construction of the estimator is based on a sample cloning technique that has
not been used before to construct estimators of quadratic functionals.
– We prove minimax lower bounds for the estimation of q(θ) from data (1) and (2).
These results show that the truncated series estimators is rate optimal provided
that the truncation parameter is chosen appropriately.
– Our abstract results indicate an ’elbow effect’ of the optimal rate of convergence in
terms of the noise level σ that is similar to the well-known elbow effect in ε [Fan91].
However, the rate in σ is in general faster than the one in ε and the parametric rate
σ2 can be attained in cases where the non-parametric regime holds with respect
to ε. For instance, in the case that the signal belongs to a Sobolev class of index p
and the considered inverse problem is mildly ill-posed with degree of ill-posedness
equal to a, the optimal rate of convergence will turn out to be
ε2 ∨ ε16p/(4a+4p+1) ∨ σ2 ∨ σ4p/a.
– In Section 5, as a rather direct application of our results on the estimation of
quadratic functionals we consider non-parametric testing problems of the type
H0 : θ = θ◦ ∈ Θ against H1 : θ ∈ Θ, ‖θ − θ◦‖2 > r
for some r > 0. As already remarked by Marteau and Sapatinas [MS17], the case
of signal detection (θ◦ = 0, Section 5.1) and the one of goodness-of-fit testing
(θ◦ 6= 0, Section 5.2) have to be treated separately. For both problems, we derive
the minimax rate of testing and propose a test statistic attaining this rate. In
particular, in coincidence with the findings in [LLM11], it turns out that for the
signal detection problem it is sufficient to consider the observation (1) and con-
struct a test statistic based on an estimator of a quadratic functional of θ˜ = λθ.
For the goodness-of-fit problem, however, the testing rate depends also on σ and
both observations, X and Y , are taken into account for the construction of the
test statistic.
2. Methodology
2.1. Notation. We frequently denote entire sequences by single letters when writing ’the
sequence a’ instead of ’the sequence (aj)j∈N∗ ’. Numerical operations on sequences like a−1
are to be understood elementwise. Throughout C denotes a purely numerical constant
and C(. . .) a constant that depends only on the parameters indicated within parentheses.
x . y is shorthand for x 6 Cy, and we write x ≍ y if x . y and y . x hold simultaneously.
Moreover, x ≍ν y means that xν−1 6 y 6 νx. We put Jx, yK = [x, y] ∩ Z for x, y ∈ R.
2.2. Truncated series estimator. In order to define a truncated series estimators, we
first generate two independent instances of the Y sample by the following sample cloning
technique which is well-known in the context of aggregation (see [Tsy14], Lemma 2.1): let
η˜ be a sequence of independent standard Gaussian random variables independent of ξ and
η. For j ∈ N∗, we put
Y˜j = Yj + ση˜j and Y¯j = Yj − ση˜j .
Then Y˜j, Y¯j are i.i.d. N (λj , 2σ2), and the price to pay for the availability of two inde-
pendent samples is a doubling of the variance. Based on the availability of the samples
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Y˜ = (Y˜j)j∈N∗, Y¯ = (Y¯j)j∈N∗ we define, for any k ∈ N∗, the truncated series estimator
q̂k =
k∑
j=1
ω2j
Uj
Vj
1Ωj (3)
where Uj := (Xj − Y˜jθ◦j )2 − ε2 − 2(θ◦j )2σ2, Vj := Y¯ 2j − 2σ2 and Ωj := {Y¯ 2j > 3σ2}. Note
that Uj and Vj are unbiased estimators of λ
2
j(θj − θ◦j )2 and λ2j , respectively, guaranteeing
that the fraction Uj/Vj is at least a consistent estimator of (θj − θ◦j )2. In addition, due
to the construction based on sample cloning, Uj and 1Ωj/Vj are independent as they can
be written as Uj = f(Xj, Y˜j) and 1Ωj/Vj = g(Y¯j) for non-random functions f and g.
Inspired by [Neu97], the additional cut-off 1Ωj in (3) excludes too small values of Vj that
would otherwise lead to an unstable behaviour of the entire estimator. As usual in non-
parametric statistics, the value of the truncation parameter k ∈ N∗ has to be chosen by the
statistician and crucially effects the performance of the estimator. In Section 3, we first
derive an upper risk bound for q̂k that holds for any k ∈ N∗, and then take the minimizer
of this bound to define our final estimator. This specific choice will turn out to define a
rate optimal estimator under mild assumptions (of course, the resulting estimator is not
adaptive). Let us note that, in order to derive a minimax optimal estimator only, other
truncated series estimators could have been chosen. The construction of our estimator,
however, is motivated by our application to testing in Section 5.
2.3. Minimax estimation. Given sequences γ and α, let us define the ℓ2-ellipsoid
Θ = Θ(γ, L) =
{
θ ∈ ℓ2 :
∞∑
j=1
γ2j θ
2
j 6 L
2
}
and the ℓ2-hyperrectangle
E = E(α, d) = {λ ∈ ℓ∞ : d−1αj 6 |λj | 6 dαj}.
We usually suppress the dependence of Θ and E on γ, α, L, d in the notation. For the rest
of the paper, we assume that (θ, λ) ∈ Θ× E .
Definition 2.1 (Minimax rate of estimation, minimax estimator). An estimator q̂ of
q(θ) attains the rate ψ2ε,σ over the smoothness classes Θ and E if there exists a numerical
constant C > 0 such that
sup
θ∈Θ
sup
λ∈E
E[(q̂− q(θ))2] 6 Cψ2ε,σ.
The rate ψ2ε,σ is called minimax optimal if in addition
inf
q˜
sup
θ∈Θ
sup
λ∈E
E[(q˜− q(θ))2] > cψ2ε,σ (4)
holds for some c > 0 where the infimum is taken over all estimators based on observa-
tions (1) and (2).
In this work, the minimax optimal rate is derived under the following assumption on
the sequences α, γ and ω.
Assumption 2.2. The sequences α and ωγ−1 are non-increasing and normalized such
that α1 = γ1 = ω1 = 1.
Assumption 2.2 is rather mild and satisfied by all the examples considered later. The
proof of Theorem 3.1 shows that ω4kγ
−4
k is the order of the squared bias of our estimator,
and hence the convergence of ωγ−1 to zero ensures consistency as max{ε, σ} tends to zero.
The following special choices of the sequences α and γ satisfy Assumption 2.2, and will
be used throughout the paper to illustrate the general results. Concerning the sequence
α we consider either
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– the case αj ≍ j−a for some a > 0 (the inverse problem is mildly ill-posed and a
the degree of ill-posedness), or
– the case αj ≍ exp(−ja) for some a > 0 (the inverse problem is severely ill-posed).
Concerning the sequence γ we consider either
– the case γj ≍ jp for some p > 0 (Θ is a Sobolev ellipsoid), or
– the case γj ≍ exp(pj) for some p > 0 (Θ is an ellipsoid of analytic functions).
The same smoothness assumptions have equally been used for the purpose of illustration
in [ISS12] and [MS17] making our results directly comparable to the ones obtained in those
papers.
2.4. Minimax theory of testing. In Section 5, we consider the problem of testing
the simple hypothesis θ = θ◦ against the composite alternative θ ∈ Θ1 with θ◦ /∈ Θ1
(more precisely, we test (θ, λ) ∈ {θ◦} × E against (θ, λ) ∈ Θ1 × E). Usually, the case
θ◦ = 0 is referred to as signal detection and the case θ◦ 6= 0 as goodness-of-fit testing.
By definition, a test statistic ∆ is a {0, 1}-valued function based on the observations
(X,Y ). Its performance is measured by the sum of type I and maximal type II error,
P0(∆ = 1) + supθ∈Θ1 Pθ(∆ = 0), and the corresponding benchmark is the quantity
inf
∆˜
{
P0(∆˜ = 1) + sup
θ∈Θ1
Pθ(∆˜ = 0)
}
where the infimum is taken over all test statistics ∆˜. It is well-known that, apart from
smoothness assumptions, the null hypothesis θ◦ must be separated from the alternative
Θ1 at least by a certain distance in order to make non-trivial testing possible. In this
spirit, we consider for r > 0 the testing problems
H0 : θ = θ◦ ∈ Θ against H1 : θ − θ◦ ∈ Θ1(r)
where Θ1(r) = Θ ∩
{
θ ∈ ℓ2(N∗) : ‖θ‖2 > r
}
. Based on this definition of Θ1(r), we put
R(r) = inf
∆˜
{
P0(∆˜ = 1) + sup
θ∈Θ1(r)
Pθ(∆˜ = 0)
}
.
The central quantity of our interest is the minimax testing rate.
Definition 2.3. The quantity ϕ2ε,σ > 0 is called minimax testing rate if the following two
conditions are fulfilled:
(i) for any δ ∈ (0, 1), there exists C∗ > 0 such that for all C > C∗ it holds
R(Cϕε,σ) 6 δ,
(ii) for any δ ∈ (0, 1), there exists C∗ > 0 such that for all 0 < c < C∗ it holds
R(cϕε,σ) > 1− δ.
Given this purely non-asymptotic definition, the strategy for deriving the minimax
testing rate is as follows: in order to prove the upper bound given by Condition (i), one
takes an arbitrary δ > 0 and proposes a test statistic ∆̂ satisfying
P0(∆̂ = 1) + sup
θ∈Θ1(Cϕε,σ)
P1(∆̂ = 0) 6 δ
for all C sufficiently large. The proof of the lower bound (ii) is similar to the one of
lower bounds for the estimation problem and is mainly based on the auxiliary Lemma A.2
in the appendix. This two-step program is realized for signal detection (θ◦ = 0) and
goodness-of-fit testing (θ◦ 6= 0) separately in Section 5.
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3. Minimax upper bound
Our first theorem provides an upper risk bound for the estimator q̂k for arbitrary k ∈ N∗.
Theorem 3.1. Let Assumption 2.2 hold. Then, for any k ∈ N∗, the estimator q̂k defined
in (3) satisfies, for any θ, θ◦ ∈ Θ, the risk bound
sup
λ∈E
E[(q̂k − q(θ))]2 6 C(d)ε4
k∑
j=1
ω4jα
−4
j + C(d)σ
4
k∑
j=1
ω4jα
−4
j (θ
◦
j )
4
+ C(d)ε2
k∑
j=1
ω4jα
−2
j (θj − θ◦j )2 + C(d)σ2
k∑
j=1
ω4jα
−2
j (θ
◦
j )
2(θj − θ◦j )2
+ C(d, L)σ4
k∑
j=1
ω4jα
−4
j γ
−2
j (θj − θ◦j )2 + C(d, L)σ2
k∑
j=1
ω4jα
−2
j γ
−2
j (θj − θ◦j )2
+
ω4k
γ4k
(∑
j>k
γ2j (θj − θ◦j )2
)2
.
Consequently, for θ◦ ∈ Θ,
sup
θ∈Θ
sup
λ∈E
E[(q̂k − q(θ))]2 6 C(d)ε4
k∑
j=1
ω4jα
−4
j + C(d, L)ε
2 max
j∈J1,kK
ω4j
α2jγ
2
j
+ C(L)
ω4k
γ4k
+ C(d, L)σ2 max
j∈J1,kK
ω4j
α2jγ
4
j
+ C(d, L)σ4 max
j∈J1,kK
ω4j
α4jγ
4
j
.
Proof. We consider the decomposition q̂k − q(θ) = Tk1 + Tk2 + Tk3 + Tk4 where
Tk1 =
k∑
j=1
ω2j
Uj
Vj
1Ωj −
k∑
j=1
ω2j
λ2j (θj − θ◦j )2
Vj
1Ωj ,
Tk2 =
k∑
j=1
ω2j
λ2j(θj − θ◦j )2
Vj
1Ωj −
k∑
j=1
ω2j (θj − θ◦j )21Ωj ,
Tk3 = −
k∑
j=1
ω2j (θj − θ◦j )21Ωcj ,
Tk4 =
∑
j>k
ω2j (θj − θ◦j )2.
ThusE[(q̂k−q(θ))2] 6 4
∑4
i=1ET 2ki, and the rest of the proof consists in finding appropriate
upper bounds for the terms ET 2ki, i ∈ J1, 4K, which are derived in Appendix B. 
The upper bound proved in Theorem 3.1 consists of terms that are non-decreasing in
k, and the term ω4kγ
−4
k which is non-increasing in k. Putting
kε = argmin
k∈N∗
max
ε4
k∑
j=1
ω4jα
−4
j , ε
2 max
j∈J1,kK
ω4j
α2jγ
2
j
,
ω4k
γ4k
 and (5)
kσ = argmin
k∈N∗
max
{
σ2 max
j∈J1,kK
ω4j
α2jγ
4
j
, σ4 max
j∈J1,kK
ω4j
α4jγ
4
j
,
ω4k
γ4k
}
, (6)
the quantity kε yields the best balance between the squared bias and the variance terms in
ε, and analogously kσ the best balance between squared bias and variance terms in terms
of σ. Thus, the following corollary holds.
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Table 1. Optimal rates of convergence for the estimation of quadratic functionals in
case that ωj ≡ 1. Upper bounds are proved in Section 3, lower bounds in Section 4.
Sobolev class (γj = j
p) Analytic class (γj ≍ e
pj)
Mildly ill-posed (αj = j
−a) ε16p/(4a+4p+1) ∨ ε2 ∨ σ4p/a ∨ σ2 ε2 ∨ σ2
Severely ill-posed (αj ≍ e
−aj) | log ε|−4p ∨ | log σ|−4p ε4p/(p+a) ∨ ε2 ∨ σ4p/a ∨ σ2
Corollary 3.2. Under the assumptions of Theorem 3.1, k⋆ := kε ∧ kσ with kε, kσ as in
(5) and (6) provides the optimal choice of k in Theorem 3.1, and it holds
sup
θ∈Θ
sup
λ∈E
E[(q̂k⋆ − q(θ))]2 . ε4
k⋆∑
j=1
ω4jα
−4
j + ε
2 max
j∈J1,k⋆K
ω4j
α2jγ
2
j
+
ω4k⋆
γ4k⋆
+ σ2 max
j∈J1,k⋆K
ω4j
α2jγ
4
j
+ σ4 max
j∈J1,k⋆K
ω4j
α4jγ
4
j
where the numerical constant in . depends on d and L.
It is remarkable that for the estimation of quadratic functionals the optimal truncation
parameter k⋆ depends on both ε and σ whereas the optimal truncation parameter for the
estimation of θ itself under ℓ2-loss can be chosen in dependence on ε only (see [JS13],
Theorem 2.5). It is not difficult to obtain the rates of convergence for the specific choices
of γ and α introduced in Subsection 2.3 (see Appendix D for some detailed calculations).
These rates are summarized in Table 1 for the special case that ωj ≡ 1. Note that in all
illustrations the rate in σ is at least as fast as the one in ε, a fact that can in general be seen
from the abstract rates in Corollary 3.2. In some examples, the rate in σ is even strictly
faster than the one in ε. For instance in the case where all the smoothness assumptions
are polynomial, one has, depending on the actual values of p and a, to distinguish between
three ’zones’ of rates:
(1) if 2p 6 a, then both rates are non-parametric and the overall rate is ε16p/(4a+4p+1)∨
σ4p/a,
(2) if 2p > a but p 6 a+1/4, then the rate in σ is the parametric rate but with respect
to ε we are in the non-parametric regime, and the overall rate is ε16p/(4a+4p+1)∨σ2,
(3) if p > a + 1/4, then we are in the parametric regime with respect to both noise
levels and the rate is ε2 ∨ σ2 = (ε ∨ σ)2.
This behaviour generalizes the classical elbow effect which is well known in terms of the
noise level ε.
Remark 3.3. Let us mention that, using estimates similar to the ones used in the proof of
Theorem 3.1, it would be possible to show that the estimator
q̂k =
k∑
j=1
X2j − ε2
Y 2j − σ2
1{Y 2j >2σ2} − 2
k∑
j=1
θ◦j
Xj
Yj
1{Y 2j >2σ2} +
k∑
j=1
(θ◦j )
2
attains the optimal rate of convergence provided that the truncation parameter is suitably
chosen. Note that this estimator does not depend on the availability of two independent
samples of the noisy eigenvalues. A theoretical guarantee similar to the one of Theorem 3.1
could, for this alternative estimator, be obtained under an even weaker assumption than
Gaussianity (for instance, sub-Gaussianity) because no sample splitting is necessary for
the definition of the estimator. However, we stick to the estimator defined in (3) since it
provides a representation of the risk bound that is more convenient for our application to
testing. More precisely, several terms in the risk bound contain the expression (θj − θ◦j )2
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which vanishes when θ = θ◦, and precisely this property is exploited when controlling the
type I error of our test procedures.
4. Minimax lower bounds
In this section, we derive lower bounds on the minimax risk in the sense of (4). In
order to cleanse the notation, we restrict ourselves without loss of generality to the case
θ◦ = 0 (the proofs in the general case follow easily by adapting this proof to the case
θ◦ 6= 0). Note that the assumptions imposed in addition to Assumption 2.2 in this section
are satisfied by all our illustrating examples. Thus, the results of this section imply the
optimality of the rates in Table 1.
4.1. Lower bounds in terms of ε. The following theorem provides a lower bound for
the case that the rate with respect to ε is determined by the term ε4
∑κ
j=1 ω
4
jα
−4
j (non-
parametric regime) where
κ = argmin
k∈N∗
max
{
ε4
k∑
j=1
ω4jα
−4
j ,
ω4k
γ4k
}
. (7)
Theorem 4.1. Let Assumption 2.2 hold true, and let κ be defined as in (7). If
ε4
κ∑
j=1
ω4jα
−4
j ≍ν ω4κγ−4κ
for some ν > 1, then
inf
q˜
sup
θ∈Θ
sup
λ∈E
E[(q˜ − q(θ))2] & ε4
κ∑
j=1
ω4jα
−4
j
where the infimum is taken over all estimators q˜ based on the observations (1) and (2).
The next theorem considers the case that the rate in ε is determined by balancing
the terms ε2maxj∈J1,kK ω4j/(αjγj)
2 and the squared bias ω4kγ
−4
k (which might result in the
parametric rate ε2 as the lower bound).
Theorem 4.2. Let Assumption 2.2 hold true.
(a) Set
κ = argmin
k∈N∗
max
{
ε2
ω4k
α2kγ
2
k
,
ω4k
γ4k
}
,
and assume that ε2α−2κ γ−2κ ≍ν γ−4κ . Then
inf
q˜
sup
θ∈Θ
sup
λ∈E
E[(q˜ − q(θ))2] & ε2 ω
4
κ
α2κγ
2
κ
where the infimum is taken over all estimators q˜.
(b) It holds
inf
q˜
sup
θ∈Θ
sup
λ∈E
E[(q˜− q(θ))2] > min
{
L4
16
,
1
4d4
}
· ε2
where the infimum is taken over all estimators q˜.
For the illustrative examples of rates in Table 1, two different scenarios can occur. In
the first case, the sequence ω4α−2γ−2 is eventually monotone and tends to infinity. Then,
Statement (a) of Theorem 4.2 applies with the additional assumption of this statement
being fulfilled for all our examples. In the second case, the sequence ω4α−2γ−2 is bounded
from above, and we apply Statement (b) in order to get the parametric rate ε2 as a
lower bound. The proof of the parametric rate ε2 in (b) given in Appendix E.2 might
be of independent interest, since it provides an alternative to the classical approach given
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in [Fan91] (see also [FG92]) who reduces the proof of the lower bound ε2 to the estimation
of a quadratic functional in the normal bounded mean model.
4.2. Lower bounds in terms of σ. We now tackle the problem of finding lower bounds
with respect to the noise level σ.
Theorem 4.3. Let Assumption 2.2 hold true.
(a) Set
κ = argmin
k∈N∗
ω4k
γ4k
max{σ2α−2k , 1},
and assume σ2α−2κ ≍ν 1 for some ν > 1 independent of σ. Then,
inf
q˜
sup
θ∈Θ
sup
λ∈E
E[(q˜− q(θ))2] & min
k∈N∗
ω4kγ
−4
k max{σ2α−2k , 1}
where the infimum is taken over all estimators q˜ of q(θ).
(b) It holds
inf
q˜
sup
θ∈Θ
sup
λ∈E
E[(q˜ − q(θ))2] & σ2
where the infimum is taken over all estimators q˜ of q(θ).
As for Theorem 4.2, essentially two scenarios can occur. In the first case, the sequence
ω4α−2γ−4 is eventually monotone and tends to infinity. Then, Statement (a) of Theo-
rem 4.3 gives the desired lower bound and the additional assumption in Statement (a)
is fulfilled by all our examples. In the second case, the sequence ω4α−2γ−4 is bounded
from above, and we apply Statement (b) in order to get the parametric rate σ2 as a lower
bound.
5. Application to testing problems
As announced in the introduction we apply the theory developed in the previous sections
to signal detection and goodness-of-fit testing separately.
5.1. Signal detection. We start by considering the signal detection problem of testing
H0 : θ = 0 against H1 : θ ∈ Θ1(r)
for r > 0 where Θ1(r) = Θ ∩ {θ : ‖θ‖2 > r}. It turns out that for this problem it is
sufficient to consider observations (1), and to construct a test statistic which is based on
an estimator of the quadratic functional qsd(θ˜) =
∑∞
j=1 α
−2
j θ˜
2
j where θ˜ = λθ. Note that
the estimation of this quadratic functional from (1) is not an inverse but a direct problem
since, in terms of θ˜, (1) reads
Xj = θ˜j + εξj . (8)
Moreover, the smoothness assumptions in the original model transfer to smoothness as-
sumptions for θ˜, namely that θ˜ belongs to an ellipsoid with weight sequence γ˜ = γα−1. In
addition, the weight sequence in the definition qsd(θ˜) is ωj = α
−1
j in this case. The choice
of the truncation value for our auxiliary estimator is slightly different from the optimal
choice in Corollary 3.2. More precisely, we put
κ1 = argmin
k∈N∗
max
{
ε4
k∑
j=1
α−4j , γ
−4
k
}
,
and define
q̂κ1 =
κ1∑
j=1
α−2j (X
2
j − ε2). (9)
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Table 2. Optimal minimax rates of testing for the signal detection problem under the
assumptions of Theorems 5.1 and 5.2.
Sobolev class (γj = j
p) Analytic class (γj ≍ e
pj)
Mildly ill-posed (αj = j
−a) ε
8p
4a+4p+1 ε
2| log ε|2a+
1
2
Severely ill-posed (αj ≍ e
−aj) | log ε|−2p ε
2p
a+p
Now, in order to prove the upper bound for the minimax testing rate, introduce the test
statistic
∆̂sd = 1{̂qκ1>C˜ϕ2ε}
where ϕ2ε = ε
2
√√√√ κ1∑
j=1
α−4j ,
and C˜ is a numerical constant that has to be chosen appropriately, see Theorem 5.1
below. The proof of the following Theorem 5.1 shows that the test statistic ∆̂sd satisfies
property (i) in Definition 2.3 for the rate ϕ2ε.
Theorem 5.1. Let Assumption 2.2 be satisfied, and assume that in addition γ−2κ1 6
√
νϕ2ε
for some ν > 1. Let δ ∈ (0, 1) be fixed. Then, R(Cϕε) 6 δ for all sufficiently large C.
The next theorem provides the corresponding lower bound in the sense of Condition (ii)
from Definition 2.3.
Theorem 5.2. Let δ ∈ (0, 1) be arbitrary. Let Assumption 2.2 hold true, and assume in
addition that ε4
∑κ1
j=1 α
−4
j ≍ν γ−4κ1 . Then, there exists C∗ > 0 such that for all 0 < c < C∗
the inequality R(cϕε) > 1− δ holds.
Specializing the results of Theorems 5.1 and 5.2 with our standard illustrations, we
obtain the minimax rates of testing for signal detection in all the considered cases. These
are summarized in Table 2.
5.2. Goodness-of-fit testing. In this subsection, we consider the goodness-of-fit testing
problem given by testing
H0 : θ = θ◦ ∈ Θ against H1 : θ ∈ Θ, θ − θ◦ ∈ Θ1(r).
In contrast to the signal detection problem considered above, the minimax rate of testing
will now depend also on the noise level σ. In the sequel, we make the technical assumption
that all the components of θ◦ are non-zero: if this is not the case, one applies the signal
detection methodology from Subsection 5.1 to test the components θ◦j where θ
◦
j = 0 and
combines this approach with the results derived in the sequel. The fact that θ◦j is non-zero
is explicitly exploited in the proof of Theorem 5.5 where it guarantees that the constructed
hypotheses concerning the solution θ are distinct. We consider the estimator q̂κ2 of the
quadratic functional qgof(θ) =
∑∞
j=1(θj − θ◦j )2 (that is, ωj ≡ 1 in terms of our general
notation) defined through
q̂κ2 =
κ2∑
j=1
Uj
Vj
1Ωj
with Uj, Vj, Ωj defined as in Subsection 2.2, and κ2 defined as
κ2 = argmin
k∈N∗
max
{
ε2
√√√√√ k∑
j=1
α−4j , σ
2 max
j∈J1,kK
α−2j γ
−2
j , γ
−2
k
}
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Table 3. Optimal minimax rates of testing for goodness-of-fit testing under the assump-
tions of Theorems 5.3 and 5.5.
Sobolev class (γj = j
p) Analytic class (γj ≍ e
pj)
Mildly ill-posed (αj = j
−a) ε
8p
4a+4p+1 ∨ σ2 ∨ σ
2p
a ε
2| log ε|2a+
1
2 ∨ σ2
Severely ill-posed (αj ≍ e
−aj) | log ε|−2p ∨ | log σ|−2p ε
2p
a+p ∨ σ2 ∨ σ
2p
a
(again the definition of the threshold κ2 slightly differs from the one in Corollary 3.2). Let
us introduce the test statistic
∆̂gof = 1{̂qκ2>C˜ϕ2ε,σ}
where ϕ2ε,σ = max
{
ε2
√√√√ κ2∑
j=1
α−4j , σ
2 max
j∈J1,κ2K
α−2j γ
−2
j
}
. (10)
The following theorem shows that this statistic satisfies the upper bound condition (ii) for
C˜ suitably chosen.
Theorem 5.3. Let Assumption 2.2 be satisfied, and assume that in addition γ−2κ2 6
√
νϕ2ε,σ
for some ν > 1. Let δ ∈ (0, 1) be fixed. Then, we have R(Cϕε) 6 δ for all sufficiently
large C.
Remark 5.4. Note that, given α, β ∈ (0, 1], following the same arguments as in the proof
of Theorem 5.3, we could tune the numerical constant C˜ in the definition of the test
statistic such that P0(∆̂
gof = 1) 6 α and Pθ(∆̂
gof = 0) 6 β for all θ ∈ Θ1(Cϕε,σ) with C
sufficiently large. This shows that the order of the separation rate in the sense of [MS17]
is ϕ2ε,σ (this rate was only derived as a lower bound in [MS17] whereas the upper bound in
that paper contains an additional logarithmic factor; however the test statistic considered
in [MS17] is already adaptive with respect to the class E in the sense that its definition does
neither depend on α nor on d). It might be of interest to find out if the extra logarithmic
factors appearing in the rate of [MS17] are optimal in the sense that no adaptive testing
procedure can do without these terms.
We now prove the lower bound on the minimax rate of testing for goodness-of-fit testing.
Theorem 5.5. Let δ ∈ (0, 1) be arbitrary. Let Assumption 2.2 hold true, and assume
that ϕ4ε,σ ≍ν γ−4κ2 . Then, there exists C∗ > 0 such that for all 0 < c < C∗ the inequality
R(cϕε) > 1− δ holds.
Again, specializing the results of Theorems 5.3 and 5.5 with our standard illustrations,
we obtain the minimax rates of testing for the goodness-of-fit testing problem for all the
considered cases. These are summarized in Table 3.
6. Conclusion and open questions
We have considered the minimax optimal estimation of quadratic functionals in the
Gaussian sequence model given by (1) and (2), and applied our theoretical findings to
testing problems. In particular, we have derived the minimax rates of estimation and
minimax rates of testing under mild assumptions that allow us to deal with the classical
examples from the literature. A next step for future research might be to transfer the
methodology developed in this paper to deconvolution models with unknown error distri-
bution [CL11, Joh09]. Apart from that, the following problems have not been dealed with
in this paper and might be worth of being more closely investigated:
– The optimal estimator of the quadratic functionals is not completely data-driven,
and the definition of an adaptive selection rule for the truncation parameter that
satisfies some theoretical guarantees is necessary.
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– Equally, the problem of adaptive testing has not been discussed. In particular,
can standard techniques for adaptive testing in inverse problems as developed
in [BMP09] (see also [LPN14]) be transferred to the model with partially unknown
operator, and what is the price one has to pay for adaption?
– The general matrix case given by observations
X = Aθ + εξ and Y = A+ σΞ
is still open. Note that results for this model might be of interest since it is
related to inverse problems like non-parametric instrumental variable regression
or functional linear regression where non-diagonal matrices appear in a natural
manner.
– Finally, considering inverse problems with sparsity constraints as in [CCT17] might
be of interest.
Appendix A. General tools for lower bounds
A.1. Reduction to comparison with a fuzzy hypothesis. For a probability measure
µ on Θ, we put PXµ =
∫
ΘP
X
θ µ(dθ). The following lemma reduces the problem of establish-
ing a minimax lower bound on the class Θ to the problem of testing PX0 (µ = δ0) against
some PXµ with µ 6= δ0. It is a special case of Theorem 2.15 in [Tsy09] (the formulation is
mainly borrowed from [CCT17], see Lemma 2 therein).
Lemma A.1. Let Θ be a subset of ℓ2(N∗) containing 0. Assume that there exists a
probability measure µ on Θ and numbers ψ > 0, β > 0 such that q(θ) = 2ψ for all
θ ∈ supp(µ) and χ2(PXµ ,PX0 ) 6 β. Then,
inf
q˜
sup
θ∈Θ
sup
λ∈E
P(θ,λ)(|q˜− q(θ)| > ψ) >
1
4
exp(−β)
where the infimum is taken over all estimators q˜.
A.2. Reduction to two hypotheses. For the proofs of Theorems 4.2 and 4.3 we will
construct hypotheses (θτ , λτ ) ∈ Θ×E for τ ∈ {±1} such that the Kullback-Leibler distance
between the resulting distributions P1 and P−1 of the tuple (X,Y ) is bounded by 1.
This implies ρ(P1,P−1) > 1/2 for the Hellinger affinity being defined as ρ(P1,P−1) =√
dP1dP−1. Putting qτ = q(θτ ) for τ ∈ {±1} we can conclude from
1
2
6
∫ |q˜− q1|
|q1 − q−1|
√
dP1dP−1 +
∫ |q˜− q−1|
|q1 − q−1|
√
dP1dP−1
6
(∫ (
q˜− q1
q1 − q−1
)2
dP1
)1/2
+
(∫ (
q˜− q−1
q1 − q−1
)2
dP−1
)1/2
by using the elementary estimate (a+ b)2 6 2a2 + 2b2 that
1
8
(q1 − q−1)2 6 E1[(q˜ − q1)2] +E−1[(q˜ − q−1)2].
This last estimate in turn yields
sup
θ∈Θ
sup
λ∈E
E[(q˜− q(θ))2] > 1
2
∑
τ∈{±1}
Eτ [(q˜ − qτ )2] > 1
16
(q1 − q−1)2 (11)
which establishes the quantity 116(q1 − q−1)2 as a lower bound on the minimax rate.
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A.3. Reduction argument for lower bounds of testing.
Lemma A.2. Let µ be a probability measure on Θ1. Then, the following statements hold
true:
(i) inf∆
{
P0(∆ = 1) + supθ∈Θ1 Pθ(∆ = 0)
}
> 1−
√
χ2(Pµ,P0),
(ii) inf∆
{
P0(∆ = 1) + supθ∈Θ1 Pθ(∆ = 0)
}
> 1−
√
KL(Pµ,P0)/2.
In both statements, the infimum is taken over all {0, 1}-valued statistics.
Proof. For any {0, 1}-valued statistic ∆,
P0(∆ = 1) + sup
θ∈Θ1
Pθ(∆ = 0) > P0(∆ = 1) +
∫
Θ1
Pθ(∆ = 0)µ(dθ)
= P0(∆ = 1) +Pµ(∆ = 0)
> 1− TV(Pµ,P0).
Therefrom, Statement (i) follows using Equation (2.27) in [Tsy09], and Statement (ii) by
the first Pinsker inequality (see [Tsy09], Lemma 2.5). 
Appendix B. Upper bounds for the terms ET 2ki in the proof of Theorem 3.1
Upper bound for ET 2k1. By independence of Uj and 1Ωj/Vj and E[Uj − λ2j (θj − θ◦j )2] = 0,
it holds
E

 k∑
j=1
ω2j
Uj − λ2j(θj − θ◦j )2
Vj
1Ωj
2
 = Var
 k∑
j=1
ω2j
Uj − λ2j (θj − θ◦j )2
Vj
1Ωj

=
k∑
j=1
ω4j Var
(
Uj − λ2j(θj − θ◦j )2
Vj
1Ωj
)
.
Set Z1 = (Uj − λ2j(θj − θ◦j )2)/λ2j and Z2 = λ2j/Vj · 1Ωj . Note that Z1 and Z2 are indepen-
dent, and since EZ1 = 0, the identity Var(Z1Z2) = Var(Z1)Var(Z2) + Var(Z1)(EZ2)
2 +
Var(Z2)(EZ1)
2 reduces to Var(Z1Z2) = Var(Z1)E(Z
2
2 ). Hence,
Var
(
Uj − λ2j(θj − θ◦j )2
Vj
1Ωj
)
= Var(Z1)E[Z
2
2 ]
= Var
(
Uj − λ2j(θj − θ◦j )2
λ2j
)
· E
[
λ4j
V 2j
1Ωj
]
6 168λ−4j Var(Uj)
where we have used Statement (i) from Proposition C.1. Now, since Var(Uj) = 2(ε
2 +
2σ2(θ◦j )
2)2 + 4(ε2 + 2σ2(θ◦j )
2)λ2j (θj − θ◦j )2, we obtain using (a+ b)2 6 2a2 + 2b2 that
Var
(
Uj − λ2j (θj − θ◦j )2
Vj
1Ωj
)
6 672ε4λ−4j + 2688σ
4(θ◦j )
4λ−4j + 672(ε
2 + 2σ2(θ◦j )
2)λ−2j (θj − θ◦j )2.
Now summation over all indices j ∈ J1, kK yields
ET 2k1 6 672ε4
k∑
j=1
ω4jλ
−4
j + 2688σ
4
k∑
j=1
ω4jλ
−4
j (θ
◦
j )
4
+ 672ε2
k∑
j=1
ω4jλ
−2
j (θj − θ◦j )2 + 1344σ2
k∑
j=1
ω4jλ
−2
j (θ
◦
j )
2(θj − θ◦j )2
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6 672d4ε4
k∑
j=1
ω4jα
−4
j + 2688d
4σ4
k∑
j=1
ω4jα
−4
j (θ
◦
j )
4
+ 672d2ε2
k∑
j=1
ω4jα
−2
j (θj − θ◦j )2 + 1344d2σ2
k∑
j=1
ω4jα
−2
j (θ
◦
j )
2(θj − θ◦j )2.
Upper bound for ET 2k2. Using the Cauchy-Schwarz inequality, it holds
ET 22k = E

 k∑
j=1
ω2jλ
2
j(θj − θ◦j )2
(
1
Vj
− 1
λ2j
)
1Ωj
2

6 E
 k∑
j=1
γ2j (θj − θ◦j )2
 k∑
j=1
ω4jγ
−2
j (θj − θ◦j )2
(
λ2j
Vj
− 1
)2
1Ωj

6 4L2
k∑
j=1
ω4j (θj − θ◦j )2γ−2j E
(λ2j
Vj
− 1
)2
1Ωj

6 C(d)L2
k∑
j=1
ω4j γ
−2
j (σ
4α−4j + σ
2α−2j )(θj − θ◦j )2
where the last estimate is due to Statement (ii) from Proposition C.1.
Upper bound for ET 2k3. Again by the Cauchy-Schwarz inequality we have
E

 k∑
j=1
ω2j (θj − θ◦j )21Ωcj
2
 6 E
 k∑
j=1
γ2j (θj − θ◦j )2
 k∑
j=1
ω4j γ
−2
j (θj − θ◦j )21Ωcj

6 4L2
k∑
j=1
ω4jγ
−2
j (θj − θ◦j )2P(Ωcj).
Bounding the probability of the event Ωcj by means of Statement (iii) in Proposition C.1,
we conclude
ET 2k3 6 48d2L2
k∑
j=1
ω4jγ
−2
j (θj − θ◦j )2min{1, σ2α−2j }.
Upper bound for ET 2k4. Note that T 2k4 is deterministic. Hence,
ET 2k4 = T 2k4 =
∑
j>k
ω2j (θj − θ◦j )2
2 6 ω4k
γ4k
∑
j>k
γ2j (θj − θ◦j )2
2 6 16L4 · ω4k
γ4k
.
Appendix C. Auxiliary results for the Proof of Theorem 3.1
Proposition C.1. With the notations introduced in the main part of the paper the fol-
lowing assertions hold true:
(i) E
[
λ4j
V 2j
1Ωj
]
6 168,
(ii) E
[(
λ2j
Vj
− 1
)2
1Ωj
]
6 C(d)σ4α−4j + C(d)σ
2α−2j ,
(iii) P(Ωcj) 6 12d
2min(1, σ2α−2j ).
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Proof. We begin the proof of (i) with the observation that, since the function x 7→ xx−2σ2
is non-increasing on [3σ2,∞),
Y¯ 4j
V 2j
1Ωj =
(
Y¯ 2j
Vj
)2
1Ωj =
(
Y¯ 2j
Y¯ 2j − 2σ2
)2
1Ωj 6
(
3σ2
σ2
)2
6 9. (12)
Therefrom, using (a+ b)4 6 8a4 + 8b4
E
[
λ4j
V 2j
1Ωj
]
6 E
[
λ4j
Y¯ 4j
· Y¯
4
j
V 2j
1Ωj
]
6 9E
[
λ4j
Y¯ 4j
1Ωj
]
6 9E
[
(λj − Y¯j + Y¯j)4
Y¯ 4j
1Ωj
]
6 72E
[
(λj − Y¯j)4
9σ4
]
+ 72 6 96 + 72 = 168.
In order to show (ii), introduce the event ℧j :=
{∣∣∣ 1
Y¯j
− 1λj
∣∣∣ 6 12|λj |}. Then, trivially,
E
(λ2j
Vj
− 1
)2
1Ωj
 = E
(λ2j
Vj
− 1
)2
1Ωj(1℧j + 1℧cj)
 , (13)
and we consider the summands with 1℧j and 1℧cj separately. First, using (12),
E
(λ2j
Vj
− 1
)2
1Ωj1℧j
 = E [(λ2j − Vj)2
Y¯ 4j
· Y¯
4
j
V 2j
· 1Ωj1℧j
]
6 9E
[
(λ2j − Vj)2
Y¯ 4j
· 1℧j
]
,
and since the definition of ℧j implies that Y¯
−4
j 6
81
16λ
−4
j 6
81
16d
4α−4j , we have
E
(λ2j
Vj
− 1
)2
1Ωj1℧j
 6 729
16
d4α−4j E[(λ
2
j − Vj)2] =
729
16
d4α−4j (8σ
4 + 8σ2λ2j )
6
729
2
d4σ4α−4j +
729
2
d6σ2α−2j .
We now turn to the summand with 1℧cj . First by the Cauchy-Schwarz inequality,
E
(λ2j
Vj
− 1
)2
1Ωj1℧cj
 6
E
(λ2j
Vj
− 1
)4
1Ωj
1/2 ·P(℧cj)1/2
6 σ−4 · [E(λ2j − Vj)4]1/2 ·P(℧cj)1/2.
Now, simple but exhausting calculations show that E[(λ2j −Vj)4] = 196λ4jσ4+1920λ2jσ6+
960σ8. Thus, using the estimate
√
a+ b+ c 6
√
a+
√
b+
√
c for a, b, c > 0, we obtain
E
(λ2j
Vj
− 1
)2
1Ωj1℧cj
 6 σ−4(√196λ2jσ2 +√1920λjσ3 +√960σ4)P(℧cj)1/2
6 (
√
196d2α2jσ
−2 +
√
1920dαjσ
−1 +
√
960)P(℧cj)
1/2.
By definition, ℧cj = {|λj/Y¯j−1| > 1/2}, which implies that λj/Y¯j /∈ [1/2, 3/2] on ℧cj. Hence
Y¯j/λj /∈ [2/3, 2] on ℧cj showing the inclusion ℧cj ⊆ {|Y¯j/λj − 1| > 1/3} = {|Y¯j − λj | >
|λj|/3}, and hence
P(℧cj) 6 2 exp(−λ2j/(36σ2)) 6 2 exp(−α2j/(36d2σ2)).
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We obtain
E
(λ2j
Vj
− 1
)2
1Ωj1℧cj

6 (
√
392d2α2jσ
−2 +
√
3840dαjσ
−1 +
√
1920) exp(−α2j/(72d2σ2)).
It is easy to see that there are constants C1(d), C2(d) and C3(d) such that
α2jσ
−2 exp(−α2j/(72d2σ2)) 6 C1(d)σ2α−2j ,
αjσ
−1 exp(−α2j/(72d2σ2)) 6 C2(d)σ2α−2j ,
exp(−α2j/(72d2σ2)) 6 C3(d)σ2α−2j ,
and thus
E
(λ2j
Vj
− 1
)2
1Ωj1℧cj
 6 C(d)σ2α−2j .
Now, combining the derived bounds for the two terms on the right hand-side of (13) implies
the claim assertion. For the proof of (iii), we consider first the case that λ2j > 12σ
2. Then,
by Chebyshev’s inequality,
P(Ωcj) 6 P
(
Y¯ 2j
λ2j
<
1
4
)
6 P
(∣∣∣∣∣ Y¯jλj − 1
∣∣∣∣∣ > 12
)
6 8σ2λ−2j 6 8d
2σ2α−2j .
In case that λ2j 6 12σ
2, we have 1 6 12d2σ2α−2j and P(Ω
c
j) 6 12d
2σ2α−2j holds trivially.
Combining the two considered cases implies the claim assertion. 
Appendix D. Calculations of rates
We sketch the calculations leading to the rates in Table 1. Recall that ωj ≡ 1 for all
these examples.
– 1. Case: γj = j
p, αj = j
−a
It holds ε4
∑k
j=1 α
−4
j = ε
4∑k
j=1 j
4a ≍ k4a+1, and
ε2 max
j∈J1,kK
α−2j γ
−2
j = ε
2 max
j∈J1,kK
j2a−2p =
{
ε2, if p > a,
ε2k2a−2p, if p < a.
Thus, kε ≍ ε−4/(4a+4p+1) ∧ ε−1/(2p). Similarly,
σ2 max
j∈J1,kK
α−2j γ
−4
j = σ
2 max
j∈J1,kK
j2a−4p =
{
σ2, if 2p > a,
σ2k2a−4p, if 2p < a.
Hence, kσ ≍ σ−1/a ∧ σ−1/(2p). The rate resulting from these values of kε and kσ is
ε16p/(4a+4p+1) ∧ ε2 ∧ σ4p/a ∧ σ2.
– 2. Case: γj ≍ exp(pj), αj = j−a
As in the previous case we have ε4
∑k
j=1 α
−4
j ≍ k4a+1, but now
ε2 max
j∈J1,kK
α−2j γ
−2
j . ε
2.
Balancing the approximation error γ−4k and ε
2 results in choosing kε = ⌊|log ε|/(2p)⌋
which in turn leads to the parametric rate ε2. Analogously, kσ = ⌊|log σ|/(2p)⌋,
likewise implying the parametric rate σ2.
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– 3. Case: γj = j
p, αj ≍ exp(−aj)
In this case, ε4
∑k
j=1 α
−4
j ≍ ε4
∑k
j=1 exp(4ja) ≍ ε4 exp(4ka), and balancing this
expression with the approximation error γ−4k leads to a choice of kε of order |log ε|.
Plugging this choice into the approximation error leads, with respect to ε, to the
rate |log ε|−4p. Moreover, in the case at hand,
σ2 max
j∈J1,kK
α−2j γ
−4
j . σ
2 exp(2ka) · k−4p
which implies analogously to the choice of kε a choice of kσ of order |log σ|. Hence,
the rate with respect to σ is |log σ|−4p. Note that the exact knowledge of p and a
is not necessary in this case, since it suffices to choose kε ≍ |log ε| and kσ ≍ |log σ|
(however, one has to know that the unknown solution belongs to a Sobolev class
and that the inverse problem is severely ill-posed).
– 4. Case: γj ≍ exp(pj), αj ≍ exp(−aj)
We have
ε2 max
j∈J1,kK
α−2j γ
−2
j ≍ ε2 max
j∈J1,kK
exp(2(a− p)j)
=
{
ε2, if p > a,
ε2 exp(2(a− p)k), if p < a.
Hence, kε = ⌊|log ε|/(a + p)⌋ ∧ ⌊|log ε|/(2p)⌋ (the second choice would equally
originate from balancing the term ε4
∑k
j=1 α
−4
j with the approximation term γ
−4
k ).
Thus, the resulting rate in terms of ε is ε4p/(p+a)∨ε2. Concerning the rate in terms
of σ2 for this case, note first that
σ2 max
j∈J1,kK
α−2j γ
−4
j ≍ σ2 max
j∈J1,kK
exp(2(a− 2p)j)
=
{
σ2, if 2p > a,
σ2 exp(2(a− p)k), if 2p < a.
Thus, kσ = ⌊|log σ|/a⌋ ∧ ⌊|log σ|/(2p)⌋ leading to the rate σ2 ∨ σ4p/a in terms of σ.
Appendix E. Proofs of Section 4
E.1. Proof of Theorem 4.1. By Markov’s inequality one has for every estimator q˜ of
q(θ) that
inf
q˜
sup
θ∈Θ
sup
λ∈E
E[(q˜ − q(θ))2] > ψ2 · inf
q˜
sup
θ∈Θ
sup
λ∈E
P((q˜ − q(θ))2 > ψ2), (14)
and we want to apply Lemma A.1 from Appendix A with ψ = 12L
2ν−1/2ε2
√∑κ
j=1 ω
4
jα
−4
j .
For any τ = (τ1, . . . , τκ) ∈ {±1}κ define θτ via
θτi = τi · Lν−1/4 · ε ·
ωiα
−2
i
(
∑κ
j=1 ω
4
jα
−4
j )
1/4
for i ∈ J1, κK,
and θτi = 0 for i > κ. Then, for any τ ∈ {±1}κ,
∞∑
j=1
(θτj )
2γ2j = L
2ν−1/2 · ε
2
(
∑κ
i=1 ω
4
i α
−4
i )
1/2
κ∑
j=1
ω2jα
−4
j γ
2
j 6 L
2
where we have used that ε2ω−2j γ
2
j 6 ε
2ω−2κ γ2κ 6 ν1/2(
∑κ
i=1 ω
4
i α
−4
i )
−1/2 by assumption.
Thus, θτ ∈ Θ for any τ ∈ {±1}κ. Further,
q(θτ ) = L2ν−1/2ε2
∑κ
j=1 ω
4
j/α
4
j√∑κ
j=1 ω
4
j /α
4
j
= L2ν−1/2ε2
√√√√ κ∑
j=1
ω4j /α
4
j .
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Consider the probability measure µ on Θ that is induced by the uniform distribution on
the hypercube {±1}κ via the mapping {±1}κ → Θ, ω 7→ θτ . Let Pµ be the resulting
distribution of the tuple (X,Y ) when λ = λ◦ for some fixed but arbitrary λ◦ ∈ E , and
analogously P0 the distribution of (X,Y ) when θ = 0 ∈ Θ and λ = λ◦. Computing the
χ2-distance between Pµ and P0 yields
χ2(Pµ,P0) =
∫ (
dPµ
dP0
)2
dP0 − 1 =
κ∏
j=1
exp(−λ2jβ2j /ε2) + exp(λ2jβ2j /ε2)
2
− 1
where βj = εLν
−1/4 · ωjα
−2
j
(
∑κ
i=1
ω4i α
−4
i )
1/4
. Now, using the same reasoning as on page 130
in [Tsy09], it can be shown that there exists a constant c2 <∞ such that
exp(−λ2jβ2j /ε2) + exp(λ2jβ2j /ε2)
2
6 exp
(
c2λ
4
jβ
4
j
ε4
)
.
Thus, denoting with c2 and c3 numerical constants that depend on d, we conclude
χ2(Pµ,P0) 6 exp
c2 κ∑
j=1
α4jβ
4
j
ε4
− 1 6 exp(c3)− 1
by definition of βj . Hence, all the assumptions of Lemma A.1 are satisfied. Application
of this lemma together with (14) implies
inf
q˜
sup
θ∈Θ
sup
λ∈E
P(|q˜ − q(θ)| > ψ) > 1
4
exp(−β)
where β = exp(c3)− 1, and putting this into (14) implies the claim assertion.
E.2. Proof of Theorem 4.2. For the proof of Statement (a) we define for τ ∈ {±1}
hypotheses (θτ , λτ ) ∈ Θ × E with λ1 = λ−1 = λ◦ for some arbitrary but fixed λ◦ ∈ E .
Putting ζ = min{1/2,√2/(Ld√ν)}, for τ ∈ {±1} the hypotheses concerning the solution
are defined as θτ = (θτj )j∈N where
θτκ =
L
2
(
1 + τζ
)
γ−1κ
and θτj = 0 for τ ∈ {±1} and j 6= κ. Then, θτ ∈ Θ for τ ∈ {±1} since
∞∑
j=1
(θτj )
2γ2j = (θ
τ
κ)
2γ2κ 6
L2
4
· 4γ−2κ γ2κ = L2.
Denote by Pτ the distribution of the tuple (X,Y ) if the true parameter is (θ
τ , λτ ) =
(θτ , λ◦). Then, the Kullback-Leibler distance between P1 and P−1 depends only on the
marginal distributions PX1 and P
X−1, and we have by definition of ν and ζ that
KL(P1,P−1) =
1
2ε2
· (ζLλ◦κγ−1κ )2 6
(ζLdακγ
−1
κ )
2
2ε2
6 1.
Now
q1 − q−1 = L
2
4
(1 + ζ)2ω2κγ
−2
κ −
L2
4
(1− ζ)2ω2κγ−2κ = L2ζω2κγ−2κ ,
and (11) implies
sup
θ∈Θ
sup
λ∈E
E[(q˜− q(θ))2] > 1
16
L4ζ2ω4κγ
−4
κ
which implies Statement (a) (again by definition of ν).
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For the proof of the parametric rate ε2 in (b) we use the same approach as in (a)
but define the two hypotheses θτ = (θτj )j∈N, τ ∈ {±1} by θτ1 = (1 + τε) · ζ with ζ =
min{L/2, 1/(√2d)}, and θτj = 0 for j > 2. Then, θτ ∈ Θ since
∞∑
j=1
(θτj )
2γ2j = (1 + τε)
2 ζ2 6 4 · L
2
4
= L2
(recall that we assume ε 6 1 throughout the paper), and the Kullback-Leibler distance
between P1 and P−1 satisfies
KL(P1,P−1) =
(λ◦1(θ11 − θ−11 ))2
2ε2
6 2d2ζ2 6 1.
Since q1 − q−1 = 4ζ2ε, the reduction scheme (11) implies
sup
θ∈Θ
sup
λ∈E
E[(q˜ − q(θ))2] > ζ4ε2,
and the statement follows since q˜ is arbitrary.
E.3. Proof of Theorem 4.3. As in the proof of Theorem 4.2, for the proof of both parts
(a) and (b) we will use the reduction scheme described in Section A.2 in the appendix
wherefrom we borrow also the notation used in the rest of the proof. In order to prove (a)
define for τ ∈ {±1} hypotheses (θτ , λτ ) ∈ Θ× E by means of
θτκ = Ld
−1(1 + τζ)γ−1κ , and θ
τ
j = 0 for j 6= κ,
λτκ = (1− τζ)ακ, and λτj = αj for j 6= κ,
where we put ζ = min{1/√2ν, 1 − d−1}. Note that the estimate d−2 6 (1 − ζ)2 6 1 6
(1 + ζ)2 6 d2 holds where the last inequality follows by the inequality 2d − 1 6 d2 which
is true for d > 1. First, θτ ∈ Θ for τ ∈ {±1} because
∞∑
j=1
(θτj )
2γ2j = L
2d−2(1 + τζ)2 6 L2.
Moreover λ ∈ E , since
1
d2
α2κ 6 (1− ζ)2α2κ 6 α2κ 6 (1 + ζ)2α2κ 6 d2α2κ,
and d−2α2j 6 (λ
◦
j )
2 6 d2α2j for all j 6= κ holds trivially. Note that θ1λ1 = θ−1λ−1 by
construction, and hence the Kullback-Leibler distance between P1 and P−1 depends only
on the distance between the marginals PYκ1 and P
Yκ−1. Thus, by definition of ζ
KL(P1,P−1) = KL(PYκ1 ,P
Yκ
−1) =
1
2σ2
· (2ζακ)2 6 2ζ
2α2κ
σ2
6 1.
Further, it holds q1 − q−1 = L2d2 (1 + ζ)2ω2κγ−2κ − L
2
d2 (1 − ζ)2ω2κγ−2κ = 4L
2
d2 ζω
2
κγ
−2
κ , and by
applying (11) we obtain
sup
θ∈Θ
sup
λ∈E
E[(q˜− q(θ))2] > L
4
d4
ζ2ω4κγ
−4
κ .
Now (a) follows since σ2α−2κ ≍ν 1 and q˜ was arbitrary. For the proof of statement (b),
introduce for τ ∈ {±1} the hypotheses (θτ , λτ ) ∈ Θ× E defined by
θτ1 = (1 + τσζ)
L
2
, and θτj = 0 for j > 2,
λτ1 = (1− τσζ), and λτj = αj for j > 2
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where ζ = min{1/√2, 1− d−1}. Then, grant to σ 6 1, θτ ∈ Θ follows from the calculation
∞∑
j=1
(θτj )
2γ2j 6 (1 + τσζ)
2 · L
2
4
6 L2,
and the inequality 1
d2
6 (1 − σζ)2 6 1 6 (1 + σζ)2 6 d2 shows that λ ∈ E . By construc-
tion the Kullback-Leibler distance between P1 and P−1 depends only on the marginal
distributions of Y1, and hence
KL(P1,P−1) =
1
2σ2
(
λ11 − λ−11
)2
=
1
2σ2
· 4σ2ζ2 6 2ζ2 6 1.
Noting that q1 − q−1 = σζL2 we conclude from (11) that
sup
θ∈Θ
sup
λ∈E
E[(q˜− q(θ))2] > L
4
16
ζ2σ2
which implies the claim assertion since q˜ was arbitrary.
Appendix F. Proofs of Section 5
F.1. Proof of Theorem 5.1. Consider the test statistic defined in (9) with
C˜ := max{
√
8δ−1/2, 32d2δ−1}.
Let us first show that the type I error can be bounded by δ/2. Indeed, by a direct
calculation, one has
P0(∆̂
sd = 1) = P0(q̂κ1 > C˜ϕ
2
ε) 6
E0[q̂
2
κ1 ]
C˜2ϕ4ε
6
2ε4
∑κ1
j=1 α
−4
j
C˜2ϕ4ε
6 δ/2.
where we used C˜ > 2δ−1/2.
In order to bound the type II error, let θ ∈ Θ1(Cϕ2ε) be arbitrary. We distinguish two
cases.
Case 1:
∑κ1
j=1 θ
2
j > 2d
2C˜ϕ2ε. In this case we have
Pθ(∆̂
sd = 0) = Pθ(q̂κ1 6 C˜ϕ
2
ε) 6 Pθ
(
q̂κ1 6
1
2d2
κ1∑
j=1
θ2j
)
6 Pθ
(
q̂κ1 −Eθq̂κ1 6 −
1
2d2
κ1∑
j=1
θ2j
)
where we have used that Eθq̂κ1 >
∑κ1
j=1 θ
2
j/d
2. Thus,
Pθ(∆̂
sd = 0) 6
4d4Eθ[(q̂κ1 −Eq̂κ1)2]
(
∑κ1
j=1 θ
2
j )
2
6 4d4
{
2ε4
∑κ1
j=1 α
−4
j
(
∑κ1
j=1 θ
2
j )
2
+
4ε2
∑κ1
j=1 α
−4
j (λjθj)
2
(
∑κ1
j=1 θ
2
j )
2
}
6 4d4
{
2
4d4C˜2
+
4ε2α−2κ1
∑κ1
j=1 θ
2
j
(
∑κ1
j=1 θ
2
j )
2
}
6
2
C˜2
+
16d4ε2α−2κ1
2d2C˜ϕ2ε
6
2
C˜2
+
8d2
C˜
6 δ/2
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where the last estimate is due to C˜ > max{√8δ−1/2, 32d2δ−1}. Since θ ∈ Θ1 was arbitrary,
this shows that the type II error can be bounded from above by δ/2 in this case.
Case 2:
∑κ1
j=1 θ
2
j 6 2d
2C˜ϕ2ε. First note that, by definition of Θ1,
Eθq̂κ1 >
1
d2
κ1∑
j=1
θ2j =
1
d2

∞∑
j=1
θ2j −
∑
j>κ1
θ2j

>
1
d2
(
C2ϕ2ε −
∑
j>κ1
γ2j
γ2j
θ2j
)
>
(
C2
d2
− L
2√ν
d2
)
ϕ2ε.
Now, since ε2
∑κ1
j=1 α
−2
j θ
2
j 6 ε
2α−2κ1
∑κ1
j=1 θ
2
j 6 2d
2C˜ϕ4ε in Case 2, we obtain, choosing C
such that C2/d2 − L2√ν/d2 − C˜ > 0,
Pθ(∆̂
sd = 0) = Pθ(q̂κ1 −Eθq̂κ1 6 C˜ϕ2ε −Eθq̂κ1)
6 Pθ(Eθq̂κ1 − q̂κ1 > (C2/d2 − L2
√
ν/d2 − C˜)ϕ2ε)
6
Var(q̂κ1)(
C2
d2
− C˜ − L2
√
ν
d2
)2
ϕ4ε
6
2ε4
∑κ1
j=1 α
−4
j(
C2
d2 − C˜ − L
2
√
ν
d2
)2
ϕ4ε
+
4d2ε2
∑κ1
j=1 α
−2
j θ
2
j(
C2
d2 − C˜ − L
2
√
ν
d2
)2
ϕ4ε
6
2(
C2
d2 − C˜ − L
2
√
ν
d2
)2 + 8d4C˜(
C2
d2 − C˜ − L
2
√
ν
d2
)2
and the last expression is bounded from above by δ/2 for C sufficiently large. Thus, the
type II error is bounded by δ/2 also in Case 2 and the statement of the proposition follows.
F.2. Proof of Theorem 5.2. In order to prove the theorem, we will use Statement (i)
from Lemma A.2. For any τ ∈ {±1}κ1 define θτ by
θτi = τiεc ·
α−2i
(
∑κ1
j=1 α
−4
j )
1/4
, i ∈ J1, κ1K,
and θτi = 0 for i > κ1. Then, in analogy to the proof of Theorem 4.1, it can be shown that
θτ ∈ Θ provided that c2 6 L2ν−1/2. Moreover, for all τ ∈ {±1}κ1 ,
q(θτ ) = c2ε2
√√√√ κ1∑
j=1
α−4j = c
2ϕ2ε,
and hence the law of κ1 independent Rademacher random variables induces a probability
distribution µ on the set Θ1(cϕε). Finally, again in analogy to the proof of Theorem 4.1,
it holds
χ2(P0,Pµ) 6 exp(c2c
2)− 1
for some fixed numerical constant c2 = c2(d) > 0. Now, taking c sufficiently small implies
χ2(P0,Pµ) 6 δ
2, and applying Lemma A.2 yields the claim assertion.
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F.3. Proof of Theorem 5.3. We consider the test statistic defined in (10) where the
conditions on C˜ will be stated in the sequel. We start by bounding the type I error from
above by δ/2:
P0(∆̂
gof = 1) = P0(q̂κ2 > C˜ϕ
2
ε,σ) 6
E0[q̂
2
κ2 ]
C˜2ϕ4ε,σ
.
Now,
E0[q̂
2
κ2 ] 6 672d
4ε4
κ2∑
j=1
α−4j + 2688d
4L4σ4 max
j∈J1,κ2K
α−4j γ
−4
j
6 (672d4 + 2688d4L4)ϕ4ε,σ,
and hence P0(∆̂
gof = 1) 6 δ/2 provided that C˜2 > 2(672d4 + 2688d4L4)δ−1.
Now, we consider the type II error. In order to bound it from above by δ/2, let θ ∈
Θ1(Cϕε,σ) be arbitrary. It holds
Pθ(∆̂
gof = 0) = Pθ(q̂κ2 6 C˜ϕ
2
ε,σ) = Pθ(q̂κ2 −
κ2∑
j=1
(θj − θ◦j )2 6 C˜ϕ2ε,σ −
κ2∑
j=1
(θj − θ◦j )2),
and as in the proof of Theorem 5.1 we consider two cases.
Case 1:
∑κ2
j=1(θj − θ◦j )2 > 2C˜ϕ2ε,σ. Then C˜ϕ2ε,σ 6
∑κ2
j=1(θj − θ◦j )2/2, and thus
Pθ(∆̂
gof = 0) 6 Pθ
(
q̂κ2 −
κ2∑
j=1
(θj − θ◦j )2 6 −
κ2∑
j=1
(θj − θ◦j )2/2
)
= Pθ
(
− q̂κ2 +
κ2∑
j=1
(θj − θ◦j )2 >
κ2∑
j=1
(θj − θ◦j )2/2
)
6
4Eθ[(q̂κ2 −
∑κ2
j=1(θj − θ◦j )2)2]
(
∑κ2
j=1(θj − θ◦j )2)2
.
Now, similarly as in the proof of Theorem 3.1,
Eθ[(q̂κ2 −
κ2∑
j=1
(θj − θ◦j )2)2] 6 3
3∑
i=1
ET 2κ2i
where Tκ21, Tκ22, and Tκ23 are defined as in the proof of Theorem 3.1. Following line by
line the derivation of the upper bounds for the three terms on the right-hand side of the
last display from Appendix C, we obtain
Eθ[(q̂κ2 −
κ2∑
j=1
(θj − θ◦j )2)2] 6 C(d, L)ϕ4ε,σ + C(d, L)ϕ2ε,σ
κ2∑
j=1
(θj − θ◦j )2.
Hence
Pθ(∆̂
gof = 0) 6
C(d, L)ϕ4ε,σ
C˜2ϕ4ε,σ
+
C(d, L)ϕ2ε,σ∑κ2
j=1(θj − θ◦j )2
6
C(d, L)
C˜2
+
C(d, L)
C˜
,
and the last expression is smaller than δ/2 for C˜ sufficiently large1.
1In order to make a lower bound on C˜ explicit, it would be necessary to make the constants in State-
ment (ii) of Proposition C.1 explicit, and we do not address this issue here.
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Case 2:
∑κ2
j=1(θj − θ◦j )2 6 2C˜ϕ2ε,σ. First note that θ ∈ Θ1(Cϕε,σ) implies
κ2∑
j=1
(θj − θ◦j )2 =
∞∑
j=1
(θj − θ◦j )2 −
∑
j>κ2
(θj − θ◦j )2 > (C2 − 2L2
√
ν)ϕ2ε,σ.
Thus, for C sufficiently large2,
Pθ(∆̂
gof = 0) 6 Pθ
(
q̂κ2 −
κ2∑
j=1
(θj − θ◦j )2 6 C˜ϕ2ε,σ −
κ2∑
j=1
(θj − θ◦j )2
)
6 Pθ
(
q̂κ2 −
κ2∑
j=1
(θj − θ◦j )2 6 (C˜ − C2 + 2L2
√
ν)ϕ2ε,σ
)
= Pθ
(
− q̂κ2 +
κ2∑
j=1
(θj − θ◦j )2 > (C2 − C˜ − 2L2
√
ν)ϕ2ε,σ
)
6
Eθ[(q̂κ2 −
∑κ2
j=1(θj − θ◦j )2)2]
(C2 − C˜ − 2L2√ν)2ϕ4ε,σ
.
Now, as in the first case,
Eθ[(q̂κ2 −
κ2∑
j=1
(θj − θ◦j )2)2] 6 C(d, L)ϕ4ε,σ +C(d, L)ϕ2ε,σ
κ2∑
j=1
(θj − θ◦j )2 6 C(d, L)ϕ4ε,σ.
Hence,
Pθ(∆̂
gof = 0) 6
C(d, L)ϕ4ε,σ
(C2 − C˜ − 2L2√ν)2ϕ4ε,σ
and Pθ(∆̂
gof = 0) 6 δ/2 provided that C is sufficiently large3.
F.4. Proof of Theorem 5.5. The case that ϕ2ε,σ = ε
2
√∑κ2
j=1 α
−4
j is dealt with in analogy
to the proof of Theorem 5.2, and thus omitted (the additional assumption ϕ4ε,σ ≍ν γ−4κ2
is only exploited in this case). Thus, we consider the case ϕ2ε,σ = σ
2maxj∈J1,κ2K α
−2
j γ
−2
j ,
and put κ = argmaxj∈J1,κ2K α
−2
j γ
−2
j . We apply Statement (ii) of Lemma A.2 to the testing
problem
H0 : θ = θ◦, λ = λ◦ against H1 : θ = θ1, λ = λ1
where θ1j = θ
◦
j for j 6= κ, θ1κ = 1−c˜σα
−1
κ γ
−1
κ
1+c˜σα−1κ γ
−1
κ
· θ◦κ, λ◦j = λ1j = αj for j 6= κ, λ◦κ = (1 −
c˜σα−1κ γ−1κ )ακ, and λ1κ = (1 + c˜σα−1κ γ−1κ )ακ. First, it is easily checked that θ1 ∈ Θ and
λ◦, λ1 ∈ E for c˜ sufficiently small. Further, since σα−1κ γ−1κ 6 1 by definition of ϕε,σ,
‖θ◦ − θ1‖22 = (θ◦κ − θ1κ)2 =
4c˜2σ2α−2κ γ−2κ
1 + c˜σα−1κ γ−1κ
· (θ◦κ)2 >
4c˜2
1 + c˜
· (θ◦κ)2 · ϕ2ε,σ =: c2ϕ2ε,σ,
and c→ 0 if and only if c˜→ 0, showing that θ1 ∈ Θ1(cϕε,σ) for c˜ sufficiently small. Thus,
it remains to show that the Kullback-Leibler distance between the two hypotheses can
be made arbitrary small by choosing the parameter c˜ sufficiently small. By construction,
KL(PX,Y0 ,P
X,Y
1 ) = KL(P
Yκ
0 ,P
Yκ
1 ), and hence
KL(PX,Y0 ,P
X,Y
1 ) =
2
σ2
c˜2σ2γ−2κ α
−2
κ α
2
κ 6 2c˜
2,
and 2c˜2 6 2δ2 ⇔ c˜ 6 δ implies the claim assertion grant to Statement (ii) of Lemma A.2
with µ = δ(θ1,λ1).
2Again, we are not able to give explicit bounds on C due to the fact that the constant in Statement (ii)
of Proposition C.1 is not made explicit.
3See Footnote 2.
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