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Introduction ge´ne´rale
Aujourd’hui, les syste`mes embarque´s prennent une place de plus en plus importante dans
notre vie. Dans ces dispositifs embarque´s, la gestion de l’e´nergie e´lectrique est une proble´matique
cruciale. Par exemple, pour un te´le´phone cellulaire dont la batterie stocke une e´nergie en quantite´
limite´e et peut eˆtre recharge´e pe´riodiquement par son utilisateur, cette proble´matique revient
a` minimiser l’e´nergie consomme´e pour maximiser sa dure´e d’autonomie. Elle est en ge´ne´ral
traite´e par des me´thodes de type DVS (Dynamic Voltage Scaling) jouant sur la vitesse du
processeur, ce qui affecte directement la consommation e´nerge´tique du syste`me. Cependant, cela
suppose que les processeurs utilise´s dans ce genre de plateforme supportent diverses fre´quences
de fonctionnement. Par ailleurs, bon nombre de syste`mes embarque´s de nouvelle ge´ne´ration
limitent voire interdisent les interventions humaines, notamment parce qu’ils sont difficilement
accessibles de par l’environnement dans lequel ils e´voluent (ex : application de surveillance
d’une zone forestie`re ou autoroutie`re), ou bien parce qu’ils sont de´ploye´s en tre`s grand nombre
(ex : re´seau de capteurs sans fil dense pour un releve´ topographique pre´cis). Ces syste`mes
fonctionnent alors de plus en plus souvent graˆce a` des batteries ou/et des supercondensateurs
qui se rechargent continuˆment graˆce a` une source d’e´nergie renouvelable telle que l’e´nergie
solaire. Concevoir de tels syste`mes embarque´s, entie`rement autonomes, ne´cessite cependant la
re´solution d’un certain nombre de proble`mes lie´s a` la re´colte de l’e´nergie ambiante, a` son stockage
et a` son utilisation, de fac¸on a` assurer une autonomie durable (d’une a` une dizaine d’anne´es)
et ce, tout en maintenant un respect des contraintes temporelles du syste`me de traitement.
Paralle`lement, on observe qu’a` mesure que les syste`mes temps re´el embarque´s deviennent
de plus en plus complexes, le support d’exe´cution repose sur des architectures multiprocesseur
de par le be´ne´fice qu’elles apportent par la grande capacite´ de calcul qu’elles offrent. Nous
distinguons trois types de plateformes multiprocesseur selon qu’elles sont constitue´es de : (i)
processeurs identiques ou` les processeurs ont une meˆme capacite´ de calcul s, (ii) processeurs
uniformes ou` chaque processeur πj est caracte´rise´ par sa propre capacite´ de calcul sj , (iii)
processeurs inde´pendants ou` la capacite´ de calcul si,j de´pend non seulement du processeur πj
mais e´galement de la taˆche τi qui s’exe´cute. Les approches d’ordonnancement propose´es pour
ce type de plateforme sont soit globales, soit par partitionnement.
Dans le cas de l’approche globale, il y a une seule file d’exe´cution et les taˆches sont autorise´es
a` migrer entre les processeurs, ce qui peut engendrer des couˆts de migration et de pre´emption
importants. Les approches partitionne´es ont, quant a` elles, l’avantage d’affecter les taˆches de
manie`re unique aux diffe´rents processeurs, limitant ainsi les couˆts de pre´emption et n’induisant
aucun couˆt de migration. De plus, dans ce cas, le proble`me d’ordonnancement multiprocesseur
se re´duit a` re´soudre un ensemble de proble`mes monoprocesseur.
Par ailleurs, un syste`me est plus fiable s’il peut faire face a` des cas de surcharge temporaire
de traitement. Parmi les approches de re´solution de surcharge, un ensemble de techniques dites
tole´rantes aux fautes, consistent a` e´carter (de manie`re maˆıtrise´e) l’exe´cution d’un ensemble
de jobs afin de re´duire la charge processeur, tout en minimisant la de´gradation cause´e par la
violation d’une e´che´ance de taˆche. Par de´gradation, on entendra une Qualite´ de Service (QoS)
moindre, fournie par le syste`me, au niveau de ses re´sultats. Dans le cas d’un syste`me autonome
e´nerge´tiquement, la fiabilite´ passe e´galement par l’assurance que le syste`me ne manquera jamais
d’e´nergie afin d’assurer son traitement. L’anticipation des e´ventuels cas de famine e´nerge´tique
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peut, la`-encore, eˆtre mise en œuvre sur la base de la flexibite´ offerte par le syste`me au niveau
des exe´cutions des taˆches (jobs obligatoires ou optionnels).
Dans le cadre de nos travaux de the`se, nous venons proposer des solutions de partitionne-
ment pour des syste`mes temps re´el multiprocesseur autonomes e´nerge´tiquement autorisant une
de´gradation controˆle´e de la QoS, en particulier dans des phases de famine e´nerge´tique et/ou
de surcharge de traitement. Nous nous orientons ainsi vers un mode`le de taˆches temps re´el
tole´rantes aux pertes. Plus pre´cise´ment, le travail de the`se pre´sente´ dans ce rapport propose
des solutions au proble`me de la re´partition d’un ensemble de taˆches temps re´el a` contraintes de
QoS sur une plateforme multiprocesseur homoge`ne alimente´e par une source d’e´nergie renouve-
lable. Il convient donc de conside´rer conjointement deux types de contraintes : temporelles et
e´nerge´tiques.
Le chapitre 1 constitue une introduction a` l’ordonnancement dans les syste`mes temps re´el,
en rappelant les concepts de base lie´s a` cette proble´matique. Nous re´sumons par une synthe`se
bibliographique : (i) l’ordonnancement temps re´el multiprocesseur en soulignant l’inte´reˆt de
chacune des diffe´rentes strate´gies, (ii) l’ordonnancement en pre´sence de surcharge de traitement
en pre´sentant les principaux sche´mas d’ordonnancement et les solutions de´die´es aux syste`mes
surcharge´s et enfin (iii) l’ordonnancement sous contraintes d’e´nergie base´ soit sur des techniques
de variation de la fre´quence de fonctionnement du processeur, soit sur des techniques de gestion
de la mise sous/hors tension du processeur.
Dans le chapitre 2, nous proposons une strate´gie de partitionnement d’un ensemble de taˆches
temps re´el pe´riodiques a` contraintes strictes sur une plateforme multiprocesseur homoge`ne. La
technique propose´e, appele´e KTS, est base´e sur le fractionnement de taˆches (task splitting en
anglais) consistant a` diviser une taˆche n’ayant pas pu eˆtre assigne´e en un ensemble de nouvelles
taˆches plus le´ge`res. Les performances de cette me´thode sont compare´es a` celles d’une autre
me´thode existante de task splitting de´montre´e efficace mais dont l’inconve´nient est d’introduire
des contraintes de pre´ce´dence entre les taˆches divise´es et donc par la`-meˆme d’induire des couˆts
de migration de contexte d’exe´cution.
Dans le chapitre 3, nous conside´rons un mode`le de taˆches temps re´el fermes sous contraintes
de QoS tole´rant occasionnellement l’abandon d’un de leurs jobs selon le mode`le Skip-Over. Nous
e´tendons a` ce mode`le de taˆches fermes : (i) les heuristiques de partitionnement classiques et (ii)
l’approche KTS propose´e dans le chapitre 2. L’ide´e est d’exploiter la flexibite´ apporte´e par le
mode`le de taˆches fermes pour ame´liorer le taux d’ordonnanc¸abilite´ (c’est-a`-dire, pour un panel
d’ensembles de taˆches, le ratio d’ensembles de taˆches juge´s ordonnanc¸ables). Ces diffe´rentes
strate´gies sont valide´es au travers de diffe´rentes simulations ou` nous explorons notamment
l’effet du facteur de pertes des taˆches sur celles-ci et les comparons entre elles.
Dans le chapitre 4, nous nous inte´ressons au proble`me relatif au partitionnement d’un en-
semble de taˆches temps re´el pe´riodiques a` contraintes strictes sur une plateforme multipro-
cesseur homoge`ne autonome du point de vue e´nerge´tique. Le but est de re´partir les taˆches de
manie`re a` ce que toutes les contraintes temporelles soient satisfaites sur chaque processeur sans
qu’il n’y ait a` aucun moment une famine e´nerge´tique empeˆchant l’exe´cution de certains jobs.
Earliest Deadline First (EDF) est utilise´ comme politique d’ordonnancement. Nous pre´sentons
une extension des heuristiques de partitionnement classiques pour le syste`me conside´re´. Ensuite,
nous explorons la fac¸on dont a` la fois les crite`res de tri des taˆches temps re´el et les contraintes
e´nerge´tiques peuvent favoriser la performance des diffe´rentes heuristiques adapte´es. Nous esti-
mons e´galement la capacite´ minimale des diffe´rentes batteries permettant d’obtenir le meilleur
taux de re´ussite et ce, quels que soient le niveau de contrainte e´nerge´tique du syste`me et/ou
l’heuristique conside´re´e. Nous proposons ensuite l’extension de l’approche KTS aux syste`mes
temps re´el autonomes e´nerge´tiquement.
Le chapitre 5 conside`re la prise en compte conjointe de contraintes temporelles et e´nerge´tiques
pour un mode`le de taˆches temps re´el pe´riodiques fermes sous contraintes de QoS. Nous forma-
lisons le proble`me du partitionnement et les conditions d’ordonnanc¸abilite´ associe´es. L’enjeu
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est alors de re´partir les taˆches en respectant a` la fois leurs contraintes temporelles et leurs
contraintes e´nerge´tiques, tout en assurant l’exe´cution des jobs obligatoires permettant de ga-
rantir la qualite´ de service minimale requise pour le syste`me.
En conclusion, nous re´sumons les principales contributions et pre´sentons les axes de de´veloppements
futurs.
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Chapitre 1
E´tat de l’art
Ce premier chapitre constitue une introduction aux syste`mes informatiques temps re´el sou-
mis a` diffe´rents types de contraintes telles que des contraintes de qualite´ de service ou des
contraintes d’e´nergie. Nous pre´sentons tout d’abord les concepts principaux des syste`mes temps
re´el et introduisons la proble´matique relative a` l’ordonnancement temps re´el. Puis, nous nous
focalisons sur trois points : (i) les syste`mes temps re´el multiprocesseur, (ii) les syste`mes temps
re´el tole´rants aux fautes et (iii) les syste`mes temps re´el soumis a` des contraintes d’e´nergie.
1 Le temps re´el : vocabulaire et mode`les
1.1 Le concept de temps re´el
L’acception du concept de temps re´el est tre`s large et bien loin de ce que l’on peut imaginer.
Un syste`me temps re´el n’est pas un syste`me ❷qui va vite❶ mais un syste`me capable de re´agir a`
des stimuli externes dans des de´lais spe´cifie´s (contraintes temporelles). Nous nous concentrons
donc sur la de´finition du temps en tant que donne´e physique mesurable. Une application temps
re´el est donc un ensemble d’activite´s auxquelles sont associe´es des contraintes temporelles. La
de´finition du temps re´el largement adopte´e dans le domaine est celle de Stankovic [Sta88] :
De´finition 1.1 La correction d’un syste`me temps re´el de´pend non seulement du re´sultat logique
des calculs mais aussi du temps auquel les re´sultats sont produits.
En informatique, on parle d’un syste`me temps re´el lorsque ce syste`me est capable de controˆler
un proce´de´ physique a` une vitesse adapte´e a` l’e´volution du proce´de´ controˆle´. Les syste`mes infor-
matiques temps re´el se diffe´rencient des autres syste`mes informatiques par la prise en compte de
contraintes temporelles dont le respect est aussi important que l’exactitude du re´sultat de´livre´.
Autrement dit, les diffe´rents enchaˆınements possibles des traitements du syste`me garantissent
que chacun de ceux-ci ne de´passent pas leurs limites temporelles ; on parle alors d’e´che´ances
temporelles des traitements.
1.2 Les spe´cificite´s des syste`mes temps re´el
1.2.1 De´finitions et caracte´ristiques majeures
La de´finition d’un syste`me temps re´el largement adopte´e est la suivante [Que06] :
De´finition 1.2 Nous qualifions de syste`me temps re´el tout syste`me dont le fonctionnement est
assujetti a` l’e´volution dynamique dans le temps d’un proce´de´ exte´rieur avec lequel il inte´ragit et
dont il doit controˆler le comportement en exploitant des ressources souvent limite´es.
Le comportement que doit adopter un syste`me temps re´el re´pond a` diffe´rentes caracte´ristiques.
Nous citons six caracte´ristiques majeures qui le de´finissent :
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– L’exactitude logique et temporelle : le syste`me doit eˆtre en mesure de fournir des sorties qui
concordent avec les entre´es du syste`me et ceci dans le respect des contraintes temporelles.
– La pre´visibilite´ : la raison d’eˆtre du syste`me est de garantir que toutes les taˆches (dans
toutes leurs configurations d’exe´cution) satisferont leurs e´che´ances. Celles-ci doivent donc
eˆtre pre´vues et exe´cute´es dans les contraintes de temps spe´cifie´es. Pour garantir cela, nous
nous plac¸ons toujours dans le pire-cas.
– Le de´terminisme : le syste`me temps re´el re´agit toujours de la meˆme fac¸on a` un e´ve´nement
entrant, c’est-a`-dire que le syste`me produit le meˆme e´ve´nement sortant.
– La fiabilite´ : le syste`me re´pond a` des contraintes de disponibilite´. Les composants mate´riels
et logiciels du syste`me doivent eˆtre fiables, c’est-a`-dire qu’ils doivent eˆtre capables de
de´livrer un traitement correct des informations rec¸ues a` des intervalles de temps bien
de´finis.
– La tole´rance aux fautes (fault-tolerant en anglais) : afin de respecter la contrainte de
fiabilite´, certains syste`mes temps re´el sont conc¸us de fac¸on a` eˆtre tole´rants a` certaines
fautes qui risquent de survenir et ainsi provoquer l’arreˆt du syste`me.
– La complexite´ : chaque syste`me temps re´el posse`de une certaine complexite´ qui provient
non seulement du non-de´terminisme de l’environnement exte´rieur avec lequel il inter-
agit (les e´ve`nements du monde externe se produisent souvent de manie`re asynchrone et
apparaissent dans un ordre impre´visible) mais aussi des fonctionnalite´s qu’il re´alise.
1.2.2 Taxinomie des syste`mes temps re´el
Les syste`mes temps re´el sont classe´s selon le niveau de criticite´ de leurs contraintes tempo-
relles [Liu00]. On parle alors de syste`mes :
– temps re´el dur ou a` contraintes strictes (hard en anglais) pour lesquels le non res-
pect d’une contrainte temporelle entraˆıne la faute du syste`me pouvant engendrer des
conse´quences catastrophiques (en termes de vies humaines, d’impact sur l’environnement,
voire sur l’e´conomie) sur le syste`me lui-meˆme ou son environnement. C’est-a`-dire qu’en
condition nominale de fonctionnement du syste`me, tous les traitements du syste`me doivent
impe´rativement respecter toutes leurs contraintes temporelles ; on parle alors de syste`mes
temps re´el strict ou dur. On peut citer parmi ces syste`mes le controˆle de trafic ae´rien, les
syste`mes de conduite de missiles, la supervision de centrales nucle´aires, etc.
– temps re´el souple ou a` contraintes relatives (soft en anglais). Cette contrainte est moins
exigeante quant au respect absolu de toutes les contraintes temporelles. Le de´passement
des e´che´ances peut provoquer des de´gradations acceptables sans conse´quences graves sur
le syste`me. On pourra citer comme exemple le de´calage entre le son et l’image dans une
projection vide´o.
– temps re´el ferme (firm en anglais) qui est une sous-classe du temps re´el souple pour
laquelle le manquement occasionnel des e´che´ances est autorise´. Ce type de syste`me tole`re
donc le de´passement des e´che´ances mais a` la diffe´rence des syste`mes a` contraintes soft,
ces de´passements sont quantifie´s. Dans ces syste`mes, la qualite´ est quantifie´e : la mesure
du respect des contraintes temporelles prend la forme d’une donne´e probabiliste que l’on
appellera Qualite´ de Service (QoS). Cette dernie`re est relative a` un service particulier
tel que le nombre d’images rendues par seconde dans une vide´o sans que la personne qui
la visualise ne s’aperc¸oive des transitions, ou relative au comportement du syste`me dans
son ensemble (nombre de traitements qui ont pu eˆtre rendus dans les temps, tous services
confondus par exemple), ou les deux combine´s. Citons par exemple le cas d’une projection
vide´o (perte de quelques trames d’images en assurant une qualite´ minimale de 25 images/s
pour que l’utilisateur ne puisse s’apercevoir des transitions entre les diffe´rentes trames).
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1.2.3 La notion de Qualite´ de Service (QoS)
La de´finition de la qualite´ de service est tre`s vaste ; elle englobe de nombreux domaines
d’e´tude y compris la satisfaction subjective de l’abonne´. On rencontre cette notion dans le
domaine des syste`mes temps re´el, des re´seaux de communication, des syste`mes distribue´s ou
encore des applications multime´dia. Toutefois, les aspects de qualite´ de service qui sont traite´s
dans ces diffe´rents domaines se limitent souvent a` l’identification de parame`tres qui peuvent
eˆtre observe´s et mesure´s. Cependant, d’autres types de parame`tres de QoS qui sont de nature
subjective et qui de´pendent donc de l’opinion subjective de l’usager existent mais ne seront pas
utilise´s dans le cadre de nos travaux de the`se.
La qualite´ d’un service est une notion de´pendante du service que l’on e´tudie. Selon le type
de service envisage´, la QoS pourra re´sider dans le de´bit (vitesse de te´le´chargement ou diffusion
d’une vide´o), le de´lai (pour les applications interactives ou une communication te´le´phonique),
la disponibilite´ (acce`s a` un service partage´) ou encore le taux de paquets perdus (pertes des
paquets audio ou vide´o qui ont une influence sur la voix ou la vide´o transmise).
Dans les syste`mes temps re´el, la qualite´ de service mesure la capacite´ du syste`me a` respecter
les contraintes temporelles. Nous adopterons donc la se´mantique suivante :
De´finition 1.3 La qualite´ de service correspond au taux de jobs (ou instances d’une taˆche)
ayant e´te´ exe´cute´s dans le respect de leur e´che´ance temporelle.
1.3 Caracte´risation et mode´lisation des taˆches temps re´el
1.3.1 De´finitions
Du point de vue du processeur, une taˆche est une activite´ qui consomme des ressources de
la machine informatique (de la me´moire et du temps CPU). Une application temps re´el est
constitue´e d’un ensemble de taˆches (tasks en anglais). Le terme taˆche de´signe la partie de code
informatique re´sultant de la compilation d’un langage de haut niveau qui sera exe´cute´e par le
processeur. Une taˆche peut eˆtre exe´cute´e une multitude de fois durant la vie du syste`me. Nous
pouvons citer comme exemple une taˆche qui re´gulie`rement rele`ve la tempe´rature d’un capteur.
Nous appelons alors travail ou job d’une taˆche une exe´cution ou occurrence de celle-ci. Ainsi,
une taˆche est constitue´e d’un ensemble infini de travaux.
Dans un environnement multitaˆche, a` tout instant, chaque taˆche peut eˆtre dans l’un des e´tats
suivants :
– E´lue ou en cours (running) : c’est le cas de la taˆche en train de s’exe´cuter. Quand il n’y a
qu’un processeur, une seule taˆche est en cours d’exe´cution a` un instant donne´ (celle-ci est
choisie selon la politique d’ordonnancement conside´re´e et le mode d’exe´cution : pre´emptif
ou non),
– Preˆte (ready) : c’est le cas d’une taˆche en attente de la disponibilite´ de la ressource de
traitement,
– Suspendue (suspended) : c’est le cas des taˆches qui sont en attente d’e´ve´nements qui
provoqueront leur re´veil.
La Figure 1.1 illustre les e´tats possibles d’une taˆche ainsi que les transitions d’un e´tat a`
l’autre.
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Taˆche
e´lue
Exe´cution sur
le processeur
En attente du
processeur
Taˆche
suspendue
Taˆche
preˆte
Attente d’e´ve´nement
(blocage)
e´lection
pre´emption
re´veil
Figure 1.1 – E´tats actifs d’une taˆche temps re´el
En dehors des e´che´ances temporelles associe´es a` chaque taˆche, il existe d’autres contraintes
dont :
– les contraintes de pre´ce´dence qui de´finissent un ordre partiel sur l’exe´cution des taˆches.
Une taˆche n’ayant aucune contrainte de pre´ce´dence sera qualifie´e de taˆche inde´pendante.
– les contraintes d’exe´cution qui reposent sur deux modes d’exe´cution : pre´emptif ou non-
pre´emptif. Une taˆche pre´emptible peut eˆtre interrompue a` tout instant (par une taˆche
plus prioritaire) et eˆtre reprise ulte´rieurement ou imme´diatement sur un autre processeur.
Au contraire, une taˆche non-pre´emptible s’exe´cute a` partir du moment ou` elle est e´lue et
garde l’acce`s au processeur jusqu’a` la fin de son exe´cution.
– les contraintes de ressources qui se traduisent par l’acce`s aux ressources critiques en
exclusion mutuelle pour les taˆches qui veulent s’exe´cuter.
– les contraintes de placement qui imposent a` une taˆche a` s’exe´cuter sur un ou plusieurs
processeurs donne´s.
Avant de de´finir les mode`les pe´riodiques et sporadiques de taˆches, il convient d’introduire un
mode`le plus ge´ne´ral duquel ces derniers de´rivent. Ce mode`le de base n’est autre que le mode`le
des jobs (ou travaux).
1.3.2 Mode´lisation des jobs
Un job (ou travail) est caracte´rise´ par trois parame`tres, tel que pre´cise´ dans la de´finition
ci-dessous :
De´finition 1.4 Un job est caracte´rise´ par le triplet (a, e, d) ou` :
– a est l’instant d’arrive´e ( release time en anglais),
– e est la dure´e d’exe´cution ( computation time en anglais),
– d est l’e´che´ance absolue ( absolute deadline en anglais).
ta0 de
Figure 1.2 – Mode`le d’un job
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Autrement dit, un job qui arrive a` l’instant a ne´cessite e unite´s de temps d’exe´cution qui
doivent lui eˆtre attribue´es dans l’intervalle [a, d] pour respecter son e´che´ance temporelle (voir
Figure 1.2).
Une politique d’ordonnancement des jobs doit eˆtre mise en œuvre. Celle-ci est en charge de
se´lectionner les diffe´rents jobs a` exe´cuter sur le ou les processeurs du syste`me. Seuls les jobs
actifs peuvent eˆtre ordonnance´s, a` savoir :
De´finition 1.5 Un job est actif a` l’instant t lorsque :
– le job est arrive´ a` un instant ante´rieur a` t (a ≤ t),
– son e´che´ance se situe apre`s l’instant t (t < d),
– le job n’a pas fini son exe´cution (moins de e unite´s de temps ont de´ja` e´te´ exe´cute´es).
1.3.3 Mode´lisation des taˆches temps re´el
Comme e´nonce´ pre´ce´demment, l’exe´cution d’une taˆche donne donc lieu a` un ensemble de
jobs. Il existe principalement trois types de taˆches, selon la manie`re dont les jobs sont active´s :
– Les taˆches pe´riodiques sont active´es re´gulie`rement selon une pe´riode fixe ;
– Les taˆches sporadiques sont active´es de manie`re irre´gulie`re mais avec toutefois une dure´e
minimale entre l’arrive´e de deux jobs conse´cutifs ;
– Les taˆches ape´riodiques sont active´es de manie`re irre´gulie`re sans aucune proprie´te´ qui
puisse lier les jobs entre eux.
Le cas des taˆches ape´riodiques ne sera pas traite´.
Mode´lisation des taˆches pe´riodiques. Une taˆche pe´riodique τi (Oi, Ci, Ti, Di) est de´finie
par :
– Oi, l’instant d’arrive´e du premier job de la taˆche τi (aussi appele´ offset de τi du fait que
le premier job peut se re´veiller a` un instant de´cale´ par rapport au temps initial t = 0) ;
– Ci, la dure´e d’exe´cution pire-cas ou WCET (Worst Case Execution Time) de chaque
job de la taˆche τi ;
– Ti, la pe´riode de la taˆche τi notant la dure´e qui se´pare l’arrive´e de deux jobs successifs
de τi ;
– Di, l’e´che´ance relative de la taˆche τi aussi appele´ de´lai critique ;
La date d’arrive´e ou de re´veil ri,j du j-ie`me job de la taˆche τi correspond a` la date
d’exe´cution au plus toˆt de ce dernier. di,j repre´sente l’e´che´ance absolue ou date critique
du j-ie`me job de la taˆche τi qui correspond a` la date de fin d’execution de ce dernier au plus
tard ; un job arrivant a` l’instant ri,j a donc son e´che´ance absolue telle que di,j = ri,j+Di. Le
facteur d’utilisation ou charge processeur ui de la taˆche τi correspond au taux d’activite´
du processeur de´die´ a` l’exe´cution des jobs successifs de la taˆche : ui = CiTi ;
L’ensemble des parame`tres est illustre´ sur la Figure 1.3.
ri,0 di,0 ri,1 di,1 ri,2Ci
Di
Ti
Di
Ti
Oi
τi(Oi, Ci, Ti, Di)
0
Figure 1.3 – Mode`le d’une taˆche pe´riodique τi
Mode´lisation des taˆches sporadiques. Une taˆche sporadique τi est caracte´rise´e par le tri-
plet (Ci, Ti , Di) ou` :
– Ci, repre´sente le temps d’exe´cution pire-cas de chaque job de la taˆche τi ;
– Ti, la dure´e minimale qui se´pare deux arrive´es successives de jobs de la taˆche τi.
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– Di, l’e´che´ance relative ou de´lai critique (un job qui arrive a` l’instant t a une e´che´ance
absolue a` l’instant t +Di) ;
Ce mode`le de taˆches est illustre´ sur la Figure 1.4.
ri,0 di,0 ri,1 di,1 ri,2Ci
Di
≥ Ti
Di
≥ Ti
τi(Ci, Ti, Di)
0
Figure 1.4 – Mode`le d’une taˆche sporadique τi
La taˆche pe´riodique est un cas particulier du mode`le de taˆche sporadique. A` la diffe´rence
d’une taˆche pe´riodique, les dates de re´veil d’une taˆche sporadique sont inconnues et sa
pe´riode Ti correspond a` la dure´e minimale et non a` la dure´e exacte qui se´pare deux ar-
rive´es successives de jobs d’une meˆme taˆche.
Les mode`les de taˆches se diffe´rencient e´galement en fonction du lien pre´sent entre l’e´che´ance
Di et la pe´riode Ti.
De´finition 1.6 On dira d’une taˆche qu’elle est : (i) a` e´che´ances sur requeˆtes si son
e´che´ance co¨ıncide avec l’arrive´e du job suivant (Di = Ti), (ii) a` e´che´ances contraintes si
son e´che´ance co¨ıncide avant l’arrive´e du job suivant Di ≤ Ti, (iii) a` e´che´ances arbitraires
s’il n’y a aucun lien entre Di et Ti.
De´finition 1.7 On parle de taˆches synchrones si celles-ci de´marrent au meˆme instant
(∀i,Oi = 0), dans le cas contraire, celles-ci sont dites asynchrones.
2 Proble´matique de l’ordonnancement temps re´el
L’ordonnancement est le me´canisme qui permet de choisir la taˆche qui va eˆtre exe´cute´e par
le processeur a` un instant donne´. L’algorithme charge´ d’effectuer ce choix est appele´ un ordon-
nanceur (scheduler en anglais). Ce dernier doit re´soudre les conflits d’acce`s au processeur suite a`
des demandes concurrentes d’exe´cution des diffe´rentes taˆches. A` partir des contraintes impose´es
(telles que les contraintes de temps, de synchronisation, de ressources), il devra de´terminer a`
tout instant le job a` exe´cuter si celui-ci existe bien, car il est probable qu’aucun travail ne soit
preˆt a` cet instant, le processeur restera alors inactif (idle en anglais). Pour cela, l’ordonnanceur
peut mettre en œuvre un ou plusieurs algorithmes d’ordonnancement qui spe´cifient une poli-
tique d’allocation du processeur aux taˆches. On appelle se´quence la planification temporelle des
taˆches produite par un algorithme d’ordonnancement pour un ensemble de taˆches donne´.
2.1 De´finitions
Les e´tudes d’ordonnanc¸abilite´ visent a` fournir des conditions suffisantes et/ou ne´cessaires
(De´finitions 1.13, 1.12 et 1.14) pour de´terminer hors-ligne si un ensemble de taˆches sera or-
donnanc¸able par une politique d’ordonnancement sur une plateforme donne´e. Si un me´canisme
arrive a` ordonnancer toutes les taˆches d’un ensemble en respectant leurs contraintes, celui-ci
est dit ordonnanc¸able. Ci-dessous sont pre´sente´es, quelques de´finitions de termes caracte´risant
un ordonnanceur :
De´finition 1.8 Une se´quence d’ordonnancement valide e´tablie par un algorithme d’or-
donnancement, pour un ensemble de taˆches donne´, est une se´quence pour laquelle toutes les
contraintes des diffe´rentes taˆches de l’ensemble sont respecte´es.
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De´finition 1.9 (Faisabilite´) : Un ensemble de taˆches est faisable s’il existe au moins une
se´quence d’ordonnancement valide dans laquelle toutes les e´che´ances des taˆches s’exe´cutant sur
une plateforme donne´e sont respecte´es.
De´finition 1.10 (Ordonnanc¸abilite´) : Un ensemble de taˆches est ordonnanc¸able par un al-
gorithme A, si cet algorithme est capable de fournir une se´quence d’ordonnancement valide dans
laquelle toutes les e´che´ances des taˆches conside´re´es sont respecte´es.
De´finition 1.11 Un test d’ordonnanc¸abilite´ de´termine, si oui ou non, toutes les contraintes
temporelles d’un ensemble de taˆches seront respecte´es lors de l’exe´cution.
De´finition 1.12 Dire que A est une condition ne´cessaire d’ordonnanc¸abilite´ (resp. de faisabi-
lite´) d’un ensemble de taˆches B signifie que si A n’est pas ve´rifie´e, il est certain que B n’est pas
ordonnanc¸able (resp. faisable). Par contre si A est ve´rifie´e, on ne peut rien conclure quant a`
l’ordonnanc¸abilite´ (resp. la faisabilite´) de B.
De´finition 1.13 Dire que A est une condition suffisante d’ordonnanc¸abilite´ (resp. de faisabi-
lite´) d’un ensemble de taˆches B signifie que si A est ve´rifie´e, il est certain que B est ordon-
nanc¸able (resp. faisable). Par contre si A n’est pas ve´rifie´e, on ne peut rien conclure quant a`
l’ordonnanc¸abilite´ (resp. la faisabilite´) de B.
De´finition 1.14 Dire que A est une condition ne´cessaire et suffisante (aussi appele´e condition
exacte) d’ordonnanc¸abilite´ (resp. de faisabilite´) d’un ensemble de taˆche B signifie que si A est
ve´rifie´e, il est certain que B est ordonnanc¸able (resp. faisable). Et si A n’est pas ve´rifie´e, B n’est
pas ordonnanc¸able (resp. faisable).
Lorsqu’on a le choix entre plusieurs politiques d’ordonnancement, il peut eˆtre utile de pouvoir
les comparer. Un premier crite`re concerne l’optimalite´ de l’algorithme.
De´finition 1.15 (Optimalite´) [GRS96] : Un algorithme d’ordonnancement est dit optimal si
pour une classe de taˆches, une plateforme et parmi une classe de politiques d’ordonnancement,
il est toujours capable de trouver, pour un ensemble de taˆches, une se´quence valide s’il en existe
une.
De nombreux travaux sur l’ordonnancement vise a` de´terminer des algorithmes optimaux
(De´finition 1.15), mais cette optimalite´ n’est atteinte que dans un cadre pre´cis (hypothe`ses
restrictives sur le type de taˆches et/ou sur le type de plateforme). Ge´ne´ralement, les surcouˆts
lie´s a` l’ordonnanceur (temps de calcul, pre´emption, etc.) sont ne´glige´s. Un deuxie`me e´le´ment de
comparaison qui re´ve`le la supe´riorite´ d’un algorithme sur un autre est la notion de dominance
(De´finition 1.16).
De´finition 1.16 Un algorithme A domine un algorithme B si tout ensemble de taˆches ordon-
nanc¸able par B l’est aussi par A et s’il existe au moins un ensemble de taˆches ordonnanc¸able
par A qui ne l’est pas par B.
Toutefois, il peut y avoir quelques exceptions pour certains algorithmes qui sont ge´ne´ralement
meilleurs que d’autres. Dans ce cas, on ne peut de´terminer quel algorithme est dominant. On
parle alors d’algorithmes non comparables (De´finition 1.17).
De´finition 1.17 Deux algorithmes A et B sont dit incomparables si et seulement si :
– il existe un ensemble de taˆches qui est ordonnancable par A et non ordonnanc¸able par B,
– il existe un ensemble de taˆches qui est ordonnanc¸able par B et non ordonnanc¸able par A.
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2.2 Typologie des algorithmes d’ordonnancement
Les algorithmes d’ordonnancement se re´partissent selon les caracte´ristiques lie´es au syste`me
sur lequels ils sont implante´s. On aura donc diffe´rentes cate´gories parmi lesquelles :
Monoprocesseur ou multiprocesseur : L’ordonnancement est de type monoprocesseur si
toutes les taˆches ne peuvent s’exe´cuter que sur un seul et meˆme processeur. Dans le cas
contraire, si plusieurs processeurs sont disponibles dans le syste`me, l’ordonnancement est
multiprocesseur.
Oisif ou non oisif : Un ordonnanceur est dit non oisif lorsqu’il posse`de la proprie´te´ suivante :
a` partir du moment ou` au moins une taˆche est preˆte et que la ressource processeur est libre,
alors l’ordonnanceur e´lit force´ment une taˆche et cette dernie`re commence son exe´cution
sans attendre. L’ordonnanceur fonctionne alors sans insertion de temps creux (non-idling
ou work-conservative en anglais). Dans le cas contraire, si l’ordonnanceur est oisif, lors-
qu’une taˆche est preˆte, elle peut attendre un certain temps avant d’eˆtre e´lue meˆme si
la ressource processeur est libre. On dit que l’ordonnanceur fonctionne par insertion de
temps creux (idling ou non work-conservative en anglais).
Ordonnancement clairvoyant ou non clairvoyant : Nous disons qu’un ordonnanceur est
non-clairvoyant lorsque l’ordonnanceur ne sait rien des taˆches qu’il doit ordonnancer, en
dehors de leurs dates d’arrive´es, au moment de leur arrive´e. Au contraire, il est clairvoyant
lorsqu’il connait a priori les caracte´ristiques des taˆches qui arriveront dans le futur.
Pre´emptif ou non-pre´emptif : Un ordonnanceur est dit pre´emptif lorsque toutes les taˆches
qu’il ordonnance sont, elles-aussi, pre´emptibles. En d’autres termes, l’ordonnanceur peut
interrompre l’exe´cution d’une taˆche en cours au profit d’une taˆche juge´e plus prioritaire.
La taˆche interrompue reprendra son exe´cution plus tard dans le temps. Dans le cas d’or-
donnanceurs monoprocesseur non-pre´emptifs, en l’abscence de pre´emption, il ne peut y
avoir d’acce`s concurrent aux ressources c’est-a`-dire qu’a` partir du moment ou` une taˆche
est e´lue, celle-ci continue son exe´cution sans pouvoir eˆtre interrompue.
En-ligne ou hors-ligne : Un ordonnancement hors-ligne (off-line en anglais) signifie que la
se´quence d’ordonnancement est e´tablie avant le lancement de l’application. Cet ordon-
nancement convient, en particulier lorsque les taˆches a` exe´cuter sont toutes pe´riodiques.
Les e´ve`nements se reproduisent de fac¸on pe´riodique et l’ordonnancement prend alors la
forme d’un plan hors-ligne (ou statique), exe´cute´ de fac¸on re´pe´titive (on parle aussi d’or-
donnancement cyclique). Par contre, quand il s’agit d’ordonnancer des taˆches parmi les-
quelles certaines sont ape´riodiques, l’absence de cyclicite´ nous fait nous tourner vers des
ordonnanceurs en-ligne (on-line en anglais). Toutefois, l’ordonnancement en-ligne repose
souvent sur une analyse hors-ligne afin de garantir le respect des contraintes temporelles
a` l’exe´cution dans le pire-cas. Les ordonnanceurs en-ligne permettent par la suite de vi-
sualiser la se´quence d’ordonnancement des taˆches au moment de l’exe´cution.
Statique/dynamique : Les ordonnanceurs statiques fondent leurs de´cisions d’ordonnance-
ment sur une connaissance comple`te des parame`tres de l’ensemble de taˆches ainsi que de
leurs contraintes. L’algorithme construit alors une se´quence d’ordonnancement qui reste
invariable durant toute la dure´e de vie de l’application associe´e. A` l’inverse, les ordon-
nanceurs dynamiques fondent leurs de´cisions sur des parame`tres qui peuvent varier (ou
de nouvelles occurrences qui peuvent arriver) en cours de fonctionnement du syste`me. Ils
prennent en compte l’ordonnancement construit ante´rieurement pour e´laborer de nouvelles
de´cisions.
Centralise´ ou distribue´ : Un ordonnancement est distribue´ si les de´cisions d’ordonnance-
ment sont prises par un algorithme localement en chaque noeud. Il est centralise´ lorsque
l’algorithme d’ordonnancement pour tout le syste`me, distribue´ ou non, est de´roule´ sur un
noeud privile´gie´.
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2.3 Crite`res, me´triques de spe´cification et proprie´te´s de contraintes de vali-
dite´
Pour le temps re´el strict, le crite`re de validite´ fondamental est que toutes les taˆches respectent
toutes leurs contraintes temporelles. Les me´triques suivantes nous permettent de ve´rifier la
validite´ du syste`me :
Le facteur d’utilisation du processeur. Le facteur d’utilisation du processeur pour un en-
semble de n taˆches pe´riodiques est de´fini comme la somme des facteurs d’utilisation des
diffe´rentes taˆches s’exe´cutant sur le processeur :
Up =
n∑
i=1
ui =
n∑
i=1
Ci
Ti
(1.1)
Plus pre´cisement, conside´rons un intervalle de temps de´butant a` un temps td et se termi-
nant a` un temps tf , le facteur d’utilisation d’un processeur dans cet intervalle est calcule´
comme suit :
∑
iǫQ
Ci([td, tf ])
tf − td (1.2)
ou` Q repre´sente l’ensemble de taˆches s’exe´cutant dans l’intervalle [td, tf ] et Ci([td, tf ])
repre´sente le service rec¸u par la taˆche τi sur l’intervalle [td, tf ].
Le facteur d’utilisation du syste`me. De manie`re plus ge´ne´rale, on de´finit le facteur d’uti-
lisation d’un syste`me :
De´finition 1.18 Le facteur d’utilisation d’un syste`me compose´ de m processeurs et n
taˆches pe´riodiques est de´fini comme suit :
usys = 1
m
n∑
i=1
ui = 1
m
n∑
i=1
Ci
Ti
(1.3)
Les temps creux. Les temps creux d’un processeur (processor idle times, en anglais) pour une
se´quence d’ordonnancement sont les intervalles de temps durant lesquels le processeur est
inactif.
Le seuil d’utilisation. Le seuil d’utilisation (Worst-Case Utilization Bound ou Breakdown
Utilization, en anglais) est souvent utilise´ pour te´moigner de l’efficacite´ d’un algorithme.
Il est de´fini comme suit :
De´finition 1.19 Le seuil d’utilisation UAWC du processeur (ou du syste`me) pour un al-
gorithme d’ordonnancement A est la valeur du facteur d’utilisation du processeur (ou du
syste`me) remplissant les proprie´te´s suivantes :
– Tout ensemble de taˆches pe´riodiques dont le facteur d’utilisation est infe´rieur a` UAWC
est ordonnanc¸able par A.
– Pour un facteur d’utilisation supe´rieur a` UAWC , il est toujours possible de trouver un
ensemble de taˆches pe´riodiques non-ordonnac¸able par A.
Plus ce seuil est grand, plus l’algorithme est juge´ performant.
Le facteur de charge du processeur Le facteur de charge d’un processeur de´signe la pro-
portion de temps que le processeur de´die a` l’exe´cution des taˆches de manie`re a` ce que
leurs e´che´ances soient respecte´es.
Dans le cas de taˆches pe´riodiques a` e´che´ances contraintes, le facteur de charge du proces-
seur pour un ensemble de n taˆches pe´riodiques a` e´che´ances contraintes est de´fini comme
e´tant la somme du rapport des dure´es d’exe´cution au pire-cas sur les de´lais critiques des
taˆches :
ρ =
n∑
i=1
Ci
Di
(1.4)
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Dans le cas de taˆches pe´riodiques a` e´che´ances sur requeˆtes, le facteur de charge du pro-
cesseur pour un ensemble de n taˆches est e´quivalent au facteur d’utilisation du processeur
et est donne´ par :
ρ =
n∑
i=1
Ci
Di
=
n∑
i=1
Ci
Ti
(= Up) (1.5)
Les caracte´ristiques temporelles On peut citer la gigue de de´marrage qui repre´sente la
mesure de dispersion des de´lais entre la date de cre´ation et la date de de´marrage des
travaux d’une taˆche (release jitter, en anglais), le retard, la laxite´ ou encore le temps de
re´ponse. Le cas particulier de la validation de taˆches temps re´el strict consiste a` garantir
que le retard maximal pour ces taˆches soit ne´gatif ou nul.
De plus, nous rajoutons d’autres me´triques pour te´moigner de la validite´ d’un syste`me temps
re´el souple ou ferme dont les plus courantes sont :
Le taux de respect. Le taux de respect (hit ratio, en anglais) repre´sente la proportion de
jobs de taˆches respectant leur e´che´ance.
Le taux de garantie. Le taux de garantie (guarantee ratio, en anglais) aussi appele´ taux
d’acceptation (acceptance ratio) repre´sente la proportion de taˆches dont l’exe´cution est
garantie par rapport au nombre total de taˆches qui demandent a` eˆtre exe´cute´es.
La valeur de´gage´e. On associe a` l’exe´cution de chaque taˆche une fonction de valeur, et on
mesure la somme (ou une autre ope´ration) des valeurs obtenues pendant le de´roulement
du syste`me [BSS95] (hit value ratio, en anglais). On peut citer par exemple pour une taˆche
temps re´el ferme la fonction de valeur suivante : si la taˆche se termine avant son e´che´ance,
elle de´gage la valeur X > 0, et 0 sinon.
La cyclicite´ des se´quences d’ordonnancement. Leung et Merill ont fourni un re´sultat fon-
damental dans l’ordonnancement pre´emptif :
The´ore`me 1 [LM80] La se´quence produite par tout algorithme d’ordonnancement pre´emptif
pour un ensemble de taˆches pe´riodiques a` de´parts simultane´s est toujours pe´riodique de
pe´riode H e´gale au plus petit commun multiple des pe´riodes des taˆches de l’ensemble.
Ce qui implique que pour ve´rifier l’ordonnanc¸abilite´ d’un ensemble par un algorithme A,
il suffit de ve´rifier que toutes les e´che´ances dans l’intervalle [0,H[ sont respecte´es pour
des taˆches synchrones.
2.4 Complexite´ des algorithmes d’ordonnancement
L’efficacite´ d’un algorithme d’ordonnancement n’est pas uniquement e´value´e en termes de
me´triques de performance de celui-ci mais aussi en fonction de sa simplicite´ de mise en œuvre
et/ou de calcul. On parle donc de complexite´. Celle-ci est calcule´e en e´valuant la quantite´ de
ressources en temps (nombre d’instructions) et en espace (me´moire) ne´cessaire pour la re´solution
de proble`mes au moyen de l’exe´cution d’un algorithme.
La complexite´ (temporelle) d’un algorithme correspond au nombre d’ope´rations e´le´mentaires
(affectations, comparaisons, ope´rations arithme´tiques) effectue´es par un algorithme et ceci quel
que soit le langage de programmation. Ce nombre s’exprime en fonction de la taille n des
donne´es. On dit que la complexite´ de l’algorithme est O (f (n)) ou` f repre´sente le plus grand
nombre d’ope´rations e´le´mentaires que cet algorithme ne´cessite pour re´soudre le proble`me. Cette
fonction prend la forme d’une combinaison de polynoˆmes, logarithmes ou exponentielles. Pour
cela, en supposant que n soit la taille du proble`me, nous cherchons a` classer les algorithmes
usuels dans les diffe´rentes classes de complexite´ suivantes :
– Les algorithmes sous-line´aires, dont la complexite´ est en ge´ne´ral enO (log (n)) et conside´re´s
comme tre`s rapides. C’est le cas de la recherche d’un e´le´ment dans un ensemble ordonne´
fini de cardinal n.
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– Les algorithmes line´aires en complexite´ O(n) ou en O (n log (n)) sont conside´re´s comme
rapides, comme la recherche du minimum dans un tableau compose´ de n entiers ou les
algorithmes optimaux de tri.
– Plus lents, on retrouve les algorithmes de complexite´ polynomiale situe´s entre O(n2) et
O(n3). C’est le cas de la multiplication des matrices et du parcours d’un objet en 3D.
– Au dela`, les algorithmes polynomiaux en O(nk) pour k > 3 sont conside´re´s comme tre`s
lents tout comme les algorithmes exponentiels O(kn) dont la complexite´ est supe´rieure a`
tout polynoˆme en n que l’on s’accorde a` dire impraticables de`s que la taille des donne´es
est supe´rieure a` quelques dizaines d’unite´s.
Lors du de´veloppement d’un algorithme, nous visons toujours a` atteindre la plus faible
complexite´ possible pour re´soudre un proble`me donne´.
P est l’ensemble de proble`mes de de´cision algorithmiques dont la complexite´ est polynoˆmiale
tandis que NP est l’ensemble de proble`mes de de´cision algorithmiques tels que, si une solution
possible est donne´e, il est possible de ve´rifier cette solution en un temps polynoˆmial.
De´finition 1.20 Un proble`me est dit NP-Complet si :
– il est dans NP ;
– et il est au moins aussi difficile que tout proble`me de NP.
De´finition 1.21 Un proble`me est dit NP-difficile (NP-Hard en anglais) s’il est au moins aussi
difficile que tout proble`me de NP.
2.5 Politiques d’ordonnancement temps re´el monoprocesseur
Nous nous plac¸ons ici dans le cadre simple de l’ordonnancement monoprocesseur non oi-
sif. Toutes les taˆches sont conside´re´es inde´pendantes (pas de contraintes de pre´ce´dence ni de
ressources). Il existe deux types d’assignations de priorite´s :
1. priorite´s fixes : aussi appele´e assignation a` priorite´ statique, ou` chaque taˆche rec¸oit une
priorite´ par rapport aux autres a` l’initialisation du syste`me et chaque job lance´ he´rite de
la priorite´ de la taˆche auquel il appartient ;
2. priorite´s dynamiques : la priorite´ est donne´e aux jobs des taˆches, et non pas aux taˆches.
Selon la re`gle d’assignation utilise´e, la priorite´ e´volue au cours du temps tout au long de
l’exe´cution du syste`me.
Nous pre´sentons ci-apre`s les algorithmes d’ordonnancement les plus souvent rencontre´s dans la
litte´rature. Nous fournissons pour chaque algorithme une description de son comportement et
pre´sentons l’analyse d’ordonnanc¸abilite´ qui lui est associe´e.
2.5.1 L’ordonnancement a` priorite´s fixes
2.5.1.1 Rate Monotonic
L’algorithme Rate Monotonic (RM) est introduit en 1973 par Liu et Layland [LL73].
Selon cet algorithme, les priorite´s sont inversement proportionnelles aux pe´riodes des taˆches
(Ti < Tj ⇒ Prio(τi) > Prio(τj)). Les conflits lorsque plusieurs taˆches posse`dent la meˆme pe´riode
sont re´solus de manie`re arbitraire. En conside´rant un syste`me compose´ uniquement de taˆches
a` e´che´ances sur requeˆtes, l’attribution des priorite´s en fonction des pe´riodes est la meilleure
attribution possible pour avoir une se´quence valide. En d’autres termes :
The´ore`me 2 [LL73] L’algorithme RM est optimal dans la classe des algorithmes pre´emptifs a`
priorite´s fixes pour les applications constitue´es de taˆches inde´pendantes a` e´che´ances sur requeˆtes
et a` de´parts simultane´s.
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Cet algorithme ve´rifie le the´ore`me de l’instant critique : une taˆche active´e en meˆme temps que
toutes les taˆches plus prioritaires aura le pire temps de re´ponse. Liu et Layland ont utilise´ cette
proprie´te´ pour prouver que si les premiers jobs de chaque taˆche sont correctement exe´cute´s dans
le pire-cas qui est lorsque les taˆches sont synchrones alors l’ensemble de taˆches est ordonnanc¸able
quelles que soient les dates de re´veil des taˆches. Liu et Layland ont utilise´ ce re´sultat pour
de´velopper une condition suffisante pour l’algorithme RM :
The´ore`me 3 [LL73] Un ensemble de n taˆches inde´pendantes a` e´che´ances sur requeˆtes est or-
donnanc¸able par RM si son facteur d’utilisation Up ve´rifie :
Up =
n∑
i=1
Ci
Ti
≤ n(2 1n − 1) (1.6)
Conside´rons l’ensemble de taˆches τ = {τ1(2,2,8,8), τ2(1,4,12,12), τ3(0,4,24,24)}. Nous
avons Up = 28 + 412 + 424 = 0.75. D’apre`s le the´ore`me 3, le syste`me est donc ordonnanc¸able. La
se´quence obtenue est illustre´e sur la Figure 1.5 entre les instants t = 0 et t = 26 qui repre´sente
le re´gime permanent du syste`me ou l’hyperpe´riode.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
τ1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
τ2
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
τ3
Figure 1.5 – Se´quence d’ordonnancement selon RM
Cette condition suffisante pre´sente l’avantage d’eˆtre simple a` e´valuer (en O(n)). Cependant,
cette condition se trouve eˆtre pessimiste : lorsque le nombre de taˆches n tend vers l’infini, le
facteur d’utilisation maximal garantissant l’ordonnanc¸abilite´ de l’ensemble de taˆche tend vers
ln 2, soit 69%. Lehoczky et al. ont re´alise´ une e´tude dans le but de souligner le pessimisme du
The´ore`me 3 en montrant que l’algorithme est capable d’ordonnancer des ensembles de taˆches
(dont les parame`tres sont ge´ne´re´s ale´atoirement) avec un facteur d’utilisation de 88%.
Dans le but d’ame´liorer la borne d’ordonnanc¸abilite´ de l’algorithme RM, un test connu sous le
nom de Hyperbolic Bound (HB) a e´te´ de´veloppe´ par Bini et al.. Ce test qui est de meˆme com-
plexite´ que celui e´tabli par Liu et Layland permet une ame´lioration du taux d’ordonnanc¸abilite´
d’un facteur maximum de
√
2 :
The´ore`me 4 [BBB01] Soit τ = {τ1, ..., τn} un ensemble de n taˆches pe´riodiques, avec chaque
taˆche τi caracterise´e par son facteur d’utilisation ui. τ est ordonnanc¸able par RM s’il ve´rifie :
n∏
i=1
(ui + 1) ≤ 2 (1.7)
D’autres conditions exactes d’ordonnanc¸abilite´ pour RM ont e´te´ de´rive´es de fac¸on inde´pendante
dans [JP86, LSD89, ABR+93].
2.5.1.2 Deadline Monotonic
Bien que RM soit optimal dans la classe des taˆches pe´riodiques a` e´che´ances sur requeˆtes,
ce n’est plus le cas lorsque les taˆches sont a` e´che´ances contraintes (Di ≤ Ti). On retrouve
donc dans [LW82], un algorithme propose´ par Leung et Whitehead connu sous le nom de
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Deadline Monotonic (DM) prenant en compte les de´lais critiques Di de chaque taˆche τi tout
en gardant le principe d’ordonnancement a` priorite´s fixes. Cet algorithme associe des priorite´s
fixes inversement proportionnelles aux de´lais critiques (Di < Dj ⇒ Prio(τi) > Prio(τj)). Tout
comme RM, les conflits sont re´solus de manie`re arbitraire. En conside´rant un syste`me compose´
uniquement de taˆches a` e´che´ances sur requeˆtes, DM e´quivaut a` l’algorithme RM. Mais dans le
cas contraire et en supposant que les taˆches sont synchrones, DM se trouve eˆtre une strate´gie
optimale d’ordonnancement :
The´ore`me 5 [LW82] L’algorithme DM est optimal dans la classe des algorithmes pre´emptifs a`
priorite´s fixes pour les applications constitue´es de taˆches inde´pendantes a` e´che´ances contraintes
et a` de´parts simultane´s.
Leung et Merill ont eux aussi montre´ que, tout comme RM, DM ve´rifie le the´ore`me de
l’instant critique. On retrouve alors la condition suffisante suivante :
The´ore`me 6 [LL73] Un ensemble de n taˆches pe´riodiques est ordonnanc¸able par DM si :
n∑
i=1
Ci
Di
≤ n(2 1n − 1) (1.8)
Conside´rons l’ensemble de taˆches τ = {τ1(0,2,10,10), τ2(0,3,15,8), τ3(0,4,30,24)}. Nous
avons 2
10
+ 3
8
+ 4
24
= 0.74. D’apre`s le the´ore`me 6, le syste`me est donc ordonnanc¸able. La se´quence
obtenue est illustre´e sur la Figure 1.6 entre les instants t = 0 et t = 30 qui repre´sente l’hy-
perpe´riode.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
τ1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
τ2
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
τ3
Figure 1.6 – Se´quence d’ordonnancement selon DM
D’autres e´tudes ont bien e´videmment e´te´ mene´es [But97, ABRW91] dans le but de trouver
une condition exacte d’ordonnancement mais comme dans RM, il s’est ave´re´ qu’elles sont plus
couˆteuses en termes de complexite´.
2.5.2 L’ordonnancement a` priorite´s dynamiques
Les ordonnanceurs a` priorite´s fixes ont, par leur simplicite´ de mise en œuvre, servi de base
dans l’ordonnancement. Les algorithmes a` priorite´s dynamiques sont quant a` eux plus difficiles
a` mettre en œuvre mais offrent souvent de meilleures performances. Les priorite´s cette fois-ci
e´voluent en fonction du temps. Nous pre´sentons ci-apre`s deux algorithmes dont l’un est fonde´
sur l’e´valuation des e´che´ances absolues des jobs et l’autre sur la laxite´ des taˆches.
2.5.2.3 Earliest Deadline First
L’algorithme EDF (Earliest Deadline First), a e´te´ pre´sente´ par Jackson en 1955 [Jac55]
puis par Liu et Layland [LL73]. Le principe de cet algorithme consiste a` e´lire a` chaque instant
la taˆche dont l’e´che´ance absolue est la plus proche (di < dj ⇒ Prio(τi) > Prio(τj)). En cas
de conflit, la taˆche dont la date de re´veil est la plus ancienne peut eˆtre exe´cute´e la premie`re
mais d’autres heuristiques de re´solution de conflits peuvent eˆtre mises en œuvre. Soit l’ensemble
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de taˆches τ = {τ1(0,1,5,4), τ2(0,5,10,10), τ3(0,4,20,18)}. L’ordonnancement par EDF de cet
ensemble de taˆches est pre´sente´ sur la Figure 1.7.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ2
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ3
Figure 1.7 – Se´quence d’ordonnancement selon EDF
The´ore`me 7 [Der74] EDF est optimal dans la classe des algorithmes pre´emptifs pour des
taˆches pe´riodiques inde´pendantes.
En d’autres termes, si un ensemble de taˆches ne peut eˆtre ordonnance´ par EDF (en ve´rifiant
le test du The´ore`me 8), il ne sera ordonnanc¸able par aucun autre algorithme. Dans le cas
non-pre´emptif, le proble`me d’ordonnancement est NP-difficile [RRC05]. Par contre, conside´rant
des ordonnanceurs non-oisifs, le proble`me est de nouveau soluble et comme ont pu le montre´
Georges et al. dans [GMR95], EDF est optimal.
De plus, Liu et Layland pre´sentent dans [LL73] une condition ne´cessaire et suffisante simple
a` mettre en œuvre pour des ensembles de taˆches a` e´che´ances sur requeˆtes :
The´ore`me 8 [LL73, Cof76] Un ensemble de n taˆches pe´riodiques a` e´che´ances sur requeˆtes est
ordonnanc¸able par EDF si et seulement si son facteur d’utilisation U ve´rifie :
U =
n∑
i=1
Ci
Ti
≤ 1 (1.9)
EDF est certainement l’algorithme le plus populaire. En effet, EDF est un algorithme tre`s
performant qui permet d’atteindre un facteur d’utilisation du processeur de 100% sous la condi-
tion e´nonce´e dans le The´ore`me 8. De plus ce re´sultat est aussi valide pour des ensembles de
taˆches a` de´parts diffe´re´s, ce qui illustre bien la supe´riorite´ de EDF sur RM ou DM.
Pour des taˆches pe´riodiques synchrones a` e´che´ances contraintes, nous utiliserons un autre
test qui s’ave`re eˆtre lui-aussi ne´cessaire et suffisant. Ce test inte`gre un nouveau crite`re, la
demande du processeur h(t) (processor demand criterion en anglais) propose´ par Baruah
et al. [BRH90] :
The´ore`me 9 Un ensemble de n taˆches pe´riodiques a` de´parts simultane´s est ordonnanc¸able par
EDF si et seulement si :
∀t > 0, h(t) =max(0, n∑
i=1
(1 + ⌊ t −Di
Ti
⌋))Ci ≤ t (1.10)
La complexite´ de ce test est pseudo-polynomiale. Cependant, dans le cas ou` toutes les taˆches
sont a` e´che´ances sur requeˆtes, les auteurs ont montre´ que l’analyse d’ordonnanc¸abilite´ sous EDF
se ramenait a` une complexite´ line´aire en O(n).
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Aussi, de manie`re plus ge´ne´rale, des e´tudes ont e´te´ mene´es pour de´terminer l’ordonnanc¸abilite´
pour des ensembles de taˆches pe´riodiques asynchrones. Ce proble`me est co-NP-complet [LM80,
BRH90]. Leung et Merril [LM80] ont montre´ qu’il est ne´cessaire pour cela de ve´rifier que
toutes les e´che´ances sont bien respecte´es dans l’intervalle [0,Φ + 2H] (H = PPCM(T1, ..., Tn)
et Φ =maxi=1..n{Oi}). Baruah et al. ont prouve´ le the´ore`me suivant :
The´ore`me 10 [BRH90] Un ensemble de taˆches τ est faisable sur un processeur si et seulement
si :
1. U ≤ 1 et
2. ∀0 ≤ t1 < t2 ≤ Φ + 2H,h (t1, t2) ≤ t2 − t1.
h(t1, t2) de´note la demande du processeur dans l’intervalle [t1, t2] et est donne´e par :
h (t1, t2) = n∑
i=1
ηi (t1, t2)Ci. (1.11)
avec ηi (t1, t2) =max (0, ⌊ t2−Oi−DiTi ⌋ −max (0, ⌈ t1−OiTi ⌉ + 1))
Le crite`re de demande processeur est largement utilise´ dans l’analyse d’ordonnanc¸abilite´
multiprocesseur.
Leung and Merill [LM80] ont e´tabli un re´sultat pour le cas spe´cifique de l’ordonnancement
de taˆches asynchrones pe´riodiques sous EDF :
The´ore`me 11 [LM80] Conside´rant un ensemble de taˆches τ = {τ1, ..., τn}, la planification cal-
cule´e dans l’intervalle [maxi=1..n{Oi}+H,maxi=1..n{Oi}+2H[ (pas ne´cessairement le plus court)
se re´pe`te dans l’intervalle suivant (de meˆme taille) et ainsi de suite, de´finissant ainsi une cyclite´.
2.5.2.4 Least Laxity First
L’algorithme LLF (Least Laxity First), pre´sente´ par Mok et Dertouzos [MD78], choisit
d’exe´cuter la taˆche dont la date de de´part au plus tard (sans violer son e´che´ance) est la plus
proche. Pour cela, on de´finit pour chaque taˆche τi, une laxite´ (slack en anglais) qui est une
fonction du temps :
De´finition 1.22 La laxite´ d’une taˆche τi a` un instant t se de´finit comme la dure´e maximale
durant laquelle le processeur peut rester libre a` partir de t sans entraˆıner le manquement de
l’e´che´ance de τi. En d’autres termes, la laxite´ d’une taˆche τi a` un instant t est e´gale a` la
diffe´rence entre l’e´che´ance du job en cours de τi et la charge de travail restante, soit :
L (t, τi) = di − (t +Ci (t)) (1.12)
Nous illustrons cette quantite´ sur la Figure 1.8. Notons que Ci(t) repre´sente la dure´e
d’exe´cution restante de la taˆche a` l’instant t. Pour e´viter un manquement d’e´che´ance, nous
devons avoir pour chaque taˆche τi : ∀t,L (t, τi) ≥ 0.
La priorite´ maximale est donc attribue´e a` la taˆche posse´dant la plus faible laxite´ a` la date
courante. En cas de conflit, la taˆche dont la date de re´veil est la plus ancienne peut eˆtre exe´cute´e
la premie`re (FIFO) mais la`-encore, d’autres heuristiques de re´solution des conflits peuvent eˆtre
utilise´es.
L (t, τi) Ci (t)
t di
τi(0, 5, 10, 9)
Figure 1.8 – Laxite´ de la taˆche τi a` l’instant t
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Soit l’ensemble de taˆches τ = {τ1(0,2,5,4), τ2(0,4,10,10), τ3(0,1,20,8)}. L’ordonnancement
par LLF de cet ensemble de taˆches est pre´sente´ sur la Figure 1.9.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ2
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ3
Figure 1.9 – Se´quence d’ordonnancement selon LLF
L’ouvrage [CDKM00] montre que les conditions d’ordonnanc¸abilite´ pour l’algorithme LLF
sont les meˆmes que pour EDF pour un ensemble de taˆches a` e´che´ances sur requeˆtes :
The´ore`me 12 Un ensemble de n taˆches pe´riodiques a` e´che´ances sur requeˆtes est ordonnanc¸able
par LLF si et seulement si son facteur d’utilisation Up ve´rifie :
Up =
n∑
i=1
Ci
Ti
≤ 1 (1.13)
LLF pre´sente les meˆmes proprie´te´s d’optimalite´ que EDF dans le cas d’un ordonnancement
pre´emptif, a` savoir :
The´ore`me 13 [DM89, Mok83] L’algorithme LLF est optimal pour l’ordonnancement de taˆches
pre´emptives, inde´pendantes et a` e´che´ances contraintes.
Bien qu’il soit aussi performant que EDF, LLF engendre cependant un nombre supe´rieur de
pre´emptions donc de changements de contexte, ce qui explique qu’il soit aussi peu utilise´ dans
le cas monoprocesseur [Bim07]. De plus, Georges et al. ont prouve´ que LLF n’est plus optimal
dans le cas d’un ordonnancement non-pre´emptif [GRS96].
3 Ordonnancement temps re´el multiprocesseur
Cette partie s’inte´resse a` l’ordonnancement de taˆches sur des plateformes multiprocesseur.
Nous commencerons par souligner l’inte´reˆt d’utiliser de telles plateformes. Les politiques d’or-
donnancement pre´sente´es par la suite se limitent au cas de processeurs identiques (hypothe`se
retenue dans le cadre de la the`se). Cependant, certains travaux [CSM97, CM96, HT85, KGJ03,
KSMI03, ML04] sont capables de tirer profit d’architectures dites he´te´roge`nes compose´es de
processeurs diffe´rents.
3.1 Inteˆret des plateformes multiprocesseur
Pendant de nombreuses anne´es, les concepteurs de processeurs se sont essentiellement foca-
lise´s sur l’augmentation de la fre´quence ou l’ame´lioration des pipelines de ces derniers afin de
multiplier la puissance des syste`mes informatiques de fac¸on exponentielle et ceci depuis 1960.
Mais cette croissance ne peut s’observer infiniment sans que plusieurs proble`mes ne surgissent.
Tout d’abord, la puissance dynamique P des transistors CMOS est proportionnelle aux capa-
cite´s parasites C, a` la fre´quence f mais e´galement au carre´ de la tension V : P = C.V 2.f . De`s
lors, pour e´viter que l’augmentation de la fre´quence ne se traduise par une puissance dissipe´e
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accrue, il faudrait re´duire la tension d’alimentation tout comme
√
f .
Cependant, certaines limites physiques surgissent :
– la vitesse de propagation des signaux au niveau des interconnexions me´talliques et au sein
des puces, est borne´e par 20 cm/ns ;
– la baisse de la tension re´duit la vitesse d’exe´cution des taˆches (ce qui se traduit par une
augmentation du temps d’exe´cution de chaque taˆche) ;
– en-dec¸a` d’une certaine taille, la puissance statique des transistors augmente ;
– les pistes d’interconnexion des circuits imprime´s sont tre`s sensibles aux parasites et
ne´cessitent une tension diffe´rente de celle du processeur pour limiter le bruit ;
– l’e´chauffement de la puce est e´galement proportionnel au carre´ de la tension.
Toutes ces limites pratiques des plateformes monoprocesseurs ont donc pousse´ les chercheurs
a` se re´orienter vers de nouvelles plateformes compose´es de plusieurs processeurs de fac¸on a`
continuer a` augmenter les performances. En effet, plutoˆt que d’essayer d’augmenter sans cesse
la puissance de calcul d’un processeur, il est pre´fe´rable de combiner la puissance de plusieurs
processeurs et d’ame´liorer ainsi les performances sans he´riter des limites physiques mentionne´es
ci-dessus.
3.2 Classification des plateformes multiprocesseur
Il est question a` pre´sent de de´crire les ressources du syste`me qui permettront d’exe´cuter
les applications, a` savoir le(s) processeur(s). A` l’oppose´ des syste`mes monoprocesseur, les ap-
plications disposent de plusieurs processeurs simultane´ment pour re´aliser leurs calculs sur une
plateforme multiprocesseur.
La simultane´ite´ (ou paralle´lisme) d’exe´cution est cependant limite´e par les restrictions sui-
vantes : (i) a` un instant t et ceci quel que soit t, un processeur exe´cute au plus un travail ; (ii)
un travail s’exe´cute sur au plus un processeur a` chaque instant.
Nous distinguons trois types de plateformes multiprocesseur selon qu’elles sont constitue´es
de :
– processeurs identiques. Les processeurs sont interchangeables et ont une meˆme capacite´
de calcul s ;
– processeurs uniformes. Chaque processeur πj d’une plateforme uniforme est caracte´rise´
par sa capacite´ de calcul sj . Lorsqu’un job s’exe´cute sur un processeur πj de capacite´ de
calcul sj pendant t unite´s de temps, il re´alise sj × t unite´s de travail ;
– processeurs inde´pendants. Pour ce type de plateforme, la capacite´ de calcul de´pend
non seulement du processeur mais e´galement de la taˆche qui s’execute. Ainsi, on de´finit
une capacite´ de calcul si,j associe´e a` chaque couple taˆche-processeur (τi, πj ) de telle sorte
que la taˆche τi re´alise (si,j × t) unite´s de travail lorsqu’elle s’exe´cute sur le processeur πj
pendant t unite´s de temps.
Les plateformes identiques correspondent a` des plateformes homoge`nes alors que les plate-
formes uniformes et inde´pendantes correspondent a` des plateformes he´te´roge`nes.
Nous nous placerons dans le cadre d’une plateforme a` m processeurs identiques ou` m
repre´sente le nombre de processeurs qui composent la plateforme.
3.3 Approches d’ordonnancement multiprocesseur
Cette section pre´sente les diffe´rents types de strate´gies d’ordonnancement temps re´el mul-
tiprocesseur existantes. L’ordonnancement pour les syste`mes temps re´el multiprocesseur pour-
suit toujours le meˆme objectif a` savoir la maximisation de l’utilisation des processeurs tout
en garantissant le respect de toutes les e´che´ances. Cependant, nous ne pouvons pas dire que
l’ordonnancement multiprocesseur n’est qu’une simple extension de l’ordonnancement mono-
processeur. En effet, l’ordonnancement multiprocesseur est un proble`me a` 2 dimensions : (i)
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l’organisation temporelle des taˆches (strate´gie d’ordonnancement) et (ii) l’organisation spa-
tiale (allocation des taˆches sur les processeurs). Il existe deux types fondamentaux de strate´gies
multiprocesseur : les approches globales et les approches par partitionnement.
Ensemble de taˆches Ordonnanceur
global
File globale
PROCESSEURS
pi1
pi2
pim
Figure 1.10 – Illustration de la strate´gie globale
Ensemble de taˆches HEURISTIQUE
DE
PARTITIONNEMENT
File locale 1
pi1
PROCESSEURS
Ordonnanceur
local 1
File locale 2
pi2
Ordonnanceur
local 2
File locale m
pim
Ordonnanceur
local m
Figure 1.11 – Illustration de la strate´gie par partitionnement
De ces deux approches pourtant tre`s diffe´rentes ont e´te´ de´finies de re´centes strate´gies in-
terme´diaires appele´es strate´gies par semi-partitionnement.
Avant de de´finir le comportement adopte´ lors de l’utilisation de chacune de ces strate´gies,
nous supposons disposer d’un syste`me compose´ de n taˆches pe´riodiques pre´emptives a` ordon-
nancer sur une plateforme compose´e de m processeurs identiques.
Approche globale : l’objectif est d’attribuer, a` chaque instant, les m taˆches les plus prio-
ritaires aux m processeurs. Pour cela, il existe une seule file d’attente pour l’ensemble
des taˆches et on utilise une strate´gie d’ordonnancement unique qui s’applique sur l’en-
semble des processeurs (voir Figure 1.10). Dans ce cas, une proprie´te´ essentielle est que
la migration des taˆches soit autorise´e.
Approche par partitionnement : l’objectif est d’affecter chaque taˆche a` un processeur ou,
autrement dit, de de´finir m sous-ensembles de taˆches attribue´s a` chacun des processeurs.
L’objectif re´side dans le fait qu’a` chaque processeur πj soit associe´ un sous-ensemble de
taˆches Γj tel que l’intersection de chaque ensemble soit vide et que l’union des ensembles
soit l’ensemble de taˆches τ . Notons que les migrations ne sont pas autorise´es. De ce
fait, le proble`me multiprocesseur se re´sume alors a` m proble`mes monoprocesseurs. Il est
ainsi possible d’appliquer des strate´gies monoprocesseur sur chacun des processeurs de la
plateforme, qui posse`dent chacun leur propre file de travaux en attente d’exe´cution (voir
Figure 1.11).
Approche par semi-partitionnement : L’approche semi-partitionne´e est de´rive´e de l’ap-
proche partitionne´e. Dans cette approche, certains jobs d’une taˆche peuvent eˆtre exe´cute´s
sur des processeurs diffe´rents alors que certaines taˆches ne sont pas du tout autorise´es a`
migrer, ce qui entraˆıne des migrations moins nombreuses.
Il est a` noter que pour toutes ces strate´gies, il existe une condition ne´cessaire de faisabilite´ :
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The´ore`me 14 [Hor74] Un ensemble de n taˆches pe´riodiques (ou sporadiques) est faisable seule-
ment si :
U =
n∑
i=1
Ci
Ti
≤m (1.14)
Nous pre´sentons ci-apre`s les strate´gies d’ordonnancement existantes dans le cadre des diffe´rentes
approches e´nonce´es pre´ce´demment.
3.4 Approches globales
Dans cette section, nous pre´sentons les principaux re´sultats de recherche relatifs a` l’ordon-
nancement global multiprocesseur dans lequel, rappelons-le, les taˆches sont autorise´es a` migrer
d’un processeur a` l’autre. Il s’agit donc d’appliquer sur l’ensemble des processeurs une strate´gie
d’ordonnancement globale et donc d’utiliser un seul ordonnanceur pour l’ensemble des proces-
seurs. Si le nombre de taˆches n est supe´rieur ou e´gal au nombre de processeurs m, a` chaque
instant, les m taˆches les plus prioritaires sont attribue´es aux m processeurs, sinon certains
processeurs restent inactifs. Une taˆche peut commencer son exe´cution sur un processeur πj ,
puis eˆtre pre´empte´e par une taˆche plus prioritaire, pour reprendre son exe´cution sur un autre
processeur πk. Ce phe´nome`ne est appele´migration de taˆche et repre´sente une caracte´ristique
fondamentale des approches globales.
L’ordonnancement global pre´sente les avantages suivants par rapport a` l’approche par par-
titionnement :
1. Il y a ge´ne´ralement moins de pre´emptions et donc moins de changements de contexte, et
ceci parce que l’ordonnanceur ne pre´empte une taˆche que lorsqu’il n’y a pas de processeurs
inactifs [AJ00].
2. La capacite´ inutilise´e cre´e´e sur un processeur lorsqu’une taˆche s’exe´cute sur une dure´e
infe´rieure a` son temps d’exe´cution pire-cas peut eˆtre utilise´e par toutes les autres taˆches,
et non pas seulement celles e´voluant sur le meˆme processeur.
3. Si une taˆche de´passe son temps d’exe´cution pire-cas, alors il y a sans doute une plus faible
probabilite´ de de´faillance. En effet, le comportement pire-cas de l’ensemble du syste`me
correspondant au cas ou` toutes les taˆches s’exe´cutent selon leur temps d’exe´cution pire-cas,
est moins probable avec plusieurs processeurs qu’avec un seul processeur.
4. L’ordonnancement global est plus approprie´ pour des syste`mes ouverts ou` il n’est pas
ne´cessaire d’effectuer un e´quilibrage de charge ou une phase d’allocation des taˆches aux
processeurs lorsque l’ensemble des taˆches change.
L’ordonnancement global pre´sente cependant quelques inconve´nients. Dans le cas d’une pla-
teforme monoprocesseur, un ensemble de taˆches pe´riodiques ordonnanc¸able reste ordonnanc¸able
si ces taˆches deviennent sporadiques alors que cette proprie´te´ n’est plus valable en multiproces-
seur. Contrairement aux algorithmes d’ordonnancement monoprocesseur, les algorithmes d’or-
donnancement multiprocesseur pre´sentent des anomalies. En effet certaines modifications des
parame`tres des taˆches qui paraissent intuitivement positives a` l’ordonnancement, peuvent par-
fois rendre un ensemble de taˆches non ordonnanc¸able. Par exemple, pour un ensemble de taˆches
ordonnanc¸able, le fait de diminuer le facteur d’utilisation d’une taˆche en augmentant sa pe´riode
ou en diminuant sa dure´e d’exe´cution conduit intuitivement a` imaginer conserver un ensemble
de taˆches ordonnanc¸able, ce qui n’est pas toujours le cas en ordonnancement multiprocesseur.
Phillips et al. [PSTW97] ont e´tudie´ la manie`re dont un algorithme en-ligne peut se com-
porter si l’on augmente la vitesse des processeurs. Ils ont montre´ qu’un ensemble de taˆches
qui est ordonnanc¸able sur m processeurs identiques, est ordonnanc¸able avec EDF sur m pro-
cesseurs identiques mais avec un facteur d’acce´le´ration de (2 − 1/m) par rapport a` la vitesse
initiale. Parmi les algorithmes d’ordonnancement global, les algorithmes PFair sont les plus
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connus. Baruah et al. ont e´tabli dans [BCPV96] leurs fondements the´oriques qui se reposent sur
la notion de proportionate fairness. Ces algorithmes diffe`rent des algorithmes classiques d’or-
donnancement dans la mesure ou` le taux d’exe´cution d’une taˆche est quasi constant. Lorsque
l’on conside`re de grands intervalles de temps, le taux d’exe´cution d’une taˆche sur un intervalle
de temps est approximativement e´gal a` son facteur d’utilisation ui. Cependant, sur de petits
intervalles de temps, le taux d’exe´cution d’une taˆche peut varier de manie`re tre`s importante.
Dans les algorithmes PFair, chaque taˆche est exe´cute´e a` un taux approximativement constant
et ce, en divisant la taˆche en se´rie de sous-taˆches exe´cute´es dans des intervalles identiques ap-
pele´s feneˆtres. Dans le cas particulier des architectures multiprocesseur homoge`nes et des taˆches
pe´riodiques a` e´che´ances sur requeˆtes, PFair est optimal. Il existe trois variantes de PFair : PF
[BCPV96], PD [BGP95] et PD2 [And00]. La strate´gie utilise´e par ces algorithmes est proche
de celle de EDF dans la fac¸on d’attribuer les priorite´s aux sous-taˆches. A` noter que certains
algorithmes d’ordonnancement monoprocesseur comme EDF peuvent s’appliquer en ordonnan-
cement multiprocesseur global [DP06], mais ils ne sont pas optimaux et peuvent se re´ve´ler tre`s
inefficaces. En effet, les travaux fondateurs de Dhall et Liu [DL78] concernant l’ordonnancement
global de taˆches pe´riodiques a` e´che´ances sur requeˆtes sur m processeurs ont montre´ que le fac-
teur d’utilisation maximum d’un ensemble de taˆches (maximum utilization bound, en anglais)
repre´sentant le facteur d’utilisation a` partir duquel il peut y avoir violation d’e´che´ance pour
l’ordonnancement EDF global est 1 + ε, pour ε tre`s petit. Cela se produit lorsque l’on cherche
a` ordonnancer m taˆches de courtes pe´riodes/de´lais critiques ayant un facteur d’utilisation infi-
nite´simale, et une taˆche de plus longue pe´riode/de´lai critique ayant un facteur d’utilisation qui
se rapproche de 1. Cet effet de Dhall a conduit au constat ge´ne´ral que les approches globales
e´taient moins efficaces que les approches par partitionnement. En conse´quence, dans les anne´es
1980 et au de´but des anne´es 1990, la majorite´ des recherches en ordonnancement temps re´el
multiprocesseur a repose´ sur les approches par partitionnement de´crites dans la section suivante.
3.5 Approches par partitionnement
Ces approches sont celles qui ont rec¸u le plus d’attention dans la litte´rature, la principale
raison e´tant d’eˆtre facilement utilisables pour garantir l’ordonnanc¸abilite´ a` l’exe´cution. En effet,
en utilisant un test d’ordonnanc¸abilite´ monoprocesseur comme condition d’admission lors de
l’ajout d’une nouvelle taˆche a` un processeur, il est possible de garantir que toutes les taˆches
respecteront leurs e´che´ances a` l’exe´cution. Rappelons toutefois que cette me´thode de´compose
l’ensemble des taˆches en m sous-ensembles Γ1, Γ2, ..., Γj , ..., Γm , avec Γj , le sous-ensemble or-
donnance´ sur le processeur πj . De plus, chaque processeur posse`de sa propre strate´gie d’ordon-
nancement, celle-ci pouvant eˆtre diffe´rente d’un processeur a` un autre. Cela revient a` utiliser
un ordonnanceur par processeur. Dans cette approche, les taˆches ne sont pas autorise´es a` mi-
grer d’un processeur a` un autre [DB11]. Le proble`me qui consiste a` trouver un partitionnement
optimal, est e´quivalent a` un proble`me de remplissage de boˆıtes de tailles identiques avec des
objets de tailles diffe´rentes (Bin-packing problem, en anglais) [CGMV99] en cherchant a` placer le
plus grand nombre d’objets possibles dans chaque boˆıte et en cherchant a` minimiser le nombre
de boˆıtes. Les taˆches correspondent aux objets et les processeurs aux boˆıtes. Ce proble`me est
NP-difficile au sens fort [GJ90]. Des algorithmes de complexite´ polynomiale sont propose´s pour
le re´soudre de fac¸on approche´e [BLOS95, OS95, SVC98] en effectuant a` la fois le choix des
processeurs et la ve´rification d’une condition d’ordonnanc¸abilite´ sur chaque processeur (voir
Figure 1.12) :
– Best Fit (BF), ou` une taˆche est assigne´e au processeur posse´dant le moins de capacite´
inutilise´e pouvant l’ordonnancer ;
– First Fit (FF), ou` une taˆche est assigne´e au premier processeur pouvant l’ordonnancer,
en partant du premier processeur π1 ;
– Worst Fit (WF), ou` une taˆche est assigne´e au processeur posse´dant le plus de capacite´
inutilise´e pouvant l’ordonnancer ;
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– Next Fit (NF), ou` une taˆche est assigne´e au premier processeur pouvant l’ordonnancer
dans πj , ..., πm (πj e´tant le processeur courant). La proce´dure de´bute par le processeur
π1.
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Figure 1.12 – Re´sultats d’assignation selon les heuristiques de partitionnement BF, FF, NF,
WF
A` noter que certains algorithmes d’ordonnancement monoprocesseur tels que EDF peuvent
s’appliquer en ordonnancement multiprocesseur partitionne´ [LDG01, LGDG00]. De plus, Lo-
pez et al. ont montre´ dans [LGDG00] que tous les algorithmes de partitionnement qui trient
leurs taˆches dans l’ordre de´croissant de leur facteur d’utilisation atteignent de meilleurs seuils
d’utilisation des processeurs (comme EDF-BF et EDF-FF). Cependant, les algorithmes de type
partitionne´ souffrent d’un tre`s mauvais seuil d’utilisation du syste`me. Ce seuil est seulement
de m+1
2m
[ABJ01]. En effet, soit un syste`me de m processeurs avec m + 1 taˆches a` ordonnancer.
Si chaque taˆche a un taux d’utilisation de 0.5 + ǫ (ǫ > 0), alors une taˆche ne pourra pas eˆtre
affecte´e a` un processeur. Le seuil d’utilisation du syste`me est de
(m+1)(0.5+ǫ)
m
.
3.6 Approches hybrides
L’approche hybride ou semi-partitionne´e combine les avantages des deux approches e´nonce´es
pre´ce´demment. Dans cette approche, certains jobs d’une taˆche peuvent eˆtre exe´cute´s sur diffe´rents
processeurs, ce qui entraˆıne des migrations moins nombreuses que dans le cas de l’ordonnan-
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cement global. En revanche, certaines taˆches ne seront pas autorise´es a` migrer. Ces approches
autorisent donc une migration controˆle´e de certaines taˆches. Elles peuvent donc eˆtre vues comme
une ame´lioration des algorithmes partitionne´s en ajoutant plus de flexibilite´ en s’inspirant des
politiques globales.
De re´centes recherches [AT06, ABB08, KY07, KY08a, KY08b, GSYY10] de´crivent l’inte´ret
des approches hybrides. Ce concept a e´te´ introduit par Anderson et al. dans [ABD05] par l’algo-
rithme EDF-fm de´die´ aux syste`mes temps re´el souples pour lesquels les violations d’e´che´ances
des jobs n’entraˆınent pas la faute du syste`me. EDF-fm est un algorithme d’ordonnancement
multiprocesseur base´ sur l’ordonnancement EDF qui assure des retards d’exe´cution borne´s des
taˆches du syste`me lorsque leur utilisation est au plus e´gale a` 1/2. Au plus m− 1 taˆches doivent
eˆtre capables de migrer, et chaque taˆche peut migrer entre deux processeurs tout en respectant
les frontie`res de chaque job de manie`re a` ce que l’exe´cution d’un job ne se fasse que sur un seul
processeur. EDF-fm est compose´ de deux phases : (i) une phase de partitionnement hors-ligne
dans laquelle chaque taˆche est assigne´e a` un ou deux processeurs, (ii) un algorithme d’ordon-
nancement en-ligne qui assure des retards borne´s. En 2006, Anderson et Tovar ont introduit
un nouvel algorithme EKG (Earliest deadline first with K processors in a Group) [AT06]. Cet
algorithme diffe`re de EDF-fm du fait que les taˆches migrantes sont exe´cute´es dans certains inter-
valles de temps, tandis que les taˆches fixes (non-migrantes) sont ordonnance´es selon EDF. EKG
permet de borner le nombre de taˆches autorise´es a` migrer et augmente la localite´ des taˆches
dans les me´moires. Ainsi le surplus de temps processeur requis (overhead, en anglais) induit
par les pre´emptions de jobs et les migrations est limite´. EKG est conc¸u pour ordonnancer des
taˆches pe´riodiques. EDF-SS [ABB08] est une extension de EKG pour des ensembles de taˆches
a` e´che´ances arbitraires.
Dans [KY08c], Kato et Yamasaki introduisent EDHS (Earliest Deadline and Highest-priority
Split). Chaque taˆche est assigne´e a` un seul processeur, tant que les processeurs disposent d’une
capacite´ inutilise´e suffisante pour accepter l’exe´cution totale de la taˆche. Si par contre une taˆche
ne peut eˆtre assigne´e a` aucun processeur, elle est de´coupe´e entre plusieurs processeurs. Il en
re´sulte deux cate´gories de taˆches : d’une part les taˆches non-migrantes qui sont affecte´es de
manie`re unique a` un processeur et d’autre part, les taˆches qui sont autorise´es a` migrer.
Les algorithmes Ehd2-SIP (aussi appele´ EDDHP) [KY07] et EDDP [KY08a] sont similaires
a` EKG mais diffe`rent le´ge`rement dans leurs heuristiques d’allocation des taˆches et dans leurs
politiques d’ordonnancement. Selon la valeur du parame`tre K de EKG, ces algorithmes per-
mettent de re´duire le nombre de pre´emptions compare´ a` EKG, mais ils ne sont pas optimaux.
Dans l’algorithme EDDHP, la plus haute priorite´ est donne´e aux taˆches migrantes, et les autres
taˆches non-migrantes ont des priorite´s selon EDF. La politique d’ordonnancement garantit que
toutes les taˆches s’exe´cutent en respectant leurs e´che´ances contrairement a` EDF-fm. EDDHP
pre´sente moins de pre´emptions qu’EKG et garantit un seuil d’utilisation de 65 % pour les en-
sembles de taˆches a` e´che´ances sur requeˆtes. RMDP est une variante de EDDHP mais base´e sur
l’ordonnancement RM au lieu de EDF [KY08b]. L’algorithme EDHS [KY08c] change vraiment
le proce´de´ d’allocation des taˆches. Pour les algorithmes pre´ce´dents, une taˆche ne pouvait migrer
que sur deux processeurs, alors que EDHS propose de faire un partitionnement classique puis
de re´partir les taˆches non affecte´es sur plusieurs processeurs. Cependant, chaque processeur ne
peut accueillir qu’une taˆche migrante. DM-PM [KY09] est une variante de EDHS qui utilise
un ordonnancement a` priorite´ fixe, ce qui a pour avantage de simplifier les calculs. En effet,
en de´coupant les taˆches en sous-taˆches, on obtient naturellement des taˆches plus prioritaires
selon DM. SPA2 [GSYY10] est une politique qui se base sur des priorite´s fixes et qui a pour
particularite´ de partager la meˆme condition suffisante d’ordonnanc¸abilite´ que RM en mono-
processeur. Compare´ a` RMDP, DM-PM et PDMS-HPTS-DS [LRL09], le seuil d’utilisation est
meilleur. EDF-WM [KYI09] s’inspire des avantages apporte´s par DM-PM mais en se basant sur
EDF. NPS-F [BA09], permet d’atteindre une utilisation qui varie entre 75% et 100% (selon le
compromis entre utilisation et pre´emptions).
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Dans [BDWZ12], Burns and al. introduisent un algorithme base´ sur l’ordonnancement multi-
processeur ayant la proprie´te´ de fractionner une taˆche rejete´e (task-splitting scheme, en anglais).
Cet algorithme est appele´ EDF Split (DD). Son concept repose sur le fait que pendant la phase
d’assignation, chaque processeur rec¸oit des taˆches jusqu’a` ce qu’aucune taˆche ne puisse eˆtre
ajoute´e au processeur πj sans qu’elle aboutisse a` une violation d’e´che´ance. Cette taˆche τi non
attribue´e est alors divise´e de telle sorte que la premie`re partie puisse eˆtre exe´cute´e sur le pro-
cesseur πj avec la capacite´ restante et la seconde passe sur le processeur suivant. La premie`re
partie τ ′i de la taˆche de´coupe´e posse`de une contrainte qui est que son e´che´ance est e´gale au
temps d’exe´cution pire-cas tel que le facteur d’utilisation sur πj soit e´gal a` 1. La deuxie`me
partie de la taˆche est attribue´e au processeur suivant πj+1 avec le temps d’exe´cution restant et
un de´calage afin d’e´viter que les deux taˆches fractionne´es ne s’exe´cutent simultane´ment. Son
e´che´ance relative est e´galement re´duite. L’algorithme se poursuit par l’assignation de nouvelles
taˆches au processeur πj+1 jusqu’a` ce que le processeur ne puisse plus recevoir d’autres taˆches.
Une autre taˆche est alors choisie et est fractionne´e entre le processeur πj+1 et πj+2, etc. Les
auteurs montrent que EDF Split (DD) apporte une ame´lioration par rapport aux approches
entie`rement partitionne´es.
Dans nos travaux, nous avons opte´ pour le de´veloppement de strate´gies base´es
sur l’approche par partitionnement du fait que cette dernie`re re´duit le proble`me
multiprocesseur a` m proble`mes monoprocesseur. Cette approche rend ainsi pos-
sible l’application de strate´gies monoprocesseur sur chacun des processeurs de la
plateforme posse`dant chacun leur propre file de travaux en attente d’exe´cution.
4 Ordonnancement temps re´el et gestion de la surcharge
4.1 Description des cas de surcharge
Ide´alement, un syste`me fonctionne toujours de manie`re conforme aux pre´visions faites ini-
tialement. En re´alite´, les syste`mes peuvent eˆtre soumis subitement a` des surcharges temporaires
de traitement (transient overload, en anglais) lorsque les ressources disponibles (en particulier
les ressources processeur) ne suffisent plus pour l’exe´cution de l’ensemble des taˆches de l’appli-
cation.
De´finition 1.23 On dit d’un syste`me temps re´el qu’il est en surcharge pendant une pe´riode
donne´e si sur cette pe´riode l’utilisation du processeur de´passe la borne autorise´e par l’algorithme
d’ordonnancement mis en œuvre.
On distingue plusieurs causes de surcharge associe´ au syste`me et a` son environnement. La
surcharge peut provenir d’une mauvaise conception du syste`me lui-meˆme :
– Les dure´es d’exe´cution re´elles des taˆches peuvent s’ave´rer supe´rieures aux dure´es d’exe´cution
pire-cas qui ont e´te´ mal e´value´es ;
– Des surcouˆts de traitement associe´s a` la plateforme peuvent avoir e´te´ sous-estime´s ou
me´sestime´s ;
– Le test d’ordonnanc¸abilite´ peut eˆtre erronne´.
Par ailleurs, le dysfonctionnement d’un pe´riphe´rique d’entre´e peut retarder certaines taˆches
conduisant ainsi a` la surcharge du syste`me. La surcharge peut aussi provenir d’un flux e´leve´ de
taˆches ape´riodiques ou d’un grand nombre de taˆches pe´riodiques rapproche´es dans le temps.
Il est alors impossible en cas de surcharge de respecter toutes les e´che´ances des taˆches. Dans
certains cas, le comportement global du syste`me peut eˆtre compromis. En particulier, s’il est
question de taˆches critiques, les conse´quences d’une surcharge peuvent eˆtre catastrophiques sur
l’environnement controˆle´. En surcharge, le comportement de Rate-Monotonic RM est tel que
lorsqu’un job d’une taˆche manque son e´che´ance, les taˆches posse`dant de plus longues pe´riodes
violent leur e´che´ance a` leur tour [Del94]. Pour pallier a` ce proble`me, une solution pratique
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consisterait a` re´duire la pe´riode des taˆches juge´es importantes ce qui ne serait sans doute pas sans
conse´quences. En effet, cette simple action entraˆıne une augmentation de l’utilisation processeur
de la taˆche et donc peut engendrer encore plus de violations d’e´che´ances des taˆches de l’ensemble.
L’algorithme EDF pourtant plus performant que RM le sera moins en cas de surcharge ou` son
comportement devient instable. Locke a montre´ que EDF est sujet a` l’Effet Domino [Loc86].
En d’autres termes, une taˆche qui manque son e´che´ance empeˆche une autre de s’exe´cuter qui
a` son tour manque son e´che´ance. Ceci engendre une avalanche de fautes temporelles de´gradant
rapidement les performances sur les intervalles de surcharge. Ceci est duˆ au fait que l’algorithme
EDF donne toujours la plus grande priorite´ a` la taˆche dont l’e´che´ance est la plus proche. En cas
de surcharge, EDF ne fournit aucun type de garanties sur l’identite´ des taˆches qui respecteront
leurs contraintes temporelles. Ce comportement qualifie´ d’inde´terministe est particulie`rement
inde´sirable lorsque des cas de surcharges dus a` des modifications de l’environnement subites
par exemple surviennent. Pour faire face aux surcharges, le syste`me doit donc eˆtre en mesure
d’autoriser certaines de´gradations de performances de manie`re a` e´viter la faute du syste`me et
ainsi le maintenir dans un e´tat se´curitaire.
La conception d’un syste`me temps re´el doit donc se faire de manie`re a` e´liminer une partie
des risques en cas de surcharge. Par exemple, il est possible de filtrer les e´ve´nements ge´ne´re´s
par l’environnement, pour qu’ils ne de´passent pas une certaine fre´quence d’apparition [Sta94].
Mais cette approche n’est pas force´ment compatible avec le syste`me conside´re´.
En pre´sence de surcharge, la solution pour controˆler le comportement du syste`me consiste
a` borner ou a` diminuer les besoins en ressources. Cela suppose :
– que l’on soit capable de de´tecter en-ligne le de´but de la surcharge. Ce proble`me est NP-
complet [BHR93] dans le cas ge´ne´ral. Cependant, il existe certains cas pour lesquels
il est possible de profiter de bonnes proprie´te´s des algorithmes d’ordonnancement qui
permettent de de´tecter le de´but de la saturation du processeur [KS93]. Sinon, on fait
appel a` des approximations qui consistent a` mesurer le taux d’occupation du processeur
afin de pre´voir la surcharge (e´ventuelle) [MS95, BBL01]. La formalisation puis la mesure
de la charge sont elles-meˆmes des proble`mes en tant que tels, puisqu’il s’agit de tenir
compte a` la fois des ressources processeur demande´es globalement, et des contraintes
temporelles qui sont locales a` chaque taˆche, et font partie de la surcharge.
– que l’on accepte le fait que le syste`me force une taˆche a` se terminer si ne´cessaire.
En aval, une fois la surcharge de´tecte´e ou anticipe´e, il existe plusieurs me´thodes pour dimi-
nuer le besoin en ressource processeur : (i) soit certaines taˆches ou jobs de taˆches sont volon-
tairement abandonne´es ; (ii) soit la structure globale du syste`me est modifie´e (augmentation du
nombre de processeurs par exemple). Nous nous inte´ressons maintenant a` la premie`re me´thode.
Nous distinguons dans cette approche, plusieurs classes d’ordonnanceurs :
Les ordonnanceurs au mieux (Best Effort). Un ordonnanceur Best-Effort accepte syste´-
matiquement les taˆches qui arrivent sans test d’acceptation et les inse`re dans la file des
taˆches preˆtes. Ainsi, les taˆches sont ordonnance´es jusqu’a` leur terminaison ou jusqu’a`
de´passement d’e´che´ance. Comme il n’y a aucune pre´diction des cas de surcharge, l’ordon-
nancement est base´ sur les priorite´s donne´es aux taˆches. Ce type d’approche est souvent
sensible a` l’Effet Domino.
Les ordonnanceurs a` garantie (Guarantee). Selon un algorithme a` garantie, chaque taˆche
qui arrive subit un test d’acceptation empeˆchant le syste`me d’eˆtre surcharge´ (test d’or-
donnanc¸abilite´). Si le test re´ussit, la taˆche est accepte´e ; sinon elle est rejete´e. Ces or-
donnanceurs ont l’avantage par rapport aux ordonnanceurs Best-Effort de rejeter toute
nouvelle taˆche pouvant causer la surcharge du syste`me. Cependant, il ne prennent pas en
compte les valeurs associe´es a` l’importance des taˆches. Une variante de EDF avec test
d’acceptation appele´ GED (pour Guaranteed Earliest Deadline) est pre´sente´ dans [BS93].
Les ordonnanceurs robustes (Robust). Dans un ordonnanceur robuste, l’ordonnancement
est controˆle´ par deux politiques se´pare´es. Les taˆches sont ordonnance´es selon leurs e´che´-
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ances et rejete´es selon leur importance. En d’autres termes, en cas de refus d’une taˆche,
l’ordonnanceur tente d’abandonner une ou plusieurs taˆches de moindre importance. Les
taˆches rejete´es pourront eˆtre reprises plus tard si la charge du syste`me le permet. Les
ordonnanceurs robustes sont en ge´ne´ral plus performants que ceux base´s sur les deux
mode`les pre´ce´dents [BS93].
En cas de surcharge, certains jobs sont ainsi ignore´s ou abandonne´s dans le but de permettre
a` d’autres jobs juge´s plus importants de s’accomplir dans le respect de leur e´che´ance. Ainsi,
durant une phase de surcharge, une fac¸on intuitive de mesurer la performance d’un algorithme
d’ordonnancement consiste a` e´valuer la proportion de traitement correctement effectue´e par
l’ordonnanceur. Plus cette valeur est importante, meilleur est l’algorithme.
Un premier courant [JNC+89] a introduit le concept de fonction valeur associant une valeur
a` chaque taˆche en fonction de l’instant auquel son exe´cution s’ache`ve. Ces approches dites
base´es sur la valeur prennent autant en compte les contraintes temporelles des taˆches que le
couˆt inflige´ au syste`me suite a` la violation d’une e´che´ance. On cherche ainsi a` ordonnancer
en priorite´ les taˆches les plus importantes (l’importance de chaque taˆche e´tant refle´te´e, a` tout
instant, par sa fonction valeur). En d’autres termes, dans la plupart de ces algorithmes, le
crite`re de rejet en cas de surcharge, consiste a` choisir les taˆches de moindre valeur, ce qui peut
conduire a` une sous-utilisation des ressources et mener a` des performances me´diocres. De plus,
un inconve´nient majeur de ces approches re´side dans la difficulte´ du choix de fonctions de valeur
approprie´es, traduisant au mieux l’importance relative des taˆches. Baruah et al. [BKM+91] ont
montre´ qu’aucun algorithme en-ligne ne peut garantir une valeur cumulative (cumulative value,
en anglais ; il s’agit de la somme des importances des taˆches garanties) supe´rieure a` 1/4 de la
valeur obtenue par un algorithme clairvoyant. De plus, cette approche suppose que le re´sultat
fourni par une taˆche n’a de valeur que si celle-ci s’exe´cute comple`tement.
Le second courant, consiste a` e´tablir des mode`les inte´grant directement le fait que des taˆches
puissent eˆtre totalement ou en partie abandonne´es. Celui-ci regroupe :
– Les approches a` taˆches bipartites pour lesquelles seule une partie de la taˆche est garantie
hors-ligne (l’exe´cution du reste de´pend de la charge du syste`me). Dans ces mode`les le
re´sultat d’une taˆche posse`de toujours une certaine valeur, meˆme si un re´sultat est de´grade´
(Me´canisme a` e´che´ance [CHB79]) ou approximatif (Calcul Impre´cis [LNL87, LLN87]). En
cas de surcharge, les algorithmes d’ordonnancement reposant sur ces mode`les, garantissent
un niveau de QoS minimal, correspondant a` l’exe´cution des parties obligatoires des taˆches.
– les approches a` pertes contraintes pour lesquelles la spe´cification du mode`le pre´cise quels
jobs d’une taˆche peuvent eˆtre ignore´s. Cette approche de re´solution de surcharge se focalise
sur le relaˆchement des garanties strictes des contraintes temporelles des taˆches. Dans un
environnement temps re´el a` contraintes fermes, une violation occasionnelle d’e´che´ance n’a
pas de conse´quences catastrophiques, et se traduit uniquement par une de´gradation de
la QoS. Ainsi, la gestion de surcharge dans cette approche repose sur l’abandon controˆle´
de certains jobs de taˆches pour diminuer l’utilisation effective des ressources et minimiser
la de´gradation due aux jobs abandonne´s. Les algorithmes se basant sur cette me´thode
devront donc maintenir un nombre d’e´che´ances non respecte´es infe´rieur a` une valeur
limite donne´e, sous peine d’entraˆıner une de´faillance au niveau du syste`me.
Nous nous inte´ressons dans la suite aux approches a` pertes contraintes qui constituent l’un
des piliers aborde´s dans les travaux de the`se pre´sente´s dans les chapitres suivants.
4.2 Mode`les de re´solution de surcharge a` pertes contraintes
4.2.1 Le mode`le (m,k)-firm
La notion de contrainte (m,k)-firm a e´te´ introduite par Hamdaoui et Ramanathan [HR95].
L’ordonnancement a` garantie (m,k)-firm est une technique de gestion de surcharge qui consiste
a` e´carter l’exe´cution d’un certain nombre de jobs de taˆches tout en maintenant le syste`me dans
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un e´tat se´curitaire (sans fautes). Chaque taˆche τi de l’ensemble est alors caracte´rise´e par deux
parame`tres mi et ki, ou` mi repre´sente le nombre minimum de jobs qui doivent respecter leur
e´che´ance dans n’importe quelle feneˆtre de ki jobs. Une taˆche sous contrainte temps re´el (m,k)-
firm peut se trouver dans 2 e´tats distincts : normal ou e´chec dynamique. Une taˆche temps re´el
sous contrainte (m,k)-firm est dite en e´tat d’e´chec dynamique a` un instant t, si a` cet instant
il existe plus de (k −m) jobs ayant manque´ leurs e´che´ances parmi les k dernie`res activations
de la taˆche. La pre´sence d’au moins une taˆche en e´tat d’e´chec met le syste`me lui-meˆme en e´tat
d’e´chec.
4.2.2 Le mode`le Weakly-Hard
Le mode`le avec fre´quence de pertes contrainte (ou weakly-hard en anglais) [BBL01] est
assez proche du mode`le (m,k)-firm, a` la diffe´rence qu’il conside`re des feneˆtres glissantes : n
jobs (e´ventuellement successifs) parmi m jobs successifs respectent (ou ne respectent pas) leur
e´che´ance. En ce sens, il s’agit d’une ge´ne´ralisation du mode`le pre´ce´dent. En effet, un inconve´nient
majeur des algorithmes base´s sur le mode`le (m,k)-firm est que les contraintes (m,k)-firm sont
garanties seulement sur des feneˆtres de temps fixe´es et par conse´quent, des e´checs dynamiques
peut eˆtre rencontre´s en conside´rant des feneˆtres glissantes. De plus, ces mode`les sont assez
restrictifs dans le sens ou` ils ne´cessitent que toutes les taˆches soit a` e´che´ances sur requeˆtes et
posse`dent la meˆme feneˆtre m. Les syste`mes temps re´el weakly-hard peuvent eux tole´rer que
certaines e´che´ances ne soient pas respecte´es, pourvu que leur nombre soit borne´ et garanti
hors-ligne.
4.2.3 Le mode`le DWCS (Dynamic Window Constrained Scheduling)
Le mode`le DWCS [WS99] a e´te´ de´fini a` la base comme discipline de service pour l’ordonnan-
cement de paquets re´seau ayant pour but de maximiser le taux d’utilisation du serveur re´seau
en pre´sence de multiples paquets posse´dant des contraintes temporelles de type (m,k)-firm. Le
mode`le e´tendu de DWCS [WGS01] est conside´re´ comme un algorithme d’ordonnancement de
taˆches ou` chaque taˆche posse`de une e´che´ance relative Di et une tole´rance de pertes spe´cifie´e par
le rapport xi de jobs pouvant eˆtre abandonne´s ou retarde´s sur toute feneˆtre de yi jobs a` exe´cuter
pour une taˆche τi . En cas de conflits, les jobs sont ordonnance´s selon leur ordre d’arrive´e.
4.2.4 Le mode`le (p + i, k)-firm
Le mode`le (p+ i, k)-firm introduit par C. Montez et J. Fraga dans [MF02] est une extension
du mode`le (m,k)-firm incluant quelques unes des proprie´te´s du calcul impre´cis [CLL90]. Une
taˆche posse`de une partie obligatoire (impre´cise) et une partie optionnelle (pre´cise). Selon ce
mode`le, p exe´cutions pre´cises et i exe´cutions impre´cises doivent eˆtre re´alise´es sur k activations
de la taˆche. De plus, sont imple´mente´s non seulement une attribution des priorite´s mais aussi
un test d’acceptation de pre´cision qui se´lectionne la version pre´cise ou impre´cise de la taˆche qui
sera exe´cute´e [CLL90].
4.2.5 Le mode`le (m,k)-hard
La notion de contrainte (m,k)-hard a e´te´ introduite par Bernat et Burns [BB97]. Cette
contrainte impose que pour chaque taˆche au moins m e´che´ances sur k activations successives
doivent eˆtre respecte´es, sous peine d’entraˆıner une de´faillance au niveau du syste`me. L’approche
consiste a` utiliser un sche´ma d’exe´cution a` double priorite´ (Dual priority [DW95]) reposant sur
un algorithme a` re´servation de bande de faible overhead, visant a` ordonnancer de fac¸on conjointe
des taˆches critiques (hard) et des taˆches non critiques (soft) ou` la capacite´ inutilise´e du pro-
cesseur est re´serve´e a` l’exe´cution des taˆches non critiques. Cependant, cette approche ne´cessite
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que les contraintes temporelles des taˆches soient garanties par des tests d’ordonnanc¸abilite´ hors-
ligne.
4.2.6 Le mode`le RBE
Le mode`le RBE (Rate-Based Execution) [JG99] conside`re des contraintes exprime´es en
termes d’unite´s de temps plutoˆt qu’en termes d’e´che´ances. Une taˆche RBE est ainsi caracte´rise´e
par un 4-tuple (xi, yi, di, ci) ou` :
– xi est le nombre maximum de jobs susceptibles d’eˆtre re´veille´s sur tout intervalle de
longueur yi ,
– yi est un intervalle de temps,
– di est l’e´che´ance relative de la taˆche,
– ci est sa dure´e d’exe´cution dans le pire cas.
Le job Jij d’une taˆche re´veille´ a` tij doit s’exe´cuter avant une e´che´ance Di(j) donne´e par la
relation de re´currence suivante :
Di(j) = { tij + di si 1 ≤ j ≤ ximax (tij + di,Di(j − xi) + yi) si j > xi (1.15)
Sous l’hypothe`se de l’utilisation de cette fonction d’affectation d’e´che´ance dans le mode`le
RBE, Jeffay and Godard montrent dans [JG99] que EDF est une politique optimale pour l’or-
donnancement pre´emptif, l’ordonnancement non-pre´emptif, et l’ordonnancement en pre´sence de
ressources partage´es.
4.2.7 Le mode`le MC (Markov Chain)
Hu et al. dans [HLLL03] propose un mode`le tole´rant aux pertes base´ sur une chaˆıne de
Markov (Markov Chain) pour de´crire le comportement stochastique de´sire´ en termes de pertes
associe´es a` une taˆche τi. On de´note une MC-contrainte de τi par MCi. MCi est un processus
stochastique discret posse´dant 2 e´tats ou plus. La probabilite´ de transition d’un e´tat a` un
autre repre´sente soit la probabilite´ pour le prochain job d’eˆtre abandonne´, soit sa probabilite´
de re´ussite. Chaque e´tat est repre´sente´ par une chaˆıne spe´cifique de bits d’e´tat fij traduisant le
comportement des jobs pre´ce´dents : un ’1’ pour un job re´ussi, un ’0’ pour un job abandonne´.
4.2.8 Le mode`le Skip-Over
Dans ce mode`le, chaque taˆche pe´riodique τi(Ci, Ti, si) est caracte´rise´e par une dure´e d’exe´-
cution au pire-cas Ci, une pe´riode Ti, une e´che´ance relative e´gale a` sa pe´riode, et un parame`tre
de pertes si, 2 ≤ si ≤ ∞, qui fournit la tole´rance de la taˆche a` manquer ses e´che´ances. Selon la
terminologie introduite par Koren et Shasha dans [KS95], chaque job de taˆche peut eˆtre rouge
(red) ou bleu (blue). Un job rouge doit eˆtre exe´cute´ avant son e´che´ance ; un job bleu peut eˆtre
abandonne´ a` tout moment. Un ensemble de taˆches est dit profonde´ment rouge (deeply-red, en
anglais) si l’ensemble des jobs re´veille´s a` t = 0 sont rouges. Ce mode`le doit suivre un certain
nombre de re`gles e´le´mentaires parmi lesquelles :
– les si − 1 premiers jobs de chaque taˆche sont rouges.
– une perte survient lorsqu’un job bleu ne termine pas son exe´cution avant sa date d’e´che´ance.
– la distance entre 2 pertes conse´cutives doit eˆtre d’au moins si pe´riodes.
– si un job bleu est abandonne´, les si − 1 prochains jobs de la taˆche sont rouges.
– si un job bleu s’exe´cute en respectant son e´che´ance, le prochain job de la taˆche reste bleu.
Ce mode`le est un cas particulier du concept (m,k) − firm ou` m = k − 1.
Lorsque si = ∞, aucune perte n’est autorise´e, ce qui e´quivaut au mode`le classique d’une taˆche
pe´riodique temps re´el a` contraintes strictes.
Deux algorithmes d’ordonnancement de´crits dans [KS95] de´rivent de ce mode`le. Le premier
algorithme est l’algorithme RTO (Red Tasks Only) dans lequel les jobs bleus sont syste´matiquement
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rejete´s et les jobs rouges sont ordonnance´s selon EDF. Cet algorithme assure une QoS mini-
male en ne respectant que les e´che´ances des jobs rouges. La distance entre les pertes est ainsi
constante et e´gale a` si pe´riodes. Un autre algorithme nomme´ BWP est lui plus flexible du
fait qu’il autorise l’exe´cution des jobs bleus lorsque cela ne compromet pas l’exe´cution des jobs
rouges. Cet algorithme exe´cute donc les jobs rouges selon EDF et s’il n’y en a aucun preˆt, il
ordonnance alors un job bleu. S’il y a plus d’un job bleu alors il en e´lit un selon une heuristique
donne´e, par exemple celle dont l’e´che´ance est la plus proche.
A` titre d’illustration, conside´rons l’exemple de la Figure 1.13 sur une plateforme monopro-
cesseur :
RTO
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ1(1, 2, 2) Skip Skip Skip Skip Skip
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ2(3, 5,∞)
BWP
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ1(1, 2, 2) Skip Skip Skip Skip
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
τ2(3, 5,∞)
Figure 1.13 – Exemple d’ordonnancement au sens Skip-Over
Il y a surcharge (Up = 12 + 35 = 1.1) mais le fait d’autoriser certaines pertes va permettre a`
l’ensemble de taˆches d’eˆtre ordonnanc¸able.
Koren et Shasha ont prouve´ que le proble`me de faisabilite´ d’un ensemble de taˆches pe´riodiques
autorisant des pertes au sens Skip-Over est NP-difficile [KS95]. En d’autres termes, pour trou-
ver un ensemble ordonnanc¸able, nous devons e´nume´rer toutes les se´quences d’ordonnancement
possibles. Pour cela, Koren et Shasha ont donne´ dans un premier temps la condition ne´cessaire
de faisabilite´ suivante :
The´ore`me 15 Un ensemble τ = {τi(Ci, Ti, si), i = 1...n} de n taˆches pe´riodiques autorisant des
pertes au sens Skip-Over est ordonnanc¸able seulement si :
n∑
i=1
Ci(si − 1)
Ti
≤ 1 (1.16)
Caccamo et Buttazo [CB97] ont introduit la notion de facteur e´quivalent repre´sentant la
charge de traitement impose´e au processeur pour un fonctionnement avec une qualite´ de service
minimale (seuls les jobs rouges sont exe´cute´s). Cette notion est de´finie comme suit :
De´finition 1.24 E´tant donne´ un ensemble τ = {τi(Ci, Ti, si), i = 1..n} de n taˆches pe´riodiques
autorisant des pertes au sens Skip-Over, le facteur d’utilisation e´quivalent du processeur est
de´fini par :
U∗p =max
L≥0
∑ni=1D(i, [0, L])
L
(1.17)
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ou`
D(i, [0, L]) = (⌊ L
Ti
⌋ − ⌊ L
siTi
⌋) (1.18)
Ils ont prouve´ dans [CB98] qu’une condition suffisante garantissant la faisabilite´ d’un en-
semble de taˆches tole´rantes aux pertes au sens Skip-Over est la suivante :
The´ore`me 16 Un ensemble de taˆches pe´riodiques tole´rants aux pertes au sens Skip-Over est
faisable si U∗p ≤ 1.
Cette condition se re´ve`le ne´cessaire et suffisante dans le cas d’ensembles de taˆches pro-
fonde´ment rouges.
Ce mode`le posse`de l’avantage de prendre en compte la conse´cutivite´ des vio-
lations d’e´che´ances de manie`re claire et de permettre la mode´lisation de taˆches
a` contraintes strictes (si = ∞). Nous utiliserons dans nos travaux ce mode`le pour
ge´rer les cas de surcharge.
5 Ordonnancement temps re´el et gestion de l’e´nergie
5.1 Vers des syste`mes autonomes : re´seaux de capteurs sans fil
L’alimentation en e´nergie e´lectrique devient une proble´matique cruciale en particulier dans
la conception des syste`mes nomades qui par nature doivent eˆtre autonomes du point de vue
e´nerge´tique tels que les re´seaux de capteurs sans fils (Wireless Sensor Network, en anglais).
Leur concept est apparu a` partir de la fin des anne´es 70, a` l’Universite´ de Carnegie-Mellon
ou` ont e´merge´ des recherches sur ce domaine finance´es par le De´partement de la De´fense des
E´tats-Unis. Un re´seau de capteurs sans fil introduit une nouvelle technologie d’acquisition et de
traitement des donne´es, qui inte`gre trois principales fonctionnalite´s dans un meˆme syste`me : la
technologie de capteur, la technologie MEMS (Micro-Electro-Mechanical System) et le re´seau
sans fil. Un capteur sans fil constitue un syste`me embarque´ avec des caracte´ristiques temps
re´el. Les capteurs sans fil sont souvent destine´s a` relever des informations en environnements
hostiles auxquels l’homme n’a pas toujours acce`s. Une fois de´ploye´s, les capteurs deviennent
entie`rement autonomes. Cette autonomie est cependant de´pendante de la (ou les) batterie(s)
qui les alimente(nt). La dure´e de vie et la dure´e de charge de celles-ci de´termineront donc
la dure´e de vie du syste`me. Les concepteurs se pre´occupent donc principalement de l’aspect
e´nerge´tique de manie`re a` pouvoir fournir la plus longue autonomie aux capteurs tout en respec-
tant les contraintes lie´es a` l’alimentation du syste`me. Cette proble´matique est d’autant plus un
challenge que les applications deviennent plus sophistique´es : plus de traitements, plus de com-
munications et donc davantage d’e´nergie consomme´e. Ce constat a pousse´ certains concepteurs
a` s’orienter vers des syste`mes puisant leur e´nergie de l’environnement en fonction des besoins
plutoˆt que d’embarquer l’e´nergie ne´cessaire pour toute la dure´e de vie d’une application. On
fera re´fe´rence a` cette cate´gorie de syste`mes par son abre´viation en anglais EH-RTES (Energy
Harvesting-Real-time Embedded Systems) [Yil11] dans la suite du manuscrit. En fonction des
besoins du syste`me en e´nergie, on pre´ferera certaines sources d’e´nergie a` d’autres. Le tableau
suivant repre´sente l’inte´reˆt du choix de la source d’e´nergie en fonction des besoins en puissance
de l’application.
34 E´tat de l’art
Source d’e´nergie Densite´ de puissance et performance Source d’information
Bruit acoustique 0.003µW /cm3 @ 75Db
0.96µW /cm3 @ 100Db [RADS
+00]
Variation de tempe´rature 10µW /cm3 [RSF+04]
Lumie`re ambiante 100mW /cm2 (soleil)
100 W /cm2 (bureau e´claire´) disponible
Onde radioe´lectrique ambiante 1µW /cm2 [Yea04]
Thermoe´lectricite´ 60 W /cm2 [Ste99]
Vibration (micro ge´ne´rateur) 4 W /cm3 (mouvement humain - Hz)
800 W /cm3 (machines - kHz) [MGYH04]
Vibrations (piezoe´lectriques) 200µW /cm3 [RWP02]
Flux d’air 1µW /cm2 [Hol04]
Boutons poussoirs 50 J/N [PF01]
Semelles pie´zo-e´lectriques 330µW /cm2 [SP01]
Ge´ne´rateurs a` manivelle 30W /kg [SP04]
Pie´zoe´lectricite´ (frappe du talon) 7W /cm2 [Yag02, SP01]
Table 1.1 – Comparaison des densite´s de puissance de diffe´rentes me´thodes de re´cupe´ration
d’e´nergie [Yil11]
5.2 Strate´gies d’ordonnancement temps re´el sur des plateformes autonomes
du point de vue e´nerge´tique
Il devient important de s’inte´resser a` la conception de politiques de gestion de l’e´nergie pour
concevoir des syste`mes entie`rement autonomes. Du point de vue recherche, une the´matique
inte´ressante repose sur l’e´tude de politiques d’ordonnancement de taˆches temps re´el sous con-
traintes e´nerge´tiques. Il existe une litte´rature pour ce type de proble`mes, mais elle se cantonne
principalement au cas monoprocesseur. Les techniques existantes dans le domaine de la gestion
d’e´nergie des syste`mes temps re´el embarque´s re´cupe´rant l’e´nergie de l’environnement s’appuient
sur (i) soit des techniques base´es sur la variation de la vitesse de fonctionnement du processeur
appele´es DVFS (Dynamic Voltage Frequency Scaling) [LQW08, LQW09], (ii) soit des techniques
de gestion dynamique de la mise sous/hors tension appele´es DPM (Dynamic Power Manage-
ment) [MBTB06].
Dans [AM01], Allavena et al. de´crivent le proble`me qui consiste a` de´terminer une se´quence
valide d’ordonnancement d’un ensemble de taˆches pe´riodiques inde´pendantes a` pe´riodes iden-
tiques, en supposant que le re´servoir d’e´nergie (par exemple une batterie) est initialement rempli.
Toute se´quence valide se termine avec un niveau d’e´nergie du re´servoir au moins e´gal au niveau
initial. Leur ordonnanceur (hors-ligne) utilise une se´lection de la tension et de la fre´quence
du processeur du syste`me pour re´duire la consommation e´nerge´tique en ralentissant l’exe´cution
des taˆches sous contraintes temporelles. Leur approche repose cependant sur l’hypothe`se que les
puissances de consommation et de production instantane´es sont constantes. Dans [MBTB06], les
taˆches sont exe´cute´es au plus tard a` pleine vitesse en utilisant un algorithme d’ordonnancement
appele´ LSA(Lazy Scheduling Algorithm). Cet algorithme est optimal et, compare´ a` l’ordon-
nancement EDF, il conserve le meˆme taux d’e´che´ances manque´es mais avec une batterie de
plus petite capacite´ (plus petite de 25% compare´ a` EDF). Un autre algorithme nomme´ EA-
DVFS (Energy-Aware Dynamic Voltage et Frequency Selection) a e´te´ propose´ dans [LQW08].
Il e´conomise de l’e´nergie en ralentissant les taˆches lorsque l’e´nergie stocke´e n’est pas suffisante.
Le but de EA-DVFS est d’utiliser efficacement la laxite´ des taˆches de manie`re a` re´duire le taux
d’e´che´ances manque´es. Les processeurs doivent choisir entre une puissance maximale ou re´duite
de calcul, en fonction de l’e´nergie disponible. Si le syste`me posse`de suffisamment d’e´nergie, la
taˆche est exe´cute´e a` pleine vitesse ; sinon, elle est e´tire´e et exe´cute´ a` une vitesse infe´rieure. En cas
de faible charge de travail, l’algorithme EA-DVFS re´duit le taux d’e´che´ances manque´es de 50%
par rapport a` LSA et re´duit la taille minimale de stockage de 25% lorsque le taux d’e´che´ances
manque´es est nul. Cependant, il est difficile de re´gler le voltage lorsqu’on est en forte surcharge
et, par conse´quent, le taux d’e´che´ances manque´es devient tre`s e´leve´. Une extension de EA-DVFS
a ensuite e´te´ pre´sente´e dans [LQW09] ou` les auteurs utilisent un ordonnancement adaptatif avec
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l’algorithme DVFS nomme´ AS-DVFS (Adaptive Scheduling and DVFS algorithm), dans lequel
le re´glage de la fre´quence de fonctionnement du processeur tient compte des contraintes tempo-
relles et des contraintes d’e´nergie. L’efficacite´ e´nerge´tique est atteinte en exploitant les laxite´s
des taˆches pour re´cupe´rer de l’e´nergie en initialisant la se´quence d’ordonnancement selon LSA
puis en distribuant uniforme´ment la charge de travail au fil du temps. Les techniques e´nonce´es
ci-dessus fonctionnent cependant exclusivement sur des plateformes monoprocesseur.
Paralle`lement, l’ordonnancement sous contraintes e´nerge´tiques pour des syste`mes temps re´el
embarque´s multiprocesseur n’a pas rec¸u beaucoup d’attention. Aydin et al. [AY03] ont montre´
que l’ordonnancement multicœur est un proble`me NP-difficile, et ont de´veloppe´ une technique
ayant pour objectif la minimisation de la consommation e´nerge´tique en utilisant l’algorithme
EDF avec variation de la tension du processeur. Dans [ZYTT09], les auteurs ont propose´ un
algorithme de partitionnement AMBFF (Adaptive Minimal Bound First-Fit) tenant compte
des contraintes de manie`re re´aliste afin d’e´conomiser plus d’e´nergie. Les auteurs de [CT10]
ont propose´ un nouvel algorithme d’approximation destine´ a` la re´duction de la consommation
e´nerge´tique pour une plateforme multiprocesseur homoge`ne avec une facteur d’approximation
de 1.21. Dans [LQ11], les auteurs ont propose´ une nouvelle technique de partitionnement base´
sur l’algorithme DVFS pour des EH-RTES multicœur. Par ailleurs, le travail dans [WGCH10]
introduit un re´gime d’allocation des taˆches aux processeurs visant a` re´duire la consommation
e´nerge´tique d’un syste`me EH-RTES multiprocesseur sur puce ou SoC (System-on-Chip, en
anglais). Les auteurs ont propose´ un sche´ma d’allocation hors-ligne des taˆches aux processeurs
de manie`re a` assurer une consommation e´nerge´tique adapte´e aux contraintes du syste`me. La
consommation e´nerge´tique des taˆches est ensuite re´duite en e´quilibrant la charge de travail de
l’application et en exe´cutant les taˆches au plus tard sans compromettre l’ordonnanc¸abilite´ du
syste`me et le respect des contraintes de pre´ce´dence.
A` l’heure actuelle, aucune e´tude n’a conside´re´ l’adaptation simple des diffe´rentes heuristiques
de partitionnement existantes (FF, BF, WF, NF) a` des EH-RTES multicœur.
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Chapitre 2
Contribution au partitionnement
Ce chapitre est consacre´ au proble`me relatif au partitionnement d’un ensemble de taˆches
temps re´el pe´riodiques a` contraintes strictes sur une plateforme multiprocesseur homoge`ne. Nous
exposons en particulier une nouvelle approche de partitionnement base´e sur le fractionnement
de taˆches (task splitting). Les performances de cette me´thode sont compare´es a` celles d’un
algorithme base´ sur la technique de task splitting : EDF Split (DD) dont l’approche est de´crite
par la suite.
1 Mode`le du syste`me conside´re´
Dans ce chapitre, nous conside´rons une plateforme π compose´e dem processeurs identiques :
π = {π1, ..., πm}, et un ensemble de n taˆches pe´riodiques temps re´el dur τ = {τ1, τ2, ..., τn}.
Chaque taˆche τi (Oi, Ci, Ti,Di) est de´finie par :
– Oi, l’offset de τi ;
– Ci, la dure´e d’exe´cution pire-cas de τi ;
– Ti, la pe´riode de la taˆche τi ;
– Di, l’e´che´ance relative de la taˆche τi ;
Le facteur d’utilisation ou charge processeur de la taˆche τi de´note´ ui correspond au taux
d’activite´ du processeur de´die´ a` l’exe´cution des jobs successifs de la taˆche : ui = CiTi . Le facteur
d’utilisation d’un syste`me compose´ de m processeurs et n taˆches pe´riodiques est de´fini comme
suit :
usys = 1
m
n∑
i=1
Ci
Ti
(2.1)
Chaque taˆche τi ge´ne`re un nombre infini de jobs τi,j , j ≥ 0. Chaque job posse`de une date
de re´veil ri,j = Oi + j.Ti et une e´che´ance absolue di,j = ri,j +Di. L’ensemble de taˆches est dit
synchrone lorsque l’ensemble des offsets des taˆches sont nuls ; dans le cas contraire, il est dit
asynchrone. Les taˆches conside´re´es sont pre´emptibles et inde´pendantes. Nous nous inte´ressons
au mode`le de taˆches a` e´che´ances contraintes (Di ≤ Ti).
Dans ce syste`me, nous nous inte´ressons a` l’approche par partitionnement. Le partitionne-
ment est une ope´ration hors-ligne consistant a` de´terminer la re´partition de l’ensemble des taˆches
de la configuration sur les diffe´rents processeurs, de manie`re a` ce que la configuration globale soit
ordonnanc¸able. Sur chacun des processeurs, il convient de ve´rifier l’ordonnanc¸abilite´ du sous-
ensemble de taˆches alloue´. Plus formellement, il s’agit de partitionner l’ensemble des n taˆches
en m sous-ensembles disjoints Γ1,Γ2, ...,Γm (avec ⋃Γj = τ) et d’ordonnancer ensuite chaque
sous-ensemble Γj sur le processeur πj avec une politique d’ordonnancement monoprocesseur.
Aucune migration de taˆches n’est autorise´e.
Dans la suite, nous pre´sentons et illustrons le principe d’un algorithme base´ sur la technique
de task splitting, technique de fractionnement de taˆches que nous avons e´galement retenue pour
la proposition de notre nouvelle approche de partitionnement.
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2 Technique de task splitting : exemple de l’approche C=D
2.1 Principe du task splitting
Une limitation inhe´rente aux sche´mas d’ordonnancement partitionne´ repose sur le fait que
chaque taˆche doit s’exe´cuter entie`rement sur un processeur donne´. Cette contrainte rend la
de´termination d’un partitionnement optimal NP-difficile [GJ90] et empeˆche tout algorithme
d’ordonnancement partitionne´ pur d’atteindre un seuil d’utilisation du syste`me supe´rieur a`(m+1)/2 [ABJ01] pour des ensembles compose´s de taˆches pe´riodiques a` e´che´ances sur requeˆtes.
Des recherches re´centes se sont attaque´es a` ce proble`me de limitation en de´veloppant des
techniques de task splitting. Ces algorithmes de´vient du mode`le de partitionnement strict dans
le sens ou` une taˆche peut eˆtre amene´e a` s’exe´cuter sur plusieurs processeurs. La strate´gie
de partitionnement alloue toujours les taˆches aux diffe´rents processeurs selon une heuristique
donne´e. Cependant, lorsque l’algorithme de partitionnement atteint un point pour lequel l’ajout
d’une nouvelle taˆche a` un processeur donne´ conduit a` la non-ordonnanc¸abilite´ du sous-ensemble
de taˆches alloue´ sur ce processeur, il fractionne la taˆche en deux parties, en allouant une fraction
au processeur donne´ de telle sorte que les contraintes temporelles des taˆches soient respecte´es,
et la fraction restante de la taˆche a` un autre processeur.
Cette approche permet ainsi de passer outre la limitation du (m + 1)/2 sur le facteur d’uti-
lisation du syste`me (voir 2.2.5 Exemple illustratif).
Nous de´crivons a` pre´sent le fonctionnement de l’algorithme EDF Split (DD) base´ sur l’ap-
proche de task splitting C =D.
2.2 L’approche C=D
Dans leurs travaux [BDWZ12], les auteurs conside`rent un mode`le de taˆches pe´riodiques
synchrones. Chaque taˆche est caracte´rise´e par le 3-tuple (Ci, Ti, Di).
L’approche C =D est base´e sur le concept de semi-partitionnement et consiste en 2 phases :
1. Une phase de partitionnement hors-ligne qui consiste a` de´terminer la re´partition de l’en-
semble des taˆches sur les diffe´rents processeurs de telle sorte que chacun des sous-ensembles
de taˆches alloue´s sur les processeurs soient ordonnanc¸ables,
2. Une phase d’ordonnancement en-ligne qui consiste a` ordonnancer localement les taˆches
sur les diffe´rents processeurs en respectant les contraintes de pre´ce´dence introduites par
le task splitting re´alise´ dans la phase (1).
2.2.1 La phase de partitionnement
Les taˆches sont d’abord trie´es selon une certaine heuristique de Bin-packing base´e, par
exemple, sur l’utilisation ou la densite´ associe´e a` la taˆche.
– Chaque processeur (πj) rec¸oit des taˆches jusqu’a` ce que l’ajout d’une nouvelle taˆche soit
tel que l’ordonnanc¸abilite´ de l’ensemble ne puisse pas eˆtre ve´rifie´e.
– La taˆche suivante τs(Cs, Ts, Ds) est alors fractionne´e de telle sorte que la premie`re partie
soit alloue´e au processeur πj et que l’ensemble ainsi constitue´ soit ordonnanc¸able.
– La premie`re partie de la taˆche fractionne´e (τ1s ) pre´sente la contrainte suivante : son
e´che´ance relative est re´duite pour eˆtre e´gale au temps d’exe´cution maximum tel que la
taˆche puisse eˆtre loge´e sur πj . Son profil est donc (C
1
s , Ts, D
1
s = C1s ).
– La deuxie`me partie de la taˆche fractionne´e (τ2s ) a le profil suivant (C
2
s = Cs − C1s , Ts,
D2s =Ds −D1s). Elle est attribue´e au processeur πj+1.
– Le partitionnement se poursuit par l’attribution de nouvelles taˆches au processeur πj+1
jusqu’a` ce processeur ne puisse plus a` son tour accueillir aucune taˆche comple`te. Une
autre taˆche est alors fractionne´e entre le processeur πj+1 et πj+2.
Au plus m − 1 taˆches sont fractionne´es selon l’approche C =D.
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2.2.2 La phase d’ordonnancement
L’approche C=D introduit, de par le de´coupage meˆme des taˆches, des contraintes de pre´ce´dence
sur les portions de taˆches de´coupe´es qu’il convient de respecter.
Il s’en suit que pour une taˆche fractionne´e τs :
– La premie`re partie de la taˆche fractionne´e τ1s s’exe´cute de manie`re non-pre´emptive de t a`
t +D1s sur le processeur πj selon sa dure´e d’exe´cution C1s =D1s .
– A` l’instant t +D1s , l’exe´cution de la deuxie`me partie de la taˆche bascule sur le processeur
πj+1. La taˆche τ
2
s s’exe´cute alors de manie`re pre´emptive sur πj+1 et posse`de une e´che´ance
absolue e´gale a` t +D1s +D2s soit t +Ds, l’e´che´ance de la taˆche d’origine non fractionne´e.
Il en re´sulte que les deux parties de la taˆche ne s’exe´cutent jamais simultane´ment. La de´pendance
d’exe´cution entre τ1s et τ
2
s implique au niveau du syste`me d’exploitation temps re´el, de disposer
d’un timer assez pre´cis pour mesurer la dure´e d’exe´cution de τ1s sur πj et ainsi activer au bon
moment l’exe´cution de τ2s .
2.2.3 De´termination des parame`tres des taˆches fractionne´es
Le calcul de la valeur de C1s s’appuie sur une analyse de sensibilite´ [BB05] qui est une
ge´ne´ralisation de l’analyse de faisabilite´. En effet, l’analyse de sensibilite´ peut eˆtre applique´e a`
un mode`le de syste`me dans lequel les dure´es d’exe´cution des taˆches sont de´finies avec un certain
degre´ d’incertitude.
Dans le cas pre´sent, si l’ensemble de taˆches alloue´ au processeur πj n’est pas ordonnanc¸able,
l’analyse de sensibilite´ fournit une indication quantitative au niveau des actions requises pour
ramener la configuration dans un e´tat ou` l’ordonnanc¸abilite´ sera ve´rifie´e (i.e. abaissement de la
charge associe´e a` la taˆche en raccourcissant sa dure´e d’exe´cution sur le processeur πj).
Pour utiliser la me´thode C = D, les auteurs appliquent l’analyse de sensibilite´ pour un
syste`me de taˆches ordonnance´es localement par EDF. L’algorithme QPA (Quick Processor-
demand Analysis) utilise´ est de´crit dans [ZB08a, ZB08b].
En supposant qu’il y ait violation d’e´che´ance(s) sur le processeur πj a` partir du moment ou`
la taˆche τs est ajoute´e, les e´tapes suivantes sont effectue´es :
1. Choisir (initialement) C1s (< Cs) de telle sorte que l’utilisation du processeur πj soit e´gale
a` 1.
2. De´finir D1s = C1s .
3. Calculer L, de manie`re a` trouver l’intervalle de charge maximale du processeur h(t).
4. Appliquer l’algorithme QPA sur [0, L].
5. S’il y a une violation d’e´che´ance (la demande du processeur maximale est supe´rieure a` 1),
re´duire C1s (et par la suite D
1
s).
6. Si la nouvelle valeur de C1s est 0 alors aucune partie de la taˆche ne peut eˆtre loge´e sur le
processeur πj .
7. Sinon, s’il n’y a aucun e´chec avec la valeur actuelle de C1s alors celle-ci est la valeur
optimale de temps loge´ sur πj .
Supposons qu’il y ait violation d’e´che´ance a` un instant t, h(t) > t. La valeur de C1s doit
alors eˆtre re´duite. La valeur recalcule´e de C1s de´coule directement de la demande du processeur
au moment de la faute. Dans l’intervalle [0, t[, la quantite´ de temps ne´cessaire a` l’exe´cution de
toutes les autres taˆches, Oth(t), est donne´e par :
Oth(t) = ∑
τj∈πj
τj≠τs
⌊ t + Tj −Dj
Tj
⌋Cj (2.2)
ou` Oth(t) repre´sente la somme des temps d’exe´cution des jobs de taˆches assigne´es au processeur
πj (excepte´ τs). Le reste du temps sera re´serve´ a` l’exe´cution de la premie`re partie de τs. En
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d’autres termes, le temps d’exe´cution de la premie`re partie, C1s , de τs a une valeur maximale
de´finie comme suit :
C1s = (t −Oth(t)) /⌊ t + Ts −D
1
s
Ts
⌋ (2.3)
D1s e´tant e´gale a` C
1
s :
C1s = (t −Oth(t)) /⌊ t + Ts −C
1
s
Ts
⌋ (2.4)
La valeur de C1s , l’inconnu de cette formule est extraite par re´currence de la manie`re suivante :
C1s (r + 1) = (t −Oth(t)) /⌊ t + Ts −C
1
s (r)
Ts
⌋ (2.5)
sachant que la valeur initiale C1s (1) est calcule´e de manie`re a` ce que l’utilisation du processeur
πj soit e´gale a` 1.
2.2.4 Algorithme EDF Split (DD)
EDF Split (DD) [BDWZ12] est un algorithme reposant sur le principe de l’approche C =D.
Il attribue les taˆches aux processeurs selon l’heuristique FFDD (First-Fit Decreasing Density),
puis ordonnance les taˆches assigne´es a` chaque processeur (fractionne´es ou non) selon EDF.
A` partir du moment ou` aucune autre taˆche ne peut eˆtre attribue´e au premier processeur
πj sans causer une violation d’e´che´ance, l’une des taˆches restantes (non-assigne´es) posse`dant la
plus grande densite´ est alors divise´e entre le processeur πj et πj+1. La re´partition des taˆches
se poursuit par le processeur πj+1 dans l’ordre de´croissant de leur densite´ et ainsi de suite.
L’efficacite´ de cet algorithme vis-a`-vis des approches purement partitionne´es a e´te´ e´value´e dans
[BDWZ12].
Les re´sultats pre´sente´s montrent que l’approche C =D offre un meilleur taux d’utilisation du
syste`me. Cependant, le couˆt des migrations (meˆme si celui-ci est nettement re´duit par rapport
a` une approche globale) n’est pas quantifie´. De meˆme, les auteurs n’e´voquent pas l’overhead
associe´ a` la synchronisation des portions des taˆches fractionne´es.
2.2.5 Exemple illustratif
Conside´rons un ensemble τ = {τ1(70,100,100), τ2(15,25,25), τ3(25,50,50)}. Le facteur d’uti-
lisation de cet ensemble de taˆches est e´gal a` 1.82. Une approche de partitionnement classique
ne´cessiterait cependant trois processeurs (un pour chaque taˆche) alors que l’approche C = D
n’en ne´cessite que deux. Le tableau 2.1 contient le de´tail de l’allocation des taˆches aux diffe´rents
processeurs.
τi Ci Ti Di πj
τ1 70 100 100 π1
τ1
2
7 25 7 π1
τ2
2
8 25 18 π2
τ3 26 50 50 π2
Table 2.1 – Exemple du re´sultat de partitionnement de l’ensemble de taˆches τ
La taˆche τ2 exe´cute sa premie`re partie τ
1
2
sur le premier processeur avec la taˆche τ1. La
seconde partie de la taˆche τ2 est active´e a` l’instant t = 7 et posse`de un temps d’exe´cution e´gal
a` 8 et une e´che´ance relative de 18. Celle-ci s’exe´cute sur le second processeur avec la taˆche τ3.
Malgre´ un facteur d’utilisation de τ e´gal a` 1.82 (> (m + 1)/2 = 1.5) et des taˆches posse`dant
toutes un facteur d’utilisation ui supe´rieur a` 0.5, EDF Split arrive a` ordonnancer correctement
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l’ensemble τ . Cet exemple montre donc comment EDF Split peut passer outre la limitation du(m + 1)/2 sur le facteur d’utilisation du syste`me.
Dans la suite, sur la base du principe de task splitting, nous introduisons une nouvelle ap-
proche de partitionnement qui offre l’avantage de n’induire aucune migration de taˆches. Nous
montrons ainsi qu’il est possible d’atteindre des performances similaires (voire meilleures dans
certains cas) que sous l’algorithme EDF Split (DD) en s’affranchissant des couˆts de synchroni-
sation des portions de taˆches fractionne´es.
3 Proposition d’une approche de partitionnement de type task
splitting
Le mode`le de taˆches conside´re´ est celui pre´sente´ pre´ce´demment dans la section 1, a` savoir
des taˆches pe´riodiques asynchrones a` e´che´ances contraintes.
3.1 Principe
L’objectif de l’approche KTS (K-level Task Splitting) est de fournir une solution purement
partitionne´e reposant sur le principe de task splitting et pour laquelle le facteur d’utilisation du
syste`me sera aussi e´leve´ que celui observe´ par une approche de semi-partitionnement. Comme
pour toute approche partitionne´e, les taˆches sont d’abord assigne´es aux diffe´rents processeurs
selon une certaine heuristique de base (par exemple, FFDU : First Fit Decreasing Utilization,
BFDD : Best Fit Decreasing Density) base´e, par exemple, sur l’utilisation ou la densite´. De`s
lors que l’allocation d’une taˆche sur un processeur n’est pas possible, la taˆche rejete´e va subir
un fractionnement selon l’algorithme KTS, comme le montre la Figure 2.1.
KTS-AA
Ensemble de taˆches splitte´es
ALGORITHME
D’ALLOCATION
AA
Heuristique (FF, BF, ...)
file d’attente locale 1
Π1
PROCESSEURS
Ordonnanceur
local 1
file d’attente locale 2
Π2
Ordonnanceur
local 2
file d’attente locale m
Πm
Ordonnanceur
local m
Ensemble de taˆches non-splitte´es
TAˆCHES REJETE´ES
task splitting
Figure 2.1 – Sche´ma de fonctionnement de KTS
Lorsqu’une taˆche τs ne peut plus eˆtre ajoute´e a` aucun processeur sans compromettre l’or-
donnanc¸abilite´ de l’ensemble de taˆches alloue´ sur celui-ci, cette taˆche, τs est alors fractionne´e
en deux nouvelles taˆches inde´pendantes asynchrones. Ces dernie`res pre´sentent un facteur d’uti-
lisation moindre (soit la moitie´ de la valeur du facteur d’utilisation de la taˆche d’origine τs) et
inte´grent des offsets de manie`re a` ce qu’elles ne s’exe´cutent jamais simultane´ment.
De´finition 2.1 Une taˆche τs(Os, Cs, Ts,Ds) rejete´e donne lieu a` un nouvelle ensemble τ splits
compose´ de 2 taˆches inde´pendantes ayant les caracte´ristiques suivantes : τ splits = {τxs (Os + x ×
Ts, Cs,2 × Ts,Ds), x = 0..1}
Conside´rons l’exemple de la Figure 2.2 illustrant le fractionnement spe´cifie´ dans la de´finition
pre´ce´dente. Une taˆche τs(0,2,4,3) ne pouvant eˆtre assigne´e a` aucun processeur est splitte´e
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en deux taˆches inde´pendantes τ0s (0,2,8,3) et τ1s (4,2,8,3) posse`dant chacune le meˆme temps
d’exe´cution que τs mais dont la pe´riode a e´te´ double´e. De plus, la taˆche τ
1
s posse`de un offset de
manie`re a` ce qu’il n’y ait pas de chevauchement entre les diffe´rents jobs de τ0s et τ
1
s .
t
τs(0, 2, 4, 3)
τi(Oi, Ci, Ti, Di)
t
τ 0s (0, 2, 8, 3)
t
τ 1s (4, 2, 8, 3)
Figure 2.2 – Splitting d’une taˆche τs
L’algorithme essaie ensuite d’attribuer chacune des deux taˆches cre´e´es a` un processeur. Le
test exact d’ordonnanc¸abilite´ utilise´ est celui de´crit dans le The´oreme 10 (page 19). Celui-
ci va permettre de de´terminer si un ensemble de taˆches pe´riodiques asynchrones peut eˆtre
ordonnance´ correctement selon EDF sur un processeur donne´ πj . Si une taˆche splitte´e ne peut
eˆtre attribue´e a` aucun processeur, elle subit de nouveau une e´tape de fractionnement (task
splitting). A` chaque e´tape de task splitting correspond un niveau. On de´finit une profondeur
limite de task splitting K, c’est-a`-dire que chaque taˆche de l’ensemble ne peut eˆtre splitte´e
plus de K fois. La Figure 2.3 illustre l’algorithme pour une limite K = 2, ce qui veut dire
que l’on autorise jusqu’a` deux niveaux de task splitting pour chaque taˆche. Au niveau 0, la
taˆche τ3 ne peut eˆtre assigne´e a` aucun processeur. Elle est alors fractionne´e en deux autres
taˆches inde´pendantes τ0
3
et τ1
3
a` un premier niveau de task splitting. De ces deux nouvelles
taˆches, l’une (τ0
3
) est assigne´e correctement a` un processeur alors que l’autre (τ1
3
) est rejete´e par
l’ensemble des processeurs. Celle-ci est alors fractionne´e en deux autres taˆches au niveau 2 de
task splitting. Cet algoritme continue ainsi jusqu’a` ce qu’il atteigne la profondeur limite de task
splitting ou que l’ensemble des taˆches ait e´te´ correctement assigne´ a` l’ensemble des processeurs.
Dans l’exemple de la Figure 2.3, l’algorithme atteint le niveau de profondeur limite K = 2 dans
lequel l’ensemble des taˆches est affecte´ avec succe`s. Par conse´quent, l’ensemble de taˆches est
ordonnanc¸able sur la plateforme donne´e.
Il est toutefois important de noter que l’algorithme KTS avec K = 0 est e´quivalent a` l’heu-
ristique de partitionnement classique.
Malgre´ le fait qu’avec KTS une taˆche d’origine puisse s’exe´cuter sur diffe´rents processeurs
suite a` son fractionnement, cette approche s’apparente a` une approche de partitionnement
plutoˆt qu’une approche de semi-partitionnement, dans le sens ou` :
1. Chaque taˆche splitte´e (fractionne´e) est conside´re´e comme une nouvelle taˆche pe´riodique
comple`tement inde´pendante affecte´e de manie`re unique a` un processeur, au contraire de
certaines me´thodes globales ou semi-partionne´es ou` la migration peut se faire au niveau
du job de la taˆche en fonction de la disponibilite´ des processeurs.
2. Le code de la taˆche d’origine est duplique´ sur les diffe´rents processeurs pour chacune des
deux taˆches splitte´es. Comme les jobs d’une taˆche donne´e sont suppose´es inde´pendants les
uns des autres dans la plupart des techniques d’analyse de WCET (par exemple, chaque
job est ge´ne´ralement suppose´ commencer avec un cache vide), la migration des donne´es
n’est donc pas ne´cessaire.
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Ensemble de taˆches
niveau 0
τ1
τ2
τ3
τ4
τ5
τ6
niveau 1
τ1
τ2
τ03
τ13
τ04
τ14
τ5
τ6
niveau 2
τ1
τ2
τ03
τ 13
0
τ 13
1
τ04
τ 14
0
τ 14
1
τ5
τ6
K = 2
Figure 2.3 – Task splittings conse´cutifs de taˆches selon le parame`tre K de l’algorithme KTS
La seule exigence d’un tel algorithme est que toutes les horloges des processeurs soient syn-
chronise´es.
3.2 Description algorithmique
La Figure 2.4 montrent le pseudo-code de l’algorithme KTS utilise´ avec l’heuristique FF, et
de´nomme´ ci-apre`s KTS-FF. k repre´sente le niveau de task splitting courant atteint et maxK
est la profondeur limite de task splitting (note´e pre´ce´demment par K). Sur une plateforme
multiprocesseur, τ(π) de´signe l’ensemble de taˆches parmi τ1,..., τi−1 ayant e´te´ assigne´es avec
succe`s a` l’un des processeurs de l’ensemble π. Initialement, τ(π) = ∅. Au de´but, l’algorithme
fonctionne selon une heuristique de partitionnement donne´e. Si aucun processeur n’est capable
de recevoir une certaine taˆche, nous ne pouvons rien conclure quant a` l’ordonnanc¸abilite´ de
l’ensemble de taˆches τ sur la plateforme multiprocesseur. La taˆche τi est alors fractionne´e
en un sous-ensemble τ spliti compose´ de deux taˆches qui sont assigne´es a` un sous-ensemble de
processeurs de la plateforme a` m processeurs. Le Lemme 2.1 affirme qu’en attribuant une taˆche
fractionne´e de τ spliti a` un processeur πj , l’ordonnanc¸abilite´ des taˆches confie´es pre´ce´demment a`
l’ensemble des processeurs reste intacte.
Lemme 2.1 Si l’ensemble de taˆches pre´ce´demment assigne´es aux processeurs est faisable (sur
chaque processeur) et que par la suite l’algorithme KTS assigne une taˆche τ0i (respectivement
τ1i ) au processeur πj (d’apre`s le The´oreme 10), alors l’ensemble de taˆches assigne´es a` chaque
processeur (y compris processeur πj) reste faisable.
Preuve: On observe que l’ordonnanc¸abilite´ des processeurs autres que le processeur πj n’est
pas affecte´e par l’allocation de la taˆche τ0i (respectivement τ
1
i ) au processeur πj . Aussi, si
l’ensemble de taˆches pre´ce´demment assigne´ a` πj e´tait faisable sur πj avant l’allocation de τ
0
i
(respectivement τ1i ) et que la condition du The´oreme 10 est satisfaite, alors l’ensemble de taˆches
sur πj reste ordonnanc¸able apre`s l’ajout de τ
0
i (respectivement τ
1
i ).◻
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Algorithme 1 Algorithme de partitionnement KTS-FF
Entre´es : m,k,maxK, τ = {τ1, ..., τn}
Sorties : SUCCES et τ(pi) si τ est ordonnanc¸able, ECHEC sinon.
Fonction : KTS
de´but
pour i = 1→ ∣τ ∣ faire
Ordo← faux ;
/*Attribution de la taˆche τi selon FFD*/
pour j = 1→m faire
si τi ordonnanc¸able sur pij alors
/* τi est attribue´e a` pij */
τ(pi) = τ(pi) ∪ τi ;
Ordo← vrai ;
break ;
fin si
fin pour
si not Ordo alors
/* Essai de fractionnement de la taˆche */
si k <maxK alors
/* La profondeur limite de fractionnement maxK n’est pas atteinte*/
τi(Oi,Ci, Ti,Di) est fractionne´e en un ensemble compose´ de deux sous-taˆches τ
0
i et τ
1
i :
τ
split
i = {τ
0
i (Oi,Ci,2 × Ti,Di); τ
1
i (Oi + Ti,Ci,2 × Ti,Di)} ;
si KTS(m,k + 1,maxK, τspliti ) == SUCCES alors
Ordo← vrai ;
fin si
sinon
/* La profondeur limite de fractionnement maxK a e´te´ atteinte*/
Ordo← faux ;
fin si
fin si
si not Ordo alors
retourner ECHEC ;
fin si
fin pour
retourner SUCCES ;
fin
Figure 2.4 – Pseudo-code de KTS-FF
Le fonctionnement de KTS de´termine, par des applications re´pe´te´es du Lemme 2.1 au niveau
de chaque taˆche a` assigner, l’ordonnanc¸abilite´ de l’ensemble de taˆches.
The´ore`me 17 Conside´rant un ensemble de taˆches pe´riodiques τ , si l’algorithme de partition-
nement KTS retourne SUCCES, alors le partitionnement e´tabli est ordonnanc¸able.
Preuve: On observe que l’algorithme retourne SUCCES si et seulement s’il a assigne´ avec
succe`s chaque taˆche de τ aux diffe´rents processeurs. Avant l’assignation de la taˆche τi, l’ensemble
de taˆches de chaque processeur est trivialement ordonnanc¸able. Il re´sulte du Lemme 2.1 que
tous les ensembles de taˆches des processeurs restent ordonnanc¸ables apre`s chaque attribution
de taˆche. Par conse´quent, tous les ensembles de taˆches des processeurs sont ordonnanc¸ables une
fois que toutes les taˆches de τ ont e´te´ assigne´es.◻
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3.3 Analyse de KTS
Nous cherchons a` pre´sent a` e´tablir quelle est la profondeur limite de l’algorithme KTS telle
que le nombre de sous-taˆches obtenues soit e´gal au nombre de processeurs de la plateforme.
Cependant, il devient inutile de fractionner une taˆche a` partir du moment ou` son facteur d’uti-
lisation individuel devient infe´rieur a` la capacite´ inutilise´e de tous les processeurs.
Lemme 2.2 Au pire-cas, la profondeur maximale maxK pouvant eˆtre atteinte par l’algorithme
KTS pour fractionner une taˆche τs en m sous-taˆches est telle que maxK =m − 1.
niveau 0
τs
niveau 1
τ0s
τ1s
niveau 2
τ0s
0
τ0s
1
τ ...s
0
τ ...s
1
Nombre de
taˆches
1 2 3
niveau
K = m− 1
K + 1 = m...
...
...
Figure 2.5 – Cas 1 : Profondeur maximale atteinte au pire-cas pour le fractionnement de τs
en m sous-taˆches
Preuve: La Figure 2.5 illustre le pire sce´nario, pour avoir m sous taˆches de´rivantes d’une
taˆche τs sur une profondeur maximale maxK. Si sur chaque niveau, une des taˆches fractionne´es
est rejete´e cela nous conduit a` avoir au niveauK une nombre de taˆches de´rivantes e´gal a` 2+K−1,
soit K + 1. Comme nous souhaitons avoir m taˆches de´rivantes au maximum alors la profondeur
maximale maxK doit eˆtre e´gale a` m − 1 (m = 2 +maxK − 1).◻
niveau 0
τs
niveau 1
τ0s
τ1s
niveau 2
τ0s
0
τ0s
1
τ1s
0
τ1s
1
τ ...s
0
.
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.
τ ...s
1
niveau
K = ⌈log2(m)⌉
Nombre de
taˆches
1 2 4 2K ≥ m...
...
...
Figure 2.6 – Cas 2 : Profondeur minimale pour le fractionnement de τs en m sous-taˆches
Lemme 2.3 La profondeur minimale minK ne´cessaire pour fractionner une taˆche τs en m
sous-taˆches est telle que : minK = ⌈log2(m)⌉ .
Preuve: Pour avoir m sous-taˆches de´rivantes d’une taˆche τs sur une profondeur minimale, il
faut que sur chaque niveau la taˆche soit fractionne´e en deux autres taˆches. Cela nous conduit a`
avoir au niveau K un nombre de taˆches de´rivantes e´gal a` 2K . Comme nous souhaitons avoir m
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taˆches de´rivantes au maximum alors la profondeur minimale minK doit eˆtre e´gale a` ⌈log2(m)⌉
◻.
The´ore`me 18 La complexite´ de KTS est en O(n2).
Preuve: Conside´rons un ensemble de n taˆches a` ordonnancer sur une plateforme a` m proces-
seurs :
● Si n ≤m, il n’y a pas de task splitting comme dans le pire des cas chaque taˆche est assigne´e
a` un processeur.
– avec KTS-FF : la premie`re taˆche passe le test sur le premier processeur et y est assigne´e
(1 ope´ration), la seconde passe son test au pire cas sur le premier et le second processeur
(2 ope´rations), ..., la n-ie`me taˆche passe le test au pire-cas sur les n processeurs avant
d’eˆtre assigne´e (n ope´rations). Ce qui nous ame`ne a` dire que le nombre d’ope´rations
total est de 1 + ... + n soit n(n + 1)/2.
– avec KTS-WF : chaque taˆche passe le test d’ordonnanc¸abilite´ sur les m processeurs
avant de choisir celui qui peut la recevoir tout en maximisant sa capacite´ inutilise´e. Le
nombre d’ope´rations total est donc e´gal a` n.m.
● Si n >m :
– avec KTS-FF : les m premie`res taˆches passent leur test comme de´crit dans le cas de
n ≤m (1+ 2+ ...+m = (m+ 1)m/2 ope´rations) et sont toutes attribue´es avec succe`s. Le
reste de taˆches (n −m) passe au pire cas son test a` chaque fois sur les m processeurs
((n−m)m ope´rations). Si ces dernie`res n’arrivent pas a` eˆtre assigne´es, elles sont splitte´es
a` chaque niveau k et donc elles doublent de nombre avant de re-tester a` nouveau sur
les m processeurs ((n−m)m.2+(n−m)m.22+ ...+(n−m)m.2K ope´rations). Le nombre
total d’ope´rations est donc e´gal a` m(m+ 1)/2+ (n−m)m×Ks avec Ks = ∑Kk=0 2k ayant
une valeur constante.
– avec KTS-WF : les m premie`res taˆches passent leur test chacune sur les m processeurs
comme de´crit dans le cas de n ≤ m (m2 ope´rations) et sont toutes attribue´es avec
succe`s. Le reste de taˆches (n −m) passe au pire cas son test a` chaque fois sur les m
processeurs ((n−m)m ope´rations). Si ces dernie`res n’arrivent pas a` eˆtre assigne´es, elles
sont splitte´es a` chaque niveau k et donc elles doublent de nombre avant de re-tester a`
nouveau sur les m processeurs ((n−m)m.2+(n−m)m.22+...+(n−m)m.2K ope´rations).
Le nombre total d’ope´rations est donc e´gal a` m2 + (n −m)m ×Ks avec Ks = ∑Kk=0 2k
ayant une valeur constante.
Comme n = βm avec βǫR+, la complexite´ de KTS se trouve eˆtre en O(n2).
4 Validation par simulation
L’objectif de ce paragraphe est de de´crire les simulations effectue´es dans le but d’e´valuer
comparativement la performance de KTS vis-a`-vis non seulement des heuristiques classiques de
partitionnement mais e´galement vis-a`-vis de la strate´gie EDF Split (DD) pre´ce´demment de´crite.
L’objectif est toujours de maximiser la proportion d’ensembles de taˆches ge´ne´re´s ordonnanc¸ables
vis-a`-vis du nombre total d’ensembles ge´ne´re´s. Les expe´rimentations en simulation tendent
e´galement a` e´valuer l’impact du nombre de taˆches, du nombre de processeurs et de la limite de
profondeur K sur les performances relatives des diffe´rentes strate´gies.
4.1 Environnement de simulation
L’environnement de simulation consiste en m ordonnanceurs locaux associe´s aux diffe´rents
processeurs constituant la plateforme. Le programme de simulation a e´te´ imple´mente´ en langage
Perl. L’architecture fonctionnelle du simulateur est repre´sente´e sur la Figure 2.7.
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Algorithme d’Allocation AA (FF, BF, ...)
Ensemble de taˆches
τ = {τi(Ci, Ti, Di), i = 1..n}
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Figure 2.7 – Architecture fonctionnelle du simulateur
Le ge´ne´rateur d’ensembles de taˆches pe´riodiques a e´te´ conc¸u de manie`re a` ce que les fac-
teurs d’utilisation ui des taˆches de l’ensemble ge´ne´re´ soient re´partis de manie`re uniforme dans[uimin , uimax] = [0.1,1]. Il accepte en entre´e plusieurs parame`tres : le nombre de taˆches n sou-
haite´ pour la configuration, le ppcm maximum ppcmmax des pe´riodes des taˆches choisies dans
l’intervalle [Timin , Timax] = [10,200]. La charge pe´riodique totale du syste`me usys (compose´ de
m processeurs) varie dans [usysmin , usysmax].
En sortie, on obtient pour chaque valeur de usys, nb ensembles ensembles de taˆches pe´riodiques
τ = {τi(Ci, Ti,Di), i = 1..n}. Les dure´es d’exe´cution des taˆches sont ge´ne´re´es a` partir des facteurs
d’utilisation et des pe´riodes affecte´s aux taˆches, soit Ci = ui × Ti.
Pour chaque ensemble de taˆches ge´ne´re´, le simulateur de´termine s’il existe un partitionne-
ment ordonnanc¸able et ce, pour chaque valeur de usys, et calcule a` la fin la proportion d’en-
sembles de taˆches ordonnanc¸ables appele´e le taux de re´ussite (success ratio en anglais). Le taux
de re´ussite est le crite`re de performance qui permettra de comparer les diffe´rentes strate´gies
entre elles. Il est de´fini comme suit :
De´finition 2.2 Le taux de re´ussite ( success ratio en anglais) repre´sente le rapport entre le
nombre d’ensembles de taˆches juge´s ordonnanc¸ables sur le nombre total d’ensembles de taˆches
ge´ne´re´s, soit :
taux de re´ussite = nb ensembles ordonnanc¸able
nb ensembles
(2.6)
Dans notre me´thode de ge´ne´ration de taˆches, nous conside´rons deux se´ries d’expe´riences. La
premie`re concerne des taˆches a` e´che´ances sur requeˆtes. La seconde est relative a` des taˆches a`
e´che´ances contraintes (Di est alors choisi ale´atoirement dans [Ci, Ti]).
4.2 Re´sultats de simulation
Notre algorithme est compare´ a` l’heuristique de partitionnement classique FFDD et a` l’al-
gorithme EDF Split (DD). KTS-FFDD (K = x) correspond a` l’algorithme KTS utilise´ avec
l’heuristique de partitionnement FFDD et posse´dant une profondeur limite de task splitting
K = x.
Dans toutes nos simulations, nous ge´ne´rons 100 ensembles de taˆches avec un facteur d’uti-
lisation du syste`me usys variant dans l’intervalle [0.6,1]. Nos observations se font a` chaque fois
sur des ensembles compose´s de taˆches (i) a` e´che´ances sur requeˆtes (D = T ), (ii) a` e´che´ances
contraintes (D ≤ T ).
4.2.1 Expe´rience 1 - Variation du nombre de taˆches
Cas D = T :
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La Figure 2.8 montre les re´sultats de performance pour des ensembles de taˆches a` e´che´ances
sur requeˆtes en faisant varier le nombre de taˆches.
Nous pouvons noter l’augmentation des performances d’EDF Split (DD), KTS-FFDD et
FFDD a` mesure que le nombre de taˆches dans les ensembles a` partitionner augmente. Cela est
duˆ au fait que les facteurs d’utilisation des taˆches de l’ensemble (pour un facteur d’utilisation
total usys donne´) deviennent plus petits. Les taˆches peuvent donc eˆtre plus facilement attribue´es
aux processeurs.
Les re´sultats indiquent clairement que les deux algorithmes KTS-FFDD (K = 2) et EDF
Split (DD) sont meilleurs que l’heuristique de base FFDD. Ceci e´tait pre´visible car ces deux
algorithmes essaient de be´ne´ficier de la capacite´ inutilise´e d’un processeur πj chacun au travers
de sa propre me´thode de fractionnement des taˆches.
Aussi, lorsque la profondeur K augmente, les performances de KTS augmentent et peuvent
meˆme de´passer celle de EDF Split (DD). En particulier, lorsque le syste`me est fortement charge´
(ex : usys = 0.925 et n =m+1 voir Figure 2.8(a)), FFDD arrive a` ordonnancer seulement 26% des
ensembles de taˆches ge´ne´re´s tandis que 60% le sont en utilisant KTS-FFDD avec K = 1, 80% en
utilisant EDF Split (DD) et jusqu’a` 93% en utilisant KTS-FFDD avec K = 2. Il est inte´ressant
de noter qu’a` travers des e´tapes successives de fractionnement, les taˆches de´rivantes voient leur
facteur d’utilisation individuel diminuer et comme leurs e´che´ances relatives ne changent pas,
les taˆches sont plus facilement assigne´es.
Les re´sultats montrent aussi qu’a` mesure que le nombre de taˆches augmente, la performance
de KTS-FFDD (de`s K = 1) devient similaire a` celle d’EDF Split (DD), mais sans les couˆts de
migrations induits par ce dernier.
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Figure 2.8 – Comparaison des performances de EDF Split (DD), FFDD et KTS-FFDD avec
D = T sur une plateforme a` 4-processeurs pour des ensembles comportant :(a) n = m + 1, (b)
n = 2 ×m, (c) n = 3 ×m, (d) n = 4 ×m, (e) n = 5 ×m taˆches.
Cas D ≤ T :
La Figure 2.9 illustre les performances des diffe´rents algorithmes mais cette fois pour des
ensembles de taˆches a` e´che´ances contraintes. Compare´ au cas ou` les taˆches sont a` e´che´ances sur
requeˆtes, nous notons que le taux de re´ussite observe´ est infe´rieur dans tous les cas a` ceux de
la Figure 2.8.
De plus, les re´sultats te´moignent encore une fois que les performances des deux algorithmes
KTS-FFDD (K = 2) et EDF Split (DD) dominent celles associe´es a` l’heuristique FFDD.
Ne´anmoins, le gain par rapport a` FFDD dans le cas D ≤ T est plus petit. Par exemple, pour
usys = 0.925 et n = m + 1 (voir Figure 2.9(a)), FFDD arrive a` ordonnancer seulement 11% des
ensembles de taˆches ge´ne´re´s tandis que 14% le sont en utilisant KTS-FFDD avec K = 1, 16%
en utilisant EDF Split (DD) et jusqu’a` 17% en utilisant KTS-FFDD avec K = 2.
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Figure 2.9 – Comparaison des performances de EDF Split (DD), FFDD et KTS-FFDD avec
D ≤ T sur une plateforme a` 4-processeurs pour des ensembles comportant :(a) n = m + 1, (b)
n = 2 ×m, (c) n = 3 ×m, (d) n = 4 ×m, (b) n = 5 ×m taˆches.
4.2.2 Expe´rience 2 - Effet de uimin et uimax
Dans cette expe´rience, il est question de voir l’effet du facteur d’utilisation minimum uimin et
uimax sur l’efficacite´ des diffe´rents algorithmes sur une plateforme a` 4-processeurs. En fonction
du choix de [uimin , uimax], nous pouvons conside´rer deux types de taˆche dans l’ensemble : des
taˆches lourdes (ayant ui ≥ 0.5) et des taˆches le´ge`res (ayant ui < 0.5) dans l’ensemble.
Pour cela, nous nous plac¸ons dans trois cas :
1. ui ǫ [0.1,0.5], toutes les taˆches sont le´ge`res.
2. ui ǫ [0.1,1], il y a autant de taˆches le´ge`res que de taˆches lourdes.
3. ui ǫ [0.5,1], toutes les taˆches sont lourdes.
Les Figures 2.10 et 2.11 illustrent les performances des diffe´rents algorithmes sur une plate-
forme a` 4-processeurs dans les trois cas e´nonce´s pre´ce´demment pour respectivement des taˆches
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a` e´che´ances sur requeˆtes et des taˆches a` e´che´ances contraintes.
Les re´sultats indiquent clairement que les deux algorithmes KTS-FFDD (K = 2) et EDF
Split (DD) sont meilleurs que l’heuristique de base FFDD et ce quel que soit le cas conside´re´.
De plus, nous remarquons que plus le taux de taˆches lourdes augmente, plus EDF Split et
KTS-FFDD sont efficaces face a` FFDD. Pour en te´moigner,
1. lorsque D = T (voir Figure 2.10) et que l’utilisation du syste`me usys = 0.925, parmi tous
les ensembles de taˆches ge´ne´re´s,
– KTS-FFDD avecK = 2 en ordonnance (i) 2% de plus lorsque uiǫ [0.1,0.5], (ii) 67% de plus
lorsque uiǫ [0.1,1] et (iii) 78% de plus lorsque uiǫ [0.5,1].
– EDF Split (DD) en ordonnance (i) 2% de plus lorsque uiǫ [0.1,0.5], (ii) 54% de plus
lorsque uiǫ [0.1,1] et (iii) 65% de plus lorsque uiǫ [0.5,1].
2. lorsque D ≤ T (voir Figure 2.11) et que l’utilisation du syste`me usys = 0.675, parmi tous
les ensembles de taˆches ge´ne´re´s,
– KTS-FFDD avecK = 2 en ordonnance (i) 1% de plus lorsque uiǫ [0.1,0.5], (ii) 4% de plus
lorsque uiǫ [0.1,1] et (iii) 59% de plus lorsque uiǫ [0.5,1].
– EDF Split (DD) en ordonnance (i) 0% de plus lorsque uiǫ [0.1,0.5], (ii) 4% de plus
lorsque uiǫ [0.1,1] et (iii) 69% de plus lorsque uiǫ [0.5,1].
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Figure 2.10 – Comparaison des performances de EDF Split (DD), FFDD et KTS-FFDD avec
D = T sur une plateforme a` 4-processeurs avec uiǫ :(a) [0.1,0.5], (b) [0.1,1], (c) [0.5,1]
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Figure 2.11 – Comparaison des performances de EDF Split (DD), FFDD et KTS-FFDD avec
D ≤ T sur une plateforme a` 4-processeurs avec uiǫ :(a) [0.1,0.5], (b) [0.1,1], (c) [0.5,1]
En conclusion, lorsque les taˆches sont a` e´che´ances sur requeˆtes KTS-FFDD apparaˆıt d’autant
plus comme une alternative inte´ressante vis-a`-vis de EDF Split (DD) que l’ensemble comporte
majoritairement des taˆches lourdes. Dans le cas de taˆches a` e´che´ances contraintes, KTS-FFDD
offre de meilleures performances que EDF Split (DD) pour des ensembles de taˆches mixtes
comportant autant de taˆches le´ge`res que de taˆches lourdes.
4.2.3 Expe´rience 4 - Variation du nombre de processeurs
Les Figures 2.12 et 2.13 illustrent les performances des diffe´rents algorithmes en faisant
varier le nombre de processeurs m dans le cas de taˆches a` e´che´ances sur requeˆtes et de taˆches
a` e´che´ances contraintes respectivement.
Nous notons premie`rement qu’a` mesure que l’on augmente le nombre de processeurs dans le
syste`me, les performances de KTS-FFDD et EDF Split (DD) augmentent. De plus, le taux de
re´ussite observe´ pour KTS-FFDD et EDF Split (DD) de´passe clairement celui de FFDD dans
tous les cas observe´s.
KTS-FFDD devient d’autant plus efficace vis-a`-vis de EDF Split (DD) que le nombre de
processeurs composant la plateforme augmente. En particulier,
1. lorsque D = T (voir Figure 2.12) et que l’utilisation du syste`me usys = 0.975,
– m = 4 : FFDD arrive a` ordonnancer 18% des ensembles de taˆches ge´ne´re´s tandis que
82% des ensembles de taˆches sont ordonnanc¸ables en utilisant EDF Split (DD) et 62%
le sont en utilisant KTS-FFDD avec K = 2.
– m = 8 : FFDD arrive a` ordonnancer 9% des ensembles de taˆches ge´ne´re´s tandis que
82% des ensembles de taˆches sont ordonnanc¸ables en utilisant EDF Split (DD) et 90%
le sont en utilisant KTS-FFDD avec K = 3.
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– m = 16 : FFDD arrive a` ordonnancer 19% des ensembles de taˆches ge´ne´re´s tandis que
96% des ensembles de taˆches sont ordonnanc¸ables en utilisant EDF Split (DD) et 99%
le sont en utilisant KTS-FFDD avec K = 4.
2. lorsque D ≤ T (voir Figure 2.13) et que l’utilisation du syste`me usys = 0.875,
– m = 4 : FFDD arrive a` ordonnancer 18% des ensembles de taˆches ge´ne´re´s tandis que
27% des ensembles de taˆches sont ordonnanc¸ables en utilisant EDF Split (DD) et 24%
le sont en utilisant KTS-FFDD avec K = 2.
– m = 8 : FFDD arrive a` ordonnancer 9% des ensembles de taˆches ge´ne´re´s tandis que
17% des ensembles de taˆches sont ordonnanc¸ables en utilisant EDF Split (DD) et 24%
le sont en utilisant KTS-FFDD avec K = 3.
– m = 16 : FFDD arrive a` ordonnancer 16% des ensembles de taˆches ge´ne´re´s tandis que
38% des ensembles de taˆches sont ordonnanc¸ables en utilisant EDF Split (DD) et 45%
le sont en utilisant KTS-FFDD avec K = 4.
Les tre`s bonnes performances de l’algorithme KTS s’expliquent par le fait qu’une taˆche
peut eˆtre fractionne´e en au plus m nouvelles taˆches qui vont eˆtre attribue´es aux m processeurs.
Par conse´quent, plus on augmente le nombre de processeurs, plus on autorise la taˆche a` se
fractionner en un nombre important de sous taˆches dont le facteur d’utilisation devient de plus
en plus petit, permettant par la`-meˆme de les assigner plus facilement a` des processeurs.
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Figure 2.12 – Comparaison des performances de EDF Split (DD), FFDD et KTS-FFDD avec
D = T et n = 2×m sur diffe´rentes plateformes a` m-processeurs :(a) m = 4, (b) m = 8, (c) m = 16
54 Contribution au partitionnement
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.6  0.65  0.7  0.75  0.8  0.85  0.9  0.95  1
T
au
x
 d
e 
ré
u
ss
it
e
usys
               EDF Split (DD)
                FFDD
               KTS−FFDD (K=1)
               KTS−FFDD (K=2)
(a)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.6  0.65  0.7  0.75  0.8  0.85  0.9  0.95  1
T
au
x
 d
e 
ré
u
ss
it
e
usys
               EDF Split (DD)
                FFDD
               KTS−FFDD (K=1)
               KTS−FFDD (K=2)
               KTS−FFDD (K=3)
(b)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.6  0.65  0.7  0.75  0.8  0.85  0.9  0.95  1
T
au
x
 d
e 
ré
u
ss
it
e
usys
               EDF Split (DD)
                FFDD
               KTS−FFDD (K=1)
               KTS−FFDD (K=2)
               KTS−FFDD (K=3)
               KTS−FFDD (K=4)
(c)
Figure 2.13 – Comparaison des performances de EDF Split (DD), FFDD et KTS-FFDD avec
D ≤ T et n = 2×m sur diffe´rentes plateformes a` m-processeurs :(a) m = 4, (b) m = 8, (c) m = 16
5 Conclusion
Cette section a introduit un nouvel algorithme de partitionnement temps re´el base´ sur le
fractionnement de taˆches sur une plateforme multiprocesseur. L’approche KTS est conceptuel-
lement simple, facile a` mettre en œuvre dans les syste`mes existants, et efficace. Chaque taˆche
fractionne´e reste une taˆche pe´riodique dont le code peut eˆtre duplique´, sans impliquer de quel-
conques migrations.
Au travers de ce travail, nous avons montre´ comment l’analyse classique d’ordonnanc¸abilite´
selon EDF place´e dans le contexte de taˆches pe´riodiques asynchrones peut eˆtre utilise´e dans un
tel algorithme de fractionnement de taˆches.
L’e´valuation sur une large gamme d’ensembles de taˆches, ge´ne´re´s de manie`re ale´atoire, in-
dique que l’algorithme KTS fournit un bon compromis en offrant des performances interme´diaires
entre l’approche semi-partitionne´e existante EDF split (DD) et l’heuristique de partitionnement
classique FFDD. Il faut cependant noter que l’ordonnanc¸abilite´ compe´titive de KTS est obte-
nue sans aucun changement de contexte supple´mentaire et sans aucun couˆt de migration et ce,
quel que soit le type de la taˆche (D = T ou D ≤ T , lourde/le´ge`re) et le nombre de processeurs
du syste`me. Toutefois, KTS aura tendance a` eˆtre plus efficace par rapport a` FFDD sur des
plateformes ou` le nombre de processeurs est plus important et pour des ensembles compose´s a`
majorite´ de taˆches lourdes.
KTS, compare´ a` EDF Split (DD), ne peut ge´rer le cas de taˆches sporadiques. Mais, il
peut eˆtre mis en œuvre dans de nombreuses applications tandis qu’EDF Split (DD) est utilise´
uniquement dans des syste`mes dans lesquels un job de taˆche (un bloc d’instructions) peut eˆtre
divise´ en deux parties assigne´es sur deux processeurs diffe´rents ; ce qui n’est pas toujours le cas.
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Le Tableau 2.2 fournit une e´valuation qualitative des algorithmes pre´sente´s dans ce cha-
pitre en termes de performance, de complexite´ calculatoire, de complexite´ d’imple´mentation et
d’overhead temporel :
Algorithmes Performance
Complexite´
calculatoire
(hors-ligne)
Complexite´
d’imple´mentation
Overhead temporel
(en-ligne)
FFDD / , , ,
EDF Split DD , /
KTS-FFDD (K = x) , / , ,
Table 2.2 – Synthe`se
L’objet du chapitre suivant portera sur l’extension de cette approche a` la cate´gorie de taˆches
a` contraintes fermes permettant a` certains jobs d’eˆtre ignore´s ou abandonne´s au cours de leur
exe´cution sans conse´quences graves sur le syste`me, notamment pour faire face a` des cas de
surcharge temporaire de traitement.
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Chapitre 3
Contribution au partitionnement
sous contraintes de QoS
Ce chapitre est consacre´ au proble`me du partitionnement e´tendu a` un mode`le de taˆches temps
re´el a` contraintes fermes sur une plateforme multiprocesseur homoge`ne. Nous pre´sentons une
formalisation du proble`me et de´crivons les conditions d’ordonnanc¸abilite´ exactes pour le mode`le
de taˆches et la plateforme conside´re´s. Nous adaptons ensuite les heuristiques de partitionnement
classiques au mode`le de taˆches temps re´el fermes Skip-Over (mode`le dans lequel certains jobs de
taˆche peuvent eˆtre ignore´s ou abandonne´s sans conduire a` la faute du syste`me). Puis, dans un
deuxie`me temps, nous proposons une extension de l’algorithme KTS (de´crit dans le chapitre 2) a`
un fonctionnement tole´rant aux fautes. La performance des strate´gies de´veloppe´es est valide´e au
travers de diffe´rentes simulations dans lesquelles nous explorons, en particulier, l’effet du facteur
de pertes autorise´es au niveau des taˆches sur la proportion d’ensembles ordonnanc¸ables.
1 Mode`le du syste`me
Nous conside´rons une plateforme π compose´e de m processeurs identiques : π = {π1, ..., πm},
et un ensemble de n taˆches inde´pendantes, pe´riodiques et pre´emptibles τ = {τ1, τ2, ..., τn}.
Chaque taˆche τi (Oi, Ci, Ti,Di, si) est de´finie par :
– Oi, l’offset de τi ;
– Ci, son temps d’exe´cution pire-cas ;
– Ti, sa pe´riode ;
– Di, son de´lai critique ou e´che´ance relative, avec Di ≤ Ti ;
– si, le parame`tre de pertes de τi conforme´ment au mode`le Skip-Over [KS95].
Le mode`le conside´re´ est dit profonde´ment rouge ou deeply-red en anglais, c’est-a`-dire que
les taˆches sont active´es de manie`re synchrone et que les si − 1 premiers jobs de chaque taˆche
sont rouges.
Chaque taˆche est caracte´rise´e par : (i) un facteur d’utilisation : ui = CiTi , (ii) un facteur
d’utilisation e´quivalent inte´grant les pertes autorise´es : u∗i = CiTi × si−1si , (iii) une densite´ : δi =
Ci
min{Di,Ti}
, et (iv) une densite´ e´quivalente inte´grant les pertes autorise´es : δ∗i = Cimin{Di,Ti} × si−1si .
Le facteur d’utilisation e´quivalent de l’ensemble de taˆches Γj assigne´es a` πj est note´ U
∗
p =∑τiǫΓj u∗i .
Chaque processeur πj doit assurer, au pire cas, l’exe´cution des jobs rouges des taˆches du
sous-ensemble Γj . Nous noterons H(Γj) = PPCM(T1, ..., Tn) l’hyperpe´riode de Γj et H∗(Γj) =
PPCM(s1T1, ..., snTn) l’hyperpe´riode e´quivalente de Γj (conside´rant les pertes autorise´es). Les
surcouˆts en temps, occasionne´s par les e´ventuelles pre´emptions, sont suppose´s nuls.
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2 Heuristiques de partitionnement adapte´es a` des syste`mes tole´rants
aux pertes
Les heuristiques de partitionnement classiques adapte´es a` des syste`mes tole´rants aux pertes
(sous contraintes de QoS) sont de´note´es FFQoS (First Fit for system under QoS constraints),
BFQoS (Best Fit for system under QoS constraints), et WFQoS (Worst Fit for system under
QoS constraints).
2.1 Principe du partitionnement sous contraintes de Qualite´ de Service
Le partitionnement consiste a` assigner les taˆches aux diffe´rents processeurs selon une heu-
ristique donne´e. Toutefois, sous contraintes de QoS, l’algorithme de partitionnement dispose
d’une flexibilite´ accrue apporte´e par le mode`le de taˆches tole´rant aux fautes. En effet, le parti-
tionnement est plus aise´ dans la mesure ou` l’algorithme atteint moins rapidement le point pour
lequel l’ajout d’une nouvelle taˆche a` un processeur donne´ conduit a` la non-ordonnanc¸abilite´ de
l’ensemble de taˆches (voir Figure 3.1). Ainsi, sur chaque processeur, nous veillons de manie`re
hors − ligne a` ce que la charge e´quivalente de chaque processeur πj (c-a`-d inte´grant les pertes
autorise´es) ne de´passe pas 100%.
sans pertes
pi1 τ1 τ3 τ5
pi2 τ2 τ4
100%
avec pertes
autorise´es
pi1 τ1 τ3 τ4
Ordonnanc¸able
Non-ordonnanc¸able
pi2 τ2 τ5
Figure 3.1 – Flexibilite´ induite graˆce aux pertes
Comme le montre la Figure 3.1, si les taˆches τ3, τ4 et τ5 tole´rent par exemple de ne pas
exe´cuter un job sur trois, leur facteur d’utilisation se trouve re´duit de 33.33%, ce qui permet
alors de partitionner l’ensemble de taˆches sur π1 et π2.
2.2 Formulation du proble`me
Le proble`me souleve´ ici consiste a` trouver un partitionnement valide c’est-a`-dire satisfaisant
les contraintes temporelles des jobs rouges uniquement. Nous utilisons l’algorithme Red Tasks
Only (RTO) [KS95] avec lequel les jobs rouges des taˆches sont ordonnance´s au plus toˆt selon
l’algorithme EDF, tandis que les jobs bleus sont syste´matiquement rejete´s. Cet algorithme
est optimal [KS95] conside´rant un mode`le profonde´ment rouge (deeply red). L’objectif est de
de´terminer la re´partition d’un ensemble des taˆches fermes τ = {τ1, τ2, ...τn} sur les diffe´rents
processeurs de la plateforme Π = {π1, ..., πm}, de manie`re a` ce que la configuration globale soit
ordonnanc¸able. Plus formellement, il s’agit de partitionner l’ensemble des n taˆches en m sous-
ensembles disjoints Γ1,Γ2, ...,Γm (avec ⋃Γj = τ) et d’ordonnancer ensuite chaque sous-ensemble
Γj sur le processeur πj avec une politique d’ordonnancement monoprocesseur EDF sachant que
sur chaque processeur, tous les jobs rouges doivent s’exe´cuter dans le respect de leurs e´che´ances.
Caccamo et Buttazzo ont prouve´ dans [CB98] que conside´rant un mode`le profonde´ment
rouge, un ensemble de taˆches a` e´che´ances sur requeˆtes tole´rantes aux pertes au sens Skip-Over
est faisable sur un processeur si et seulement si son facteur d’utilisation e´quivalent du processeur
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U∗p est infe´rieur a` 1 (The´ore`me 16 page 33). Nous ge´ne´ralisons cette condition en introduisant la
notion de charge e´quivalente du processeur pour un ensemble de taˆches synchrones a` e´che´ances
contraintes. Relativement a` un processeur πj , et un ensemble de taˆches τ , nous de´noterons cette
quantite´ Load∗j (τ).
De´finition 3.1 E´tant donne´ un ensemble τ = {τi(Ci, Ti,Di, si)} de n taˆches pe´riodiques syn-
chrones a` e´che´ances contraintes autorisant des pertes au sens Skip-Over et s’exe´cutant sur un
processeur πj, la charge e´quivalente du processeur est de´finie par :
Load∗j (τ) =maxL∈[Dmin,P )DBFQoS(τ,L)L (3.1)
ou` DBFQoS(τ,L) repre´sente la demande processeur lie´e a` l’exe´cution des jobs rouges de τ dans
l’intervalle [0, L] et qui, selon le mode`le profonde´ment rouge, est de´finie comme suit :
DBFQoS(τ,L) = n∑
i=1
D(i, [0, L]) (3.2)
avec
D(i, [0, L]) = ⎛⎝1 + ⌊
L −Di
Ti
⌋ − ⌊ 1
si
(1 + ⌊L −Di
Ti
⌋)⌋⎞⎠ ×Ci (3.3)
1+ ⌊L−Di
Ti
⌋ repre´sente le nombre de jobs de τi actifs et ayant leur e´che´ance dans [0, L] tandis
que ⌊ 1
si
(1 + ⌊L−Di
Ti
⌋)⌋ repre´sente le nombre de jobs bleus dans [0, L]. La diffe´rence des deux
termes donne le nombre de jobs rouges qui doivent s’exe´cuter impe´rativement dans [0, L]. Ce
nombre multiplie´ par Ci nous donne le temps d’exe´cution ne´cessaire pour l’exe´cution des jobs
rouges dans [0, L]. Nous calculons DBFQoS seulement pour des valeurs de L correspondant aux
e´che´ances absolues des jobs rouges sur [0,H(τ)].
Conside´rons a` pre´sent un ensemble de taˆches pe´riodiques synchrones a` e´che´ances contraintes.
Nous e´nonc¸ons alors le the´ore`me suivant :
The´ore`me 19 Un ensemble de taˆches pe´riodiques Γj a` e´che´ances contraintes tole´rantes aux
pertes au sens Skip-Over et profonde´ment rouge est ordonnanc¸able sur un processeur πj selon
RTO si et seulement si la charge du processeur e´quivalente a` l’exe´cution des jobs rouges de
taˆches ne de´passe pas la capacite´ de πj, a` savoir :
Load∗j (Γj) ≤ 1 (3.4)
Preuve: Si. Par hypothe`se (mode`le deeply-red), les jobs de taˆches se re´veillent a` l’instant 0
et sont rouges. Selon l’algorithme RTO associe´ au mode`le Skip-Over, pour chaque taˆche τi,
chaque si-e`me job est syste´matiquement ignore´ (exactement les si-e`me, 2∗si-e`me, 3∗si-e`me, ...
jobs qui sont ignore´s). Tous les autres jobs (jobs rouges) sont exe´cute´s selon EDF. D(i, [t1, t2])
repre´sente la demande de traitement de τi dans l’intervalle [t1, t2] selon EDF, a` savoir le temps
total de traitement ne´cessite´ pour l’exe´cution de tous les jobs rouges de τi qui sont re´veille´s et
doivent s’exe´cuter dans l’intervalle [t1, t2]. Supposons que la condition Load∗j (τ) ≤ 1 est vraie
et qu’a` un certain moment t, un job manque son e´che´ance. Soit ta ≥ 0 la dernie`re fois (avant t)
ou` le processeur a e´te´ laisse´ inactif par l’algorithme d’ordonnancement (ta = 0, s’il n’y en a pas).
Soit tb ≥ 0 la dernie`re fois (avant t) ou` le processeur e´tait occupe´ a` exe´cuter un job de taˆche
posse`dant une e´che´ance apre`s t (tb = 0 s’il n’y en a pas). Soit t′ =max(ta, tb). Le motif de pertes
de l’algorithme assure que D(i, [t′, t]) ≤ D(i, [0, t − t′]). L’instant t′ posse`de la proprie´te´ que
seuls les jobs rouges de taˆche qui ont e´te´ active´s apre`s t′ avec une e´che´ance absolue infe´rieure ou
e´gale a` t sont exe´cute´s sur [t′, t]. Il n’y a aucun moment dans [t′, t] ou` le processeur est inactif.
Le fait que l’e´che´ance ait e´te´ manque´e signifie que la demande de traitement C[t′, t] au cours
60 Contribution au partitionnement sous contraintes de QoS
de cet intervalle est supe´rieure a` la longueur de l’intervalle . Autrement dit,
t − t′ < C[t′, t] (3.5)
Ce qui nous conduit a`,
t − t′ < C[t′, t] = n∑
i=1
D(i, [t′, t]) ≤DBFQoS(Γj , [0, t − t′]) ≤ (t − t′).Load∗j (Γj) (3.6)
et donc Load∗j (Γj) > 1 qui nous ame`ne a` une contradiction.◻
Seulement si. Supposons que Load∗j (Γj) > 1 sur un intervalle [0, t], la charge de traitement
C[0, t] ne´cessite´e pour l’exe´cution des jobs rouges dans le pire cas est C[0, t] =DBFQoS(Γj , t).
Selon la de´finition de Load∗j (Γj),∃t tel que Load∗j (Γj).t = DBFQoS(Γj , t). Par conse´quent,
C[0, t] =DBFQoS(Γj , t) =DBFQoS(Γj , t) > t. Comme le temps de traitement sur [0, t] de´passe
la longueur de ce meˆme intervalle alors Γj n’est pas faisable. ◻
Il est suffisant de ve´rifier la condition du The´ore`me 19 pour les instants t correspondant aux
e´che´ances absolues des jobs. De plus, il est inutile de tester cette condition pour des instants
supe´rieurs a` H(τ) [KS95].
Conside´rons maintenant un ensemble de taˆches fermes asynchrones ou` les si − 1 premiers
jobs de chaque taˆche sont rouges. Nous e´nonc¸ons alors le the´ore`me suivant :
The´ore`me 20 Un ensemble τ = {τi(Oi, Ci, Ti,Di, si)} de n taˆches pe´riodiques asynchrones a`
e´che´ances contraintes autorisant des pertes au sens Skip-Over est ordonnanc¸able selon RTO
sur un processeur πj si et seulement si toutes les e´che´ances des jobs rouges sont respecte´es sur
l’intervalle [0,2 × (maxni=1(Oi) + 2H∗(τ))].
Preuve:
Si. Pour chacune des taˆches ordonnance´es selon RTO, il y a un motif qui se re´pe`te dans la
se´quence d’ordonnancement ge´ne´re´e : les si − 1 jobs s’exe´cutent puis ensuite un job est ignore´.
Conside´rant ce motif comme une taˆche τk de pe´riode Tk = siTi, et comme l’ont de´montre´
Leung et Merill dans [LM80], pour des taˆches asynchrones pe´riodiques, il existe une cyclicite´ de
traitement. Cette feneˆtre (pas ne´cessairement la plus courte) correspond pour τk a` l’intervalle[0,maxni=1(Oi)+2×PPCM(Tk, i = 1..n)]), soit e´galement [0,maxni=1(Oi)+2H∗(τ)]). Cependant,
si la fin de la feneˆtre (cyclique) co¨ıncide a` l’inte´rieur du motif (siTi), le temps d’exe´cution d’un
ou plusieurs jobs du motif se sera pas pris en compte dans le calcul de la charge processeur.
Nous ve´rifions alors sur une feneˆtre de plus pour conside´rer ces jobs, d’ou` l’intervalle [0,2 ×(maxni=1(Oi) + 2H∗(τ))].
Seulement si. Il est clair que si au moins une e´che´ance de job rouge n’est pas respecte´e,
l’ensemble ne peut eˆtre ordonnanc¸able.
3 Extension de KTS a` des syste`mes tole´rants aux fautes
3.1 Fonctionnement
Jusqu’ici, l’approche KTS a` un mode`le de taˆches a` e´che´ances strictes a permis d’augmen-
ter de manie`re significative les performances par rapport aux heuristiques de partitionnement
classiques. Le choix d’e´tendre cette approche aux syste`mes tole´rants aux fautes est de´note´e
KTS −AAQoS (AA : l’heuristique de partitionnement). Cette variante va permettre de dimi-
nuer le taux de rejet duˆ au non respect des contraintes temporelles graˆce a` la flexibilite´ apporte´e
par le mode`le de taˆches fermes en plus de la me´thode de task splitting.
Le principe de KTS −AAQoS est toujours le meˆme. Toutefois, les tests d’ordonnnanc¸abilite´
reposent, cette fois-ci, sur le seul respect des contraintes temporelles des jobs rouges. Les taˆches
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sont d’abord assigne´es aux diffe´rents processeurs selon une certaine heuristique de base (FFDU :
First Fit Decreasing Utilization, BFDD : Best Fit Decreasing Density) base´e, par exemple,
sur l’utilisation ou la densite´. De`s lors que l’allocation d’une taˆche sur un processeur n’est
plus possible (rejet duˆ a` une violation d’e´che´ance de job rouge), la taˆche rejete´e va subir un
fractionnement comme de´crit dans les Figures 3.2 et 3.3 et ce, en fonction de la valeur de son
facteur de pertes.
si = 2 ?
oui
si = 3?
oui
non
t
Skipτi(0, 2, 4, 3, 4)
τi(Oi, Ci, Ti, Di, si)
t
τ0i (0, 2, 16, 3,∞)
T 0i = si × TiO
0
i = 0
t
τ1i (4, 2, 16, 3,∞)
T 1i = si × TiO
1
i = 1× Ti
t
τ2i (8, 2, 16, 3,∞)
T 2i = si × TiO
2
i = 2× Ti
t
Skip Skipτi(0, 2, 4, 3, 3)
τi(Oi, Ci, Ti, Di, si)
t
τ0i (0, 2, 12, 3,∞)
T 0i = si × TiO
0
i = 0
t
τ1i (4, 2, 12, 3,∞)
T 1i = si × TiO
1
i = 1× Ti
t
Skip Skip Skipτi(0, 2, 4, 3, 2)
τi(Oi, Ci, Ti, Di, si)
t
τ0i (0, 2, 16, 3,∞)
T 0i = 2× si × TiO
0
i = 0
t
τ1i (8, 2, 16, 3,∞)
T 1i = 2× si × TiO
1
i = 1× si × Ti
Figure 3.2 – KTSQoS : Exemple du de´coupage d’une taˆche τi tole´rant les pertes sur 4 proces-
seurs
t
τs(0, 2, 4, 3,∞)
si =∞
τi(Oi, Ci, Ti, Di, si)
t
τ 0s (0, 2, 8, 3,∞)
t
τ 1s (4, 2, 8, 3,∞)
Figure 3.3 – KTSQoS : Exemple du de´coupage d’une taˆche τi ne tole´rant aucunes pertes
Comme l’illustre la Figure 3.2, si une taˆche temps re´el tole´rante aux fautes ne peut eˆtre
assigne´e alors deux cas de figures se pre´sentent ; si la taˆche est :
1. temps re´el ferme et a un taux de pertes si e´gal a` 2, alors de cette taˆche de´rivent deux nou-
velles taˆches temps re´el a` e´che´ances strictes τ0i et τ
1
i ayant les caracte´ristiques suivantes :
– τ0i (Oi, Ci,2 × si × Ti,Di,∞)
– τ1i (Oi + si × Ti, Ci,2 × si × Ti,Di,∞)
2. temps re´el ferme et a un taux de pertes si strictement supe´rieur a` 2, alors de cette
taˆche de´rive un ensemble compose´ de si −1 nouvelles taˆches a` e´che´ances strictes ayant les
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proprie´te´s suivantes : τ spliti = {τxi (Oi + x × Ti, Ci, si × Ti,Di,∞), x = 0..(si − 2)}
3. temps re´el dur (si = ∞) alors le de´coupage de la taˆche est le meˆme que celui observe´
sous KTS : la taˆche se de´coupe en un ensemble compose´ de 2 taˆches τ0i et τ
1
i ayant les
proprie´te´s suivantes (voir Figure 3.3) :
– τ0i (Oi, Ci,2 ∗ Ti,Di,∞)
– τ1i (Oi + Ti, Ci,2 ∗ Ti,Di,∞)
Ensuite, chaque nouvelle taˆche tente d’eˆtre assigne´e a` un processeur. Si une taˆche de´coupe´e
ne peut eˆtre affecte´e a` un processeur, celle-ci est de´coupe´e a` nouveau. Notons qu’une taˆche
de´rivant d’une taˆche ferme devient stricte mais posse`de un facteur d’utilisation re´duit tenant
compte du facteur de perte. A chaque e´tape de de´coupage correspond un niveau. On de´finira
une profondeur limite K, c’est-a`-dire qu’une taˆche ne pourra pas subir plus de K de´rivations.
3.2 Description algorithmique
La Figure 3.4 montre le pseudo-code de l’algorithme KTS utilise´ avec l’heuristique FFQoS ,
et de´nomme´ ci-apre`s KTS − FFQoS . k represente le niveau de task splitting courant atteint et
maxK est la profondeur limite de task splitting (note´ pre´ce´demment parK). Sur une plateforme
multiprocesseur, τ(π) de´signe l’ensemble de taˆches parmi τ1,..., τi−1 ayant e´te´ assigne´es avec
succe`s a` l’un des processeurs de l’ensemble π. Initialement, τ(π) = ∅.
Au de´but, l’algorithme fonctionne selon une heuristique de partitionnement donne´e. Si aucun
processeur n’est capable de recevoir une taˆche donne´e, nous ne pouvons rien conclure quant a`
l’ordonnanc¸abilite´ de l’ensemble de taˆches τ sur la plateforme multiprocesseur. La taˆche τi est
alors fractionne´e en un sous-ensemble τ spliti compose´ de a taˆches sachant que a = 2 si si = {2;∞},
a = si − 1 sinon. Celles-ci sont assigne´es a` un sous-ensemble de processeurs de la plateforme
a` m processeurs. Le Lemme 3.1 affirme qu’en attribuant une taˆche fractionne´e de τ spliti a` un
processeur πj , l’ordonnanc¸abilite´ des taˆches confie´es pre´ce´demment a` l’ensemble des processeurs
reste intacte.
Lemme 3.1 Si l’ensemble de taˆches pre´ce´demment assigne´es aux processeurs est ordonnanc¸able
(sur chaque processeur) et que par la suite l’algorithme KTS−AAQoS assigne une taˆche τ0i (res-
pectivement τ1i ) au processeur πj (d’apre`s le The´oreme 20), alors l’ensemble de taˆches assigne´es
a` chaque processeur (y compris processeur πj) reste ordonnanc¸able.
Preuve: On observe que l’ordonnanc¸abilite´ des processeurs autres que le processeur πj n’est
pas affecte´e par l’allocation de la taˆche τ0i (respectivement τ
1
i ) au processeur πj . Aussi, si
l’ensemble de taˆches pre´ce´demment assigne´ a` πj e´tait ordonnanc¸able sur πj avant l’allocation de
τ0i (respectivement τ
1
i ) du fait que tous leurs jobs rouges s’exe´cutent avant leurs e´che´ances et que
la condition du The´oreme 20 est satisfaite, alors l’ensemble de taˆches sur πj reste ordonnanc¸able
apre`s l’ajout de τ0i (respectivement τ
1
i ).◻
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Algorithme 2 Algorithme de partitionnement KTS − FFQoS
Entre´es : m,k,maxK, τ = {τ1, ..., τn}
Sorties : SUCCES et τ(pi) si τ est ordonnanc¸able, ECHEC sinon.
Fonction : KTS − FFQoS
de´but
pour i = 1→ ∣τ ∣ faire
Ordo← faux ;
/*Attribution de la taˆche τi selon FFDQoS*/
pour j = 1→m faire
si τi ordonnanc¸able sur pij alors
/* τi est attribue´e a` pij */ ;
τ(pi) = τ(pi) ∪ τi ;
Ordo← vrai ;
break ;
fin si
fin pour
si not Ordo alors
/* Essai de fractionnement de la taˆche */
si k <maxK alors
/* La profondeur limite de fractionnement maxK n’est pas atteinte*/
/* τi(Oi,Ci, Ti,Di, si) est fractionne´e en un ensemble compose´ de a sous-taˆches */
si si =∞ alors
τ
split
i = {τ
0
i (Oi + x × Ti,Ci,2 × Ti,Di,∞), x = 0..1} ; // a = 2
sinon
si si = 2 alors
τ
split
i = {τ
0
i (Oi + x × siTi,Ci,2 × siTi,Di,∞), x = 0..1} ; // a = 2
sinon
τ
split
i = {τ
x
i (Oi + x × Ti,Ci, si × Ti,Di,∞), x = 0..(si − 2)} // a = si − 1
fin si
fin si
si KTS − FFQoS(m,k + 1,maxK, τ
split
i ) == SUCCES alors
Ordo← vrai ;
fin si
sinon
/* La profondeur limite de fractionnement maxK a e´te´ atteinte*/
Ordo← faux ;
fin si
fin si
si not Ordo alors
retourner ECHEC ;
fin si
fin pour
retourner SUCCES ;
fin
Figure 3.4 – Pseudo-code de KTS − FFQoS
Le fonctionnement de KTS − AAQoS de´termine, par des applications re´pe´te´es du Lemme
3.1 au niveau de chaque taˆche a` assigner, l’ordonnanc¸abilite´ de l’ensemble de taˆches.
The´ore`me 21 Conside´rant un ensemble de taˆches pe´riodiques τ , si l’algorithme de partition-
nement KTS −AAQoS retourne SUCCES, alors le partitionnement e´tabli est ordonnanc¸able.
Preuve: On observe que l’algorithme retourne SUCCES si et seulement s’il a assigne´ avec
succe`s chaque taˆche de τ aux diffe´rents processeurs. Avant l’assignation de la taˆche τi, l’ensemble
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de taˆches de chaque processeur est trivialement ordonnanc¸able. Il re´sulte du Lemme 3.1 que
tous les ensembles de taˆches des processeurs restent ordonnanc¸ables apre`s chaque attribution
de taˆche. Par conse´quent, tous les ensembles de taˆches des processeurs sont ordonnanc¸ables une
fois que toutes les taˆches de τ ont e´te´ assigne´es.◻
3.3 Analyse de KTS −AAQoS
Nous cherchons a` pre´sent a` e´tablir quelle est la profondeur limite de l’algorithme KTS −
AAQoS . Nous avons e´tudie´ dans le chapitre 2 la profondeur limite de KTS −AA correspondant
au moment a` partir duquel le nombre de taˆches de´rivant d’une taˆche τs devient supe´rieur ou
e´gal au nombre de processeurs ; il en est de meˆme pour KTS −AAQoS .
Lemme 3.2 Au pire-cas, la profondeur maximale maxK pouvant eˆtre atteinte par l’algorithme
KTS−AAQoS pour fractionner une taˆche τs en m sous-taˆches est telle que maxK =max(1,m+
1 − a) (avec a = 2 si si = 2;∞, a = si − 1 autrement).
niveau 0
τs
niveau 1
τ0s
τ1s
τa−1s
niveau 2
τ0s
0
τ0s
1
τ ...s
0
τ ...s
1
Nombre de
taˆches
1 a a + 1
niveau K
K = max(1,m + 1− a)
a− 1 +K = m...
...
...
Figure 3.5 – Cas 1 : Profondeur maximale atteinte au pire-cas pour le fractionnement de τs
en m sous-taˆches
Preuve:
La Figure 3.5 illustre le pire sce´nario, pour avoir m sous-taˆches de´rivantes d’une taˆche τs sur
une profondeur maximale maxK. Si sur chaque niveau, une des taˆches fractionne´es est rejete´e
cela nous conduit a` avoir au niveau K un nombre de taˆches de´rivantes e´gal a` a−1+ (K −2)+2,
soit a+K−1. Comme nous souhaitons avoirm taˆches de´rivantes au maximum (car la plateforme
comportem processeurs) alors la profondeur maximalemaxK doit eˆtre dimensionne´e a`m+1−a.
Nous veillons toutefois a` autoriser au moins un niveau de fractionnement lorsque m + 1 − a ≤ 0
d’ou` maxK =max(1,m + 1 − a). ◻
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niveau 1
τ0s
τa−1s
niveau 2
τ0s
0
τ0s
1
τa−1s
0
τa−1s
1
τ ...s
0
.
.
.
τ ...s
1
niveau
K =
max(1, ⌈log2(m/a)⌉ + 1)
Nombre de
taˆches
1 a 2× a a× 2K−1 ≥ m...
...
...
Figure 3.6 – Cas 2 : Profondeur minimale pour le fractionnement de τs en m sous-taˆches
Lemme 3.3 La profondeur minimale minK ne´cessaire pour fractionner une taˆche τs en m
sous-taˆches est telle que : minK =max(1, ⌈log2(m/a)⌉ + 1) .
Preuve: Pour avoir m sous-taˆches de´rivantes d’une taˆche τs sur une profondeur minimale, il
faut que sur chaque niveau toutes les nouvelles taˆches soient fractionne´es. Cela nous conduit a`
avoir au niveau K un nombre de taˆches de´rivantes e´gal a` a.2K−1. Comme nous souhaitons avoir
m taˆches de´rivantes au maximum alors la limite de profondeur minimale minK doit eˆtre e´gale a`
max(1, ⌈log2(m/a)⌉+1) (idem, si a ≥m+1, on autorise au moins un niveau de fractionnement).
◻
The´ore`me 22 La complexite´ de KTS −AAQoS est en O(n2).
Preuve: Conside´rons un ensemble de n taˆches a` ordonnancer sur une plateforme a` m proces-
seurs :
● Si n ≤m, il n’y a pas de task splitting comme dans le pire des cas chaque taˆche passe sur
un processeur.
– avec KTS − FFQoS : la premie`re taˆche passe le test sur le premier processeur et y
est assigne´e (1 ope´ration), la seconde passe son test au pire cas sur le premier et le
second processeur (2 ope´rations), ..., la n-ie`me taˆche passe le test au pire-cas sur les
n processeurs avant d’eˆtre assigne´e (n ope´rations). Ce qui nous ame`ne a` un nombre
d’ope´rations total e´gal a` 1 + ... + n soit n(n + 1)/2.
– avec KTS −BFQoS/KTS −WFQoS : chaque taˆche passe le test d’ordonnanc¸abilite´ sur
les m processeurs avant de choisir celui qui peut la recevoir tout en maximisant sa
capacite´ inutilise´e. Le nombre d’ope´rations total est donc e´gal a` n.m.
● Si n >m et conside´rant que si est le meˆme pour toutes les taˆches :
– avec KTS −FFQoS : les m premie`res taˆches passent leur test comme de´crit dans le cas
n ≤m (1+ 2+ ...+m = (m+ 1)m/2 ope´rations) et sont toutes attribue´es avec succe`s. Le
reste des taˆches (n −m) passe au pire cas son test a` chaque fois sur les m processeurs
((n−m)m ope´rations). Si ces dernie`res n’arrivent pas a` eˆtre assigne´es, elles sont splitte´es
en un nombre donne´ a qui est fonction de si ((si = 2∣∣si = ∞) ⇒ a = 2 nouvelles taˆches,
sinon a = si − 1) au premier niveau de task splitting (K = 1). Ensuite, a` chaque niveau
k, leur nombre doublent. L’algorithme essaie d’assigner ces nouvelles taˆches sur les m
processeurs (a.(n−m)m+ a.(n−m)m.2+ ...+ a.(n−m)m.2K−1 ope´rations). Le nombre
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total d’ope´rations est donc e´gal a` m(m + 1)/2 + a.(n −m)m ×Ks avec Ks = ∑Kk=0 2k−1
ayant une valeur constante.
– avec KTS −BFQoS/KTS −WFQoS : les m premie`res taˆches passent leur test chacune
sur les m processeurs comme de´crit dans le cas de n ≤ m (m2 ope´rations) et sont
toutes attribue´es avec succe`s. Les taˆches qui suivent (n −m) passent leur test sur les
m processeurs ((n −m)m ope´rations). Si ces dernie`res n’ont pu a` eˆtre assigne´es, elles
sont splitte´es a` chaque niveau k comme de´crit pre´ce´demment pour KTS − FFQoS . Le
nombre total d’ope´rations est donc e´gal a` m2 + a.(n −m)m ×Ks avec Ks = ∑Kk=0 2k−1
ayant une valeur constante.
Comme n = βm avec βǫR+, la complexite´ de KTS −AAQoS se trouve eˆtre en O(n2).
4 Validation par simulation
L’objectif de ce paragraphe est de de´crire les re´sultats des simulations effectue´es dans le but
de tirer profit des heuristiques adapte´es de´crites pre´ce´demment et d’analyser leur comportement
face aux variations de plusieurs parame`tres (ex : charge du syste`me, taux de pertes autorise´es,
...). L’objectif est de maximiser le taux de re´ussite, c’est-a`-dire la proportion d’ensembles de
taˆches ge´ne´re´s qui s’exe´cutent dans le respect de leurs contraintes temporelles.
4.1 Environnement de simulation
L’environnement de simulation consiste en m ordonnanceurs monoprocesseur associe´s aux
diffe´rents processeurs constituant la plateforme. Le programme de simulation a e´te´ imple´mente´
en langage Perl. L’architecture fonctionnelle du simulateur est repre´sente´e sur la Figure 3.7.
Algorithme d’Allocation AA (FF, BF, ...)
Ensemble de taˆches
τ = {τi(Ci, Ti, Di, si), i = 1..n}
ALGORITHME
KTS − AAQoS
/ AAQoS
STATISTIQUES
GE´NE´RATEUR
D’ENSEMBLES
DE TAˆCHES
{n,m}
nb ensembles
Timin
Timax
uimax
uimin
usysmin
usysmax
ppcmmax
si
FL 1
pi1
PROCESSEURS
OL 1
FL 2
pi2OL 2
OL : Ordonnanceur local
FL : File locale
FL m
pimOL m
Figure 3.7 – Architecture fonctionnelle du simulateur
Le ge´ne´rateur d’ensembles de taˆches pe´riodiques a e´te´ conc¸u de manie`re a` ce que les fac-
teurs d’utilisation ui des taˆches de l’ensemble ge´ne´re´ soient re´partis de manie`re uniforme dans[uimin , uimax] = [0.1,1]. Il accepte en entre´e plusieurs parame`tres tels que : le nombre de taˆches
n souhaite´ pour la configuration, le ppcm maximum ppcmmax des pe´riodes des taˆches choi-
sies dans l’intervalle [Timin , Timax] = [10,200] et les facteurs de pertes si des taˆches. La charge
pe´riodique totale du syste`me (compose´ de m processeurs) usys varie dans [usysmin , usysmax].
En sortie, on obtient pour chaque valeur de usys, nb ensembles ensembles de taˆches pe´riodiques
fermes τ = {τi(0, Ci, Ti,Di, si), i = 1..n} (taˆches synchrones donc Oi = 0). Les dure´es d’exe´cution
des taˆches sont ge´ne´re´es a` partir des facteurs d’utilisation et des pe´riodes affecte´s aux taˆches,
soit Ci = ui × Ti. Di choisi ale´atoirement dans [Ci, Ti] (Di ≤ Ti).
Apre`s la ge´ne´ration des diffe´rents ensembles de taˆches, le simulateur tente d’ordonnancer, pour
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chaque valeur de usys, les nb ensembles ensembles de taˆches et de´termine le taux de re´ussite
qui permettra de comparer les diffe´rentes strate´gies entre elles.
Dans toutes nos simulations, nous ge´ne´rons 50 ensembles de 20 taˆches sur une plateforme
compose´ de 8 processeurs avec un facteur d’utilisation du syste`me usys variant dans l’intervalle[0.6,1.3]. Nos observations se font a` chaque fois sur (i) des ensembles compose´s de taˆches a`
e´che´ances contraintes (D ≤ T ) et (ii) des ensembles compose´s de taˆches a` e´che´ances sur requeˆtes
(D = T ).
4.2 Re´sultats de simulation
4.2.1 Effet de la profondeur limite K pour KTS −AAQoS
L’algorithme KTS −AAQoS est compare´ a` l’heuristique de partitionnement classique sous
contraintes de QoS AAQoS . KTS −AAQoS (K = x) correspond a` l’algorithme KTS posse´dant
une profondeur limite de task splitting K = x et utilise´ avec l’heuristique de partitionnement
AAQoS .
Cas 1 : D = T
Les Figures 3.8, 3.9 et 3.10 illustrent les performances de KTS − AAQoS avec D = T pour
diffe´rentes valeurs de K et lorsque BFQoS , BFQoS et BFQoS sont respectivement conside´re´es.
Comme pre´vu, lorsque la profondeur K augmente, les performances de KTS −AAQoS aug-
mentent et de´passent celles de AAQoS quelle que soit l’heuristique de base utilise´e et le facteur
de pertes si. Nous observons par exemple, lorsque le syste`me est en surcharge (ex : usys = 1.2
et si = 2 voir Figure 3.9(a)), FFQoS arrive a` ordonnancer seulement 10% des ensembles de
taˆches ge´ne´re´s tandis que 26% le sont en utilisant KTS − FFQoS avec K = 1, 26% en utilisant
KTS − FFQoS avec K = 2 et jusqu’a` 28% en utilisant KTS − FFQoS avec K = 3.
Par ailleurs, il est inte´ressant de noter dans cet exemple que le fait de tole´rer certaines pertes
permet de trouver un partitionnement valide pour des ensembles de taˆches ayant un facteur
d’utilisation de´passant la capacite´ du syste`me.
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Figure 3.8 – Performances de BFQoS et KTS −BFQoS avec D = T pour (a) si = 2 (50% de
pertes autorise´es), (b) si = 3 (33% de pertes autorise´es) , (c) si = 4 (25% de pertes autorise´es)
et (d) si = 5 (20% de pertes autorise´es)
De plus, nous remarquons que pour chaque si,KTS−AAQoS converge a` partir d’une certaine
valeur. Cette limite e´tant duˆe au fait que la taˆche a e´te´ fractionne´e sur m processeurs ou plus,
le fractionnement devient inutile et les performances cessent d’augmenter.
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Figure 3.9 – Performances de FFQoS et KTS − FFQoS avec D = T pour (a) si = 2 (50% de
pertes autorise´es), (b) si = 3 (33% de pertes autorise´es) , (c) si = 4 (25% de pertes autorise´es)
et (d) si = 5 (20% de pertes autorise´es)
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Figure 3.10 – Performances de WFQoS et KTS −WFQoS avec D = T pour (a) si = 2 (50% de
pertes autorise´es), (b) si = 3 (33% de pertes autorise´es) , (c) si = 4 (25% de pertes autorise´es)
et (d) si = 5 (20% de pertes autorise´es)
Cas 2 : D ≤ T
Les Figures 3.11, 3.12 et 3.13 illustrent les performances de KTS −AAQoS pour diffe´rentes
valeurs de K avec D ≤ T et lorsque BFQoS , BFQoS et BFQoS sont respectivement conside´re´es.
Pour le mode`le de taˆches a` e´che´ances contraintes, les conclusions sont les meˆmes que pour
le cas de taˆches a` e´che´ances sur requeˆtes : lorsque la profondeur K augmente, les performances
de KTS − AAQoS augmentent et de´passent celles de AAQoS quelle que soit l’heuristique de
base utilise´e et le facteur de pertes si. Par exemple, lorsque le syste`me est fortement charge´
(ex : usys = 1.05 et si = 2 voir Figure 3.12(a)), FFQoS arrive a` ordonnancer seulement 10% des
ensembles de taˆches ge´ne´re´s tandis que 12% le sont en utilisant KTS − FFQoS avec K = 1, et
jusqu’a` 14% en utilisant KTS − FFQoS avec K = 3.
De meˆme, pour chaque si, KTS −AAQoS converge a` partir d’une certaine valeur du fait que
comme la taˆche a e´te´ fractionne´e en m processeurs ou plus, le fractionnement devient inutile et
les performances cessent d’augmenter.
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Figure 3.11 – Performances de BFQoS et KTS −BFQoS avec D ≤ T pour (a) si = 2 (50% de
pertes autorise´es), (b) si = 3 (33% de pertes autorise´es) , (c) si = 4 (25% de pertes autorise´es)
et (d) si = 5 (20% de pertes autorise´es)
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Figure 3.12 – Performances de FFQoS et KTS − FFQoS avec D ≤ T pour (a) si = 2 (50% de
pertes autorise´es), (b) si = 3 (33% de pertes autorise´es) , (c) si = 4 (25% de pertes autorise´es)
et (d) si = 5 (20% de pertes autorise´es)
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Figure 3.13 – Performances de WFQoS et KTS −WFQoS avec D ≤ T pour (a) si = 2 (50% de
pertes autorise´es), (b) si = 3 (33% de pertes autorise´es) , (c) si = 4 (25% de pertes autorise´es)
et (d) si = 5 (20% de pertes autorise´es)
4.2.2 Effet du facteur de pertes si
Cas 1 : D = T
La Figure 3.14 illustre l’effet du parame`tre de pertes si sur les diffe´rents algorithmes BFQoS ,
FFQoS et WFQoS pour un mode`le de taˆches a` e´che´ances sur requeˆtes.
Nous pouvons noter dans la Figure 3.14 la baisse des performances de AAQoS a` mesure
que si augmente. Cela est duˆ au fait que les pertes autorise´es deviennent plus rares a` mesure
que si augmente. Par exemple, lorsque usys = 1.05, FFQoS arrive a` ordonnancer : (i) 100%
des ensembles de taˆches ge´ne´re´s avec si = 2 tandis que seulement 18% le sont avec si = 5. La
Figure 3.15 illustre le taux de re´ussite observe´ sous KTS −AAQoS avec D ≤ T en fonction des
pertes autorise´es te´moignant aussi de la baisse des performances de AAQoS a` mesure que si
augmente. En particulier, lorsque usys = 1.05, KTS − FFQoS arrive a` ordonnancer : (i) 100%
des ensembles de taˆches ge´ne´re´s avec si = 2 tandis que 26% le sont avec si = 5.
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Figure 3.14 – Performances de AAQoS avec D = T en fonction de si (a) BFQoS , (b) FFQoS ,
(c) WFQoS
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Figure 3.15 – Performances de KTS −AAQoS (K=3) avec D = T en fonction de si (a) KTS −
BFQoS , (b) KTS − FFQoS , (c) KTS −WFQoS
Cas 2 : D ≤ T
La Figure 3.16 illustre l’effet du parame`tre de pertes si sur les diffe´rents algorithmes BFQoS ,
FFQoS et WFQoS avec D ≤ T .
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Figure 3.16 – Performances de AAQoS avec D ≤ T en fonction de si (a) BFQoS , (b) FFQoS ,
(c) WFQoS
Validation par simulation 77
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.6  0.7  0.8  0.9  1  1.1
T
au
x
 d
e 
ré
u
ss
it
e
usys
     si=2
     si=3
     si=4
     si=5
     si=∞
(a)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.6  0.7  0.8  0.9  1  1.1
T
au
x
 d
e 
ré
u
ss
it
e
usys
     si=2
     si=3
     si=4
     si=5
     si=∞
(b)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.6  0.7  0.8  0.9  1  1.1
T
au
x
 d
e 
ré
u
ss
it
e
usys
     si=2
     si=3
     si=4
     si=5
     si=∞
(c)
Figure 3.17 – Performances de KTS −AAQoS (K=4) avec D ≤ T en fonction de si (a) KTS −
BFQoS , (b) KTS − FFQoS , (c) KTS −WFQoS
Les conclusions sont quasiment identiques au cas D = T : dans la Figure 3.16, les perfor-
mances de AAQoS diminuent a` mesure que si augmente. Cela e´tant lie´ au fait que les pertes
autorise´es deviennent plus rares a` mesure que si augmente. Par exemple, lorsque usys = 1 avec
D ≤ T , FFQoS arrive a` ordonnancer : (i) 36% des ensembles de taˆches ge´ne´re´s avec si = 2 tandis
que 0% le sont avec si = 5.
La Figure 3.17 illustre le taux de re´ussite observe´ sous KTS −AAQoS en fonction des pertes
autorise´es et de l’heuristique conside´re´e avec D ≤ T . Cette fois-ci, les performances ne sont pas
syste´matiquement meilleures a` mesure que l’on autorise plus de pertes. En particulier, lorsque
usys = 0.8, KTS−BFQoS arrive a` ordonnancer : 84% des ensembles de taˆches ge´ne´re´s avec si = 2
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tandis que 98% le sont en utilisant avec si = 3, 80% avec si = 4, 84% avec si = 5, et 74% avec
si = ∞ . Il est clair que la valeur de si va de´terminer le nombre de taˆches de´rivantes et par la
suite le facteur par lequel ui va eˆtre divise´. Un nombre plus important de taˆches implique plus
de nouvelles taˆches avec un facteur d’utilisation plus petit et donc plus facilement assignables.
Cependant dans le cas de si = 5, au deuxie`me niveau il devient inutile de fractionner comme
le nombre de taˆches devient e´gale a` m = 8 alors que le taux de pertes autorise´es continue a`
diminuer d’ou` les performances qui chutent par rapport a` si = 5.
De manie`re ge´ne´rale, nous veillerons a` fixer si en fonction de la plateforme et de l’utilisation du
syste`me. Par exemple, pour D = T , lorsque usys est :
– supe´rieur a` 115%, nous veillerons a` fixer si a` 2.
– dans [110%,115%[, le concepteur, en fonction du taux de pertes qu’il peut autoriser,
de´cidera entre si = 2 ou si = 3.
– dans [105%,110%[, le concepteur, en fonction du taux de pertes qu’il peut autoriser,
de´cidera entre si =2, 3, 4 ou 5.
5 Conclusion
Ce chapitre a permis d’e´tendre les heuristiques de partitionnement classiques pour un mode`le
de taˆches fermes. Nous avons aborde´ le proble`me de l’attribution d’un ensemble de taˆches
fermes dans un syste`me multiprocesseur. Ensuite une analyse d’ordonnanc¸abilite´ selon l’algo-
rithme RTO a e´te´ pre´sente´e pour garantir le respect des e´che´ances des jobs rouges des taˆches
synchrones de l’ensemble. Celle-ci a e´te´ e´tendue pour un mode`le de taˆches pe´riodiques fermes
asynchrones. Nous avons par la suite adapte´ l’approche de partitionnement temps re´el base´e
sur le fractionnement a` un mode`le de taˆches fermes (heuristique KTS −AAQoS). Au travers de
ce travail, nous avons montre´ comment l’analyse e´tendue d’ordonnanc¸abilite´ de´veloppe´e dans le
contexte de taˆches pe´riodiques asynchrones fermes peut eˆtre utilise´e conjointement a` un algo-
rithme de fractionnement de taˆches. L’e´valuation sur une large gamme d’ensembles de taˆches,
ge´ne´re´s de manie`re ale´atoire, indique que l’algorithme KTS − AAQoS offre des performances
significativement meilleures que celles des heuristiques de partitionnement AAQoS et ce, quel
que soit le taux de pertes autorise´es. A` travers un exemple de syste`me, nous avons montre´
comment guider le concepteur a` faire son choix au niveau des pertes autorise´es en fonction de
l’utilisation du syste`me de manie`re a` obtenir de bonnes performances.
Chapitre 4
Contribution au partitionnement
sous contraintes e´nerge´tiques
Ce chapitre est consacre´ au proble`me relatif au partitionnement d’un ensemble de taˆches
temps re´el pe´riodiques sur une plateforme multiprocesseur homoge`ne autonome du point de
vue e´nerge´tique. Pour cela, nous de´crivons dans un premier temps le syste`me conside´re´, un
syste`me qui se doit de satisfaire ses contraintes temporelles sans pour autant manquer d’e´nergie
pour exe´cuter ses taˆches. Apre`s avoir introduit le mode`le conside´re´ et formalise´ le proble`me,
nous pre´sentons les conditions d’ordonnanc¸abilite´ associe´es aux syste`mes temps re´el autonomes
e´nerge´tiquement. Nous pre´sentons ensuite une adaption des heuristiques de partitionnement
classiques aux syste`mes multiprocesseur homoge`nes autonomes e´nerge´tiquement. Notre objectif
est de mettre en œuvre une me´thode de partitionnement qui garantisse l’absence de famine
e´nerge´tique tout en utilisant Earliest Deadline First (EDF) comme politique d’ordonnancement.
Nous explorons la fac¸on dont a` la fois les crite`res de tri des taˆches temps re´el et les contraintes
e´nerge´tiques peuvent favoriser la performance des diffe´rentes heuristiques. Dans un deuxie`me
temps, nous proposons une extension de l’algorithme KTS (de´crit dans le chapitre 2) a` des
syste`mes multiprocesseur homoge`nes autonomes e´nerge´tiquement.
1 Mode`les et de´finitions
1.1 Syste`me conside´re´
Nous nous inte´ressons dans cette partie a` la proposition de solutions de partitionnement
pour des syste`mes nomades qui par nature doivent eˆtre autonomes du point de vue e´nerge´tique.
Comme ces syste`mes sont le plus souvent embarque´s en environnement hostile (voire inacces-
sible), limitant ainsi les interventions humaines, ils doivent fonctionner graˆce a` des re´servoirs
d’e´nergie, qui se rechargent continuement au cours du temps a` partir d’une source d’e´nergie
renouvelable. Cette proble´matique est principalement traite´e par des me´thodes de type DVS
et/ou DPM visant a` faire baisser la consommation d’e´nergie des circuits e´lectroniques. Il est
clair que ces techniques sont utiles aux syste`mes autonomes en leur permettant d’utiliser des
batteries de plus faible capacite´, des panneaux photovolta¨ıques de plus petite taille, et per-
mettent d’e´tendre les dure´es se´parant deux recharges successives d’une batterie. Pourtant, ces
recharges demeurent impe´ratives. Ces techniques ne permettent donc pas a` elles seules d’assurer
un fonctionnement a` l’infini et qualifie´ de neutre e´nerge´tiquement. La neutralite´ e´nerge´tique se
de´finit ici par la proprie´te´ que posse´de le syste`me embarque´ a` fonctionner dans le respect de
toutes ses contraintes temporelles en n’utilisant que l’e´nergie disponible dans le re´servoir et sans
jamais en manquer.
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De plus, chaque processeur πj du syste`me embarque´ est caracte´rise´ par une puissance de
consommation instantane´e note´e Pcj(t), exprime´e en watts soit 0 ≤ Pcj(t). Cette puissance
Pcj(t) est suppose´e nulle lorsque le processeur πj est inactif.
L’e´nergie re´cupe´re´e dans un intervalle [t1, t2] dans le re´servoir qui alimente le processeur πj ,
note´e Erj(t1, t2) se calcule donc de la fac¸on suivante :
Erj(t1, t2) = ∫ t2
t1
Prj(t).dt (4.2)
En conside´rant la puissance instantane´e de re´cupe´ration d’e´nergie propre au re´servoir de πj
constante (∀t, Prj(t) = Prj ), nous obtenons :
Erj(t1, t2) = (t2 − t1).Prj (4.3)
A` un instant t, l’e´nergie stocke´e dans le re´servoir propre au processeur πj est donne´e par :
Ej(t) =min(Bj ,Ej(t − 1) +Erj(t − 1, t) −Ecj(t − 1, t)) (4.4)
ou` Ecj(t−1, t) correspond a` l’e´nergie requise entre t−1 et t pour l’exe´cution des jobs selon EDF
relatifs aux taˆches assigne´es au processeur πj .
De plus, l’e´nergie stocke´e dans chaque re´servoir est suppose´e eˆtre maximale a` l’instant de
de´marrage du syste`me (suppose´ a` t = 0).
∀jǫ1..m,Ej(0) = Bj (4.5)
ou` m repre´sente le nombre de processeurs dans la plateforme.
1.3 Mode`le de taˆches
Nous conside´rons une plateforme π compose´e de m processeurs identiques : Π = {π1, ..., πm},
et un ensemble de n taˆches inde´pendantes, pe´riodiques et pre´emptibles τ = {τ1, τ2, ..., τn}.
Chaque taˆche τi (Oi,Ei, Ci, Ti,Di) est de´finie par :
– Oi, l’offset de τi ;
– Ei, sa consommation e´nerge´tique pire-cas (WCEC : Worst Case Energy Consumption),
exprime´e en joules ;
– Ci, son temps d’exe´cution pire-cas ;
– Ti, sa pe´riode ;
– Di, son de´lai critique ou e´che´ance relative.
Nous nous inte´ressons au mode`le de taˆches a` e´che´ances contraintes (Di ≤ Ti).
La consommation e´nerge´tique de τi est conside´re´e au pire cas et correspond donc a` la plus
grande quantite´ d’e´nergie qu’elle peut consommer en s’exe´cutant sur un processeur. Le facteur
d’utilisation ou charge processeur de la taˆche τi, de´note´ ui, correspond au taux d’activite´ du
processeur de´die´ a` l’exe´cution des jobs successifs de la taˆche : ui = CiTi . Le facteur d’utilisation
d’un syste`me compose´ de m processeurs et n taˆches pe´riodiques est de´fini comme suit :
usys = 1
m
n
∑
i=1
Ci
Ti
(4.6)
Par ailleurs, nous introduisons le facteur d’utilisation e´nerge´tique uei = EiTi de chaque taˆche
τi et sa densite´ e´nerge´tique δei = Eimin(Di,Ti) . Le facteur d’utilisation e´nerge´tique d’un ensemble
de taˆches τ est alors de´fini comme suit : Ue = ∑ni=1 uei .
Chaque processeur πj est destine´ a` l’exe´cution du sous-ensemble de taˆches qui lui sont
assigne´es, soit Γj . Nous noterons H(Γj) = PPCM(Ti) l’hyperpe´riode des taˆches de l’ensemble
Γj . Les surcouˆts en temps et en e´nergie, occasionne´s par les e´ventuelles pre´emptions, sont
suppose´s nuls.
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1.4 E´le´ments de terminologie e´nerge´tique
Nous proposons, pour ce nouveau mode`le de syste`me, d’introduire une nouvelle terminologie
adapte´e aux caracteristiques e´nerge´tiques des taˆches, du processeur et de la source d’alimenta-
tion.
De´finition 4.1 La criticite´ d’e´nergie de´note´e par Re, appele´e e´galement ratio d’e´nergie, repre´sente
le niveau de contrainte e´nerge´tique du syste`me. Il s’agit du rapport entre l’e´nergie consomme´e
par les taˆches de τ et l’e´nergie rec¸ue par le syste`me compose´ de m processeurs, soit :
Re = Ue∑mj=1 P rj
(4.7)
ou` P rj = 1t ∫ t0 Prj(t).dt.
Dans le cadre de cette the`se, nous conside´rerons que les profils e´nerge´tiques de la source pour
chaque processeur πj sont identiques, ∀j = 1..m,Prj(t) = Pr(t). La formule de Re se re´duit a` :
Re = Ue
mP r
(4.8)
Nous classifierons par la suite le syste`me selon trois cate´gories de criticite´ d’e´nergie : (i)
faiblement contraint e´nerge´tiquement (weakly energy-constrained en anglais), (ii) moyenne-
ment contraint e´nerge´tiquement (moderately energy-constrained en anglais), et (iii) fortement
contraint e´nerge´tiquement (highly energy-constrained en anglais).
De´finition 4.2 Un syste`me est conside´re´ faiblement contraint e´nerge´tiquement s’il consomme
moins de 40% de l’e´nergie rec¸ue par le syste`me : Re < 0.4
De´finition 4.3 Un syste`me est conside´re´ moyennement contraint e´nerge´tiquement s’il consom-
me entre de 40% et 80% de l’e´nergie rec¸ue par le syste`me : 0.4 ≤ Re ≤ 0.8
De´finition 4.4 Un syste`me est conside´re´ fortement contraint e´nerge´tiquement s’il consomme
plus que 80% de l’e´nergie rec¸ue par le syste`me : Re > 0.8
● Ordonnancement e´nerge´tiquement ordonnanc¸able : Nous disons qu’un ordonnan-
cement est e´nerge´tiquement ordonnanc¸able selon EDF pour un ensemble de taˆches donne´e
si EDF produit une se´quence d’ordonnancement ou` a` aucun moment il ne se produit de
famine e´nerge´tique.
● Ordonnancement temporellement ordonnanc¸able : Nous disons qu’un ordonnance-
ment est temporellement ordonnanc¸able selon EDF pour un ensemble de taˆches donne´e si
EDF produit une se´quence valide d’ordonnancement ou` toutes les contraintes temporelles
de cette configuration sont respecte´es sans prendre en compte ses contraintes e´nerge´tiques.
● Ensemble de taˆches ordonnanc¸able / non-ordonnanc¸able : Nous disons qu’un
ensemble de de taˆches est ordonnanc¸able selon une certaine politique d’ordonnancement si
la se´quence produite par l’ordonnanceur valide les contraintes temporelles et e´nerge´tiques
de cet ensemble e´tant donne´es les caracte´ristiques du re´servoir d’e´nergie et de la source
d’e´nergie. Sinon, elle est dite non-ordonnanc¸able soit a` cause de ses contraintes temporelles
(e´che´ances trop strictes) soit a` cause de ses contraintes e´nerge´tiques (re´servoir trop petit
ou puissance de la source trop faible).
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2 Le partitionnement sous contraintes temps re´el et e´nerge´tiques
2.1 Formulation du proble`me
Le proble`me souleve´ ici consiste a` trouver un partitionnement valide c’est-a`-dire satisfai-
sant les contraintes temporelles et e´nerge´tiques. Celui-ci permettra de de´terminer la re´partition
d’un ensemble des taˆches τ = {τ1, τ2, ...τn} sur les diffe´rents processeurs de la plateforme
Π = {π1, ..., πm}, de manie`re a` ce que la configuration globale soit ordonnanc¸able. Plus formelle-
ment, il s’agit de partitionner l’ensemble des n taˆches enm sous-ensembles disjoints Γ1,Γ2, ...,Γm
(avec ⋃Γj = τ) et d’ordonnancer ensuite chaque sous-ensemble Γj sur le processeur πj selon la
politique d’ordonnancement monoprocesseur EDF en respectant :
– les contraintes d’ordre temporel : Sur chaque processeur πj , tous les jobs de taˆches de Γj
doivent s’exe´cuter avant leur e´che´ance.
– les contraintes d’ordre e´nerge´tique : Chaque processeur πj ne doit, a` aucun instant, man-
quer d’e´nergie pour exe´cuter l’ensemble des jobs de taˆches de Γj .
Conside´rons un ensemble τ = {τ1(0,90,30,100,100), τ2(0,40,5,25,25), τ3(0,12,36,50,50)}
sur une plateforme a` 2 processeurs et une puissance de re´cupe´ration d’e´nergie moyenne P r = 2.
Le facteur d’utilisation de l’ensemble de taˆches est e´gal a` 1.22 tandis que le niveau de criticite´
Re = Ue/(2∗P r) = 0.725. Une approche de partitionnement FF classique abstraction faite de la
contrainte e´nerge´tique donnerait la re´partition suivante (cf. Tableau 4.1) :
τi πj
τ1 π1
τ2 π1
τ3 π2
Table 4.1 – Exemple du re´sultat d’allocation de l’ensemble de taˆches τ selon FF
L’approche de partitionnement FF-AS (de´crite plus loin page 87) prenant en compte a` la
fois les contraintes temporelles et e´nerge´tiques donne quant a` elle la re´partition suivante (cf.
Tableau 4.2) :
τi πj
τ1 π1
τ2 π2
τ3 π2
Table 4.2 – Exemple du re´sultat d’allocation de l’ensemble de taˆches τ selon FF-AS
Comme le montre les Tableaux 4.1 et 4.2, les re´partitions des taˆches sont diffe´rentes pour un
meˆme ensemble en tenant compte ou non des contraintes e´nerge´tiques. Cela prouve donc qu’une
re´partition selon une heuristique faisant abstraction des contraintes e´nerge´tiques ne garantit pas
syste´matiquement l’ordonnanc¸abilite´ de l’ensemble d’ou` la ne´cessite´ de de´velopper des exten-
sions d’heuristiques de partitionnement qui re´partissent les taˆches selon leurs consommations
e´nerge´tiques et le niveau de contrainte e´nerge´tique de la plateforme.
2.2 Tests d’ordonnanc¸abilite´
En faisant abstraction de la contrainte e´nerge´tique, une condition exacte d’ordonnanc¸abilite´
pour EDF existe (cf The´ore`me 8 page 18) pour des ensembles de taˆches pe´riodiques a` e´che´ances
sur requeˆtes (qu’elles soient synchrones ou asynchrones).
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Pour des taˆches pe´riodiques synchrones a` e´che´ances contraintes, nous utiliserons les re´sultats
e´nonce´s dans [BRH90] qui reposent sur la notion de demande processeur (demand bound
function en anglais). De´note´e hj(t) pour le processeur πj , celle-ci correspond a` la dure´e cumule´e
d’exe´cution des taˆches re´veille´es et a` terminer dans [0, t] :
The´ore`me 23 Un ensemble Γj de n taˆches pe´riodiques synchrones a` e´che´ances contraintes est
ordonnanc¸able sur un processeur πj par EDF si et seulement si :
∀t > 0, hj(t) =max(0, n∑
i=1
(1 + ⌊ t −Di
Ti
⌋))Ci ≤ t (4.9)
Pour un ensemble Γj de n taˆches pe´riodiques asynchrones, Leung and Merill [LM80] ont
montre´ que l’intervalle de temps [0,maxi=1..n{Oi}+2H(Γj)[ est une feneˆtre (pas ne´cessairement
la plus courte) dans laquelle la charge de travail individuelle de chaque taˆche est la meˆme que
celle calcule´e dans la feneˆtre suivante (l’intervalle [maxi=1..n{Oi}+ 2H(Γj),2× (maxi=1..n{Oi}+
2H(Γj))[) et ainsi de suite, de´finissant ainsi une cyclicite´ (meˆme charge de traitement). Ils
ont donc montre´ qu’il suffisait de ve´rifier que toutes les e´che´ances soient bien respecte´es dans
l’intervalle [0,maxi=1..n{Oi}+2H(Γj)] pour valider l’ordonnanc¸abilite´ d’un ensemble de taˆches.
Baruah et al. ont utilise´ ce re´sultat pour e´tablir le the´ore`me suivant :
The´ore`me 24 [BRH90] Un ensemble Γj de n taˆches pe´riodiques asynchrones a` e´che´ances
contraintes est faisable sur un processeur πj si et seulement si :
1. ∑ni=1 CiTi ≤ 1.
2. ∀0 ≤ t1 < t2 ≤ Φ + 2H(Γj), hj (t1, t2) ≤ t2 − t1.
ou` Φ = maxi=1..n{Oi} et hj(t1, t2) de´note la demande processeur relative a` πj dans l’intervalle[t1, t2], a` savoir :
hj (t1, t2) = n∑
i=1
ηi (t1, t2)Ci. (4.10)
avec ηi (t1, t2) =max (0, ⌊ t2−Oi−DiTi ⌋ − ⌈ t1−OiTi ⌉ + 1)
En rajoutant la dimension e´nerge´tique au proble`me, ces conditions sont e´tendues pour
garantir les contraintes temporelles et d’e´nergie [Che13] :
The´ore`me 25 [Che13] Un ensemble Γj de n taˆches pe´riodiques synchrones a` e´che´ances contraintes
posse´dant un facteur d’utilisation e´nerge´tique Uej est ordonnanc¸able sur un processeur πj con-
side´rant un profil e´nerge´tique constant si et seulement si :
1. ∀0 ≤ t ≤H(Γj), hj (t) ≤ t.
2. ∀0 ≤ t ≤H(Γj),Ej(t) ≥ 0.
3. Ej(H(Γj)) ≥ Ej(0).
4. Uej ≤ Prj
En effet, il a e´te´ prouve´ re´cemment dans [Che13] qu’en conside´rant une source d’e´nergie
a` puissance constante, le The´ore`me 25 est une condition exacte et il est donc suffisant de la
ve´rifier pour tous les instants t entre 0 et H(Γj).
Dans le cas d’un ensemble de taˆches asynchrones, il a e´te´ montre´ que la charge de traitement
est la meˆme d’une feneˆtre a` l’autre (de taille ∆ = 2H(Γj)+Φ) [LM80]. Cependant, en partant du
fait que les batteries sont initialement pleines et avec la pre´sence d’offset, l’e´nergie rec¸ue alors
que le processeur est peu ou pas charge´ au de´part est perdu. Cependant, celle-ci est re´cupe´re´e
dans la deuxie`me feneˆtre ou` la charge de traitement reste la meˆme mais l’e´nergie rec¸ue au de´but
de la seconde feneˆtre n’est plus perdue car utilise´e (au moins une taˆche active a` t = ∆). Pour
cela, nous avanc¸ons une condition suffisante garantissant l’ordonnanc¸abilite´ dans le cas d’un
profil e´nerge´tique constant avec des batteries initialement pleines :
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The´ore`me 26 Un ensemble Γj de n taˆches pe´riodiques asynchrones a` e´che´ances contraintes
posse`dant un facteur d’utilisation e´nerge´tique Uej est ordonnanc¸able sur un processeur πj con-
side´rant un profil e´nerge´tique constant si :
1. ∀0 ≤ t1 < t2 ≤ Φ + 2H(Γj), hj (t1, t2) ≤ t2 − t1.
2. ∀0 ≤ t < 2 × (2H(Γj) +Φ),Ej(t) ≥ 0.
3. Ej(2 × (2H(Γj) +Φ)) ≥ Ej(0).
Preuve: (condition suffisante)
L’ensemble de taˆches est ordonnanc¸able sur [2(k − 1)∆,2k∆], donc tous les jobs de taˆches
re´veille´s dans cet intervalle ont termine´ leur exe´cution avant e´che´ance (condition 1. [LM80])
sans famine e´nerge´tique (Ej(t) ≥ 0). A l’instant 2k∆, le syste`me, du point de vue de l’activite´
du processeur se retrouve dans le meˆme e´tat qu’a` 2(k − 1)∆. Du point de vue e´nerge´tique,
le syste`me se retrouve a` l’instant 2k∆ dans une situation plus favorable qu’a` 2(k − 1)∆ avec
un surplus d’e´nergie dans le re´servoir a` l’instant 2k∆, e´gal a` Ej(2k∆) − Ej(2(k + 1)∆). Par
conse´quent, l’ensemble sera aussi ordonnanc¸able sur [2k∆,2(k + 1)∆]. Montrons maintenant
que nous pouvons appliquer aux jobs re´veille´s sur [2k∆,2(k + 1)∆] le meˆme ordonnancement
que celui applique´ aux jobs re´veille´s sur [2(k − 1)∆,2k∆] et nous aurons alors ne´cessairement
Ej(2(k + 1)∆) ≥ Ej(2k∆). Soient deux instants t1 et t2 tels que 2(k − 1)∆ ≤ t1 ≤ 2k∆ et
t2 = t1 +2∆. Supposons que les deux se´quences soient identiques respectivement jusqu’a` t1 et t2
avec Ej(t2) ≥ Ej(t1). Montrons qu’elles peuvent eˆtre identiques dans l’unite´ de temps suivante
et que nous aurons aussi Ej(t2 +1) ≥ Ej(t1 +1). Entre t1 et t1 +1, voici les diffe´rentes situations
possibles :
– Le processeur est actif. Alors ayant d’avantage d’e´nergie dans le re´servoir qu’a` t1, il peut
aussi eˆtre actif entre t2 et t2 + 1. Et le niveau d’e´nergie dans le re´servoir a diminue´ de
la meˆme quantite´. D’ou` Ej(t2 + 1) = Ej(t1 + 1) + Ej(2k∆) − Ej(2(k − 1)∆). Et donc
Ej(t2 + 1) ≥ Ej(t1 + 1).
– Le processeur est inactif. Il peut e´videmment aussi eˆtre inactif entre t2 et t2 + 1. Trois
situations sont toutefois a` conside´rer du point de vue du re´servoir :
1. Le re´servoir est plein a` t1 et de l’e´nergie est gaspille´e entre t1 et t1 +1 d’une quantite´
e´gale a` Pr. La meˆme quantite´ sera donc aussi gaspille´e entre t2 et t2 + 1 et donc
avec la meˆme diffe´rence de quantite´ d’e´nergie dans le re´servoir. Soit Ej(t2 + 1) =
Ej(t1 + 1) +Ej(2k∆) −Ej(2(k − 1)∆). Et donc Ej(t2 + 1) ≥ Ej(t1 + 1).
2. Le re´servoir n’est pas plein ni a` t1, ni a` t2 . Dans ce cas, dans les deux se´quences, le
re´servoir se remplit de la meˆme quantite´ e´gale a` Pr et nous avons aussi Ej(t2 + 1) =
Ej(t1 + 1) +Ej(2k∆) −Ej(2(k − 1)∆). Et donc Ej(t2 + 1) ≥ Ej(t1 + 1).
3. Le re´servoir n’est pas plein a` t1 mais plein a` t2 . Soit Ej(t1) < Bj et Ej(t2) = Bj .
Nous avons donc Ej(t2+1) = Bj car l’e´nergie re´cupe´re´e entre t2 et t2+1 est gaspille´e.
Et nous avons Ej(t1 + 1) ≤ Bj . Et donc Ej(t2 + 1) ≥ Ej(t1 + 1).
Nous appliquons ce raisonnement par re´currence et montrons que Ej(2(k+1)∆) ≥ Ej(2k∆).
Ceci implique que s’il existe un ordonnancement faisable pour τ sur [0,2∆] et si Ej(2∆) ≥
Ej(0), alors le meˆme ordonnancement faisable existe pour sur [2∆,4∆] tel que Ej(4∆) ≥
Ej(2∆) et donc tel que Ej(4∆) ≥ Ej(0). Et par re´currence, il existe le meˆme ordonnance-
ment faisable sur [2(k − 1)∆,2k∆] pour tout k, tel que Ej(2k∆) ≥ Ej(0). Donc, il existe
un ordonnancement faisable qui est cyclique de pe´riode 2∆. ◻
2.3 Dimensionnement suffisant du syste`me du point de vue e´nerge´tique
L’objectif de cette partie est d’estimer la taille minimale Bjef de la batterie qui permette de
garantir les meilleures performances et ce, quel que soit l’algorithme choisi. Le dimensionnement
est tel que : ∀Bj ≥ Bjef , le taux de re´ussite reste le meˆme.
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En fait, nous pouvons pre´dir que Bjef de´pend de la charge e´nerge´tique Uej du processeur
πj qui elle-meˆme est borne´e pour que l’ensemble soit ordonnanc¸able : ∀j = 1..m,Uej ≤ Prj .
Nous e´nonc¸ons donc le lemme suivant :
Lemme 4.1 Pour un ensemble de taˆches Γj (ayant un facteur d’utilisation e´nerge´tique Uej )
s’exe´cutant sur un processeur πj, la taille suffisante Bjef de la batterie quelles que soient l’heu-
ristique choisie et la source d’e´nergie conside´re´e est e´gale a` l’e´nergie consomme´e par l’ensemble
Γj sur une hyperpe´riode H(Γj), soit Bjef = Uej ×H(Γj).
Preuve: Nous nous plac¸ons dans le pire cas : le processeur est toujours actif sur [0,H(Γj)]
(l’exe´cution des taˆches de l’ensemble Γj s’effectue sans aucun temps creux). Cela veut dire que la
quantite´ d’e´nergie Ue×H(Γj) va eˆtre consomme´e dans la batterie de πj entre t = 0 et t =H(Γj).
Ainsi, il faudra que cette quantite´ soit pre´sente dans la batterie pour ne pas conduire a` une
famine e´nerge´tique. ◻
De plus, nous pouvons noter qu’a` travers la taille de la batterie Bj (ou Emaxj ) nous pouvons
controˆler la charge e´nerge´tique maximale d’un processeur. En effet, re´duire la taille de la batterie
pousserait le processeur πj a` rejeter des taˆches qui seraient assigne´es du coup sur le processeur
suivant πj+1 impliquant ainsi une baisse de la charge e´nerge´tique de πj .
3 Extension des heuristiques classiques de partitionnement a`
des syste`mes autonomes e´nerge´tiquement
Les heuristiques de partitionnement classiques adapte´es a` des syste`mes autonomes seront
de´note´es FF-AS (First Fit-Autonomous System heuristic), BF-AS (Best Fit-Autonomous Sys-
tem heuristic), et WF-AS (Worst Fit-Autonomous System heuristic).
3.1 Description algorithmique
La Figure 4.2 montre le pseudo-code d’un algorithme d’allocation AA adapte´ aux syste`mes
autonomes e´nerge´tiquement que l’on de´note AA-AS (AA-AS peut eˆtre FF-AS, BF-AS, WF-AS
ou encore NF-AS). Pour chaque processeur πj , Γj de´note les taˆches parmi τ1,..., τi−1 qui ont
de´ja e´te´ assigne´es au processeur πj . Initialement, ∀j = 1..m,Γj = ∅.
The´ore`me 27 Si l’algorithme AA-AS retourne SUCCES pour un ensemble de taˆches τ a`
e´che´ances contraintes, alors le partitionnement obtenu en utilisant l’heuristique AA est or-
donnanc¸able selon EDF.
Preuve:
On observe que l’algorithme retourne SUCCES si et seulement s’il a assigne´ avec succe`s
chaque taˆche de τ aux diffe´rents processeurs. Avant l’assignation de la taˆche τi, l’ensemble
de taˆches de chaque processeur est trivialement ordonnanc¸able. Il re´sulte du The´ore`me 25
(ou 26 pour des taˆches asynchrones) que tous les ensembles de taˆches des processeurs restent
ordonnanc¸ables apre`s chaque attribution de taˆche. Par conse´quent, tous les ensembles de taˆches
des processeurs sont ordonnanc¸ables une fois que toutes les taˆches de τ ont e´te´ assigne´es.◻
4 Extension de KTS a` des syste`mes autonomes e´nerge´tiquement
4.1 Principe
L’approche KTS abstraction faite de l’e´nergie permet d’augmenter de manie`re significative
les performances par rapport aux heuristiques de partitionnement classiques. Le choix d’e´tendre
cette approche aux syste`mes autonomes e´nerge´tiquement, de´sormais de´note´e KTS-AA-AS va
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Algorithme 3 Algorithme AA-AS
Entre´es : m,τ = {τ1, ..., τn}
Sorties : SUCCES et {Γ1, ...,Γm} si τ est ordonnanc¸able, ECHEC sinon.
Fonction : FF −AS
de´but
pour i = 1→ ∣τ ∣ faire
/* Taˆche assigne´e selon l’heuristique AA, ici FF est utilise´ */
Ordo← faux ;
pour j = 1→m faire
si τi est temporellement-ordonnanc¸able et e´nerge´tiquement-ordonnanc¸able sur pij alors
/* τi est assigne´e au processeur pij ; */
Γj = Γj ∪ τi ;
Ordo← vrai ;
break ;
fin si
fin pour
si not Ordo alors
retourner ECHEC ;
fin si
fin pour
retourner SUCCES ;
fin
Figure 4.2 – Pseudo-code de AA-AS
permettre de diminuer le nombre d’ensembles de taˆches qui n’e´taient pas ordonnanc¸ables du fait
du non respect des contraintes temporelles ou des contraintes d’e´nergie. Ce qui va permettre
d’augmenter encore une fois les performances des heuristiques de base.
Le principe de fonctionnement de l’algorithme KTS-AA-AS reste similaire a` celui de´crit
dans le chapitre 2. Seulement cette fois-ci, les tests d’ordonnnanc¸abilite´ incluent le respect
non seulement des contraintes temporelles mais aussi des contraintes d’e´nergie. Les taˆches sont
d’abord assigne´es aux diffe´rents processeurs selon une certaine heuristique de base associe´e a` un
crite`re de tri (base´, par exemple, sur l’utilisation ou la densite´). De`s lors que l’allocation d’une
taˆche sur un processeur n’est plus possible (un rejet duˆ a` (i) une violation d’e´che´ance, (ii) a` la
pre´sence d’une famine e´nerge´tique et/ou (iii) a` un niveau d’e´nergie dans la batterie a` la fin de
la feneˆtre de test en dec¸a du niveau initial), la taˆche rejete´e va subir un fractionnement selon
l’algorithme KTS, comme de´crit dans la Figure 2.1 (page 41).
4.2 Description algorithmique
Tout comme l’algorithme de base de KTS abstraction faite de l’e´nergie, si aucun processeur
n’est capable de recevoir une certaine taˆche, nous ne pouvons rien conclure quant a` l’ordon-
nanc¸abilite´ de l’ensemble de taˆches τ sur la plateforme multiprocesseur. La taˆche τi est alors
fractionne´e en un sous-ensemble τ spliti compose´ de deux taˆches qui sont assigne´es a` un sous-
ensemble de processeurs de la plateforme a` m processeurs. Le Lemme 4.2 affirme qu’en attri-
buant une taˆche fractionne´e de τ spliti a` un processeur πj , l’ordonnanc¸abilite´ des taˆches confie´es
pre´ce´demment a` l’ensemble des processeurs reste intacte.
Lemme 4.2 Si l’ensemble de taˆches pre´ce´demment assigne´es aux processeurs est ordonnanc¸able
(sur chaque processeur) et que par la suite l’algorithme KTS-AA-AS assigne une taˆche τ0i (res-
pectivement τ1i ) au processeur πj (d’apre`s le The´oreme 26), alors l’ensemble de taˆches assigne´es
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a` chaque processeur (y compris processeur πj) reste ordonnanc¸able.
Preuve: On observe que l’ordonnanc¸abilite´ des processeurs autres que le processeur πj n’est
pas affecte´e par l’allocation de la taˆche τ0i (respectivement τ
1
i ) au processeur πj . Aussi, si
l’ensemble de taˆches pre´ce´demment assigne´ a` πj e´tait faisable sur πj avant l’allocation de τ
0
i
(respectivement τ1i ) et que la condition du The´oreme 26 est satisfaite, alors l’ensemble de taˆches
sur πj reste ordonnanc¸able apre`s l’ajout de τ
0
i (respectivement τ
1
i ).◻
Le fonctionnement de KTS-AA-AS de´termine, par des applications re´pe´te´es du Lemme 4.2
au niveau de chaque taˆche a` assigner, l’ordonnanc¸abilite´ de l’ensemble de taˆches.
The´ore`me 28 Conside´rant un ensemble de taˆches pe´riodiques τ , si l’algorithme de partition-
nement KTS-AA-AS retourne SUCCES, alors le partitionnement e´tabli est ordonnanc¸able.
Preuve: On observe que l’algorithme retourne SUCCES si et seulement s’il a assigne´ avec
succe`s chaque taˆche de τ aux diffe´rents processeurs. Avant l’assignation de la taˆche τi, l’ensemble
de taˆches de chaque processeur est trivialement ordonnanc¸able. Il re´sulte du Lemme 4.2 que
tous les ensembles de taˆches des processeurs restent ordonnanc¸ables apre`s chaque attribution
de taˆche. Par conse´quent, tous les ensembles de taˆches des processeurs sont ordonnanc¸ables une
fois que toutes les taˆches de τ ont e´te´ assigne´es.◻
5 Validation par simulation
L’objectif de ce paragraphe est de rapporter les diffe´rentes simulations effectue´es dans le but
d’e´valuer les performances des heuristiques de´crites pre´ce´demment, tout en analysant les crite`res
qui permettent d’obtenir les meilleures performances. Pour cela, l’objectif est de maximiser le
taux de re´ussite, c’est-a`-dire la proportion d’ensembles de taˆches ge´ne´re´s qui s’exe´cutent dans
le respect de leurs e´che´ances tout en respectant les contraintes e´nerge´tiques du syste`me. Les
expe´rimentations en simulation tendent e´galement a` e´valuer l’impact de la taille de la batterie
sur ces diffe´rentes heuristiques et fournir ainsi un guide de choix au concepteur du syste`me pour
le dimensionnement des re´servoirs de stockage d’e´nergie du syste`me.
5.1 Environnement de simulation
L’environnement de simulation consiste en m ordonnanceurs associe´s aux diffe´rents proces-
seurs constituant la plateforme. Le programme de simulation a e´te´ imple´mente´ en langage Perl.
L’architecture fonctionnelle du simulateur est repre´sente´e sur la Figure 4.3.
Algorithme d’Allocation AA (FF, BF, ...)
Ensemble de taˆches
τ = {τi(Ei, Ci, Ti, Di), i = 1..n}
ALGORITHME
KTS-AA-AS
/ AA-AS
STATISTIQUES
GE´NE´RATEUR
D’ENSEMBLES
DE TAˆCHES
{n,m}
nb ensembles
Timin
Timax
uimax
uimin
usysmin
usysmax
ppcmmax
Ue
FL 1
pi1
PROCESSEURS
OL 1
FL 2
pi2OL 2
OL : Ordonnanceur local
FL : File locale
FL m
pimOL m
Figure 4.3 – Architecture fonctionnelle du simulateur
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Le ge´ne´rateur d’ensembles de taˆches pe´riodiques a e´te´ conc¸u de manie`re a` ce que les fac-
teurs d’utilisation ui des taˆches de l’ensemble ge´ne´re´ soient re´partis de manie`re uniforme dans[uimin , uimax] = [0.1,1]. Il accepte en entre´e plusieurs parame`tres : le nombre de processeurs m
de la plateforme, le nombre de taˆches n a` partitionner, le nombre d’ensembles de taˆches ge´ne´re´
nb ensembles pour chaque configuration, le ppcm maximum ppcmmax des pe´riodes des taˆches
choisies dans l’intervalle [Timin , Timax] = [10,200]. La charge pe´riodique totale du syste`me (com-
pose´ de m processeurs) usys varie dans [usysmin , usysmax] = [0.6,1].
En sortie, on obtient pour chaque valeur de usys, nb ensembles ensembles de taˆches pe´-
riodiques synchrones τ = {τi(Ei, Ci, Ti,Di), i = 1..n}. Les dure´es d’exe´cution des taˆches sont
ge´ne´re´es a` partir des facteurs d’utilisation et des pe´riodes affecte´s aux taˆches, Ci = ui × Ti. Les
consommations e´nerge´tiques pire-cas Ei des taˆches sont choisies ale´atoirement de manie`re a` ce
que leur somme soit e´gale au facteur d’utilisation e´nerge´tique totale Ue fourni en entre´e.
Dans notre me´thode de ge´ne´ration de taˆches, nous conside´rons des taˆches a` e´che´ances
contraintes et donc Di est choisie ale´atoirement dans [Ci, Ti].
Apre`s la ge´ne´ration des diffe´rents ensembles de taˆches, le simulateur tente de partitionner, pour
chaque valeur de usys, les nb ensembles ensembles de taˆches et sort la proportion d’ensembles
de taˆches juge´s ordonnanc¸ables appele´e le taux de re´ussite (success ratio en anglais). Le taux
de re´ussite est le crite`re de performance qui permettra de comparer les diffe´rentes strate´gies
entre elles.
Dans toutes nos simulations, nous ge´ne´rons 300 ensembles de 20 taˆches a` e´che´ances contraintes
(D ≤ T ) posse´dant diffe´rents niveaux de criticite´ d’e´nergie Re. Le nombre de processeurs est
fixe´ a` 8.
5.2 E´valuation des heuristiques adapte´es FF-AS, BF-AS et WF-AS
Dans un premier temps, nous cherchons a` e´valuer les performances des heuristiques de base
adapte´es a` des syste`mes autonomes e´nerge´tiquement. En particulier, nous e´tudions l’influence
du crite`re de tri des diffe´rentes taˆches de l’ensemble ainsi que la taille de la batterie sur le taux
de re´ussite observe´. Par la suite, nous utiliserons ces re´sultats comme re´fe´rence pour l’e´valuation
de KTS-AA-AS.
5.2.1 Effet du crite`re de tri
Les Figures 4.4, 4.5 et 4.6 montrent l’effet du tri des taˆches a` e´che´ances contraintes selon un
crite`re donne´ en amont de la phase de partitionnement pour les diffe´rentes heuristiques BF-AS,
FF-AS et WF-AS pour diffe´rentes contraintes d’e´nergie Re = {0.3,0.75,0.9}. Sur ces figures, D
signifie de´croissant (decreasing) et I signifie croissant (increasing).
On remarque que pour les syste`mes faiblement contraints e´nerge´tiquement, la courbe du
crite`re de densite´ de´croissante,D−δi, domine toutes les autres courbes et offre donc les meilleures
performances et ce quelle que soit l’heuristique conside´re´e (voir les Figures 4.4(a), 4.5(a) et
4.6(a)).
WF-AS fait exception : D − δi reste invariablement le meilleur crite`re de tri pour avoir de
tre`s bonnes performances quelle que soit la contrainte e´nerge´tique (voir Figure 4.6(b)).
Cependant pour BF-AS et FF-AS, a` mesure que le syste`me devient plus fortement contraint
e´nerge´tiquement (cas extreˆme Re = 0.9), le tri des taˆches par leur densite´ e´nerge´tique et leur
utilisation e´nerge´tique de manie`re de´croissante D − δei et D − uei offrent les meilleures perfor-
mances (voir les Figures 4.4(c), 4.5(c) et 4.6(c)) pour les trois heuristiques. Il est important de
noter que, pour des ensembles de taˆches comportant des taˆches dont les facteurs d’utilisation
e´nerge´tique peuvent eˆtre e´leve´s, le fait d’assigner d’abord les taˆches posse´dant les plus grands
facteurs d’utilisation e´nerge´tique re´duit la probabilite´ de ne pas pouvoir assigner ces taˆches
ulte´rieurement pour cause de non-respect des contraintes e´nerge´tiques.
90 Contribution au partitionnement sous contraintes e´nerge´tiques
Enfin, pour des syste`mes moyennement contraints e´nerge´tiquement, selon la pre´dominance
d’une contrainte (temporelle ou e´nerge´tique) sur une autre, les performances de crite`res vont
le´ge`rement varier et donc on peut s’attendre a` voir des des re´sultats assez proches les uns des
autres. En effet, pour BF-AS et FF-AS, les courbes D − δei , D − δi et I − Ti se chevauchent et
offrent par ailleurs les meilleures performances (voir les Figures 4.4(b), 4.5(b)). Il est clair que
pour des syste`mes consommateurs en e´nergie, le choix d’assigner en premier les taˆches ayant un
facteur d’utilisation d’e´nergie e´leve´ re´duit la possibilite´ d’avoir par la suite un rejet de taˆches duˆ
aux contraintes d’e´nergie. Les crite`res de tri associe´s aux contraintes temporelles des taˆches ne
sont pour autant pas exclues. En particulier, pour des syste`mes a` taux d’utilisation important,
les crite`res I−Ti et D−δi donnent des performances similaires a` celles observe´es pour les crite`res
D − δei et D − δi.
Nous effectuerons donc dans la suite : (i) un tri des taˆches par ordre de´croissant de leur densite´
D−δi pour des syste`mes faiblement ou moyennement contraints, (ii) un tri des taˆches par ordre
de´croissant de leur densite´ D − δei pour des syste`mes fortement contraints
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Figure 4.4 – Performances de BF-AS selon diffe´rents niveaux de criticite´ d’e´nergie : (a)Re = 0.3,
(b) Re = 0.75, (c) Re = 0.9
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Figure 4.5 – Performances de FF-AS selon diffe´rents niveaux de criticite´ d’e´nergie : (a) Re = 0.3,
(b) Re = 0.75, (c) Re = 0.9
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Figure 4.6 – Performances de WF-AS selon diffe´rents niveaux de criticite´ d’e´nergie : (a) Re =
0.3, (b) Re = 0.75, (c) Re = 0.9
5.2.2 Effet de la taille de la batterie
Les Figures 4.7, 4.8 et 4.9 illustrent les performances des diffe´rentes heuristiques lorsque la
taille Bj de la batterie de chaque processeur varie. Pour cela, nous observons le taux de re´ussite
des 300 ensembles de taˆches pour chaque valeur de Re et ce, avec diffe´rentes tailles de batteries
toutes relie´es a` un facteur pre`s β a` la consommation e´nerge´tique du processeur πj pendant une
hyperpe´riode, soit Bj = β × (Uej ×H(Γj)).
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Figure 4.7 – Effet de la taille de la batterie Bj pour Re = 0.3 sur le taux de re´ussite de : (a)
BF-AS, (b) FF-AS, (c) WF-AS
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Figure 4.8 – Effet de la taille de la batterie Bj pour Re = 0.75 sur le taux de re´ussite de : (a)
BF-AS, (b) FF-AS, (c) WF-AS
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Figure 4.9 – Effet de la taille de la batterie Bj pour Re = 0.9 sur le taux de re´ussite de : (a)
BF-AS, (b) FF-AS, (c) WF-AS
Comme pre´vu, les Figures 4.7, 4.8 et 4.9 montrent que quels que soient l’heuristique et le
niveau de criticite´ d’e´nergie Re, a` partir d’un facteur β = 1, le taux de re´ussite cesse d’augmenter.
5.3 E´valuation de l’approche KTS −AA −AS
Nous cherchons a` e´valuer KTS-AA-AS pour des syste`mes posse´dant diffe´rents niveaux de
criticite´ e´nerge´tique et voir dans quelle situation cette approche est la plus avantageuse.
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5.3.1 Effet de la profondeur limite K
Les Figures 4.10, 4.11, et 4.12 illustrent le taux de re´ussite de AA-AS et KTS-AA-AS
pour diffe´rents algorithmes d’allocation (AA = { BF, FF, WF}). Nous conside´rons toujours
des ensembles de taˆches a` e´che´ances contraintes avec diffe´rents niveaux de criticite´ d’e´nergie :
Re = {0.3; 0.75;Re = 0.9}s.
Les re´sultats des Figures 4.10, 4.11, et 4.12 montrent que KTS adapte´ offre toujours de
meilleures performances et ce, quels que soient l’algorithme d’allocation et le niveau de criticite´
choisis. Il permet d’augmenter progressivement le taux de re´ussite a` mesure que l’on augmente
la profondeur limite K jusqu’a` une certaine limite K = log2(m) (voir page 45). De plus, nous
notons que l’e´cart de performances entre KTS-AA-AS et les heuristiques classiques est le plus
grand dans le cas ou` le syste`me est moyennement contraint e´nerge´tiquement. Nous observons
par exemple dans la Figure 4.11, pour usys = 0.775 :
– lorsque Re = 0.3, KTS-FF-AS (K=3) ame´liore de 4.3% le taux de re´ussite par rapport a`
FF-AS.
– Re = 0.75, KTS-FF-AS (K=3) ame´liore de 13.3% le taux de re´ussite par rapport a` FF-AS.
– Re = 0.9, KTS-FF-AS (K=3) ame´liore de 0.3% le taux de re´ussite par rapport a` FF-AS.
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Figure 4.10 – Effet de la profondeur limite K pour KTS-BF-AS selon diffe´rents niveaux de
criticite´ d’e´nergie Re : (a) Re = 0.3, (b) Re = 0.3, (c) Re = 0.9
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Figure 4.11 – Effet de la profondeur limite K pour KTS-FF-AS selon diffe´rents niveaux de
criticite´ d’e´nergie Re : (a) Re = 0.3, (b) Re = 0.3, (c) Re = 0.9
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Figure 4.12 – Effet de la profondeur limite K pour KTS-WF-AS selon diffe´rents niveaux de
criticite´ Re : (a) Re = 0.3, (b) Re = 0.3, (c) Re = 0.9
5.3.2 Effet du ratio d’e´nergie Re
La Figure 4.13 illustre les performances de l’approche de type task splitting KTS-AA-AS
vis-a`-vis des heuristiques de base AA-AS sur une plateforme a` 8-processeurs pour des taˆches
a` e´che´ances contraintes en faisant varier dans le niveau de criticite´ d’e´nergie Re. Les re´sultats
quelle que soit l’heuristique choisie sont similaires. Nous choisissons d’afficher ceux correspon-
dant a` l’heuristique de bin-packing FF.
Comme pre´vu, a` mesure que Re augmente, AA-AS tout comme KTS-AA-AS peinent a`
de´terminer un partitionnement ordonnanc¸able, ce qui se traduit par une diminution du taux
de re´ussite observe´. Par exemple, lorsque l’utilisation du syste`me usys = 0.7, parmi tous les
ensembles de taˆches ge´ne´re´s,
– FF-AS en ordonnance (i) 96.7% lorsque Re = 0.3, (ii) 92.3% lorsque Re = 0.6 et (iii) 31.7%
lorsque Re = 0.8.
– KTS-FF-AS avec K = 3 en ordonnance (i) 0.33% de plus (que FF-AS) lorsque Re = 0.3,
(ii) 5.7% de plus lorsque Re = 0.6 et (iii) 9% de plus lorsque Re = 0.8.
Notons cependant que KTS-AA-AS (K=3) est plus lentement affecte´ par les changements
de Re : la courbe du taux de re´ussite de´croit moins vite pour KTS-FF-AS (K=3) que pour
FF-AS. Nous pouvons en conclure que KTS-AA-AS est une solution d’autant plus inte´ressante
que le syste`me est fortement contraint e´nerge´tiquement.
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Figure 4.13 – Effet du niveau de criticite´ d’e´nergie Re : (a) FF-AS , (b) KTS-FF-AS
6 Conclusion
Dans ce chapitre, nous nous sommes inte´resse´s au proble`me du partitionnement sur des
plateformes multiprocesseur autonomes e´nerge´tiquement. Nous avons aborde´ le proble`me de la
re´partition d’un ensemble de taˆches sur un syste`me multiprocesseur alimente´ par une source
d’e´nergie renouvelable. Une analyse d’ordonnanc¸abilite´ pour EDF a e´te´ pre´sente´e pour prendre
en compte a` la fois les contraintes temporelles et d’e´nergie pour des taˆches pe´riodiques syn-
chrones. Nous avons ensuite e´tendu cette analyse pour un mode`le de taˆches pe´riodiques asyn-
chrones.
Nous avons e´galement de´termine´ quel e´tait le dimensionnement suffisant de tels syste`mes
estimant la capacite´ minimale des diffe´rentes batteries permettant d’obtenir le meilleur taux de
re´ussite et ce, quels que soient le niveau de contrainte e´nerge´tique du syste`me et/ou l’heuristique
conside´re´s. Celle-ci est e´gale a` l’e´nergie consomme´e par l’ensemble Γj assigne´ au processeur πj
sur une hyperpe´riode H(Γj).
L’e´valuation ensuite sur une large gamme d’ensembles de taˆches indique que pour des
syste`mes fortement contraints e´nerge´tiquement, le tri des taˆches par leur densite´ e´nerge´tique
de´croissante ame´liore les performances. De plus, comme pre´vu intuitivement, le taux de re´ussite
augmente a` mesure que le niveau de criticite´ d’e´nergie Re diminue.
Par la suite, nous avons e´tendu et e´value´ la performance de l’approche KTS adapte´e aux
syste`mes autonomes e´nerge´tiquement (KTS-AA-AS). Comparativement aux heuristiques de
base adapte´es AA-AS, a` mesure que l’on augmente la profondeur limite K, la performance
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de KTS-AA-AS s’ame´liore. L’e´cart de performance le plus visible est observe´ dans le cas de
syste`mes moyennement contraints e´nerge´tiquement.
Le chapitre suivant porte sur l’extension de ces algorithmes a` la cate´gorie de taˆches a`
contraintes fermes permettant a` certains jobs d’eˆtre ignore´s ou abandonne´s au cours de leur
exe´cution sans conse´quences graves sur le syste`me. Le but dans ce cas est de pouvoir faire face
a` des cas de surcharge temporelle et/ou de famine e´nerge´tique.
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Chapitre 5
Contribution au partitionnement
sous contraintes d’e´nergie et de QoS
Ce chapitre est consacre´ au proble`me relatif au partitionnement d’un ensemble de taˆches
temps re´el pe´riodiques a` contraintes fermes sur une plateforme multiprocesseur homoge`ne au-
tonome du point de vue e´nerge´tique. Nous formalisons le proble`me et les conditions d’ordon-
nanc¸abilite´ pre´sents pour le mode`le de taˆches et la plateforme conside´re´s. Nous adaptons ensuite
les heuristiques de partitionnement classiques pour re´partir des taˆches temps re´el fermes en res-
pectant les contraintes e´nerge´tiques et temporelles sur chaque processeur en utilisant Earliest
Deadline First (EDF) comme politique d’ordonnancement. Dans un deuxie`me temps, nous pro-
posons une extension de l’algorithme KTS pour la re´partiton d’ensemble de taˆches fermes sur
des syste`mes multiprocesseur homoge`ne autonome du point de vue e´nerge´tique. Ces diffe´rentes
strate´gies sont valide´es au travers de diffe´rentes simulations. En particulier, nous e´tudions dans
quelle mesure la flexibilite´ apporte´e par les pertes autorise´es au niveau des taˆches permet de
mieux faire face aux situations de surcharge de traitement et/ou de surcharge e´nerge´tique.
1 Syste`me conside´re´
Nous nous inte´ressons dans cette partie a` la proposition de solutions de re´partition de taˆches
temps re´el tole´rantes aux pertes sur des syste`mes nomades qui par nature doivent eˆtre autonomes
du point de vue e´nerge´tique. Nous conside´rons dans ce chapitre, tout comme dans le chapitre
4, des syste`mes embarque´s qui fonctionnent graˆce a` des re´servoirs d’e´nergie, qui se rechargent
continuement au cours du temps a` partir d’une source d’e´nergie renouvelable. Toutefois, les
techniques de´veloppe´es permettant d’assurer un fonctionnement a` l’infini dans le respect des
contraintes temporelles des seuls jobs de taˆches obligatoires, en utilisant uniquement l’e´nergie
disponible dans le re´servoir et sans jamais en manquer.
1.1 Mode`le de taˆches
Nous conside´rons un ensemble de n taˆches fermes inde´pendantes, pe´riodiques et pre´emptibles
τ = {τ1, τ2, ..., τn}. Chaque taˆche τi (Oi,Ei, Ci, Ti,Di, si) est de´finie par :
– Oi, l’offset de τi ;
– Ei, sa consommation e´nerge´tique pire-cas (WCEC : Worst Case Energy Consumption),
exprime´e en joules ;
– Ci, son temps d’exe´cution pire-cas ;
– Ti, sa pe´riode ;
– Di, son de´lai critique ou e´che´ance relative ;
– si, le parame`tre de pertes de τi conforme´ment au mode`le Skip-Over [KS95].
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Nous nous inte´ressons au mode`le de taˆches profonde´ment rouge a` e´che´ances contraintes
(Di ≤ Ti).
La consommation e´nerge´tique Ei de τi correspond donc a` la plus grande quantite´ d’e´nergie
qu’elle peut consommer en s’exe´cutant sur un processeur. Le facteur d’utilisation ou charge pro-
cesseur de la taˆche τi, de´note´ ui, correspond au taux d’activite´ du processeur de´die´ a` l’exe´cution
des jobs successifs de la taˆche : ui = CiTi . Le facteur d’utilisation d’un syste`me compose´ de m
processeurs et n taˆches pe´riodiques est de´fini comme suit :
usys = 1
m
n
∑
i=1
Ci
Ti
(5.1)
Nous de´finissons une nouvelle notion qui est le facteur d’utilisation e´quivalent d’un syste`me
compose´ de m processeurs et n taˆches pe´riodiques fermes qui se de´finit comme suit :
u∗sys = 1
m
n
∑
i=1
Ci
Ti
.
si − 1
si
(5.2)
Par ailleurs, une taˆche τi est e´galement caracte´rise´e par : (i) son facteur d’utilisation
e´nerge´tique uei = EiTi , (ii) son facteur d’utilisation e´nerge´tique e´quivalent (conside´rant les pertes
autorise´es) u∗ei = EiTi . si−1si , (iii) sa densite´ e´nerge´tique δei = Eimin(Di,Ti) et (iv) sa densite´ e´nerge´tique
e´quivalente (conside´rant les pertes autorise´es) δ∗ei = Eimin(Di,Ti) . si−1si . Le facteur d’utilisation
e´nerge´tique d’un ensemble de taˆches τ est alors de´fini comme suit : Ue = ∑ni=1 uei . Le fac-
teur d’utilisation e´nerge´tique e´quivalent d’un ensemble de taˆches τ s’exprime quant a` lui de la
manie`re suivante : U∗e = ∑ni=1 u∗ei .
Chaque processeur πj est destine´ a` l’exe´cution du sous-ensemble de taˆches qui lui sont
assigne´es, soit Γj . Nous noterons H(Γj) = PPCM(Ti) l’hyperpe´riode de Γj et H∗(Γj) =
PPCM(siTi) l’hyperpe´riode e´quivalente de Γj (conside´rant les pertes autorise´es). Les surcouˆts
en temps et en e´nergie, occasionne´s par les e´ventuelles pre´emptions, sont suppose´s nuls.
Le mode`le du syste`me est illustre´ sur la Figure 5.1. Nous conside´rons une plateforme mul-
tiprocesseur compose´e de m processeurs identiques (πj de´note le j-ie`me processeur de la pla-
teforme) ou` chaque processeur πj consomme de l’e´nergie de fac¸on inde´pendante depuis son
propre re´servoir d’e´nergie de capacite´ Bj . A` un instant t, chaque re´cupe´rateur d’e´nergie re´cupe`re
l’e´nergie a` partir d’une source d’e´nergie et la convertit en e´nergie e´lectrique stocke´e dans son
re´servoir d’e´nergie de capacite´ Bj de manie`re a` ce qu’a` aucun instant, l’e´nergie stocke´e dans le
re´servoir de πj , de´note´e Ej(t), ne de´passe sa capacite´. Si celle-ci atteint la capacite´ du re´servoir,
l’e´nergie re´cupe´re´e entrante ne peut eˆtre stocke´e dans le re´servoir et est donc rejete´e. De meˆme,
le re´servoir est conside´re´ comple`tement vide lorsqu’il atteint un niveau minimum Emin = 0.
Les strate´gies de partitionnement, ici, se feront sur la base d’une garantie
d’exe´cution des jobs rouges des taˆches. L’ordonnanceur local quant a` lui pourra
tenter ensuite en-ligne et ce, en fonction de l’e´tat du syste`me, l’exe´cution des jobs
bleus des taˆches.
1.2 Cas de surcharge conside´re´s
● Surcharge de traitement : Nous disons qu’un syste`me est en surcharge de traite-
ment lorsque l’utilisation du syste`me de´passe 100% (usys > 1) pour pouvoir respecter les
e´che´ances des taˆches inde´pendemment de leurs besoins en e´nergie.
● Surcharge e´nerge´tique : Nous disons qu’un ensemble de taˆches est en surcharge e´ner-
ge´tique lorsqu’il a des besoins en e´nergie trop e´leve´s par rapport a` l’e´nergie rec¸ue de
l’environnement pour pouvoir respecter les e´che´ances des taˆches inde´pendamment de la
quantite´ de traitement requise, soit Re > 1.
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3. E∗j (H∗(Γj)) ≥ E∗j (0).
avec
E∗j (t) =min(Bj ,Ej(t − 1) + Prj(t − 1, t) −E∗cj(t − 1, t)) (5.3)
ou` E∗cj(t − 1, t) correspond a` l’e´nergie requise entre t − 1 et t pour l’exe´cution des jobs rouges
uniquement associe´s aux taˆches assigne´es au processeur πj .
Preuve:
Seulement si.
Il paraˆıt e´vident que si l’une des conditions n’est pas respecte´e, cela conduira a` la non-ordon-
nanc¸abilite´ de l’ensemble de taˆches :
– si la condition 1 n’est pas respecte´e, un (ou plusieurs) jobs rouges va (vont) manquer son
(leur) e´che´ance comme la charge lie´ a` leur exe´cution de´passe la capacite´ du processeur a`
les exe´cuter ;
– si la condition 2 n’est pas respecte´e, a` un moment le processeur va manquer d’e´nergie
pour exe´cuter les jobs ;
– si la condition 3 n’est pas respecte´e, l’e´tat du re´servoir va progressivement diminuer
d’une hyperpe´riode sur l’autre. Comme la charge e´nerge´tique est la meˆme sur chaque
hyperpe´riode, le niveau d’e´nergie dans le re´servoir va progressivement chuter : E∗j (0) ≥
E∗j (H∗(Γj)) ≥ E∗j (2H∗(Γj))... ≥ E∗j (kH∗(Γj)), ce qui entraˆınera fatalement une famine
e´nerge´tique.
Si.
L’ensemble de taˆches est ordonnanc¸able sur [(k−1)H∗(Γj), kH∗(Γj)], donc tous les jobs rouges
de taˆches re´veille´s dans cet intervalle ont termine´ leur exe´cution avant e´che´ance (condition 1.
du The´oreme 19) et ce, sans famine e´nerge´tique (E∗j (t) ≥ 0). A` l’instant kH∗(Γj), le syste`me,
du point de vue de l’activite´ du processeur se retrouve dans le meˆme e´tat qu’a` (k − 1)H∗(Γj)
(cyclicite´ de pe´riode H∗(Γj)). Du point de vue e´nerge´tique, le syste`me se retrouve a` l’instant
kH∗(Γj) dans une situation plus favorable qu’a` (k−1)H∗(Γj) avec un surplus d’e´nergie dans le
re´servoir a` l’instant kH∗(Γj), e´gal a` E∗j (kH∗(Γj)) −E∗j ((k + 1)H∗(Γj)). Par conse´quent, l’en-
semble sera aussi ordonnanc¸able sur [kH∗(Γj), (k+1)H∗(Γj)]. Montrons maintenant que nous
pouvons appliquer aux jobs rouges re´veille´s sur [kH∗(Γj), (k+1)H∗(Γj)] le meˆme ordonnance-
ment que celui applique´ aux jobs rouges re´veille´s sur [(k − 1)H∗(Γj), kH∗(Γj)] et nous aurons
alors ne´cessairement E∗j ((k + 1)H∗(Γj)) ≥ E∗j (kH∗(Γj)). Soient deux instants t1 et t2 tels que(k − 1)H∗(Γj) ≤ t1 ≤ kH∗(Γj) et t2 = t1 +H∗(Γj). Supposons que les deux se´quences soient
identiques respectivement jusqu’a` t1 et t2 avec E
∗
j (t2) ≥ E∗j (t1). Montrons qu’elles peuvent eˆtre
identiques dans l’unite´ de temps suivante et que nous aurons aussi E∗j (t2+1) ≥ E∗j (t1+1). Entre
t1 et t1 + 1, voici les diffe´rentes situations possibles :
– Le processeur est actif. Alors ayant davantage d’e´nergie dans le re´servoir qu’a` t1, il peut
aussi eˆtre actif entre t2 et t2 + 1. Et le niveau d’e´nergie dans le re´servoir a diminue´ de la
meˆme quantite´. D’ou` E∗j (t2+1) = E∗j (t1+1)+E∗j (kH∗(Γj))−E∗j ((k−1)H∗(Γj)). Et donc
E∗j (t2 + 1) ≥ E∗j (t1 + 1).
– Le processeur est inactif. Il peut e´videmment aussi eˆtre inactif entre t2 et t2 + 1. Trois
situations sont toutefois a` conside´rer du point de vue du re´servoir :
1. Le re´servoir est plein a` t1 et de l’e´nergie est gaspille´e entre t1 et t1 +1 d’une quantite´
e´gale a` Pr . La meˆme quantite´ sera donc aussi gaspille´e entre t2 et t2 + 1 et donc
avec la meˆme diffe´rence de quantite´ d’e´nergie dans le re´servoir. Soit E∗j (t2 + 1) =
E∗j (t1 + 1) +E∗j (kH∗(Γj)) −E∗j ((k − 1)H∗(Γj)). Et donc E∗j (t2 + 1) ≥ E∗j (t1 + 1).
2. Le re´servoir n’est pas plein ni a` t1, ni a` t2 . Dans ce cas, dans les deux se´quences, le
re´servoir se remplit de la meˆme quantite´ e´gale a` Pr et nous avons aussi E
∗
j (t2 + 1) =
E∗j (t1 + 1) +E∗j (kH∗(Γj)) −E∗j ((k − 1)H∗(Γj)). Et donc E∗j (t2 + 1) ≥ E∗j (t1 + 1).
3. Le re´servoir n’est pas plein a` t1 mais plein a` t2 . Soit E
∗
j (t1) < Bj et E∗j (t2) = Bj .
Nous avons donc E∗j (t2+1) = Bj car l’e´nergie re´cupe´re´e entre t2 et t2+1 est gaspille´e.
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Et nous avons E∗j (t1 + 1) ≤ Bj . Et donc E∗j (t2 + 1) ≥ E∗j (t1 + 1).
Nous appliquons ce raisonnement par re´currence et montrons que E∗j ((k + 1)H∗(Γj)) ≥
E∗j (kH∗(Γj)). Ceci implique que s’il existe un ordonnancement faisable pour τ sur [0,-
H∗(Γj)] et si E∗j (H∗(Γj)) ≥ E∗j (0), alors le meˆme ordonnancement faisable existe pour sur[H∗(Γj),2H∗(Γj)] tel que E∗j (2H∗(Γj)) ≥ E∗j (H∗(Γj)) et donc tel que E∗j (2H∗(Γj)) ≥
E∗j (0). Et par re´currence, il existe le meˆme ordonnancement faisable sur [(k−1)H∗(Γj),-
kH∗(Γj)] pour tout k, tel que E∗j (kH∗(Γj)) ≥ E∗j (0). Donc, il existe un ordonnancement
faisable qui est cyclique de pe´riode H∗(Γj).◻
Dans le cas d’un ensemble de taˆches asynchrones, nous avons montre´ (cf. The´oreme 20) que la
charge de traitement est la meˆme d’une feneˆtre a` l’autre (de taille ∆∗ = 2× (2H∗(Γj)+Φ)). Ce
re´sultat va nous permettre d’avancer une condition suffisante garantissant l’ordonnanc¸abilite´
dans le cas d’un profil e´nerge´tique constant avec des batteries initialement pleines :
The´ore`me 30 Un ensemble Γj de n taˆches pe´riodiques asynchrones a` e´che´ances contraintes
posse`dant un facteur d’utilisation e´nerge´tique Uej est ordonnanc¸able sur un processeur πj conside´-
rant un profil e´nerge´tique constant si toutes les e´che´ances des jobs rouges sont respecte´es dans
l’intervalle [0,2∗(maxni=1(Oi)+2H∗(Γj))] sans qu’a` aucun moment il n’y ait famine e´nerge´tique
et qu’a` la fin de cet intervalle le niveau d’e´nergie dans la batterie soit supe´rieur ou e´gal au niveau
initial.
Preuve:
Seulement si
L’ensemble de taˆches est ordonnanc¸able sur [(k−1)∆∗, k∆∗], donc tous les jobs rouges re´veille´s
dans cet intervalle ont termine´ leur exe´cution avant e´che´ance sans famine e´nerge´tique (E∗j (t) ≥
0). A l’instant k∆∗, le syste`me, du point de vue de l’activite´ du processeur se retrouve dans
le meˆme e´tat qu’a` (k − 1)∆∗. Du point de vue e´nerge´tique, le syste`me se retrouve a` l’ins-
tant k∆∗ dans une situation plus favorable qu’a` (k − 1)∆∗ avec un surplus d’e´nergie dans le
re´servoir a` l’instant k∆∗, e´gal a` E∗j (k∆∗) −E∗j ((k + 1)∆∗). Donc l’ensemble sera aussi ordon-
nanc¸able sur [k∆∗, (k + 1)∆∗]. Montrons maintenant que nous pouvons appliquer aux jobs
re´veille´s sur [k∆∗, (k + 1)∆∗] le meˆme ordonnancement que celui applique´ aux jobs re´veille´s
sur [(k − 1)∆∗, k∆∗] et nous aurons alors ne´cessairement E∗j ((k + 1)∆∗) ≥ E∗j (k∆∗). Soient
deux instants t1 et t2 tels que (k − 1)∆∗ ≤ t1 ≤ k∆∗ et t2 = t1 + 2∆∗. Supposons que les
deux se´quences soient identiques respectivement jusqu’a` t1 et t2 avec E
∗
j (t2) ≥ E∗j (t1). Mon-
trons qu’elles peuvent eˆtre identiques dans l’unite´ de temps suivante et que nous aurons aussi
E∗j (t2 + 1) ≥ E∗j (t1 + 1). Entre t1 et t1 + 1, voici les diffe´rentes situations possibles :
– Le processeur est actif. Alors ayant davantage d’e´nergie dans le re´servoir qu’a` t1, il peut
aussi eˆtre actif entre t2 et t2 + 1. Et le niveau d’e´nergie dans le re´servoir a diminue´ de
la meˆme quantite´. D’ou` E∗j (t2 + 1) = E∗j (t1 + 1) + E∗j (k∆∗) − E∗j ((k − 1)∆∗). Et donc
E∗j (t2 + 1) ≥ E∗j (t1 + 1).
– Le processeur est inactif. Il peut e´videmment aussi eˆtre inactif entre t2 et t2 + 1. Trois
situations sont toutefois a` conside´rer du point de vue du re´servoir :
1. Le re´servoir est plein a` t1 et de l’e´nergie est gaspille´e entre t1 et t1 +1 d’une quantite´
e´gale a` Pr . La meˆme quantite´ sera donc aussi gaspille´e entre t2 et t2 + 1 et donc
avec la meˆme diffe´rence de quantite´ d’e´nergie dans le re´servoir. Soit E∗j (t2 + 1) =
E∗j (t1 + 1) +E∗j (k∆∗) −E∗j ((k − 1)∆∗). Et donc E∗j (t2 + 1) ≥ E∗j (t1 + 1).
2. Le re´servoir n’est pas plein ni a` t1, ni a` t2 . Dans ce cas, dans les deux se´quences, le
re´servoir se remplit de la meˆme quantite´ e´gale a` Pr et nous avons aussi E
∗
j (t2 + 1) =
E∗j (t1 + 1) +E∗j (k∆∗) −E∗j ((k − 1)∆∗). Et donc E∗j (t2 + 1) ≥ E∗j (t1 + 1).
3. Le re´servoir n’est pas plein a` t1 mais plein a` t2 . Soit E
∗
j (t1) < Bj et E∗j (t2) = Bj .
Nous avons donc E∗j (t2+1) = Bj car l’e´nergie re´cupe´re´e entre t2 et t2+1 est gaspille´e.
Et nous avons E∗j (t1 + 1) ≤ Bj . Et donc E∗j (t2 + 1) ≥ E∗j (t1 + 1).
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Nous appliquons ce raisonnement par re´currence et montrons que E∗j ((k+1)∆∗) ≥ E∗j (k∆∗).
Ceci implique que s’il existe un ordonnancement faisable pour τ sur [0,∆∗] et si E∗j (∆∗) ≥
E∗j (0), alors le meˆme ordonnancement faisable existe pour sur [∆∗,2∆∗] tel que E∗j (2∆∗) ≥
E∗j (∆∗) et donc tel que E∗j (2∆∗) ≥ E∗j (0). Et par re´currence, il existe le meˆme ordon-
nancement faisable sur [(k − 1)∆∗, k∆∗] pour tout k, tel que E∗j (k∆∗) ≥ E∗j (0). Donc, il
existe un ordonnancement faisable qui est cyclique de pe´riode ∆∗.◻
3 Extension de AAQoS a` des syste`mes autonomes e´nerge´tique-
ment
Dans cette partie, nous e´tendons l’heuristique de partitionnement AAQoS a` des taˆches temps
re´el fermes pour prendre en compte cette fois-ci les contraintes e´nerge´tiques.
3.1 Description algorithmique
La Figure 5.2 montre le pseudo-code d’une heuristique de partitionnement AAQoS de taˆches
fermes adapte´ aux syste`mes autonomes e´nerge´tiquement que l’on de´note AAQoS −AS (AAQoS −
AS peut eˆtre FFQoS − AS, BFQoS − AS, WFQoS − AS ou encore NFQoS − AS). Pour chaque
processeur πj , Γj de´note les taˆches parmi τ1,..., τi−1 qui ont de´ja e´te´ assigne´es au processeur πj .
Initialement, ∀j = 1..m,Γj = ∅.
Algorithme 4 Algorithme AAQoS −AS
Entre´es : m,τ = {τ1, ..., τn}
Sorties : SUCCES et {Γ1, ...,Γm} si τ est ordonnanc¸able, ECHEC sinon.
Fonction : FFQoS −AS
de´but
pour i = 1→ ∣τ ∣ faire
/* Taˆche assigne´e selon l’heuristique AA, ici FF est utilise´ */
Ordo← faux ;
pour j = 1→m faire
si jobs rouges de τi sont temporellement-ordonnanc¸able et e´nerge´tiquement-ordonnanc¸able sur pij
alors
/* τi est assigne´e au processeur pij ; */
Γj = Γj ∪ τi ;
Ordo← vrai ;
break ;
fin si
fin pour
si not Ordo alors
retourner ECHEC ;
fin si
fin pour
retourner SUCCES ;
fin
Figure 5.2 – Pseudo-code de AAQoS −AS
The´ore`me 31 Si l’algorithme AAQoS − AS retourne SUCCES pour un ensemble de taˆches
τ a` e´che´ances contraintes, alors le partitionnement obtenu en utilisant l’heuristique AA est
ordonnanc¸able conside´rant un mode`le purement rouge.
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Preuve:
On observe que l’algorithme retourne SUCCES si et seulement s’il a assigne´ avec succe`s
chaque taˆche de τ aux diffe´rents processeurs. Avant l’assignation de la taˆche τi, l’ensemble
des jobs rouges des taˆches de chaque processeur est trivialement ordonnanc¸able. Il re´sulte du
The´ore`me 29 (ou 30 pour des taˆches asynchrones) que tous les ensembles de taˆches des pro-
cesseurs restent ordonnanc¸ables apre`s chaque attribution de taˆche. Par conse´quent, tous les
ensembles de taˆches des processeurs sont ordonnanc¸ables une fois que toutes les taˆches de τ ont
e´te´ assigne´es.◻
4 Extension de KTS −AAQoS a` des syste`mes autonomes e´nerge´-
tiquement
4.1 Principe
Nous e´tendons l’approcheKTS−AAQoS aux syste`mes autonomes e´nerge´tiquement, de´sormais
de´note´e KTS − AAQoS − AS pour permettre la re´partition d’ensemble de taˆches avec respect
des contraintes temporelles tout comme des contraintes d’e´nergie et avec une e´tape de fraction-
nement en cas de rejet d’une taˆche.
Le principe de fonctionnement de l’algorithmeKTS−AAQoS−AS est identique a` celui de´crit
dans le chapitre 3. Seulement cette fois-ci, les tests d’ordonnnanc¸abilite´ incluent le respect des
contraintes temporelles et e´nerge´tiques lie´es a` l’exe´cution des jobs rouges uniquement. Les taˆches
sont d’abord assigne´es aux diffe´rents processeurs selon une certaine heuristique. De`s lors que
l’allocation d’une taˆche sur un processeur n’est plus possible (un rejet duˆ a` (i) une violation
d’e´che´ance d’un job rouge, (ii) a` la pre´sence d’une famine e´nerge´tique et/ou (iii) a` un niveau
d’e´nergie dans la batterie a` la fin de la feneˆtre de test en dec¸a du niveau initial), la taˆche
rejete´e va subir un fractionnement selon l’algorithme KTS −AAQoS −AS, comme de´crit dans
les Figures 3.2 et 3.3 (page 61).
4.2 Description algorithmique
La Figure 5.3 montrent le pseudo-code de l’algorithme KTS −FFQoS −AS. k repre´sente le
niveau de task splitting courant atteint et maxK est la profondeur limite de task splitting. Sur
une plateforme multiprocesseur, τ(π) de´signe l’ensemble de taˆches parmi τ1,..., τi−1 ayant e´te´
assigne´es avec succe`s a` l’un des processeurs de l’ensemble π. Initialement, τ(π) = ∅.
Au de´but, l’algorithme fonctionne selon une heuristique de partitionnement donne´e. Si aucun
processeur n’est capable de recevoir une certaine taˆche, nous ne pouvons rien conclure quant
a` l’ordonnanc¸abilite´ de l’ensemble de taˆches τ sur la plateforme multiprocesseur. La taˆche τi
est alors fractionne´e en un sous-ensemble τ spliti compose´ de a taˆches (voir Chapitre 3) qui sont
assigne´es a` un sous-ensemble de processeurs de la plateforme a` m processeurs. Le Lemme 5.1
affirme qu’en attribuant une taˆche fractionne´e de τ spliti a` un processeur πj , l’ordonnanc¸abilite´
des taˆches confie´es pre´ce´demment a` l’ensemble des processeurs reste intacte.
Lemme 5.1 Si l’ensemble de taˆches pre´ce´demment assigne´es aux processeurs est ordonnanc¸able
(respect des contraintes temporelles et e´nerge´tiques sur chaque processeur) et que par la suite
l’algorithme KTS − AAQoS − AS assigne une taˆche τ0i (respectivement τ1i ) au processeur πj
(d’apre`s le The´oreme 30), alors l’ensemble de taˆches assigne´es a` chaque processeur (y compris
processeur πj) reste ordonnanc¸able.
Preuve: On observe que l’ordonnanc¸abilite´ des processeurs autres que le processeur πj n’est pas
affecte´e par l’allocation de la taˆche τ0i (respectivement τ
1
i ) au processeur πj . Aussi, si l’ensemble
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de taˆches pre´ce´demment assigne´ a` πj e´tait ordonnanc¸able sur πj avant l’allocation de τ
0
i (respec-
tivement τ1i ) du fait que tous leurs jobs rouges s’exe´cutent avant leurs e´che´ances sans qu’il n’y
ait a` aucun moment une famine e´nerge´tique et que la condition du The´oreme 30 est satisfaite,
alors l’ensemble de taˆches sur πj reste ordonnanc¸able apre`s l’ajout de τ
0
i (respectivement τ
1
i ).◻
Le fonctionnement deKTS−AAQoS−AS de´termine, par des applications re´pe´te´es du Lemme
5.1 au niveau de chaque taˆche a` assigner, l’ordonnanc¸abilite´ de l’ensemble de taˆches.
Algorithme 5 Algorithme de partitionnement KTS − FFQoS −AS
Entre´es : m,k,maxK, τ = {τ1, ..., τn}
Sorties : SUCCES et τ(pi) si τ est ordonnanc¸able, ECHEC sinon.
Fonction : KTS − FFQoS −AS
de´but
pour i = 1→ ∣τ ∣ faire
Ordo← faux ;
/*Attribution de la taˆche τi selon FFDQoS*/
pour j = 1→m faire
si jobs rouges de τi sont temporellement-ordonnanc¸able et e´nerge´tiquement-ordonnanc¸able sur pij
alors
/* τi est attribue´e a` pij */
τ(pi) = τ(pi) ∪ τi ;
Ordo← vrai ;
break ;
fin si
fin pour
si not Ordo alors
/* Essai de fractionnement de la taˆche */
si k <maxK alors
/* La profondeur limite de fractionnement maxK n’est pas atteinte*/
/* τi(Oi,Ci, Ti,Di, si) est fractionne´e en un ensemble compose´ de a sous-taˆches */
si si =∞ alors
τ
split
i = {τ
0
i (Oi + x × Ti,Ci,2 × Ti,Di,∞), x = 0..1} ; // a = 2
sinon
si si = 2 alors
τ
split
i = {τ
0
i (Oi + x × siTi,Ci,2 × siTi,Di,∞), x = 0..1} ; // a = 2
sinon
τ
split
i = {τ
x
i (Oi + x × Ti,Ci, si × Ti,Di,∞), x = 0..(si − 2)} // a = si − 1
fin si
fin si
si KTS − FFQoS −AS(m,k + 1,maxK, τ
split
i ) == SUCCES alors
Ordo← vrai ;
fin si
sinon
/* La profondeur limite de fractionnement maxK a e´te´ atteinte*/
Ordo← faux ;
fin si
fin si
si not Ordo alors
retourner ECHEC ;
fin si
fin pour
retourner SUCCES ;
fin
Figure 5.3 – Pseudo-code de KTS − FFQoS −AS
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The´ore`me 32 Conside´rant un ensemble de taˆches pe´riodiques τ , si l’algorithme de partition-
nement KTS−AAQoS−AS retourne SUCCES, alors le partitionnement e´tabli est ordonnanc¸able.
Preuve: On observe que l’algorithme retourne SUCCES si et seulement s’il a assigne´ avec
succe`s chaque taˆche de τ aux diffe´rents processeurs. Avant l’assignation de la taˆche τi, l’ensemble
de taˆches de chaque processeur est trivialement ordonnanc¸able. Il re´sulte du Lemme 5.1 que
tous les ensembles de taˆches des processeurs restent ordonnanc¸ables apre`s chaque attribution
de taˆche. Par conse´quent, tous les ensembles de taˆches des processeurs sont ordonnanc¸ables une
fois que toutes les taˆches de τ ont e´te´ assigne´es.◻
5 Validation par simulation
L’objectif de ce paragraphe est de rapporter les diffe´rentes simulations effectue´es dans le
but d’analyser le comportement des heuristiques de´crites dans des cas de surcharge e´nerge´tique
et/ou de traitement, tout en analysant l’effet du parame`tre de pertes si.
5.1 Environnement de simulation
L’environnement de simulation consiste en m ordonnanceurs associe´s aux diffe´rents proces-
seurs constituant la plateforme. Le programme de simulation a e´te´ imple´mente´ en langage Perl.
L’architecture fonctionnelle du simulateur est repre´sente´e sur la Figure 5.4.
Algorithme d’Allocation AA (FF, BF, ...)
Ensemble de taˆches
τ = {τi(Ei, Ci, Ti, Di, si), i = 1..n}
ALGORITHME
KTS−AAQoS−AS
/ AAQoS − AS
STATISTIQUES
GE´NE´RATEUR
D’ENSEMBLES
DE TAˆCHES
{n,m}
nb ensembles
Timin
Timax
uimax
uimin
usysmin
usysmax
ppcmmax
si
Ue
FLJR 1
pi1
PROCESSEURS
OL 1
FLJR 2
pi2OL 2
OL : Ordonnanceur local
FLJR : File locale des jobs rouges
FLJR m
pimOL m
Figure 5.4 – Architecture fonctionnelle du simulateur
Le ge´ne´rateur d’ensembles de taˆches pe´riodiques a e´te´ conc¸u de manie`re a` ce que les fac-
teurs d’utilisation ui des taˆches de l’ensemble ge´ne´re´ soient re´partis de manie`re uniforme dans[uimin , uimax] = [0.1,1]. Il accepte en entre´e plusieurs parame`tres : le nombre de processeurs
m de la plateforme, le nombre de taˆches n a` partitionner, le nombre d’ensembles de taˆches
ge´ne´re´ nb ensembles pour chaque configuration, le ppcm maximum ppcmmax des pe´riodes des
taˆches choisies dans l’intervalle [Timin , Timax] = [10,200] et les facteurs de pertes si. La charge
pe´riodique totale du syste`me (compose´ de m processeurs) usys varie dans [usysmin , usysmax] =[0.3,1.4].
En sortie, on obtient pour chaque valeur de usys, nb ensembles ensembles de taˆches pe´riodiques
synchrones τ = {τi(Ei, Ci, Ti,Di, si), i = 1..n}. Les dure´es d’exe´cution des taˆches sont ge´ne´re´es a`
partir des facteurs d’utilisation et des pe´riodes affecte´s aux taˆches, Ci = ui ×Ti. Les consomma-
tions e´nerge´tiques pire-cas Ei des taˆches sont choisies ale´atoirement de manie`re a` ce que leur
somme soit e´gale au facteur d’utilisation e´nerge´tique totale Ue fourni en entre´e.
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Dans notre me´thode de ge´ne´ration de taˆches, nous conside´rons : (i) des taˆches a` e´che´ances
contraintes (Di est choisie ale´atoirement dans [Ci, Ti]) et (ii) des taˆches a` e´che´ances sur requeˆtes
(Di = Ti).
Apre`s la ge´ne´ration des diffe´rents ensembles de taˆches, le simulateur tente de partitionner,
pour chaque valeur de usys, les nb ensembles ensembles de taˆches et de´termine la proportion
d’ensembles de taˆches juge´ ordonnanc¸able appele´ le taux de re´ussite (success ratio en anglais).
Le taux de re´ussite est le crite`re de performance qui permettra de comparer les diffe´rentes
strate´gies entre elles.
Dans toutes nos simulations, nous ge´ne´rons 100 ensembles de 24 taˆches posse´dant diffe´rents
niveaux de criticite´ d’e´nergie Re (Ue = m.Pr.Re). Le nombre de processeurs est fixe´ a` 16 pro-
cesseurs.
5.2 E´valuation des algorithmes de´veloppe´s
Nous cherchons a` e´valuer les performances KTS − AAQoS − AS et AAQoS − AS pour des
syste`mes posse´dant diffe´rents niveaux de criticite´ d’e´nergie Re = {0.3,0.75,1.2} selon diffe´rentes
valeurs de si. Nous pre´sentons ci-dessous les re´sultats de simulations conside´rant deux cas : (a)
mode`le de taˆches a` e´che´ances sur requeˆtes D = T , (b) mode`le de taˆches a` e´che´ances contraintes
D ≤ T . L’ordre de performances obtenues e´tant le meˆme quel que soit l’algorithme d’allocation
choisi, nous pre´senterons ceux ou` AA = FF .
5.2.1 Effet du parame`tre de pertes si
Les Figures 5.5, 5.6, et 5.7 illustrent le taux de re´ussite de FFQoS −AS et KTS − FFQoS −
AS selon si pour des ensembles de taˆches a` e´che´ances sur requeˆtes sous respectivement trois
niveaux de criticite´ d’e´nergie diffe´rents. Notons que la Figure 5.7 repre´sente un cas de surcharge
e´nerge´tique (Re = 1.2 > 1).
Les Figures 5.8, 5.9, et 5.10 illustrent le taux de re´ussite de FFQoS−AS etKTS−FFQoS−AS
selon si pour des ensembles de taˆches a` e´che´ances contraintes sous respectivement trois niveaux
de criticite´ d’e´nergie diffe´rents.
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Figure 5.5 – Performance de FFQoS −AS et KTS −FFQoS −AS pour des syste`mes faiblement
contraints e´nerge´tiquement (Re = 0.3) avec D = T et : (a) si = 2 (50% de pertes autorise´es), (b)
si = 4 (25% de pertes autorise´es), (c) si = ∞ (0% de pertes autorise´es)
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Figure 5.6 – Performance de FFQoS−AS etKTS−FFQoS−AS pour des syste`mes moyennement
contraints e´nerge´tiquement (Re = 0.75) avec D = T et : (a) si = 2 (50% de pertes autorise´es),
(b) si = 4 (25% de pertes autorise´es), (c) si = ∞ (0% de pertes autorise´es)
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Figure 5.7 – Performance de FFQoS−AS et KTS−FFQoS−AS pour des syste`mes en surcharge
d’e´nergie (Re = 1.2) avec D = T et : (a) si = 2 (50% de pertes autorise´es), (b) si = 4 (25% de
pertes autorise´es), (c) si = ∞ (0% de pertes autorise´es)
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Figure 5.8 – Performance de FFQoS −AS et KTS −FFQoS −AS pour des syste`mes faiblement
contraints e´nerge´tiquement (Re = 0.3) avec D ≤ T et : (a) si = 2 (50% de pertes autorise´es), (b)
si = 4 (25% de pertes autorise´es), (c) si = ∞ (0% de pertes autorise´es)
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Figure 5.9 – Performance de FFQoS−AS etKTS−FFQoS−AS pour des syste`mes moyennement
contraints e´nerge´tiquement (Re = 0.75) avec D ≤ T et : (a) si = 2 (50% de pertes autorise´es),
(b) si = 4 (25% de pertes autorise´es), (c) si = ∞ (0% de pertes autorise´es)
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Figure 5.10 – Performance de FFQoS−AS etKTS−FFQoS−AS pour des syste`mes en surcharge
d’e´nergie (Re = 1.2) avec D ≤ T et : (a) si = 2 (50% de pertes autorise´es), (b) si = 4 (25% de
pertes autorise´es), (c) si = ∞ (0% de pertes autorise´es)
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Les re´sultats des Figures 5.5, 5.6, et 5.7 tout comme celles des Figures 5.8, 5.9, et 5.10
montrent que KTS − AAQoS − AS offre de meilleures performances et ce, quels que soient
l’algorithme d’allocation, le niveau de criticite´ du syste`me, le mode`le de taˆches et le parame`tre
de pertes conside´re´s. Il permet d’augmenter progressivement le taux de re´ussite a` mesure que
l’on augmente la profondeur limite K jusqu’a` une certaine limite (cf. page 64). De plus, nous
notons que les e´carts de performances les plus grands entre KTS −FFQoS −AS et FFQoS −AS
sont obtenus pour des syste`mes moyennement contraints e´nerge´tiquement, voire en surcharge
e´nerge´tique. Nous remarquons e´galement que l’e´cart de performances entre KTS −FFQoS −AS
et FFQoS − AS quel que soit Re augmente a` mesure que si augmente. En effet, la flexibilite´
apporte´e par un petit si suffit parfois a` rendre un ensemble de taˆches ordonnanc¸able. Il n’y
a alors pas besoin de fractionner les taˆches. Cependant, nous remarquons que pour un niveau
maximum de pertes autorise´es (si = 2), et lorsque le syste`me est en surcharge e´nerge´tique,
FFQoS arrive a` partitionner une faible proportion d’ensembles de taˆches compare´ a` KTS −
AAQoS −AS en particulier pour des syste`mes faiblement charge´. Nous observons par exemple
pour si = 2, Re = 1.2 et usys = 0.53, lorsque D = T , FFQoS −AS arrive a` ordonnancer 13% des
ensembles de taˆches ge´ne´re´s tandis que 100% des ensembles de taˆches sont ordonnanc¸ables en
utilisant KTS − FFQoS − AS avec K = 4. En effet, lorsque l’utilisation du syste`me est faible
compare´ au niveau de criticite´ Re, comme les facteurs d’utilisation sont plus petits et que les
facteurs d’utilisation e´nerge´tique, eux, sont importants, une taˆche, qui s’exe´cute, consomme
plus en une unite´ de temps faisant ainsi chuter brutalement le niveau d’e´nergie dans la batterie.
KTS −AAQoS −AS est donc plus performant par le fait qu’il cre´e de nouvelles taˆches avec des
facteurs d’utilisation e´nerge´tique re´duis.
6 Conclusion
Dans ce chapitre, nous nous sommes inte´resse´s au proble`me du partitionnement de taˆches
fermes sur des plateformes multiprocesseur autonomes e´nerge´tiquement. Nous avons aborde´ le
proble`me de la re´partition d’un ensemble de taˆches, tole´rant un certain ratio de pertes (selon
le mode`le Skip-Over), sur un syste`me multiprocesseur alimente´ par une source d’e´nergie renou-
velable. Une analyse d’ordonnanc¸abilite´ a e´te´ pre´sente´e pour prendre en compte a` la fois les
contraintes temporelles et d’e´nergie pour des taˆches pe´riodiques conside´rant un mode`le pro-
fonde´ment rouge. Nous avons ensuite e´tendu cette analyse a` un mode`le de taˆches pe´riodiques
fermes asynchrones.
L’e´valuation sur une large gamme d’ensembles de taˆches indique que KTS −AAQoS −AS
offre des performances meilleures que celles de AAQoS − AS. En effet, comparativement aux
heuristiques adapte´es AAQoS − AS, a` mesure que l’on augmente la profondeur limite K, la
performance de KTS −AAQoS −AS s’ame´liore et l’e´cart devient plus significatif. Nous avons
e´galement observe´ que KTS −AAQoS −AS est plus performant lorsque le taux de pertes auto-
rise´es est faible et/ou que le niveau de criticite´ e´nerge´tique est important.
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Synthe`se ge´ne´rale
Le Tableau 5.1 fournit un guide de choix des heuristiques de partitionnement e´tudie´es tout
au long de la the`se en fonction des contraintes lie´es au syste`me conside´re´ :
Heuristique de partitionnement Classique Avec QoS Avec E´nergie
AA
√
- -
AA −AS - - √
AAQoS -
√
-
AAQoS −AS - √ √
KTS −AA √ - -
KTS −AA −AS - - √
KTS −AAQoS - √ -
KTS −AAQoS −AS - √ √
Table 5.1 – Choix des algorithmes en fonction des contraintes du syste`me conside´re´
Nous citons par exemple, le cas d’un syste`me temps re´el sous contraintes d’e´nergie et de
QoS, le concepteur peut utiliser AAQoS − AS ou KTS − AAQoS − AS comme heuristique de
partitionnement. Cependant de manie`re a` obtenir les meilleures performances, la de´cision est
prise en fonction du ratio de taˆches lourdes, du nombre de processeurs, de la QoS du syste`me
conside´re´. Le Tableau 5.2 fournit, en fonction des parame`tres du syste`me conside´re´, un guide
de choix des heuristiques de partitionnement e´tudie´es tout au long de la the`se :
ratio de taˆches lourdes ≥ 50%
ratio de taˆches lourdes < 50%m ≥ 4
m < 4Sans E´nergie Avec E´nergie
Avec QoS Sans QoS Avec QoS Sans QoS
KTS adapte´ AA adapte´
KTS −AAQoS KTS −AA KTS −AAQoS −AS KTS −AA −AS
– AA / AAQoS (sans/avec QoS respective-
ment)
– AA −AS (avec E´nergie)
– AAQoS −AS (avec E´nergie et QoS))
Table 5.2 – Choix des algorithmes en fonction des parame`tres du syste`me conside´re´
Supposons maintenant que le concepteur dispose d’un syste`me temps re´el a` 8 processeurs
sous contraintes e´nerge´tiques destine´ a` exe´cuter des ensembles compose´s a` 70% de taˆches lourdes
et autorisant 25% de pertes, la me´thode KTS − AAQoS est choisie comme e´tant la plus effi-
cace. Cependant, pour ce meˆme syste`me, si le ratio de taˆches lourdes est infe´rieur a` 50%, les
performances de KTS adapte´ sont le´ge`rement supe´rieures ou e´gales a` celles de AA adapte´ mais
posse`dent un temps de calcul plus important et il vaudra donc mieux utiliser AA adapte´. Ceci
est aussi le cas pour une plateforme compose´e de moins de 4 processeurs.
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Conclusion ge´ne´rale
Ce rapport a propose´ des solutions d’ordonnancement efficaces et simples d’imple´mentation
pour des syste`mes temps re´el multiprocesseur homoge`nes autonomes e´nerge´tiquement permet-
tant d’assurer une de´gradation controˆle´e de la QoS, en particulier dans des phases de famine
e´nerge´tique et/ou de surcharge de traitement. Apre`s avoir mene´ une analyse des concepts relatifs
a` l’ordonnancement dans les syste`mes temps re´el multiprocesseur, nous nous sommes inte´resse´s
d’une part aux mode`les de re´solution de´die´s a` l’ordonnancement de syste`mes surcharge´s et
d’autre part aux diffe´rentes strate´gies lie´es a` l’ordonnancement sous contraintes d’e´nergie, nous
avons de´gage´ des ide´es utiles dans les de´veloppements re´alise´s. Dans un premier temps, nous
avons propose´ une nouvelle strate´gie de partitionnement d’un ensemble de taˆches temps re´el
pe´riodiques a` contraintes strictes base´e sur le fractionnement de taˆches (task splitting). Cette
approche de´nomme´e KTS consiste a` cre´er de nouvelles taˆches inde´pendantes plus le´ge`res a` par-
tir d’une taˆche n’ayant pu eˆtre assigne´e. Celle-ci est conceptuellement simple, facile a` mettre
en œuvre dans les syste`mes existants, et efficace de par le fait qu’elle offre des performances si-
gnificativement meilleures que celles offertes par les heuristiques de bases. L’approche propose´e
pre´sente l’avantage de n’induire aucun couˆt de migrations et ce, quels que soient le type de
la taˆche (D = T ou D ≤ T , lourde/le´ge`re) et le nombre de processeurs du syste`me. Elle offre
des performances interme´diaires entre l’approche semi-partitionne´e existante EDF split (DD) et
l’heuristique de partitionnement classique FFDD. Toutefois, KTS aura tendance a` eˆtre d’autant
plus efficace que le nombre de processeurs est grand et que les ensembles de taˆches conside´re´s
sont majoritairement compose´s de taˆches lourdes.
L’objectif poursuivi ensuite consistait a` e´tendre, a` un mode`le de taˆches fermes, les heuris-
tiques de partitionnement classiques et l’approche KTS propose´e afin d’exploiter la flexibite´
apporte´e par le mode`le de taˆches fermes pour ame´liorer le taux d’ordonnanc¸abilite´. Au travers
de ce travail, nous avons montre´ comment l’analyse e´tendue d’ordonnanc¸abilite´ de´veloppe´e dans
le contexte de taˆches pe´riodiques asynchrones fermes peut eˆtre utilise´e conjointement a` un al-
gorithme de fractionnement de taˆches. L’e´valuation sur une large gamme d’ensemble de taˆches
nous a permis de confirmer la supe´riorite´ de l’algorithme KTS −AAQoS sur les heuristiques de
partitionnement classiques adapte´es AAQoS .
Nous nous sommes ensuite inte´resse´s au proble`me relatif au partitionnement d’un ensemble
de taˆches temps re´el pe´riodiques a` contraintes strictes sur une plateforme multiprocesseur ho-
moge`ne autonome du point de vue e´nerge´tique. Le but a e´te´ de re´partir les taˆches de manie`re a`
ce que toutes les contraintes temporelles soient satisfaites sur chaque processeur sans qu’il n’y
ait a` aucun moment une famine e´nerge´tique empeˆchant l’exe´cution des jobs. Ce travail a e´te´
mene´ en conside´rant la politique d’ordonnancement Earliest Deadline First (EDF). Nous avons
donc pre´sente´ une extension des heuristiques de partitionnement classiques et e´tendu l’approche
KTS pour le syste`me conside´re´. Au travers des simulations, nous avons explore´ la fac¸on dont
a` la fois les crite`res de tri des taˆches temps re´el et le niveau de criticite´ e´nerge´tique peuvent
favoriser la performance des diffe´rentes heuristiques adapte´es. De plus, nous avons estime´ une
taille de batterie minimale permettant d’obtenir les meilleures performances quels que soient le
niveau de contrainte e´nerge´tique du syste`me et/ou l’heuristique conside´re´e.
Enfin, nous avons ensuite conside´re´ la prise en compte conjointe de contraintes temporelles
et e´nerge´tiques pour un mode`le de taˆches temps re´el pe´riodiques fermes sous contraintes de QoS.
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L’enjeu consistait alors a` re´partir les taˆches en respectant a` la fois leurs contraintes temporelles
et leurs contraintes e´nerge´tiques, tout en assurant l’exe´cution des jobs obligatoires permettant
de garantir la qualite´ de service minimale requise pour le syste`me.
Les travaux de recherche futurs reposent sur une gestion dynamique de l’exe´cution des
jobs optionnels de manie`re a` assurer une meilleure QoS. En fait, jusqu’ici la re´partition des
taˆches fermes s’est faite de manie`re a` assurer uniquement l’exe´cution des jobs impe´ratifs (QoS
minimale assure´e). Il conviendrait alors d’envisager d’ordonnancer les jobs optionnels d’une
taˆche τi en les conside´rant par exemple comme des taˆches ape´riodiques autorise´es a` migrer
entre les processeurs. L’exe´cution des jobs rouges ne devrait bien suˆr pas eˆtre compromise (pas
de famine e´nerge´tique ni de violations d’e´che´ance).
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Nadine ABDALLAH
Partitionnement temps réel multiprocesseur sous contraintes de qualité de
service et d’énergie
Multiprocessor real-time partitioning with Quality of Service requirements and
energy constraints
Résumé
Ces travaux de thèse s’inscrivent dans le do-
maine de l’informatique temps réel multiprocesseur
contrainte par l’énergie. Ils visent à proposer des stra-
tégies de partitionnement de tâches sur une plate-
forme constituée de processeurs identiques puis à
mesurer leur performance par une étude de simula-
tion. Ces stratégies se singularisent par leur flexibilité
et facilité d’implémentation et ce, pour différents mo-
dèles de tâches : (i) à contraintes strictes/fermes, (ii) à
échéances contraintes/à échéances sur requêtes, (iii)
synchrones/asynchrones. La première partie de ces
travaux vise à l’amélioration et la proposition de nou-
velles stratégies de partitionnement pour des systèmes
non contraint par l’énergie. La seconde partie se fo-
calise sur les systèmes temps réel embarqués auto-
nomes alimentés par l’énergie tirée de l’environnement
(energy harvesting). Le modèle étudié considère que
chaque processeur dispose de son propre réservoir
d’énergie de taille donnée et que la puissance de la
source environnementale ne varie pas au cours du
temps. La validation par simulation des heuristiques
de partitionnement proposées montre qu’il est possible
d’atteindre un niveau de performance similaire à celui
des approches de semi-partitionnement tout en s’af-
franchissant de leurs inconvénients, notamment des
coûts de migration. Nous accompagnons ces straté-
gies d’un guide de choix en vue d’aider un concepteur
dans la difficile tâche du dimensionnement de son sys-
tème caractérisé par les réservoirs de stockage (batte-
rie ou supercondensateur) et les récupérateurs d’éner-
gie.
Abstract
Thesis work fits in the area of multiprocessor real-
time computing under energy constraints. It aims to
propose partitioning strategies for tasks on a homo-
geneous multiprocessor platform and to measure their
performance through simulations. These strategies
stand out because of their flexibility and ease of im-
plementation for different task models: (i) hard/firm
real-time constraints, (ii) implicit/constrained deadlines,
(iii) synchronous/asynchronous. First, we extend and
propose new partitioning strategies for systems with-
out energy considerations. The second part of the
work focuses on energy harvesting real-time embed-
ded systems saving energy from the environment. We
assume that in the studied system model each pro-
cessor of the platform has its own energy reservoir
with given size and that the energy source module
power does not vary over time. Simulation results show
that the proposed partitioning heuristics exhibit simi-
lar performances as those that can be observed with
semi-partitioning approaches without their drawbacks,
in particular the migration costs. These strategies have
been derived with a guide for the system helping the
designer in the difficult task of choosing the best di-
mensioning of the system characterized by its energy
storage units (battery or supercapacitor) and energy
harvesting modules.
Mots clés
partitionnement, systèmes temps réel embarqués
autonomes énergétiquement, multiprocesseur,
qualité de service.
Key Words
partitioning, energy harvesting real-time
embedded systems, multiprocessor, quality of
service.
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