Optimal error bounds for adaptive and nonadaptive numerical methods are compared. Since the class of adaptive methods is much larger, a well-chosen adaptive method might seem to be better than any nonadaptive method. Nevertheless there are several results saying that under natural assumptions adaptive methods are not better than nonadaptive ones. There are also other results, however, saying that adaptive methods can be significantly better than nonadaptive ones as well as bounds on how much better they can be. It turns out that the answer to the ''adaption problem'' depends very much on what is known a priori about the problem in question; even a seemingly small change of the assumptions can lead to a different answer. © 1996 Academic Press, Inc.
THE ADAPTION PROBLEM
One of the more controversial issues in numerical analysis concerns adaptive algorithms. The use of such algorithms is widespread and many people believe that well-chosen adaptive algorithms are much better than nonadaptive methods in most situations. Such a belief is usually based on numerical experimentation. In this paper we survey what is known theoretically regarding the power of adaption. We will present some results which state that under natural assumptions adaptive methods are not better than nonadaptive ones. There are also other results, however, saying that adaptive methods can be significantly superior to nonadaptive ones. As we will see, the power of adaption is critically dependent on our a priori knowledge concerning the problem being studied; even a seemingly small change in the assumptions can lead to a different answer.
Let us begin with some well-known examples. The bisection method and the Newton method for zero finding of a function are adaptive, since they compute a sequence (x n ) n of knots that depends on the function. The Gauss formula for numerical integration is nonadaptive since its knots and weights do not depend on the function.
A nonadaptive method provides an immediate decomposition for parallel computation. If adaptive information is superior to nonadaptive information, then an analysis of the tradeoff between using adaptive or nonadaptive information on a parallel computer should be carried out.
To formulate the adaption problem precisely, we need some definitions and notations. Many problems of numerical analysis can be described as computing an approximation of the value S( f ) of an operator S: X Ǟ G for f ʦ F, where F ʚ X. Here we assume that X is a normed space of functions and G is also a normed space. The operator S describes the solution of a mathematical problem, for example the solution of a boundary value problem or an integral equation. Also, numerical integration (with G ϭ R) and the recovery of functions (with an imbedding S ϭ id: X Ǟ L p , where X ʚ L p ) can be stated in this way. In many cases the space X is infinite dimensional and therefore f ʦ X cannot directly be an input of a computation. We usually replace S with a discretization method given, for example, by a finite element method. Accordingly, numerical methods are often of the form
with linear functionals L k : X Ǟ R and a (linear or nonlinear) mapping : R n Ǟ G. Hence numerical methods only use partial information N ( f ) about f ʦ X. The most important example is N( f ) ϭ ( f (x 1 ), f (x 2 ), . . . , f (x n )), but other functionals are common as well. Examples of such functionals include weighted integrals, Fourier coefficients, wavelet coefficients, and values of a derivative of f.
A method is called nonadaptive if the functionals L k are fixed in advance and do not depend on f.
One might hope that it is possible to learn about f during the computation of L 1 ( f ), . . . , L kϪ1 (f ) in such a way that one can choose the next functional L k suitably to reduce the error. Therefore one studies adaptive methods, where the choice of L k may depend on the (already computed) values
In the case L k ( f ) ϭ f (x k ), for instance, the knot x k depends on the known function values via
where k is a function of (k Ϫ 1) variables. In mathematical statistics, adaptive information is known as sequential design and nonadaptive information is known as nonsequential design.
In (1) we define methods with fixed cardinality. For more general methods we also use an adaptive stopping rule and obtain methods with varying cardinality, where n ϭ n( f ) depends on f. After the computation of L k ( f ) one decides, on the basis of the computed information L 1 ( f ), . . . , L k (f ), whether additional information is used or not. See [119] or [125] for the exact definitions. We will see in Section 5 that varying cardinality is important for zero finding.
Remark on Nonlinear Approximation. It should be stressed that the functionals L k in (1) cannot depend on f in an arbitrary way but only via the already computed values of L 1 ( f ), . . . , L kϪ1 (f ). This is because we are interested in feasible computations with small cost, including the cost of obtaining information on f. Sometimes it is interesting to even allow the L k to depend on f in a more general way. This is the core, for example, in efficient data compression. The resulting number n of values y 1 , . . . , y n that allows a recovery of S( f ) to within some error should be small. Important examples include rational approximation, approximation by splines with free knots, and wavelet compression. See [7, 12, 15, 25, 27, 28] . A general problem is the approximation of f ʦ X by an arbitrary expression of the form
where (g i ) is a given sequence of functions, and the coefficients y k and the indices i k may depend on f ; see [55] . A good n-term approximation g might be difficult to find, but if it is available then it can easily be transmitted and evaluated. Nonlinear approximation is strongly related to Bernstein and local widths, (see [26, 27, 76, 77] ) and also to recovering infinite dimensional objects from given noisy data (see [31, 32] ).
Different Settings.
There are several problems in numerical analysis for which all algorithms to find an approximation of the solution are very expensive in the worst case setting. This is the case, for example, for integration or optimization of poorly behaved functions of several variables. For such problems it is important to know whether they can be solved with justifiable cost at least for most functions and therefore we study the average case and/or randomized methods. Are various stochastic error bounds much better than worst case error bounds? This question is strongly related to the adaption problem because it may happen that adaption does not help in the worst case setting but helps significantly with respect to other settings.
Summary.
We summarize the main results on adaption. Most of them will be explained in this paper.
1. On adaptive stopping rules.
1.1. Adaptive stopping rules are not better than nonadaptive ones for many problems; see [70, 119, 125] . This is always true in the worst case setting. For many natural linear problems, this is also true in the average case setting. Hence we usually only consider methods (1) with a nonadaptive stopping rule.
1.2. For some linear problems adaptive stopping rules are superior; see [91] . An average case analysis of the problem of zero finding shows that adaptive stopping rules are much better; see [80, 83] .
2. For some natural problems adaption does not help. 2.1. This is true for linear problems on symmetric convex sets F ʚ X in the worst case setting and also in the average case setting for a Gaussian measure on X; see [5, 35, 58, 59, 70, 119, 120, 130, 133] .
2.2. With respect to the worst case error of deterministic methods, adaption does not help for integration of monotone or convex functions or for the problem of global optimization; see [56, 70, 73, 78, 124] .
2.3. For certain problems in nonparametric regression, where the information is disturbed by white noise, adaption does not help in the recovery of functions; see [39] .
3. For some natural problems adaption helps significantly. 3.1. If the set F is convex but nonsymmetric then adaption may help a lot even for linear problems in the worst case setting; see [60, 74, 76, 77, 107, 108, 109] .
3.2. In some cases, such as integration of monotone or convex functions, the superiority of adaptive methods can only be seen if randomized methods or average case errors are studied; see [56, 73, 78] . Adaption only helps on the average for global optimization. The advantage of adaptive methods can not be seen by studying the worst case error of deterministic or randomized methods; see [16, 70, 124, 126] .
3.3. Adaption helps significantly for certain classes of functions with singularities; see [51, 84, 129, 134] .
3.4. Adaption helps significantly in the solution of ordinary differential equations; see [52, 53] .
3.5. For many problems of numerical integration based on function values disturbed by white noise, adaption, helps significantly; see [93, 93a] .
Conclusions. Until about 10 years ago, most theoretical results concerning the adaption problem stated that under certain assumptions adaption does not help. In recent years more general assumptions have been studied which show that the power of adaption critically depends on our a priori knowledge concerning the problem. This is confirmed by numerical experience.
In [84] the authors present results concerning numerical integration of unimodal peak functions; see also Section 3. For a specific class of integrands an adaptive algorithm is presented that uses 90 function values and is better (in a worst case sense with respect to the logarithmic error criterion) than any nonadaptive method that uses up to 800,000 function values.
So a complexity analysis may lead to a new efficient methods. Other examples include high-dimensional integration or optimal recovery of functions. An earlier example is the invention of multigrid methods. Prototypes of these methods were first introduced by Fedorenko [34] and Bakhvalov [4] for a complexity analysis. A great deal of further work was necessary to transform the early theoretical methods into methods that are useful in practice; see [13, 47] . Now multigrid is in wide use.
A pure worst case analysis can lead to an inadequate rating of different methods. See [11] for results on the simplex method. An average case analysis can lead to new methods that could not be found otherwise.
Contents. In the rest of this section we discuss the relation between error bounds and complexity bounds. In Section 2 we discuss results for arbitrary linear problems defined on a symmetric convex set. In Section 3 we discuss linear problems on general convex sets. In Sections 4 and 5 we study some nonlinear problems: global optimization and zero finding.
Error Bounds and Complexity
Results. Assume that a linear operator S: X Ǟ G is to be approximated on the unit ball F of X. For a method S n of the form (1) we define the worst case error by
Let n denote the error,
of the optimal method S* n using n function values. In many cases we know that S* n can be chosen as linear, so that the cost of computing S* n ( f ) is proportional to n. This cost is mainly the cost of computing the information
In this case it would be enough to study the error bounds n . However, there are problems where the cost of computing S n ( f ) ϭ (N(f )) from N( f ) cannot be neglected because is complicated; see [18, 64, 85, 131] . Also, the cost of computing N( f ) may be large if N is adaptive and an L k depends in a complicated way on
To study the cost of such methods one needs a well-defined model of computation. In numerical analysis we usually consider the real number model, where one assumes that arithmetic operations with real numbers and comparisons can be done with unit cost. We often deal with partial information consisting of function values or Fourier coefficients, because a digital computer can only handle finite sets of numbers instead of functions. In information-based complexity it is assumed that certain functionals can be evaluated by an oracle and each call of the oracle costs c, where c Ͼ 0. This model of computation is described more carefully in [75] ; see also [8, 92, 105, 119, 121] .
There is another reason that we want to study the cost of algorithms as well as the sequence ( n ) n of error bounds. In applications the error level often is not fixed and one defines uniform algorithms that on input Ͼ 0 produce and -approximation to S( f ). In such a case one cannot use a fixed precomputed method S n but must compute the number n of knots and the knots themselves during the computation. To study the cost of computing n ϭ n() and suitable knots we clearly need a model of computation. One particular uniform problem for numerical integration is discussed in [75] .
In this paper, however, we consider the adaption problem only in the case where the error level is fixed, so that n and the method S n can be precomputed.
LINEAR PROBLEMS ON SYMMETRIC CONVEX SETS
In this section we assume that S: X Ǟ G is a linear operator. One important example is the problem of numerical integration, where
One often considers error estimates that depend on the norm of f ʦ X. If the method S n is linear, i.e., of the form
with certain g k ʦ G, then one wants estimates of the form
with c as small as possible. This corresponds to the worst case analysis with the error
where F is the unit ball of X. Of course we can also use the definition (2) for adaptive methods and, later, for sets F different from the unit ball. The first general result concerning the adaption problem is from Bakhvalov [5] , where S is a linear functional and the L k are special linear functionals, for instance function evaluations, L k ( f ) ϭ f (x k ). Bakhvalov proved that then adaption does not help. A result of Smolyak states that, under the same assumptions, linear methods are optimal in the class of all nonadaptive methods. Smolyak's result was not published in a journal; it is generally known also through Bakhvalov's paper [5] . We formulate the results of Smolyak and Bakhvalov as follows. THEOREM 1. Assume that S: X Ǟ R is a linear functional and the error of S n is defined by (2) , where F is a symmetric convex subset of X. Assume that S n is an arbitrary method of the form (1) using, for f ϭ 0 ʦ F, the functionals
Then there is a linear nonadaptive method
Proof. Let S n be any (adaptive or nonadaptive) method of the form
n the (fixed) functionals used by S n for the zero function 0 ʦ F. It is clear that
We have
where
As a consequence we obtain the important fact that
We prove that there is a linear method S* n ϭ Ⴆ N 0 with ⌬ max (S* n ) ϭ r. Without loss of generality we may assume that r Ͻ ȍ. Define a convex set by
and consider a supporting hyperplane H through a boundary point y of M of the form y ϭ (r, 0, . . . , 0) with r Ն 0. We obtain a k ʦ R such that
for all f ʦ F. Due to the symmetry of F, we also obtain that this sum is at least Ϫr. Hence we have found that the linear method
using the same nonadaptive information N 0 that is used by S n for the function f ϭ 0. Ⅲ Remarks. (a) Intuitively one might say that for zero information we do not have any chance to adjust the next knot in a special way to f to decrease the error. The reader may want to use this argument for the example
It turns out the midpoint rule S n is optimal for this particular class of functions with ⌬ max (S n ) ϭ 1/(2n).
(b) The adaption problem is more complicated if we consider arbitrary linear operators instead of functionals. It has been known since 1980 that nonadaptive methods are optimal up to a factor of 2 (see [35, 120] ), and it is known from [58, 59] that there are examples where adaption helps slightly. See also [19] . (2) , where F is a symmetric convex subset of X. Assume that S n is an arbitrary method of the form (1) using, for f ϭ 0 ʦ F, the functionals
THEOREM 2. Assume that S: X Ǟ G is a linear operator and the error of S n is defined by
N 0 ( f ) ϭ (L 0 1 ( f ), L 0 2 ( f ), . . . , L 0 n (f )).
Then there is a nonadaptive method of the form
such that
Hence adaptive methods can only be better than nonadaptive methods by a factor of at most 2. There are examples where adaptive methods are (slightly) better than nonadaptive ones.
Remarks. (a)
The results so far have not shown any significant superiority of adaptive methods. Nevertheless adaptive methods are often used in practice. An important application of adaptive methods is in finite element computations; see [2, 33] . A thorough discussion of the above results and their application to the solution of boundary value problems for elliptic partial differential equations is given in the book of Werschulz [133] .
(b) Of course it should be stressed that these results assume that we have a linear operator S and a convex and symmetric set F. The set F reflects the a priori knowledge concerning the problem; often it is known that f has a certain smoothness and this knowledge may be expressed by f ʦ F. If our a priori knowledge about the problem leads to a set F that is either nonsymmetric or nonconvex (or both) then we certainly cannot apply Theorems 1 and 2 and it is possible that adaption is significantly better; see Section 3.
(c) The idea behind Theorems 1 and 2 is that nonadaptive information that is good for the zero function 0 ʦ F is also good for any other f ʦ F. This is true for any linear problem with any norm. However, these results do not automatically lead to good nonadaptive methods. In particular we do not claim that the optimal nonadaptive knots are somehow uniformly distributed or equidistant. There are important examples where regular grid points are rather bad and the optimal (nonadaptive) points are more complicated. We stress this fact because we have noticed that some authors compare poor nonadaptive methods based, for example, on a regular grid with sophisticated adaptive methods and (wrongly) conclude that adaptive methods are superior.
(d) Many test results for the difficult problem of computing high-dimensional integrals can be found in [82, 104] . These results do not show the general superiority of adaptive algorithms. It seems that global smoothness properties of the integrand can be used better by nonadaptive methods. The results of course strongly depend on the family of integrands; see also [23, 37, 38, 54, 110, 138] .
is a normed space. Then we can study the embedding
on the unit ball F of X. Although this looks like a very special example, it is important because it can often be considered as a component in more general problems. Good knots x k for an approximation of S ϭ id by a linear method
with g k ʦ G depend strongly on the space X.
(a) Let X be a classical Hö lder or Sobolev space, such as
with the imbedding condition pr Ͼ d. Then regular grid points together with classical algorithms such as interpolation by piecewise polynomial functions lead to the optimal rate of convergence, given by n
. See, for example, [20] .
(b) If X is a space of functions with a bounded mixed derivative such as . This is far from being optimal, because there are methods that yield an order
This bound can be achieved by Smolyak's algorithm, which was introduced in 1963 (see [106] ) and leads to almost optimal methods in any tensor product case. The sample points are hyperbolic cross points and the order of convergence depends only weakly on the dimension d. Explicit cost bounds for Smolyak's algorithm were proved by Wasilkowski and Woźnia-kowski in [132] . Smolyak's algorithm has been developed independently in many papers for specific problems; see [82] . These methods are also called sparse grid methods or Boolean methods or discrete blending methods; see also [24, 44, 81, [113] [114] [115] . The hyperbolic cross points consist of a finite union of grids. In the simplest case the meshsize in each variable is h i ϭ 2
Ϫk i with k i ʦ N and we require that
for a positive parameter Ͱ that determines the number of knots. EXAMPLE 2. Another important example concerns the numerical computation of weighted integrals
for functions f from a Sobolev space and integrable weight functions g. As a consequence of Theorem 1 it is enough to consider linear nonadaptive methods of the form
This is true for any fixed g but the optimal knots x k in a quadrature formula S n depend strongly on the weight function. There exists a general method to obtain knots that yield an optimal rate of convergence; see [7] and [70] . It turns out, of course, that uniformly distributed knots are generally not optimal.
Average Case Analysis. One may argue that adaption does not help because we consider the worst case setting. Looking at the proofs of Theorems 1 and 2 one might hope that adaptive methods are much better with respect to an average case analysis. For such a Bayesian approach to numerical analysis we need a probability measure P on X. A typical choice of P is a Gaussian measure; see [29, 97, 119] . The choice of the measure plays a role similar to the choice of the norm (or the set F ) in the worst case setting. The following result from [130] reflects the strong symmetry properties of Gaussian measures.
THEOREM 3. Assume that S: X Ǟ G is linear and the error of S n is measured by
with a centered Gaussian measure P on X. Then adaption does not help and linear nonadaptive (spline-) algorithms are optimal.
Again this result does not solve the design problem of finding optimal sample points. For some important univariate problems, such as weighted integration and optimal recovery, almost optimal sample points are known; see [17, 68, 96, 100] . Similar problems for the multivariate case have recently been solved for the Wiener sheet measure and for the isotropic Wiener measure; see [87, 98, 128, 135, 136] .
Randomized (or Monte Carlo) Methods. Does adaption help for randomized methods? Here we study methods of the form
where the Ͷ indicates that and the functionals L k are random variables. In the adaptive case these random variables also may depend on the already computed information. One may even allow that the number n ϭ n( f, Ͷ) of functionals depends on Ͷ. In this case we write S Ͷ n for any method for which the expected number of functionals satisfies 
where E is the mean value over the different Ͷ. See [49, 65, 70, 119, 126] for recent results and surveys on randomized methods.
It is not known whether there is a general result on adaption such as Theorem 1 or Theorem 2 for randomized methods. On the other hand, we do not know an example where adaption helps significantly for a linear operator S: X Ǟ G over a symmetric convex set F ʚ X. For some linear problems we know that randomized methods are much better than deterministic methods. We mention one particular result for the problem of numerical integration,
Here the information is of the form L
A special class of methods is the linear (nonadaptive) methods of the form
with fixed random variables x for many functions, including all continuous functions. There are faster methods if we assume certain smoothness properties of the integrands; see [10, 46, 102] . Therefore this crude Monte Carlo method can only be recommended if we do not have any such properties. Almost optimal randomized quadrature formulas are known for classical function spaces such as Sobolev or Hö lder classes. They can be found by a combination of stochastic elements with classical quadrature formulas, based on piecewise polynomial interpolation. This technique is described and further developed in [50] . For many cases we achieve a better order of convergence using randomized methods, but in all these classical examples it is enough to take linear methods of the form (4). The following result is from [3, 71] . 
For deterministic methods the optimal order of convergence is given by
, while randomized methods have optimal order
In both cases we allow nonadaptive as well as adaptive methods, but the optimal order is achieved by linear nonadaptive methods.
Open
LINEAR PROBLEMS ON ARBITRARY CONVEX SETS
In this section we still assume that S: X Ǟ G is a linear operator. In Section 2 we studied the worst case error on symmetric convex sets F ʚ X. We have already observed that this means that f ʦ F is used as our a priori knowledge about the specific problem. One may want to use as much a priori information as possible. This is important, in particular, if the problem is difficult to solve. Consider, for example, integral equations of the first kind. Here we want to compute S( f ) ϭ u, given by
with known kernel function k. These equations are important for many applications and are usually ill-posed; i.e., the solution does not depend continuously on the right side f. Integral equations of the first kind and other ill-posed problems are studied in [6, 22, 30, 40, 45, 48, 61, 122, 123, 133] . In many applications we know that u is a nonnegative (density) function. In other applications we know that f and/or u are monotone or convex. This yields further knowledge about f. It may happen that a problem can be solved with this geometric information but cannot be solved reasonably without it. Hence one might study classes F, such as
A class of the form (5) is still convex, but not symmetric. Up to now, knowledge such as ''S( f ) is monotone (or convex)'' has been used for the construction of a good to deal with given information N; see [36, 40, 101, 123] for examples. However, it has usually not been used for the construction of (almost) optimal information N. We want to study whether adaption helps for linear problems defined on a convex but nonsymmetric set F. The first result is due to Kiefer [57] and concerns the problem of numerical integration of monotone functions. 
Then the nonadaptive trapezoidal rule
is optimal in the class of all adaptive methods.
Proof. Let S n be any (adaptive or nonadaptive) method that uses n knots. Let x 0 1 , . . . , x 0 n be the knots that are used by S n for the function id ʦ F mon , where id(x) ϭ x. Here we assume that
and we also put It is clear that
for all f ʦ F mon with 1 Of course there are also important problems where F is not convex. Examples are classes of functions with certain singularities; see [51, 129, 134] . For nonconvex sets F the advantage of adaptive methods can be very large, even exponential, but there seems to be no general theory. We will see, however, that such a theory is possible in the convex case.
As in the proof of Theorem 1, we obtain
This estimate is optimal since the error of the (nonadaptive) method S* n equals 1/(2n ϩ 2). Ⅲ
Remarks. (a)
The proof of Theorem 5 is very similar to that of Theorem 1 since a ''worst function'' (which is always 0 in the symmetric case) can be identified. There are other classes that can be studied in the same way. Consider, for example, the class
Then adaption does not help for the problem of numerical integration if we study the worst case error for deterministic methods; see [74] . This time the worst function is given by f (x) ϭ (x Ϫ 1/2) 2 . The optimal method is
). Compared to Theorem 5 the proof is more difficult because there is no smallest convex function with some given function values. Equidistant knots are optimal for F mon and also for the class F given by (6) . The class
probably is more interesting. Equidistant knots are far from being optimal for F con and a good quadrature formula uses more knots near the endpoints of the interval. The optimal order of convergence is n Ϫ2 for both adaptive and nonadaptive methods; see [14, 78] .
( 
with 0 Ͻ Ͱ Ͻ 1, using function evaluations. This problem can be solved adaptively using the bisection method, while nonadaptive methods are worse. Indeed, Korneichuk [60] proved that
EXAMPLE 2. Let X ϭ l ȍ and
Assume that we want to recover x ʦ F, i.e., S ϭ id. We measure the error in the l ȍ -norm and (adaptively or nonadaptively) use arbitrary linear functionals as information. One can use deep results of Kashin on the Gelfand numbers of octohedra, see [89] , to prove a lower bound for the error of optimal nonadaptive methods. There exists a positive constant c, see [76] , such that
Now we describe an adaptive method which is much better. For simplicity we assume here that n ϭ 2m Ϫ 1 is odd. By ͳ i we mean the functional ͳ i (x) ϭ x i . First we describe the functionals L k which are of the form
i.e., l 2k ϭ 2 j k and l 2kϩ1 ϭ 2 j k ϩ 1.
We obtain
and from
we conclude that
We consider the following adaptive information:
Assume that l is any coordinate not contained in ͕l 1 , l 2 , . . . , l 2kϪ1 ͖. Then one can see that x l Յ x j for at least k distinct values of j, and hence
Thus for n ϭ 2m Ϫ 1, we get
for all l different from l 1 , . . . , l n . Hence we can recover x from the information N n with error at most 1/(2m ϩ 2) ϭ 1/(n ϩ 3); i.e., we have a method with
So adaptive methods are much better than nonadaptive ones. Consider now the same problem S ϭ id: F Ǟ l ȍ , but with the condition that we only allow methods that use adaptive or nonadaptive ''function evaluations,'' i.e., L k (x) ϭ x i k . We have already constructed an adaptive method with an error bounded by 1/(n ϩ 3). It is not difficult to see that the nonadaptive information
is optimal among all nonadaptive information operators. It follows, in particular, that
.
This example shows that adaptive methods can be exponentially better than nonadaptive ones. To guarantee an error of 10 Ϫ3 we need about 1000 function evaluations in the adaptive case and about 2 1000 in the nonadaptive case.
Can adaptive methods be arbitrarily better than nonadaptive methods or is there a bound on how much they can be better? This problem was studied in [77] . One can use new inequalities between Gelfand widths and Bernstein widths and relations between these widths and optimal error bounds for adaptive and nonadaptive methods, respectively. Inequalities between different widths are known in the symmetric case (see [64, 66, 88, 89] ), but nonsymmetric sets have not been studied much in approximation theory.
We assume that S: X Ǟ G is a continuous linear mapping that is to be approximated on a convex set F ʚ X by a method of the form Ⴆ N, where
with arbitrary continuous linear functionals L k : X Ǟ R. The following result is proved in [77] .
This means that there is a universal bound on how much adaptive methods can be better for linear problems on convex sets. The practical implication depends on the speed of convergence of the sequence
If (Ͱ n ) n tends to zero very fast then the improvement by adaptive methods is relatively small. If, however, (Ͱ n ) n tends to zero as n Ϫ3 or even slower then the improvement by adaption can be huge.
Average Case Analysis. We saw in Theorem 5 that adaption does not help for the integration of monotone functions. This is a worst case result for deterministic methods.
One can hope that adaptive methods are much better than nonadaptive methods on the average. Assume, for example, that we know f ʦ F mon and f (1/2) ϭ Ͳ.
If Ͳ Ͻ 1/2 then the value of f (3/4) gives more information about the integral of f than f (1/4). If, however, Ͳ Ͼ 1/2 then the value of f (1/4) gives more information and it might be better to compute f (1/4) next. The average case can be studied with the Dubins-Freedman or Ulam measure P on F mon ; see [41] for the construction and detailed analysis. The function value f (1/2) is uniformly distributed on [0, 1], and a P-random function can be constructed on the dyadic rationals inductively. First put
Nonadaptive quadrature formulas are studied in [42] , while adaptive methods are studied in [73] . It is proved that the trapezoidal rule has optimal order in the class of nonadaptive methods while there is a ''greedy'' adaptive method that is much better on the average.
THEOREM 7. For nonadaptive quadrature formulas using n function values the optimal order is
There is an adaptive method with
Randomized Methods. We compare worst case results for deterministic and randomized methods. The following result, from [73, 78] Remarks. (a) Analogous classes of monotone and convex functions in the multivariate case are studied in [56, 86] . Tight lower bounds for nonadaptive Monte Carlo methods are not known in the multivariate case.
(b) Theorems 7 and 8 are interesting for the following reason: Classical error bounds in numerical analysis are worst case error bounds for deterministic methods. With respect to such error bounds adaptive quadrature methods are not much better than nonadaptive ones for F mon or F con . Nevertheless there is an advantage of adaptive methods. This advantage of adaptive methods can only be proved via stochastic arguments, however. This means that stochastic errors bounds can be used to identify new efficient methods that could not be found by the classical approach, i.e., by a worst case analysis of deterministic methods.
The Logarithmic Error. Up to now we have always considered the absolute error criterion, given, in the worst case setting, by (2) . This is the error criterion used in most theoretical studies of numerical analysis. In many applications the relative or logarithmic error is more relevant. See [119] for results concerning the relative error in the symmetric case. The integration problem S( f ) ϭ ͐ 1 0 f (x) dx was studied for classes of the type [84] . One can define the logarithmic error criterion in the worst case setting by
Given information N( f ) ϭ y, these numbers are easy to compute. With respect to the logarithmic error, the optimal estimate of S( f ) is then the geometric mean ( y) ϭ ͙a( y)b( y), with error
It turns out that again nonadaptive methods are optimal. The optimal knots are not equidistant but are in a ''geometrical order.'' One of the results of [84] is as follows.
THEOREM 9. Consider the integration problem on F
ͳ mon with 0 Ͻ ͳ Ͻ 1. Adaption does not help (for deterministic methods) with respect to the logarithmic error (7) . Assume that ͳ ϶ n/(2n ϩ 2). Then the optimal nonadaptive knots x 1 , . . . , x n are given by 1 Ϫ x n ϭ Ͱ and
In the case ͳ ϭ n/(2n ϩ 2) the optimal knots are equidistant. For small ͳ and large n we have
Remarks. (a) For the optimal method with equidistant knots we only have
and therefore the optimal knots are much better than equidistant ones if ͳ is small. . This property of f cannot be used efficiently by an adaptive method. Indeed, it turns out that nonadaptive methods based on equidistant knots are almost optimal in the class of all adaptive methods. This is true for the absolute error and for the logarithmic error.
If we consider only those functions that are strictly unimodal, in the sense that they are (strictly) increasing in an interval [0, x*] and (strictly) decreasing in [x*, 1], then the results are quite different: Adaption still does not help for the absolute error criterion while adaptive methods are much better than nonadaptive ones for the logarithmic error. In [84] an algorithm is presented that estimates the integral for any positive function f that is unimodal in the strict sense. The method uses Fibonacci search to approximate the maximum of the function and then uses a ''greedy strategy'' to determine further knots that lead to an approximation of the integral.
These results show that a seemingly small change in the class F may lead to quite different results. Also the error criterion can be crucial for the adaption problem.
GLOBAL OPTIMIZATION
Error bounds for the nonlinear problem of global optimization are closely related to those for the linear problem of optimal recovery in the L ȍ -norm. Let F be a symmetric convex set of bounded functions defined on a set ⍀. Then we consider methods based on function evaluations for the linear problem id: F Ǟ B(⍀). The maximal error of an approximation S n is given by
From the basic results of Smolyak and Bakhvalov (see Theorem 1) we know that adaption does not help and that linear methods are optimal. Hence we have the error bound
Now we consider the problem of global optimization, defined by S( f ) ϭ inf f. Again we are interested in bounds for the error defined by
The following result is from [124] ; a proof can be found also in [70, 1.3.3] . THEOREM 10. Adaption can help for the problem of global optimization by at most a factor of 2; the error bounds
are valid for nonadaptive and also for adaptive methods for any symmetric convex F ʚ B(⍀).
Optimal error bounds for global optimization and for optimal recovery are almost equal in the worst case setting if F ʚ B(⍀) is convex and symmetric. Under the same conditions adaptive methods are at most slightly better than nonadaptive methods. The frequent use of adaptive methods for the problem of global optimization cannot be justified by a worst case analysis of deterministic methods.
The sequence (Ͱ n (F )) n provides a bound for the (worst case) complexity of finding the global minimum of f ʦ F. Any method which yields an error of at most Ͱ n (F ) for all functions f ʦ F must use at least n function values for some functions f ʦ F. The following result is well known; see [69, 70, 119] for this and more general results. By D r f with r ϭ (r 1 , . . . , r d ) we denote a partial derivative and we put ͉r͉ ϭ ͚ r i , as usual. stress that the lower bound is still valid if we allow information consisting of derivatives of order at most k. For Lipschitz optimization we have k ϭ 0 and Ͱ ϭ 1. Hence this problem is very difficult even for moderate values of d. In this and some other cases it is possible to specify the optimal constant c. It is known that the complexity result of Theorem 11 is also true if we allow randomized methods; see [70, 126] for details. This may be surprising because stochastic search methods are often used in practice. How can we avoid this negative result? First, we can look for ''smaller'' classes F that allow smaller errors and still contain many interesting functions. We often deal with ''nonisotropic'' situations where some directions in R d are more important than others. Many interesting functions are partially separable; i.e., they can be written as the sum of functions depending on only a few of the variables (see [21, 116) . Assume, for instance, that f is of the form
THEOREM 11. Let F be a Hölder class of the form
i.e., f is the sum of functions f i, j depending only on two variables. Let us also assume that f i, j ʦ C 
Using results of Temlyakov [113] (see also [132, 136] , one can show that there are nonadaptive methods for W (1,. ..,1)
. Now the order of convergence depends only weakly on d. However, this bound cannot be achieved using grid points-grid points only yield the poor bound n
. Instead one can use methods based on hyperbolic cross points; see Example 1b of Section 2 and [81] .
Second, one can try to define efficient adaptive algorithms that are distinguished not by their worst case performance, since we know from Theorem 10 that adaption cannot help in the worst case, but by some other criterion. For instance, Sukharev introduced the concept of sequentially optimal algorithms as algorithms making in each step the best use (with respect to the worst-case information in the following steps) of the information given by f (x 1 ), . . . , f(x kϪ1 ). A survey of this concept can be found in [111, 112] . This approach leads to a new and promising class of algorithms.
Third, instead of a worst case analysis, we can opt for an average case analysis in the hope of finding a method that is good for ''most'' f ʦ F. To compute the average error one can take the classical Wiener measure on C([0, 1]) for d ϭ 1 and the Wiener sheet measure if d Ͼ 1. Error bounds are only known for the case d ϭ 1; see [94, 127] . The average error of optimal nonadaptive methods is of order n Ϫ1/2 . Recently Calvin [16] constructed adaptive Monte Carlo methods which yield errors of order n Ϫ(1Ϫͳ) for any ͳ Ͼ 0. Thus adaption turns out to be very powerful in the average case setting. The order n Ϫ(1Ϫͳ) can also be obtained by a deterministic adaptive method, since it is known that Monte Carlo algorithms cannot be superior to deterministic algorithms in an average case sense; see [70, p. 67] . We stress, however, that such deterministic methods are not known.
There exist several other algorithms that are based on the Bayesian approach; see [9, 67, 117, 137] . One can define, for example, ''greedy methods,'' i.e., methods that are optimal ''in one step.'' Average error bounds for these methods, however, are yet to be found.
ZERO FINDING
We survey recent results for the solution of the nonlinear equation f (x) ϭ 0 of one variable; see also [80] . Zero finding is a classical problem of numerical analysis, and most of the results deal with the asymptotic setting; see [118] . The order of convergence and the efficiency or complexity index are studied, often under the assumption that a good initial approximation to a root is given.
In contrast to the asymptotic setting, error bounds which hold for any f ʦ F after a fixed number of steps are studied in the worst case setting; see [103] . We also consider the average case setting, where the expected error and cost with respect to a probability measure on F are investigated. In this setting we also study methods with an adaptive stopping rule. Actually we will see that methods with such a varying cardinality are much better than methods with a fixed number of knots.
It is well known in practice that methods which usually work fast sometimes fail for specific hard functions f. This is confirmed by a comparison of results in three settings: asymptotic, worst case, and average case. We give such a comparison for the typical class
The order of the Newton method is 2. This means that the error converges quadratically for f ʦ F if a good starting point x 0 is chosen. It is known that the order 2 can even be achieved by a globally convergent method which uses only function values.
We study methods of the form (1), based only on the knowledge f ʦ F and the knowledge that is given by the computed values. We do not assume additional knowledge such as ''a good starting point for the Newton method.'' To measure the error of S n we use the root criterion
and the worst case error
We recall the bisection method S b n . Let a 0 ϭ 0 and b 0 ϭ 1.
We set
Further, we define
It is well known that the worst case error of the bisection method S b n satisfies
This holds for F and for many other classes. The bisection method is optimal with respect to the worst case error for many classes. The optimal worst case error bounds do not depend on the degree of smoothness, bisection is optimal even for the class of C ȍ -functions with a simple zero. Bisection is not optimal, however, if we know an upper bound on ʈ f Љ ʈ ȍ and a positive lower bound on ͉ f Ј(x*)͉ for each zero x*; see [63] .
The bisection method clearly is an adaptive method. The optimal nonadaptive method S* n uses equidistant knots, the error being
Adaptive methods are much better than nonadaptive methods for this nonlinear problem. Now we consider average case results. So far Gaussian measures have been used in most of the papers dealing with the average case on infinite dimensional function spaces. For zero finding, Gaussian measures and Ulam measures on classes of monotone functions have been used. It is known that the bisection method S b n is not optimal in the class of methods with fixed cardinality n but it is almost optimal: A lower bound of the form
holds for all such methods. See [43, 72, 79, 95] .
In the remaining part of this section we discuss results for suitable Gaussian measures on a class
where r ʦ N 0 . We study zero finding methods S which are based on function values f (x i ) or derivatives f (k i ) (x i ) at adaptively chosen knots x i . Of course we assume that k i Յ r. The Gaussian measures which have been used to analyze zero finding are derived from the Wiener measure by r-fold integration and translation by suitable polynomials to match boundary conditions at the endpoints 0 and 1. The following results are from [83, 95] ; the Brownian bridge (r ϭ 0) was studied earlier in [72, 79] .
A lower bound of the form (9) also holds for the class F r . Therefore the number of bisection steps necessary to guarantee a worst case error differs from the number of function evaluations necessary to obtain an average error at most by a multiplicative constant. This is remarkable for r Ն 2 since there are iterative methods which converge superlinearly for all f ʦ F and, therefore, for almost all f ʦ F r .
Are adaptive stopping rules better than nonadaptive ones? A worst case analysis cannot justify the use of methods with varying cardinality. Due to [125] varying cardinality also does not help much for many linear problems, if the average error and the average cost are defined with respect to a Gaussian measure; but see also [91] . For zero finding, however, varying cardinality is very powerful on the average. In practice the number of evaluations is often determined by an adaptive stopping rule: We stop a method in n( f )th step if
We present a special algorithm S from [83] with ⌬ max (S ) Յ for r Ն 0. This strong error requirement implies that only enclosing methods can be used. See [1] for an analysis of enclosing methods in the asymptotic setting. Numerical results for the method S are presented in [77a] . We mention some properties of the method S that are also important for the proof of average case results. The method uses steps of the regula falsi (R), the secant method (S), and the bisection method (B). A typical pattern is R R S . . . S B R R S B R R S S S S S S . . . We always have a length reduction t i Ϫ s i Յ (t iϪ4 Ϫ s iϪ4 )/2 of the interval with a guaranteed zero. The error of the method is bounded by for each f ʦ F 0 . The computational cost is proportional to the number of function evaluations.
The following result holds for r-fold Wiener measures and r Ն 2. The constant c in (10) depends on the measure P, the proof in [83] gives a suitable c that can be computed numerically. 
where ͱ ϭ 1 ϩ ͙5 2 .
We only sketch the basic idea of the rather technical and long proof. For Ͳ i Ͼ 0 we define a subset G of F r by G ϭ ͕g ʦ F r ͉ ͉gЉ(x) Ϫ gЉ(y)͉ Յ Ͳ 1 ͉x Ϫ y͉ 1/3 , ͉gЉ(z)͉ Ն Ͳ 2 , ͉ gЈ(z) ͉ Ն Ͳ 3 if g(z) ϭ 0͖.
Let g ʦ G. After k ϭ k(G) steps we can guarantee the following: If there is a further bisection step then this is the last one and we obtain the pattern B R R S S S S . . .
It is possible to give explicit estimates of k(G).
It is also possible to estimate the probability of G and so, finally, the result can be proved.
One should note that such an average case analysis includes a worst case analysis for many different subsets G of F r . It is crucial, of course, that a membership f ʦ G cannot be checked by any algorithm that is based on finite information. Hence the constants Ͳ i cannot be used in a program.
The algorithm S is almost optimal in a strong sense. Actually one can prove a lower bound for very general methods: instead of function evaluation at any knot we also allow the evaluation of derivatives; instead of enclosing methods with a guaranteed error we only require that the average error is bounded by . Nevertheless, the average number of knots of any such algorithm cannot be much smaller than the average number of knots of our algorithm S . Again we consider r-fold Wiener measures with r Ն 2. The constant c Ͱ depends on the measure, but is of course independent of S . We believe that the bound r ϩ 1/2 on Ͱ is optimal. Together with Theorem 12 we obtain that the method S is almost optimal if r Ն 2. Possibly, this particular method is also optimal for r ϭ 0 and r ϭ 1 but this is not known so far.
The stopping rule ''t i Ϫ s i Յ 2'' is adaptive since the number n( f ) of function evaluations depends on f ʦ F r . We have seen that such an adaptive stopping rule is crucial.
Note the huge difference between the orders log(1/) and log log(1/) of the worst and average case complexity. This difference is due to the fact that we switch from maximal n ϭ n( f ) to average n( f ), the difference between worst case errors and average case errors turns out to be insignificant for this particular problem.
