Making statistical inference for discretely observed jump-diffusion processes is a complex and challenging problem which motivates new methodological challenges. The infinitedimensional nature of this problem has required from existing inference methodologies the use of discrete approximations that, naturally, represent a considerable source of error in the inference process. In this paper, we give the first general methodology for exact likelihood-based inference for discretely observed jump-diffusions. The exactness feature refers to the fact that the methods are free of discretisation error and Monte Carlo error is the only source of inaccuracy. The methods proposed perform either maximum likelihood or Bayesian estimation. Simulated and real examples are presented to illustrate the methodology.
Introduction
Jump-diffusion processes are used in a variety of applications in several scientific areas, especially economics (see Ball and Roma, 1993; Duffie et al., 2000; Runggaldier, 2003; Eraker et al., 2003; Eraker, 2004; Johannes, 2004; Barndorff-Nielsen and Shephard, 2004; Feng and Linetsky, 2008; Kennedy et al., 2009 ). Other applications can be found, for example, in physics (see Chudley and Elliott, 1961) , biomedicine (see Grenander and Miller, 1994) and object recognition (see Srivastava et al., 2002) . Jump-diffusions are natural extensions to diffusions, allowing for discrete discontinuities in trajectories which are otherwise described by diffusion dynamics, thus offering additional flexibility in modelling phenomena which exhibit sudden large jumps.
Inference for jump-diffusions is a challenging problem because transition densities are almost always intractable. This problem is typically overcome using approximations based on time-discretisations which typically lead to systematic biases which are difficult to quantify. Therefore, the problem requires new approaches which circumvent the need for approximation, and we shall call exact solutions. Whereas efficient exact solutions have already been proposed for the context where there is no jump component (see Beskos et al., , 2009 Sermaidis et al., 2013) , no methodology currently exists for the jump-diffusion case.
This paper gives the first general methodology for exact likelihood-based inference for discretely observed jump-diffusions. The only source of inaccuracy is Monte Carlo error which can be controlled using standard Monte Carlo techniques. We perform both maximum likelihood and Bayesian inference, utilising directly and extending an algorithm that performs exact simulation of a class of jump-diffusion bridges proposed in Gonçalves and Roberts (2014) and called the Jump Exact algorithm (JBEA).
First we propose two methodologies (MCEM and MCMC) for the case where the drift and the jump-rate are uniformly bounded and JBEA can be directly applied. Our methodology collapses to that of in the case where no jump component is present. We also propose two methods for the general case where both the drift and the jump-rate may be unbounded. One of these is an importance sampling (IS) adaptation of the first MCEM method we propose providing improved Monte Carlo variance properties. The second method introduces a new perspective for solving the inference problem in an exact framework using an infinite-dimensional Markov chain Monte Carlo (MCMC) algorithm based on Barker's transitions (Barker, 1965) and novel simulation techniques.
Our exact approach can be applied to a wide class of univariate models which allow nonlinear state-dependent drift and diffusion coefficients, and state-dependent and time-inhomogeneous jump rate and jump size distribution. The methodology extends in principle to certain multivariate jump-diffusions, although we do not explore this direction here.
Whilst the focus on this paper is clearly on exact inference for diffusions, the use of exact Barker's transitions via a two coin algorithm which we will introduce appears to be of generic interest for any context with intractable accept/reject ratios. Barker's method is rarely used, as it is known to be uniformly dominated by the much more well-known MetropolisHastings accept/reject formula. However it is easy to show that Metropolis-Hastings never beats Barker by a factor greater than 2 (in Peskun order sense), and crucially, in contrast the Metropolis-Hastings, the smoothness of the accept/reject formula in the Barker case permits the construction of the two coin procedure. This paper is organised as follows. The remainder of Section 1 provides a literature review and formally defines the class of jump-diffusion processes to be considered. Section 2 revisits the algorithm for the exact simulation of jump-diffusion bridges, JBEA, proposed in Gonçalves and Roberts (2014) . Section 3 presents two inference methods directly based on JBEA, and Section 4 presents two other methods which make indirect use of JBEA. In Section 5 the methods are applied to simulated data sets to investigate their efficiency. Finally, two real data sets concerning the exchange rate GBP/USD and the S&P500 index are analysed in Section 6.
Literature review on approximate methods
Existing solutions for the inference problem we consider are based on approximations which, in turn, rely on path discretisation and/or data augmentation strategies. These solutions follow basically three main directions: considering alternative estimators to the maximum likelihood estimator (MLE); using numerical approximations to the unknown likelihood function; and estimating an approximation to the likelihood by using Monte Carlo methods. Moreover, several of the methods assume state-independence of various components of the model.
Alternative estimators can be found in Duffie and Singleton (1993) and Duffie and Glynn (2004) . Numerical approximations can be found in Lo (1988) , Aït-Sahalia and Yu (2006) and Filipović et al. (2013) . Particle filter-based Monte Carlo methods can be found in Johannes et al. (2002) and Johannes et al. (2009) . Golightly (2009) proposes a refinement where the particles are propagated via MCMC. The author proposes a Metropolis-Hastings algorithm generalising the Durham and Gallant bridge (Durham and Gallant (2002) ) for the jump-diffusion case.
The jump-diffusion model
Formally, a jump-diffusion is the stochastic process V := {V s : 0 ≤ s ≤ t} that solves the SDE: 
where b, σ : R → R and g 1 : E × R → R are assumed to satisfy the regularity conditions (locally Lipschitz, with a linear growth bound) to guarantee a unique weak solution (see Platen and Bruti-Liberati, 2010 , Section 1.9). W s is a Brownian motion and m(dz, ds) is a random counting measure on the product space E × [0, t], for E ⊆ R, with associated intensity measure λ m . We assume that λ m is absolutely continuous with respect to Lebesgue measure on E × [0, t] and Markov dependent on V :
where, for any v ∈ R, λ 1 (·, v) is a non-negative real valued function on [0, t] and for any s ∈ R + , f Z (·; s) is a standard density function with support E. According to (1) and (2), between any two jumps, the process V behaves as a homogeneous diffusion process with drift b and diffusion coefficient σ. The jump times follow a Markov point process on [0, t] with intensity function (jump rate) λ 1 (s; V s− ). A random variable Z j with density f Z (z; t j ) is associated to each of the N jump times and, along with the state of the process, determines the size of the jump g 1 (Z j , V t j − ) at time t j .
Exact simulation of jump-diffusion bridges
In this section, we briefly present the JBEA algorithm to perform exact simulation of jumpdiffusion bridges proposed in Gonçalves and Roberts (2014) . JBEA simulates a finite represen-tation from the exact probability law of a class of univariate jump-diffusion bridges.
JBEA can only be directly applied to processes with unit diffusion coefficient. This is a genuine restriction in the multivariate case where not all diffusions can be reduced to this case. On the other hand, in the one-dimensional case, we can always apply the Lamperti transform to obtain a process as required (assuming the diffusion coefficient is continuously differentiable). Thus we set X s = η(V s ) with the Lamperti transform:
where v * is some arbitrary element of the state space of V . The transformed process X := {X s : 0 ≤ s ≤ t} is a one-dimensional jump-diffusion solving the SDE:
where
For the time interval [0, t], we define N as the number of jumps, t j as the jump times and J j as the jump size at t j , 1 ≤ j ≤ N. We also set J = N j=1 J j and use J as shorthand notation for the collection of jumps {J 1 , . . . , J N } and their corresponding jump times {t 1 , . . . t N } and, where appropriate, also for the processes consisting of just the jumps. Now let f g (·; t j , X t j ) be the pdf or pmf of the jump size at t j induced by g. We shall refer to this as the jump size density. We shall often abbreviate notation where no ambiguity arises, e.g. λ(s), λ(j) and f g (·; j).
Let P be the probability measure induced by the solution X of (4) and defineP to be the law of the jump-diffusion with law P given X t = y. Now letD be the law of the process constructed as the sum of an independent jump process, with jump rate λ 0 and jump size density f 0 , and a Brownian bridge B * that starts in x at time 0 and finishes in y − J at time t. Note that J is independent of the ending point y and it is B * that guarantees that the trajectories will end in y. To simulate a process with lawD we first simulate the jump process J and then the Brownian bridge B * , which depends on J. We now define a probability measureF, called the Lipschitz proposal, which differs fromD only in the distribution of (N, J) -the conditional distributions ofF andD given (N, J) are identical. Define fD, fF as the joint density of (N, J t 1 , . . . , J t N ) underD andF respectively. We thus set
Details on how to simulate from fF can be found in Gonçalves and Roberts (2014) . Our aim is to simulate exact skeletons of the jump-diffusion with probability lawP using rejection sampling fromF. The complete list of assumptions is presented in Appendix A. The algorithm proceeds by proposing B ∼F and accepting with probability proportional to the Radon-Nikodym derivative dP dF (ω) and is given by a(B) := p 1 (B)p 2 (B)p 3 (B), where
Suppose that r is an upper bound on φ(B s ), 0 ≤ s ≤ t. In order to evaluate the acceptance probability of the algorithm we need to simulate three independent events of probabilities p 1 , p 2 and p 3 , respectively. The first two are achieved by simulating independent Bernoulli r.v.'s (since p 1 and p 2 are known). Finally note that p 3 is equal to the probability that a Poisson process (PP) with rate r on [0, t] × [0, 1] produces no points below the curve φ(B s )/r. This event can be evaluated by unveiling the proposal only at the time instances of the points from the PP, which makes it feasible to decide whether or not to accept the proposal. We call this the Poisson Coin algorithm.
JBEA returns a skeleton of the jump-diffusion bridge with lawP. Any further points may be simulated from the Brownian bridge B * . Further details on the algorithm can be found in Gonçalves and Roberts (2014) , including extensions, simplifications, details on the simulation steps and practical strategies to optimise its computational cost.
Inference via JBEA
We now present two algorithms based on JBEA to perform exact inference for discretely observed jump-diffusion processes. The first approach gives a Monte Carlo EM algorithm to find the MLE and the second one suggests a MCMC algorithm to sample from the posterior distribution of the parameters.
A Monte Carlo EM algorithm
In this algorithm, JBEA is used to obtain a Monte Carlo estimate of the expectation on the E-step. The exactness of the method is obtained by combining the exactness feature of JBEA with some auxiliary variable techniques. We present two versions of the algorithm to cover the cases where the diffusion coefficient does or does not depend on unknown parameters.
The case where the diffusion coefficient is known
Consider V := {V s : 0 ≤ s ≤ T } a one-dimensional jump-diffusion process, with probability measure S, solving the SDE in (1). Suppose functions b, g 1 and λ 1 depend on unknown parameter set θ. Suppose we observe V at (n + 1) time instances 0 = t 0 , . . . , t n = T and want to estimate the parameter vector θ based on these observations. Now let X be the stochastic process with probability measure P that solves the SDE in (4), obtained by applying the Lamperti transform η to V . Naturally, functions α, λ and f g depend on θ. Note, however, that, since the diffusion coefficient of V does not depend on θ, nor does η, which means that X is observed.
To obtain the likelihood we need the finite-dimensional distributions of X, which are typically unavailable. We can, however, obtain the augmented or full likelihood function, ie that obtained from observing the entire jump-diffusion trajectory in [0, T ]. The augmented likelihood is obtained by writing down the Radon-Nikodym derivative of P w.r.t. any measure Q, such that P ≪ Q where Q does not depend on θ (see Gonçalves and Silva, 2017) . This is the natural environment to apply the EM algorithm. However, since X mis is an infinite-dimensional random variable, we have to be particularly careful in constructing a convergent EM algorithm.
In our context, we start by separating X in two parts: x obs = {x 0 , . . . , x n }, the transformed observations, and X mis , the unobserved part of the process X. In order to write down the likelihood of a complete path we choose Q to be the measure of a jump-diffusion which is the sum of a Brownian motion and a jump process with jump rate 1 and jump size density f which does not depend on θ and such that f g ≪ f , for every j. Since Q does not depend on θ and P ≪ Q, the Radon-Nikodym derivative dP dQ is a valid likelihood function for θ, given a complete path of X in [0, T ]. Defining y = X T , theorem 2 from Gonçalves and Roberts (2014) implies that the complete log-likelihood function is given by
where κ is a constant with respect to θ and so can be neglected by the EM algorithm. Since the expectation of (6) cannot be evaluated analytically, we rely on Monte Carlo methods to obtain unbiased and strongly consistent estimates of it, and thus we apply a Monte Carlo EM (MCEM) procedure.
We need to introduce an auxiliary variable U = (U 1 , . . . , U n ), where the U i 's are mutually independent, with U i ∼ U(t i−1 , t i ), and independent of X (U is the uniform distribution). We then have:
The MCEM algorithm proceeds by maximising, w.r.t. θ, the Monte Carlo estimate of (7) based on an iid sample from (X mis , U)|x obs , θ ′ . Samples are obtained by performing JBEA between all the consecutive pair of observations. Thus a single iteration of the algorithm inputs θ ′ and outputs the maximising θ value. The algorithm iterates this procedure until the output values are convergent according to the desired accuracy. It is well documented (see for example Fort and Moulines, 2003 , and references therein) that the number of Monte Carlo samples should increase with the EM iterations in order to overcome Monte Carlo error. Finally, the maximisation step may require numerical methods.
The case where the diffusion coefficient is unknown
We now focus on the case where the diffusion coefficient of V depends on unknown parameters. A very important result in jump-diffusion theory, which is particularly important for inference is that a complete path of a jump-diffusion can be used to perfectly estimate σ(V t− ; θ). The result states that (Protter, 2004, II.6) :
The computational implication of this result is that we cannot construct an EM algorithm as in the previous section because there is a perfect correlation between σ and the missing path as described in (8) (see Meng, 1993) . This problem is also relevant in MCMC algorithms, where it was first encountered (see Roberts and Stramer, 2001; Elerian, 1999) in the context of inference for diffusions.
We propose a solution for this problem which is based on Roberts and Stramer (2001) and and consists of a suitable transformation of the missing data that breaks the dependence between the missing data and the parameters, when conditional on the observed values. In our infinite-dimensional context, this problem is equivalent to finding a reparameterisation of the missing data so that the dominating measure is independent of the parameters. We construct this reparameterisation in two easily interpreted transformations.
The first transformation takes X = η(V ; θ), with {x(θ) = x 0 (θ), x 1 (θ), . . . , x n (θ) = y(θ)} being the transformed observations, which now depend on θ. Now let N i be the number of jumps in (t i−1 , t i ) and (t i 1 , . . . , t i N 1 ) be the jump times. Defining t i 0 = t i−1 and t i N 1 +1 = t i we obtain the second level of path transformation {X s →Ẋ s ; s ∈ (t i−1 , t i ) \ {t i 1 , . . . , t i N 1 }}:
where X i j = X t i j and X i 0 = x t i−1 (θ) and
Note thatẊ is a collection of diffusion bridge starting and ending in 0. Its dynamics depend on θ and are typically intractable; nevertheless it is easy to simulateẊ at any time s, conditionally on V obs and a specific value of θ, by firstly computing x t i−1 (θ) and x t i (θ), then simulating X via JBEA and, finally, applying the transformation in (9). The inverse transformation ofẊ s → X s is given by
The data augmentation scheme is now based on V mis = (J, X J ,Ẋ), where X J is X at the jump times. We define V com = {V obs , V mis }, with
We obtain a likelihood function by writing the joint law of V obs and V mis with respect to the law of L n+N ⊗ J 0 ⊗ W 0 , where L n is the n-dimensional Lebesgue measure, J 0 is the law of a jump process with unit jump rate and a parameter-free state-independent jump size distribution that preserves the required absolutely continuity, and W 0 is the collection of standard Brownian bridges between the merged observation and jump times. Lemma 1. The likelihood of the complete data V com is given by
Proof. See Appendix.
The algorithm is now analogous to the case where σ is known. Care must be exercised to keep track of all terms that depend on θ, for example, ϕ(·; θ) and the x t i (θ)'s.
A Markov chain Monte Carlo approach
We now present a Bayesian solution for the inference problem with parameter-dependent diffusion coefficient by constructing a Markov chain with stationary distribution given by the exact joint posterior distribution of θ and the components output by JBEA.
as the random elements of the proposal for JBEA in [t i−1 , t i ]. J * i is the jump process, which includes the jump times and sizes, B J i is the process at the jump times, B i is the collection of standard Brownian bridges between these times and Φ * i is the Poisson process with rate r i (θ) on [t i−1 , t i ] × [0, 1] used in the accept/reject step of the algorithm. Defining I i as the indicator that the proposal is accepted as a realisation of P, we have that (
be the corresponding output skeleton and S be the union of all skeletons. Finally, let π(θ) be the prior density of θ.
It is likely that we are primarily interested in the posterior distribution π(θ|v) of θ although, depending on the application, we might also be interested in π(J, X J ,Ẋ|v), which can be obtained from the joint posterior π (θ, S|v). We sample from this distribution via Gibbs sampling by alternating between (S|θ, v) and (θ|S, v) .
The skeletons S(i) are conditionally independent given θ and are simulated via JBEA. The conditional density π (θ|S, v) is given in Theorem 1, which is based on Lemma 4 from Appendix B.
Theorem 1. The full conditional distribution of θ is given by:
It may or may not be possible to simulate directly from (12). If it is not possible, we use a Metropolis-Hastings step. It may be also convenient to sample θ in blocks as the full conditionals of parameters in the jump rate and jump size distribution will typically be easy to simulate from given that conjugated priors are used. This way the MH step is only used for parameters in the drift and diffusion coefficient.
Inference when JBEA is not feasible
The two algorithms proposed in Section 3 require JBEA to be directly applied, that is, there must exist a dominating measureF (orD, see Section 2) from which we can simulate from and that leads to an uniformly bounded RN derivative ofP w.r.t.F. Finding such a measurẽ F may be hard when the function A (see Section2) is not Lipschitz and/or the jump rate is unbounded.
We present two algorithms to perform exact inference which do not make direct use of JBEA, and, therefore, can be applied to a more general class of jump-diffusion models, including those with unbounded drift and/or jump rate. Formally, the two algorithms only require assumptions (a), (c), (e) and (i) from Appendix A to be satisfied.
The first approach introduces an MCEM algorithm that follows similar lines to that previously presented in Subsection 3.1 but uses an importance sampling estimate for the E-step. The second approach introduces an infinite-dimensional MCMC algorithm which is quite different from that in Subsection 3.2.
Importance Sampling MCEM
For simplicity, we present here the algorithm for the case the diffusion coefficient is parameterfree. The algorithm for the general case can be obtained by combining results from Subsection 3.1.2 with this.
The algorithm requires that we can find a dominating measureF from which we can simulate and w.r.t. whichP is absolutely continuous. This option outperforms the algorithm from Subsection 3.1, when the latter is feasible, in the sense that the IS estimator has smaller variance than the rejection sampling one, given that the proposal measure from which the samples are drawn are the same. On the other hand, the IS estimator has a higher computational cost, given the extra variables and calculations involved.
Defining X miss as the missing paths of X and X com = {V obs , X mis }, the expectation of the complete log-likelihood can be written as:
Defining w = dP dF (X mis ; θ ′ ), Lemma 5 (see Appendix B) combined with the Markov property
w i , where
The first natural choice of an estimator for (13) is
where M is the number of Monte Carlo samples. Nevertheless, an improved estimator can be devised based on the following result.
This result leads to the following estimator
Estimator E 1 is a global IS estimator whilst estimator E 2 is a local one. The latter is expected to have a much better behavior than the former. In fact, we have the following result.
In order to devise an exact algorithm we need to avoid the calculation of the integrals in the expressions of w i and l i (θ). This is achieved by firstly defining the auxiliary variables:
where all the components of K, U andU are independent. Now, using the same strategy from Subsection 3.1.1 and the ideas from the Poisson estimator (see , we have that
We now need to simulate K, U,U , XU i 's, X U il 's and jump times and sizes to obtain the IS estimate of the expectations on the rhs of (17). Naturally, the choices of b i and µ i are closely related to the efficiency of the algorithm. Based on the results from Beskos et al. (2006) and Fearnhead et al. (2008) we recommend
The boundsŪ i andL i are obtained by sampling layers for the standard Brownian bridges fromF. For j = 1, . . . , N i + 1, letu ij andl ij be upper and lower bounds for the standard BB in (t i j−1 , t i j ) obtained from the layers simulation, we makē
. Details about the layers simulation are given in Appendix E of the supplementary material. We now have a new estimatoṙ
whereẇ i andl i (θ) are obtained by rewriting w i and l i (θ) using the result in (20). Note that Proposition 2 does not guarantee any properties of the estimator related to finite variance, in particular, that the weights have finite variance. This condition does not assure that the estimator also has finite variance (it does whenever the target function is bounded), but weights with infinite variance will typically lead to infinite variance estimators. In fact, we have the following result. (a) f 1i is uniformly bounded below, ∀i;
Condition (b) from Lemma 2 is true when JBEA is feasible (the drift and jump-rate are bounded) but is hard to check in other cases. Furthermore, we cannot ignore the constants κ 2i , which depend on the (unknown) transition density, and potentially unknown constants from κ 1i (X; θ) . Nevertheless, we can modifyĖ 2 in a way that the constants can be ignored and also get a nice property regarding the variance of the estimator. The fact that E[ẇ i ] = 1 suggests the following estimator:Ė
. EstimatorĖ 3 is biased but has some nice properties as stated in the following lemma.
Lemma 3.Ė 3 is a strongly consistent estimator for the expectation from the E-step and has finite variance wheneverl i has finite variance under (F ⊗ A), where A is the joint probability measure of (K, U,U).
Note that this lemma is valid, in particular, whenF ≡D. In fact, this will typically be the case when JBEA is not feasible. Moreover, althoughĖ 3 is biased, the lemma implies that it is asymptotically unbiased and it is expected that number of Monte Carlo samples M is typically large enough to make the bias negligible.
Finally, we also construct an estimator for the covariance matrix of the MLE, which is presented in Appendix D of the supplementary material.
An infinite-dimensional Barker's MCMC
Because JBEA is not feasible, we are unable to find a finite-dimensional representation of the jump-diffusion bridges for which we know and can simulate from the full conditional of the parameters given this representation. Instead, the complete bridges V mis (as define in Subsection 3.1.2) need to be considered. Our MCMC algorithm iterates between the following sampling steps:
(V mis |θ, v) and (θ|V mis , v) .
The first step is complicated by the lack of JBEA and the need to somehow store the entire missing paths V mis . Nevertheless, we can find a solution without recoursing to approximations. Since direct simulation from the full conditional distributions is infeasible, both V mis and θ are sampled using an independence and a random walk accept-reject procedure, respectively, involving the alternative Barker's step (Barker, 1965) . To implement the method, we only need to unveil V mis at a finite collection of time points.
The main contribution of this algorithm when compared to the one from Subsection 3.2 is that it may be applied to a quite general class of jump-diffusion processes, including processes with unbounded drift and/or unbounded jump rate.
Sampling the missing paths
The missing paths are sampled from (V mis |θ, v) via Barker's step. The Barker's algorithm was proposed in Barker (1965) and works similarly to the MH algorithm. A proposal is simulated from an arbitrary distribution and accepted according to an acceptance probability that preserves detailed balance. The probability to go from x to y when proposing from q(x, y) is given by
where π * is the invariant distribution of the chain. Barker's method is not as popular as the prolific Metropolis-Hastings algorithm since it is easy to demonstrate that Barker is uniformly dominated by MH in terms of its convergence properties (see Peskun, 1973) . However it is also easy to see that Barker is no worse than twice as slow as Metropolis-Hastings and its convergence properties are broadly comparable (Latuszynski and Roberts, 2013) . For us, the smoothness of the Barker's acceptance probability function turns out to be crucial in obtaining a feasible algorithm.
For a given interval (t i−1 , t i ), let X be the current state of the chain and a new proposal B is drawn fromD. We useD as our proposal distribution and so it is convenient to use it as the dominating measure. Lemma 5 (see Appendix B) shows that the acceptance probability can be written as
for I a i = t i t i−1 a i (s; θ)ds and a i (s; θ) is any lower bound satisfying
Additionally, s k and p k are obtained by replacing X by B in (29)-(31). The choice of a i (s; θ) has direct impact on the efficient of the algorithm, as it is discussed in Subsection 4.2.2. To perform the accept/reject step of the algorithm, we need to simulate a Bernoulli(α X ) random variable. Most importantly, we have to use only a finite-dimensional representation of the missing paths to do it. That is achieved by the two-coin algorithm given in the following proposition.
Proposition 3. Suppose we want to simulate a Bernoulli(α X ) random variable, where s k and s k−1 are known positive numbers and it is possible to simulate events of unknown probabilities given by p k and p k−1 . The following algorithm outputs an exact draw of this Bernoulli random variable:
2. if C 1 = 1, sample C 2 from {0, 1}, where P (C 2 = 1) = p k ;
• if C 2 = 1, output 1;
• if C 2 = 0, go back to 1;
3. if C 1 = 0, sample C 2 from {0, 1}, where P (C 2 = 1) = p k−1 ;
• if C 2 = 1, output 0;
• if C 2 = 0, go back to 1.
Proof. Let q be the probability that there is no output in one trial of C 1 and C 2 , that is q =
. Then, the probability that the algorithm outputs 1 is
. Analogous calculations for the probability that the algorithm outputs 0 complete the proof.
In order to simulate events of probability p k and p k−1 we use the Poisson Coin described in Section 2. The algorithm stores a finite-dimensional representation of the missing path. It is crucial though to be able to simulate further points, given this skeleton, on the θ step of the Gibbs sampler, as we discuss in Subsection 4.2.2.
Sampling the parameters
Typically, the full conditional distribution of the parameters will depend on the unknown integral in (35). In order to minimise the complexity of the algorithm, the parameters should firstly be separated into two blocks: the first -θ 1 , consisting of those parameters whose full conditionals depend on the integral in (35), and the second block -θ 2 , consisting of the remaining parameters. Parameters in θ 2 are sampled as in an ordinary tractable MCMC -they may be broken into smaller blocks, sampled directly from the full conditional or via MH steps, conveniently. Parameters in θ 1 are sampled via Barker's step, which may be performed separately for sub-blocks. The full conditional distribution of any block θ b of θ is given by
where π(V mis , v|θ, ·) is given by Lemma 1. Proposals are drawn from a symmetric random walk -θ
where ǫ is a r.v. symmetric around 0 with an appropriately tuned covariance matrix Σ and a new value θ (k) b is accepted with probability:
a(s; θ
The expressions for s k−1 and p k−1 are obtained by replacing θ in (34)-(36). The efficiency of this sampling step depends on the efficiency of the two coin algorithm which ultimately relies on the probabilities of success of C 2 , p k−1 and p k . The smaller these probabilities are, the higher the expected number of trials per iteration. Moreover, at every trial, the missing paths have to be unveiled at extra time points, which also increases computational cost. The optimisation of p k−1 and p k is related to the optimisation of the lower bounds a i . An efficient solution is presented in Appendix F of the supplementary material.
We simulate the second coin piecewise by simulating a sequence of "sub-coins" with probability
If we get 0 at some point, the two-coin algorithm is restarted. In order to simulate each sub-coin, we apply the Poisson Coin algorithm by simulating a Poisson process with rate
φ(u, s), for H ij as defined in Appendix F of the supplementary material. Note that, for the points falling above u φ ij (s)/U i it is not necessary to compute φ (and simulate the process at this time) since it is already guaranteed that this point is above φ/U i . The algorithms to simulate the layers and the BB given the layers are presented in Appendix E of the supplementary material. The overall MCMC algorithm is given by the following.
Barker's MCMC for jump-diffusions 1. Provide initial values for all the parameters θ; 2. make k=1; 3. sample V (k) mis via Barker's by proposing from the measureD defined in Section 2 (with BB layers) and accepting with probability α X in (28) using the Two-Coin algorithm;
4. sample each block of θ (k) 1 via Barker's by proposing from a symmetric random walk and accepting with probability α θ in (33) using the Two-Coin algorithm; 5. sample the remaining parameters θ (k) 2 via ordinary Gaussian random walk MH; 6. to continue running the chain, make k = k + 1 and GOTO 3, otherwise, STOP.
Improving the MCMC algorithm
The efficiency of the MCMC algorithm presented in this Section in terms of convergence and computing cost depends on many factors. Here we shall discuss strategies for improvements.
In order to avoid numerical problems when computing the probability of C 1 in the Two-Coin algorithm, computeṡ i = log(s i ), for i = k − 1, k and then (1 + exp(ṡ k−1 −ṡ k )) −1 . A way to improve the mixing of the chain is to add an extra step to the Gibbs sampler to sample the missing (continuous) paths between observation and jump times using the EA algorithm (see . We only require the condition that (α 2 + α ′ )(u) is bounded below for all u in the state space of X. EA performs rejection sampling by proposing from a Brownian bridge and accepting with probability given by exp −
where l = inf u α 2 +α ′ 2 (u). Since this algorithm will output an exact draw of the missing paths between observation and jump times, it guarantees that these bridges are updated at every iteration of the chain at least once. This strategy ought to improve the mixing of the chain considerably. Furthermore, it eliminates the problem of accumulating too many bridge points along the iterations of the chain due to a rejection on the Barker's step. The example of Section 5.2 implements this extra update step.
Further improvement in the chain mixing could be obtained by modifying the Barker's step for V mis , which is the only step where the jump process is updated. One idea is to perform multiple steps of this type. Another simple and virtually costless strategy is to adopt a pilot analysis to tune the jump rate based on the average number of jumps in each interval. Moreover, if one has reasonable choices for initial values of the parameters it may be a good idea to warm up the chain in the first iterations before start updating the parameters.
In order to increase the success probability of C 2 in the Two-Coin algorithm we need to improve the lower bound a(s, θ), which can be done by tightening the lower and upper bounds for the missing paths in V mis . That is achievable by performing what we call the layer refinement algorithm which, instead of simulating layers for the standard bridge between times t i j (observation or jump times), simulates layers for shorter intervals. For a constant m ∈ N and a time interval (t i j−1 , t i j ), we first simulate the standard BB at times t i j−1 + k∆t i j /m, for k = 1, . . . , m − 1, and then simulate layers for each of the sub-intervals obtained. Naturally, the refined layers will provide tighter bounds for the standard bridge and, consequently, for the X path. In particular, for a standard bridge of length t, the range is O( √ t). The bounds for the X path are obtained by the formulation provided in Appendix F of the supplementary material.
The layer refinement algorithm suggests that the algorithm that simulates only the first coin C 1 may be seen as a discretised method and it is the second coin that guarantees the exactness of the algorithm. In that case, the larger m is the smaller the error due to the discretisation.
Two other strategies may increase the probability of the second coins. The first one is to break θ 1 into smaller blocks (the extreme case being one parameter per block). This may help in the sense that a smaller block may simplify the function inside the integral in (35) and allow for a more efficient lower bound a(s; ·). The second strategy is to divide the numerator and denominator of the Barker's acceptance probability by p k−1 or p k . This will make the probability of one of the second coins equals 1 and possibly increase the probability of the other one. In order to choose between p k−1 and p k one has to look at the resulting ratio of p's and recognise which choice has a ratio of the form s 0 T 0 φ 2 (X s )ds, where s 0 is computable and φ 2 is a non-negative function. This choice may vary among the chain's iterations, depending on the proposed value. If this strategy is adopted, the success probability of one of the C 2 coins will be 1 and the other one will typically get smaller as the size of the random walk step increases. For this reason, it may be wise to truncate the random walk distribution (if it is Gaussian) between say ±3.5 or ±4 standard deviations to avoid the algorithm from collapsing after an average number of 1/ǫ iterations -ǫ being the probability of proposing extreme values. This would have very little effect on the algorithms's convergence properties. Another reasonable strategy is to use a uniform random walk.
Practical implementation
Identifiability is a particular problem when dealing with jump-diffusions. It is crucial to have enough information to distinguish well between continuous and jump variation. Practical strategies to tackle the problem include fixing some of the parameters at reasonable values, which is not always easy, or using informative priors under a Bayesian approach. A general idea that should always be considered is that of admitting the least possible number of jumps necessary to get a good fit so that the jumps only occur when a pure diffusion process is not flexible enough to model the phenomenon of interest.
Computational cost is another important issue when dealing with the algorithms proposed in this paper. Since the MCEM and MCMC algorithms from Section 3 are considerably cheaper than the algorithms presented in section 4, we may consider some practical strategies to allow the use of the former ones. For example, we may occasionally truncate the jump rate.
We can also reduce the computational cost of JBEA by making its proposal as close as possible to the target. This is also a good idea when using the algorithms from Section 4 -it would reduce the variance of the weights in the ISMCEM algorithm and increase the success probability of C 2 in the MCMC one. The idea is basically to make the proposal jump process (jump rate and jump size distribution) depend on time and/or on the extremes of the interval whenever the target jump process is time and/or state dependent. The time dependence can always be mimicked from the target and the state replaced by a function of the extremes, for example, the mean.
Simulated examples
In this section we present results from some simulated examples. Firstly, we present an example with bounded drift and bounded jump-rate to apply the algorithms from Section 3. Secondly, the algorithms from Section 4 are applied to an unbounded drift example.
An introductory example
We consider the following model:
with (δ, σ 2 , λ, µ, τ 2 ) = (0, 1, 0.1, 2, 0.35 2 ). Note that this parameter configuration is bounded to cause identifiability problems as potential variations due to σ and jumps overlap, in a certain Tables 1 and 2 Table 2 : Posterior statistics from the MCMC output. Uniform improper priors are adopted for all parameters. The prior of τ 2 had to be truncated to be above 0.008 to avoid getting trapped in small values. The chain runs for 500k iterations. The parameters are jointly sampled using an adaptive Gaussian random walk MH step which had a 0.31 acceptance rate. Trace plots suggest convergence has been achieved.
The MCMC algorithm also outputs a sample from the posterior distribution of the jump process. Some interesting posterior statistics can be obtained from this distribution. Figure 1 shows an example.
We also run the algorithms fixing parameters µ and τ 2 at their real values. Results reinforce the issues concerning identifiability. Table 3 : Results for the case where µ and τ 2 are fixed at their real values. The specifications of the two algorithms are the same as in the previous run. The output of the MCEM algorithm corresponds to iteration 55, for which it has clearly converged.
An unbounded drift example: the Ornstein-Uhlenbeck process
We now present a simulated example where the drift is unbounded and the methodology from Section 4 is applied. We consider the following model:
with (ρ, µ, λ, θ) = (1, 0, 0.07, 1). Identifiability problems are likely to occur due to the ambiguity involving variation of the continuous part and small jumps from the Exponential distribution. Results from the MCEM algorithm are presented in Table 4 . An algorithm using estimator E 1 for fixed λ was also implemented and the Monte Carlo variance was too high even for 8 × 10 5 samples. The convergence of the MCEM algorithm is slow, caused by irregularities of the likelihood function related to parameter identifiability. If we fix the jump rate at its real value, we get the estimatesρ = 1.019,μ = 0.112 andθ = 0.780 (after just 7 iterations) and the estimated covariance matrix For the MCMC algorithm, an EA step is performed at every iteration of the chain. The chain is warmed-up for 10 3 iterations before the parameters start to be updated. The layer refinement idea described in Subsection 4.2.3 is applied for m = 100 -required to make the TwoCoin algorithm work with an specification of the (uniform) random walk proposal that leads to reasonable acceptance rates. The parameter vector is broken into four individual blocks. Parameters from the jump process (λ, θ) are sampled directly from their full conditional and the other two parameters are sampled in Barker's steps with uniform random walk proposals. We adopt the following informative priors which consider a reasonable range of the parameter space: ρ ∼ LogN (0, 1/4), µ ∼ N (0, 1), λ ∼ Exp(70) and θ ∼ Gamma(7, 6).
The acceptance rate of both the Barker's chains was around 0.44 and 0.41 for ρ and µ, respectively, and the trace plots indicate good convergence. Posterior statistics are presented in Table 5 . The chosen prior distributions seem to correct the irregularities of the likelihood and lead to reasonably good results. 6 Application
Exchange rate USD×GBP
We consider the exchange rate between USD and GBP. The USD suffered a considerable depreciation during the 2008 world economic crisis. A few months later it had a moderate appreciation and has oscillated between 1.45 and 1.7 since then. We will use daily data from May 21, 2009, which was right after the appreciation, to March 27, 2013. This constitutes 1201 data points and is shown in Figure 2 in the log-scale. We choose to fit a scaled Brownian motion to model the continuous part. Given the model identifiability discussion from Subsection 4.3 we expect the Brownian motion to have the larger possible variance to fit the data, leading to smaller possible number of jumps.
In order to specify the jump component of our model, we look at the graph of the differences between consecutive observations. We obtain an empirical estimate of the number of jumps which suggests that a piecewise constant jump rate should be enough to reasonably accommodate the data. We also choose the jump size distribution to be a mixture of a positive and a negative gamma distribution to take probability mass away from zero and avoid identifiability problems. The chosen model for the log-rate V is given by:
for A We try to avoid identifiability problems by minimising the number of jumps and maximising b. This is done by setting informative priors to λ 1 and λ 2 and by adopting the jump size distribution in (40). We also specify the model in a way that between two consecutive observations there can only be positive jumps if the process goes up and only negative jumps if the process goes down. This is done considering the corresponding distribution from the mixture. Parameters are assumed to be mutually independent with marginal priors:
It is enough to simulate only jump times and sizes in JBEA to derive the full conditional of the parameters, which all have closed forms. Note however that, although this is a fairly simple model, exact inference is only feasible due to the JBEA algorithm.
We start the chain in values b 2 = 0.002 2 , λ 1 = 0.40, λ 2 = 0.28, λ 3 = 0.20, λ 4 = 0.07, λ 5 = 0.22, p = 0.5, and run 50k iterations. Standard diagnostics suggest that convergence is rapidly attained. Table 6 shows the posterior statistics of the parameters. Table 6 : Posterior statistics of the parameters for the last 40k iterations.
S&P500
We now apply the methodology from Section 3.1.2 to fit the Pareto-Beta Jump-Diffusion (PBJD) to daily data from the S&P500 index. The PBJD model was proposed in Ramezani and Zeng (1998) to model stock price behavior. It allows for up and down jumps using a mixture jump size distribution to account for good and bad news. The model is the following:
where the Pareto distribution takes values in (1, ∞). Note that the transformed process has a constant drift. We consider daily data from 03/Jan/2000 to 31/Dec/2013 which consists of 3532 observations. This period incorporates the WTC 09/11 episode in 2001 and the 2008 economic crisis. The data is shown in Figure 2 . The two periods mentioned are clear in the graph and it seems reasonable to assume µ = 0, which considerably simplifies the algorithm. We apply the MCEM algorithm from Section 3.1. Initial values are chosen through an empirical analysis of the data. Results are presented in Table 7 .
The estimated covariance matrix of the MLE returned a negative variance for parameter p. In order to resolve this we use a different parametrisation to compute this estimate. We make λ u = pλ and λ d = (1 − p)λ -the rates of up and down jumps, respectively. 
Conclusions
In this paper, we looked at the challenging problem of likelihood-based statistical inference for discretely observed jump-diffusion processes. The main idea that guided us during the development of the work was the one of exactness of the methods, meaning that no approximations are used in the methodology and Monte Carlo error is the only source of inaccuracy. This is our main contribution, considering that other methodologies found in the literature do rely on discrete approximations of the process. The basis for the whole methodology proposed in this paper and the core of the exactness feature of the methods is the algorithm presented in Section 2. JBEA allows the simulation of a class of Itô's jump-diffusions from their exact probability law.
We presented two inference methodologies -one for maximum likelihood estimation and one for Bayesian estimation, which make direct use of JBEA and, therefore, require the drift and the jump-rate of the (transformed) process to be bounded. Motivated by that strong restriction we also presented two more general methodologies which use the proposal and many of the results involved in JBEA to also perform maximum likelihood and Bayesian estimation. That generality comes at the price of considerably increasing the computational cost.
We also addressed some important identifiability issues related to the inference problem and some practical implementation points. In particular, we proposed (see supplementary material) an algorithm to simulate upper and lower bounds for a Brownian bridge and to simulated the bridge given these bounds and possibly other bridge points. We also concluded that prior distributions play a crucial role to solve identifiability problems.
The methods were empirically tested in some simulated examples and performed well. The examples also addressed key identifiability issues. Finally, jump-diffusion models were used to fit some financial data.
Although we give the first general methodology for exact likelihood-based inference for discretely observed jump-diffusions in this paper, we also acknowledge the restrictions and complexity involved in the methodology, which reflects the complexity of the inference problem. Most importantly though, we hope our work will stimulate further work on our ambitious aim to solve the problem exactly.
and jump times and Φ + is the measure of a unit rate Poisson process on
where κ 1 is a constant that does not depend on θ. Furthermore,
, if using the Vanilla proposal (see Gonçalves and Roberts, 2014) ,
is the acceptance probability of JBEA and
Proof. The proof of this lemma is analogous to the proof of Lemma 3 from .
Lemma 5. Let D be as defined in Section 2 having jump rate and jump size density given by λ i and f i , respectively, and let p θ be the transition density under P. Then
Proof. See Lemma 2 and equation (22) from Gonçalves and Roberts (2014) .
Appendix C -proofs
Proof of Lemma 1
Define s θ (a, b; ∆t) as the transition density of V going from a to b in a time interval of length ∆t, and p θ (a, b; ∆t) as the same density for X. We shall find the density π V obs , X J , J,Ẋ of the law of V com with respect to the product measure
Now note that
where Q is the measure of a jump-diffusion starting in x i−1 (θ) which is the sum of a BM and a jump process with measure
Putting (47), (48), (49), (50) and (51) together and using the result in (44) and (46) leads to
Finally, note that
, which establishes the result of the Lemma.
Proof of Theorem 1
We use the following decomposition:
where the second equality is obtained by the Markov property. Furthermore,
The next step is to find an equality for the transition density p θ (x i−1 (θ), x i (θ); ∆t i ). Taking the expectation with respect toF on both sides of (45), we get
Since
we have that
The result is obtained by replacing (57) in (54) and then (43) and (54) in (53), and integrating U 1 , U 2 and the υ l 's out.
Proof of Proposition 1
We have that
where row two to three is justified by the Markov property and row three by the fact that
Proof of Proposition 2
Firstly, note that V ar[
Moreover, w i ⊥ ⊥ w j , ∀i = j and E[w i ] = 1.
Proof of Lemma 3
To prove that the estimator is strongly consistent, note that
M ), the result is established by the Convergence of Transformations Theorem.
To prove the finite variance part, we writel i instead ofl i (θ) and note thatw
Finally,
whereU i1 andU i2 are independent and uniformly distributed in (t i−1 , t i ) .
Finally, the same algorithm may be used to estimate the covariance matrix of the MLE when using the algorithms from Section 3.1. In that case, we havew (j) i = 1/M, which leads to further simplifications in the formule.
Appendix E -The layered Brownian bridge
The MCEM and MCMC algorithms presented in Section 4 require the simulation of lower and upper bounds for a collection of Brownian bridges. This can be done by simulating the layered Brownian bridge which basically samples layers that contains the supremum and infimum of the bridges. The algorithm to construct and simulate the layered Brownian bridge (layers and bridge points given the layers) was introduced in Beskos et al. (2008) .
Equally important, the algorithms from Section 4.2 also require the simulation of extra points of the bridge given the layers and other points previously simulated. This is not a trivial task and no explicit algorithm to do so is presented in the original paper. For that reason we present here an overview of the layered Brownian bridge algorithm from Beskos et al. (2008) and devise an algorithm to perform the simulation of the extra points.
Moreover, we restrict ourselves to the simulation of standard bridges (starting and ending in 0) as this is necessary when there are unknown parameters in the diffusion coefficient and also offers a more efficient (tighter bounds) solution in any case. We also restrict ourselves to the symmetric layer case as this is much simpler and there is no real advantage in using asymmetric layers.
Suppose, without loss of generality, a standard Brownian bridge W in [0, t] . Let {b i } i≥1 be an increasing sequence of positive real numbers with b 0 = 0 and define the following events:
Define the random variable I = I(W ) such that {I = i} = D i and note that {I = i} implies that {−b i < W s < +b i , ∀ s ∈ [0, t]}. Beskos et al. (2008) show that
for i ≥ 1, where γ (s, u 1 , u 2 , K) = 1 − ∞ j=1 {σ j (s, u 1 , u 2 , K) − τ j (s, u 1 , u 2 , K)} , σ j (s, u 1 , u 2 , K) =σ j (s, u 1 , u 2 , K) +σ j (s, −u 1 , −u 2 , K), τ j (s, u 1 , u 2 , K) =τ j (s, u 1 , u 2 , K) +τ j (s, −u 1 , −u 2 , K),
We sample I using the inverse cdf method and, although we cannot evaluate F (i) exactly, we can find bounds for it and apply the alternating series method as follows. 
with S Now that we have the algorithm to sample the layer, let's move on to the algorithm to simulate from W s |I = i. In the MCMC algorithm from Section 4.2, this simulation will be required at different stages of the algorithm and may fall into one of the two cases: i) no points from the bridge have yet been simulated; ii) some points of the bridge have already been simulated; which in turn fall into two more cases: a) I = 1; b) I ≥ 2. A nice solution for the case ia (and implicitly for case iia) is presented in Beskos et al. (2008) . The authors also present an algorithm for ib, but not for iib. Case iib is more complex and requires some work to devise an efficient solution. We propose the following general strategy, which shall solve the problem in any of the four cases described above.
The first step after I is simulated is to simulate the extreme (minimum or maximum) that reaches the most external layer, i.e. I = i either one of this is true: the minimum is in (−b i , −b i−1 ); the maximum is in (b i−1 , b i ). This is done via rejection sampling with a proposal
where BB M I is the Brownian bridge W conditional on M I := max To simulate from this proposal, we first choose between BB M I and BB M I with probability 1/2 each. If we choose the first (second) one, we have to simulate the maximum (minimum) of W given that it is in the given interval.
Let m be the minimum and M the maximum of W in [0, t] . To simulate the minimum conditional on being in an interval [m 1 , m 2 ], we need to compute the distribution function F m of this minimum, which is:
Let U 1 ∼ U[F (m 1 ), F (m 2 )] and E = − log(U 1 ), then
To simulate the last time instant t m where this minimum is attached, set c 1 = m 
Let BB D I be the measure of the layered Brownian bridge, we accept the proposal w.p.
In order to compute this probability we need to simulate the two Bernoulli r.v.'s in (71). The first one (in the numerator) is equal to 1 w.p. 
if I > 1, where
δ (s, 0, u 2 , K; L) = u 2 − ∞ j=1 {ζ j (s, u 2 , K) − ξ j (s, u 2 , K)} u 2 − ∞ j=1 {ζ j (s, u 2 , L) − ξ j (s, u 2 , L)} (77) ξ j (s, u 2 , K) = (2Kj + u 2 ) exp{−2Kj(Kj + u 2 )/s} (78) ζ j (s, u 2 , K) = ξ j (s, −u 2 , K).
The alternating series method can be used for the events involving the functions δ if 3Kwhere
Once the proposal has been drawn, we accept it with probability given by 
where δ (s, u 1 , u 2 , K) = γ(s, u 1 − K/2, u 2 − K/2, K/2) 1 − exp{−2u 1 u 2 /s} .
The simulation of the remaining points (s m+1 , . . . , s n ) falls into case iiia described above. The choice of the sequence b 1 , b 2 , . . ., specially b 1 , is of great concern. On one hand, if b 1 is a relatively high value, we will get I = 1 more often, which improves the computational time for sampling from W . On the other hand, a high value of b 1 leads to conservative bounds for the function φ in the two steps of the Barker's MCMC which in turn leads to an inefficient two-coin algorithm. For an interval of length t, we set b 1 = √ t.
