A novel scheme for the parameterization of a type of "potential energy" function for protein molecules is introduced. The function is parameterized based on the known conformations of previously determined protein structures and their sequence similarity to a molecule whose conformation is to be calculated. Once parameterized, minima of the potential energy function can be located using a version of simulated annealing which has been previously shown to locate global and near-global minima with the given functional form. As a test problem, the potential was parameterized based on the known structures of the rubredoxins from Desulfovibrio vulgaris, Desulfovibrio desulfiricans, and Clostridium pasteurianum, which vary from 45 to 54 amino acids in length, and the sequence alignments of these molecules with the rubredoxin sequence from Desulfovibrio gigas. Since the Desulfovibrio gig-rubredeoxin conformation has also been determined, it is possible to check the accuracy of the results. Ten simulated-annealing runs from random starting conformations were performed. Seven of the 10 resultant conformations have an all-C, rms deviation from the crystallographically determined conformation of less than 1.7 A. For five of the structures, the rms deviation is less than 0.8 A.
INTRODUCTION
With rapid advances in molecular biology and biochemistry, the number of interesting proteins of known sequence but unknown structure is increasing rapidly. While the number of protein molecules whose structure has been determined, either crystallographically or by nuclear magnetic resonance spectroscopy, continues to grow, experimental structure determination continues to be a slow and difficult process. The idea of homology modeling, calculating the structure of a protein based on the known structures of homologous molecules, has been explored e~tensively,'-'~ but no single approach to the problem has gained wide usage or success. With the growing databases of both determined structures and sequences, the possible applications of useful homology calculations are rapidly expanding.
Recently, it has been shown that data from sequence alignments could be used to produce distance and chirality constraints which could serve as input to distance geometry programs to produce model structure^.'^ This approach made it possible to utilize the information available in determined structures and sequence alignments while avoiding the pitfalls and inherent bias present in models built by manual methods. In the present work, data from determined structures and sequence alignments are used in a new way to parameterize a type of energy equation. With the problem posed this way, distances in the model structure are not constrained but are subject to energy restraints, with the magnitude of each individual energy term varied automatically in accordance with its importance or reliability as indicated by the structural and alignment data. The implementation of the problem as an energy equation opens the possibility of combining or superimposing the 'modeling' potential on conventional molecular mechanics or other types of energy equations.
The functional form of the energy equation has previously been used in specially designed "protein folding potentials,"'6~'7~'s~~' and issues related to the minimization of the functional form have been studied It has been shown that, if the determined crystal structure is used in the parameterization, it is possible to parameterize such an equation so as to have a unique global minimum corresponding to the experimentally determined conformation." In test problems, such a global minimum has been located by simulated annealing from a variety of starting conformations." For the homology modeling problem, of course, the determined structure of the target molecule is not available for use in the parameterization. This paper puts forward a method to parameterize the potential based on sequence alignments and determined structures of homologous molecules. The crystallographically determined conformations of rubredoxins from four different bacterial specie^'^-'^ offer an excellent test system for the method.
METHODS

The Potential
Although the method of parameterization is new, the functional form of the potential has been used in models of protein structures.'6~17~1s The f unctional form is also familiar as a "10-12" form of the LennardJones potential3' which has been used to represent van der Waals interactions in some molecular mechanics force field^.^',^' The form is chosen for efficiency of computation and because a great deal of work has been done concerning its global optimization.16-'' Amino acid residues are modeled as single points centered on the a-carbon. The form of the potential is where rrj. is the distance between atoms i and j , and A and B are parameters. It is conceptually useful to Here it can be seen that P represents an optimum separation for residues i and j , and that E represents the energy corresponding to achieving the optimum separation. If the crystal structure of the molecule whose structure is to be calculated were known, then the potential could be parameterized by simply setting each of the P s equal to the value observed in the crystal structure. It has been previously shown that such a potential has a unique global minimum corresponding to the crystal structure, and that this minimum can be located from numerous starting points using the annealing algorithm." In the case where the structure to be calculated is not known, we would like to set the P s to a best guess value, and to choose the ES to reflect our confidence in the Ps. The determined structures of homologous proteins provide a basis to do this.
Rubredoxin Sequences and Structures
The amino acid sequence of the target molecule, the rubredoxin from Desulfovibrio gigas, and the sequences of the homologous rubredoxins from Desulfovirio vulgaris, Desulfovibrio desulfuricans, and Clostridium pasteurianum were obtained from the Protein Identification Resource.25 The coordinates of the crystallographically determined conformat i o n~'~"~ were obtained from the Brookhaven Protein Data Bank.'6
Sequence Alignments
The first step in building a parameterization from the structures of the homologues is to perform a sequence alignment of the target molecule and all the homologues. In this study, alignments were performed using the algorithm of Altschul and EricksonZ7 as implemented in the EuGene program package." A Dayhoff cost matrix as used with a gap penalty of 2.5 and an incremental penalty of 0.5.
Parameterization
In addition to performing a sequence alignment, it is necessary to calculate distance matrices for each of the homologues of known structure. With sequence alignments and distance matrices in hand, the guidelines for building the potential are as follows: For each pair of atoms in the target molecule, there may exist (as determined by the sequence alignments) a corresponding atom pair in one or more of the homologues. The interresidue distance, p, for each such pair can be found in the distance matrices. The E and P values in the potential are set based on the frequency with which homologues have a corresponding residue pair, the observed p values and the range of observed p values. P is set according to where the sum is over all homologues which exhibit a residue pair which (according to the sequence alignments) corresponds to the pair ij in the target molecule. The indices I.J may not be equivalent to i'j', depending on the alignment of the sequences.
The corresponding E value is set based on the value of r" and the number and range of observed p as laid out in Table I . The idea is that residue pairs which exhibit a very tight distribution in observed distance separation will have a strong energy term while those which exhibit a very wide distribution in distance separation will have little or no contribution to the total energy. Further, interactions which appear consistently in all homologues will have a larger energy term than those that do not. Two additions to the potential are necessary in order to deal with residue pairs in the target molecule for which there are no corresponding pairs in the homologues. It is important that there be some energy term representing the interaction between sequential (nearest neighbor) residues along the chain, even if there is no corresponding residue pair in the homologues. Any consecutive residue pair which cannot be parameterized according to the scheme in Table I is given an E of 200 units and an r, of 3.8 A. This term prevents the chain from breaking. Chain breakage during simulated annealing was observed in some runs when a potential which did not contain this term was used (unpublished results). It is also important for residue pairs that may be widely separated along the chain to have at least a small repulsive potential. Were this not the case, it would be conceivable, for example, for two domains to fold very well individually, but to end up intertwined with one another due to a shortage of interaction terms between them. Nonneighbor residue pairs which cannot be parameterized according to Table I are given a parameterization with A of 50 and B of 0.
This strategy represents a complete parameterization of the energy equation for molecules containing no posttranslational modifications, metal ions, or other prosthetic groups. Rubredoxins, however, are iron-sulfur proteins containing an FeS(4) cluster. The issue of the iron atom was handled in the following way: It was observed that the four cysteine residues that are ligands to the Fe atom align correctly for the three determined structures, and further that these cysteine residues all align with cysteines in the Desulfovibrio gigas sequence as well (Fig. 1) . Thus each of the six relevant Cys-Cys residue pairs not only occur in all homologues, but the interresidue distances are highly conserved as well. It thus seemed likely that the Fe binding site would retain its position whether or not the Fe was explicitly included in the model. The decision was made to omit the Fe atom from the potential, but to double the E values on each of the six CysCys interaction terms.
Minimization
Minima of the potential are located using a previously described simulated annealing algorithm.20 Starting conformations were generated by choosing dihedral angles at random between -180 and +180", bond angles at random between +90 and + 180", and fixing C,-C, bond lengths at 3.8 A. Annealing was performed in the space of dihedral and bond angles. The initial step-size range was 30" for both types of angles. Three hundred sweeps through the angles were performed per iteration of the program, and an initial "temperature" of 1200 was used. Both the temperature and the step-size range were subject to update schedules, with the temperature being doubled on acceptance rates less than 0.4, and halved on acceptance rates greater than 0.6. On iterations completed without an energy drop, the step-size range was halved and the temperature was multiplied by 0.4. After the temperature reached a value of 0.001 or after 180 iterations, annealing was terminated and minimization was completed with conjugate gradients minirni~ation.'~ This final minimization was performed in Cartesian-coordinate space rather than angle space, thus allowing bond lengths to achieve their equilibrium values. The derivative-based conjugate-gradients algorithm is much more efficient than simulated annealing once the temperature is low enough that the conformation is within the radius of convergence of a given minimum.
Computational Issues
The programs for calculating distance matrices and for developing a parameterization of the energy equation from sequence alignments and distance matrices were written in fortran 77, and run on a Sun SPARCstation IPC. The output of these programs is a single file containing atom pairs, f' and E values for the target problem. This file is read by a 
RESULTS
The alignment of the rubredoxin sequences from Desulfovibrio vulgaris, Desulfovibrio desulfuricans, Clostridium pasteurianum, and Desulfovibrio gigas is shown in Figure 1 .
The potential was parameterized as described in Methods and 10 simulated annealing runs were per- Since the determined crystal structure of Desulfovibrio gigas rubredoxin is available, it was possible to use this structure as a starting point for \ - energy minimization to generate a conformation for comparison with the model structures generated by simulated annealing. This minimization was performed using conjugate gradients only. The minimized crystal structure exhibits an energy of -144836.76, equivalent to the lowest energy that was observed in 4 of the 10 model structures. The all-C, rms deviation between the crystal structure and the minimized crystal structure is only 0.60 hi (Fig. 2) . The energies of the 10 model structures, and their all-C, rms deviations versus both the crystal structure and the minimized crystal structure are shown in Table 11 . Seven of the 10 structures have energies within 10% of the lowest observed energy while the other three lie in local minima of considerably higher energy. Of the seven low energy structures, all exhibit an all-C, rms deviation versus the native conformation of less than 1.7 A, and five of the seven are within 0.8 A. There is an apparent correlation between the energy and the rms deviation as shown in Figure 3 .
It was surprising to find that while the minimized native structure and four of the model structures have energies which are identical to eight significant figures, these structures are not conformationally identical (Table 11 ). Superimposing these five structures (Fig. 4) reveals that they are identical everywhere except the position of residue 52. An observation of the potential energy equation reveals that the only terms involving residue 52 are a strong interaction with residue 51 which has an P of 3.81
A, a very weak interaction with residue 1 which has an P of 10.70 A, and the general weak repulsive term with the rest of the molecule. The effect of this is that, as long as the distance between residues 51 and 52 remains fixed, residue 52 can rotate quite freely with virtually no effect on the total energy. This can occur because residue 52 is a terminal residue (a rotation at a location other than a terminal residue would involve the movement of multiple residues). Residue 1 does not exhibit this behavior because there are many more strong interactions involving residue 1. Residues 51 and 52 have very few interaction terms because of the break in the sequence alignments between residues 50 and 51 (Fig.  1) .
It is informative to look at the conformations of the other model structures (Fig. 5) . Structure 5 has an rms deviation vs. the native structure of the same order as the four isoenergetic structures, but an energy which is slightly higher. When aligned with these structures, it exhibits a slight difference in the second strand in addition to the difference at residue 52. Structures 1 and 8 have slightly higher energies and exhibit rms deviations in the 1.3 to 1.7 A range.
In each of these cases, the structural differences vs. the minimized native are localized to one region of the molecule (aside from the difference at residue 52). Structure 1 exhibits a difference in the turn between strands three and four and at the beginning of strand four. Structure 8 exhibits a difference at the end of strand one and the turn into strand two. The remaining three (high energy) structures differ considerably from the minimized native structure. Structure 6 is so different that it cannot even be meaningfully aligned. Structure 9 (Fig. 5d) can be seen to follow the same general fold for strands one through four, but to diverge at the C-terminal end of the molecule. Given the range in the quality of the model structures, the strong correlation between the rms and energy is particularly useful.
Computational Issues
CPU times for an identical run were 147 min on the Cray, 502 on the IBM, and 46 hr on the SUN.
Because of the nature of simulated annealing, times vary from run to run. The test run which was performed with an identical seed on all three machines was slightly long, but not atypical (runs on the RSI 6000 ranged from 485 to 503 min). These times could be improved considerably by using a less rigorous annealing schedule, but this would undoubtedly result in a higher percentage of structures lying in high-energy local minima. 
Comparison With Traditional Homology Modeling
It may be informative to compare this procedure with more conventional homology modeling approaches. Toward this end, a model of the Desulfovibrio gigas rubredoxin was also built using the protein design software from Polygen C~r p o r a t i o n .~~ The Polygen software produced a structure-based sequence alignment which differed from the sequencebased alignment in two respects. The two residue gaps in the Desulfovibrion gigas, Desulfovibrio vulgaris, and Desulfovibrio desulfuricans sequences occurred after residue 52 rather than between residues 50 and 51 (see Fig. l) , and the large gap in the Desulfovibrio desulfuricans sequence occurred between H19 and D20 rather than between D20 and N21. As might be expected, the structure-based alignment appears to be better than the sequence-based alignment. In the future, it may be desirable to use structure-based alignments with the new homologybased parameterization scheme as well.
Pairwise alignments with the Polygen software indicated that residues 1 through 34 of the model should be based on the Desulfovibrio vulgaris structure and residues 35 through 52 on the Clostridium pasteurianum structure. This was carried out, and sidechains were placed following the Polygen protocol.33 The geometry was then regularized to produce the final model. This model differed by 0.95 A (all-C, rms) from the determined X-ray structure of the Desulfovibrio gigas protein, and by 0.93 A from the structure which had been minimized using the potential energy equation parameterized from the homologues. DISCUSSION This would appear to be an effective method for dealing with the homology modeling problem. Those regions of the target structure which can reasonably be calculated based on the experimentally determined structures of homologous molecules appear to be correctly modeled in an automatic way. Regions which cannot be well determined exhibit multiple minima which correspond to geometrically reasonable conformations consistent with the available data. In the rubredoxin case, the data from the three homologues were sufficient to produce a parameterized potential with an apparent global energy minimum which agrees with the minimized native structure everywhere except the carboxy-terminal residue. Indeed 7 of 10 model structures lie within 1.7 A rms of both the native and minimized native conformations. Further, these seven model structures could easily be separated from the other three on the basis of energy criteria alone. This is important if the method is to be useful in producing models for molecules of undetermined structure.
While the size of the rubredoxins (45 to 54 amino acids) is smaller than many proteins of interest, both the size and the sequence alignments in this problem are nontrivial. It thus seems quite possible that the method will be useful for larger more complex problems. Work is under way to investigate the applicability of the methods to larger systems and to systems where there is a lower degree of structural andior sequence homology.
The nature of the energy calculations and the simulated annealing should lend itself to implementation on parallel machine architectures. This possibility is under investigation. A parallel implementation of the program may become important if larger model systems are to be addressed.
Expressing the homology-modeling problem in this form, as the minimization of an energy equation, offers a number of advantages over other model-building strategies. Clearly, the automated generation of structures from random starting conformations should eliminate the sorts of human bias that can occur with manual model-building efforts. The variable ES of the energy terms allows information to be weighted in accordance with its reliability or importance. The fact that the model building procedure is expressed in the form of minimizing an energy equation means that the method could easily be combined with or superimposed upon conventional molecular mechanics methods. The representation of the energy terms as sums of even powers of distances between atoms, a form that already exists in most molecular mechanics potentials, should make this particularly straightforward.
