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Abstract
This paper is concerned with approximations and related discretization error estimates for the
normal derivatives of solutions of linear elliptic partial differential equations. In order to illustrate
the ideas, we consider the Poisson equation with homogeneous Dirichlet boundary conditions and
use standard linear finite elements for its discretization. The underlying domain is assumed to be
polygonal but not necessarily convex. Approximations of the normal derivatives are introduced in
a standard way as well as in a variational sense. On general quasi-uniform meshes, one can show
that these approximate normal derivatives possess a convergence rate close to one in L2 as long
as the singularities due to the corners are mild enough. Using boundary concentrated meshes, we
show that the order of convergence can even be doubled in terms of the mesh parameter while
increasing the complexity of the discrete problems only by a small factor. As an application, we
use these results for the numerical analysis of Dirichlet boundary control problems, where the
control variable corresponds to the normal derivative of some adjoint variable.
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1 Introduction
The main purpose of this paper is to investigate convergence properties of two types of approxi-
mations to the normal derivative of the weak solution u of the Poisson equation
−∆u = f in Ω, u = 0 on ∂Ω,
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Figure 1: Convergence rates for ∂nuh and ∂
h
nuh depending on ω for the different types of meshes.
posed in polygonal domains Ω. The first approximation, denoted by ∂nuh, is defined in a classical
way, whereas the second one, denoted by ∂hnuh, is introduced in a variational sense. Both of them
require the knowledge about discrete solutions uh to the Poisson equation. In this regard and
also to illustrate the ideas, we choose standard linear finite elements for the discretization.
In the recent past, error estimates for the two different approximations have been established.
In general, the quality of the estimates do not only depend on the regularity of the solution
but also on the structure of the underlying computational meshes. We emphasize that in the
present case of polygonal domains the regularity of the solution may additionally be lowered by
the appearance of corner singularities even though the input datum f is arbitrarily smooth. In
the following, for a concise discussion of the results from literature, we assume that the regularity
of the solution is only limited by the singular terms coming from the corners and not by rough
input data.
On general quasi-uniform meshes, the classical and the discrete variational normal derivative
converge in L2(∂Ω) with the rate s = 1 (up to logarithmic factors), provided that the largest
interior angle ω in the domain is less than 2pi/3. For larger interior angles the convergence rate is
reduced due to the corner singularities. More precisely, the convergence rate fulfills s < pi/ω−1/2.
The corresponding results for the classical approximation ∂nuh of the normal derivative have been
discussed in [14, 20], whereas related results for the discrete variational normal derivative ∂hnuh
can be found in [4]. On certain superconvergence meshes, where, roughly speaking, neighboring
elements almost form a parallelogram, the convergence rate for the discrete variational normal
derivative ∂hnuh can be improved to s = 3/2 (again up to logarithmic factors) if the largest
interior angle is less than pi/2. Otherwise, the convergence rate s satisfies the condition from
before, cf. [4]. The convergence rates s for the different approximations of the normal derivatives
are illustrated in Figure 1 depending on the largest interior angle ω and the structure of the
underlying computational meshes.
As the quantities of interest live on the boundary, it might be promising to appropriately
refine the mesh towards the boundary. In this regard, we consider a certain class of boundary
concentrated meshes. These are isotropically refined towards the boundary such that the element
diameter at the boundary is of order h2 with h denoting the maximal element diameter in the
interior of the domain. As we will see, the number of elements corresponding to such meshes
is of order h−2 |lnh| and no longer of order h−2 as in case of quasi-uniform meshes. However,
with this slight increase in the number of elements, it is possible to double the convergence rates
of the two different approximations in terms of the maximal element diameter h (compared to
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general quasi-uniform meshes). More precisely, the convergence rate s in L2(∂Ω) is two (up to
logarithmic factors) as long as the largest interior angle is less than 2pi/3. For larger interior
angles we obtain a rate s fulfilling s < 2(pi/ω − 1/2), see Figure 1 for an illustration.
Our proof of error estimates for the approximating normal derivatives heavily relies on finite
element error estimates in weighted L2(Ω)-norms. Thereby, the weight is a regularized distance
function with respect to the boundary. In order to bound these finite element errors on graded
meshes appropriately, one has to be able to handle the weights within the estimates. This requires
to establish regularity results in weighted Sobolev spaces with the aforementioned regularized
distance function as weight. Based on this, the weighted L2-errors can then be treated by an
adapted duality argument employing a dyadic decomposition of the domain with respect to its
boundary and local energy norm estimates on the subsets. These techniques are known for
instance from maximum norm error estimates [2, 27, 28] or from finite element error estimates on
the boundary for the Neumann problem [6, 29]. However, in all these references the weights, and
hence the dyadic decomposition used in the proofs, are related to the corners of the polygonal
domain.
As an application of the discrete variational normal derivative ∂hnuh we consider Dirichlet
boundary control problems with L2(∂Ω)-regularization, where this type of normal derivative nat-
urally arises in the discrete optimality system. In the last decade, Dirichlet boundary control
problems have been under active research. We start with mentioning the contribution [10], where
a control constrained problem subject to a semilinear elliptic equation is considered. There, a con-
vergence order of s < min(1, pi/2ω) is proved for the error of the controls in L2(∂Ω). This means a
rate close to one is only possible if the largest interior angle is less than pi/2. However, non-convex
domains are excluded in that reference. Later on, in [19], comparable results for the controls are
provided in case of linear problems without control constraints. In addition, the authors of this
reference show that the states exhibit better convergence properties. The proof relies on a duality
argument and estimates for the controls in weaker norms than L2(∂Ω). We note that, to the best
of our knowledge, such an argumentation is restricted to problems without control constraints.
For a certain time, this was the state of the art. Nevertheless, numerical experiments indicated
that the controls converge with an order close to one also for larger interior angles, and can even
achieve a rate close to 3/2 if the underlying meshes satisfy certain superconvergence properties.
For smooth domains Ω, where no corner singularities appear, these convergence rates for gen-
eral and superconvergence meshes are shown in [11]. Therein, the domain is approximated by a
sequence of polygons, on which the discrete approximations are posed. The first contributions
dealing with quasi-optimal convergence rates for quasi-uniform and superconvergence meshes in
polygonal domains are [3] and [4]. More precisely, in [3], accurate regularity results are derived
for the solution of the optimal control problem. In [4], these are applied within the proofs of the
error estimates for the control. The rates of convergence for the controls in the unconstrained
case coincide with those from above for the discrete variational normal derivative ∂hnuh, as such
an error for the adjoint state is one of the dominating error contributions. In these references,
the control constrained case is discussed is as well. While in convex domains the error estimates
for the controls are similar to those in the unconstrained case (depending on the specific choice of
the control bounds), in non-convex domains the convergence rates are considerably larger. This
is due to a smoothing effect of the control bounds on the continuous solution. For a more detailed
discussion, we refer to the introduction of [4]. In the present paper, we only consider the case
without control constraints. However, we notice that the estimates can be extend to the control
constrained case as well. In the unconstrained case, if we use boundary concentrated meshes, we
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obtain a rate s of two (up to logarithmic factors) as long as the interior angles are less than 2pi/3.
Otherwise, we get the reduced rate s < 2(pi/ω − 1/2). This is quite natural as we have already
observed that the error for the discrete variational normal derivative is the limiting term within
the error estimates.
Finally, we notice that there is an alternative approach to the L2(∂Ω)-regularization. Several
articles, for instance [16, 23, 24], consider a regularization in the H1/2(∂Ω)-norm instead. This
guarantees a higher regularity of the solution. In numerical experiments it turns out that the
convergence rate in case of a standard discretization on quasi-uniform meshes seems to be one
order higher than for the L2(∂Ω)-regularization in case of quasi-uniform meshes, this is s = 2
(up to logarithmic factors) if ω < 2pi/3, and s < pi/ω + 1/2 if ω ≥ 2pi/3. To the best of our
knowledge, the corresponding estimates in the literature show a lower rate of convergence. This
is mainly due to the fact that either standard techniques are used to bound the error for the
discrete variational normal derivative or lower regularity of the data is assumed. A proof of the
convergence rates stated above will be subject of a forthcoming article.
The paper is organized as follows: In Section 2, we introduce the variational formulation
to the Poisson equation and establish regularity results in weighted Sobolev spaces, where the
weight is a regularized distance function with respect to the boundary. Moreover, we collect
several regularity results in different weighted Sobolev spaces from the literature for the later
error analysis. The discretization of the Poisson equation and the boundary concentrated meshes
are introduced at the beginning of Section 3. Moreover, the discretization error estimates in
weighted L2(Ω)-norms are proven in this section. These are applied in Section 4 in order to
derive the error estimates for the two different approximations to the normal derivative of the
solution of the Poisson equation. In addition, numerical experiments are included in this section
which underline the theoretical findings. The numerical analysis for Dirichlet boundary control
problems is outlined in Section 5. Moreover, numerical examples are presented which exactly
show the convergence rates from the theory.
In the following c will denote a generic constant which is always independent of the mesh
parameter h. We will use the notation a ∼ b to indicate that a ≤ cb and b ≤ ca.
2 Weighted regularity for elliptic problems
Let us first introduce some notation which is used in this paper. We consider computational
domains Ω ⊂ R2 that are bounded by a polygon Γ := ∂Ω. The corner points are numerated
counter-clockwise and are denoted by cj , j ∈ C := {1, . . . , d}. The interior angle at a corner
point cj is denoted by ωj . The index set Cnon collects all indices j with ωj > pi, i.e., the
indices corresponding to non-convex corners. The boundary edge having endpoints cj and cj+1
(cd+1 := c1) is denoted by Γj , j ∈ C. The classical Sobolev spaces are denoted as usual by
W k,p(Ω) for k ∈ N0, p ∈ [1,∞], and by Hk(Ω) in case of p = 2. The corresponding norms are
denoted by ‖·‖Wk,p(Ω) and ‖·‖Hk(Ω), respectively. By Hk0 (Ω) we denote the completion of C∞0 (Ω)
functions with respect to ‖ · ‖Hk(Ω). Moreover, we use the notation ‖·‖L2(Ω) and (·, ·)L2(Ω) for the
norm and the inner product in L2(Ω) = H0(Ω). An analogous notation is used for the spaces
defined on the boundary.
For f ∈ L2(Ω) we consider the Poisson equation in variational form:
Find u ∈ H10 (Ω): (∇u,∇v)L2(Ω) = (f, v)L2(Ω) ∀v ∈ H10 (Ω). (1)
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Figure 2: Decomposition of Ω into the sets Ωi, i ∈ C, and Ωc.
We introduce the regularized distance function
σ(x) := dI + ρ(x) with ρ(x) := dist(x,Γ) := inf
y∈Γ
|x− y|, (2)
and some number dI ∈ (0, e−1) exactly specified later. In the following we investigate regularity
results in weighted spaces containing σ as weight function.
Lemma 2.1. There exists a constant c > 0 independent of dI such that
(i) ‖σ−1u‖L2(Ω) + ‖∇u‖L2(Ω) ≤ c‖σf‖L2(Ω),
(ii) ‖σ−1/2u‖L2(Ω) + | ln dI |‖σ1/2∇u‖L2(Ω) ≤ c| ln dI |2‖σ3/2f‖L2(Ω), if Ω is convex.
Proof. As illustrated in Figure 2 we associate to each edge Γi, i ∈ C, the subsets
ΩΓi := {x ∈ Ω: ρ(x) = dist(x,Γi)},
and to each non-convex corner cj with j ∈ Cnon the subsets
Ωcj := {x ∈ Ω: ρ(x) = |x− cj |}
such that
Ω¯ =
(
d⋃
i=1
Ω¯Γi
)
∪
 ⋃
j∈Cnon
Ω¯cj
 .
For each set ΩΓi , we introduce the local coordinates (xi, yi)
> = F−1i (x, y) with an affine linear
map Fi(xi, yi) := Bi(xi, yi)
>+ bi. Here, Bi ∈ R2×2 is a rotation matrix and bi ∈ R2 a translation
vector chosen in such a way that Fi(0, 0) = ci and Fi(|Γi|, 0) = ci+1. Moreover, we introduce the
bounds xi and yi(xi) such that ΩΓi can be parameterized in local coordinates by
ΩΓi = {(x, y)> = Fi(xi, yi) ∈ R2 : xi ∈ (0, xi), yi ∈ (0, yi(xi))}. (3)
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The regularized distance function satisfies for (x, y) ∈ ΩΓi
σ(x, y) = dI + yi(x, y) and ∇σ(x, y) = Bi
(
0
1
)
. (4)
Moreover, we write uΓi(xi, yi) = u(Fi(xi, yi)) and confirm that
∇ΓiuΓi(xi, yi) = B>i ∇u(Fi(xi, yi)) with ∇Γi = (∂/∂xi, ∂/∂yi)>.
To describe the sets Ωcj , we instead use polar coordinates rj(x, y) and ϕj(x, y) located at the
corner cj such that (rj(cj+1), ϕj(cj+1))
> = (|Γj |, 0)>. Then, we find a representation of the form
Ωcj = {(x, y)> = (rj cosϕj , rj sinϕj)> ∈ R2 : ϕj ∈
(pi
2
, ωj − pi
2
)
, rj ∈ (0, r¯j(ϕj))}
with an appropriate function r¯j . Within Ωcj we write ucj (rj , ϕi) = u(rj cosϕj , rj sinϕj). There
is the relation
∇cjucj (rj , ϕj) =
(
cosϕj sinϕj
−rj sinϕj rj cosϕj
)
∇u(rj cosϕj , rj sinϕj)
with ∇cj = (∂/∂rj , ∂/∂ϕj)>. Moreover, the weight function σ possesses for (x, y) ∈ Ωcj the
representation
σ(x, y) = dI + rj(x, y).
The result (i) follows from the weak formulation of (1) and the Cauchy-Schwarz inequality:
‖∇u‖2L2(Ω) = (∇u,∇u)L2(Ω) = (f, u)L2(Ω) ≤ ‖σf‖L2(Ω)‖σ−1u‖L2(Ω). (5)
Once we have shown ‖σ−1u‖L2(Ω) ≤ c‖∇u‖L2(Ω), the result is proven. For that purpose, we
consider the sub-domains ΩΓi and Ωci separately. Integration by parts using the local coordinates
(xi, yi) and the fact that u|Γ ≡ 0 implies together with the Cauchy-Schwarz inequality
1
2
‖σ−1u‖2L2(ΩΓi ) =
1
2
∫ x¯i
0
∫ y¯i(xi)
0
u2Γi(xi, yi)
(dI + yi)2
dyidxi
= −1
2
∫ x¯i
0
u2Γi(xi, yi)
dI + yi
∣∣∣∣∣
y¯i(xi)
yi=0
dx+
∫ x¯i
0
∫ y¯i(xi)
0
uΓi(xi, yi)∂yiuΓi(xi, yi)
dI + yi
dyidxi
≤ ‖σ−1u‖L2(ΩΓi )‖∇ΓiuΓi‖L2(ΩΓi ) = ‖σ
−1u‖L2(ΩΓi )‖∇u‖L2(ΩΓi ).
In case of the sub-domains Ωcj , we first use the property σ(x) ≥ rj(x). In a second step we
enlarge the domain to a circular sector with radius rˆj = maxϕj r¯j(ϕj) and ϕj ∈ (0, ωj) containing
Ωcj . Afterwards, we use the fact that u|Γ ≡ 0 in combination with a Poincare´ type inequality on
the enlarged domain. This leads to
‖σ−1u‖2L2(Ωcj ) ≤
∫ ωj−pi2
pi
2
∫ r¯j(ϕj)
0
r−1j ucj (rj , ϕi)
2drjdϕj ≤
∫ ωj
0
∫ rˆj
0
r−1j ucj (rj , ϕi)
2drjdϕj
≤ c
∫ rˆj
0
∫ ωj
0
r−1j
(
∂ϕjucj (rj , ϕj)
)2
dϕjdrj ≤ c
∫ rˆj
0
∫ ωj
0
rj |∇u(rj cosϕj , rj sinϕj)|2dϕjdrj
≤ c‖∇u‖2L2(Ω).
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Summation over all subsets ΩΓi , i ∈ C, and Ωcj , j ∈ Cnon, yields the desired estimate
‖σ−1u‖L2(Ω) ≤ c‖∇u‖L2(Ω). (6)
To show the second estimate (ii), we apply the Leibniz rule:
‖σ1/2∇u‖2L2(Ω) =
∫
Ω
σ∇u · ∇u =
∫
Ω
∇u · ∇(σu)−
∫
Ω
u∇u · ∇σ. (7)
The variational formulation (1) with v := σu leads to∫
Ω
∇u · ∇(σu) = (f, σu)L2(Ω) ≤ c‖σ3/2f‖L2(Ω)‖σ−1/2u‖L2(Ω). (8)
For the second term on the right-hand side of (7) we get from (4)∫
Ω
u∇u · ∇σ =
d∑
i=1
∫
ΩΓi
uΓi(xi, yi)∇ΓiuΓi(xi, yi) ·
(
0
1
)
dxidyi =
d∑
i=1
∫
ΩΓi
1
2
∂yiuΓi(xi, yi)
2dxidyi.
(9)
Integration by parts and exploiting the fact that u vanishes on Γ yields∫ xi
0
∫ yi(xi)
0
1
2
∂yiuΓi(xi, yi)
2dyidxi =
1
2
∫ xi
0
u2Γi(xi, yi(xi))dxi
≥ c∗
2
∫ xi
0
u2Γi(xi, yi(xi))
√
1 + y′i(xi)2dxi =
c∗
2
‖u‖2L2(∂ΩΓi\Γ).
The constant
c∗ := min
i∈C
ess inf
xi∈(0,xi)
1/
√
1 + y′i(xi)2
depends solely on the geometry of Ω. Insertion into (9) yields∫
Ω
u∇u · ∇σ ≥ c∗‖u‖2L2(Γ˜), Γ˜ :=
d⋃
i,j=1
∂Ωi ∩ ∂Ωj . (10)
Combining the estimates (7), (8) and (10) leads with Young’s inequality to
‖σ1/2∇u‖2L2(Ω) + c∗‖u‖2L2(Γ˜) ≤ c| ln dI |2‖σ3/2f‖2L2(Ω) + ε| ln dI |−2‖σ−1/2u‖2L2(Ω). (11)
It remains to appropriately bound the latter term in (11) to show a weighted L2(Ω)-estimate for
u. The decomposition into the subsets Ωi, integration by parts and Young’s inequality yield
‖σ−1/2u‖2L2(Ω) =
d∑
i=1
∫ xi
0
∫ yi(xi)
0
1
dI + yi
uΓi(xi, yi)
2dyidxi
=
d∑
i=1
(∫ xi
0
ln (dI + yi(xi))uΓi(xi, yi(xi))
2dxi
−
∫ xi
0
∫ yi(xi)
0
ln (dI + yi) 2uΓi(xi, yi)∂yiuΓi(xi, yi)dyidxi
)
≤ c∗∗‖u‖2L2(Γ˜) + cˆ| ln dI |2‖σ1/2∇u‖2L2(Ω) +
1
2
‖σ−1/2u‖2L2(Ω), (12)
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with
cˆ > 0 and c∗∗ := 2 max
i∈C
ess sup
xi∈(0,xi)
ln (1 + y¯i(xi))√
1 + y′i(xi)2
.
The latter term in (12) may be kicked back to the left-hand side. Inserting (12) into (11) and
choosing
ε =
1
4
min
{
c∗
c∗∗
,
1
cˆ
}
yields
‖σ1/2∇u‖2L2(Ω) + c∗‖u‖2L2(Γ˜)
≤ c| ln dI |2‖σ3/2f‖2L2(Ω) +
1
2
(
‖σ1/2∇u‖2L2(Ω) + c∗| ln dI |−2‖u‖2L2(Γ˜)
)
. (13)
Due to dI < e
−1, a kick-back argument leads to the desired estimate for the term ‖σ1/2∇u‖L2(Ω).
Using the estimates (12) and (13) we finally confirm that
‖σ−1/2u‖2L2(Ω) ≤ c
(
‖u‖2
L2(Γ˜)
+ | ln dI |2‖σ1/2∇u‖2L2(Ω)
)
≤ c| ln dI |4‖σ3/2f‖2L2(Ω).
For technical reasons we decompose our domain into dyadic subsets
ΩJ := {x ∈ Ω: ρ(x) ∈ (dJ+1, dJ)}, J = 0, . . . , I, (14)
where given dI ∈ (0, e−1), the numbers dJ fulfill dI+1 = 0, dJ = 2dJ+1 for J = I − 1, . . . , 1, and
d0 = diam(Ω). Without loss of generality we assume that |Ω0| 6= 0, otherwise a simple scaling
argument can be used to achieve this. By means of the subsets ΩJ , we will be able to handle the
weight function σ within the proofs. More precisely, we will especially use that
inf
x∈ΩJ
σ(x) ∼ sup
x∈ΩJ
σ(x) ∼ dJ , J = 0, . . . , I. (15)
In the next lemma we show a local regularity result on the subsets ΩJ and, as a consequence of
this, global a priori estimates for second derivatives in weighted norms. Due to pollution effects
we have to take into account the patches defined by
Ω′J := ΩJ−1 ∪ ΩJ ∪ ΩJ+1, Ω′′J := Ω′J−1 ∪ Ω′J ∪ Ω′J+1
with the obvious modifications for the cases J = I, I − 1, and J = 0, 1.
Lemma 2.2. Let Ω ⊂ R2 be a polygonal domain. The solution u of (1) satisfies
(i) ‖∇2u‖L2(ΩJ ) ≤ c
(
d−1J ‖∇u‖L2(Ω′J ) + ‖f‖L2(Ω′J )
)
, J = 0, . . . , I,
provided that u ∈ H2(Ω′J). Moreover, if Ω is convex, the estimates
(ii) ‖σ∇2u‖L2(Ω) ≤ c‖σf‖L2(Ω),
(iii) ‖σ3/2∇2u‖L2(Ω) ≤ c |ln dI | ‖σ3/2f‖L2(Ω)
are fulfilled.
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Proof. We consider a covering of ΩJ consisting of finitely many balls BdJ/8(xi), i = 1, . . . , N , with
radius dJ/8 and centers xi ∈ ΩJ . This implies BdJ/4(xi) ⊂ Ω′J . In a first step, we appropriately
bound
∣∣∇2u∣∣ on BdJ/8(xi). For this purpose, we introduce a smooth cut-off function η ∈ C∞0 (Ω)
satisfying η ≡ 1 in BdJ/8(xi) and supp η ⊂ BdJ/4(xi). In case of J = I the balls may overlap the
boundary. Then, BdJ/8(xi) and BdJ/4(xi) are the intersections of each ball with Ω. It is possible
to construct η in such a way that ‖Dαη‖L∞(Ω) ≤ cd−|α|J . Next, let u¯ ∈ R be defined by
u¯ :=
{
|BdJ/4(xi)|−1
∫
BdJ/4(xi)
u if supp η ⊂ Ω,
0 otherwise.
The function η(u− u¯) ∈ H10 (Ω) is the weak solution of the boundary value problem
−∆(η(u− u¯)) = −∆η(u− u¯)− 2∇u · ∇η + ηf in Ω, η(u− u¯) = 0 on Γ.
Note that the right-hand side belongs to L2(Ω). With standard regularity results [13] we conclude
‖∇2u‖L2(BdJ/8(xi)) ≤ c‖∇
2(η(u− u¯))‖L2(Ω) ≤ c‖∆(η(u− u¯))‖L2(Ω)
≤ c
(
d−2J ‖u− u¯‖L2(BdJ/4(xi)) + d
−1
J ‖∇u‖L2(BdJ/4(xi)) + ‖f‖L2(BdJ/4(xi))
)
.
An application of the Poincare´ inequality allows to bound the first term on the right-hand side by
the second one. Note that a careful choice of the midpoints {xi} ⊂ ΩJ according to [20, Lemma
A.1] guarantees that in each point x ∈ Ω′J only a finite number n of balls Bd/4(xi) overlap. The
number n depends only on the spatial dimension. Hence, we get the desired estimate (i),
‖∇2u‖2L2(ΩJ ) ≤
N∑
i=1
‖∇2u‖2L2(BdJ/8(xi)) ≤ c
N∑
i=1
(
d−2J ‖∇u‖2L2(BdJ/4(xi)) + ‖f‖
2
L2(BdJ/4(xi))
)
≤ c
(
d−2J ‖∇u‖2L2(Ω′J ) + ‖f‖
2
L2(Ω′J )
)
.
The estimate (ii) follows from (i) taking into account the relation (15). From this we deduce
‖σ∇2u‖2L2(Ω) ≤ c
I∑
J=0
d2J‖∇2u‖2L2(ΩJ ) ≤ c
I∑
J=0
(
‖∇u‖2L2(Ω′J ) + d
2
J‖f‖2L2(Ω′J )
)
≤ c
(
‖∇u‖2L2(Ω) + ‖σf‖2L2(Ω)
)
.
With Lemma 2.1 we conclude the assertion. In the same way the estimate (iii) follows.
As we consider computational domains having a polygonal boundary, we have to deal with
singularities occurring in the vicinity of vertices of the domain as well. For an accurate description
of these singularities, we exploit regularity results in weighted Sobolev spaces with weights related
to the corners. We denote the distance functions to the corners cj by rj(x) := |x − cj |, j ∈ C.
Moreover, we introduce the regions ΩjR := {x ∈ Ω: rj(x) < R}, and choose R > 0 appropriately
such that these domains do not intersect. Furthermore, we introduce the region ΩˆR := Ω\∪j∈CΩjR.
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On each ΩjR we define for k ∈ N0, p ∈ [1,∞] and βj ∈ R the local norm
‖v‖p
V k,pβj
(ΩjR)
:=
∑
|α|≤k
‖rβj+|α|−kj Dαv‖pLp(ΩjR), for p ∈ [1,∞),
‖v‖
V k,∞βj (Ω
j
R)
:= max
|α|≤k
‖rβj+|α|−kj Dαv‖L∞(ΩjR).
The weighted Sobolev space V k,p~β
(Ω) with weight vector ~β ∈ Rd is defined as the set of measurable
functions with finite norm
‖v‖
V k,p
~β
(Ω)
:= ‖v‖Wk,p(ΩˆR/2) +
d∑
j=1
‖v‖
V k,pβj
(ΩjR)
. (16)
We will frequently use these norms on subdomains G ⊂ Ω. In this case, the weight functions rj
are still related to the corners of Ω and not of G.
Under certain assumptions on the input data, one can show that the solution of (1) belongs to
these weighted Sobolev space provided that the weights are sufficiently large. The lower bounds
for the weights depend on the singular exponents
λj := pi/ωj , j ∈ C.
The following result is taken from [21, §1.3, Theorem 3.1] for p = 2, and [18, Theorem 2.6.1] for
p ∈ (1,∞).
Lemma 2.3. Let f ∈ V 0,p~β (Ω) with p ∈ (1,∞), and ~β ∈ R
d satisfying βj ∈ (2− 2/p−λj , 2− 2/p)
for all j ∈ C. Then, the solution u of (1) belongs to V 2,p~β (Ω) and satisfies
‖u‖
V 2,p
~β
(Ω)
≤ c‖f‖
V 0,p
~β
(Ω)
.
Remark 2.4. According to [17, Theorem 7.1.1] (see also [25, Lemma 2.32]) there holds
d∑
j=1
∑
|α|≤1
|(Dαv)(cj)|
 = 0
if v ∈ V 2,2~β (Ω) with βj < 0 for j ∈ C. Thus, if f ∈ V
0,2
~β
(Ω) with βj < 0 for j ∈ C, then the normal
derivative ∂nu is equal to zero at each convex corner. At non-convex corners it has a pole in
general, see also the discussions in [3].
In order to derive optimal error estimates, we need a similar result for the case p =∞, which
is excluded in the previous lemma. However, taking regularity results in weighted Ho¨lder spaces
into account (see [18]) the assertion of Lemma 2.3 remains true when assuming slightly more
regularity for the right-hand side. For the proof of the following result we refer to [28, Lemma
4.2].
Lemma 2.5. Assume that f ∈ C0,σ(Ω) with some σ ∈ (0, 1). Let the weight vector ~β ∈ [0, 2)d
be chosen such that βj > 2− λj for all j ∈ C. Then, the solution of (1) belongs to V 2,∞~β (Ω) and
satisfies the a priori estimate
‖u‖
V 2,∞
~β
(Ω)
≤ c‖f‖C0,σ(Ω).
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3 Weighted L2(Ω) error estimates
We approximate the solution of (1) with linear finite elements. Therefore we introduce a family of
conforming triangulations {Th}h>0 consisting of triangular elements, where h := maxT∈Th diam(T )
denotes the mesh parameter. As specialty, we consider triangulations which are isotropically re-
fined towards the whole boundary: Let ρT := dist(T,Γ) the distance of the element T ∈ Th to
the boundary Γ. We assume that
hT := diam(T ) ∼
{
h2, if ρT = 0,
h
√
ρT , if ρT > 0,
∀T ∈ Th. (17)
This refinement condition ensures that elements touching the boundary have diameter h2. More-
over, elements with O(1)-distance to the boundary have diameter h, and adjacent elements have
approximately equal diameter.
Remark 3.1. While the number of elements for quasi-uniform triangulations of planar domains
behaves like h−2, there is a slight increase in the number of elements when the refinement condi-
tion (17) holds. Let Sh := ∪{T ∈ Th : ρT = 0}. The number of elements belonging to the set Sh,
can be estimated by
Nbdelem ∼
|Γ|
minT⊂Sh |T |
∼ h−2.
However, for the number of elements N intelem away from the boundary there holds
N intelem =
∑
T 6⊂Sh
1 =
∑
T 6⊂Sh
|T |−1
∫
T
dx ∼ h−2
∫
Ω\Sh
ρ(x)−1dx ∼ h−2| lnh|,
where we exploited hT ∼ h√ρT and the property ρT ∼ ρ(x) for all x ∈ T in case of ρT > 0.
Now, we define the finite-dimensional space V0h := Vh ∩H10 (Ω) with
Vh := {vh ∈ C(Ω): vh|T ∈ P1(T ) for all T ∈ Th},
where P1(T ) denotes the set of polynomials on the element T of degree at most 1, and determine
approximations to u by solving the problem:
Find uh ∈ V0h : (∇uh,∇vh)L2(Ω) = (f, vh)L2(Ω) for all vh ∈ V0h. (18)
The aim of this section is to derive an error estimate in a weighted L2(Ω)-norm. Such a term
occurs in the applications we have in mind, and will become clear in Section 4. More precisely, the
term ‖σ−3/2(u− uh)‖L2(Ω) with σ = ρ+ dI from (2) is considered, where the number dI satisfies
dI = 2
−I . The exponent I is chosen such that dI = cIh2 with some fixed and mesh-independent
constant cI > 1, which we specify later. This construction implies I ∼ |lnh|.
As the mesh size solely depends on the distance to the boundary which is bounded within ΩJ
by dJ and dJ+1 = dJ/2, the meshes are locally quasi-uniform within each ΩJ , J = 0, . . . , I. That
means, there are constants c1, c2 > 0 such that each T ∈ Th with T ∩ ΩJ 6= ∅ satisfies
c1h
√
dJ ≤ hT ≤ c2h
√
dJ if J = 0, . . . , I − 1,
c1c
−1
I h
√
dI ≤ hT ≤ c2h
√
dI if J = I.
(19)
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We are now in the position to derive the main result of this section under the assumption that
the computational domain is convex. The non-convex case will be discussed later as different
assumptions and techniques will be used.
Theorem 3.2. Let Ω ⊂ R2 be a convex polygonal domain, this is, λ := minj∈C λj > 1. Assume
that f ∈ C0,σ(Ω) with some σ ∈ (0, 1). For cI > 1 sufficiently large, there exists some h0 =
h0(cI) > 0 such that the estimate
‖σ−3/2(u− uh)‖L2(Ω) ≤ chmin{2,−1+2λ¯−2ε}|lnh|3/2‖f‖C0,σ(Ω) (20)
holds for all h ≤ h0 and ε > 0.
Proof. The norm on the left-hand side of (20) possesses the representation
‖σ−3/2(u− uh)‖L2(Ω) = sup
ϕ∈L2(Ω)
‖ϕ‖
L2(Ω)
=1
(
u− uh, σ−3/2ϕ
)
L2(Ω)
.
Let w ∈ H10 (Ω) be the solution of the dual problem
−∆w = σ−3/2ϕ in Ω, w = 0 on Γ. (21)
Then, we obtain using Galerkin orthogonality and the Cauchy-Schwarz inequality
‖σ−3/2(u− uh)‖L2(Ω) = (∇(u− uh),∇(w − Ihw))L2(Ω)
≤
I∑
J=0
‖u− uh‖H1(ΩJ )‖w − Ihw‖H1(ΩJ ), (22)
where Ihw denotes the Lagrange interpolant of w. An application of the local finite element error
estimate from [12, Theorem 3.4], the interpolation error estimate
‖u− Ihu‖H`(T ) ≤ ch2−`T ‖∇2u‖L2(T ) ≤ ch2−`d(2−`)/2J ‖∇2u‖L2(T ), ` = 0, 1,
and hd
−1/2
J ≤ c−1/2I ≤ c yield the estimate
‖u− uh‖H1(ΩJ ) ≤ c
 inf
χ∈Vh
χ|Γ=uh|Γ
(
‖∇(u− χ)‖L2(Ω′J ) + d
−1
J ‖u− χ‖L2(Ω′J )
)
+ d−1J ‖u− uh‖L2(Ω′J )

(23)
≤ c
(
hd
1/2
J ‖∇2u‖L2(Ω′′J ) + d
−1
J ‖u− uh‖L2(Ω′J )
)
(24)
for all J = 0, . . . , I. For the dual solution we get in an analogous way the estimate
‖∇(w − Ihw)‖L2(ΩJ ) ≤ chd1/2J ‖∇2w‖L2(Ω′J ) (25)
for all J = 0, . . . , I. Insertion of (24) and (25) into (22), and summation over all subsets while
taking into account (15) leads to
‖σ−3/2(u− uh)‖L2(Ω)
≤ c
(
h2‖σ−1/2∇2u‖L2(Ω)‖σ3/2∇2w‖L2(Ω) + h‖σ−3/2(u− uh)‖L2(Ω)‖σ∇2w‖L2(Ω)
)
≤ c
(
h2|lnh|‖σ−1/2∇2u‖L2(Ω)‖ϕ‖L2(Ω) + h‖σ−3/2(u− uh)‖L2(Ω)‖σ−1/2ϕ‖L2(Ω)
)
.
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In the last step we applied the a priori estimates from Lemma 2.2. Next, we exploit the property
σ−1/2 ≤ d−1/2I and the assumption ‖ϕ‖L2(Ω) = 1. Moreover, by choosing cI sufficiently large, we
obtain due to the relation dI = cIh
2,
chd
−1/2
I = cc
−1/2
I ≤ 1/2.
Hence, we can kick back the latter term to the left-hand side. This finally implies
‖σ−3/2(u− uh)‖L2(Ω) ≤ ch2|lnh|‖σ−1/2∇2u‖L2(Ω). (26)
It remains to estimate the weighted norm on the right-hand side. Therefore, we use the decom-
position Ω = (∪j∈CΩjR) ∪ ΩˆR/2 already used in the norm definition (16). In the interior of the
domain we bound the norm on the right-hand side of (26) by
‖σ−1/2∇2u‖L2(ΩˆR/2) ≤ ‖σ
−1/2‖L2(ΩˆR/2)‖∇
2u‖L∞(ΩˆR/2).
In each subset ΩjR we apply the estimate
‖σ−1/2∇2u‖
L2(ΩjR)
≤ ‖σ−1/2r−βjj ‖L2(ΩjR)‖r
βj
j ∇2u‖L∞(ΩjR).
The previous inequalities and the regularity results from Lemma 2.5 imply
‖σ−1/2∇2u‖L2(Ω) ≤ c
(
‖σ−1/2‖L2(ΩˆR/2) + maxj∈C ‖σ
−1/2r−βjj ‖L2(ΩjR)
)
‖u‖
V 2,∞
~β
(Ω)
≤ c
(
‖σ−1/2‖L2(ΩˆR/2) + maxj∈C ‖σ
−1/2r−βjj ‖L2(ΩjR)
)
‖f‖C0,σ(Ω), (27)
provided that βj = max{0, 2− λj + ε} < 2 with ε > 0. Once we have shown that
‖σ−1/2‖L2(ΩˆR/2) + maxj∈C ‖σ
−1/2r−βjj ‖L2(ΩjR) ≤ c| lnh|
1/2hmin{0,1−2β} (28)
with β := max{0, 2− λ+ ε} and ε > 0 sufficiently small the assertion follows. The proof of (28)
is postponed to Lemma 3.3.
Lemma 3.3. Let Ω be convex. For βj ∈ [0, 1), j ∈ C, there are the estimates
‖σ−1/2r−βjj ‖L2(ΩjR) ≤ c|lnh|
1/2 ×
{
hmin{0,1−2βj} if βj 6= 12 ,
|lnh|1/2 if βj = 12 ,
(29)
‖σ−1/2‖L2(ΩˆR/2) ≤ c|lnh|
1/2. (30)
Proof. Recall the decomposition of Ω already used in the proof of Lemma 2.1. There, we intro-
duced domains ΩΓj , j ∈ C, such that dist(x,Γj) = ρ(x) for all x ∈ ΩΓj . Moreover, we constructed
integration bounds in the local coordinates (xj , yj), i.e., 0 < xj < x¯j and 0 < yj < y¯j(xj). Based
on this, we first show (29). Due to symmetry reasons it suffices to estimate the integral on the
subset ΩΓj ∩ ΩjR. This is done in two steps according to the coloring in Figure 3a. First, in the
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Figure 3: Illustration of the integration domains used in the proof of Lemma 3.3.
circular sector ΩΓj ∩BdI , where BdI denotes the ball with radius dI = cIh2 around the corner cj
(see also the dark gray region in Figure 3a), we use polar coordinates and obtain
‖σ−1/2r−βjj ‖2L2(ΩΓj∩BdI ) ≤ d
−1
I
∫ ωj/2
0
∫ dI
0
r
1−2βj
j drjdϕj ≤ c|lnh|h2 min{0,1−2βj}. (31)
The remaining subdomain (ΩjR ∩ ΩΓj )\BdI (illustrated by the light gray region in Figure 3a) is
enlarged to the rectangular domain bounded by xj < xj < R with xj = sin(ωj/2)dI ∼ dI and
0 < yj < R. Moreover, we exploit that rj > xj > 0. Having in mind that dI = cIh
2, this leads to
‖σ−1/2r−βjj ‖2L2(ΩjR∩ΩΓj \BdI ) ≤
∫ R
xj
∫ R
0
x
−2βj
j
dI + yj
dyjdxj ≤ c|lnh| ×
{
h2 min{0,1−2βj} if βj 6= 12 ,
|lnh| if βj = 12 .
(32)
The inequalities (31) and (32), together with analogous arguments for the domain ΩjR ∩ ΩΓj−1 ,
imply the desired estimate on ΩjR.
To show the estimate on ΩˆR/2 we first integrate over the domains
Ω˘jR/4 := {Fi(xj , yj) ∈ R2 : R/4 < xj < x¯j −R/4, 0 < yj <
√
3R/4},
see also the dark gray region in Figure 3b. For each j ∈ C we obtain the estimate
‖σ−1/2‖2
L2(Ω˘j
R/4
)
≤ c
∫ xj−R/4
R/4
∫ √3R/4
0
(dI + yj)
−1dyidxi ≤ c|lnh|.
On the remaining set ΩˆR/2 \ ∪dj=1Ω˘jR/4 the weight σ is of order one and vanishes in the generic
constant. Thus,
‖σ−1/2‖2
L2(ΩˆR/2\∪dj=1Ω˘jR/4)
≤ c.
This implies the second estimate.
In the remainder of this section we prove an analogue of Theorem 3.2 which not only requires
less regular data but also holds in non-convex domains. This requires indeed some rigorous
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modifications as the solution of the dual problem (21) fails to be in H2(Ω) if Ω is non-convex.
Moreover, we do not exploit weighted W 2,∞-regularity of the solution, but remain in the weighted
H2-setting.
Theorem 3.4. Let λ := minj∈C λj. Assume that f ∈ V 0,2~α (Ω) with αj := max{0, 1− λj + ε} for
all j ∈ C with arbitrary but sufficiently small ε > 0. For cI > 1 sufficiently large, there exists
some h0 = h0(cI) > 0 such that the estimate
‖σ−3/2(u− uh)‖L2(Ω) ≤ chmin{1,−1+2λ¯−2ε}‖f‖V 0,2
~α
(Ω)
(33)
holds for all h ≤ h0.
Proof. Having in mind the result of Theorem 3.2, we first observe that we expect at most the
convergence rate one in non-convex domains. Thus, we trade σ−1/2 by h−1 and it remains to
show an estimate in a weighted norm with a larger weight exponent. These ideas lead to
‖σ−3/2(u− uh)‖L2(Ω) ≤ ch−1‖σ−1(u− uh)‖L2(Ω) = ch−1 sup
ϕ∈L2(Ω)
‖ϕ‖
L2(Ω)
=1
(u− uh, σ−1ϕ)L2(Ω). (34)
The dual problem reads in this case
−∆w = σ−1ϕ in Ω, w = 0 on Γ. (35)
Analogous to (22) we can show that
‖σ−1(u− uh)‖L2(Ω) ≤ c
I∑
J=0
‖u− uh‖H1(ΩJ )‖w − Ihw‖H1(ΩJ ), (36)
and it remains to bound the local error terms on the right-hand side. In contrast to the proof
of Theorem 3.2, we have to distinguish between the inner subsets ΩJ , J = 0, . . . , I − 3 and the
outer ones J = I − 2, I − 1, I, as the dual solution w may fail to be in H2(Ω) due to the possibly
non-convex corners. However, due to Lemma 2.3, the function u belongs to V 2,2~α (Ω), which we
are going to employ.
In case that J = 0, . . . , I − 3, we proceed as in the proof of Theorem 3.2. Indeed, employing
the local estimate (23), we obtain together with the property rj,T := dist(T, cj) ≥ cdJ , which
holds for elements T with T ∩ ΩJ 6= ∅,
‖u− uh‖H1(ΩJ ) ≤ c
(
hd
1/2
J ‖∇2u‖L2(Ω′′J ) + d
−1
J ‖u− uh‖L2(Ω′J )
)
≤ c
(
hd
1/2−α
J |u|V 2,2
~α
(Ω′′J )
+ d−1J ‖u− uh‖L2(Ω′J )
)
, (37)
where we set α = maxj∈C αj . It is straightforward to confirm that the same estimate holds in
the case J = I− 2, I− 1, I as well. The only difference is, that local interpolation error estimates
exploiting weighted regularity, see e. g. [8, Section 3.3], have to be applied. Together with the
refinement condition (19) this leads to
‖u− Ihu‖H`(T ) ≤ c
h
2(2−`−αj)|u|
V 2,2αj (T )
, if rj,T = 0,
h2−`d1−`/2I r
−αj
j,T |u|V 2,2αj (T ), if rj,T > 0,
15
and an analogue to (37) for the present case follows from h = c
−1/2
I d
1/2
I and rj,T ≥ ch2 ≥ cc−1I dI
if rj,T > 0. In case of ` = 0, we moreover have to exploit hd
−1/2
I ≤ cc−1/2I .
Next, we derive interpolation error estimates for the dual problem. In case of J = 0, . . . , I − 3
we obtain with standard interpolation error estimates, Lemma 2.2 (i) and the property (15)
‖w − Ihw‖H1(ΩJ ) ≤ chd1/2J ‖∇2w‖L2(Ω′J ) ≤ chd
−1/2
J
(
‖∇w‖L2(Ω′′J ) + ‖ϕ‖L2(Ω′′J )
)
. (38)
In case of J = I − 2, I − 1, I the function w is less regular, in particular it does not belong to
H2(ΩJ) if Ω is non-convex. Instead, we exploit the H
3/2−κ(Ω)-regularity of w and obtain
‖w − Ihw‖H1(ΩJ ) ≤ ch1/2−κd1/4−κ/2I ‖w‖H3/2−κ(Ω) (39)
with κ ∈ (0, 1/2). To bound the norm of w on the right-hand side, we apply the shift-theorem
from [15, Theorem 0.5(b)] to get
‖w‖H3/2−κ(Ω) ≤ c‖σ−1ϕ‖H−1/2−κ(Ω) = c sup
v∈H1/2+κ0 (Ω)
v 6=0
∫
Ω σ
−1ϕvdx
‖v‖
H
1/2+κ
0 (Ω)
. (40)
With the Cauchy-Schwarz inequality we obtain
∫
Ω σ
−1ϕvdx ≤ c‖ϕ‖L2(Ω)‖σ−1v‖L2(Ω). It remains
to bound the latter factor by the H
1/2+κ
0 (Ω)-norm of v. From ‖σ−1v‖L2(Ω) ≤ cd−1I ‖v‖L2(Ω) and
(6) we conclude by an interpolation argument the estimate ‖σ−1v‖L2(Ω) ≤ d−1/2+κI ‖v‖H1/2+κ0 (Ω).
After insertion into (40) we obtain from (39) and the property dI = cIh
2 the estimate
‖w − Ihw‖H1(ΩJ ) ≤ ch1/2−κd−1/4+κ/2I ≤ cc−1/4+κ/2I . (41)
We can now insert the estimates derived above into (36). First, we consider the sum over
J = 0, . . . , I − 3 only and obtain from (37) and (38) as well as Lemma 2.1 (i) and ‖ϕ‖L2(Ω) = 1
I−3∑
J=0
‖u− uh‖H1(ΩJ )‖w − Ihw‖H1(ΩJ )
≤ c
(
h2d−αI |u|V 2,2
~α
(Ω)
+ hd
−1/2
I ‖σ−1(u− uh)‖L2(Ω)
) (‖∇w‖L2(Ω) + ‖ϕ‖L2(Ω))
≤ ch2−2α|u|
V 2,2
~α
(Ω)
+ cc
−1/2
I ‖σ−1(u− uh)‖L2(Ω). (42)
For the sum over J = I − 2, I − 1, I we use (37) and (41) instead and end up with
I∑
J=I−2
‖u− uh‖H1(ΩJ )‖w − Ihw‖H1(ΩJ ) ≤ c
(
hd
1/2−α
I |u|V 2,2
~α
(Ω)
+ c
−1/4+κ/2
I ‖σ−1(u− uh)‖L2(Ω)
)
≤ ch2−2α|u|
V 2,2
~α
(Ω)
+ cc
−1/4+κ/2
I ‖σ−1(u− uh)‖L2(Ω).
(43)
The inequalities (42) and (43) together with (36) yield
‖σ−1(u− uh)‖L2(Ω) ≤ ch2−2α|u|V 2,2
~α
(Ω)
+ cc
−1/4+κ/2
I ‖σ−1(u− uh)‖L2(Ω).
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As in the proof for the convex case, we set cI sufficiently large such that cc
−1/4+κ/2
I ≤ 1/2
(κ ∈ (0, 1/2)) and we may kick back the latter term on the right-hand side to the left-hand
side. To finish the proof, it just remains to insert the definition of the weight ~α and to apply
Lemma 2.3. By our construction we have α := 1 − λ + ε which leads together with (34) to the
desired estimate.
4 Approximation of the surface flux
4.1 Error estimates
In the present section we apply the weighted finite element error estimates of Section 3 to derive
error estimates for certain numerical approximations of the surface flux of the solution of the
Poisson equation.
Theorem 4.1. Let f ∈ C0,σ(Ω) with some σ ∈ (0, 1) if Ω is convex, and f ∈ L2(Ω) if Ω is
non-convex. Denote by u ∈ H10 (Ω) and uh ∈ V0h the solutions of (1) and (18), respectively.
Assume that the family of meshes {Th}h>0 is refined according to (17). Then for any ε > 0 the
following error estimate is fulfilled:
‖∂n(u− uh)‖L2(Γ) ≤ chmin{2,−1+2λ¯−2ε}| lnh|3/2 ×
{
‖f‖C0,σ(Ω), if Ω is convex,
‖f‖L2(Ω), if Ω is non-convex,
where λ := minj∈C λj.
Proof. We start with the estimate in the convex case and comment on the non-convex case later.
Let eh := u − uh. The reference elements for elements on the boundary and in the domain
are denoted by Eˆ := (0, 1) and Tˆ := conv{(0, 0), (1, 0), (0, 1)}, respectively. For an arbitrary
function v : T → R we use the notation vˆ(xˆ) = v(FT (xˆ)), where FT : Tˆ → T is the affine reference
transformation. For each E ∈ ∂Th with associated element T ∈ Th such that E¯ = T¯ ∩ Γ, we
obtain
‖∂neh‖L2(E) ≤ ch−1/2T ‖∂nˆeˆh‖L2(Eˆ) ≤ ch
−1/2
T ‖eˆh‖H2(Tˆ ) ≤ ch
−1/2
T (|eˆh|H1(Tˆ ) + |uˆ|H2(Tˆ ))
≤ c(h−1/2T |eh|H1(T ) + h1/2T |u|H2(T )),
where we applied a standard trace theorem, the fact that uˆh is piecewise linear, and the Poincare´
inequality. By introducing the Lagrange interpolant Ihu as an intermediate function for the first
term, in combination with an inverse inequality, we deduce
‖∂neh‖L2(E) ≤ c(h−1/2T |u− Ihu|H1(T ) + h−3/2T (‖u− Ihu‖L2(T ) + ‖u− uh‖L2(T )) + h1/2T |u|H2(T ))
≤ c(h−3/2T ‖u− uh‖L2(T ) + h1/2T |u|H2(T )), (44)
where we inserted a standard interpolation error estimate in the last step. Let Sh denote the
strip of elements at the boundary. Using hT ∼ h2 if ρT = 0, and the definition of the regularized
distance function σ, we can show that
‖∂neh‖L2(Γ) ≤ c
∑
T⊂Sh
(‖σ−3/2(u− uh)‖L2(T ) + h2‖σ−1/2∇2u‖L2(T ))2
1/2
≤ c
(
‖σ−3/2(u− uh)‖L2(Ω) + h2‖σ−1/2∇2u‖L2(Ω)
)
. (45)
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The first assertion now follows from Theorem 3.2, (27) and (28).
In the non-convex case, we can not use the H2(T )-regularity of u if rj,T := dist(T, cj) = 0,
j ∈ Cnon. Instead, we introduce αj := max{0, 1− λj + ε}, j ∈ C. Then, for each E ∈ ∂Th, whose
corresponding element T ∈ Th with E¯ = T¯ ∩ Γ fulfills rj,T = 0, j ∈ Cnon, we obtain
‖∂neh‖L2(E) ≤ ch−1/2T ‖∂nˆeˆh‖L2(Eˆ) ≤ ch
−1/2
T ‖eˆh‖W 2,q(Tˆ ) ≤ ch
−1/2
T (‖eˆh‖W 1,q(Tˆ ) + |uˆ|W 2,q(Tˆ )),
where we applied a standard trace theorem, which holds for any q > 4/3. For the first term we
use the embedding H1(Tˆ ) ↪→ W 1,q(Tˆ ) and the Poincare´ inequality. The second term is treated
with the embedding V 0,2αj (Tˆ ) ↪→ Lq(Tˆ ), which holds for any αj < 1/2 if q is sufficiently close to
4/3. From this we infer
‖∂neh‖L2(E) ≤ ch−1/2T (|eh|H1(Tˆ ) + |uˆ|V 2,2αj (Tˆ )) ≤ c(h
−1/2
T |eh|H1(T ) + h
1/2−αj
T |u|V 2,2αj (T )). (46)
Note, that the weight rˆ contained in the space V 2,2αj (Tˆ ) is related to the corner (0, 0) of Tˆ . Without
loss of generality we may define FT in such a way that FT (0, 0) = cj . This implies the property
rˆ := |xˆ| ∼ h−1T rj that we used in the last step of the estimate above. Now, as in (44), we conclude
that
‖∂neh‖L2(E) ≤ c(h−1/2T |u− Ihu|H1(T ) +h−3/2T (‖u− Ihu‖L2(T ) +‖u−uh‖L2(T )) +h
1/2−αj
T |u|V 2,2αj (T )).
The resulting terms for the interpolation error can be treated with the estimate
hT ‖∇(u− Ihu)‖L2(T ) + ‖u− Ihu‖L2(T ) ≤ ch2−αjT ‖u‖V 2,2αj (T ) (47)
proved in [8, Section 3.3]. This yields
‖∂neh‖L2(E) ≤ c(h−3/2T ‖u− uh‖L2(T ) + h
1/2−αj
T ‖u‖V 2,2αj (T )).
For each E ∈ ∂Th with positive distance to the non-convex corners, we obtain analogously to
(44)
‖∂neh‖L2(E) ≤ c(h−3/2T ‖u− uh‖L2(T ) + h1/2T |u|H2(T )).
After having noted that h
αj
T ≤ r
αj
j,T if rj,T > 0, and that the semi-norms of V
2,2
αj (Ω
j
R) and H
2(ΩjR)
coincide if αj = 0, we can sum up the previous two inequalities and arrive similar to (45) at
‖∂neh‖L2(Γ) ≤ c(‖σ−3/2(u− uh)‖L2(Ω) + hmin{1,−1+2λ¯−2}‖u‖V 2,2
~α
(Ω)
).
The assertion in case of non-convex domains is finally a consequence of Theorem 3.4 and Lemma 2.3.
A second approach to approximate the surface flux is given by the concept of a discrete varia-
tional normal derivative. This has several applications in optimal boundary control, see Section
5, or for the approximation of Steklov-Poincare´ operators used for instance in domain decompo-
sition techniques [1, 26, 30]. For a given function uh ∈ V0h solving (18), we define its discrete
variational normal derivative as the object ∂hnuh ∈ V ∂h := Tr(Vh) (the trace space of Vh) fulfilling
(∂hnuh, wh)L2(Γ) = (∇uh,∇wh)L2(Ω) − (f, wh)L2(Ω) ∀wh ∈ Vh. (48)
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Note that the normal derivative ∂nu of u ∈ H10 (Ω) solving (1) fulfills due to Green’s identity
(∂nu,w)L2(Γ) = (∇u,∇w)L2(Ω) − (f, w)L2(Ω) ∀w ∈ H1(Ω),
such that
(∂nu− ∂hnuh, wh)L2(Γ) = (∇(u− uh),∇wh)L2(Ω) ∀wh ∈ Vh. (49)
Using the previous expression and the weighted estimates from Section 3, we show error estimates
for the discrete variational normal derivative in the following.
Theorem 4.2. Let u ∈ H10 (Ω) denote the solution of (1). Assume further that f ∈ C0,σ(Ω),
σ ∈ (0, 1), if Ω is convex, and that f ∈ L2(Ω) if Ω is non-convex. Provided that the family of
meshes {Th}h>0 satisfy (17), the solution ∂hnuh of (48) fulfills for any ε > 0 the error estimate
‖∂nu− ∂hnuh‖L2(Γ) ≤ chmin{2,−1+2λ−ε}| lnh|3/2 ×
{
‖f‖C0,σ(Ω), if Ω is convex,
‖f‖L2(Ω), if Ω is non-convex,
where λ := minj∈C λj.
Proof. We start with introducing a Cle´ment type interpolation operator: Let ϕi with i =
1, . . . , Nh := dim(V
∂
h ) denote the nodal basis functions of V
∂
h . The interpolation operator
Ch : L
1(Γ)→ V ∂h is given by
Chv =
Nh∑
j=1
viϕi with vi :=
1
|suppϕi|
∫
suppϕi
v ds.
Let SE denote the set of elements in ∂Th sharing at least one vertex with E. A short calculation
shows that
‖Chv‖L2(E) ≤ c‖v‖L2(SE) and Chp0 = p0 in E ∀p0 ∈ P0(SE).
We now turn our attention to the proof of the assertion. Introducing Ch∂nu as an intermediate
function, we immediately obtain
‖∂nu− ∂hnuh‖2L2(Γ) = (∂nu− ∂hnuh, ∂nu− Ch∂nu)L2(Γ) + (∂nu− ∂hnuh, Ch(∂nu− ∂hnuh))L2(Γ).
Using the Cauchy-Schwartz inequality and the stability of Ch in L
2(Γ), we can continue with
‖∂nu− ∂hnuh‖L2(Γ) ≤ ‖∂nu− Ch∂nu‖L2(Γ) + sup
ϕh∈V ∂h
‖ϕh‖L2(Γ)=1
∣∣∣(∂nu− ∂hnuh, ϕh)L2(Γ)∣∣∣ . (50)
Subsequently, we distinguish similar to the proof of Theorem 4.1 between convex and non-convex
domains. We first consider the convex case, and start with showing an estimate for the interpo-
lation error. For E ∈ ∂Th, let T be the element in Th with T¯ ∩ Γ = E¯. Moreover, we define DE
as the set of all elements in Th sharing at least one vertex with E. The reference configurations
SEˆ and DEˆ are given by SEˆ = F
−1
T (SE) and DEˆ = F
−1
T (DE), see the proof of Theorem 4.1 for
the definition of the mapping FT . If the element E has a positive distance to each corner, we
introduce ∂np ∈ P0(SE) as an intermediate function. Here, p denotes an arbitrary polynomial
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in P1(DE). Afterwards, we employ the aforementioned stability of Ch, a standard trace theorem
on the reference configuration, and the Bramble-Hilbert Lemma. This yields
‖∂nu− Ch∂nu‖L2(E) ≤ c‖∂nu− ∂np‖L2(SE) ≤ ch−1/2T ‖∂nˆuˆ− ∂nˆpˆ‖L2(SEˆ)
≤ ch−1/2T ‖uˆ− pˆ‖H2(DEˆ) ≤ ch
−1/2
T |uˆ|H2(DEˆ). (51)
If the element E has contact to a corner, we similarly obtain without introducing an intermediate
function
‖∂nu− Ch∂nu‖L2(E) ≤ c‖∂nu‖L2(SE) ≤ ch−1/2T ‖∂nˆuˆ‖L2(SEˆ)
≤ ch−1/2T ‖uˆ‖H2(DEˆ) ≤ ch
−1/2
T |uˆ|H2(DEˆ). (52)
In the last step, we used that the zero function is a linear interpolant of uˆ on DEˆ because of
the homogeneous boundary conditions of uˆ on SEˆ (which contains a kink due to the convex
corner). Collecting the results from (51) and (52), after having transformed everything to the
world configuration, yields
‖∂nu− Ch∂nu‖L2(Γ) ≤ c
∑
T∈Th
ρT=0
hT ‖∇2u‖2L2(DE)

1/2
≤ ch2‖σ−1/2∇2u‖L2(Ω), (53)
where we used hT ∼ h2, which holds for elements T in the direct vicinity of the boundary, and
the definition of the regularized distance function σ. Next, we show an estimate for the second
term in (50). To this end, let Sh denote the strip of elements at the boundary. Furthermore,
we introduce the zero-extension B˜h : V
∂
h → Vh defined in such a way that B˜hvh vanishes in the
interior nodes for arbitrary vh ∈ V ∂h , and hence it is always supported in the boundary strip Sh.
This extension operator admits the stability estimate
‖∇B˜hvh‖L2(Sh) ≤ ch−1‖vh‖L2(Γ) ∀vh ∈ V ∂h , (54)
which is proved in [19, Lemma 3.3]. Using (49), (54), and ‖ϕh‖L2(Γ) = 1, we conclude∣∣∣(∂nu− ∂hnuh, ϕh)L2(Γ)∣∣∣ = ∣∣∣(∇(u− uh),∇B˜hϕh)L2(Sh)∣∣∣ ≤ ‖∇(u− uh)‖L2(Sh)‖∇B˜hϕh‖L2(Sh)
≤ ch−1‖∇(u− uh)‖L2(Sh).
Introducing the Lagrange interpolant Ihu as an intermediate function, in combination with an
inverse inequality, yields∣∣(∂nu− ∂hnuh, ϕh)L2(Γ)∣∣
≤ c
(
h−1‖∇(u− Ihu)‖L2(Sh) + h−3‖u− Ihu‖L2(Sh) + ‖σ−3/2(u− uh)‖L2(Ω)
)
≤ c
(
h2‖σ−1/2∇2u‖L2(Ω) + ‖σ−3/2(u− uh)‖L2(Ω)
)
, (55)
where we used the definition of σ and a standard interpolation error estimate. The assertion in
the convex case now follows from (50), (53), (55), Theorem 3.2, (27) and (28).
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In the non-convex case, we have to slightly modify the proof due to the lack of regularity. We
again consider the interpolation error in (50) at first. For every E ∈ ∂Th such that DE touches
a corner cj , j ∈ Cnon, we obtain analogously to (52) for q > 4/3
‖∂nu− Ch∂nu‖L2(E) ≤ c‖∂nu‖L2(SE) ≤ ch−1/2T ‖∂nˆuˆ‖L2(SEˆ) ≤ ch
−1/2
T ‖uˆ‖W 2,q(DEˆ).
Next, we apply the embedding V 2,2αj (DEˆ) ↪→ W 2,q(DEˆ), which holds for any αj < 1/2 if q is
sufficiently close to 4/3. In the present situation we choose αj := max{0, 1 − λj + ε}, j ∈ C,
with sufficiently small ε > 0. Together with the transformation formula used already in (46) we
deduce
‖∂nu− Ch∂nu‖L2(E) ≤ ch−1/2T ‖uˆ‖W 2,q(DEˆ) ≤ ch
−1/2
T ‖uˆ‖V 2,2αj (DEˆ) ≤ ch
1/2−αj
T ‖u‖V 2,2αj (DE).
If DE has a positive distance to the corner, it is possible to use (51) again. After having noted
that h
αj
T ≤ r
αj
j,T if rj,T > 0, and that the semi-norms of V
2,2
αj (Ω
j
R) and H
2(ΩjR) coincide if αj = 0,
we can sum up the previous results analogously to (53) to conclude
‖∂nu− Ch∂nu‖L2(Γ) ≤ chmin{1,−1+2λ¯−2}‖u‖V 2,2
~α
(Ω)
. (56)
As for (55), but now using the interpolation error estimate (47) if T touches a non-convex corner,
we deduce∣∣∣(∂nu− ∂hnuh, ϕh)L2(Γ)∣∣∣ ≤ c(hmin{1,−1+2λ¯−2}‖u‖V 2,2
~α
(Ω)
+ ‖σ−3/2(u− uh)‖L2(Ω)
)
. (57)
The assertion for non-convex domains is now a consequence of (50), (56), (57), Theorem 3.4 and
Lemma 2.3.
4.2 Numerical experiments
In this section we will show that the error estimate derived in Theorem 4.1 is sharp. Therefore,
we construct the following benchmark problem. We introduce a family of computational domains
Ωω := (−1, 1)2 ∩ {(r cosϕ, r sinϕ) : r ∈ (0,∞), ϕ ∈ (0, ω)}, ω ∈ [pi/2, 2pi)
with r and ϕ denoting the polar coordinates located at the origin. For these domains the corner
with the largest opening angle ω is the origin, and the corresponding singular exponent is λ¯ :=
pi/ω.
The problem we consider in the numerical experiment is the problem whose exact solution is
u(x1, x2) := r
λ¯(x1, x2) sin(λ¯ϕ(x1, x2))(1− x21)(1− x22).
With a simple computation we obtain the corresponding right-hand side f . The homogeneous
Dirichlet boundary conditions are fulfilled by construction.
The meshes used for the computation are constructed in the following way. We start with a
coarse initial mesh consisting of 2 (ω = pi/2), 3 (ω = 2pi/3, 3pi/4), 5 (ω = 5pi/4), 6 (ω = 3pi/2)
or 7 (ω = 7pi/4) elements. The fine meshes are obtained by N global steps of a newest-vertex
bisection strategy [9]. Afterwards, this strategy is successively applied to all elements violating
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(a) Mesh for Ωpi/2 (b) Mesh for Ω3pi/4
Figure 4: Meshes satisfying the refinement criterion (17).
the refinement condition (17). Two meshes with h = 2−3 for the domains Ωpi/2 and Ω3pi/4 are
illustrated in Figure 4.
After computing the finite element approximation uh from (18) the error term ‖∂n(u−uh)‖L2(Γ)
is evaluated. The results of our computations are summarized in Tables 1 and 2. In all cases
we observe that the convergence rates of Theorem 4.1 are confirmed. The convergence rate 2 is
observed for the angles 90◦ and 120◦, but not for 135◦. This confirms the fact that 120◦ is the
limiting case.
‖∂n(u− uh)‖L2(Γ) (EOC)
h ω = 90◦ ω = 120◦ ω = 135◦
2−4 5.09e-1 (1.86) 6.71e-1 (1.25) 5.32e-1 (1.63)
2−5 1.30e-1 (1.97) 2.00e-1 (1.75) 1.41e-1 (1.91)
2−6 3.27e-2 (1.99) 5.37e-2 (1.89) 3.76e-2 (1.91)
2−7 8.20e-3 (2.00) 1.38e-2 (1.96) 1.02e-2 (1.89)
2−8 2.05e-3 (2.00) 3.50e-3 (1.98) 2.82e-3 (1.85)
2−9 5.12e-4 (2.00) 8.87e-4 (1.98) 8.01e-4 (1.81)
2−10 1.28e-4 (2.00) 2.24e-4 (1.98) 2.33e-4 (1.78)
2−11 3.20e-5 (2.00) 5.68e-5 (1.98) 6.95e-5 (1.75)
Expected: (2.00) (2.00) (1.67)
Table 1: Experimental convergence rates for ‖∂n(u− uh)‖L2(Γ) for convex domains.
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‖∂n(u− uh)‖L2(Γ) (EOC)
h ω = 225◦ ω = 270◦ ω = 315◦
2−4 6.36e-1 (1.47) 7.11e-1 (1.36) 9.75e-1 (0.98)
2−5 2.88e-1 (1.14) 4.08e-1 (0.80) 7.50e-1 (0.38)
2−6 1.73e-1 (0.73) 3.08e-1 (0.41) 6.73e-1 (0.16)
2−7 1.12e-1 (0.62) 2.43e-1 (0.34) 6.15e-1 (0.13)
2−8 7.40e-2 (0.60) 1.93e-1 (0.33) 5.63e-1 (0.13)
2−9 4.88e-2 (0.60) 1.53e-1 (0.33) 5.17e-1 (0.12)
2−10 3.22e-2 (0.60) 1.22e-1 (0.33) 4.76e-1 (0.12)
2−11 2.13e-2 (0.60) 9.65e-2 (0.33) 4.40e-1 (0.12)
Expected: (0.60) (0.33) (0.14)
Table 2: Experimental convergence rates for ‖∂n(u− uh)‖L2(Γ) for non-convex domains.
5 Discretization of Dirichlet boundary control problems
5.1 Error estimates
An application of the results of Theorem 4.2 are error estimates for the finite element approxi-
mation of Dirichlet boundary control problems. As a model problem we investigate
J(y, u) :=
1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Γ) → min!
s. t. −∆y = 0 in Ω,
y = u on Γ,
(58)
where α > 0 and a desired state yd ∈ L2(Ω) are given. It is known [19] that the weak formulation
of the system 
−∆y = 0 −∆p = y − yd in Ω,
y = u p = 0 on Γ,
αu− ∂np = 0 on Γ,
(59)
forms a necessary and sufficient optimality condition. For non-convex domains the state equation
has to be understood in the very weak sense as y /∈ H1(Ω) in general. In order to derive error
estimates for the numerical approximation of (y, u, p) we collect some regularity results in the
next lemma.
Lemma 5.1. Let s < min{2, λ¯} with λ¯ := minj∈C λj, and let ~γ ∈ Rd statisfying γj > max{0, 2−
λj} for j ∈ C. Then for yd ∈ H1(Ω), there holds
y ∈ Hs(Ω) ∩ V 2,2~γ (Ω) and u ∈ Hs−1/2(Γ).
Proof. The regularity results for y and u in Hs(Ω) and Hs−1/2(Γ), respectively, can be found
in [4, Lemma 2.2]. Basically, the regularity result in weighted Sobolev spaces for the state is
contained in that reference as well. However, it is not directly accessible. For that reason, we
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give a short proof by employing a bootstrapping argument and classical regularity results in
weighted Sobolev spaces: After having noticed that y − yd belongs to L2(Ω), we can deduce
p ∈ V 2,2~β (Ω) for ~β ∈ R
d satisfying βj > 1 − λj and βj ≥ 0 for j ∈ C, see Lemma 2.3. Due to
the optimality condition, αu = ∂np almost everywhere on Γ, and trace and extension theorems
in weighted Sobolev spaces from [22, Theorem 1.31 and Theorem 1.32], we are able to show by
classical means that y ∈ V 1,2~β (Ω) (eventually by using a density argument). For related results
and techniques, we also refer to [5, Section C and Section E]. Since βj can always be chosen such
that βj ≤ γj , we obtain from [21, Theorem 3.1], by setting l = 1 in this theorem, that p belongs
to V 3,2~γ (Ω). We notice that the embedding yd ∈ H1(Ω) ↪→ V 1,2~ε (Ω) for ~ε with εj > 0, j ∈ C, is
essential for the applicability of the theorem, see [17, Theorem 7.1.1]. Similar to before, due to
the trace and extension theorems from [22], we can finally show the assertion using [21, Theorem
3.1], now by setting l = 0. For the application of the theorem, it is important to notice that there
holds 2− λj < 1 + λj as ωj < 2pi for j ∈ C such that the range for the weights is non-empty.
Analogous to [4, 10, 19] we compute an approximation of (y, u, p) obtained by the finite element
method. Therefore, we consider a family of finite element meshes {Th}h>0 refined according to
(17), and seek the approximate solutions in the spaces
Vh := {vh ∈ C(Ω): vh|T ∈ P1 for all T ∈ Th}, V ∂h := Tr(Vh), V0h := Vh ∩H10 (Ω).
The discrete optimality condition reads: Find (yh, uh, ph) ∈ Vh × V ∂h × V0h such that
yh|Γ = uh, (∇yh,∇vh)L2(Ω) = 0 ∀vh ∈ V0h,
(∇vh,∇ph)L2(Ω) = (yh − yd, vh)L2(Ω) ∀vh ∈ V0h,
(αuh − ∂hnph, wh)L2(Γ) = 0 ∀wh ∈ V ∂h .
(60)
Here, ∂hnph ∈ V ∂h denotes the discrete variational normal derivative of the adjoint state defined
by
(∂hnph, vh)L2(Γ) = (∇vh,∇ph)L2(Ω) − (yh − yd, vh)L2(Ω) ∀vh ∈ Vh. (61)
The following basic error estimate has been shown in [4]:
‖u− uh‖L2(Γ) + ‖y − yh‖L2(Ω)
≤ c
(
‖u−Qhu‖L2(Γ) + ‖y −BhQhu‖L2(Ω) + sup
ψh∈V ∂h
|(∇p,∇Bhψh)L2(Ω)|
‖ψh‖L2(Γ)
)
. (62)
The operator Bh : V
∂
h → Vh denotes the discrete harmonic extension, and Qh : L2(Γ) → V ∂h the
L2(Γ)-projection. Let Rhp ∈ V0h denote the Ritz projection of p defined by
(∇Rhp,∇vh)L2(Ω) = (∇p,∇vh)L2(Ω) ∀vh ∈ V0h.
Then, we obtain due to the definition of the discrete harmonic extension Bh and (49)
(∇p,∇Bhψh)L2(Ω) = (∇(p−Rhp),∇Bhψh)L2(Ω) = (∂np− ∂hnRhp, ψh)L2(Γ)
such that the third term in (62) can be estimated by
sup
ψh∈V ∂h
|(∇p,∇Bhψh)L2(Ω)|
‖ψh‖L2(Γ)
≤ c‖∂np− ∂hnRhp‖L2(Γ). (63)
In the following, we discuss each of the different error contributions in (62) and (63).
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Lemma 5.2. Assume that yd ∈ H1(Ω). Let u be the optimal control solving (59). Then, the
estimate
‖u−Qhu‖L2(Γ) ≤ chmin{3,−1+2λ¯}−2ε
holds with λ¯ := minj∈C λj and any ε > 0, provided that the refinement condition (17) is fulfilled.
Proof. The assertion follows from standard estimates for the L2(Γ)-projection using the regularity
result from Lemma 5.1 as well as |E| ∼ h2.
Lemma 5.3. Assume that yd ∈ H1(Ω). Let (y, u) be the optimal state and control solving (59).
Then, there holds the error estimate
‖y −BhQhu‖L2(Ω) ≤ chmin{2,−1+2λ¯−2ε}
with λ¯ := minj∈C λj and any ε > 0, provided that the refinement condition (17) is satisfied.
Proof. In order to prove the assertion, we use a duality argument. Let z ∈ H10 (Ω) solve
−∆z = y −BhQhu in Ω, z = 0 on Γ.
Moreover, let zh ∈ V0h denote its Ritz-projection. In the sequel, we first assume that Ω is convex.
The non-convex case is discussed at the end of the proof. The integration by parts formula
implies
‖y −BhQhu‖2L2(Ω) = (Qhu− u, ∂nz)L2(Γ) + (∇(y −BhQhu),∇z)L2(Ω). (64)
Due to the convexity of Ω, we have according to a standard trace theorem and elliptic regularity
‖∂nz‖H1/2(Γ) ≤ c‖z‖H2(Ω) ≤ c‖y −BhQhu‖L2(Ω).
Consequently, by using the orthogonality of the L2-projection and corresponding error estimates,
we get for the first term on the right hand side of (64)
(Qhu− u, ∂nz)L2(Γ) = (Qhu− u, ∂nz −Qh∂nz)L2(Γ) ≤ ch2‖u‖H1/2(Γ)‖y −BhQhu‖L2(Ω),
where we note that |E| ∼ h2. Using the properties of the harmonic extensions, the Galerkin
orthogonality of zh, together with the fact that Ihy − BhIhu and (Bh − B˜h)(Ih − Qh)u belong
both to V0h (Ih denotes the standard Lagrange interpolant and B˜h the zero extension operator
into Vh), we obtain for the second term in (64)
(∇(y −BhQhu),∇z)L2(Ω) = (∇(y −BhQhu),∇(z − zh))L2(Ω)
=
(
∇(y − Ihy + B˜h(Ih −Qh)u),∇(z − zh)
)
L2(Ω)
≤ c
(
‖∇(y − Ihy)‖L2(Ω) + ‖∇B˜h(Ih −Qh)u‖L2(Ω)
)
‖∇(z − zh)‖L2(Ω).
Note that the Lagrange interpolants of y and u are well-posed in the present case since both
functions are continuous if the domain Ω is convex. By a standard estimate for the finite element
error, we directly get
‖∇(z − zh)‖L2(Ω) ≤ ch‖y −BhQhu‖L2(Ω).
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Since the grading towards the whole boundary implies a grading towards each corner, i.e.,
hT ≤
{
ch2 if dist(T, cj) = 0,
ch(dist(T, cj))
1/2 if dist(T, cj) > 0,
we deduce by means of (47) if dist(T, cj) = 0, and a standard interpolation error estimate if
dist(T, cj) > 0 that
‖∇(y − Ihy)‖L2(Ω) ≤ chmin{1,2−2 maxj∈C γj}‖y‖V 2,2
~γ
(Ω)
≤ chmin{1,−2+2λ¯−2ε}‖y‖
V 2,2
~γ
(Ω)
,
where we have set γj = max{0, 2 − λj} + ε with some arbitrary ε > 0. Employing (54) and
standard estimates for the L2-projection and the Lagrange interpolant (after having introduced
u as an intermediate function), we get for s = min{2, λ¯} − ε and any ε > 0
‖∇B˜h(Ih −Qh)u‖L2(Ω) ≤ ch−1‖(Ih −Qh)u‖L2(Γ) ≤ chmin{2,−2+2λ¯}−2ε‖u‖Hs−1/2(Γ),
where we used |E| ∼ h2. Putting everything together, in combination with the regularity results
of Lemma 5.1, we have arrived at the assertion in case of convex domains.
In the non-convex case, by using the definition of very weak solutions,
(y,−∆v)L2(Ω) = −(u, ∂nv)L2(Γ) ∀v ∈ {v ∈ H10 (Ω) : ∆v ∈ L2(Ω)},
and the definition of ∂hn (48), we rewrite the error term as follows:
‖y −BhQhu‖2L2(Ω) = (y, y −BhQhu)L2(Ω) − (BhQhu, y −BhQhu)L2(Ω)
= −(u, ∂nz)L2(Γ) + (Qhu, ∂hnzh)L2(Γ)
= (u, ∂hnzh − ∂nz)L2(Γ),
where we used that Bh represents the discrete harmonic extension operator, and the orthogonality
ofQh. Thus, the desired result follows in the present case from the estimate stated in Theorem 4.2,
in which the term ‖y −BhQhu‖L2(Ω) appears on the right-hand side again.
We now state the main result for the Dirichlet boundary control problem.
Theorem 5.4. Let yd ∈ H1(Ω). If Ω is convex, assume additionally yd ∈ C0,σ(Ω), σ ∈ (0, 1).
Moreover, let (y, u) and (yh, uh) denote the solutions of (59) and (60), respectively. If the se-
quence of computational meshes satisfies the refinement condition (17), the estimate
‖u− uh‖L2(Γ) + ‖y − yh‖L2(Ω) ≤ chmin{2,−1+2λ¯−2ε}|lnh|3/2
is valid with λ¯ := minj∈C λj and any ε > 0.
Proof. Due to (62) and (63), the result is a consequence of Lemmas 5.2 and 5.3, and Theorem 4.2.
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5.2 Numerical experiments
The following experiments are similar to those from Section 4.2. We consider the domains Ωω
with ω ∈ {2pi/3, 3pi/4, 3pi/2}. The largest singular exponent is denoted by λ¯ := pi/ω. Using polar
coordinates (r, ϕ) located at the origin, the exact solution of our benchmark problem is set to
y(x1, x2) := −λ¯rλ¯−1(x1, x2)(1− x21)(1− x22) + 2rλ¯(x1, x2) sin(λϕ(x1, x2))(x21 + x22 − 2)
p(x1, x2) := r
λ¯(x1, x2) sin(λ¯ϕ(x1, x2))(1− x21)(1− x22).
Note, that the function p fulfills homogeneous Dirichlet boundary conditions. The function y is
not harmonic and hence, we consider instead the state equation
−∆y = f in Ω
with some f which can be computed by means of y. The desired state yd can be computed from
the adjoint equation taking into account the definitions of p and y. With a simple computation
we easily confirm that the optimality condition u = α−1∂np is fulfilled. In this experiment the
regularization parameter is chosen to satisfy α = 1. Note that we considered f ≡ 0 in the theory,
but the results derived in Theorem 5.4 hold for the inhomogeneous case as well. The meshes are
reused from the experiments in Section 4.2, see also Figure 4. The optimality condition of the
discretized problem, more precisely the equation
(αuh − ∂hnph, wh)L2(Γ) = 0 ∀wh ∈ V ∂h ,
with ph ∈ V0h as the solution of
ph ∈ V0h : (∇vh,∇ph)L2(Ω) = (yh − yd, vh)L2(Ω) ∀vh ∈ V0h,
yh ∈ Vh : yh = uh on Γ, (∇yh,∇vh)L2(Ω) = (f, vh)L2(Ω) ∀vh ∈ V0h,
has been solved with the GMRES method. Moreover, the linear solver MUMPS has been used
to compute yh from uh and ph from yh.
The results of the numerical tests are summarized in Table 3 for ω ∈ {2pi/3, 3pi/4, 3pi/2}.
These experiments confirm that the discrete controls converge with the rate 2 when the interior
angles are less than 120◦. For larger angles the convergence rate is reduced. For ω = 3pi/4 and
ω = 3pi/2, we have proven a rate close to 5/3 and 1/3, respectively. The observed convergence
rates are in agreement with the predicted ones. As often in optimal control, in case that full
order of convergence is no longer achievable by the discrete controls, the discrete states still
converge with a higher rate than predicted by the theory derived via the optimality conditions.
For similar observations, we also refer to [6, 7] in case of Neumann control problems and [19, 4]
in case of Dirichlet boundary control problems. A comparison of the error propagation between
quasi-uniform meshes and meshes with boundary refinement is illustrated in Figure 5, also for
the domains with ω ∈ {pi/2, 5pi/4, 7pi/4}. For a sufficiently fine initial mesh, the error is always
smaller for boundary concentrated meshes.
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