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FORMAS DE DIRICHLET Y PROCESOS DE MARKOV
CARLOS FERNANDO MORA ESPINOSA (*)
Resumen. Lo que se pretende en este art´ıculo es relacionar las formas de
Dirichlet y los procesos de Markov de manera anal´ıtica y probabil´ıstica.
Se encuentran Procesos de Markov fuertes y movimientos Brownianos en
espacios de dimensio´n infinita a trave´s de las formas de Dirichlet.
Abstract. What is sought in this article is to relate the Dirichlet forms
and the Markov processes in an analytic and probabilistic way. Strong
Markov processes and Brownian movements are found in infinite dimen-
sional spaces by means of Dirichlet forms.
Palabras clave: Formas de Dirichlet, Procesos de Markov, Movimientos
Brownianos.
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1. Introduccio´n
Las formas de Dirichlet son una herramienta muy u´til en el ana´lisis estoca´stico,
sobre todo cuando el espacio de estados es infinito dimensional. Una forma de
Dirichlet (E , D(E)) es un objeto anal´ıtico que puede servir para construir y
estudiar ciertos procesos de Markov. La teor´ıa de las formas de Dirichlet y
los procesos de Markov esta´ basada en la interaccio´n de la teor´ıa del ana´lisis
funcional y de la probabilidad.
Sea H un espacio de Hilbert con producto interno (u, v) con u, v ∈ H y norma
||u|| := (u, u)1/2, para todo u ∈ H
y sean D un subespacio lineal de H y E : D×D −→ R una aplicacio´n bilineal.
(*) Carlos Fernando Mora Espinosa, Departamento de Matema´ticas Universidad Nacional
de Colombia, Bogota´.
e-mail: cfmorae@unal.edu.co.
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Definimos la parte sime´trica de E por
E˜(u, v) := 1
2
[E(u, v) + E(v, u)] , para todo u, v ∈ D.
Para α ≥ 0 definimos
Eα(u, v) := E(u, v) + α(u, v), para todo u, v ∈ D.
Si E(u, u) ≥ 0 para todo u ∈ D(E), entonces para α ≥ 0 definimos una norma
sobre D de la siguiente manera:
||u||α := E˜α(u, u)1/2 = Eα(u, u)1/2.
Definicio´n 1.1. Una forma bilineal E : D(E)×D(E) −→ R con D(E) ⊆ H se
dice que es sime´trica cerrada si:
(i) D(E) es denso en H.
(ii) E es sime´trica, es decir, E = E˜.
(iii) E es cerrada, es decir, D(E) es completo con la norma || · ||1,
Definicio´n 1.2. Una forma bilineal E : D(E)×D(E) −→ R con D(E) ⊆ H se
dice que es coerciva cerrada si:
(i) D(E) es denso en H.
(ii) E˜ es una forma sime´trica cerrada.
(iii) E satisface la condicio´n sector de´bil, es decir, existe una constante k > 0
tal que
|E1(u, v)| 6 k||u||1||v||1 para todo u, v ∈ D(E).
Ejemplo 1.3. Sea d ≥ 3, E := U ⊆ Rd abierto m = dx la medida de Lebesgue
en U , aij ∈ C∞0 (U) (el conjunto de todas la funciones infinitamente diferen-
ciables sobre U con soporte compacto), A = (aij) con aij = aji. Definamos
EA(u, v) :=
d∑
i,j=1
∫
∂u
∂xi
∂v
∂xj
aij dx u, v ∈ C∞0 (U), aij ∈ L1.
Supongamos que se tienen las siguientes condiciones:
(i) Existe r ∈ (0,∞) tal que
d∑
i,j=1
aijζiζj ≥ r‖ζ‖2Rd para todo ζ = (ζ1, · · · , ζn) ∈ Rd
(ii) Existe M ∈ (0,+∞) tal que
|aij | 6M para todo 1 6 i, j 6 d.
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(EA, D(EA)) es una forma coerciva cerrada, en efecto, obse´rvese que
EA(u, v) =
d∑
i,j=1
∫
∂u
∂xi
∂v
∂xj
aij dx
=
∫ d∑
i,j=1
∂u
∂xi
∂v
∂xj
aij dx
=
∫ d∑
j=1
∂v
∂xj
d∑
i=1
∂u
∂xi
aij dx
y por la desigualdad de Cauchy Schwartz y la condicio´n (ii) se tiene que
∣∣∣∣∣∣
d∑
j=1
∂v
∂xj
d∑
i=1
∂u
∂xi
aij
∣∣∣∣∣ 6
 d∑
j=1
(
∂v
∂xj
)21/2 d∑
j=1
(
d∑
i=1
∂u
∂xi
aij
)21/2
6
 d∑
j=1
(
∂v
∂xj
)21/2

d∑
j=1

 d∑
j=1
(
∂u
∂xi
)21/2( d∑
i=1
(aij)2
)1/2
2
1/2
=
 d∑
j=1
(
∂v
∂xj
)21/2
d∑
j=1
 d∑
j=1
(
∂u
∂xi
)2( d∑
i=1
(aij)2
)
1/2
=
 d∑
j=1
(
∂v
∂xj
)21/2( d∑
i=1
(
∂u
∂xi
)2)1/2 d∑
i,j=1
(aij)
2
1/2
6 dM
 d∑
j=1
(
∂v
∂xj
)21/2( d∑
i=1
(
∂u
∂xi
)2)1/2
,
por otro lado, la condicio´n (i) implica que
EA(u, u) =
d∑
i,j=1
∫
∂u
∂xj
∂u
∂xi
aij dx ≥ r
d∑
i=1
(
∂u
∂xi
)2
, para todo u ∈ C∞0 (U),
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por lo tanto
|EA(u, v)| 6 dM
∫  d∑
j=1
(
∂v
∂xj
)21/2( d∑
i=1
(
∂u
∂xi
)2)1/2
dx
6 dM
∫ d∑
j=1
(
∂v
∂xj
)2
dx
1/2(∫ d∑
i=1
(
∂u
∂xi
)2
dx
)1/2
= dM
 d∑
j=1
∫ (
∂v
∂xj
)2
dx
1/2( d∑
i=1
∫ (
∂u
∂xi
)2
dx
)1/2
,
6 dM
r
EA(u, u)1/2EA(v, v)1/2,
de esta manera (EA, D(EA)) es coerciva cerrada.
2. Formas de Dirichlet
Consideremos un espacio topolo´gico de Hausdorff E, B(E) la σ-a´lgebra de
Borel sobre E, m una medida σ-finita sobre el espacio medible (E,B(E)) y
supongamos que H := L2(E,B(E),m), es decir, H es el conjunto de las fun-
ciones B(E)-medibles de cuadrado integrable respecto de la medidad m.
Denotaremos por
u ∨ v := sup(u, v), u ∧ v := inf(u, v), u+ := u ∨ 0, u− := −(u ∧ 0).
Definicio´n 2.1. Una forma coerciva cerrada (E , D(E)) sobre L2(E ,m) se dice
que es una forma de Dirichlet si para todo u ∈ D(E) se tiene que:
(i) u+ ∧ 1 ∈ D(E),
(ii) E(u+ u+ ∧ 1, u− u+ ∧ 1) ≥ 0,
(iii) E(u− u+ ∧ 1, u+ u+ ∧ 1) ≥ 0.
Definicio´n 2.2. Se dice que una funcio´n T : R→ R es una contraccio´n normal
si T (0) = 0 y |T (s)− T (t)| 6 |s− t| para todo s, t ∈ R.
Teorema 2.3. Sea (E , D(E)) una forma sime´trica cerrada sobre L2(E,m).
Entonces las siguientes afirmaciones son equivalentes:
(i) (E , D(E)) es una forma de Dirichlet.
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(ii) Para cada u ∈ D(E) y para cada ² > 0 existe una aplicacio´n ϕ² : R −→
[−², 1+²] tal que ϕ²(t) = t para todo t ∈ [0, 1], 0 6 ϕ²(t2)−ϕ²(t1) 6 t2−t1
siempre que t1 6 t2, ϕ²◦u ∈ D(E) y lim inf²→0 E(u±ϕ²◦u, u∓ϕ²◦u) ≥ 0.
(iii) Para cada contraccio´n normal T : R→ R, se tiene que T (u) ∈ D(E) y
E(T (u), T (u)) 6 E(u, u) para todo u ∈ D(E).
(iv) Dado n ∈ N y T : Rn −→ R tal que
|T (x)| 6
n∑
k=1
|xk| y |T (x)− T (y)| 6
n∑
k=1
|xk − yk|
para todo x = (x1, x2, · · · , xn), y = (y1, y2, · · · , yn) ∈ Rn, entonces para
todo u1, · · · , un ∈ D(E) se tiene que T (u1, · · · , un) ∈ D(E) y
E(T (u1, · · · , un), T (u1, · · · , un))1/2 6
n∑
k=1
E(uk, uk)1/2.
Demostracio´n. Se puede encontrar en [10] pa´gina 80.
Definicio´n 2.4. Para una medida positiva de Radon µ, se define el soporte de
µ como el conjunto cerrado ma´s pequen˜o F para el cual |µ|(F c) = 0, donde
|µ| = µ+ + µ−. Denotaremos el soporte de µ por Supp(µ).
Ejemplo 2.5. Sea I = (a, b) con −∞ 6 a < b 6 +∞. Sean m y k medidas
positivas de Radon sobre I con Supp(m) = I. Sean
D(u, v) :=
∫ b
a
du(x)
dx
dv(x)
dx
dx,
FR := {u ∈ L2(I;m)∩L2(I; k) : u es absolutamente continua y D(u, u) <∞}.
Si definimos
E(u, v) := 1
2
D(u, v) +
∫ b
a
u(x)v(x) k(dx)
con D(E) = FR, entonces (E , D(E)) es una forma de Dirichlet sobre L2(I;m).
En efecto, si definimos ϕ²(t) := ((−²) ∨ t) ∧ (1 + ²) para todo ² > 0 y para
todo t ∈ R, entonces ϕ²(t) es una contraccio´n normal, la afirmacio´n (iii) del
teorema anterior implica que E(u, v) es una forma de Dirichlet.
Para U ⊆ E abierto, denotamos por U c el complemento de U y definimos
D(E)Uc = {u ∈ D(E) : u = 0 c.s en U}.
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Definicio´n 2.6. Una sucesio´n creciente (Fk)k∈N de subconjuntos cerrados de
E se dice que es E-anidada si ⋃k≥1D(E)Fk es denso en D(E) respecto de || · ||1.
Definicio´n 2.7. Un subconjunto N ⊆ E se dice que es E-excepcional si N ⊆⋂
k≥1 F
c
k para alguna sucesio´n (Fk)k∈N E-anidada.
Dada una sucesio´n E-anidada (Fk)k∈N, definimos
C({Fk}) :=
f : A −→ R ∣∣ ⋃
k≥1
Fk ⊆ A ⊆ E, f |Fk es continua para cada k ∈ N

Definicio´n 2.8. Una funcio´n f sobre E se dice E-quasicontinua si existe una
sucesio´n de conjuntos (Fk)k∈N E-anidada tal que f ∈ C({Fk}) para todo k ∈ N.
Ejemplo 2.9. Si consideramos la forma bilineal coerciva cerrada dada en el
ejemplo 1.3, entonces para el conjunto abierto U ⊆ Rd y para todo ² > 0 existe
un conjunto cerrado F tal que m(U\F ) < ², en particular, existe una sucesio´n
creciente de conjuntos compactos (Kn)n∈N tal que Kn = {u ∈ U : ‖x‖ 6
n, d(x,U c) ≥ 1/n}, el interior del conjunto Kn denotado por K◦n satisface
que Kn−1 ⊆ K◦n y
⋃
k≥1Kn = U . Por lo tanto
⋃
n≥1D(E)Kn es denso en
D(E) = C∞0 (U) ya que
D(E)Kn = {u ∈ D(E) : u = 0 c.s en Kcn}
y si u ∈ D(E) podemos definir una sucesio´n de funciones (un)n∈N en
⋃
n≥1D(E)Kn
as´ı:
un(x) :=
u(x) si x ∈ Kn−10 si x ∈ Kcn.
Obse´rvese que
‖u− un‖1 = EA(u− un, u− un) + (u− un, u− un)
=
d∑
i,j=1
∫
∂(u− un)
∂xi
∂(u− un)
∂xj
aij dx+ (u− un, u− un)
=
d∑
i,j=1
∫
{‖x‖>n}
∂u
∂xi
∂u
∂xj
aij dx+ (u− un, u− un),
por lo tanto, ‖u − un‖1 tiende a 0 cuando n tiene a infinito. De esta manera
la sucesio´n de conjuntos (Kn)n∈N es E-anidada.
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Ahora sea A es un subconjunto abierto de R2 tal que U ⊆ A y sea h > 0 fijo y
supongamos que U = R2\Bh(0, 0). Obse´rvese que si definimos la funcio´n
f(x, y) =
x2 − y2
x2 + y2
, x, y ∈ U,
entonces f es continua en U y adema´s f ∈ C({Kn}) para cada n ∈ N, es decir
f es E-quasicontinua.
Definicio´n 2.10. Una sucesio´n (Fk)k∈N E-anidada se dice regular si para todo
k ∈ N y U ⊆ E, U abierto, m(U ∩ Fk) = 0 implica que U ⊆ F ck .
Definicio´n 2.11. Una forma de Dirichlet (E , D(E)) sobre L2(E;m) se dice
que es quasi-regular si:
(i) Existe una sucesio´n (Ek)k∈N E-anidada de conjuntos compactos.
(ii) Existe un subconjunto denso W de D(E) respecto de || · ||1 tal que para
cada w ∈W , w tiene una m-versio´n w˜ que es E-quasi continua.
(iii) Existe una sucesio´n (un)n∈N en D(E) que tiene una m-versio´n (u˜n)n∈N
y un conjunto E-excepcional N ⊆ E tal que {u˜n : n ∈ N} separa puntos
de E\N .
Denotaremos por B(E) al espacio vectorial de todas las funciones de valor real
que son B(E)-medibles y acotadas sobre E con la norma ||f || = supx∈E |f(x)|.
Definicio´n 2.12. Una probabilidad de transicio´n es una funcio´n P (s, x, t, B)
con s, t ≥ 0, x ∈ E y B ∈ B(E) que satisface lo siguiente:
(i) Para todo s 6 t, fijando x ∈ E, P (s, x, t, ·) es una medida de probabilidad
sobre B(E).
(ii) Para todo s 6 t, fijando B ∈ B(E), P (s, ·, t, B) es una funcio´n B(E)-
medible sobre E.
(iii) Para cada 0 6 s 6 u 6 t, x ∈ E, B ∈ B(E),
P (s, x, t, B) =
∫
E
P (u, y, t, B)P (s, x, u, dy). (Ecuacio´n de Chapman-Kolmogorov)
Un proceso de Markov (Xt)t≥0 es homoge´neo con respecto al tiempo si la
probabilidad de transicio´n es estacionaria, es decir, para todo s 6 t
P (s, x, t, B) = P (0, x, t− s,B).
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En este caso se denota por P (t, x,B) y se interpreta como la probabilidad de
que Xt ∈ B dado que X0 = x en el tiempo t, esto es,
P (Xt ∈ B/X0 = x) := P (t, x,B)
para t ≥ 0 y B ∈ B(E).
Definicio´n 2.13. En un espacio de probabilidad (Ω,A, P, (Ft)t≥0), una varia-
ble aleatoria τ : Ω −→ T ∪ {∞} se le llama Ft-tiempo de paro si
{w ∈ Ω : τ(w) 6 t} ∈ Ft
para cada t ∈ T .
Definicio´n 2.14. Se dice que un Ft-proceso de Markov (Xt)t≥0 es un Ft-
proceso de Markov fuerte si se cumplen las siguientes condiciones:
(i) Para cada t ≥ 0, Xt es Ft-progresivamente medible, es decir, si la apli-
cacio´n X : [0,∞) × Ω → R restrigida a [0, t] × Ω y definida por Xs(w)
es medible respecto de la σ-a´lgebra B([0,∞)) ⊗ Ft-B, donde B es la σ-
a´lgebra de Lebesgue.
(ii) Si para cada Ft-tiempo de paro τ y para cada t ≥ 0, la probabilidad de que
Xτ+t ∈ B dada la σ-a´lgebra Ft coincide con la probabilidad de transicio´n
asociada al proceso P (t,Xτ , B), es decir, la probabilidad de que Xτ ∈ B
dado que X0 = x en el tiempo t, esto es,
P [Xτ+t ∈ B | Fτ ] = P (t,Xτ , B), B ∈ B(E).
Si la aplicacio´n t→ Xt(w) es continua por la derecha sobre [0,∞), se dice que
el proceso es continuo por la derecha.
3. Resolventes y Semigrupos
Sea B un espacio de Banach.
Definicio´n 3.1. Se dice que una familia (Gα)α>0 de operadores lineales en B
con D(Gα) = B para todo α > 0 es un resolvente de contracciones fuertemente
continuo en B si:
(i) limα→∞ αGαu = u, para todo u ∈ B.
(ii) αGα es una contraccio´n en B, para todo α > 0.
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(iii) Gα −Gβ = (β − α)GαGβ, para todo α, β > 0.
Definicio´n 3.2. Sea T : D(T ) −→ B un operador lineal con D(T ) ⊆ B. Se
dice que T es densamente definido si la adherencia del dominio de T es B, es
decir, D(T ) = B. El resolvente de T es el conjunto definido por
ρ(T ) := {α ∈ C : (α− T )−1 existe, es densamente definido, y acotado}.
Definicio´n 3.3. Se dice que una familia (Tt)t>0 de operadores lineales en B
con D(Tt) = B para todo t > 0 es un semigrupo de contracciones fuertemente
continuo en B si:
(i) limt→0 Ttu = u, para todo u ∈ B (continuidad fuerte).
(ii) Tt es una contraccio´n en B, para todo t > 0.
(iii) TtTs = Tt+s , para todo t, s > 0 (propiedad de semigrupo).
Definicio´n 3.4. Sea (Tt)t>0 un semigrupo de contracciones fuertemente con-
tinuo en B y sea T el operador definido por
T (u) = lim
t↓0
1
t
(Ttu− u) , u ∈ D(T ), donde
D(T ) =
{
u ∈ B : lim
t↓0
1
t
(Ttu− u) existe
}
.
El operador T as´ı definido se le llama el generador infinitesimal del semigrupo
de contracciones fuertemente continuo (Tt)t>0.
Definimos el conjunto
L(B(E)) := {T : B(E) −→ B(E) | T es lineal y continuo}.
El siguiente diagrama relaciona, las formas coercivas cerradas, las probabili-
dades de transicio´n y las familias de operadores lineales de contracciones fuerte-
mente continuos (resolventes y semigrupos). Ve´ase [8] pa´ginas 14 y 27 y [10]
teoremas 3.24 pa´gina 41.
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(Tt)t>0 semigrupo
de contracciones
fuertemente continuo
(Gα)α>0 resolvente
de contracciones
fuertemente continuo
P (t, x,B) probabilidad
de transicio´n homoge´nea
sobre (E,B(E))
(T,D(T )) operador lineal
cerrado y densamente
definido
(i) (0,∞) ⊂ ρ(T )
(ii) ||α(α− T )−1|| 6 1
(E , D(E)) forma coerciva
cerrada sobre H
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Gα =
∫∞
0
e−αtTt dt
Tt = limα→∞ etα(αGα−1),
para t > 0
T := limt↓0 1t (Tt − 1)
T := α−G−1α
Gα := (α− T )−1
para α > 0
Eα(Gαu, v)
= (u, v),
u ∈ H,
v ∈ D(E)E(u, v) =
limβ→∞ β(u− βGβu, v)
E(u, v) := (−Tu, v)
u, v ∈ D(T )
D(T ) := {u ∈ D(E) | ∃ Tu ∈ H
c.s E(u, v) = (−Tu, v)}
limt→0∫ t
0
(TsTu) ds
= Tu
(Tt)(f(x)) :=∫
E
f(y)P (t, x, dy)
P (t, x,B) :=
TtχB(x)
Para t > 0, x ∈ E
B ∈ B(E)
Tt sobre L(B(E)), t > 0
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Ejemplo 3.5. Consideremos el proceso (Wt)t≥0 del movimiento Browniano,
que es un Ft-proceso de Markov fuerte en el espacio (R,B(R)). Las probabili-
dades de transicio´n esta´n definidas como
P (t, x,B) =
1√
2pit
∫
B
exp
(
− (y − x)
2
2t
)
dy.
Ve´ase [10] pa´gina 37 y [5] pa´ginas 48 y 49.
Definimos el semigrupo de contracciones fuertemente continuo (Tt)t>0 por
(Ttf)(x) =
∫ ∞
−∞
f(y)P (t, x, dy),
y a partir de e´l definimos el operador infinitesimal
Tf = lim
t↓0
1
t
(Ttf − f), f ∈ D(T ),
donde D(T ) es el conjunto de funciones acotadas de B(R) para los cuales existe
el l´ımite.
Tf se interpreta como el promedio de la tasa de cambio infinitesimal de f(Xs)
dado que Xs = x. T es en general un operador lineal cerrado no acotado.
Si las probabilidades de transicio´n son estoca´sticamente continuas, entonces
P (t, x,B) se puede definir por medio de T en forma u´nica. En particular un
proceso de Markov con trayectorias continuas tiene probabilidades de transicio´n
estoca´sticamente continuas.
Ve´ase lo anterior en [10] pa´ginas 44,41,37, y 5 y en [5]-Vol I pa´gina 54.
De acuerdo al diagrama anterior tenemos que el resolvente de contracciones
fuertemente continuo asociado al semigrupo de contracciones fuertemente con-
tinuo (Tt)t≥0 esta´ definido por
Gαf =
∫ ∞
0
e−αsTtf ds, f ∈ B(R), α > 0.
Como T = α−G−1α , se obtiene que αGαu− TGαu = u. Ve´ase [10] pa´gina 6 y
[8] pa´gina 10.
Con base a lo anterior, se puede hallar el operador infinitesimal del movimien-
to Browniano. Para esto consideremos B0 el subconjunto de B en donde el
semigrupo de contracciones es fuertemente continuo, donde
B0 = {f ∈ B(E) : lim
t→0
Tf = f}.
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Debido a que∫ ∞
0
e−αt
1√
2pit
e−x
2/(2t) dt =
√
2/pi
∫ ∞
0
e−(αs
2+x2/(2s2)) ds =
1√
2α
e−
√
2α|x|,
con las sustituciones t = s2 en la primera igualdad y c = |x|/√2α, β =
|x|/√α/2 y u = s/√c en la segunda. Por lo tanto,
(Gαh)(x) =
∫ ∞
0
e−αt(Tth(x)) dt, α > 0
=
∫ ∞
0
e−αt dt (2pit)−1/2
∫ ∞
−∞
exp
(
− (y − x)
2
2t
)
h(y) du
=
∫ ∞
−∞
∫ ∞
0
e−αt(2pit)−1/2exp
(
− (y − x)
2
2t
)
h(y) dt du
= (2α)−1/2
∫ ∞
−∞
exp(|y − x|
√
2α) h(y) dy.
Si definimos f(x) := (Gαh)(x), se puede ver que f ′′(x) = 2αf(x)− 2h(x), y si
h es una funcio´n continua, entonces f ′′ es una funcio´n acotada y continua, por
lo tanto, f ′ es uniformemente continua. Anteriormente se ten´ıa que αf(x) −
(Tf)(x) = h(x), de esto se obtiene que
(Tf)(x) =
1
2
f ′′(x),
es decir, T es un operador diferencial de segundo orden. Si el movimiento
Browniano tuviera como espacio de estados a Rn, el operador infinitesimal
ser´ıa de la forma
(Tf)(x) =
1
2
4f,
donde 4 es el operador de Laplace.
La forma de Dirichlet correspondiente al proceso de Markov (Wt)t≥0 es
E(f, g) = (Tf, g) = 1
2
∫
f ′′gdm =− 1
2
∫
f ′g′dm,
ve´ase teoremas 4.22 y 4.15 de [10].
De lo anterior se puede caracterizar un proceso de Markov por su operador
infinitesimal, en forma u´nica casi siempre. Bajo algunas condiciones se puede
demostrar que el operador infinitesimal es un operador diferencial, por lo tanto
si se tiene un operador infinitesimal T , se puede definir las probabilidades de
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transicio´n como las soluciones de la ecuacio´n diferencial
∂P (x, t, B)
∂t
= T (P (·, t, B))(x)
y de all´ı se puede definir el proceso, ya que las probabilidades junto con la
distribucio´n inicial determinan el proceso.
En el caso del movimiento Browniano se tiene la ecuacio´n diferencial
∂P (x, t, B)
∂t
=
1
2
∂2P (x, t, B)
∂x2
,
que se conoce con el nombre de la ecuacio´n de Kolmogorov invertida.
De la teor´ıa general de la ecuacio´n del calor, se tiene que la solucio´n de la
ecuacio´n anterior es
P (x, t, B) = (2pit)−1/2
∫
B
exp
{
− (y − x)
2
2t
}
dy.
4. Nu´cleos y Resolventes
Definicio´n 4.1. Sea (E,B) un espacio medible arbitrario. Se dice que una
funcio´n k : E×B→ [0,∞) es un nu´cleo si satisface las siguientes propiedades:
(i) k(x, ·) es una medida positiva sobre B para todo x ∈ E.
(ii) k(·, B) es una funcio´n B-medible para todo B ∈ B.
Definicio´n 4.2. Se dice que un nu´cleo k sobre (E,B) es submarkoviano si
k(x,E) 6 1 para todo x ∈ E, y se dice que es markoviano si k(x,E) = 1 para
todo x ∈ E.
Definicio´n 4.3. Una familia de nu´cleos submarkovianos (Rα)α>0 se dice que
es un resolvente submarkoviano de nu´cleos sobre (E,B), si cada αRα es un
nu´cleo submarkoviano sobre (E,B) y para todo α, β > 0 se tiene que
Rα −Rβ = (β − α)RαRβ .
Al resolvente (Rα)α>0 se le llama markoviano si para todo α > 0 se cumple
que αRα1 = 1.
Definicio´n 4.4. Una familia de nu´cleos submarkovianos (pt)t>0 se dice que es
un semigrupo si para toda funcio´n f medible, positiva, acotada, z ∈ E, s, t > 0,
se tiene que
pt(psf)(z) = pt+s(f(z)).
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Denotaremos por C(E) al conjunto de todas las funciones continuas sobre E y
por B+(E) al conjunto de las funciones positivas de B(E).
Proposicio´n 4.5. Si σ(C(E)) es la σ-a´lgebra generada por todas las funciones
continuas sobre E, entonces para cada t > 0,
ptf(z) := pt(z, f) := Ez[f(Xt)]
es medible y por lo tanto, para cada α > 0, z ∈ E y f ∈ B+(E),
Rαf(z) := Rα(z, f) := Ez
[∫ ∞
0
e−αtf(Xt) dt
]
=
∫ ∞
0
e−αtptf(z) dt
es un resolvente submarkoviano de nu´cleos sobre (E, σ(C(E)).
Demostracio´n. Se puede encontrar en [10] pa´gina 117.
Definicio´n 4.6. Una funcio´n f ∈ B(E) se dice α-supermediana para un re-
solvente de nu´cleos (Rβ)β>0 si f > 0 y βRα+βf 6 f para todo β > 0.
Definicio´n 4.7. Se dice que un resolvente de nu´cleos (Rα)α>0 sobre (E,B(E))
es un rayo-resolvente si:
(i) Rα (C(E)) ⊂ C(E) para todo α > 0.
(ii)
⋃
α>0 C(E) ∩ Sα separa los puntos de E,
donde Sα denota el conjunto de todas las funciones f que son α-supermedianas.
Teorema 4.8. Sea (Rα)α>0 un rayo-resolvente. Entonces existe un u´nico
semigrupo (pt)t≥0 de nu´cleos submarkovianos sobre (E,B(E)) que tiene las
siguientes propiedades:
(i) Rαf =
∫∞
0
e−αtptf dt para todo α > 0, f ∈ C(E).
(ii) La aplicacio´n t 7→ ptf(z) es continua por la derecha sobre [0,∞) para
todo z ∈ E, f ∈ C(E).
(iii) Si se define el conjunto
D := {z ∈ E : lim
α→∞αRαf(z) = f(z) para todo f ∈ C(E)},
entonces D ∈ B(E), p0(z, ·) = ez si y so´lo si z ∈ D y pt(z,E\D) = 0
para todo t ≥ 0, z ∈ E.
Demostracio´n. Se puede encontrar en [10] pa´gina 119.
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Al conjunto D se le llama “conjunto de puntos no-ramificados”.
Definicio´n 4.9. Sea α > 0 y u ∈ L2(E,B(E),m). Se dice que u es α-excesivo
si e−αtTtu 6 u para todo t > 0, en donde (Tt)t>0 es el semigrupo de contrac-
ciones fuertemente continuo asociado a una forma de Dirichlet (E , D(E)) fija
sobre L2(E,B(E),m).
Consideremos la sucesio´n (un)n∈N dada por la quasiregularidad de (E , D(E))
y para el operador generador T de (E , D(E)) y el resolvente de contracciones
fuertemente continuo (Gα)α>0 asociado a T (ve´ase el diagrama anterior), defi-
namos los conjuntos
D1 := {((1− T )αGαun)+, ((1− T )αGαun)− : n ∈ N, α ∈ Q+}
D+2 := G1(D1).
Proposicio´n 4.10. Sea (E , D(E)) una forma de Dirichlet quasi-regular.
(i) Si D1 es un subconjunto denso de D(E), entonces existe un conjunto E-
excepcional N ⊂ E y m-versiones u˜ de u ∈ D1 que son E-quasi continuas,
tales que {u˜ : u ∈ D1} separa los puntos de E\N .
(ii) Existe un subconjunto D+0 de D(E) que consiste de funciones 1-excesivas
acotadas tal que D+0 − D+0 es denso en D(E), y existen un conjunto E-
excepcional N ⊂ E y m-versiones u˜ de u ∈ D+0 que son E-quasicontinuas
tal que {u˜ : u ∈ D+0 } separa puntos de E\N .
El conjunto D+0 esta´ definido por
D+0 := {u ∧ n : u ∈ D+2 , n ∈ N}.
Demostracio´n. Se puede encontrar en [10] pa´gina 137.
Consideremos la sucesio´n E-anidada (Ek)k∈N de conjuntos compactos dada
por la quasiregularidad de (E , D(E)) con cada Ek metrizable y D+0 y N los
conjuntos dados por la proposicio´n 4.10. De ahora en adelante supondremos
que N ⊂ E\Y , donde
Y :=
⋃
k≥1
Ek.
Proposicio´n 4.11. Sea α > 0. Entonces existe un nu´cleo R˜α de (E,B(E))
en (Y,B(Y )) que satisface las siguientes condiciones:
(i) R˜αf es una m-versio´n E-quasi continua de Gαf para cada f ∈ L2(Y ;m).
(ii) αR˜α(z, Y ) 6 1 para todo z ∈ E.
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El nu´cleo es E-q.e y u´nico en el sentido que si K es un nu´cleo que satisface (i),
entonces K(z, ·) = R˜α(z, ·) para todo z ∈ E E-quasi en toda parte, es decir,
fuera de algu´n conjunto E-excepcional.
Demostracio´n. Se puede encontrar en [10] pa´gina 139.
Para Λ /∈ E, definimos EΛ := E ∪ {Λ} y denotaremos por P(EΛ) a la familia
de todas las medidas de probabilidad sobre (EΛ,B(EΛ)).
Proposicio´n 4.12. Sea M := (Ω,A, (Xt)t≥0, (Ft)t≥0, (Pz)z∈EΛ) un proceso
continuo por la derecha con espacio de estados E, semigrupo de transicio´n
(pt)t>0 y resolvente (Rα)α>0. Sea (Tt)t>0 el semigrupo de contracciones fuerte-
mente continuo sobre L2(E;m) con resolvente asociado (Gα)α>0. Entonces ptf
es una m-versio´n de Ttf para todo t > 0, f ∈ L2(E;m), si y so´lo si Rαf es
una m-versio´n de Gαf para todo α > 0, f ∈ L2(E;m).
Demostracio´n. Se puede encontrar en [10] pa´gina 132.
Proposicio´n 4.13. Sea (E , D(E)) una forma de Dirichlet sobre L2(E;m) y
M un proceso continuo por la derecha con espacio de estados E y correspondi-
entes resolventes (Gα)α>0, (Rα)α>0 respectivamente. Entonces las siguientes
afirmaciones son equivalentes:
(i) M es propiamente asociado con (E , D(E)), es decir, ptf es una versio´n
de Ttf para todo t > 0, y para todo f ∈ B(E) ∩ L2(E;m).
(ii) Rαf es una m-versio´n E-quasicontinua de Gαf para todo α > 0 y para
todo f ∈ B(E) ∩ L2(E;m).
Demostracio´n. Se puede encontrar en [10] pa´gina 133.
Proposicio´n 4.14. Sea h una funcio´n sobre E. Definamos para U ⊆ E, U
abierto,
Lh,U := {w ∈ D(E) | w ≥ h c.s sobre U}.
Si Lh,U 6= ∅, entonces existen u´nicos hU , h˜U ∈ Lh,U tales que para todo w ∈
Lh,U ,
E1(hU , w) ≥ E1(hU , hU ) y E1(w, h˜U ) ≥ E1(h˜U , h˜U ).
hU es la funcio´n ma´s pequen˜a u sobre E tal que u∧hU es una funcio´n 1-excesiva
en D(E) y u ≥ h casi siempre sobre U .
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Demostracio´n. Se puede encontrar en [10] pa´gina 98.
Sea Q∗+ el conjunto de los nu´meros racionales estrictamente positivos. Sea U0
una familia contable de subconjuntos abiertos de E tal que
Eck ∈ U0 para todo k ∈ N.
Los conjuntos de la forma {U ∩Ek | U ∈ U0} forman una base para la topolog´ıa
de Ek para todo k ∈ N. Definamos el conjunto
U :=
{
U ⊂ E : U =
n⋃
k=1
Uk para algu´n Uk ∈ U0
}
∪ {E} .
Sea J0 la familia ma´s pequen˜a de funciones que son acotadas, E-quasicontinuas
y 1-excesivas en D(E), que tiene las siguientes propiedades:
(i) J0 ⊃ D+0 ∪ {hU | U ∈ U}.
(ii) R˜αu, uU ∈ J0, si u ∈ J0, α ∈ Q∗+, U ∈ U .
(iii) u ∧ 1, u ∧ v, (u+ 1) ∧ v ∈ J0, si u, v ∈ J0.
(iv) c1u+ c2v ∈ J0, si u, v ∈ J0, c1, c2 ∈ Q∗+.
El siguiente lema garantiza la existencia de un conjunto Y1 ⊂ E sobre el cual
J0 y R˜α con α ∈ Q∗+ tienen algunas de las propiedades que son u´tiles para
relacionar las formas de Dirichlet con los procesos de Markov fuerte.
Lema 4.15. Existe una sucesio´n de conjuntos (Fk)k∈N E-anidada regular que
consiste de conjuntos metrizables con Fk ⊂ Ek para cada k ∈ N y con las
siguientes propiedades:
(i) J0 ⊂ C({Fk}).
(ii) Si Y1 :=
⋃
k≥1 Fk, entonces para todo x ∈ Y1 y todo u ∈ J0 se cumple
que:
• R˜αu(x)− R˜βu(x) = (β − α)R˜αR˜βu(x) para todo α, β ∈ Q∗+.
• lim
α→∞
α∈Q∗+
αR˜αu(x) = u(x).
Demostracio´n. Se puede encontrar en [10] pa´gina 142.
De las proposiciones 4.11, 4.12, 4.13, 4.14 y el lema 4.15 se puede concluir que
(R˜α)α>0 tiene la propiedad de ser un resolvente de nu´cleos sobre (E,B(E)) y
(R˜α)α>0 es un rayo-resolvente.
Lema 4.16. Existe un conjunto Y2 ∈ B(E) con Y2 ⊂ Y1 tal que E\Y2 es
E-excepcional y adema´s R˜α(x, Y \Y2) = 0 para todo x ∈ Y2, α ∈ Q∗+.
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Demostracio´n. Se puede encontrar en [10] pa´gina 142.
Sea (Zn)n∈N es una sucesio´n decreciente enB(Y ) tal que E\Zn+1 es E-excepcional
y R˜α(x, Y \Zn) = 0 para todo x ∈ Zn+1, α ∈ Q∗+ y n ∈ N. El conjunto Y2 del
lema 4.16 esta´ definido por Y2 :=
⋂
n≥1 Zn.
Definamos el conjunto
J := {u+ cIY2∪{Λ} | u ∈ J0, c ∈ Q+}.
J es contable, hereda las propiedades de J0 y separa los puntos de Y2 ∪ {Λ}.
Sea H := {un : n ∈ N} y sea gn := 2pi arctanun, n ∈ N. Si definimos
ρ(x, y) :=
∑
n≥1
1
2n
|gn(x)− gn(y)|; x, y ∈ Y2 ∪ {Λ},
entonces ρ(x, y) resulta ser una me´trica sobre Y2 ∪ {Λ} debido a que J separa
los puntos de Y2 ∪ {Λ}.
Denotaremos por K al completado de YΛ := Y2 ∪ {Λ} respecto de ρ(x, y).
Teorema 4.17. Sea (pt)t≥0 un semigrupo de nu´cleos submarkovianos y D el
conjunto de puntos no-ramificados asociado por el teorema 4.8 . Entonces
existe un Ft-proceso de Markov fuerte con espacio de estados D y semigrupo
de transicio´n (pt)t≥0 tal que para todo w ∈ Ω, la aplicacio´n t 7→ Xt(w) tiene
l´ımites por la izquierda en E para todo t ∈ (0,∞).
Demostracio´n. Se puede encontrar en [10] pa´gina 126.
5. Teorema Principal
Teorema 5.1. Si (E , D(E)) es una forma de Dirichlet quasi-regular sobre L2(E;m),
entonces existe un proceso de Markov definido en Ω con valores en EΛ denotado
por
M := (Ω,A, (Xt)t≥0, (Ft)t≥0, (Pz)z∈EΛ)
que tiene la propiedad de Markov fuerte, es decir,
(i) (Ft)t≥0 es continua por la derecha, es decir, Ft =
⋂
s≥t Fs.
(ii) Para cada Ft-tiempo de paro τ y cada µ ∈ P(EΛ),
Pµ[Xτ+t ∈ B | Fτ ] = PXτ [Xt ∈ B],
para todo B ∈ B(EΛ) y para todo t ≥ 0.
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Demostracio´n. Debido a la complejidad de la demostracio´n, so´lo se dara´ una
idea de ella. Para demostrar que a una forma de Dirichlet (E , D(E)) se le puede
asociar un proceso de Markov M = (Ω,A, (Xt)t≥0, (Ft)t≥0, (Pz)z∈EΛ) se hace
lo siguiente:
(i) Construir un conjunto Y2 tal que E\Y2 sea E-excepcional (su existencia
la garantiza el lema 4.16).
(ii) Construir un conjunto J0 ⊂ D(E) de funciones 1-excesivas que son E-
quasicontinuas en la compactificacio´n K de Y2∪{Λ} (ve´ase el lema 4.15).
(iii) Usando el hecho de que (Ek)k∈N es una sucesio´n E-anidada de conjuntos
compactos se demuestra que la correspondencia del proceso de Markov
M = (Ω,A, (Xt)t≥0, (Ft)t≥0, (Pz)z∈EΛ)
sobre K se puede restringir a Y2 ∪ {Λ} y que esta restriccio´n de M es
propiamente asociado con (E , D(E)), es decir, si ptf es E-quasicontinua
para todo t > 0 y f ∈ B(E) ∩ L2(E;m).
Para ver ma´s detalles de la demostracio´n, se puede consultar [10] pa´gina 137.
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