We study a scheduling or allocation problem with the following characteristics: The goal is to execute a number of unspecified tasks on a parallel machine in any order and as quickly as possible. The tasks are maintained by a central monitor that will hand out batches of a variable number of tasks to requesting processors. A processor works on the batch assigned to it until it has completed all tasks in the batch, at which point it returns to the monitor for another batch. The time needed to execute a task is assumed to be a random variable with known mean and variance, and the execution times of distinct tasks are assumed to be independent. Moreover, each time a processor obtains a new batch from the monitor, it suffers a fixed delay. The challenge is to allocate batches to processors in such a way as to achieve a small expected overall finishing time. We introduce a new allocation strategy, the Bold strategy, and show that it outperforms other strategies suggested in the literature in a number of simulations.
Introduction
Certain computational problems can be decomposed into a large number of tasks that can be executed in any order. As a simple example, the computation of the product of two n x n matrices can be decomposed into n 2 tasks, each of which computes one element of the product matrix. Further examples are furnished by other matrix computations such as each stage of Gaussian elimination and the numerical evaluation of (possibly multidimensional) integrals. Computational problems of this kind are, of course, prime candidates for execution on parallel systems, since different tasks can be executed in parallel on different processors. For some problems of interest and on some parallel architectures, care must be taken to ensure that the computation is not slowed down to an unacceptable degree by memory contention between tasks accessing the same global variables. Here we will assume that memory-contention problems do not arise for the application at hand or can be taken care of satisfactorily, so that the tasks can be viewed as independent of each other.
Given an instance of a computational problem with the properties described above and a parallel machine with a certain number of processors, we would like to solve the instance as quickly as possible with the available processors. If, by convention, we say that the computation starts at time 0, this means that we want to minimize the overall finishing time or makespan of the computation, i.e., the finishing time of the last task to complete. If the execution time of every task on every processor is the same, this is easy to do: Simply divide the tasks as evenly as possible among the processors. We will assume that the available processors all have the same performance characteristics, a reasonable assumption for most true parallel machines, as opposed to clusters of workstations and the like. On the other hand, it is often not true that different tasks have the same execution time. There are two types of reasons for this. First, there may be algorithmic variance, different tasks carrying out different sequences of instructions.
If the overall problem is the evaluation of the integral of some function f and a task is the evaluation of the integral of f over a small region, e.g., a task associated with a region in which f changes rapidly may take longer than a task associated with a region in which f is nearly constant. Second, even if there is no algorithmic variance, as perhaps in the matrix-multiplication example (still, the matrix could be sparse, and special provisions could have been made for avoiding multiplication by zero), there will still be system-induced variance caused by such factors as cache misses, varying memory latencies, clock interrupts, other processes in the system, and operating-system interference. Following previous authors (Kruskal and Weiss, 1985; Hummel, Schonberg, and Flynn, 1992; Flynn and Hummel, 1992) , we model task execution times as independent, identically distributed random variables. This is not meant to imply that execution times are truly random or that tasks are necessarily all alike, but merely that it is too difficult or computationally expensive to figure out the execution time of a given task ahead of time, so that the probabilistic distribution of task execution times represents our best a priori knowledge.
When task execution times are random variables, the even division of the tasks among the processors mentioned above is no longer obviously optimal, since it may cause many processors to remain idle for a long time, waiting for the last processor to finish. A better approach might be not to assign all tasks to processors initially, but to keep some unassigned tasks around and assign these later to processors that finish early. This, however, takes us from static scheduling, performed before the computation proper (typically by a compiler), to dynamic scheduling, which is carried out, at least in part, at run-time, concurrently with the execution of the tasks. Dynamic scheduling is associated with an overhead, time spent accessing a pool of unassigned tasks and computing how many of these to assign. Again following previous authors, we will assume that a processor simply incurs a fixed delay each time it obtains a new batch of tasks; in particular, the delay is independent of the number of tasks involved and of whether other processors are simultaneously engaged in the activity of obtaining new batches. This assumption is probably not realistic. The same reasons that make task execution times variable would make allocation delays variable, and concurrent accesses to the pool of unassigned tasks would tend to slow down each other. On the other hand, it seems reasonable to expect that modeling the delay as a suitable random variable would have only a small effect on our findings, and Kruskal and Weiss (1985) and Flynn and Hummel'(1992) argue the existence of "pool" data structures that allow accesses to proceed concurrently. At any rate, we will stick with the assumption of a fixed delay in order to keep
