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Diego Marcondes∗, † Adilson Simonis∗
Abstract
We propose a local and general dependence quantifier between two
random variables X and Y , which we call Local Lift Dependence Scale,
that does not assume any form of dependence (e.g., linear) between
X and Y , and is defined for a large class of random variables, singular
and absolutely continuous w.r.t Lebesgue measure. We argue that
this dependence scale is more general and suitable to study variable
dependence than other specific local dependence quantifiers and global
dependence coefficients, as the Mutual Information. An outline of how
this dependence scale may be useful in branches of applied probability
and topics for future research are presented.
Keywords: local dependence; mutual information; Hausdorff mea-
sure; dependence scale
1 Introduction
The Mutual Information between two random variables X and Y , defined in
(Ω,F ,P), is given by
I(X, Y ) = E
[
log
dP(X, Y )
d
(
P(X)× P(Y ))
]
in which dP(X, Y )/d(P(X)× P(Y )) is the Radon-Nikodym derivative of the
joint measure P(X, Y ) with respect to the product measure P(X) × P(Y ),
when P(X, Y ) P(X)×P(Y ). The Mutual Information quantifies the mass
concentration of the joint distribution of X and Y and was first proposed
for random variables absolutely continuous w.r.t. counting measure by [12].
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As more dependent the variables are, the more concentrated is the mass on
their joint distribution, so that Mutual Information also quantifies depen-
dence. Indeed, the Mutual Information assesses any kind of dependence,
which makes it a global and general dependence coefficient.
Although the Mutual Information is quite general, it does not detail the
form of dependence between the variables as, for example, even though a
high value of I(X, Y ) implies that X and Y are highly dependent, it does not
present any evidences about the kind of dependence being observed. There-
fore, the Mutual Information as a general and global dependence coefficient
is not enough to assess all the nuances of the dependence between variables,
so that it is necessary to apply other tools in order to not only point out
the existence of a dependence, but also characterize the kind of dependence
being observed.
An important tool for assessing the form of dependence between two ran-
dom variables are local dependence quantifiers which associate a value to
each point in the support of the variables assessing their pointwise depen-
dence. Local dependence quantifiers give a wide view of the relation between
random variables, without summarizing it to an index. As examples of local
dependence quantifiers we have the measure of linear local dependence of [1],
the curve of correlation of [3] and the function of local dependence of [7].
Another local dependence quantifier is the Sibuya’s dependence function.
The dependence between random variables may be expressed by Sibuya’s
dependence function Ω∗(x, y), proposed by [14], and given by the relation
F (x, y) = Ω∗(x, y)G(x)H(y), in which F is the joint and G and H are the
respective marginal cumulative distributions of two random variables X and
Y defined in a same probability space. From Ω∗(x, y) it may be established,
for example, if the random variables are independent, i.e., Ω∗ ≡ 1. However,
as Ω∗(x, y) expresses the relation between the probability of the events {X ≤
x, Y ≤ y}, {X ≤ x} and {Y ≤ y}, it is not sharp enough to characterize
local dependence meaningfully. On the other hand, in order to asses the
dependence being outlined by the Mutual Information, we may study a local
dependence quantifier given by the Lift Function which is defined as the
Radon-Nikodym derivative
L(x, y) =
dP(X, Y )
d
(
P(X)× P(Y ))(x, y) (1)
when it is defined, and then I(X, Y ) = E[logL(X, Y )].
The main interest in studying the Lift Function is in determining for
which values of (x, y) L(x, y) < 1, for which L(x, y) = 1 and for which
L(x, y) > 1. Indeed, when (X, Y ) is absolutely continuous w.r.t. counting
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measure, L(x, y) < 1 implies P(X = x | Y = y) < P(X = x) and P(Y = y |
X = x) < P(Y = y), and we say that {Y = y} inhibits {X = x}, for the
fact that Y being equal to y decreases the probability of X being equal to
x, and vice versa ({X = x} inhibits {Y = y}). Analogously, we have that
L(x, y) > 1 implies P(X = x | Y = y) > P(X = x) and P(Y = y | X = x) >
P(Y = y), and we say that {Y = y} lifts {X = x}, for the fact that Y being
equal to y increases the probability of X being equal to x, and vice versa
({X = x} lifts {Y = y}). For simplicity, we call L the Lift Function and, for
a fixed pair (x, y), it may be interpreted from both sides: as Y lifting X or
X lifting Y . When L(x, y) = 1 we have that P(X = x | Y = y) = P(X = x)
and P(Y = y | X = x) = P(Y = y), so that knowing that {X = x} does not
change the probability of {Y = y}, and vice versa.
From the study of the Lift Function it is possible to understand the de-
pendence outlined by I(X, Y ) by observing the lifting pattern of X and Y .
Furthermore, even if X and Y are not absolutely continuous w.r.t. Lebesgue
measure, nor w.r.t. counting measure, the Lift Function still represents the
dependence between X and Y , as it compares pointwise the joint distribu-
tion of X and Y with their distribution in case they were independent. Thus,
the Mutual Information and the Lift Function together present a wide view
of the dependence between random variables: while the former assesses the
existence of a dependence, the latter expresses the kind of dependence being
observed. Therefore, in order to understand the dependence of a joint prob-
ability distribution, one can quantify it globally and locally to capture all its
nuances.
However, the Lift Function is not well defined for all random variables
(X, Y ), since if P(X, Y ) 6 P(X) × P(Y ), then the Radon-Nikodym deriva-
tive (1) is not defined. Indeed, this is an issue, for there are some cases of
interest such that there is no definition for the Lift Function. For example,
let {(Xn, Yn)}n≥1 be random variables with the Standard Bivariate Normal
Distribution with correlation rn, such that rn
n→∞−−−→ 1. Then, (Xn, Yn) con-
verges in law to (X, Y ), in which X has the Standard Normal Distribution
and Y = X with probability 1, but the Lift Function is not defined for (X, Y ).
In fact, if Y = ϕ(X), in which X is absolutely continuous w.r.t. Lebesgue
measure and ϕ is a real-valued smooth function, then definition (1) of the
Lift Function does not apply to (X, Y ).
In this paper we propose a general definition for the Lift Function that
contemplates a larger class of distributions, even when P(X, Y ) 6 P(X) ×
P(Y ), and which reduces to (1) when P(X, Y ) P(X)×P(Y ). Furthermore,
we argue that the Mutual Information may not be a suitable scale for mea-
suring variable dependence, since, if (Xn, Yn) converges in law to (X, Y ), then
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I(Xn, Yn) may not converge to I(X, Y ). In fact, Y may be equal to ϕ(X)
with probability 1, but I(X, Y ) < I(Xn, Yn) for infinitely many n. This fact
shows that in order to understand the form of dependence between two vari-
ables it is necessary to study it locally, and in general, without restricting
our attention to an specific kind of dependence.
In Section 2 we define the Lift Function and study its properties when
P(X, Y )  P(X) × P(Y ). In Section 3 we develop the Lift Function for
the case in which P(X) and P(Y ) are absolutely continuous w.r.t. Lebesgue
measure in R, but P(X, Y ) 6 P(X) × P(Y ). Our generalization is closely
related to the Hausdorff dimension of the support of the singular part of
P(X, Y ). In Section 4 we argue that the Mutual Information is not enough
to assess the dependence between two random variables, and in Section 5 we
present our final remarks and topics for future research.
2 Lift Function
Let (X, Y ) be real-valued random variables defined in (Ω,F ,P) and let
(R, βR) and (R2, βR2) be the usual measurable spaces, in which βR and βR2
are the Borelians of R and R2, respectively. Let µ be a (R2, β2R)-probability
measure such that µ(A) = P((X, Y ) ∈ A), ∀A ∈ βR2 . Define µX , µY as
µX(B) = µ(B × R), µY (B) = µ(R × B),∀B ∈ βR, and µXY as the only
(R2, βR2)-probability measure which satisfies µXY (A×B) = µX(A)µY (B) for
all A,B ∈ βR.
The probability measure µ in (R2, βR2) is induced by measurable vector
function (X, Y ); µXY is the product measure induced in (R2, βR2) by measur-
able functions X and Y ; and µX and µY are the measures induced in (R, βR)
by measurable functions X and Y , respectively. Throughout this section we
suppose that µ  µXY . We denote L1 and L2 the Lebesgue measures in
(R, βR) and (R2, βR2), respectively.
We define a Lift Function L(X,Y,P) : R2 → R+ of (X, Y ) under P as the
Radon-Nikodym derivative of µ with respect to µXY , that is
L(X,Y,P)(x, y) =
dµ
dµXY
(x, y) (x, y) ∈ R2
which is a βR2-measurable function that satisfies∫
A
L(X,Y,P)(x, y) dµXY (x, y) = µ(A) ∀A ∈ βR2 . (2)
When there is no confusion about which random variables L(X,Y,P) refers
to, it will be denoted simply by LP, or L if there is also no doubt about under
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which probability measure it is defined. The Lift Function L(X,Y,P) is unique
up to a µXY null set, is also F -measurable and is well-defined as µ  µXY .
From now on we consider L(X,Y,P) to be a version of the Lift Function of
(X, Y ) under P.
The Lift Function may also be defined in terms of the conditional proba-
bility function of (X, Y ), a βR-measurable function that, given a B ∈ βR, is
denoted by P (B | ·) : R→ R+ and satisfies∫
A
P (B | x) dµX(x) = µ(A×B) ∀A ∈ βR. (3)
Note that P (B | ·) is unique up to a µX-null set (see [2, Section 33] for more
details) and is also F -measurable. Furthermore, if we fix an x ∈ R we may
take the x-section Lx(y) := L(x, y) of L as a function of y and then define it
in terms of the conditional probability function P (B | ·) for a B ∈ βR.
Proposition 1 If µ µXY , then for all B ∈ βR∫
B
Lx(y) dµY (y) = P (B | x)
µX-almost every x ∈ R.
Proof: Let B = {B1 × B2 : B1, B2 ∈ βR} ⊂ βR2 be the set of all Borel
rectangles. By Tonelli’s Theorem, as L ≥ 0, it follows that, for all B1×B2 ∈
B,
µ(B1 ×B2) =
∫
B1×B2
L(x, y) dµXY (x, y) =
∫
B1
[∫
B2
Lx(y) dµY (y)
]
dµX(x).
Furthermore, by (3) we have for all B1, B2 ∈ βR that∫
B1
P (B2 | x) dµX(x) = µ(B1 ×B2)
and it follows that for all B1, B2 ∈ βR∫
B1
[∫
B2
Lx(y) dµY (y)
]
dµX(x) =
∫
B1
P (B2 | x) dµX(x)
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and
∫
B2
Lx(y) dµY (y) = P (B2 | x) µX-almost every x ∈ R, for all B2 ∈ βR.

The relation given in Proposition 1 provides us with a clue on the form
of the Lift Function in some special cases, as when µ  L2 and µX , µY 
L1, i.e., (X, Y ) is absolutely continuous w.r.t. Lebesgue measure (or when
µ, µX and µY are absolutely continuous w.r.t. the corresponding counting
measure). Indeed, the Lift Function will be given by the ratio between the
joint probability density (probability function) of (X, Y ) and the product of
their marginal probability densities (probability functions), when the ratio
is defined. This fact may be established by substituting these ratios in (2).
Furthermore, this representation shows that the Lift Function provides a
local measure of dependence between X and Y . Indeed, when X and Y are
independent the Lift Function equals one µ-almost surely.
Proposition 2 The random variables X and Y are independent if, and only
if, µ µXY and L(X,Y,P) ≡ 1 µ-almost surely.
Proof: Note that if µ  µXY and L ≡ 1 µXY -almost surely, then L ≡ 1
µ-almost surely for {A ∈ βR2 : µ(A) = 0} ⊃ {A ∈ βR2 : µXY (A) = 0}, so
that it is enough to show that L ≡ 1 µXY -almost surely.
( =⇒ ) Suppose that µ µXY and L(X,Y,P) ≡ 1 µXY -almost surely. Then,
for all B1, B2 ∈ βR,
µ(B1 ×B2) =
∫
B1×B2
1 dµXY (x, y) = µX(B1)µY (B2)
and X and Y are independent by definition.
(⇐= ) Suppose that X and Y are independent. Then, for all B1, B2 ∈ βR,∫
B1×B2
L(x, y) dµXY (x, y) = µ(B1 ×B2) = µX(B1)µY (B2) =
∫
B1×B2
1 dµXY (x, y)
so that L = 1 µXY -almost surely. Now, if µ is not absolutely continuous
w.r.t. µXY then X and Y are dependent. 
Another important property of the Lift Function is that it cannot be
greater than one, nor lesser than one, µXY -almost surely.
Proposition 3 If µ µXY , then µXY ({(x, y) ∈ R2 : L(x, y) > 1}) < 1 and
µXY ({(x, y) ∈ R2 : L(x, y) < 1}) < 1.
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Proof: Suppose that µXY ({(x, y) ∈ R2 : L(x, y) > 1}) = 1. Then
1 = µ(R2) =
∫
R2
L(x, y) dµXY (x, y) >
∫
R2
1 dµXY (x, y) = 1.
Analogously, we can show that µXY ({(x, y) ∈ R2 : L(x, y) < 1}) cannot be
equal to one. 
From Propositions 2 and 3 we see that, if µ µXY , either X and Y are
independent and L ≡ 1 µXY -almost surely, or there are µXY -non-null sets
where X lifts Y and µXY -non-null sets where X inhibits Y . Therefore, the lift
is not a property of the whole distribution of (X, Y ), but is rather a pointwise
property of it. Note that this property is not satisfied by Sibuya’s function
[14], as it may be greater than one or lesser than one for all points in R2,
so that (X, Y ) are positively quadrant dependent and negatively quadrant
dependent, respectively (see [9] for more details).
Remark 1 The Lift Function as defined in (2) may be extended to the case
in which we have two real-valued random vectors X = (X1, . . . , Xm1) and
Y = (Y1, . . . , Ym2), defined in (Ω,F ,P). Indeed, let (Rm1 , βRm1 ), (Rm2 , βRm2 )
and (Rm1+m2 , βRm1+m2 ) be measurable spaces, and let µ be a (Rm1+m2 , βRm1+m2 )-
probability measure such that µ(A) = P((X,Y ) ∈ A),∀A ∈ βRm1+m2 . Define
µX , µY as µX(A) = µ(A×Rm2) and µY (B) = µ(Rm1 ×B),∀A ∈ βRm1 , B ∈
βRm2 . Finally, define µXY as the only (Rm1+m2 , βRm1+m2 )-probability mea-
sure which satisfies µXY (A×B) = µX(A)µY (B) for all A ∈ βRm1 , B ∈ βRm2 .
Then, the Lift Function of (X,Y ) is defined as the Radon-Nikodym deriva-
tive of µ with respect to µXY . In the multidimensional case, the Lift Function
assesses the local dependence betweenX and Y , rather than the dependence
between the variables inside each random vector.
3 A General Lift Function
The Lift Function is a powerful tool for analysing locally the dependence
between two random variables, but is somewhat limited as it is restricted
to random variables such that µ  µXY , which is a strong restraint. As
discussed in the introduction, in some simple cases, as when X is absolutely
continuous w.r.t. Lebesgue measure, and Y equals a smooth function of X
with probability 1, we have that µ 6 µXY , and the Lift Function (2) is not
well-defined. Nevertheless, we now develop an extension of (2) which holds
for a larger class of random variables.
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Suppose that µX , µY  L1 and denote δ(x, y),  > 0, (x, y) ∈ R2, as
δ(x, y) =
{
1/L2
(
B(0, 0)
)
, if (x, y) ∈ B(0, 0)
0, otherwise
in which B(x, y) is the ball centred at (x, y) ∈ R2 with radius . The
convolution measure of µ and δ is given by
µ(A) :=
(
µ ∗ δ
)
(A) =
∫
R2
∫
R2
1{(x∗ + x′, y∗ + y′) ∈ A} dδ(x∗, y∗) dµ(x′, y′)
for all A ∈ βR2 . The measures {µ :  > 0} are absolutely continuous w.r.t.
L2 and have the following Radon-Nikodym derivatives.
Lemma 1 The convolution measures {µ :  > 0} are such that µ  L2
and
ρ(x, y) :=
dµ
dL2
(x, y) =
µ(B(x, y))
L2(B(0, 0))
is a version of the respective Radon-Nikodym derivative, for (x, y) ∈ R2.
Proof: The convolution of δ and µ at a point (x, y) ∈ R2 is given by(
µ ∗ δ
)
(x, y) =
∫
R2
∫
R2
1{(x′ + x∗, y′ + y∗) = (x, y)} dδ(x∗, y∗) dµ(x′, y′)
=
∫
R2
δ(x− x′, y − y′) dµ(x′, y′)
=
∫
R2
1{(x′, y′) ∈ B(x, y)}
L2(B(0, 0))
dµ(x′, y′)
=
µ(B(x, y))
L2(B(0, 0))
.
Therefore, it follows that, for all A ∈ βR2 ,∫
A
µ(B(x, y))
L2(B(0, 0))
dL2(x, y) =
=
∫
A
∫
R2
∫
R2
1{(x′ + x∗, y′ + y∗) = (x, y)} dδ(x∗, y∗) dµ(x′, y′) dL2(x, y)
=
∫
R2
∫
R2
∫
A
1{(x′ + x∗, y′ + y∗) = (x, y)} dL2(x, y) dδ(x∗, y∗) dµ(x′, y′)
=
∫
R2
∫
R2
1{(x′ + x∗, y′ + y∗) ∈ A} dδ(x∗, y∗) dµ(x′, y′) = µ(A).
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
In order to establish a Lift Function for a more general class of random
variables, we need to define a function for µ that will behave as a probability
density of it w.r.t. Lebesgue measure, that holds even when µ 6 L2, which is
a consequence of µ 6 µXY when µX , µY  L1. Observe that when µ L2
ρ(x, y) :=
dµ
dL2
(x, y) = lim
→0
dµ
dL2
(x, y) = lim
→0
µ(B(x, y))
L2(B(0, 0))
(4)
for almost all (x, y), and when µ 6 L2 this limit may diverge or not exist.
However, if we multiply the Radon-Nikodym derivative inside the limit by a
power of , we may obtain a finite limit which will work as a density for µ
w.r.t. Lebesgue measure. Let
l(x, y) =
{
s ∈ (−∞, 2] : lim
→0
2−sρ(x, y) = 0
}
and define s(x, y) = sup l(x, y). If l(x, y) is not empty, then it is an open or
closed half-line whose endpoint is s(x, y).
Lemma 2 The set l(x, y) is a half-line that contains (−∞, 0). In particular,
if µ L2 then (−∞, 2) ⊂ l(x, y).
Proof: If s ∈ l(x, y) and s′ < s then s′ ∈ l(x, y) as, for 0 <  < 1,
0 ≤ 2−s′ρ(x, y) ≤2−sρ(x, y)
=⇒ 0 ≤ lim
→0
2−s
′
ρ(x, y) ≤ lim
→0
2−sρ(x, y) = 0
so l(x, y) is a half-line of the form (−∞, l(x, y)) or (−∞, l(x, y)]. Further-
more,
2−sρ(x, y) ≤ 
2−s
L2(B(0, 0))
=
2−s
pi2
so that, if s < 0, then
lim
→0
2−sρ(x, y) ≤ lim
→0
−s = 0
and (−∞, 0) ⊂ l(x, y). Finally, if µ  L2 then s(x, y) = 2 by (4), and
l(x, y) = (−∞, 2] or l(x, y) = (−∞, 2), whether ρ(x, y) = 0 or not. 
A (false) density of µ w.r.t. L2 may then be defined as
ρ˜(x, y) = lim
→0
2−s(x,y)ρ(x, y) (5)
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for (x, y) ∈ R2 such that this limit exists. Note that, if µ  L2, then
ρ˜ ≡ ρ. Proceeding this way, denoting ρX = dµXdL1 and ρY =
dµY
dL1
, which are
well-defined as µX , µY  L1, we define the Lift Function as
L(X,Y,P)(x, y) =
ρ˜(x, y)
ρX(x)ρY (y)
(6)
when ρ˜(x, y) is defined. The Lift Function (6) reduces to (2) when µ µXY .
Under definition (6), the Lift Function is well-defined for all random variables
such that µ  µXY or such that µX , µY  L1 and the limit (5) exists for
all (x, y) ∈ R2, which covers a large class of singular joint distributions with
absolutely continuous, w.r.t. Lebesgue measure, marginal distributions.
The following example derives the Lift Function for the case in which
µX is absolutely continuous w.r.t. L1, and Y = ϕ(X) with probability 1,
in which ϕ is a smooth real-valued function. The interpretation of the Lift
Function in this example is an illustration of how it may be useful for studying
variable dependence.
Example 1 By definition (6) we have that, if µX , µY  L1 and P(Y =
ϕ(X)) = 1, i.e., µ
(
γ
)
= 1, γ := {(x, y) ∈ R2 : y = ϕ(x)}, for ϕ ∈ C1(R), then
ρ˜(x, ϕ(x)) = lim
→0
2−s
∫
ProjX(γ∩B(x,ϕ(x))) ρX(x
′) dx′
pi2
= lim
→0
−s
pi
∫ b
a
ρX(t)
‖γ′(t)‖ dt = lim→0
−s
pi
ρX(x˜)
‖γ′(x˜)‖(b − a)
= lim
→0
2−s+1ρX(x˜)
pi
√
1 + [ϕ′(x˜)]2
=
2ρX(x)
pi
√
1 + [ϕ′(x)]2
if s := s(x, y) = 1, in which the curve γ is parametrized as γ(t) = (t, ϕ(t)), t ∈
R; (a, b) is such that {(t, γ(t)) : a ≤ t ≤ b} ⊂ γ∩B(x, ϕ(x)) and b−a =
o(2); and x˜ ∈ ProjX(γ ∩ B(x, ϕ(x))) →0−−→ x. Therefore, L(x, y) = 0 if
y 6= ϕ(x) and
L(x, ϕ(x)) =
2
piρY (ϕ(x))
√
1 + [ϕ′(x)]2
(7)
The form of the Lift Function (7) has nice properties, which one would
expect a generalization of (2) to have. On the one hand, as in the case in
which X and Y are random variables absolutely continuous w.r.t. counting
measure and P(Y = ϕ(X)) = 1, the density of Y is in the denominator of
the Lift Function: in that case we had the density of Y w.r.t. the counting
measure, while in (7) the density of Y w.r.t. L1.
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On the other hand, the Lift Function (7) depends on the derivative of
ϕ, which would be expected for a local dependence quantifier. Indeed, sup-
pose that µX([a, b]) = 1, for some a, b ∈ R, and that P(Y1 = ϕ1(X)) =
P(Y2 = ϕ2(X)) = 1, ϕ1, ϕ2 ∈ C1([a, b]). If ϕ′1(x) > ϕ′2(x) for almost every x,
then, in the first case, the probability mass is spread over a curve of length∫ b
a
√
1 + [ϕ′1(t)]2 dt >
∫ b
a
√
1 + [ϕ′2(t)]2 dt, the length of the curve in which
the probability mass is spread over in the second case.
Therefore, the local dependence between X and Y2 is greater than be-
tween X and Y1, as the probability mass is most concentrated in the joint
distribution of (X, Y2). This fact is expressed by (7) as L(X,Y1) ≤ L(X,Y2) for
almost every x, showing that the Lift Function portrays in detail the depen-
dence between two random variables, and is capable of drawing a distinction
between two joint distributions by representing the nuances of their (local)
dependence.
The Lift Function for this case may also be obtained by another method.
Let ν1 be a (R2, βR2)-measure such that
ν1(A) =
∫
γ∩A
ρX(x)ρY (y) dσ(x, y)
for all A ∈ βR2 , in which the integral is the respective line integral where dσ
is the induced volume form on the surface γ ∩ A. Then
L(x, y) =
2
pi
dµ
dν1
(x, y) (8)
for all (x, y) ∈ R2 is a version of L. Indeed, µ ν1, ν1 is σ-finite and∫
A
1
ρY (ϕ(x))
√
1 + [ϕ′(x)]2
dν =
∫
ProjX(γ∩A)
ρX(x)ρY (ϕ(x))
ρY (ϕ(x))
√
1 + [ϕ′(x)]2
‖γ′(x)‖ dx
= µX(ProjX(γ ∩ A)) = µ(γ ∩ A)
for all A ∈ βR2 . Identity (8) is evidence of a more general relation between
the Lift Function and the Hausdorff measures in R2, which is explored in the
next section. 
Remark 2 If µX , µY  η1 and µXY  η2, in which η1 and η2 are σ-finite
measures in (R, βR) and (R2, βR2), respectively, then it may be possible to
define the Lift Function analogously to (6), interchanging L1,L2 by η1, η2
and defining suitable δ measures.
Remark 3 Although the Lift Function (6) is well-defined for a large class
of random variables, it may not be informative, in the sense of expressing
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the local dependence between X and Y . In some cases, it may be needed to
adapt the definition of the Lift Function by, for example, defining a (false)
density for µ from another convolution, involving measures that approximate
a measure other than the Dirac delta.
3.1 Local Lift Dependence and Hausdorff Measure
The m Hausdorff density of a measure µ in (R2, βR2) is defined as
Dm(x, y) := lim
→0
µ(B(x, y))
m
(9)
when the limit exists (see [5, Chapter 2] and [11, Chapter 5] for more details).
Therefore, it follows that
L(x, y) =
1
pi
Ds(x,y)(x, y)
when both are well-defined. Denoting As, s ∈ {1, 2}, as a measurable set
such that s(x, y) = s for all (x, y) ∈ As, we have that if limit (9) exists and
is positive for all (x, y) ∈ As, then µ restricted to As is absolutely continuous
w.r.t. H s|As , the s-Hausdorff measure in R2 restricted to As.
Proposition 4 Let As ∈ βR2 , s ∈ {1, 2}, be such that s(x, y) = s for all
(x, y) ∈ As and limit (9) is positive and finite µ-almost every (x, y) ∈ As.
Then µ|As H s|As.
Proof: By Preiss’s theorem [11], if 0 ≤ s ≤ 2 is integer and
0 < lim
→0
µ(B(x, y))
s
<∞
µ-almost every (x, y) ∈ As ∈ βR2 , then µ|As H s|As and µ-almost every As
can be covered by countably many s-dimensional submanifolds of class one
of R2, i.e., µ|As is s-rectifiable (see [11, 5.1] for more details). 
Remark 4 Proposition 4 also holds for s = 0. However, there is no A0 ∈ βR2
satisfying the conditions of the proposition as
0 < lim
→0
µ(B(x, y))
pi
=
µ(x, y)
pi
implies min{µX(x), µY (y)} ≥ µ(x, y) > 0, which cannot be as µX and µY are
absolutely continuous w.r.t. L1.
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Remark 5 If we extend the definition of As for s ∈ [0, 2] we note that
there is no As, s ∈ [0, 1), such that µ(As) > 0. Indeed, if s ∈ [0, 1), then
H 1(As) = 0. Furthermore, we have that
L1(ProjX(As)) ≤H 1(As) = 0
so that µX(ProjX(As)) = 0, as µX  L1 (see [5, Lemma 6.1] for more
details). But this implies that µ(As) ≤ µX(ProjX(As)) = 0. This fact yields
1 ≤ s(x, y) ≤ 2 µ-almost every (x, y) ∈ R2.
If the hypothesis of Proposition 4 hold and H s|As is σ-finite, then the
Lift Function is proportional to the Radon-Nikodym derivative between µ
and the measure generated by the integral of
∫
ρXρY dH s|As . A special case
of this fact is (8).
Theorem 1 Let As ∈ βR2 , s ∈ {1, 2}, be such that s(x, y) = s for all (x, y) ∈
As and limit (9) is positive and finite µ-almost every (x, y) ∈ As. If H s|As
is σ-finite, then for all (x, y) ∈ As and a constant α(s),
L(x, y) = α(s)
dµ|As
dνs
(x, y)
in which νs is (As, βR2|As)-measurable and
νs(B) =
∫
B
ρX(x)ρY (y) dH
s|As(x, y) (10)
for B ∈ βR2|As.
Proof: If s = 2 then ν ∼ µXY , i.e., ν is equivalent to µXY , and the result
follows from (4) with α(2) = 1, as µ|A2  µXY |A2 and the Lift Function
reduces to (2). If s = 1, then, by Preiss’ theorem [11], there exists a countable
cover {γn}n≥1 of A1, of 1-dimensional submanifolds of class one of R2. Denote
γn := {(t, ϕn(t)) : t ∈ In ∈ βR}, in which ϕn ∈ C1(In), and suppose that
{γn}n≥1 are µ-almost disjoint, i.e., µ(γi∩γj) = 0, i 6= j. Then, for (x, y) ∈ γn,
analogously to (7), we have that
ρ˜(x, ϕn(x)) = lim
→0
2−s
∫
ProjX(γn∩B(x,ϕn(x))) ρX(x
′)Jx′ dx′
pi2
=
2JxρX(x)
pi
√
1 + [ϕ′n(x)]2
(11)
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in which Jx′ is the Jacobian of the change of variables, i.e., such that the
integral on the projection equals µ(B(x, y) ∩ γn). Now, for B ∈ βR2|A1 and
α(1) = 2/pi, (11) yields∫
B
(pi/2)L(x, y) dν1(x, y) =
∫
B
(pi/2)L(x, y)ρX(x)ρY (y) dH
1|A1(x, y)
=
∑
n≥1
∫
B∩γn
(pi/2)L(x, y)ρX(x)ρY (y) dσ(x, y)
=
∑
n≥1
∫
ProjX(B∩γn)
ρX(x)Jx dx
=
∑
n≥1
µ(B ∩ γn) = µ(B).

Theorem 1 characterizes the Lift Function for a large class of joint dis-
tribution. Indeed, by Lebesgue’s Decomposition Theorem (see [2, p. 425] for
more details), we may write µ = µ1 + µ2 in which µ1  µXY and µ2 ⊥ µXY ,
and, if the Hausdorff dimension of the support of µ2 A1 := supp µ2, is one,
then we may write
L(x, y) =
dµ
dµXY
1{(x, y) ∈ Ac1}+
dµ
dν1
1{(x, y) ∈ A1}
which is defined for all (x, y) ∈ Ac1 and all (x, y) ∈ A1 such that the second
Radon-Nikodym derivative dµ/dν1(x, y) is well-defined, in which ν1 is given
by (10). Therefore, unless supp µ2 is a fractal set, i.e., has a non-integer Haus-
dorff dimension, or A1 is such that H 1|A1 is not σ-finite, the Lift Function
is well-defined and can be calculated by means of line integrals.
We now consider more examples of the general Lift Function.
Example 2 Let {ϕn}n≥1 be such that ϕn ∈ C1(R) and if i 6= j then {x ∈
R : ϕi(x) = ϕj(x)} is at most countable. Also, let {an}n≥1 be such that
0 ≤ an ≤ 1 and
∑
n≥1 an = 1. Finally, let X and Y be absolutely continuous
random variables, defined in (Ω,F ,P), such that the conditional probability
function of Y given X is
P(Y = y|X = x) =
{
an, if y = ϕn(x), n ≥ 1
0, otherwise
.
Then, by applying Theorem 1 we have that L(x, y) = 0 if y 6= ϕn(x),∀n ≥ 1,
and
L(x, y) =
2an
piρY (ϕn(x))
√
1 + [ϕ′n(x)]2
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if y = ϕn(x), n ≥ 1. Note that, if y = ϕn(x) for more than one n ≥ 1, then
we may choose a version of L by choosing the constant an. 
Example 3 We now consider an example in which there exists s ∈ (1, 2)
such that µ(As) = 1, i.e., the support of µ is a fractal set. Let X be absolutely
continuous w.r.t. L1, P(X ∈ [0, 1/2]) = 1, and define Y such that P(Y =
w(X)) = 1 in which
w(x) =
∞∑
n=1
cos(2pi3nx)
2n
x ∈ [0, 1/2].
Function w, known as Weierstrass function, was first proposed by [15] (see
[4] for a translated version of [15]) as an example of a continuous function
nowhere differentiable. The graph of w is presented in Figure 1.
From the above definition of (X, Y ) we have that the support of µ is the
set γ := {(x,w(x)) : x ∈ [0, 1/2]}, which is a fractal set, i.e., its Hausdorff
dimension is a non-integer between 1 and 2. In fact, the actual Hausdorff
dimension of γ was unknown until recently, when [13] showed that it is indeed
2 − log 2/ log 3 ≈ 1.369, which was a long standing conjecture. Note that,
even though Y is also absolutely continuous w.r.t. L1, there is no direct way
of calculating the Lift Function (6) of (X, Y ) by the methods presented in
this paper, i.e., there is no straightforward manner of calculating the limit
(5). 
4 Mutual Information
Although the Lift Function gives a high resolution, wide and pointwise view
of the form of dependence between two random variables, it may be of interest
to assess their dependence globally. A global quantifier of dependence is given
by the Mutual Information
I(X, Y ) =
∫
R2
logL(X,Y,P)(x, y) dµ(x, y) (12)
when the Lift Function is defined. When µ µXY , the Mutual Information
is the mean deviation (in the logarithm scale) of the conditional distribution
of Y given X and the marginal distribution of Y , quantifying the dependence
between the variables. When µ 6 µXY it may not be clear what I(X, Y )
means, for the following reasons.
First of all, in some cases a limit cannot be interchanged with the integral
in (12). For example, suppose that {(Xn, Yn)}n≥1 is a sequence of random
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Figure 1: Weierstrass function for x ∈ [0, 1/2].
vectors such that (Xn, Yn) has the Standard Bivariate Normal Distribution
with correlation rn
n→∞−−−→ 1. Then
I(Xn, Yn) = −1
2
log
(
1− r2n
)
n→∞−−−→ +∞
but (Xn, Yn)
L−→ (X, Y ), with X ∼ N(0, 1) and P(Y = X) = 1, so that, by
(7),
I(X, Y ) = log
√
2
pi
−
∫
R
log
(
ρX(x)
)
ρX(x) dx
= log
√
2
pi
+ log(
√
2pie)
= log
2
√
e√
pi
and therefore lim
n→∞
I(Xn, Yx) 6= I
(
lim
n→∞
Xn, lim
n→∞
Yn
)
, in which the limits in
the right-hand side is in law. Indeed, not even the limit of the Lift Function
is the Lift Function of the limit as
L(Xn,Yn) = (1− r2n)−1/2 exp
(
− 1
2(1− r2n)
[
x2 + y2 − 2rnxy
]
+
x2 + y2
2
)
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which converges to zero if x 6= y, but diverges when x = y, as n→∞.
Hence, the Mutual Information is in general not a suitable scale for com-
paring the dependence inside two random vectors in general scenarios. Of
course, it has a lot of qualities, especially when dealing with random vari-
ables absolutely continuous w.r.t. counting measure, which is evident by the
extend and reach of its applications, specially in Information Theory. Nev-
ertheless, when calculated in more general setups, as when the variables are
absolutely continuous w.r.t. Lebesgue measure, it is not an appropriate scale
to compare the dependence inside random vectors, as random vectors more
dependent in a natural way, e.g, when one variable is a function of the other,
may have a smaller Mutual Information than random vectors which are not
as dependent in some sense.
On the other hand, when we compare the dependence inside random vec-
tors by comparing their Lift Function we capture in more detail the nuances
of it. This may be done by observing regions in which the Lift Function is
greater than 1 (lift regions) and regions in which it is lesser than 1 (inhibition
regions). The patterns observed in a Lift Function present in more detail the
form of dependence between random variables than a global quantifier as the
Mutual Information.
As an example, suppose that (X1, Y1) follows a standard Bivariate Nor-
mal Distribution with correlation 0.6 and (X2, Y2) follows a Circular Bivariate
Cauchy Distribution (see [6] for more details), whose Lift Functions are rep-
resented by their contours and heatmaps in Figure 2. On the one hand, we
see that the lift regions of (X1, Y1) are concentrated around the line with
slope 1 and intercept 0. On the other hand, the lift regions of (X2, Y2) are
outside two hyperbolas.
From the Lift Functions we see that the dependence between X1 and Y1
is linear, as {X1 = x} lifts the event {Y1 = x ± }, for a  > 0, as the
region around the line with slope 1 and intercept 0 has Lift Function greater
than one. However, the dependence between X2 and Y2 has more nuances
as their Lift Function has a more complex pattern. For example, {X = x},
for |x| > 2, lifts the event {Y ∈ A} in which A = [−4,−4 + ] ∪ [4 − , 4]
for  > 0, so the four corners of [−4, 4]2 are lift regions of (X2, Y2); on the
other hand, {X = x}, for |x| < 1, lifts the event {Y ∈ B} in which B is an
interval centred at the origin.
Even though I(X1, Y1) = I(X2, Y2) = 0.223, the form of dependence be-
tween X1 and Y1, and between X2 and Y2 are quite different, which is evidence
that, in order to really understand the dependence between random variables
we should study it locally, instead of globally: and the Lift Function is an
useful tool for such study, as it may represent multiple forms of dependence,
as evidenced in Figure 2.
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5 Final Remarks
This paper defines a local and general dependence quantifier, the Lift Func-
tion, which may be applied to asses the dependence between two random
variables in rather general cases. When comparing with other local depen-
dence quantifiers in the literature (see [1, 3, 7, 8, 9, 14] for example), the
Lift Function is not restricted to the study of a specific form of dependence
(as linear [1] and quadrant [9, 14] dependence); does not need the notion
of regression curve, which is considered by [3, 8] to study the dependence
that may summarized as the “proportion of variance explained by regression
curve”; it may be applied to a large class of random variables, as opposed to
[7] for example; and it may be more straightforward to interpret the relation
between the variables by studying the patterns of the Lift Function, as can
be established from Figure 2.
From an applied point of view, the Lift Function is quite relevant in
statistics in the scenario in which we apply a treatment to a sample, observe
an answer and want to maximize the expected number of specific answers
in the sample. For example, suppose that the answer for our treatment
is a random variable Y absolutely continuous w.r.t. counting measure and
that we want to maximize the frequency of an specific answer in the sample,
say {Y = 1}. On the one hand, if we apply the treatment to a random
sample of size n we will expect n× P(Y = 1) desired answers. On the other
hand, suppose there is another random variable X, also absolutely continuous
w.r.t. counting measure, that represents the profile of the sample units and
that L(x, y) is known. Then, in order to maximize the number of desired
answers in the sample we may apply the treatment not to any n sample
units, but rather to n sample units with profile xopt = arg max
x∈R
L(x, 1). In
this framework, instead of expecting n × P(Y = 1) desired answers, we will
expect n× P(Y = 1 | X = xopt), which is [L(xopt, 1)− 1]× n more answers.
This example may be extended to the continuous case, in which we want
to maximize the answers in a subset of R and may choose profiles also in a
subset of R. For an application of the Lift Function in statistics see [10].
Nevertheless, the Lift Function is of great relevance not only for market
segmentation or identification of prone individuals in a population, but also
for the study of the dependence between two variables. Indeed, from the
patterns of the Lift Function, it is possible to analyse the raw dependence
between variables, without restricting it to a specific kind of dependence, nor
making assumptions about it.
We leave a few compelling topics for future research. From a statistical
standpoint, besides the application of the Lift Function in specific cases, it
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would be interesting to develop estimation techniques for the Lift Function for
the case in which X and Y are absolutely continous w.r.t. counting measure,
and when their joint distribution is absolutely continuous w.r.t. Lebesgue
measure. From a more theoretical standpoint, it would be interesting to study
the Lift Function for the case in which X and Y are absolutely continuous,
but the support of the singular part of their joint distribution is a fractal
set. Also, one could study the cases in which the Lift Function is not defined
in order to propose a more general definition to it. Finally, it could also be
possible to model the dependence between random variables by modelling
their Lift Function.
We believe that this paper contributes to the state-of-art of variable de-
pendence assessment, proposing a quite general local dependence quantifier
which is applicable to a large class of joint probability distributions. We
believe that there are much more facets to the Lift Function which should be
explored, and that it could be of use not only to assess variable dependence,
but for applications in areas such Stochastic Processes and Machine Learning
(see [10] for example).
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Figure 2: (a) Heatmap of the Lift Function of a standard Bivariate Normal Distribution
with correlation 0.6. (b) Heatmap of the Lift Function of a Circular Bivariate Cauchy
Distribution, i.e., the bivariate distribution with joint density f(x, y) = 1/2pi(1+x2+y2)3/2
for (x, y) ∈ R2.
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