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A dolgozat te´ma´ja e´s szerkeszte´se´nek elve A dolgozatban azokat az eredme´-
nyeket ismertetem, amelyeket pereme´rte´k-feladatok numerikus megolda´sa´ra vonatkozo´
Galjorkin-mo´dszerekkel kapcsolatban - a´ltala´ban ta´rsszerzo˝kkel egyu¨tt - e´rtem el. Ehhez
kapcsolo´do´an ha´rom ku¨lo¨nbo¨zo˝ re´szteru¨letet e´rintek. Az ismertetett a´ll´ıta´sok bizony´ıta´-
sa´t minden esetben mello˝zzu¨k, azonban igyekszu¨nk ezek jelente´se´re e´s gyakorlati hasz-
na´ra ra´mutatni. A munka´ban bizonyos egyensu´lyra to¨rekszu¨nk: a szereplo˝ fogalmakat
megleheto˝sen specia´lis szitua´cio´kban ı´rjuk le, hogy viszonylag keve´s jelo¨le´ssel lehessen
dolgozni, ugyanakkor ele´g a´ltala´nos legyen a ta´rgyala´s ahhoz, hogy a felmeru¨lo˝ matema-
tikai proble´ma´k le´nyege e´rtheto˝ legyen.
A kutata´si teru¨let kapcsolata me´rno¨ki e´s terme´szettudoma´nyi proble´ma´kkal
Haba´r a jelen o¨sszefoglala´s tiszta´n matematikai eredme´nyeket mutat be, a Galjorkin-
mo´dszerek (vagy ve´geselem-mo´dszerek) jo´re´szt gyakorlati jelento˝se´gu¨k miatt va´ltak ne´p-
szeru˝ve´ e´s matematikai vizsga´lat ta´rgya´va´. So˝t, az alkalmaza´s elo˝bbre ja´r, mint a mate-
matikai anal´ızis. Olyan elja´ra´sokat alkalmaznak, amelyek pontos konvergenciasebesse´ge´t
vagy megfelelo˝ norma´ban vett konvergencia´ja´t nem ismerju¨k. Elso˝sorban pontos sza´-
mola´st ige´nylo˝ o¨sszetett gyakorlati feladatok megolda´sa´ra haszna´lnak ilyen mo´dszereket.
Fontosabb pe´ldake´nt eml´ıtheto˝k a ko¨vetkezo˝ket: a´ramla´stani szimula´cio´k, ezzel o¨sszefu¨g-
go˝ terveze´si feladatok, statikai proble´ma´k, fo¨ldtani szerkezetvizsga´latok, elektroma´gneses
hulla´mok terjede´se´nek szimula´cio´ja. So˝t, to¨bb feladat esete´n a pontossa´g sem elegendo˝,
a ko¨zel´ıto˝ megolda´st ugyanis a rendelkeze´sre a´llo´ viszonylag ro¨vid ido˝ alatt kell kisza´-
mı´tani. Fontos pe´lda´k erre az ido˝ja´ra´s-elo˝rejelze´s (belee´rtve hurrika´nok, torna´do´k fejlo˝-
de´se´nek szimula´cio´ja´t), a cunami-elo˝rejelze´s e´s bizonyos eseti szennyeze´sek terjede´se´nek
elo˝rejelze´se.
Jo´re´szt ezek a gyakorlati proble´ma´k adja´k a dolgozatban ismertetett o¨sszes kutata´si
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ira´nnyal kapcsolatos motiva´cio´t.
A dolgozat szerkezete A matematikai bevezete´s uta´n ha´rom re´szre tagolo´dik a mun-
ka. Elo˝szo¨r a ve´geselem-ko¨zel´ıte´sek hiba´ja´nak pontosabb, illetve re´szletesebb becsle´se´-
vel foglalkozom, amely a megfelelo˝ feladatok adapt´ıv numerikus megolda´sa´nak egyik fo˝
komponense. Az eredme´nyeket tartalmazo´ ma´sodik fejezetben a Galjorkin-mo´dszerek
egy modern fejezete´t elemzem: fo˝ eredme´nyke´nt elliptikus pereme´rte´k-feladatok esete´re
olyan norma´ban adok becsle´st, amelynek gyakorlati jelente´se van. Az utolso´ fejezet te´-
ma´ja a to¨rtrendu˝ Laplace-opera´tort tartalmazo´ Poisson-feladat ve´geselem-megolda´sa´nak
vizsga´lata.
A fu¨ggele´kben azokat a jelo¨le´seket sorolom fel, amelyek a dolgozatban to¨bb helyen is
elo˝fordulnak.
Numerikus k´ıse´rletek, tesztek Majdnem minden kapcsolo´do´ publika´cio´ fontos re´-
sze´t ke´pezte´k a numerikus k´ıse´rletek, amelyeket hosszabb-ro¨videbb le´ıra´sban ismerte-
tek. A Poisson-egyenletekkel kapcsolatos kutata´sban ezt Horva´th Tama´s, a Maxwell-
egyenletekkel kapcsolatos ke´t re´szben Davit Harutyunyan ve´gezte. A nemfolytonos
Galjorkin-mo´dszer Maxwell-egyenletekre to¨rte´no˝ alkalmaza´sa´ban ez Sa´rma´ny Domokos,
az egydimenzio´s a´tlagola´st haszna´lo´ fejezete´ben Cso¨rgo˝ Ga´bor munka´ja volt. A to¨rt-
rendu˝ feladatokkal kapcsolatos numerikus k´ıse´rletekhez Szekeres Be´la ı´rta a szu¨kse´ges
programokat.
1.2. Galjorkin-mo´dszerekkel kapcsolatos fogalmak, je-
lo¨le´sek o¨sszefoglala´sa
A megoldando´ feladat A Galjorkin-t´ıpusu´ mo´dszerek azon csala´dja´t vizsga´ljuk, ame-
lyek az
Lu = f (1.2.1)
alakban fel´ırt pereme´rte´k-feladatok numerikus megolda´sa´ra szolga´lnak. A ko¨vetkezo˝ je-
lo¨le´seket to¨bbszo¨r haszna´ljuk a dolgozatban:




• Ω ⊂ Rd egy Lipschitz-tartoma´ny
• u,u,E : Ω → R,Rn az ismeretlen
fu¨ggve´nyek
• f ∈ L2(Ω), f ∈ [L2(Ω)]
n adott fu¨gg-
ve´nyek.
Itt f a peremfelte´tel inhomogenita´sa´t is tartalmazza e´s az L opera´tor szabatos defin´ıci-
o´ja maga´ban foglalja a peremfelte´tel t´ıpusa´t. Minden esetben vastag betu˝kkel jelo¨lju¨k
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azokat a fu¨ggve´nyeket, ismeretleneket, amelyek e´rte´ke nem egydimenzio´s.
1. Pe´lda Poisson-feladat inhomoge´n Dirichlet-peremfelte´tellel.
Legyen n = 1, e´s adott f0 ∈ L2(Ω), g ∈ C(∂Ω) esete´n a megoldando´ feladat{
−∆u(x) = f0(x) x ∈ Ω
u(x) = g(x) x ∈ ∂Ω,
(1.2.2)
ahol feltesszu¨k, hogy le´tezik olyan ug ∈ C
2(Ω¯) fu¨ggve´ny, amelyre ug|∂Ω = g.
Ekkor L = −∆, ahol D(∆) = H2(Ω) ∩H10 (Ω), f = f0 + ∆ug, tova´bba´ H = H
1
0 (Ω).
2. Pe´lda Harmonikus Maxwell-egyenlet homoge´n peremfelte´tellel.
Legyen n = d = 3, e´s adott f ∈ [L2(Ω)]
3, illetve k ∈ R+ esete´n a megoldando´ feladat{
∇×∇× E(x)− k2E(x) = f(x) x ∈ Ω
ν × E(x) = 0 x ∈ ∂Ω.
(1.2.3)
Ekkor Lu = ∇×∇× u− k2u, ahol D(L) = H20 (curl,Ω), tova´bba´ H = H0(curl,Ω).
Minden esetben feltesszu¨k, hogy az (1.2.1) proble´ma´hoz tartozo´ pereme´rte´k-feladat
korrekt kitu˝ze´su˝, e´s a megolda´s egy adott H ⊂ [L2(Ω)]
n Hilbert-te´rben van. A fenti ke´t
pe´lda´ban a H10 (Ω) te´r norma´ja´t ‖ · ‖1, a H0(curl,Ω) te´r norma´ja´t ‖ · ‖curl jelo¨li. Ha az
adott fu¨ggve´nyek a K re´sztartoma´nyon e´rtelmezettek, akkor a ‖ · ‖1,K , ill. a ‖ · ‖curl,K
jelo¨le´seket haszna´ljuk.
A Galjorkin-mo´dszerhez egy integra´la´talak´ıto´ formula´t kell haszna´lnunk, amely ele-
gendo˝en sima fu¨ggve´nyekre - legala´bb egy H-ban su˝ru˝ alte´r elemeire - az (Lu, v) = a(u, v)
egyenlo˝se´get adja valamilyen a : H ×H → R bilinea´ris forma esete´n, ahol (·, ·) jelo¨li az
[L2(Ω)]
n te´r skala´rszorzata´t.
A feladat varia´cio´s (gyenge) alakja Ekkor a ko¨vetkezo˝ feladatot az (1.2.1) proble´-
ma´hoz tartozo´ varia´cio´s feladatnak nevezzu¨k, a mo´dszert pedig Galjorkin-mo´dszernek:
Keresu¨nk olyan u ∈ H fu¨ggve´nyt, amelyre minden v ∈ H esete´n
(Lu, v) = a(u, v) = (f, v). (1.2.4)
Ezen feladat megolda´sa´t az (1.2.1) feladat varia´cio´s vagy gyenge megolda´sa´nak nevezzu¨k.
1. Pe´lda (folytata´s) Keresu¨nk olyan u0 ∈ H
1
0 (Ω) fu¨ggve´nyt, amelyre minden v ∈
H10 (Ω) esete´n
(∇u0,∇v) = (f, v).
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Ekkor az u0 + ug fu¨ggve´ny az (1.2.2) feladat gyenge megolda´sa.
2. Pe´lda (folytata´s) Keresu¨nk olyan E ∈ H0(curl,Ω) fu¨ggve´nyt, amelyre minden
v ∈ H0(curl,Ω) esete´n
(∇× E,∇× v)− k2(E,v) = (f ,v).
Ve´geselem-mo´dszer Az (1.2.4) feladat
”
terme´szetes” diszkretiza´cio´ja´hoz legyen Vh ⊂
H egy ve´ges dimenzio´s alte´r. Most olyan uh ∈ Vh fu¨ggve´nyt keresu¨nk, amelyre minden
vh ∈ Vh esete´n
a(uh, vh) = (f, vh).
Ezt konform Galjorkin-mo´dszernek vagy ve´geselem-mo´dszernek nevezzu¨k. Itt a ve´ges di-
menzio´s Vh alte´r azonos´ıthato´ R
N -nel valamilyen N -re, vagyis az uh-ra vonatkozo´ feladat
egy
Auh = f (1.2.5)
linea´ris egyenletrendszerre vezet. Az ebben szereplo˝ A ∈ RN×N ma´trixot konkre´tan is
megadhatjuk: j-edik sora´nak k-adik eleme nem ma´s, mint a(bk, bj), ahol {bj}j=1,2,...,N a
fenti ve´ges dimenzio´s te´r egy ba´zisa. Hasonlo´an a jobb oldalon az f vektor j-edik eleme
(f, bj).
A ve´geselem-te´r Egy ve´geselem-mo´dszert teha´t az definia´l, hogy megadjuk a Vh ve´-
ges dimenzio´s alteret, pontosabban ezeknek egy csala´dja´t.
Ehhez rendszerint a tartoma´ny egy feloszta´sa´t definia´lja´k (ha Ω egy polito´p, akkor ve-
heto˝ pe´lda´ul egy szimplicia´lis feloszta´s). Minden re´sztartoma´nyon valamilyen foksza´mu´
polinomokat tekintu¨nk u´gy, hogy az ezekbo˝l kapott, az ege´sz feloszta´son definia´lt Vh
te´r elemei folytonosak legyenek. A K re´sztartoma´nyon e´rtelmezett p-edfoku´ polino-
mok vektortere´t Pp+1(K) jelo¨li. To¨bbszo¨r haszna´ljuk a K re´sztartoma´ny nyoma´ra a
Kˆ = {int ∪j 6=0 K¯j ∈ Th : K¯ ∩ K¯j 6= ∅} jelo¨le´st; ld. az 1.2.1 A´bra´t.
3. Pe´lda Osszuk fel a fenti te´gla alaku´ Ω tartoma´nyt az 1.2.1 A´bra´n la´thato´ mo´don
egybeva´go´ ha´romszo¨gekre! Legyen tova´bba´ a bj fu¨ggve´ny olyan, amely a j ra´cspontban
1, mindenhol ma´shol nulla, e´s minden ha´romszo¨go¨n linea´ris! Ekkor a belso˝ ra´cspontok
halmaza´t J-vel jelo¨lve legyen Vh = span ({bj}j∈J), amely nyilva´n re´sze a H
1
0 (Ω) te´rnek.
Az a´bra´n la´thato´ esetben a bj ba´zisfu¨ggve´ny pontosan a j ko¨ru¨li szu¨rke re´sztartoma´nyon
nem nulla.
A´ltala´ban is e´rve´nyes, hogy az Ω tartoma´ny tetszo˝leges Th szimplicia´lis feloszta´sa´n a




1.2.1. a´bra. Egy te´glalap alaku´ tartoma´ny uniform ha´romszo¨g-feloszta´sa, a j csu´cshoz
tartozo´ elso˝rendu˝ Lagrange-ba´zisfu¨ggve´ny tarto´ja, tova´bba´ a K re´sztartoma´ny nyoma.
fu¨ggve´nyhalmaz az H10 (Ω) te´r altere.
Ugra´sok e´s a´tlagok To¨bb alkalommal haszna´ljuk a re´sztartoma´nyok ko¨zo¨s hata´ra´n
definia´lt ugra´s- e´s a´tlagfu¨ggve´nyeket. Ehhez legyen Kj e´s Kk ke´t szomsze´dos re´sztarto-






→ Rd, [[v]]fj,k (x) = νjv(xj) + νkv(xk)
egyenlo˝se´ggel definia´ljuk, ahol a v fu¨ggve´ny x pontban vett Ωj e´s Ωk oldali hata´re´rte´ke´t
v(xj) e´s v(xk) jelo¨li. Ez e´rtelmezheto˝ akkor is, ha v : Ω → R
d t´ıpusu´; ez esetben a
norma´lisokkal valo´ skala´rszorzatot kell tekintenu¨nk. Teha´t vektor e´rte´ku˝ fu¨ggve´ny esete´n
az ugra´s skala´r, skala´r e´rte´ku˝ fu¨ggve´ny esete´n pedig Rd-beli vektor.
Sajnos, ez nem a legszerencse´sebb jelo¨le´s, mert a Heaviside-fu¨ggve´ny ugra´sa esszerint -1.
Maga´to´l e´rteto˝do˝ az a´tlagfu¨ggve´ny defin´ıcio´ja:








A re´sztartoma´nyok hata´rainak halmaza´t F -fel jelo¨lju¨k. Haszna´ljuk me´g a K0 = Ω
c
jelo¨le´st is, mı´g pozit´ıv ege´szekkel a Th elemeit indexelju¨k. Az elso˝ jelo¨le´s aze´rt hasznos,
mert az ugra´sokat e´s a´tlagokat adott peremfelte´telek esete´n a hata´ron is e´rtelmezhetju¨k.
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A sza´mı´ta´si hiba Ha az (1.2.1) feladat megolda´sa´t az (1.2.5) rendszer megolda´sa´val
ko¨zel´ıtju¨k, akkor alapveto˝en ke´tfe´le forra´sbo´l sza´rmazhat a sza´mı´ta´si hiba. Egyre´szt
abbo´l, hogy a megolda´st nem H-ban, hanem Vh-ban keressu¨k, ma´sre´szt abbo´l, hogy a
(rendszerint nagy) linea´ris rendszer megolda´sa nem pontos, so˝t a rendszer fel´ıra´sakor is
ko¨zel´ıte´st haszna´lunk, mert az (f, bj) integra´lokat rendszerint kvadratu´ra´kkal sza´mı´tjuk
ki. Mi csak az elso˝ t´ıpusu´ hiba´val foglalkozunk.
A sza´mı´ta´si hiba cso¨kkente´se A sza´mı´ta´si hiba cso¨kkente´se´hez a fenti Vh alterek
valamilyen csala´dja´t haszna´ljuk.
4. Pe´lda Tekintsu¨k az Ω tartoma´ny olyan szimplicia´lis feloszta´sait, amelyre az
ala´bbiak teljesu¨lnek:
• Ha P csu´csa egy Kj szimplexnek, akkor P csu´csa a Kk szimplexnek is, ha annak
hata´ra´n van.
• Van olyan C konstans, hogy tetszo˝leges feloszta´sban szereplo˝ tetszo˝leges K szimp-
lexre Cρ(K) ≥ diamK, ahol ρ(K) a K-ba ı´rhato´ go¨mb sugara.
A finomı´ta´si elja´ra´sban egy adott ko¨zel´ıte´st kisza´mı´tva rendszerint az ala´bbi leheto˝-
se´gek ko¨zu¨l va´lasztunk:
• Egy vagy to¨bb re´sztartoma´nyt finomı´tunk.
• Egy vagy to¨bb re´sztartoma´nyon a polinomia´lis ba´zist no¨velju¨k.
• Az elo˝zo˝ ke´t le´pe´s mindegyike´t megtesszu¨k.
Hogyan, mi alapja´n hajtsuk ezt ve´gre? Meddig kell ezt tennu¨nk? Nem lehet, hogy
valahol esetleg e´pp durva´bb feloszta´sra volna szu¨kse´g? Hogyan biztos´ıtsuk, hogy a kapott
Vh alterek mindig az eredeti H Hilbert-te´rben legyenek?
A fenti, a hiba minimaliza´sa´la´ra ira´nyulo´ adapt´ıv megolda´si mo´dszer a gyakorlat
szempontja´bo´l ku¨lo¨no¨sen fontos, igaza´bo´l ezen komplex elja´ra´shoz kapcsolo´dik az elso˝
ke´t fejezet te´ma´ja.
Keve´sbe´ nyilva´nvalo´ a nem konform vagy nemfolytonos Galjorkin-mo´dszerek haszna,
hiszen itt a´ltala´ban Vh 6⊂ H. Ez a gyakorlatban azt jelenti, hogy a Vh te´r elemei nem
lesznek folytonosak. Az elja´ra´st bo˝vebben a 3. fejezetben ismertetju¨k.
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2. fejezet
A poszteriori hibabecsle´sek e´s
adapt´ıv mo´dszerek
Ebben a re´szben konform mo´dszerekkel foglalkozunk, e´s feltesszu¨k, hogy a feloszta´scsa-
la´dban szereplo˝ re´sztartoma´nyok egyma´s affin linea´ris ke´pei.
Ba´rmilyen numerikus mo´dszerrel kapcsolatban a legfontosabb ke´rde´s az, hogy az ebbo˝l
kapott ko¨zel´ıte´s hiba´ja mekkora. Ezt a´ltala´ban csak becsu¨lni tudjuk; pontosabban, elo˝-
zetesen, a haszna´lt mo´dszer konvergenciasebesse´ge´t szokta´k megadni, illetve kisza´mı´tani.
Azonban ha egy adott feladat megolda´sa´nak valamilyen ko¨zel´ıte´se´t kisza´moljuk, akkor
joggal va´rhatjuk, hogy ez a plusz informa´cio´ pontosabb becsle´s ele´re´se´t teszi leheto˝ve´. Az
adott ko¨zel´ıte´s fu¨ggve´nye´ben elo˝a´ll´ıtott hibabecsle´seket nevezzu¨k a poszteriori hibabecs-
le´seknek. Fontos k´ıva´nalom, hogy a becsle´s ne csupa´n az ege´sz tartoma´nyon vett hiba´ra
vonatkozzon, hanem az egyes re´sztartoma´nyokon is tudjuk becsu¨lni a hiba´t, hiszen ez a
legfontosabb mennyise´g, amelyet egy-egy konkre´t adapt´ıv mo´dszer sora´n haszna´lunk.






















2.0.1. a´bra. Galjorkin-mo´dszerekhez kapcsolo´do´ adapt´ıv elja´ra´sok sematikus va´zlata.
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2.1. Ne´ha´ny kora´bbi eredme´ny
Egy explicit hibabecsle´s Az elso˝, sze´les ko¨rben ide´zett e´s haszna´lt becsle´st a [5]
munka´ban publika´lta´k. Eszerint, ha (az 1.2.2) feladat megolda´sa´ra ve´geselem-mo´dszert




[diamK]2‖f −∆uh‖20,K + [diamK]‖ [[∇uh]] ‖
2
0,∂K
mennyise´g jo´ ko¨zel´ıte´se a loka´lis hiba´nak abban az e´rtelemben, hogy globa´lis felso˝ becsle´se







η2K . ‖u− uh‖
2
1,Kˆ
+ h2K‖f − Π0,hf‖
2, (2.1.2)
ahol az s1 . s2 rela´cio´ azt jelenti, hogy egy feloszta´sto´l fu¨ggetlen C konstansra s1 . Cs2.
ηK gyorsan kisza´mı´thato´, eze´rt egyes adapt´ıv megoldo´algoritmusokban ma is haszna´lja´k.
Azt reme´lju¨k azonban, hogy pontosabb becsle´s kaphato´ akkor, ha pe´lda´ul a vizsga´lt
re´sztartoma´ny alakja´t is figyelembe vesszu¨k, nem csak egy azon kisza´molt mennyise´get.
Implicit hibabecsle´s A hiba re´szletesebb vizsga´lata´hoz az (1.2.1) egyenlet uh ko¨zel´ıto˝
megolda´sa´nak hiba´ja´ra ı´runk fel egy egyenlo˝se´get:
−∆(u− uh) = f + ∆uh. (2.1.3)
Ez minden re´sztartoma´nyon igaz, csakhogy
• nem ismerju¨k az u− uh hiba´ra vonatkozo´ peremfelte´telt,
• nem tudjuk, hogy a hiba becsle´se´hez a loka´lis egyenletet milyen ve´geselem-te´rben
oldjuk meg.
A fenti proble´ma´kra adott egy-egy konkre´t va´lasz esete´n a hiba becsle´se´t re´sztartoma´-
nyonke´nt egy-egy pereme´rte´k-feladat ve´geselem-megolda´sa´bo´l kapjuk. Mivel a hiba itt
nem adott explicit mo´don, a mo´dszert implicit hibabecsle´snek nevezik az irodalomban.
E´rdemes megjegyezni, hogy a loka´lis proble´ma´kat jo´re´szt Neumann-proble´ma´knak szok-
ta´k va´lasztani.
To¨bb erre vonatkozo´ eredme´ny ismert; elso˝sorban az (1.2.1) egyenlet esete´vel foglal-
koztak. Va´lasszuk elo˝szo¨r a Neumann-peremfelte´telt a klasszikus a´tlagola´si technika´val
, azaz
ν · ∇(u− uh) := ν · {∇(u− uh)} = −ν · {{∇uh} ,
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ahol az utolso´ egyenlo˝se´g csak u ∈ C1(Ω¯)-beli megolda´sokra e´rve´nyes. Ekkor a hiba
becsle´se´re vonatkozo´ loka´lis proble´ma a K re´sztartoma´nyon a ko¨vetkezo˝:{
−∆(u− uh)(x) = f + ∆uh(x) x ∈ K
ν · ∇(u− uh)(x) = −ν · {{∇uh} (x) x ∈ ∂K.
(2.1.4)
Va´lasszuk a Wh(K) ve´ges dimenzio´s teret u´gy, hogy abban a (2.1.4) feladatnak le´tezzen
egye´rtelmu˝ megolda´sa, e´s az o¨sszes to¨bbi K ∈ Th re´sztartoma´nyon is ennek affin ke´pe´t
vegyu¨k. Ekkor teljesu¨l a ko¨vetkezo˝.
2.1.1 Te´tel. A (2.1.4) feladat ηFAK -vel jelo¨lt ve´geselem-megolda´sa a valo´di hiba loka´lis
also´ becsle´se a ko¨vetkezo˝ e´rtelemben:
ηFAK . ‖u− uh‖1,Kˆ






A fenti eredme´nyek e´les´ıtheto˝k abban az esetben, ha a Neumann-peremfelte´telt egy
o¨sszetettebb a´tlagola´si elja´ra´ssal va´lasztjuk, amelyet a GK : Kˆ → K¯ fu¨ggve´ny definia´l.
Erro˝l a gradiens-a´tlagro´l a ko¨vetkezo˝ket tesszu¨k fel.
(A1) Minden u ∈ P(Kˆ) polinom esete´n fenna´ll, hogy
GK(Πhu)(x) = Πh∇u(x) x ∈ K.
(A2) Minden GK(u) csakis u|Kˆ -to´l fu¨gg.
(A3) GK : W
1
∞(Kˆ) → L∞(K) folytonos K-to´l fu¨ggetlenu¨l egyenletesen.
Ennek megfelelo˝en a vizsga´lt loka´lis proble´ma a{
−∆(u− uh)(x) = f + ∆uh(x) x ∈ K
ν · ∇(u− uh)(x) = −ν ·GK(x) x ∈ ∂K.
(2.1.5)
5. Pe´lda A Neumann-peremfelte´telt egy ha´romszo¨g-feloszta´son u´gy definia´ljuk, hogy
a gradiens e´rte´ke egy csu´cson a csu´csot tartalmazo´ ha´romszo¨gek ko¨ze´ppontjaiban vett
gradiensek a´tlaga. Ezuta´n a csu´csok ko¨zt a gradienst linea´ris interpola´cio´val adjuk meg.
Egy extra felte´tel, amely szuperkonvergencia´t jelent, a ko¨vetkezo˝:
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(SC) Van olyan pozit´ıv τ , hogy minden h diszkretiza´cio´s parame´terre
‖∇(uh − Πhu)‖0 ≤ C(u)h
pmin+τ , (2.1.6)
ahol pmin = minK∈Th pK .
Ezen felte´tel teljesu¨le´se nem csupa´n a pontos megolda´s regularita´sa´to´l, hanem a ko¨-
zel´ıte´sben haszna´lt ve´geselem-te´r tulajdonsa´gaito´l is fu¨gg.
Ezeket a felteve´seket haszna´lva igazolta´k (la´sd [29], [30], [1], 4. fejezet) a hibabecsle´s
pontossa´ga´ra vonatkozo´ ko¨vetkezo˝ a´ll´ıta´st.
2.1.2 Te´tel. Tegyu¨k fel, hogy a GK opera´torra teljesu¨lnek az (A1)-(A3) felteve´sek, va-











A ma´sodik becsle´st ro¨viden u´gy mondja´k, hogy a hibabecsle´s aszimptotikusan egzakt.
Azonban ez csak azt a´ll´ıtja, hogy a hibabecsle´sek ne´gyzeto¨sszege pontos becsle´se az
o¨sszes hiba ne´gyzete´nek.
2.2. Saja´t eredme´nyek
Az elo˝zo˝ re´szben kapott eredme´nyek e´les´ıte´se´t a ko¨vetkezo˝ e´szreve´telek alapja´n e´les´ıtju¨k:
• A fenti a´tlagola´si elja´ra´s sora´n a peremfelte´telekben kis foksza´mu´ polinomok je-
lennek meg. Ha pe´lda´ul minden re´sztartoma´nyon p-edfoku´ polinommal ko¨zel´ıtet-
tu¨nk, akkor a gradiens, e´s annak a´tlaga p−1-edfoku´, emiatt az ezekkel fel´ırt loka´lis
Neumenn-proble´ma´k megolda´sa isme´t p-edfoku´. Ugyanakkor az a sza´mı´ta´si tapasz-
talat, hogy ha a ko¨zel´ıte´st egyszer ma´r kisza´moltuk a p-edfoku´ polinomok tere´ben,
akkor a kapott hiba´t egy magasabb foku´ polinomia´lis te´rben e´rdemes keresni.
• Az ismert a´tlagola´si elja´ra´sok a szomsze´dos re´sztartoma´nyokon vett e´rte´keket egyen-
lo˝ su´llyal veszik figyelembe, holott a feloszta´sban lehetse´ges, hogy a ketto˝ ko¨zu¨l az
egyik tartoma´ny sokkal nagyobb.
Ma´sre´szt e´rdekes megvizsga´lni, hogy tova´bbi feladatok esete´n is hasonlo´ mo´don lehet-e a
poszteriori hibabecsle´seket konstrua´lni. Konkre´tan a harmonikus Maxwell-egyenletek te´-
mako¨re´vel foglalkozunk, amelynek adapt´ıv numerikus megolda´sa gyakorlati szempontbo´l
is fontos.
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2.2.1. A Poisson-feladattal kapcsolatos hibabecsle´sek e´les´ıte´se
Ezeket az eredme´nyeket e´les´ıtettu¨k a [15] munka´ban, ahol a{
−∆u(x) + k2u(x) = f0(x) x ∈ Ω
u(x) = 0 x ∈ ∂Ω
(2.2.7)
feladat ve´geselem-megolda´sa´val foglalkoztunk, e´s a megfelelo˝ implicit hibabecsle´sben sze-
replo˝ loka´lis proble´ma´khoz tartozo´ Neumann-peremfelte´teleket definia´ltuk. Aze´rt va´ltoz-
tattuk meg kisse´ a differencia´lopera´tort, hogy ne kelljen a loka´lis proble´ma´hoz tartozo´
ve´geselem-te´rbo˝l a konstans fu¨ggve´nyt kiza´rni.
A fentieken k´ıvu¨l a ko¨vetkezo˝ felteve´ssel e´ltu¨nk:
(A4) GK(uh) maga is gradiens, vagyis van olyan Gp(uh) ∈ W
1
∞(Ω) fu¨ggve´ny, hogy
GK(uh) = ∇Gp(uh)|T .
6. Pe´lda: Tekintsu¨k egy Ω ⊂ R2 tartoma´ny ha´romszo¨gekre valo´ felbonta´sa´t, majd az
uh loka´lisan elso˝foku´ ve´geselem-ko¨zel´ıte´st egy K ha´romszo¨g ha´rom csu´csa´ban, e´s ha´rom
lapszomsze´dja´nak tova´bbi ha´rom csu´csa´ban! Illesszu¨nk erre a hat adatra egy ma´sodfoku´
p polinomot! Legyen a Neumann-peremfelte´tel νK · ∇p a K re´sztartoma´ny hata´ra´n!
7. Pe´lda: Tekintsu¨k egy Ω ⊂ R2 tartoma´ny ha´romszo¨gekre valo´ felbonta´sa´t, majd
az uh loka´lisan ma´sodfoku´ ve´geselem-ko¨zel´ıte´st egy K ha´romszo¨g ha´rom csu´csa´ban, lap-
jainak felezo˝pontjaiban, e´s ha´rom lapszomsze´dja´nak tova´bbi ha´rom csu´csa´ban e´s hat
oldalfelezo˝ pontja´ban! Illesszu¨nk erre a 15 adatra egy harmadfoku´ p polinomot! Legyen
a Neumann-peremfelte´tel νK · ∇p a K re´sztartoma´ny hata´ra´n!
Az ı´gy kapott gradiens-a´tlagbo´l nyert implicit hibabecsle´s pontossa´ga´ro´l szo´l a munka
fo˝ eredme´nye:
2.2.3 Te´tel. Tegyu¨k fel, hogy az (A1), (A2), (A3), (A4) e´s (SC) felte´telek mindegyike






Figyelju¨k meg, hogy a fenti becsle´s finomabb, mint a [29] [30] munka´ban szereplo˝, mert
nem csak azt a´ll´ıtjuk, hogy a re´sztartoma´nyokon vett hibabecsle´sek o¨sszege jo´ becsle´se a
re´sztartoma´nyokon vett o¨sszes hiba´nak, hanem azt is, hogy a becsle´s re´sztartoma´nyon-
ke´nt is pontos. Tova´bba´, ha τ = 0, akkor az (SC) felteve´s automatikusan teljesu¨l, e´s
a 2.2.3 Te´tel a´ll´ıta´sa´bo´l ekkor is konvergencia ko¨vetkezik.
11
Numerikus k´ıse´rletek Ne´ha´ny konkre´t pe´lda´n is megvizsga´ltuk, hogy az itt ismerte-
tett mo´dszer hate´konyabb-e az elo˝zo˝ szakaszban ta´rgyalt egyszeru˝ a´tlagola´si mo´dszerne´l
(FA), illetve a kora´bban le´ırt o¨sszetettebb a´tlagola´si mo´dszerne´l (GA).
Ehhez a (2.2.7) feladatban u´gy definia´ljuk az f0 jobb oldalt, hogy a pontos megolda´s
az egyse´gne´gyzeten u(x, y) = sin 2πx sin 2πy legyen. Az egyse´gne´gyzetet egybeva´go´ ha´-
romszo¨gekre osztottuk, azokon loka´lisan ma´sodrendu˝ Lagrange-elemekkel oldottuk meg
a feladatot. Ne´ha´ny re´sztartoma´nyon o¨sszehasonl´ıtottuk a valo´di hiba´t azzal, amit a
hibabecsle´s adott. A ko¨vetkezo˝ jelo¨le´seket haszna´ltuk:
d(L2,K) :=
(












A ku¨lo¨nbo¨zo˝ mo´dszerekkel kapott kibabecsle´sek o¨sszehasonl´ıta´sa´nak eredme´nye la´thato´































2.2.2. a´bra. Implicit hibabecsle´sek pontossa´ga´nak o¨sszehasonl´ıta´sa a peremfele´tel ha´rom-
fe´le - FA, GA e´s LS (saja´t) - va´laszta´sa esete´n. Vı´zszintes tengelyek: egyes kijelo¨lt
tartoma´nyok sorsza´ma. Fu¨ggo˝leges tengely - bal oldal: a hiba´ra vonatkozo´ pontos pe-
remfele´tel e´s a becsu¨lt peremfelte´tel elte´re´se, azaz d(L2,K). Fu¨ggo˝leges tengely - jobb
oldal: a hiba pontos e´s becsu¨lt e´rte´ke´nek elte´re´se, azaz d(H1K).
Megjegyze´sek: 1. A 6. pe´lda´ban szereplo˝ illeszte´si elja´ra´sna´l egyszeru˝bben is kisza´-
mı´thato´ az ott szereplo˝ gradiens, ha a ha´romszo¨g-feloszta´s egyenletes [15].
2. Az (A4) felteve´sben szereplo˝ folytonossa´g ke´t terme´szetes ko¨vetelme´ny ko¨vetkezme´-
nyeke´nt automatikusan ado´dik [15]. Az ezekkel valo´ sza´mola´st az teszi kisse´ bonyolultta´,
hogy a Kˆ alaku´ nyomok ko¨zt a´ltala´ban nem le´tes´ıtheto˝ affin linea´ris bijekcio´.
12
3. Mivel a hibabecsle´seket hate´kony sza´mı´ta´sokban kell felhaszna´lnunk, le´nyeges, hogy
a mo´dszer ne csak kello˝en pontos, hanem gyors is legyen. Gyakorlatilag a mo´dszer
re´sztartoma´nyonke´nt egy-egy linea´ris rendszer megolda´sa´t ige´nyli. A´ltala´ban a re´sztar-
toma´nyok e´s az egyes referencia-tartoma´nyok ko¨zo¨tti transzforma´cio´k adottak, gyakran
egyetlen ma´trix inverze´t elegendo˝ kisza´mı´tani, egye´bke´nt csak ma´trixszorza´sokat kell
ve´gezni. So˝t, a merevse´gi ma´trix o¨sszea´ll´ıta´sa sem o¨sszetett, hiszen a ba´zisfu¨ggve´nyek
loka´lisak.
2.2.2. A poszteriori hibabecsle´sek harmonikus Maxwell-egyenletekre
I.
Adott f ∈ [L2(Ω)]
3 esete´n az{
∇×∇× E(x)− k2E(x) = f(x) x ∈ Ω
ν × E(x) = 0 x ∈ ∂Ω.
feladat Eh ve´geselem-megolda´sa´nak eh := E− Eh hiba´ja´t keressu¨k.
A feladat a poszteriori hibaanal´ızise´nek alapja a ko¨vetkezo˝ a´ll´ıta´s: Minden v ∈
H0(curl, K) esete´n
(∇× eh,∇× v)− k
2(eh,v) = (rK ,v) + (R,v)∂K ,
ahol rK = f − ∇ × ∇ × Eh + k
2uh|K e´s RK = νK × [[∇× Eh]]. Itt haszna´ltuk a ∇×
opera´torra vonatkozo´ Green-formula´t.
Ugyancsak ennek seg´ıtse´ge´vel nyerju¨k, hogy tetszo˝leges K ∈ Th esete´n az E − Eh
hiba´ra fenna´ll ko¨vetkezo˝ egyenlo˝se´g:
Minden v ∈ H0(curl, K) esete´n
(∇× eh,∇× v)K − k
2(eh,v)K =
= (f ,v)− (νK ×∇× E,v)∂K − (∇× Eh,∇× v)K + k
2(Eh,v)K .
(2.2.10)
Itt a jobb oldalon a νK ×∇×E mennyise´g ismeretlen, amit a szomsze´dos lapokon vett
e´rte´kek a´tlaga´val ko¨zel´ıtettu¨nk, majd a kapott proble´ma´t ve´geselem-mo´dszerrel egy lo-
ka´lis VK ve´geselem-te´rben oldottuk meg. Az ı´gy kapott implicit hibabecsle´sro˝l igazoltuk,
hogy hiba´ra vonatkozo´ loka´lis also´ korla´tke´nt haszna´lhato´:
2.2.4 Te´tel. Tetszo˝leges VK esete´n a (2.2.10) feladat eˆK ve´geselem-megolda´sa´ra teljesu¨l,
hogy valamilyen, a feloszta´sparame´terto˝l fu¨ggetlen C konstansra
‖eˆ‖2




+ (diamK)2‖rK − ΠhrK‖
2




Numerikus k´ıse´rletek Az implicit hibabecsle´s konkre´t megvalo´s´ıta´sa´hoz meg kell ad-
nunk a ve´geselem-teret, amelyben az eredeti Eh ko¨zel´ıte´st, illetve a hiba´ra vonatkozo´
loka´lis proble´ma´t megoldjuk. A [16] munka´ban az eredeti Vh te´r a Ne´de´lec-elemek kocka-
felbonta´sra e´rtelmezett elso˝ csala´dja volt, amely egy-egy kocka´n 12 dimenzio´s (ugyanis
az e´leknek feleltet meg ba´zisfu¨ggve´nyeket). A loka´lis megolda´shoz haszna´lt ve´geselem-te´r
kilenc ba´ziseleme´t pedig a ko¨vetkezo˝ hozza´rendele´ssel adtuk meg - az (x, y, z) te´rva´lto-
zo´kat, valamint a h(w) = w(1− w) hozza´rendele´ssel definia´lt fu¨ggve´nyt haszna´lva):
((1− x)h(y)h(z), 0, 0) (xh(y)h(z), 0, 0) (h(x)h(y)h(z), 0, 0)
(0, (1− y)h(x)h(z), 0) (0, yh(x)h(z), 0) (0, h(x)h(y)h(z), 0)
((1− z)h(x)h(y), 0, 0) (zh(x)h(y), 0, 0) (h(x)h(y)h(z), 0, 0)
• Elso˝ tesztfeladat: Ebben az esetben Ω = (−1, 1)3, tova´bba´ a pontos megolda´s E =




akkor teljesu¨l, ha ǫ > 0. Ennek megfelelo˝en nagyja´bo´l 1/2-edrendu˝ konvergencia´t
tapasztaltunk a ‖·‖curl-norma´ban, tova´bba´ a loka´lis hiba´k becsle´se e´ppen ott adott
nagy e´rte´ket, ahol valo´ban nagyok voltak a loka´lis hiba´k.
• Ma´sodik tesztfeladat: A k´ıse´rletet ebben az esetben az Ω = (−1, 1)3 \ [0, 1]3 tarto-
ma´nyon (Fichera-kocka) ve´geztu¨k olyan esetben, amikor a peremfelte´teleket u´gy va´-





legyen. Itt is nagyon jo´l kimutatta az implicit hibabecsle´s azokat a helyeket, ahol a
relat´ıv hiba nagy volt. h = 1
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finomsa´gu´ feloszta´sna´l a valo´di hiba minden esetben
mintegy 1,7-szerese volt a becsu¨ltnek. Ezt az eredme´nyt szemle´lteti a 2.2.3 a´bra.
Az ezekhez tartozo´ numerikus szimula´cio´kat egy hibrid program seg´ıtse´ge´vel hajtottuk
ve´gre, amelyben a linea´ris rendszerben szereplo˝ ma´trixot egy C++ nyelven ı´rt elja´ra´s
seg´ıtse´ge´vel a´ll´ıtottuk o¨ssze, mı´g a rendszer megolda´sa´t egy Matlab-szubrutin ve´gezte.
Mindke´t esetben jo´l haszna´lhato´ teha´t a hibabecsle´s adapt´ıv elja´ra´shoz, mert e´p-
pen azokban a re´sztartoma´nyokban jelez relat´ıve nagy sza´mı´ta´si hiba´t, ahol az a to¨bbi
re´sztartoma´nyon levo˝ hiba´hoz ke´pest nagy.
2.2.3. A poszteriori hibabecsle´sek harmonikus Maxwell-egyenletekre
II.
A [14] munka´ban az anal´ızist kisse´ kellett megva´ltoztatni, hogy az a tetrae´der-feloszta´s
esete´re is alkalmazhato´ legyen. A dolgozat legfontosabb elme´leti eredme´nye´ben kimu-
tattuk, hogy a hibabecsle´sben szereplo˝ loka´lis proble´ma´khoz tartozo´ linea´ris feladatok
egyenletesen jo´l kondiciona´ltak. Itt az eredeti ko¨zel´ıte´shez mindig elso˝rendu˝ klasszi-


















2.2.3. a´bra. Sza´mı´ta´si hiba´k nagysa´ga (eK = ‖e‖K,curl) az egyes re´sztartoma´nyokban
(bal oldal) e´s a sza´mı´ta´si hiba´k becsle´se (δK) a le´ırt implicit mo´dszerrel (jobb oldal) a
Fichera-kocka egy h = 1
16
oldalhosszu´ egyenletes kocka-feloszta´sa´n. Vı´zszintes tengely: a
tesztfeladat sora´n kiva´lasztott re´sztartoma´nyok sorsza´ma.
ba´zist haszna´ltunk. Az implicit hibabecsle´s alapja´n adat´ıv megolda´si elja´ra´st is javasol-
tunk, illetve futtattunk. Az elja´ra´s le´nyege az volt, hogy a tetrae´derek azon t´ız sza´zale´ka´t
jelo¨ltu¨k meg finomı´ta´sra, ahol a hibabecsle´s a legnagyobb e´rte´ket adta.
Numerikus k´ıse´rletek Elo˝szo¨r itt is tesztfeladaton vizsga´ltuk a hibaindika´tor pontos-
sa´ga´t. Ehhez a re´sztartoma´nyonke´nti pontos hiba e´s becsu¨lt hiba korrela´cio´ja´t sza´moltuk
ki, amely nagyon ko¨zel volt 1-hez. A k´ıse´rleti anal´ızisben ezt a mo´dszert me´g nem la´ttuk,
pedig tala´n a legjobb me´ro˝sza´m annak eldo¨nte´se´re, hogy egy hibaindika´tor haszna´lhato´-e
adapt´ıv finomı´ta´shoz. Az o¨sszes re´sztartoma´nyon a te´nyleges e´s a becsu¨lt hiba´t mutatja
a 2.2.3 a´bra. Az adapt´ıv elja´ra´s implementa´cio´ja megleheto˝sen o¨sszetett volt. Egy ku¨lso˝
szoftver osztotta a tartoma´nyt tetrae´derekre, e´s ve´gezte a finomı´ta´st az a´ltalunk megje-
lo¨lt tetrae´derek ko¨ru¨l. Ugyanis nem lehetse´ges csak egyes tetrae´dereket finomı´tani (ld.
a ko¨vetkezo˝ fejezetet). Ko¨zben arra is u¨gyelni kell, hogy a feloszta´scsala´dban ne alakul-
janak ki olyan tetrae´derek, amelyek a´tme´ro˝je tu´l nagy a be´ırhato´ go¨mb sugara´hoz ke´pest.
A hate´kony hibabecsle´snek ko¨szo¨nheto˝en ez az o¨sszetett algoritmus is kb. t´ızszer
gyorsabbnak bizonyult, mint a tartoma´ny egyenletes finomı´ta´sa´val kapott hibacso¨kkento˝
mo´dszer, azaz adott (kis) hiba ele´re´se´hez mintegy 10-szer kevesebbet kellett sza´molni.
Tova´bbi feladatok, ke´rde´sek
A teru¨let legfontosabb ke´rde´se az, hogyan lehet egyse´ges anal´ızist adni a hp-mo´dszerekre,
amelyeket a 2.0.1 a´bra´n szemle´ltettu¨nk. Azaz hogyan lehet a konkre´t hibabecsle´st is
felhaszna´lva az adapt´ıv elja´ra´st le´pe´senke´nt u´gy ve´grehajtani, hogy a sza´mı´ta´si hiba
exponencia´lisan cso¨kkenjen a sza´mı´ta´si ido˝ fu¨ggve´nye´ben. Erre csak az uto´bbi ne´ha´ny
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2.2.4. a´bra. Implicit hibabecsle´s eredme´nye´nek (fent) e´s a te´nyleges hiba´nak (lent) o¨ssze-
hasonl´ıta´sa elemenke´nt a ‖ · ‖curl,K-norma´ban. Vı´zszintes tengely: az egyes K re´sztarto-
ma´nyok sorsza´ma.
e´vben sikeru¨lt va´laszt kapni ne´ha´ny egyszeru˝ esetben, a megfelelo˝ elme´let azonban nagyon
bonyolult [24]. Ugyanakkor ilyen mo´dszereket keresu¨nk a gyakorlatban, eze´rt k´ıse´rletileg




A nemfolytonos Galjorkin-mo´dszerek matematikai vizsga´lata a numerikus anal´ızis egy
modern fejezete; a te´mako¨rt re´szletes elme´leti ha´tte´rrel ta´rgyalo´ elso˝ monogra´fia nemre´g
jelent meg [11].
Ilyen mo´dszereket jellemzo˝en az alkalmaza´sokban felmeru¨lo˝, nehe´z sza´mı´ta´si felada-
tokban haszna´lnak komplex a´ramla´si proble´ma´k, le´gko¨ri, fo¨ldtani szimula´cio´k ve´grehaj-
ta´sa´hoz. Aze´rt va´lasztja´k a gyakorlatban ezt az elja´ra´st, mert a sza´mı´ta´sban haszna´lt
tartoma´ny adapt´ıv finomı´ta´sa e´s a loka´lis polinomia´lis ko¨zel´ıte´s rendje´nek va´ltoztata´sa
ezzel a mo´dszerrel dolgozva gyakorlatilag korla´toza´s ne´lku¨l ve´grehajthato´. Ugyanez a
hagyoma´nyos ve´geselem-mo´dszerekkel dolgozva rendk´ıvu¨l nehe´zkes.
Ke´t olyan esetet szemle´ltetu¨nk, ahol a k´ıva´nt finomı´ta´s (egy p, illetve egy h t´ıpusu´)
a folytonos Galjorkin-mo´dszer kerete´ben nem hajthato´ ve´gre.
A mo´dszer matematikai szempontbo´l aze´rt jelent kih´ıva´st, mert a hagyoma´nyos (foly-
tonos vagy helyesebben konform) Galjorkin-mo´dszerekto˝l elte´ro˝en a ko¨zel´ıto˝ megolda´st
olyan alterekben keressu¨k, amelyek nem re´szei annak a (jellemzo˝en Szoboljev-) te´rnek,
ahol a megolda´snak lennie kell. Mindez akkor jelentkezik, ha ma´sodrendu˝ differencia´l-
opera´torokro´l van szo´, ahol a megolda´sro´l valamilyen regularita´st tudunk, illetve felte´te-
lezu¨nk.
Lehetse´ges az is, hogy az (1.2.1) feladat megolda´sa eleve nemfolytonos vagy a megol-
da´s regularita´si tulajdonsa´ga´t nem ismerju¨k. So˝t, alkalmaza´sokban olyan rendszerek is
elo˝fordulnak, ahol az ismeretlen egyik komponense folytonos, a ma´sik pedig esetleg nem.
Egy ilyen pe´lda numerikus megolda´sa´nak hibaanal´ızise´t ke´sz´ıtettu¨k el a [27] munka´ban.
3.1. Egy konkre´t mo´dszer e´s az ezzel kapcsolatos ko-
ra´bbi eredme´nyek
A mo´dszert e´s a kapcsolo´do´ fo˝bb eredme´nyeket a ma´sodrendu˝ linea´ris elliptikus pereme´rte´k-










3.0.1. a´bra. Adapt´ıv finomı´ta´si elja´ra´sok, amelyeket csak nemfolytonos fu¨ggve´nyeket tar-
talmazo´ ve´geselem-terekben ve´gezhetu¨nk. A sza´mok a loka´lis polinom-foksza´mokat jel-
zik. Bal oldal: p-finomı´ta´s egy uniform ha´romszo¨gra´cson, jobb oldal: h-finomı´ta´s egy
uniform ne´gyzetra´cson.
A ve´geselem-te´r Legyen most a (2.2.7) feladat numerikus megolda´sa´hoz
Vh = Ph,k =
{
u ∈ L2(Ω) : u|Kj ∈ Pkj(Kj) ∀Kj ∈ Th
}
,
ahol Pkj(Kj) jelo¨li a Kj re´sztartoma´nyon legfeljebb kj-edfoku´ polinomok vektortere´t. Itt
k = (k1, k2, . . . ), valamint h = (h1, h2, . . . ), ahol hj = diamKj, e´s legyen h = minj hj. A
Vh te´r elemei nem felte´tlenu¨l folytonosak, vagyis Vh 6⊂ H
1
0 (Ω), azaz a megfelelo˝ Galjorkin-
mo´dszer nem lesz konform. Ez leheto˝ve´ teszi azokat a finomı´ta´si elja´ra´sokat, amelyeket
a 3.0.1 a´bra´n va´zoltunk.
A bilinea´ris forma A bu¨nteto˝tagot tartalmazo´ (IP) Galjorkin-mo´dszert a ko¨vetkezo˝
bilinea´ris forma´val definia´ljuk:
aIP,s(u, v) = (∇hu,∇hv)−({∇hu}} , [[v]])F−({∇hv} , [[u]])F+σf,s
∑
f∈F
([[u]] , [[v]])f . (3.1.1)
A mo´dszert az definia´lja pontosan, ha megadjuk a σf,s mennyise´get, ami a standard
mo´dszerne´l C
diam f
alaku´, ahol gyakran a C = 10 va´laszta´ssal e´lnek. A fentiekben s ∈ R+
egy alkalmas parame´ter.
Hasonlo´ mo´dszerek ege´sz csala´dja´t definia´lta´k e´s elemezte´k a [4] munka´ban, amelyet
a te´mako¨rben alapcikknek tekintenek. Az itt szereplo˝ anal´ızisben feltette´k, hogy a pon-
tos megolda´sra u ∈ H2(Ω) teljesu¨l, ami furcsa, hiszen nemfolytonos fu¨ggve´nyekkel valo´
ko¨zel´ıte´sto˝l azt va´rna´nk, hogy egy nem sima megolda´st is pontosan ko¨zel´ıt.
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A bu¨nteto˝tag A C parame´ter megfelelo˝ va´lszta´sa´nak ce´lja aIP,s ellipticita´sa´nak e´s ı´gy
a kapott ve´gesdimenzio´s feladat egye´rtelmu˝ megoldhato´sa´ga´nak biztos´ıta´sa. A [2] mun-
ka´ban elemezte´k, hogy C ro¨gz´ıtett e´rte´ke esete´n milyen re´sztartoma´nyok haszna´lhato´k.
Mindez elkeru¨lheto˝, ha a σf,s =
C
(diam f)s
va´laszta´ssal e´lu¨nk, ahol s ≥ 3; ld. [7]. Azon-
ban a tu´lzottan nagy bu¨nteto˝tag miatt a kapott linea´ris rendszer rosszul kondiciona´lt
lesz. Eze´rt a gyakorlatban fontos ke´rde´s optima´lis nagysa´gu´ C parame´tert tala´lni. Egy
konkre´t esetben Maxwell-egyenletekre ezt a ke´rde´st is vizsga´ltuk a [23] munka´ban.





Ez a norma azonban egy matematikai mu˝terme´k, amelynek ma´r csak aze´rt sem lehet
gyakorlati jelente´se, mert a ko¨zel´ıte´sben haszna´lt parame´terto˝l fu¨gg. Az L2-norma´ban
vett hibabecsle´s viszont a fentiek ko¨vetkezme´nye. Ke´t egyma´sto´l fu¨ggetlen munka [8],
[10] eredme´nyeke´nt a hiba´t a teljes va´ltoza´s norma´ban is tudjuk becsu¨lni.
Annak ellene´re, hogy a nemfolytonos Galjorkin-mo´dszereket szinte minden t´ıpusu´
proble´ma´ra a´ltala´nos´ıtotta´k, az elme´let kerete tova´bbra is az [11], amit itt va´zoltunk.
3.2. Saja´t eredme´nyek
Az a´ltalunk folytatott vizsga´lat [9], [17] ce´lja a mo´dszer anal´ızise´nek e´les´ıte´se a ko¨vetkezo˝
ke´rde´sekre adott va´laszokkal.
• Hogyan kaphatunk egy (3.1.1) alaku´ bilinea´ris forma´t a leheto˝ legkevesebb heurisz-
tikus gondolattal?
• Hogyan va´lasszuk meg a C parame´tert, illetve az utolso´ tagot ahhoz, hogy az
aIP,s : Vh × Vh → R bilinea´ris forma elliptikus legyen?
• Nem lehet-e a pontos megolda´sra vonatkozo´ felte´telt elhagyni?
• Nem lehetse´ges-e a hate´kony sza´mı´ta´st e´s a H1(Ω)-beli hibabecsle´st o¨tvo¨zni, azaz
nemfolytonos ko¨zel´ıte´sekbo˝l valamilyen mo´don lehet-e H1(Ω)-beli konvergencia´t
kapni?
Tala´n az utolso´ ke´rde´s a legfontosabb, ugyanis az alkalmaza´sokban a H1-fe´lnorma vagy
norma gyakran az energia´nak felel meg.
8. Pe´lda O¨sszenyomhatatlan folyade´kok o¨rve´ny- e´s forra´smentes a´ramla´sa´t a ∆u = 0
Laplace-egyenlettel ı´rhatjuk le, ahol u a sebesse´g potencia´lja, ı´gy ∇u a sebesse´g, vagyis
ρ
2
|u|2H1 a mozga´si energia, ahol ρ a folyade´k su˝ru˝se´ge.
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Az anal´ızis alapo¨tlete Az anal´ızis alapo¨tlete az utolso´ ke´rde´sbo˝l sza´rmazik. Ugyanis
egy nemfolytonos udG ko¨zel´ıte´sbo˝l u´gy kaphatunk folytonosat, ha ehelyett a ηh ∗ udG-
vel jelo¨lt simı´tott ko¨zel´ıte´st tekintju¨k, ahol az ηh fu¨ggve´nyt a ke´so˝bbiekben adjuk meg.
Le´teznek is erre vonatkozo´ eredme´nyek az irodalomban, amelyek azonban csak az ‖u −
ηh ∗ udG‖0 norma vagy enne´l is gyenge´bb norma becsle´se´re vonatkoznak [19], [20].
A simı´tott fu¨ggve´nyek ve´ges dimenzio´s tere´re haszna´ljuk a Vη,h = {ηh ∗ v : v ∈ Vh}
jelo¨le´st. Le´nyeges e´szreve´tel, hogy Vη,h ⊂ H
1
0 (Ωh), ahol Ωh = {x ∈ R
d : d(x,Ω) < ǫ}.
Pro´ba´ljuk meg a diszkretiza´lt feladatban eleve az ηh ∗ udG fu¨ggve´nyt keresni, azaz
tekintsu¨k a ko¨vetkezo˝ ke´t feladatot!
• Keresu¨nk olyan udG ∈ Vh fu¨ggve´nyt, amellyel minden vdG ∈ Vh esete´n
aη(udG, vdG) := (∇(ηh ∗ udG),∇(ηh ∗ vdG)) = (f, ηh ∗ vdG).
• Keresu¨nk olyan ηh ∗ udG ∈ Vη,h fu¨ggve´nyt, amellyel minden ηh ∗ vdG ∈ Vη,h esete´n
(∇(ηh ∗ udG),∇(ηh ∗ vdG)) = (f, ηh ∗ vdG). (3.2.2)
A ke´t feladatbo´l nyert megolda´s ugyanaz, de jo´l mutatja az anal´ızis fo˝ gondolata´t:
mı´g az elso˝ nem konform mo´dszer, e´s ı´gy udG kisza´mı´ta´sa´t egyszeru˝ adapt´ıv algoritmu-
sokkal ve´gezhetju¨k, addig a ma´sodik konform ko¨zel´ıte´st jelent, vagyis az erre vonatkozo´







0 |x| > hs,
defin´ıcio´val adott simı´to´fu¨ggve´nyt haszna´ljuk, ahol Bhs,d a d dimenzio´s h
s sugaru´ go¨mb
te´rfogata´t jelo¨li. Fontos, hogy
∫
Rd
ηh = 1, valamint ηh ∗ · : Vh → C(R
d) loka´lis a´tlagola´st
jelent.
Az anal´ızis elso˝ fontos te´tele a ko¨vetkezo˝ [17]:
3.2.5 Te´tel. Ha 3s > d+2, akkor van olyan h0 ∈ R
+, hogy minden olyan Th-ra, amelyre
min{diamK : K ∈ Th} = h < h0 e´s minden u, v ∈ Vh esete´n teljesu¨l, hogy
|aIP,s(u, v)− aη(u, v)| . h
s−1(1 + h3s−d−2)‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖.
Ezt haszna´lva va´laszt kaphatunk azonnal arra is, hogyan vezethetju¨k le az aIP,s bilinea´ris
forma´t:
• Haszna´ljuk a konform a(ηh ∗ u, ηh ∗ v) bilinea´ris forma´t, amely azonos aη(u, v)-vel.
• Mivel a loka´lis a´tlagok kisza´mı´ta´sa miatt ez bonyolult alaku´, haszna´ljuk helyette
egy jo´ ko¨zel´ıte´se´t, ami a fenti te´tel szerint e´ppen aIP,s.
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A mo´dszerben itt az a heurisztikus elem, hogy a simı´ta´shoz a leheto˝ legegyszeru˝bb a´tla-
gola´sopera´tort va´lasztottuk.
A te´tel va´laszt ad arra a ke´rde´sre is, hogy aIP,s mikor elliptikus, hiszen aη defin´ıcio´
szerint az, e´s legkisebb saja´te´rte´kei becsu¨lheto˝k. A 3s > d+ 2 felte´tel alapja´n be tudjuk
teha´t az s parame´ter e´rte´ke´t a´ll´ıtani u´gy, hogy aIP,s elliptikus legyen. I´gy az ismert s = 3
korla´t helyett jo´val enyhe´bbet kapunk.
Az anal´ızis egy eszko¨ze Az anal´ızis legfontosabb eszko¨ze a disztribu´cio´elme´let. Az
aη bilinea´ris forma vizsga´lata´hoz az abban szereplo˝ ∇(ηh ∗ u) mennyise´get a ko¨vetkezo˝
mo´don alak´ıthatjuk a´t:
∇(η ∗ u) = ηh ∗ (∇u) = ηh ∗ (∇hu + [[[u]]]). = ηh ∗ ∇hu + ηh ∗ [[[u]]] .
Itt ∇u a disztribu´cio´s, amelynek (mint Radon-me´rte´knek) Lebesgue-felbonta´sa´t vettu¨k,
ahol ∇h jelo¨li a re´sztartoma´nyonke´nti gradiens opera´tort, [[[u]]] pedig a fenti me´rte´k szin-
gula´ris re´sze´t.
E´rdekes eredme´ny, hogy d ≥ 2 esete´n ηh ∗ [[[u]]] nemcsak regula´ris, hanem me´g foly-
tonos is. So˝t re´szletes sza´mola´ssal a C konstans e´rte´ke´t is megkaphatjuk; d = 2 esete´n
C = 16
3π2
h−s, d = 2 esete´n pedig C = 3
5
h−s.
A d = 1 eset vizsga´lata´hoz [9] feltesszu¨k, hogy az ugra´s a nulla helyen van, azaz
u ∈ C(Ω \ {0}) Ekkor ∇u szingula´ris re´sze [[u]] (0) · δ, ahol δ a nulla pontra koncentra´lt
Dirac-disztribu´cio´. Ekkor
ηh ∗ [[[u]]] = −ηh ∗ ([[u]] (0)δ) = − [[u]] (0)ηh,
vagyis




amibo˝l ma´ris la´tszik az aIP,s bilinea´ris forma utolso´ tagja´nak alakja.
Az elme´let fo˝ eredme´nye a ko¨vetkezo˝ [17]:
3.2.6 Te´tel. A 3.2.5 te´tel felte´teleivel az aIP,s bilinea´ris forma´bo´l kapott uIP,s ko¨zel´ıte´s
loka´lis a´tlaga kva´zioptima´lis a H1(Ω)-fe´lnorma´ban, azaz
‖∇(u− ηh ∗ uIP,s)‖ . inf
vh∈Ph,k
‖u− ηh ∗ vh‖1 +O(h
s− 1
2 ) + max
j
hdΩj‖ηh ∗ g − g0‖.
A te´tel alapja´n az utolso´ ke´rde´sre is va´laszt adhatunk:
• Tekintsu¨nk az aIP,s bilinea´ris forma´t a fenti C egyu¨tthato´kkal, e´s sza´mı´tsuk ki a
nemfolytonos udG ko¨zel´ıte´st.
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• Vegyu¨k ennek loka´lis a´tlaga´t, azaz sza´mı´tsuk ki a ηh ∗ udG mennyise´get. Ez a
H1-fe´lnorma´ban a megolda´s kva´zioptima´lis ko¨zel´ıte´se lesz.
Megjegyze´sek: Tova´bbi vizsga´latok szu¨kse´gesek ahhoz, hogy az infvh∈Ph,k ‖u−ηh∗vh‖1
tagra a h e´s k parame´terek fu¨ggve´nye´ben becsle´st adjunk. Hasznos lenne ugyanis a 3.2.6
te´telben szereplo˝ hibakorla´tot explicitebb mo´don megadni.
Hasznos volna a mo´dszerhez tartozo´ a poszteriori hibabecsle´st is adni. Ebbo˝l ugyanis a
ma hszna´lt hp-mo´dszerek alternat´ıva´ja´t lehetne kidolgozni; egy olyan algoritmust, ahol a
finomı´ta´si elja´ra´s korla´toza´s ne´lku¨l vg´rehajthato´, ugyanakkor a terme´szetes energianor-
ma´ban konvergens megolda´st kapunk.
Numerikus k´ıse´rletek A fenti elja´ra´shoz csak egy dimenzio´s esetben ve´geztu¨nk nu-
merikus k´ıse´rleteket. Ekkor ugyanis explicit mo´don megadhato´ az aη bilinea´ris forma,
ami ı´gy o¨sszehasonl´ıthato´ a hagyoma´nyos aIP,s bilinea´ris forma´val. Ez leheto˝ve´ teszi,
hogy a 3.2.5 te´telben szereplo˝ ko¨zel´ıte´st ko¨zvetlenu¨l is tesztelju¨k. Emellett vizsga´ltuk
a 3.2.5 te´telben a´ll´ıtott konvergenciarendet is. A szimula´cio´k mindke´t esetben megero˝s´ı-





A to¨rtrendu˝ diffu´zio´s feladatok vizsga´lata´nak ke´rde´sko¨re gyakorlati megfigyele´sekbo˝l in-
dult. Kideru¨lt ugyanis, hogy olyan folyamatok, amelyek dinamika´ja´t kora´bban diffu´-
z´ıvnak gondolta´k, egya´ltala´n nem ı´gy viselkednek. Ilyen k´ıse´rleti eredme´nyeket ı´rtak le
pe´lda´ul ku¨lo¨nbo¨zo˝ plazma a´llapotu´ anyagok mozga´sa´t, szennyezo˝de´sek terjede´se´t, zsa´k-
ma´nyt kereso˝ a´llatok mozga´sa´nak dinamika´ja´t megfigyelve. Ezek alapja´n kritikusan kell
tekintenu¨nk sok hagyoma´nyos reakcio´-diffu´zio´ modellre.
A szimula´cio´k e´s ku¨lo¨nbo¨zo˝ fizikai meggondola´sok alapja´n a´ltala´nosan elfogadott,
hogy a diffu´zio´s egyenletben szereplo˝ Laplace-opera´tor helyett ezekben az esetekben an-
nak valamilyen hatva´nya´t kell alkalmazni. Ez persze ı´gy nem pontos, ugyanis a Laplace-
opera´tor defin´ıcio´ja´hoz meg kell adni annak e´rtelmeze´si tartoma´nya´t, amit a legto¨bb
gyakorlati esetben az elo˝´ırt peremfelte´tel t´ıpusa hata´roz meg, ld. 1. Pe´lda. So˝t, me´g a{
(−∆)αu(x) = f0(x) x ∈ Ω
u(x) = 0 x ∈ ∂Ω
(4.0.1)
feladat sem korrekt kitu˝ze´su˝. Ugyanis (−∆)α
”
nem loka´lis” opera´tor, azaz valamilyen
(−∆)αu(x) kisza´mı´ta´sa´hoz szu¨kse´g van u e´rte´ke´re x egy ko¨rnyezete´ben. Hogy lehet va-
lamilyen valo´s jelense´g modelljeke´nt korrekt mo´don kitu˝zni, e´s hate´konyan megoldani
ilyen feladatokat? Ez volt a fo˝ ke´rde´s sza´munkra ezen a kutata´si teru¨leten. Megjegyez-
zu¨k, hogy ez a te´mako¨r az uto´bbi e´vekben nagyon divatossa´ va´lt, sza´mtalan publika´cio´
la´tott napvila´got, a to¨rtrendu˝ differencia´lopera´torokat hulla´megyenletekben, illetve ku¨-
lo¨nbo¨zo˝ nemlinea´ris feladatokban is alkalmazza´k. Gyakran az ido˝ szerinti deriva´ltro´l
teszik fel, hogy to¨rtrendu˝ opera´tor. Mi ezzel az esettel nem foglalkoztunk, ugyanis nem
la´tszik, hogy teljesu¨lnek-e erre is a ku¨lo¨nbo¨zo˝ megmarada´si to¨rve´nyek. Megjegyezzu¨k,
hogy a to¨rtrendu˝ diffu´zio´s egyenletek te´mako¨re szorosan kapcsolo´dik az anal´ızis egy re´gi
fejezete´hez, a to¨rtrendu˝ anal´ızishez. Itt azonban kora´ntsem egye´rtelmu˝ a to¨rtrendu˝ deri-
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va´lt fogalma, ma´sre´szt ma´r a ve´ges differencia´kkal adott numerikus ko¨zel´ıte´se is nagyon
o¨sszetett.
4.1. Ne´ha´ny kora´bbi eredme´ny
A feladatok kitu˝ze´se Sajnos, a numerikus megolda´st vizsga´lo´ szerzo˝k gyakran fi-
gyelmen k´ıvu¨l hagyja´k azt az alapveto˝ ko¨vetelme´nyt, hogy pontosan meg kell adni a
megoldando´ feladatot, e´s ha lehet, igazolni kell, hogy az korrekt kitu˝ze´su˝. Neves folyo´-
iratokban is to¨bb olyan cikk jelent meg, ahol a (4.0.1) proble´ma numerikus megolda´sa´t
vizsga´lja´k ane´lku¨l, hogy a peremfelte´telekkel foglalkozna´nak. A peremfelte´telek e´rtelme-
ze´se´nek nehe´zse´ge az elme´letbo˝l is la´tszik. Ha csupa´n alacsony rendben deriva´lhato´ a
keresett megolda´s, akkor a vizsga´lt tartoma´ny pereme´n nem is biztos, hogy e´rtelme van a
megolda´s pontbeli e´rte´keinek. A leginka´bb a´tla´thato´ e´s valo´s modellre e´pu¨lo˝ megko¨zel´ıte´s
a [12] munka´ban tala´hato´ nemloka´lis anal´ızis.
Ve´ges differencia mo´dszer Ba´r a dolgozat te´mako¨re´to˝l kisse´ elte´r, a Galjorkin-
mo´dszer motiva´cio´ja mindenke´pp a ve´ges differencia´kkal kapott ko¨zel´ıte´s sora´n ado´do´
to¨bbfe´le proble´ma. A jelento˝s a´tto¨re´s ezen a teru¨leten a [18] munka volt, ahol stabil e´s
konvergens ve´ges differencia ko¨zel´ıte´st ı´rtak le. A nemloka´lis tulajdonsa´g abban tu¨k-
ro¨zo˝dik, hogy a ve´ges differencia´kban az o¨sszes oszto´pontot figyelembe kell venni, e´s a
megfelelo˝ linea´ris rendszerben kapott ma´trix is telt lesz.
A leggyakrabban homoge´n Dirichlet-peremfelte´telt tekintenek, amelyet a numerikus
szimula´cio´k sora´n u´gy vesznek figyelembe, hogy a tartoma´ny hata´ra´n e´s azon k´ıvu¨l is
minden e´rte´ket nulla´nak vesznek. Ebben a keretben a Neumann-peremfelte´tel esete´t
nem is tudta´k kezelni.
Galjorkin-mo´dszer Terme´szetesen meru¨l fel az o¨tlet, hogy Galjorkin-t´ıpusu´ diszk-
retiza´cio´val is pro´ba´lkozzunk a numerikus megolda´s sora´n. A ve´geselem-ko¨zel´ıte´s to¨bb
okbo´l is hasznosabb a to¨rtrendu˝ egyenletek esete´re. Egyre´szt aze´rt, mert komplexebb tar-
toma´nyon is ve´gezheto˝k ko¨zel´ıte´sek, e´s a fentiekben is ismertetett adapt´ıv elja´ra´sokkal
gyors konvergencia reme´lheto˝ a klasszikus diffu´zio´s opera´tor esete´hez hasonlo´an. Ma´s-
re´szt a peremfelte´tel bee´p´ıte´se a bilinea´ris forma´ba teljesen terme´szetes mo´don teheto˝
meg, tova´bba´ ezzel a folytonos proble´ma is ko¨nnyen la´thato´ mo´don korrekt kitu˝ze´su˝.
Ennek ellene´re a to¨rtrendu˝ diffu´zio´s egyenletek megolda´sa´nak ve´geselem-ko¨zel´ıte´se
keve´sse´ kidolgozott teru¨let. Ennek fo˝ oka valo´sz´ınu˝leg egy elme´leti nehe´zse´g, me´gpe-
dig az, hogy az (1.2.4) integra´la´talak´ıto´ formula csak specia´lis esetben a´ll rendelkeze´s-
re. Egyszeru˝bben kifejezve: szu¨kse´g volna egy to¨rtrendu˝ Laplace-opera´torra vonatkozo´
Green-formula´ra. Ehhez kapcsolo´dik a ke´tfe´le eddig le´ırt mo´dszer egyike is: a [13] mun-
ka´ban egy dimenzio´s szitua´cio´ban dolgozta´k ki a megfelelo˝ elme´letet e´s a hozza´ tartozo´
numerikus mo´dszert is. A ma´sik megko¨zel´ıte´s [22] tetszo˝leges dimenzio´ban mu˝ko¨dik,
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ugyanakkor nagyon o¨sszetett. A le´nyege, hogy a vizsga´lt tartoma´nyra egy hengert emel-
ve annak felsz´ıne´n vett Dirichlet–Neumann-opera´torral azonos´ıthato´ a to¨rtrendu˝ deri-
va´la´s opera´tora. A megfelelo˝ nyom-te´telek miatt itt to¨rtrendu˝ Szoboljev terekben kell
az anal´ızist e´s a hibabecsle´st elve´gezni. So˝t, a hibabecsle´st (a dimenziona´lisan bo˝v´ıtett)
henger-tartoma´nyon kapjuk, ahol a kiterjesztett feladat ki volt tu˝zve.
Egy a´ltala´nos o¨tlet: ma´trixtranszfomra´cio´ Mind a ve´ges differencia-mo´dszerek,
mind Galjorkin-mo´dszerek esete´n a ko¨vetkezo˝, egyszeru˝ elja´ra´st javasolta´k: Ha a hagyo-
ma´nyos, Dirichlet-peremfelte´tellel ella´tott Laplace opera´tor ve´geselem-diszkretiza´cio´ja´hoz
az Ah ma´trixot haszna´ljuk, akkor ennek to¨rtrendu˝ verzio´ja´hoz az Ah ma´trix megfelelo˝
hatva´nya´t kell majd haszna´lni. Ennek kapcsa´n hate´kony elja´ra´sokat ı´rtak le ma´trixhat-
va´nyok kisza´mı´ta´sa´hoz [28].
4.2. Saja´t eredme´nyek
4.2.1. Ve´ges differencia-mo´dszerek, korrekt kitu˝ze´su˝ feladatok
Az egy dimezio´s esetben a [25] munka´ban a to¨rtrendu˝ diffu´zio´s proble´ma´t a Dirichlet-,
illetve a Neumann-peremfelte´tel esete´nek megfelelo˝en kiterjesztettu¨k R-re e´s ott igazol-
tuk, hogy a kiterjesztett proble´ma korrekt kitu˝ze´su˝, valamint megolda´sa´nak az eredeti
tartoma´nyra valo´ leszu˝k´ıte´se olyan, hogy teljes´ıti a k´ıva´nt peremfelte´teleket. Ehhez kap-
csolo´do´an egy ve´ges differencia mo´dszert is megadtunk, igazoltuk annak konvergencia´ja´t
a ‖ · ‖∞ norma´ban. Ezt re´szleteiben nem ismertetju¨k, mert nem kapcsolo´dik szorosan a
dolgozat fo˝ te´mako¨re´hez.
4.2.2. Galjorkin-mo´dszer, ma´trixtranszforma´cio´
A [26] munka´ban az volt a ce´lunk, hogy a ma´trixtranszforma´cio´ mo´dszere´nek helyesse´ge´t
igazoljuk, e´s annak konvergenciarendje´t megadjuk. A bevezeto˝ben eml´ıtett o¨tlet alapja´n




formula´val definia´ljuk, ahol Π0,h : L2(Ω) → Vh mero˝leges vet´ıte´s.





























Itt Hα(Ω) jelo¨li a (4.0.1) feladat (−∆D)
−α : L2(Ω) → L2(Ω) megoldo´opera´tora´nak e´r-
te´kke´szleteke´nt kapott Szoboljev-teret [22]. Mivel eleve csak az L2-norma´ban vett kon-
vergencia´t igazoljuk, ezt mine´l pontosabban szeretne´nk. A Laplace-opera´torra vonat-
kozo´ Galjorkin-mo´dszerre fenna´ll ugyanis, hogy ha a megolda´s ele´g sima, akkor az L2-
norma´ban vett ko¨zel´ıte´s magasabb rendu˝, mint a terme´szetes H1-norma´ban vett. Ezt
a´ltala´nos´ıtja ezen fejezet fo˝ eredme´nye:
4.2.7 Te´tel. Tegyu¨k fel, hogy a pontos u = (−∆D)
−αf megolda´sra u ∈ H1+s(Ω). Ekkor
a fenti uh,α = A
−α
h Π0,hf numerikus megolda´s kva´zi-optima´lis az L2-norma´ban, vagyis
‖u− uh,α‖0 ≤ Ch
α(s+1)‖f‖0.
A bizony´ıta´s alapo¨tlete a ko¨vetkezo˝ eredme´ny [3], [6] felhaszna´la´sa:
4.2.8 Te´tel. Ha A, E pozit´ıv, kompakt, o¨nadunga´lt opera´torok valamilyen H Hilbert-
te´ren e´s α ∈ [0, 1], akkor
‖(A + E)α − Aα‖ ≤ ‖E‖α.
A konkre´t sza´mı´ta´sok ve´grehajta´sa´val kapcsolatban nehe´zse´g, hogy az anal´ızis ar-
ra az esetre vonatkozik, amikor a ve´geselem-te´r ba´zisa ortogona´lis. Eze´rt a sza´mı´ta´si
algoritmus kisse´ o¨sszetettebb a szoka´sosna´l:
• Kisza´mı´tjuk valamilyen standard {b2} ve´geselem-ba´zisban az (1.2.5) linea´ris fel-
adatban szereplo˝ f jobb oldalt, a B2 to¨megma´trixot (amelynek [k, j] indexu˝ eleme
(b2,j, b2,k)) e´s az A ma´trixot.
• Cholesky-felbonta´st haszna´lva kisza´mı´tjuk azt az S−1 ma´trixot, amelyre SB2S
T =
I, azaz B2 = S
−1(ST )−1.
• Transzorma´ljuk a jobb oldalt: f1 := S
−1f e´s a linea´ris feladatban szereplo˝ ma´trixot:
A1 = S
−1A(ST )−1.
• Megoldjuk az Aα1x1 = f1 egyenletet, amely az ortogonaliza´lt ba´zisban adja meg a
ko¨zel´ıte´st.
• x2 = (S
T )−1x1 lesz a keresett ko¨zel´ıte´s a ”
terme´szetes” {b2} ba´zisban.
Numerikus k´ıse´rletek A tesztfeladat az Ω = (−1, 1)× (−1, 1) \ [0, 1]× [0,−1] tarto-
ma´nyon definia´lt {
(−∆)αu(x) = λ1Φ1(x) x ∈ Ω
u(x) = 0 x ∈ ∂Ω
(4.2.3)
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proble´ma volt, ahol λ1 jelo¨li a −∆D opera´tor legkisebb saja´te´rte´ke´t, Φ1 pedig az ehhez
tartozo´ saja´tfu¨ggve´nyt. Ekkor
(−∆D)









vagyis az u = (λ1)
1−αΦ1 fu¨ggve´ny a (4.2.3) feladat egye´rtelmu˝ megolda´sa.
A teszt ve´grehajta´sa´hoz a λ1 saja´te´rte´ket ku¨lo¨n, finom feloszta´son ko¨zel´ıtettu¨k in-
verz itera´cio´val. Egy egyenletes ne´gyzet-feloszta´son a standard bilinea´ris Lagrange-
ba´zisfu¨ggve´nyeket haszna´ltuk, a Cholesky-felbonta´st pedig a Matlab bee´p´ıtett szubru-
tinja sza´molta.
AzAα2 ma´trixhatva´nyt a saja´te´rte´k-felbonta´s alapja´n sza´mı´tottuk ki szinte´n a Matlab-
fu¨ggve´ny haszna´lata´val.
Mivel Φ1 ∈ H
5
3 (Ω) (ez a maxima´lis Szoboljev-index), eze´rt a te´tel alapja´n α = 0, 7
esete´n 3,5
3
≈ 1, 17 a va´rt konvergenciarend az L2-norma´ban. Ehhez ke´pest kisebbet
kaptunk, a rend a numerikus k´ıse´rletek sora´n 1,03 - 1,07 volt.
Azt is elleno˝riztu¨k, hogy a Cholesky-felbonta´s kisza´mı´ta´sa a sza´mı´ta´si ido˝ csak nagyon
kis re´sze´t teszi ki.
Megjegyze´sek: 1. Le´tezik a ma´trixhatva´nyt ko¨zvetlenu¨l kisza´mı´to´ szubrutin is, ez
azonban nagyon pontatlannak bizonyult.
2. A k´ıse´rletben kapott alacsonyabb konvergenciarend lehet annak ko¨vetkezme´nye is,
hogy az analitikus megolda´st sem adtuk meg pontosan.
3. A ma´trixhatva´nyoza´sra szolga´lo´ hate´kony algoritmusok kidolgoza´sa a numerikus line-
a´ris algebra ma is sokat vizsga´lt te´mako¨re.
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Jelo¨le´sek
Ω ⊂ Rd: a tartoma´ny, ahol a megoldando´ PDE adott
Th: az Ω tartoma´ny egy feloszta´sa
K,Kj: a Th feloszta´sban szereplo˝ egy-egy re´sztartoma´ny, K0 = Ω
c
fj,k = K¯k ∩ K¯j: a Kj e´s Kk re´sztartoma´nyok ko¨zo¨s lapja
νj: a Kj re´sztartoma´nybo´l kifele´ mutato´ norma´lis
Kˆ = {int∪j 6=0K¯j : K¯ ∩ K¯j 6= ∅}: a K re´sztartoma´ny nyoma




fj,k: re´sztartoma´nyok ko¨zo¨s lapjainak o¨sszesse´ge
Vh: ve´geselem-te´r
Πh : L2(Ω) → Vh: ve´geselem interpola´cio´ a Vh te´rre.
(·, ·): az [L2(Ω)]
n te´rbeli skala´rszorzat
‖u‖s,K = ‖u‖Hs(K), ‖u‖s = ‖u‖Hs(Ω)
H(curl,Ω) = {u ∈ [L2(Ω)]
3 : ∇× u ∈ [L2(Ω)]
3}, ‖u‖curl =
√
‖u‖20 + ‖∇ × u‖
2
0
s1 . s2: van olyan C > 0 feloszta´sparame´terto˝l fu¨ggetlen konstans, hogy s1 ≤ Cs2.
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Ko¨szo¨netnyilva´n´ıta´s
Itt azoknak fejezem ki ko¨szo¨netemet, akiknek javaslata´t ko¨vetve a fenti e´rdekes te´ma´kkal
megismerkedtem, e´s akikkel egyu¨tt dolgoztam.
Elso˝ke´nt Lagzi Istva´n La´szlo´nak (BME, Fizikai Ke´mia Tansze´k) tartozom ezzel, akivel
a kutata´si ido˝szak eleje´n sokat vizsga´ltuk e´s modelleztu¨k a Liesegang-t´ıpusu´ minta´zatok
ke´pzo˝de´se´nek jelense´ge´t. A hata´lyos szaba´lyzat miatt az ebbo˝l ke´szu¨lt munka´k jelento˝s
re´sze´t a habilita´cio´s elja´ra´s sora´n nem lehetett figyelembe venni. To˝le kaptam a javaslatot
e´s ehhez kapcsolo´do´ naprake´sz irodalomjegyze´ket a to¨rtrendu˝ egyenletek proble´mako¨re´-
nek gyakorlati ke´rde´seivel kapcsolatban, amelybo˝l a jelenlegi kutata´s indult.
Ma´sodszor Jaap van der Vegt (University of Twente) seg´ıtse´ge´t ko¨szo¨no¨m meg, aki a
Maxwell-egyenletek numerikus megolda´sa´nak te´mako¨re´re, az a poszteriori hibabecsle´sek
le´nyeges szerepe´re h´ıvta fel a figyelmemet, tova´bba´ sokat tanultam to˝le a nemfolytonos
Galjorkin-mo´dszerekkel kapcsolatban. Az a´ltala le´trehozott csoport munka´ja´ba bekap-
csolo´dva volt lehetse´ges az o¨sszetett numerikus szimula´cio´kat tartalmazo´ munka´kat el-
ke´sz´ıteni. Sza´mos gyakorlati tana´ccsal is seg´ıtette a munka´mat mind progamoza´sbeli
re´szletek, mind tudoma´nyos munka´k, pa´lya´zatok elke´sz´ıte´se´vel kapcsolatban.
Ve´gu¨l Szekeres Be´la doktoranduszomnak mondok ko¨szo¨netet, akinek a to¨rtrendu˝ diffu´zio´s
feladattal kapcsolatos o¨tletei e´s a ma´trixtranszforma´cio´s mo´dszer alkalmazhato´sa´ga´nak
felismere´se o¨szto¨ke´lt arra, hogy to¨bbet foglalkozzam ezzel a teru¨lettel.
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