Abstract-An important problem in current computational systems biology is to analyze models of biological systems dynamics under parameter uncertainty. This paper presents a novel algorithm for parameter synthesis based on parallel model checking. The algorithm is conceptually universal with respect to the modeling approach employed. We introduce the algorithm, show its scalability, and examine its applicability on several biological models.
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INTRODUCTION
U NDERSTANDING of biological organisms dynamics is a challenging topic methodologically targeted by computational systems biology [1] . The main goal is to reconstruct executable quantitative models that robustly mimic the dynamics of the biochemical machinery underlying living systems. Such models are traditionally built in deterministic framework of population dynamics (given by ordinary differential equations-so-called ODE models [2] ). In order to obtain reliable quantitative models, parameters which significantly affect the system dynamics, such as reaction rates or concentration values, need to be specified exactly.
It is a well-known issue that measurement of most quantitative parameters in vitro/in vivo is hardly possible. In general, the level of detail at which parameter values can be measured is very poor in comparison to the level of detail needed for a quantitative model. An example is measuring protein production rates, which vary with different regulation modes arising during protein transcription. To this end, abstract modeling approaches that focus on qualitative properties of the dynamics are developed. These approaches lift the granularity of model parameter values to qualitative domains, e.g., Boolean or multivalued logic values [3] , [4] .
Efficient analysis of biological models under parameter uncertainty is an important topic in current computational systems biology and it provides a fundamental cornerstone for synthetic biology [5] . Traditional approaches to identification of parameter values are represented by parameter estimation algorithms based on least-squares or maximum likelihood methods of fitting the model parameters to experimental data [6] . Computational systems biology provides specifically tuned parameter estimation methods based on optimization of traditional methods to the specific characteristics of biologically relevant ODE models [7] , [8] .
Another commonly used method that helps investigating the role of model parameters is bifurcation analysis [9] , [10] , [11] based on identifying variations of model dynamics with respect to certain bifurcations.
In the field of hybrid systems and control theory, the problem of parameter estimation is reformulated as parameter synthesis problem [12] . The goal is to find parameter values that ensure satisfaction of a given safety property. The problem has been solved by employing many different approaches, some of which are based on reachability analysis [13] , model checking [14] , [15] , and numerical simulations [16] .
Automated methods of searching for optimal and robust sets of kinetic parameters w.r.t. required dynamic properties form an important precursor to successful model reconstruction in systems biology. A significant contribution to this field provided by computer science is based on model checking-a technique well established in the domain of automated verification of software and hardware system designs [17] . The aim of model checking is to automatically show whether the system design (the model) is compliant w.r.t. the given set of required properties (the specification). The specification is stated in a temporal logic and a model checking algorithm is then employed to decide whether the specification is valid for the revised model or not. In the negative case, a counterexample showing the incorrect behavior of the model is returned. Typical workflow employing model checking is depicted in Fig. 1 
(left).
It is worth noting that biological systems are in many aspects similar to complex parallel software and hardware systems. Since parallelism introduces nondeterminism into possible program executions, dynamics of parallel programs becomes hardly predictable. Such intricacy is inherent in biological systems. With respect to this similarity, the system engineering scenario can be slightly modified and adapted for biological systems, as suggested, e.g., in [18] .
Following the analogy mentioned above, the computeraided workflow for reconstruction of biological models can be reset as depicted in Fig. 1(right) . After the model structure is reconstructed in the form of a biological network, the problem of finding appropriate values of kinetic parameters typically arises. In this stage, wet-lab measurements capturing observations of the organism dynamics can be collected and represented in the form of temporal specification. Some tools automatizing this process already exist, e.g., [19] , rapid development in this domain is expected in near future. The general advantage of temporal specification is its ability to focus on certain qualitative aspects of observed behavior [20] (e.g., temporal ordering of events qualitatively characterizing important moments in the system dynamics). By executing model checking w.r.t. the specification over every possible parameter settings of the model, any unacceptable parameter set can be automatically rejected. Since the final goal is to find all admissible parameter settings w.r.t. the given specification, this procedure is reduced to general parameter synthesis problem as understood in hybrid systems, provided that the reference property is not limited to safety properties only, but extended to any general temporal property. Once a robust model is available, the original system engineering scenario can be revisited and directly employed for the synthesis of a new organism tuned w.r.t. the given requirements [14] .
When the specification in the scenario mentioned above is entirely synthesized from experimental observations, the proposed approach basically degrades to traditional parameter estimation methods [7] . In order to maximize the gain from the computer-scientific framework, we need to utilize the process of property specification. In particular, temporal properties w.r.t. which parameters are synthesized can be viewed as global properties independent of particular setting of initial conditions (initial values of the state variables). An example of such property is a presence of multiple steady states. The global view provides biologists a tool which, for a given model and a given property, computes the maximal set of parameter values for which the model entirely fulfills the property. Such an approach is complementary to traditional approaches based on a numerical simulation [21] , [22] .
It is important to note that there are several levels of complexity that significantly affect the tractability of parameter synthesis for biological models. First, the procedure requires consideration of all possible settings of parameters-points in the parameter space. The size of parameter space grows exponentially with the number of unknown parameters. Second, during each model checking phase-analysis of the model with particular parameter settings-the dynamics of the model has to be explored. More precisely, the state space of the model, which grows exponentially with the number of state variables, has to be traversed in each model checking phase. It is also worth noting that tractability of the method presumes the finiteness of parameter space and state space. In the case of abstract discrete models such as Boolean networks, this is ensured directly by definition, while in the case of continuous ODE models, a suitable finite discrete abstraction of the state space is necessary. There are several abstraction methods defined for several classes of ODE models that fit the format of many biological models [4] , [23] . By defining such an abstraction on the state space, the suitable finite discretization of the parameter space is usually achieved directly [14] , [24] .
Given the complexity of the problem and the need for comprehensive large-scale models, there is a natural call for development of techniques prepared to perform efficiently on high-performance computing platforms [25] . Moreover, individual levels of complexity can be significantly reduced in the average case. The parameter space size is typically treated by means of symbolic parameter space representation [14] , [24] , which is highly dependent on the modeling approach employed. For example, techniques defined in [24] use unique properties of piecewise affine ODE models [4] , whereas techniques in [14] are developed for multiaffine ODE models. In general, symbolic representation of the parameter space may in certain cases significantly improve the efficiency of the parameter synthesis but at the price of loosing the universality. The complexity caused by the state space size can be reduced by either symbolic or enumerative parallel techniques. The achieved efficiency is again highly dependent on the modeling approach, character of models, and the properties considered. In the case of biological models, symbolic techniques were successfully employed for abstract logical (qualitative) models [24] whereas enumerative parallel techniques have proved to be fruitful for quantitative models [26] . In systems engineering supported by formal methods, the system is constructed in a three-phase process: stating of the system requirements (the specification), developing a model (design) for which model checking is used to ensure that the design is correct w.r.t. the specification, and finally, the system is constructed (programmed) according to the correct model. (Right) In systems biology based on formal methods, the complex biological system is examined by several wet-lab experiments the results of which can be captured in the form of qualitative (or quantitative) temporal properties. Parameterized model is reconstructed from the structure of the biological network. Finally, the model checking method is employed for synthesis of reliable parameter values that fit the in vitro/in vivo observations and additional requirements.
Our Contribution
In this paper, we contribute to the domain of computational biology by developing a new scalable and universal algorithm for parameter synthesis w.r.t. linear temporal specification.
Scalability. Algorithm is designed for parallel architectures, its power is demonstrated in terms of a multicore data-parallel implementation. The computation scales with the increase in number of cores and thus allows handling of large parameter spaces in reasonable computation time.
Universality. The algorithm is universal in terms that it works on any finite state transition system with parameterizations that affect directly the transition relation. In particular, it implies independence of the modeling approach employed.
Our approach is based on enumerative model checking techniques and implicit representation of state space and parameter space. The central idea of our algorithm is considering the state space as a single object which is universal with respect to parameter valuations. If we denote each parameter valuation by a distinct color and assume that the respective (valuation-specific) state space has all its transitions marked by this color, we can construct a global state space as a union of all the valuation-specific state spaces. Since different parameter settings affect the model dynamics, which is entirely represented by state transitions, the parameter space is completely projected onto the transition relation defined on the universal state space. In this setting, our solution to the parameter synthesis problem is based on analysis of infinite monocolored paths in a graph with multicolored edges. Since in many parameterizations, small perturbations in parameter values lead to small locally distributed variations in the transition relation, the respective monocolored graphs can exhibit significant similarity. For parameterizations amenable to such property, our algorithm achieves good efficiency in the average case.
The presentation proceeds as follows: in Section 2, we briefly recall two different modeling approaches on which we further examine our algorithm. We consider a purely discrete (qualitative) approach based on Boolean networks and a quantitative approach based on piecewise multiaffine abstraction of continuous ODE models. Further, we formulate the parameter synthesis problem and introduce the central notion of a parameterized Kripke structure (PKS) that unifies a family of state spaces sharing the same set of states but differing in some transitions. In Section 3, we present the universal algorithm for linear temporal logic (LTL) model checking of PKSs. In Section 4, we provide several case studies that show the applicability of the proposed approach to real biological models. Finally, the parallel shared-memory implementation of our algorithm is described and evaluated in Section 5.
Related Work
The very first algorithm for parameter synthesis of ODE models employing model checking over discrete abstractions has been introduced by Batt and colleagues in [14] and [15] . The work defines a general technique for finite partitioning of the parameter space into classes of behaviorally equivalent valuations. We employ this technique for quantitative models in a restricted form-we consider rectangular partitioning provided that only linearly independent parameters can be considered unknown. This restriction has been employed purely due to implementation efficiency-we avoided the use of computationally expensive algorithms [14] , [15] which would be otherwise necessary for more complicated parameter spaces.
The algorithm in [14] is sequential and relies on execution of two model checking procedures per each class of valuations. In the average case, the number of analyzed parameter classes can be reduced by suitable BDD representation of the parameter space. On the contrary, our algorithm is based on a principally different idea. Enumerative LTL model checking procedure (reduced to detection of accepting cycles in the model-property product automaton) is employed directly on a graph that compactly represents the dynamics of all valuations. The computational effort can be significantly reduced in the average case due to small variations in subgraphs corresponding to different valuations. Moreover, we take the advantage of the choice of enumerative model checking and develop a parallel algorithm that accelerates the computation with the increasing number of CPUs.
The traditional approach based on numerical simulation is employed in [21] . Numerical simulation produces approximation of trajectories generated with respect to a given starting point in the model phase space-the initial condition. In contrast to that work, the abstraction procedure employed in this paper allows model checking of global dynamic properties-the initial condition is generalized to any compact subset of the phase space.
Batt et al. [24] target the piecewise affine framework adapted to regulatory networks. The notion of uncertainty is lifted to a higher level of abstraction provided that qualitative (symbolic) valuation is considered. In comparison, our approach is universal in the sense of working on both quantitative and qualitative parameters. We do not employ symbolic techniques to compact the parameter space representation but rather use an explicit representation of parameters in terms of parameterized transition relation. This is a crucial aspect which allows us to distribute the computation among multiple threads. Such a distinction is similar to difference between symbolic and enumerative model checking algorithms. In particular, symbolic representation is one of the ways of fighting the state explosion. We employ another way based on parallel enumerative algorithms. The advantage we obtain is the scalability.
Aforementioned approaches come from a large group of methods for hybrid systems analysis. Owing to the nonlinear character of studied systems, these methods are usually applicable only to certain subclasses of biological models. The approach in [27] supports arbitrary nonlinear ODE models. It is based on a hybrid approach built on sensitivity analysis. Approaches [12] , [13] , [15] inherently rely on reachability analysis in hybrid systems and are sufficiently applicable only to piecewise affine or multiaffine systems. These algorithms technically rely on computing reachability for parameterized systems by means of polyhedral operations. This restricts the parameter synthesis procedure to safety properties only (liveness properties, e.g., oscillations, for which any contradicting counterexample is an infinite path requiring monotonous time progress, can be considered only in special cases [14] ). On the contrary, our approach is purely a graph-based technique that works directly at the level of discrete state space. Parameter synthesis is realized in terms of general model checking over Kripke structures (KSs) with parameterized transition relation. This setting allows application of our algorithm to hybrid and continuous models, provided that a suitable finite discrete abstraction of continuous parts is possible. Again, for this domain of quantitative models, the applicability of our algorithm is reduced to piecewise affine and multiaffine systems, for which such abstractions exist [23] .
In the case of discrete (Boolean) modeling approaches, usage of model checking for guiding synthesis of admissible parameters has been originally targeted in [18] with a tool support described in [28] . The approach uses the naive algorithm of separate model checking for every parameter valuation of the model. Here, we revisit the same parameterization, but with a computational approach that can significantly reduce the execution time. Moreover, our algorithm adds scalability when executed on a multicore platform.
Finally, it is worth noting that a notion similar to parameterized Kripke structure has been also mentioned in the context of hardware verification, in particular, to capture delay parameters in logical circuits [29] , [30] . Our notion is conceptually different, since we define parameterized Kripke structure as a general structure that encapsulates the family of Kripke structures for each possible valuation of the parameters. In our case, parameterization targets the entire transition relation.
METHODS AND DEFINITIONS
Qualitative Modeling Approach
As a significant representative of qualitative dynamics modeling approaches in biology, we consider Thomas' extension of Boolean networks [3] , designed for discrete modeling of genetic regulatory networks (GRNs). In particular, we employ the discrete framework according to GINsim tool [31] . The Boolean model is determined by the structure (topology) of the GRN and the regulatory logic that controls the network dynamics. The Boolean model is defined as a tuple B ¼ hG; ; ; ; Li where . G ¼ ðV ; EÞ is a directed graph with vertices V ¼ fg 1 ; . . . ; g n g denoting genes and set of edges E V Â V denoting regulations. . ðeÞ 2 fþ; Àg denotes the type of regulation e 2 E: positive (þ) or negative (À). . ðeÞ 2 IN !1 denotes the activation threshold of e 2 E.
. ðg i Þ 2 IN !1 denotes the maximum expression level of g i 2 V determining the expression domain f0; . . . ; ðg i Þg. . L is regulatory logic defined as the set L ¼ fK i;R j 1 i n; R fv 2 V j hv; g i i 2 Egg where K i;R denotes target expression level of g i when regulated by all genes in R, 0 K i;R ðg i Þ. In Fig. 2(left) , there is depicted a simple model representing interactions between two genes. Since maximum expression levels of both genes are set to 1, the model is purely Boolean. Gene A, when expressed above the activation threshold, positively regulates the expression of B (K B;fAg ¼ 1). Regulation type as well as the activation threshold is depicted in the label of the respective edge. B is not expressed when A is inactive (K B;; ¼ 0). Gene A, when expressed above threshold 1, blocks its own expression (K A;fAg ¼ 0). Otherwise, it is expressed (K A;; ¼ 1).
Once the regulatory logic is set, the semantics in terms of the state transition system capturing the dynamics of a network B can be defined as the tuple BT SðBÞ ¼ hS; T ; S 0 i where S ¼ Q n i¼1 f0; . . . ; ðg i Þg is set of states with S 0 S being initial states and T S Â S is the transition relation defined as follows: First, we denote the level of g i in the state s 2 S by l i ðsÞ. Assume there is a regulation e ¼ hg i ; g j i 2 E between genes g i ; g j . We say that g i is a resource for g j in s if ðeÞ ¼ þ and l i ! ðeÞ, or ðeÞ ¼ À and l i < ðeÞ. Let Reðs; g i Þ denote the set of all resources of g i in s. There is transition s ! s 0 according to the following rules:
. If there exists u such that K u;Reðs;g u Þ > l u , then
The presented semantics requires that the level of at most one gene can be affected in a single transition. This represents the so-called asynchronous semantics [3] , [32] . Example of the transition system is given in Fig. 2(right) .
For model parameterization, we consider parameters K i;r denoting the target regulatory levels of the genes. As it has been discussed in [18] , finding the appropriate values of these parameters is a critical task. Formally, we define the parameterized Boolean model B as a tuple h; G; ; ; ; Li where L is a set of unknown parameters. Denote by IðÞ the set of parameter indices, IðÞ ¼ fhi; Ri j K i;R 2 g. The parameter space for B (the set of valuations of ) is defined as P ¼ Q hi;Ri2IðÞ f0; . . . ; ðg i Þg. Note that once the target level K i;R is supposed to be unknown, then all its possible values have the range of all g i expression levels.
Quantitative Modeling Approach
By employing the law of mass action [2] that describes quantitatively the population (deterministic) view of the system behavior, dynamics of any biochemical reaction network can be quantitatively modeled in terms of a system of coupled nonlinear ordinary differential equations (ODE system). The regulatory interactions are usually modeled by means of rational polynomial functions (Hill kinetics) appearing in right-hand side of equations [33] . State variables are evaluated as species concentration in continuous domain provided that there is one differential equation per each variable describing the rate of change of the state variable in an infinitesimal interval of time.
Regarding the need for a finite discrete abstraction of the continuous state space due to computational reasons stated in Section 1, we consider a class of ODE systems for which such an abstraction exists [23] . In particular, we consider piecewise multiaffine ODE systems [14] . Under this class, it is possible to express biochemical systems with chemical reactions in which the stoichiometric coefficients of all reactants are at most 1. Moreover, the (nonlinear) rational polynomial functions driving the regulatory kinetics can be expressed under this class by means of piecewise linear approximation. More specifically, regulatory interactions are modeled as a suitable composition of piecewise linear ramp-functions defined in the following way:
given by an ODE system in the form _ x ¼ fðxÞ where x ¼ ðx 1 ; . . . ; x n Þ is a vector of state variables and f ¼ ðf 1 ; . . . ; f n Þ : IR n ! IR n is a vector of piecewise multiaffine functions, and a set of thresholds
; n j n þ1 Þ where ðj 1 ; . . . ; j n Þ 2 and 8i; 1 i n: j i < max i .
We consider n-dimensional PMA models in which f ¼ ðf 1 ; . . . ; f n Þ has the form 8i 2 f1; . . . ; ng: f i ðxÞ ¼ X Kinetic function %ðxÞ is defined inductively as follows:
. An example of a PMA model is given in Fig. 3(left) .
In [14] and [23] , it is shown that the partition constitutes a finite discrete abstraction of the continuous state space. Rules that introduce transitions between neighboring rectangles are also stated there. We define the rectangular abstraction transition system for the model M, written RAT SðMÞ, as a triple ðS; T ; S 0 Þ where S is the set of states, S 0 S the set of initial states, and T S Â S the transition relation. Precise definition of T relevant to our setting is given in [34] . An example of RATS is shown in Fig. 3(right) ; the green arrows represent the transitions between rectangles. The abstraction has an overapproximative character w.r.t. the continuous ODE model: every trajectory in M is represented by some path in RAT SðMÞ with the only exception of trajectories the set of which is of measure zero [14] .
We consider parameterization of PMA models which is determined by a set of (unknown) kinetic parameters such that in each equation of the underlying ODE system, there is at most one parameter considered unknown. An unknown parameter in ith equation is denoted i and IðÞ ¼ fi j i 2 g denotes the ordered set of indices of unknown parameters. For each i 2 IðÞ, we consider the minimal and maximal parameter values min i and max i and we define the parameter space (the set of valuations of ) as P ¼ Q i2IðÞ ½min i ; max i . The parameterized PMA model M is defined for any where for any i 2 IðÞ, the respective multiaffine function f i ðxÞ of M is parameterized to f i ðx; i Þ. For any valuation p 2 P , we use RAT SðM p Þ to denote the respective state transition system. Note that the multidimensional function f is parameterized to fðx; Þ where ¼ Q i2IðÞ i . From the format of each f i , it directly follows that f i is piecewise affine in i and thus fðx; Þ is piecewise affine in . This property is crucial, since it assures that the parameter space can be always partitioned into a finite number of equivalence classes where for any two valuations p; q 2 P , the equivalence p $ q means that the respective state transition systems collide, i.e., RAT SðM p Þ ¼ RAT SðM q Þ.
Model Checking
In general, model checking [17] refers to the problem of automatically testing whether a simplified model M of a system meets a given specification , written M . Specification is stated by means of a temporal logic formula. Models are considered as finite state automata (or generators) on infinite strings-the so-called Kripke structures. When considering a biochemical system, traditional temporal logics provide a formalism which can formally express qualitative properties of reaction kinetics such as all kinds of stability (including nonhyperbolic equilibria as well as multistability), oscillations, temporal ordering of certain concentration levels, causality, etc. [20] . We employ linear temporal logic interpreted on infinite paths generated by finite state transition systems obtained for the model w.r.t. Section 2.1 or Section 2.2 (formally considered as Kripke structures which additionally require only to add self-transitions for states that form sink nodes of the state transition graph).
A (nondeterministic) Büchi automaton (BA) is a tuple A ¼ ðAE; S; s 0 ; ; F Þ, where AE is the input alphabet, S is a finite nonempty set of states, s 0 2 S is a distinguished initial state, S Â AE Â S is a transition relation, and F S is the set of accepting states.
Given any LTL formula ' over the set of atomic propositions AP, there can be constructed a Bü chi automaton A ' over the alphabet 2 AP accepting exactly the words satisfying '. The methods for this are common and many tools exist [17] .
The traditional approach to model checking [17] a Kripke structure K against an LTL formula ' is to 1. construct a BA over 2 AP such that it accepts all words satisfying :', 2. convert K to a Bü chi automaton, 3. compute the synchronous product of the two automata, and 4. decide whether the resulting automaton accepts an empty language. In the negative case, a word which belongs to the nonempty language generated by the product automaton is returned as a counterexample.
Parameter Synthesis Problem
We start by introducing the notion of a parameterized Kripke structure that encapsulates a family of Kripke structures built over the same model but with different valuations of belonging parameters. This notion allows us to formulate the parameter synthesis problem in the framework of !-regular languages and automata-based model checking.
We define parameterized Kripke structure to be a tuple K ¼ ðP; S; S 0 ; !; L; F Þ, where P denotes the finite set of parameter values, i.e., all the possible valuations of the parameters, S the finite set of states, S 0 S the set of initial states. L : S ! 2 AP is the labeling of states by atomic propositions, ! S Â P Â S is a transition relation labeled by parameter valuations (not required to be total), and F S is a set of accepting states. We write s ! p s 0 instead of ðs; p; s 0 Þ 2! . We write s ! s 0 if s ! p s 0 for some p 2 P. Fixing a valuation p 2 P reduces the parametrized Kripke structure K to the concrete (nonparameterized) Kripke structure KðpÞ ¼ ðS; S 0 ; ! p ; LÞ.
We use the notation Pðs; s 0 Þ ¼ fp 2 P j s ! p s 0 g where Pðs; s 0 Þ is a set of parameter values for which a transition from s 2 S to s 0 2 S is allowed. Preliminary to model checking, a formal step is required, in particular, a PKS has to be transformed into a BA. The 
We say that the product automaton A 1 \ A 2 accepts the infinite word w if and only if there is a symbol 2 F 0 that appears infinitely often in w, and 2 F 0 . Hence, the product automaton K Â A :' accepts exactly infinite words that violate the formula '. The parameter synthesis problem w.r.t. specification ' can be now defined as finding the maximal set P P such that for every p 2 P , the set of infinite words generated by K Â A :' is empty. From the perspective of the state space of the A 1 \ A 2 , the automaton accepts if there is a cycle-causing automaton to be able to read the infinite word-that contains a state whose first component is from F 1 and a state with the second component from F 2 . Therefore, when the automaton reaches the state with a component from F 1 or F 2 , the decision whether to accept or not requires knowledge about preceding states. This knowledge is stored in the third component of the state in the manner described above.
Formally, let K ¼ ðP; S; S 0 ; !; L; F Þ be a PKS. For a parameter valuation p 2 P, we denote by w p words satisfying w p 2 LðKðpÞÞ. Further, let ' be an LTL formula. We define the parameter synthesis problem as a problem of finding maximal set of parameter valuations P P such that all words in fw p 2 LðKðpÞÞ j p 2 P g are accepted by K \ A :' , formally written fw p 2 LðKðpÞÞ j p 2 P g LðK \ A :' Þ.
In Fig. 4 , there is illustrated the basic idea of solving the parameter synthesis problem by model checking.
Parameterized Kripke structure can be considered as an automaton with colored edges where each color corresponds to a certain parameter valuation. We expect transitions to be largely shared among individual colors. This allows us to accelerate the property decision.
Since the parameter space cardinality increases exponentially with the number of unknown parameters, our primary goal is to reduce this complexity for the average case. To this end, we limit ourselves to the study of a subclass of models satisfying the following requirements:
1. The model state space and parameter space must be representable in terms of a PKS.
The transition-enabling parameter valuation sets
Pðs; s 0 Þ can be computed efficiently from the knowledge of the model and the state s. In particular, we suppose there exists an implicit representation of these sets. 3. A small change in value of a single parameter causes only a local change in the transition relation. This implies that sets Pðs; s 0 Þ represent significant portions of the parameter space (transition relations of respective nonparameterized Kripke structures are similar). Note that biological models with parameterizations described in Sections 2.1 and 2.2 exhibit such properties. Our goal is to provide an algorithm which would in practice perform parameter synthesis on suitable models reasonably fast and which would be effectively parallelizable in order to achieve scalability.
PARAMETER SYNTHESIS ALGORITHM
In this section, we introduce the algorithm that efficiently solves the parameter synthesis problem as defined in the previous section.
Throughout this section, we assume that A ¼ ðP Â AE; S; {; ; F Þ is a BA defined for some parameter space P. Suppose that A is the synchronous product automaton constructed according to Section 2.4.
For any p 2 P, we define a p-run as an accepting execution of A over a word w p 2 LðAÞ. Note that such an execution must be of the form { ! p Ã ! p þ for some 2 S.
For any ; 2 S, we define a p-path from to as the execution of A starting in and proceeding to in finite number of steps, ! p Ã . If a p-path begins and ends in the same state, i.e., ! p þ , we use the term p-cycle instead. To denote p-runs, p-paths, or p-cycles for all p 2 P ¼ fp 1 ; . . . ; p n g P, we use the notation P -run, P -cycle, and P -path, respectively. Automaton A generates a p-run if and only if there exists a state 2 F such that
We split the parameter synthesis problem into two subtasks:
1. For each 2 F , compute the maximal set of parameter values P P such that for all p 2 P , there is an execution sequence { ! p Ã .
2.
For each 2 F and the corresponding parameters p 2 P P, determine if there is a p-cycle through of length at least 1. We need to compute sets of parameter values (subsets of P, each intuitively represented as a distinct color) under which an accepting execution trace is enabled. To this end, colors are accumulated in states provided that each state is assigned all colors under which it is reached. We define coloring-a mapping of parameter value sets to states-as a function c : S ! 2 P . Then, C ¼ fcðsÞ j s 2 Sg denotes the set of all colorings, the so-called pallet.
To detect a P -cycle through the state 2 F , we compute the pallet Succð; P Þ which assigns to each state 2 S the maximal set of parameter valuations P 0 P such that ! p þ for all p 2 P 0 . Formally, we define Succð; P ÞðÞ ¼ fp 2 P j ! p þ g. The set of valuations Succð; P ÞðÞ includes exactly all parameter valuations p such that there is a nonempty p-cycle through . Algorithm 1 implements the ideas described above. The algorithm iteratively accumulates the parameter value set P and can terminate as soon as P ¼ P, which allows for a fast discovery of runs violating a given property. It is also worth noting that once the existence of a p-run in A is detected for some p 2 P, it is not necessary to search for pcycles any longer.
Algorithm 1. Parameter scan
Require: A ¼ ðP Â AE; S; {; F ; Þ Ensure: p 2 P iff { ! p Ã ! p þ for some 2 F 1: P ; 2: C Succð{; PÞ 3: for all 2 F , cðÞ n P 6 ¼ ; do 4: P P [ Succð; cðÞ n P ÞðÞ
Next, we give an algorithm for computing Succðs; P Þ for arbitrary s 2 S, P P. Recall the assumption that the system changes slightly with respect to changes in parameter values, from which we conclude that any particular path will likely be shared by several parameter valuations. Our goal is to take advantage of this and detect paths for all valuations at once. Algorithm 2 computes Succðs; P Þ. It starts with an empty coloring and incrementally updates it. An update is a tuple ð; P Þ, meaning that the set of parameter values P P should be added to the coloring for the state 2 S. The set of pending updates is stored in Q. The algorithm terminates as soon as there are no more pending updates. while Q old 6 ¼ ; do 8: remove ð; P Þ from Q old 9:
if P 6 cðÞ then 10: cðÞ cðÞ [ P 11:
Q new Q new È fð; P \ Pð; ÞÞ j !, 2 Sg
By QðÞ ¼ S fP P j ð; P Þ 2 Qg, we denote the set of parameter values that are currently scheduled for addition to cðÞ. To prevent Q from containing multiple updates for the same state, we use the merge operation Q È Q 0 defined as Q È Q 0 ¼ fð; P Þ j P ¼ QðÞ [ Q 0 ðÞ^P 6 ¼ ;g to update Q (line 11). To improve readability, the algorithm employs two queues-Q new and Q old . However, for implementation efficiency, a single queue may be used.
In the remaining part, we gradually argument the algorithm correctness. Proof. According to Lemma 1, we know that after jSj iterations of the outer cycle, each state obtained a coloring coming from paths of length at most jSj. Since multiple traversals through a given state cannot introduce any new parameter values, there cannot be any update coming from a path longer than jSj. Hence, the cycle must be finished. During each iteration of outer cycle, the inner cycle is executed at most jQ old j times. Because updates of individual states are merged, we know that jQ old j jSj. Therefore, combination of both cycles causes the body to be executed at most jSj 2 times. t u Theorem 1. Algorithm 2 computes the specified output in finite time.
Proof. In at most jSj 2 steps, every state is colored with all parameter valuations that enabled a path to it from the source state, which is the required output. t u Theorem 2. Algorithm 1 correctly solves tasks 1 and 2 in finite time.
Proof. The iteration is necessarily finished after detecting existence of a cycle for all states in F . Note that jF j is finite. Now, it can be seen that the algorithm correctly fulfills its specification. t u Theorem 3. Worst case complexity of Algorithm 1 belongs to OðjF kSj 2 Þ where is the complexity of coloring manipulation plus È operation (line 11).
Proof. The Succ operation is executed jF þ 1j times in Algorithm 1 and according to Lemma 2, È operation and coloring c are computed at most jSj 2 times while computing Succ. t u
Both the coloring manipulation and the È operation depend on the model type and number of parameters. Therefore, we only capture it by means of an external constant. Since in many cases, close parameter values will enable same paths, the expected-case complexity will be significantly lower than the worst case.
CASE STUDY
In this section, we provide two case studies aimed primarily at demonstrating universality of the approach presented in this paper. In particular, we examine the algorithm on real cases employing the qualitative and the quantitative modeling framework, as introduced in Section 2. As a source, we consider a qualitative and a quantitative model of a single genetic regulatory network. Additionally, we give a case study that demonstrates, by means of a larger biological model, the power of the parallel implementation. The latter is realized in the framework of quantitative modeling approach. Presented experiments are performed on a prototype implementation which is described in detail and evaluated in Section 5.
Regulation of G 1 =S Cell Cycle Transition
We investigate a model representing the central module of the genetic regulatory network governing the G 1 =S cell cycle transition in mammalian cells [35] . In particular, the model considers a two-gene network describing interaction of the tumor suppressor protein pRB and the central transcription factor E2F 1 (see Fig. 5(left) ).
This simple model exemplary demonstrates the feature of bistability, i.e., the occurrence of two stable states. Bistable networks can drive the systems response to some stimulus: with no stimulus, the system keeps (once reaches it) a certain stable state [11] . In particular, in the stable state, concentrations of the species do not change because production and degradation had reached the equilibrium. A stimulus, which is in form of change of some protein concentration caused from outside the system, evokes deflection from the stable state. When the deflection is weak enough, the system returns to the previous stable state afterward. But when it overruns some threshold, the system approaches to the other stable state, with no chance of returning to the first one, even after the end of the stimulus. That way, the system can decide whether a stimulus is strong enough to permanently switch to a particular mode. The first stable state of our system represents the low level of the E2F 1 protein concentration. In this state, the cell stays in G 1 phase. When increased enough, the concentration of E2F 1 grows higher, to the level of the second stable state, which causes the cell approaches to S phase.
Qualitative Modeling
First, we consider a Boolean model of the network, formulate the required properties, and employ the parameter synthesis algorithm to synthesize valuations of unknown parameters (denoted by question marks in Fig. 5) .
We define the parameterized Boolean model of the given network B depicted in Fig. 5 . To differentiate between the two outgoing regulations from both E2F1 and pRB, we choose the genes maximal activity levels ðpRBÞ ¼ ðE2F1Þ ¼ 2. Thresholds can be in most cases revealed from experimental data [36] . In this case, we deal with a synthetic model generated by bifurcation analysis and we set the thresholds with respect to data presented in [35] .
The formulas specifying behavior of E2F1 are built over the following atomic propositions:
BT SðBÞ may be turned directly into a parameterized Kripke structure K B ¼ ðP ; S; S 0 ; !; AP ; F Þ where s ! p s 0 if there is a transition s ! s 0 in the model B with the setting of regulatory logic given by p 2 P . As the initial state set S 0 , we choose states satisfying l pRB ¼ 0 and l E2F1 2 f0; 1; 2g, capturing perturbation in the expression of E2F1. Now, although the stable modes (values of parameters) are unknown, K pRB;; and K E2F1;; may be obtained through static analysis of the model. A significant role for the model behavior has the positive autoregulation of E2F1. In order to become active (i.e., the resource for E2F1, since E2F1 is not a target of any other positive regulation), we need to set K E2F1;; ¼ 2. To ensure that the model displays nontrivial behavior, we also set K pRB;; ¼ 1.
To filter certain trivial paths in the previous Kripke structure, the concept of explicitly given accepting states is used. From the above regulatory logic settings follows the selection of accepting states with l pRB ! 1, denoted F 1 . A more restricting filter may be created by choosing states satisfying l pRB ¼ 2, denoted F 2 .
In this model, we understand bistability as the following set of properties (described in the form of LTL formulas). These properties are used to detect certain paths in the model state space with respect to the behavior observed in vitro. In the following, we assume 2 f1; 2g:
. expression of E2F1 begins below the threshold and does not exceed it (GðE2F1 < Þ), . expression of E2F1 begins above the threshold and remains such (GðE2F1 ! ), and . expression of E2F1 begins under the threshold and at certain moment exceeds it and stays above the exceeded level (ðE2F1 < Þ ! F GðE2F1 ! Þ). We used the algorithm to synthesize admissible parameter valuations for these properties with the setting of accepting states F 1 . In particular, the properties listed above have been used as an observer (BA) that makes a witness for the respective dynamic phenomenon. Only a small parameter restriction was synthesized by employing the observer (BA) for both settings ¼ 1 and ¼ 2: K pRB;fE2F1g 6 ¼ 0. When employing the accepting states F 2 , the observer demanded K pRB;fpRB;E2F1g ¼ 2 as well and, additionally, K pRB;fpRBg ¼ 2 for ¼ 1.
Apparently, the system is considerably robust regarding the choice of and the setting of regulatory logic on E2F1 (i.e., K E2F1;R where R fE2F1; pRBg). This might be, however, caused by the very high abstraction level of Boolean models.
Quantitative Modeling
To analyze the model at the level of quantitative kinetics, we employ the piecewise multiaffine abstraction (see Section 2) of the nonlinear ODE model presented in [35] . The parameters in the original ODE model have been estimated by employing bifurcation analysis [11] . We show how our alternative method can be employed for synthesis of parameter valuations satisfying the required specification. Our PMA abstraction of this system is shown in Fig. 6 . Each function % i ðxÞ is defined as a sum of several ramp functions that gradually approximate the respective regulatory S-shaped curve by a polyline.
Since we detected bistability by using the qualitative model above, it follows to find how this phenomenon is affected by setting of kinetic parameters. As shown in [35] , the steady behavior of this system is strongly influenced by the degradation coefficient pRB . Fig. 7 shows the vector field of the above system for two different values of pRB .
Similarly to the previous case, to express dynamical properties of paths in rectangular abstraction of an RAT SðMÞ can be directly turned into a Kripke structure K M labeled by AP . That way, LTL is interpreted over infinite paths of RAT S.
Our goal is to determine the set of parameters in the range ½0:01; 1 for which the concentration of E2F 1 is greater than 8 in the stable state. This phenomenon can be specified in terms of an LTL formula ' ¼ FGð½E2F 1 > 8Þ.
We executed the algorithm for the model described above and the property '. Since the abstraction technique has the overapproximative character, some of counterexamples found by model checking can be false-positive paths. Therefore, the result is an underapproximated set of parameter valuations under which the property ' is satisfied. Owing to the fact that the property ' is a liveness property, many of the counterexamples can be paths on which the time does not really proceed (the socalled time-convergent paths). In [34] , we have shown a way of how the model checking procedure for this specific model can be elaborated to avoid unwanted time-convergent paths.
By applying the algorithm to the model described above, we were able to prove that for pRB > 0:053, the system stabilizes with E2F 1 > 8. The PKS after the above transformation had 732 states reachable from initial states, the total of 827 states were colored. The computation took approximately 0.8 seconds on a single processor core.
E. Coli Ammonium Transport Model
As another example, we consider a quantitative model specifying ammonium transport from external environment into the cells of E. Coli [37] . The model describes the ammonium transport process that takes effect at very low external ammonium concentration. In such conditions, the transport process complements the deficient ammonium diffusion. The process is driven by a membrane-located ammonium transport protein AmtB that binds external ammonium cations NH 4 ex and uses their electrical potential to conduct NH 3 into the cytoplasm. In Fig. 8 , the scheme of the transport channel is shown (left) as well as the corresponding biochemical and mathematical model (right). For a sake of simplicity, pH conditions and external ammonium concentration are considered constant.
Owing to the membrane location of AmtB, in vitro measuring of concentration of AmtB-based species is impossible and therefore the estimation of kinetic parameters of this model is very difficult. To this end, we use the model to investigate the effect of different parameter settings to the production of the model output-the internal ammonium forms NH 3 in and NH 4 in. In particular, we look for perturbations in individual kinetic parameters that lead to an increase of internal ammonia concentration above the standard values. In terms of LTL model checking, we formulate negation of this requirement-we check whether the standard value is never exceeded. We formalize the discussed requirement by safety LTL properties ' 1 ¼ GðNH 3 in < 1:1 Á 10 6 Þ and ' 2 ¼ GðNH 4 in < 2:1 Á 10 6 Þ stating that NH 3 in (resp. NH4 i n) never exceeds the given concentration.
We performed two groups of parameter synthesis tasks. In the first group, each single parameter was considered unknown (remaining parameters were set w.r.t. [37] ). In the second group, we considered a set of three unknown parameters. In all experiments, the range for all parameters has been set to ð1 Á 10 À12 ; 1 Á 10 12 Þ. In Table 1 , the most interesting results are summarized. The presented data show the scanned parameter set, the analyzed property with the computed valid parameter valuations, states of the PKS reached, and the best computation times. Note that each parameter which is not mentioned led trivially to validity on entire ð1 Á 10 À12 ; 1 Á 10 12 Þ. Results for three parameters show good practicability also for complex parameter synthesis problems-in the case of fk 1 ; k 6 ; k 9 g, a large number of parameter valuation classes (7:2 Á 10 4 ) were tested. This implies the significant increase of time. All experiments have been performed on an 8-core 2.2 GHz CPU with 24 GB RAM.
We have checked the computed validity intervals against numerical simulations. All the results show good estimation. Of special interest are individual scans of k 6 and k 9 for ' 2 . In particular, the results show that in the given parameter value range, there is no perturbation which would satisfy the property. With respect to both parameters, the model is robust in the negative property FðNH 4 in > 2:1 Á 10 6 Þ stating that NH4 i n eventually exceeds the given concentration. Thus, regardless the setting of k 6 ; k 9 , on each trajectory leading from the range specified by initial conditions, NH 4 in must exceed the standard concentration range.
PERFORMANCE EVALUATION
In order to show that our approach can be effectively deployed to a high-performance environment, we have implemented a multicore data-parallel implementation of algorithms presented in Section 3, using the C++ programming language. The parallel implementation effectively reduces the time needed for the program execution. Because our framework has been developed to be independent of the character of input data sets, we adopt the implementation presented in [34] .
The framework was developed before we started to work with qualitative models; therefore, the parallel execution was optimized primarily for quantitative models. In qualitative models, the framework loses a part of its efficiency. The reasons are the discrete character of qualitative parameters and their narrow domain ranges which decrease the scalability achievable with the prototype implementation. This could be improved by tuning the implementation for qualitative models. However, due to the experimental character of the application, we have been satisfied with the current framework.
Implementation Details
As a storage primitive for state updates, we use a queue, which was introduced in Algorithm 2. The parallelization is achieved by distributing updates in the queue to multiple threads using a hash function. Each thread possesses its own partition of the state space on which it computes. Results are then posted to the main queue for a next round of the distribution. That way, we can easily and quickly accomplish synchronization of threads on individual levels of breadth-first search. The synchronization is mandatory in order to avoid redundant calculations and to achieve good performance.
Both models are optimized at the level of parameter synthesis algorithm. Especially, the computation of the transition-enabling parameter valuation sets Pð; Þ is realized differently in both approaches. In order to reach a better computational efficiency, we represent the parameter space in terms of sets containing possible valuations combinations rather than sets of independent valuations. This feature provides strong results with respect to computational times achieved.
The prototype tool is developed in C++ using the Boost libraries and the Hoard memory allocator.
Evaluation on Qualitative Models
To critically evaluate the performance of our implementation, we created a set of models designated solely for examination of the algorithm scalability.
To obtain most unbiased data as possible, we have used a set of random models built on a similar structure. We also provided these models with different Bü chi automata which radically change the behavior of the parameter synthesis algorithm.
For the performance analysis, we have used four random models with six genes in each one. The analysis tasks considered for each individual model were the following:
. A to test reachability of a set of states, . B to detect a stable state in a specified range, . C to detect oscillations, and . D to provide reachability analysis under specific constraints. For each of the models, we executed multiple parameter synthesis tasks using one, two, four, and eight processor cores. The resulting speedup is presented in Fig. 9 . Data for each model were obtained as an average of five independent runs on a 2.2 GHz CPU with 24 GB RAM.
Although we optimized our algorithm in order to cope with large sets of parameter valuations, we also tested its capabilities on small ranges of parameter valuations, but in larger models. To this end, we have created a random model with 15 genes on which we tested a reachability property. On eight cores, this test was performed in less than a minute and during the execution, the program examined over 300,000 different states.
We also examined limitations of our approach by gradually extending the number of parameters in model B. Before we encountered problem of memory lack, we were able to analyze a model with 54 Á 10 15 possible valuations of 30 parameters simultaneously unknown. The test took 2 minutes on eight cores.
Evaluation on Quantitative Models
The scalability of the algorithm for quantitative modeling approach has been evaluated by running the algorithm on the PMA model described in Section 4.2. The model was checked against the property ' 1 ¼ G½NH 3 in < 1:1 Á 10 6 (see Section 4.2). We did not evaluate it against property ' 2 since the individual checks were completed in less than 5 seconds.
Trials consisted of several runs of the parameter synthesis procedure on the model with a single parameter (selected from fk 4 ; k 6 ; k 7 ; k 9 g). The number of cores ranged from 1 to 8. The trials were also run on an 8-core machine with 2.2 GHz CPUs and 24 GB RAM. From the times of individual runs in each trial, average was considered. Results are shown in Fig. 10 . Table in the graph shows for each PKS the number of BFS levels and the number of reachable states, i.e., the number of states reached during the initial coloring computation. Note that most of Algorithm 1 running time is spent in the computation of the initial coloring; therefore, the numbers are close to the state counts from Table 1 .
Recall that the complexity of Algorithm 2 is OðjF kSj 2 Þ and that the factor jSj comes from the upper bound on the number of BFS levels in PKS. Notice that on the ammonium transport model, the number of BFS levels is much smaller than jSj.
CONCLUSIONS
The presented solution to parameter synthesis reduces the problem to model checking of a parameterized family of Kripke structures in which the set of states is shared but the transition relation is variable. At this level, we provide a model checking algorithm that can be in the average case significantly more efficient than a series of many model checking procedures each performed for every individual parameter set.
To enable effective usage of high-performance computing, we have provided a parallel implementation tuned for multicore platforms. Two biological models have been considered to show the applicability to systems biology. All parameter synthesis tasks realized for a single unknown parameter were computed in acceptable times on common multicore hardware, parameter synthesis tasks for combinations of unknown parameters were finished in minutes on the qualitative and tens of minutes on the quantitative model. In this setting, we were able to synthesize valuations for up to three simultaneously unknown parameters in multidimensional quantitative ODE models (seven dimensions were considered) and up to 30 simultaneously unknown parameters in Boolean models composed from six genes.
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