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Abstract
The one matrix model is known to reproduce in the continuum limit the (2, 2p+1)
minimal Liouville gravity. Recently, two of the authors have shown how to construct
arbitrary critical boundary conditions within this matrix model. So far, between
two such boundary conditions only one boundary operator was constructed. In
this paper, we explain how to construct all the set of boundary operators that
can be inserted. As a consistency check, we reproduce the corresponding Liouville
boundary 2pt function from the matrix model correlator. In addition, we remark a
connection between a matrix model relation and the boundary ground ring operator
insertion in the continuum theory.
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1 Introduction
The matrix models generate the ensemble of discretized two dimensional surfaces as a
Feynman diagrammatic expansion, thus providing a discrete formulation of the Liouville
gravity [1–10] (see also the reviews [22, 23]). In the case of the one (hermitian) matrix
model (OMM), the matrix potential can be tuned in the continuum limit in order to
achieve the (2, 2p+1) minimal Liouville gravity (MLG(2, 2p+1)), which consists of matter,
Liouville and ghosts fields. Deformations of the critical potential can also be introduced,
which produce the KdV renormalization group flows between the critical points. In the
Liouville gravity context, this picture corresponds to perturbing the action with vertex
operators. As suggested in [11], the exact relation between the matrix model (KdV)
and the Liouville gravity couplings involves a non-trivial resonance transformation due to
the contact terms. This transformation was obtained at the first order in [11], and the
identification of the bulk one and two point correlation functions was performed. In [12],
A. Belavin and A. Zamolodchikov obtained the resonance transformation reproducing the
three-point correlation function of the MLG(2, 2p + 1) from the matrix model. Their
result leads to a conjecture for the explicit form of the resonance transformation to all
orders [12]. This conjecture was checked up to the fifth order [12, 13]. It was also shown
in [14] that this transformation also works for the bulk one-point correlation function on
the disc.
To complete our understanding of the discrete formulation of the Liouville gravity,
we have to study the realization of boundary conditions (BCs) and boundary operators.
Such approach has already been taken in various matrix models, including the RSOS and
O(n) models [15–17] and the two matrix model [18, 19]. Recently, two of the authors
constructed new boundaries for the OMM using additional vector fields, providing the
general MLG(2, 2p + 1) BCs in the continuum limit [20]. Such BCs, referred as FZZT
brane [24, 26], depend on two parameters and will be labeled (s; `). The parameter s
is related to the boundary cosmological constant µB which determines the BC for the
Liouville field,
µB(s) =
√
µ/sin(pib2) cosh(pibs). (1.1)
The matter BC is given by the Cardy state (1, `) where ` runs from one to p [25] and we
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use the Kac notation. The matrix model construction of [20] was interpreted in [21] as the
realization of a linear relation among FZZT branes. These results were also generalized
to the two matrix model which provides the general MLG(p, q).
Between the two BC (s; `) and (t;m), we have to introduce one of the following bound-
ary operators of dimension one,
(s;`)B
(t;m)
1k =
(s;`)
[
eβ1k φΦ1k
](t;m)
, k = |`−m|+ 1, · · · , `+m− 1; 2 (1.2)
where φ denotes the Liouville field and Φ1k the (1, k) primary matter field and k has
increment of two. The Liouville charge β1k is related to the dimension of Φ1k through the
KPZ relations [2–4] and satisfies the Seiberg’s bound (k ≤ p),
β1k = (1 + k)
b
2
, b2 =
2
2p+ 1
. (1.3)
The diffeomorphism invariance of the correlation functions imposes to integrate the bound-
ary operators (1.2) over the boundary. The three conformal Killing vectors on the disc
allow to fix the position of three boundary operators with the appropriate ghost dressing.
Since there are no remaining coordinate dependence, these correlation functions are re-
ferred as ‘correlation numbers’. So far from the matrix model, only correlators involving
the (s;`)B
(t;m)
1`+m−1 operators were explicitly known. The purpose of this article is to con-
struct the matrix model operators providing in the continuum limit the general boundary
operators (1.2). This will be achieved by the introduction of powers of the matrix inside
the correlators.
This paper is organized as follows. In the section 2, we briefly review the construc-
tion of the OMM boundaries using the vector description. Then, we discuss in section
3 the perturbation of the boundary term, and the general form of the matrix boundary
operators. These operators will be explicitly determined in the section 4 using the re-
quirement of vanishing boundary two-point functions for two different operators in the
MLG(2, 2p + 1). As a consistency check, we recover the expression of the two-point
functions for two identical operators. Finally, the section 5 is devoted to summary and
discussions.
2
2 Boundary conditions in the one matrix model
We consider the OMM coupled to a vector model, with partition function
eZ =
∫
DM
∏
a
Dv(a)†
∏
a
Dv(a) exp
(
−N
g
trV (M)−
∑
a,b
v(a)† · Ξ(a,b)(M) · v(b)
)
, (2.1)
where M is the N × N hermitian matrix, and V (M), Ξ(a,b)(M) are some polynomials
of M . The vectors v(a) (and their hermitian conjugates v(a)†) belong to the fundamental
(conjugate) representation of U(N), and “·” represents the contraction of the N dimen-
sional indices. The flavors indices a and b label the boundary condition, a = (s; `). The
coupling g is related to the bulk cosmological constant κ2 = 1/g which controls the area
fluctuation of the worldsheet.
The vectors allow to emphasize the role played by the boundary, but can be integrated
out, and the partition function (2.1) is reduced to the following expansion,
Z =
∞∑
h=0
Zh, e
Z0 =
∫
DMe−
N
g
trV (M), Zh≥1 =
1
h!
〈{−Tr log Ξ(M)}h〉
c
. (2.2)
Here, 〈· · · 〉c represents the connected part of the expectation value with respect to the
matrix integration with potential V (M) and Tr stands for the trace over both flavor and
matrix indices. The correlators Zh describe a worldsheet with h disconnected boundaries,
or holes. They can be expanded in powers of N , Zh =
∑∞
g=0 Z
g
hN
χ; each Zgh describes a
worldsheet with g handles and h holes, and χ = 2 − 2g − h is the corresponding Euler
characteristic. In this paper, we focus on the disk partition function (h = 1) in the planar
limit (g = 0),
Zdisk = − lim
N→∞
1
N
〈Tr log Ξ(M)〉. (2.3)
In the Feynman diagrammatic expansion of the integral (2.1), boundaries are formed
by loops of the vectors, each flavor being associated to a different boundary [20]. The
diagonal elements of the matrix Ξ(a,b)(M) create the corresponding boundaries, whereas
the off-diagonal elements produce a flavor mixing leading to a boundary changing ef-
fect. When the matrix Ξ(a,b)(M) is purely diagonal with respect to the flavor indices,
the correlator (2.3) reduces to a sum over the disk correlators with different boundaries
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a, Zdisk = − limN→∞ 1
N
∑
a
〈
tr log Ξ(a,a)
〉
, where tr denotes the trace over the matrix
indices.
The simplest, and most studied, case is to consider only a single boundary and define
Ξ(M) = M − x. Its derivative with respect to the boundary cosmological constant x is
the well-known resolvent,
W (x) ≡ lim
N→∞
1
N
〈
tr
1
x−M
〉
≡ 1
2
V ′(x) + ω(x). (2.4)
In order to achieve the pth critical point corresponding to the MLG(2, 2p + 1), the po-
tential V (M) is fine-tuned in the continuum limit. The bulk cosmological constant gets
renormalized, and we define 2µ = κ − κ∗ where κ∗ is the critical value for which the
area blows up and the cut-off  is the lattice spacing. In this limit, the worldsheets
with large boundaries dominate, and x is sent to its critical value x∗. This value will be
taken to be zero by a suitable shift of the matrix M , so that we define the renormalized
boundary cosmological constant as ξ = x, which is identified with the parameter µB of
the MLG(2, 2p + 1). In this limit, the singular part of the resolvent ω(x) is rescaled as
ω(x) = 1/b
2
ω(ξ), and has a branch over the support of the eigenvalue density ]−∞,−u0].
This branch cut is resolved using the parameterization (1.1),
ξ(s) = u0 cosh(pibs), ω(ξ) = u
1/b2
0 cosh
(pis
b
)
, u0 =
√
µ/ sin(pib2). (2.5)
The resolvent ω(ξ) is identified with the disc boundary one point function of the dressed
identity operator, with BC (s; 1) of the MLG(2, 2p+ 1).
The new matrix boundaries introduced in [20] are defined as Ξ(M) = F`(x,M) with
F`(x,M) ≡
`−1∏
j=−(`−1),2
(M − xj), (2.6)
where we denoted x(s) = u0 cosh (pibs) and
xj(s) = u0 cosh(pibs+ ipib
2j), j = −(`− 1), · · · , (`− 1); 2. (2.7)
In the continuum limit, these couplings get renormalized as ξ = x, ξj = xj, and the
critical resolvant ω takes the same value over the variables ξj, ω(ξj) = (−1)`−1ω(ξ). In
this limit, the matrix operator F`(x,M) creates a boundary with (s; `) BC, i.e. with a
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matter BC given by the Cardy state (1, `) and a renormalized boundary cosmological
constant ξ(s). This interpretation follows from the study of the boundary one and two
point correlators [20], and more generally from a linear relation among FZZT branes [21].
3 Boundary perturbations
In this section, we study the perturbation away from the critical boundary constructed
by F`(x,M). The bulk perturbations are introduced as a modification of the potential
V (M),
N
g
V (M) ≡ σp(M) +
p−1∑
j=0
tjσj(M), (3.1)
where the σj are the jth critical potentials leading to the MLG(2, 2j+1) [7]. The couplings
tj generate the KdV flows between the critical points of the matrix model; they are related
to the perturbation of the MLG(2, 2p + 1) with bulk vertex operators by the resonance
transformation. In a similar way, we would like to write the boundary term in (2.1) as a
perturbation of a critical background Ξ
(a,b)
∗ ,
Ξ(a,b)(M) ≡ Ξ(a,b)∗ (M) +
∑
j
c
(a,b)
j P
(a,b)
j (x
(a), x(b),M), Ξ(a,b)∗ (M) = δa,bF`a(x
(a),M).
(3.2)
Let us first consider the case of a single boundary Ξ(M); the perturbed disc partition
function corresponds to
Zdisk = − lim
N→∞
1
N
〈
tr log
(
Ξ∗(M) +
∑
j
cjPj(x,M)
)〉
, (3.3)
where the cj are the perturbative couplings related to the operators Pj(x,M) and Ξ∗(M) =
F`(x,M). This correlator can be expanded in the perturbation series,〈
tr log
(
F`(x,M) +
∑
j
cjPj(x,M)
)〉
=− 〈tr logF`(x,M)〉 −
∑
j
cj
〈
tr
Pj(x,M)
F`(x,M)
〉
+
1
2
∑
j,k
cjck
〈
tr
Pj(x,M)Pk(x,M)
F`(x,M)2
〉
+ · · · .
(3.4)
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and we recover in the planar limit a disc correlator with insertion of zero, one, two, etc
boundary operators. These operators Pj(x,M) should satisfy two requirements: they
have to be local and scaling operators. The first requirement imposes that Pj(x,M) is
a polynomial in M . Indeed, the insertion of powers of the matrix corresponds to the
insertion of a finite edge on the boundary, which is renormalized toward a point in the
continuum limit. To understand the implication of the second requirement, let us recall
that in the continuum limit, the critical matrix correlators obey a scaling property which
allows to define their scaling dimension.1 A matrix operator has scaling dimension j if its
introduction within matrix correlators modifies their scaling dimension from α to α + j.
Because of the shift of the matrix that imposed x∗ = 0, the matrix powers M j are scaling
operators of dimension j (see appendix A). In the continuum limit, there exist only two
scale parameters, given by the bulk and boundary cosmological constants. Thus, imposing
that Pj(x,M) is a monic polynomial in M with scaling dimension j, it is restricted to be
of the form
Pj(x,M) = M
j +
j∑
n=1
[n/2]∑
m=0
hnmx
n−2m(κ− κ∗)mM j−n, (3.5)
where hnm are c-numbers and we discarded terms that do not contribute to the continuum
limit. A natural choice is to take Pj(x,M) = Fj(x,M) since this generates a boundary
flow similar to the KdV flow introduced by the perturbation (3.1). When one of the
coupling cj goes from zero toward infinity, the continuum boundary flows from (s; `) to
(s; j).
We now consider the perturbation of the off-diagonal elements of Ξ(a,b) between the
two boundaries a = (s; `) and b = (t;m). To simplify the notations, we denote the
polynomials by P
(`,m)
j (x, y,M); they should be local, monic and of degree j. Inserted
between two different boundaries, the boundary operators can now depend on three scaling
parameters in the continuum limit, given by the bulk and the two boundary cosmological
1More precisely, let D(ti) be a matrix correlator depending on the couplings ti. This correlator
can be decomposed into a regular D(r)(ti) and critical d(ti) part. In the continuum limit, the regular
part, which is polynomial in at least one of the boundary cosmological constant, is non-universal and
shall be discarded. If the couplings take the critical values t∗i , we define the renormalized couplings as
αiτi = ti − t∗i and correlator αd(τi) = d(ti) where α and αi are the corresponding scaling dimensions.
The scaling property writes d(τi) = ρ
−αd(ραiτi), ∀ρ.
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constants. However, in this case, there is no clear picture of boundary flows available
at this stage. In the next section we will follow a practical approach and determine
the boundary operators directly in the MLG(2, 2p + 1) frame, i.e. after the resonance
transformation. In this frame, the critical part of the matrix model correlators for a disc
with two boundaries should satisfy the condition〈
tr
1
F`(x,M)Fm(y,M)
P
(`m)
j (x, y,M)P
(m`)
k (y, x,M)
〉
= δjkO
j
`m(x, y) (3.6)
where Oj`m(x, y) is proportional to the Liouville boundary two-point function in the con-
tinuum limit.2 We will obtain the polynomials P
(`m)
j (x, y,M) using the condition (3.6)
only when j 6= k. As a consistency check, we compute the correlators for j = k, and
recover the Liouville boundary two-point function, the analysis of which shows that c
(a,b)
j
couple to the (s;`)B
(t;m)
1,`+m−1−2j boundary operator.
4 Boundary two-point correlation numbers
We now turn to the determination of the polynomials P
(`m)
j (x, y,M). In the rest of this
paper, we systematically drop out all the non-universal part of the matrix correlators
since they are irrelevant in the continuum limit. In order to study the insertion of the
matrix powers on the boundary created by F`(x,M) and Fm(y,M), we introduce the
ratios g
(`m)
j (x, y), 〈
tr
M j
F`(x,M)Fm(y,M)
〉
≡ g(`m)j (x, y)O0`m(x, y). (4.1)
The correlators O0`m(x, y) were studied in [20]; they have scaling dimension α
0
`m = p+
1
2
−
(l+m− 2) and can be expressed in the continuum limit in terms of the critical resolvent
O0`m(ξ, ζ) =
[`+m− 2]!
[`− 1]![m− 1]!
ω(ξ)− ω(ζl+m)∏`+m−2
j=−(`+m−2),2(ξj − ζ)
, (4.2)
where α
0
`mO0`m(ξ, ζ) = O
0
`m(x, y), ξ = x, ζ = y and we used the notations
[n]! ≡
n∏
k=1
[k], [k] ≡ q
k − q−k
q − q−1 , q ≡ e
ipib2 . (4.3)
2In the case of the Liouville gravity boundary two-point function, Liouville, matter and ghost contri-
butions factorize. Only the Liouville part depends on the cosmological constants.
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The expression (4.2) is known to reproduce in the continuum limit the Liouville part of
the (s;`)B
(t;m)
1`+m−1 boundary two-point functions. The ratios g
(`m)
j (x, y) can be computed
recursively using the relation
g
(`m)
j (x, y)O
0
`m(x, y) =
〈
tr
M j−1(M − x±(`−1) + x±(`−1))
F`(x,M)Fm(y,M)
〉
= g
(`−1m)
j−1 (x∓1, y)O
0
`−1m(x∓1, y) + x±(`−1)g
(`m)
j−1 (x, y)O
0
`m(x, y). (4.4)
From its definition (4.1), g
(`m)
j (x, y) is a scaling quantity of dimension j and we can define
the renormalized ratio g
(`m)
j (x, y) = 
jg
(`m)
j (ξ, ζ) in the continuum limit. Substituting the
expression (4.2) for O0`m(ξ, ζ), the previous recursion relation can be written as
g
(`m)
j (ξ, ζ) = ξ±(`−1)g
(`m)
j−1 (ξ, ζ)−
[`− 1]
[`+m− 2](ξ±(`+m−2) − ζ)g
(`−1m)
j−1 (ξ∓1, ζ). (4.5)
We note that g
(`m)
0 (ξ, ζ) = 1, and g
(`m)
j (ξ, ζ) depends on the renormalized cosmological
constants of the boundary ξ and ζ, and of the bulk through u20 ∝ µ; it is a polynomial of
ξ, ζ with degree j.3 The first two ratios are explicitly given by
g
(`m)
1 (ξ, ζ) =
[m− 1]ξ + [`− 1]ζ
[`+m− 2] ,
g
(`m)
2 (ξ, ζ) =
[`− 1][`− 2]ξ2 + [m− 1][m− 2]ζ2
[`+m− 2][`+m− 3] ,
+
[2][`− 1][m− 1]ξζ
[`+m− 2][`+m− 3] + u
2
0 sin
2 pib2
[`− 1][m− 1]
[`+m− 3] . (4.6)
Now that the correlators (4.1) are determined, we investigate the consequence of the
orthogonality condition (3.6) for j 6= k. We first write the polynomials P (`m)j as a sum of
monomials,
P
(`m)
j (x, y,M) =
j∑
k=0
a
(`m)
jk (x, y)M
k (4.7)
with a
(`m)
jj = 1. The orthogonality condition can be recursively linearized, leading to
j∑
k=0
g
(`m)
k+i (x, y)a
(`m)
jk (x, y) = δijd
(`m)
j (x, y), (i ≤ j) (4.8)
3The ratios g
(`m)
j are obviously polynomials in ζ of degree j for all `,m. The dependence on ξ follows
from the symmetry g
(`m)
j (ξ, ζ) = g
(m`)
j (ζ, ξ).
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where we used the symmetry P
(`m)
j (x, y,M) = P
(m`)
j (y, x,M), and introduced the ratios
d
(`m)
j (x, y),
Oj`m(x, y) ≡ d(`m)j (x, y)O0`m(x, y). (4.9)
The system of equations (4.8) being linear, there is a unique solution for a
(`m)
jk and d
(`m)
j
in terms of g
(`m)
k , which is given by
a
(`m)
jk = (−1)j+k
A
(`m)\k
j
A
(`m)
j−1
, d
(`m)
j =
A
(`m)
j
A
(`m)
j−1
(4.10)
where A
(`m)
j is the following determinant,
A
(`m)
j = det

g
(`m)
0 g
(`m)
1 · · · g(`m)j
g
(`m)
1 g
(`m)
2 · · · g(`m)j+1
...
...
...
g
(`m)
j g
(`m)
j+1 · · · g(`m)2j
 . (4.11)
and A
(`m)\k
j its first minor with respect to the last row and the (k + 1)th column. The
sum over the monomials (4.7) can be performed, leading to a compact expression for the
polynomials
P
(`m)
j (x, y, z) =
1
A
(`m)
j−1
det

g
(`m)
0 g
(`m)
1 · · · g(`m)j
g
(`m)
1 g
(`m)
2 · · · g(`m)j+1
...
...
...
g
(`m)
j−1 g
(`m)
j · · · g(`m)2j−1
1 z · · · zj
 . (4.12)
It can be shown that the coefficients a
(`m)
jk and d
(`m)
j are scaling variables of dimension j−k
and 2j, respectively. In the continuum limit, a
(`m)
jk (ξ, ζ) and d
(`m)
j (ξ, ζ) are polynomials
in ξ and ζ of degree j − k and 2j.4 The scaling operators P (`m)j (x, y, z) get renormalized
into jP
(`m)
j (ξ, ζ, η), where ξ = x, ζ = y and η = z, and the first polynomials are given
by
P
(`m)
0 (ξ, ζ, η) = 1, P
(`m)
1 (ξ, ζ, η) = η −
[m− 1]ξ + [`− 1]ζ
[`+m− 2] ,
4The determinant A
(`m)
j is a polynomial in ζ of degree j(j + 1), using the recursion relation (4.5), we
can show that it has zeros for ζ = ξ±(l+m−2k), k = 1 · · · j with multiplicity j+1−k. The same procedure
also applies for the numerators of (4.10) which are polynomial of degree j(j+ 2)− k, leading to the same
zeros.
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P
(`m)
2 (ξ, ζ, η) = η
2 − [2]([m− 2]ξ + [`− 2]ζ)
[`+m− 4] η − u
2
0 sin
2 pib2
[`− 1][m− 1]
[`+m− 3]
+
[m− 1][m− 2]ξ2 + [`− 1][`− 2]ζ2 + [2][`− 2][m− 2]ξζ
[`+m− 3][`+m− 4] (4.13)
We now show that the solution we have found for Oj`m with the polynomials P
(`m)
j
previously determined indeed reproduce the Liouville part of the boundary two-point
function. Unfortunately, the expression given for d
(`m)
j is not very handy, so that we will
take a different approach and work directly in the continuum limit where d
(`m)
j (ξ, ζ) is
polynomial. We first notice that applying the recursion relation (4.5) to (4.8) we obtain
the identity
j∑
k=0
g
(`−nm)
k+i−n (ξ∓n, ζ)a
(`m)
jk (ξ, ζ) = 0, (i = n, n+ 1, · · · , j − 1), (4.14)
where n is a non-negative integer less than j. Similarly, if we apply (4.5) to (4.8) with
i = j and eliminate the term proportional to g(`m) using the previous relation with n = 0,
we get
d
(`m)
j (ξ, ζ) = −
[`− 1]
[`+m− 2](ξ±(`+m−2) − ζ)
j∑
k=0
g
(`−1m)
k+j−1 (ξ∓1, ζ)a
(`m)
jk (ξ, ζ). (4.15)
Repeating this process we find that d
(`m)
j has zeros at ζ = ξ±(`+m−2k) for k = 1, 2, · · · , j.
Since its degree is 2j, its functional form in ζ is completely determined as
d
(`m)
j (ξ, ζ) = C
(`m)
j
j∏
k=1
(ξ`+m−2k − ζ)(ξ−(`+m−2k) − ζ). (4.16)
The remaining coefficient is independent of ξ and ζ; it is obtained in the appendix B
from the asymptotic form of the recursion relation (4.5) when ζ goes to infinity. This
determines d
(`m)
j , and we finally find the the expression of O
j
`m,
Oj`m(ξ, ζ) = (−1)j
[j]![`+m− 2j − 1]!
[`+m− j − 1]! O
0
`−jm−j(ξ, ζ). (4.17)
By substituting the expressions of (2.7), and of the resolvent (2.5) in the continuum limit,
we verify that this quantity is proportional to the MLG(2, 2p + 1) boundary two-point
function 〈(s,`)B(t,m)1`+m−1−2jB(s,`)1`+m−1−2j〉 (see appendix A of the first reference in [17]).5
5The precise identification with the Liouville Gravity correlation function involves ghost and matter
contributions that can be trivialy obtained from a cosmological constants independent renormalization
of the polynomials P
(lm)
j .
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5 Summary and discussion
In this paper, we derived the matrix realization of arbitrary boundary operators using a
polynomial insertion inside the correlators. These polynomials were determined directly
in the CFT frame by imposing the orthogonality condition for the two-point function
(3.6). The insertion of the polynomial Pj(x, y,M) of degree j given in (4.12) leads to
consider the boundary operator (s,`)B
(t,m)
1`+m−1−2j instead of
(s,`)B
(t,m)
1`+m−1 inserted between
(s; `) and (t,m) boundaries. As a consistency check, we recovered the expression for the
Liouville boundary two-point function coupled to a minimal model. Note that the case
of operators inserted between two identical boundaries is obtained in the (non-singular)
limit of equal boundary labels, (s; `) = (t;m).
The recursion relation (4.4) is one of the main identities we employed to derive the
expression of the matrix operators. In the continuum limit, this relation can be interpreted
as the insertion of two boundary ground ring operators sAs±ib− A
s
−, as shown in appendix C.
It would be interesting to study the realization of the ring structure with the one matrix
model in more details.
Finally, we emphasize that the expression we found for the boundary operators was
obtained for the disc with two different boundaries. It should be noted that because of
the presence of resonant terms, we may have to introduce corrections to this expression
when the operators are inserted into correlators describing a higher genus or a higher
number of boundaries (possibly disconnected). This is the main open question we hope
to address in a near future.
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A Scaling property
In this appendix, we show that the matrix powers M j are scaling operators of dimension
j. Let us first consider the correlators
Dn(x
(1), · · · , x(n)) =
〈
tr
n∏
i=1
1
F`i(x
(i),M)
〉
. (A.1)
One can be shown that these correlators have the scaling dimension p+ 3
2
−∑ni=1 `i using
recursively the identity
1
(M − a)(M − b) =
1
a− b
(
1
M − a −
1
M − b
)
. (A.2)
and the dimension p+ 1
2
for the resolvant at the p-th critical point. Then, we consider an
insertion of M in the trace in (A.1), and use the relation
M
F`(x,M)
=
1
F`−1(x∓1,M)
+
x±(`−1)
F`(x,M)
, (A.3)
to decompose this correlator as〈
tr
n∏
i=1
M
F`i(x
(i),M)
〉
=
〈
tr
n−1∏
i=1
1
F`i(x
(i),M)
1
F`n−1(x
(n)
∓1 ,M)
〉
+ x
(n)
±(`−1)
〈
tr
n∏
i=1
1
F`i(x
(i),M)
〉
.
(A.4)
On the right-hand side, both terms have the dimension p + 5
2
−∑ni=1 `i, so that the
operator M has scaling dimension one. This conclusion can be easily generalized to the
insertion of the higher power of M , the operator M j leading to correlators of dimensions
p+ 3
2
+ j −∑ni=1 `i, i.e. it has dimension j.
B Asymptotic form of d
(`m)
j
In this appendix, we calculate d
(`m)
j (ξ, ζ) in the large ζ limit. In this limit, the ratios g
(`m)
j
are independent of ξ and the relation (4.5) can be easily solved,
g
(`m)
j (ζ) = ζ
j
j∏
k=1
[`− k]
[`+m− 1− k] . (B.1)
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By substituting (B.1), A
(`m)
j defined in (4.11) is written as
A
(`m)
j = ζ
j2+j
j∏
k=1
(
[`− k]
[`+m− 1− k]
)j+1−k
B
(`m)
j , (B.2)
where B
(`m)
j is a determinant of a (j + 1)× (j + 1) matrix given by,
B
(`m)
j = det

1 [`−1]
[`+m−2]
∏2
k=1
[`−k]
[`+m−1−k] · · ·
∏j
k=1
[`−k]
[`+m−1−k]
1 [`−2]
[`+m−3]
∏2
k=1
[`−1−k]
[`+m−2−k] · · ·
∏j
k=1
[`−1−k]
[`+m−2−k]
...
...
...
...
1 [`−1−j]
[`+m−2−j]
∏2
k=1
[`−j−k]
[`+m−1−j−k] · · ·
∏j
k=1
[`−j−k]
[`+m−1−j−k]
 . (B.3)
B
(`m)
j satisfies the following recursion relation,
B
(`m)
j = [m− 1]j(−1)j
j∏
k=1
[k]
[`+m− 1− k][`+m− 2− k]B
(`−1m−1)
j−1 . (B.4)
This is obtained by subtracting i + 1-th row from i-th row for i = 1, 2, · · · , j in the
determinant in (B.3) and using the identity,
[a+ c][b]− [a][b+ c] = [b− a][c]. (B.5)
Solving (B.4) with B
(`m)
0 = 1, we find
A
(`m)
j = (−1)
j(j+1)
2 ζj(j+1)
j∏
k=1
(
[`− k][m− k]
[`+m− 1− k]
)j+1−k
×
j∏
q=1
j+1−q∏
k=1
(
[k]
[`+m+ 1− 2q − k][`+m− 2q − k]
)
. (B.6)
By taking the ratio as in (4.11), we get the asymptotic form of d
(`m)
j :
d
(`m)
j (ζ) = (−1)jζ2j
j∏
k=1
(
[k][`− k][m− k]
[`+m− 1− k][`+m− j − k][`+m− j − 1− k]
)
. (B.7)
C Boundary ground ring
The ground ring structure discovered in [32] was investigated within the minimal string
theory in [28,29]. It was then generalized to the boundary by I. Kostov in [30,31], and we
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i+1(l    ,s    )i+1
Pi−1 Pi
i i(l ,s )i−1(l    ,s    )i−1
Figure 1: Detail of the disc boundary.
employ here the notations of [31]. On the boundary, the ring is generated by two operators
denoted A± whose coordinate derivatives are BRST-exact, allowing to move them freely
on the boundary. These operators are built over degenerate matter and Liouville operators
and have truncated OPE with the vertex operators. Below, only the A− operator, build
over the Φ1,2 matter primary field, will play a role. The operator
s1As2− can be inserted
between two boundaries with parameters satisfying s1 − s2 = ±ib or s1 + s2 = ±ib.
Two different dressed boundary vertex operators can be built, depending on the choice
of the root of the KPZ equation, B
(±)
P where P denotes the Liouville momentum related
to the Liouville charge by β = Q/2 − |P |. Physically realized boundary operators are
known to be B
(+)
P when P > 0 and B
(−)
P when P < 0. We suppose here that the operators
have a negative momentum, P1,` = `b/2−1/(2b), so that we only need to consider the two
following fusion relations between the boundary ground ring (bgr) and vertex operators,
which simply writes within a suitable normalization
s1±ibAs1−B
(−) s2
P =
s1 B
(−) s2
P−b/2 ,
s1B
(−) s2±ib
P A
s2− = −s1B(−) s2P−b/2 . (C.1)
Note that the free field (µ = µB = 0) fusion relations are deformed by the Liouville
potential, leading to complicated fusion relations in the presence of integrated boundary
operators. Similarly, the matter screening charge arising from the Coulomb gas represen-
tation of the minimal model further modifies these relations. However, such modifications
only arise when considering the fusion of A− with vertex operators B
(+)
P , and the relations
(C.1) are exact.
In this appendix, we interpret the insertion of the monomial (x
(i)
∓(`i−1) −M) on the
boundary constructed by F`i(x
(i)) as two insertions of the bgr operator A− on the FZZT
brane (`i, si). We consider the correlator Dn defined in (A.1). In the continuum limit,
the matrix operator F`i(x
(i)) creates the boundary (`i, si), and between boundaries (`i, si)
and (`i+1, si+1), the boundary operator
siB
(−) si+1
Pi
should be inserted, with momentum
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i+1(l    ,s    )i+1
Pi−1−b/2 Pi−b/2
i i(l ,s    ib)+−i−1(l    ,s    )i−1
Figure 2: Detail of the disc boundary modified by the matrix insertion.
Pi = P1,`i+`i+1−1 (see figure 1). This identification does not involve any resonance term
since the MLG coupling has maximal scaling so it appears only once in the resonance
transformation.6 Let us now examine the relation〈
tr
1
F`1(x
(1))
· · · 1
F`n(x
(n))
(x
(i)
∓(`i−1) −M)
〉
=−
〈
tr
1
F`1(x
(1))
· · · 1
F`i−1(x
(i−1))
1
F`i−1(x
(i)
±1)
1
F`i+1(x
(i+1))
· · · 1
F`n(x
(n))
〉 (C.3)
From the RHS, we see that the effect of (x
(i)
∓(`i−1) − M) is to modify the criticality of
the ith boundary, `i → `i − 1, thus shifting the momentum of the neighboring boundary
operators (Pi−1 → Pi−1 − b/2, Pi → Pi − b/2), and to shift its boundary cosmological
constant si → si ± ib (see figure 2). These effects are exactly those obtained by the
insertion of two bgr operators siAsi±ib− A
si− (see figure 3). Indeed, using the relations (C.1)
to fuse the bgr operator to the nearby vertex operators, we exactly recover the continuum
limit of the identity (C.3).
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