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SUR LE NOMBRE DE POINTS VISITE´S PAR UNE
MARCHE ALE´ATOIRE SUR UN AMAS INFINI DE
PERCOLATION.
CLE´MENT RAU1
Re´sume´. Dans cet article, on s’inte´resse a` une marche ale´atoire
simple sur un amas infini issu d’un processus de percolation sur-
critique sur les areˆtes de Zd (d ≥ 2) de loi Q. On montre que la
transforme´e de Laplace du nombre de points visite´s au temps n,
note´ Nn, a un comportement similaire au cas ou` la marche e´volue
dans Zd. Plus pre´cise´ment, on e´tablit que pour tout 0 < α < 1,
il existe des constantes Ci, Cs > 0 telles que pour presque toute
re´alisation de la percolation telle que l’origine appartienne a` l’amas
infini et pour n assez grand,
e−Cin
d
d+2 ≤ Eω0 (αNn) ≤ e−Csn
d
d+2
.
Le point principal du travail re´side dans l’obtention de la borne
supe´rieure. Notre approche consiste dans un premier temps, a` trou-
ver une ine´galite´ isope´rime´trique sur l’amas infini, et dans un deuxi-
-e`me temps a` la remonter sur un produit en couronne, ce qui
nous permet alors d’obtenir une majoration de la probabilite´ de
retour d’une certaine marche sur ce produit en couronne. L’in-
troduction d’un produit en couronne est justement motive´e par
le fait que la probabilite´ de retour sur un tel graphe s’interpre`te
comme l’espe´rance de la transforme´e de Laplace du nombre de
points visite´s.
1. Introduction et re´sultats
Soit d ≥ 2. On appelle percolation de Bernoulli de parame`tre p le
sous graphe ale´atoire de la grille de dimension d obtenu en suppri-
mant (resp. gardant) une areˆte avec probabilite´ p (resp. 1−p) de fac¸on
inde´pendante pour les diffe´rentes areˆtes. On notera ω une re´alisation
typique de la percolation. On appelle alors amas infini une composante
connexe infinie du graphe ω. On montre qu’une telle composante con-
nexe infinie existe et est presque suˆrement unique si le parame`tre p est
choisi au dessus d’une certaine valeur critique pc. Une construction plus
formelle de la percolation est donne´e plus loin dans cette introduction.
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La percolation est un mode´le important de la me´canique statistique
des milieux desordonne´s, un ’concept unificateur’ pour reprendre l’ex-
pression de P.G. De Gennes dans [5], qui intervient aussi dans de nom-
breuses applications, par exemple dans les proble`mes de diffusion dans
un environnement non homoge`ne que l’on rencontre dans la recherche
pe´trolie`re. Depuis son introduction en 1956 par J.M. Hammersley, la
percolation a e´galement donne´ lieu a une jolie the´orie mathe´matique
qui rece`le encore bien des de´fis. Nous renvoyons aux livres de Kesten et
Grimmett (voir [9] et [8]) pour une introduction aux outils mathe´matiques
de la percolation. On y trouvera en particulier de nombreux re´sultats
sur la ge´ome´trie des amas infinis.
Depuis quelques anne´es, diffe´rents auteurs se sont attache´s a` de´velop-
per la the´orie du potentiel des amas infinis ou, en d’autres termes, a`
de´crire le comportement d’une marche ale´atoire e´voluant sur un amas
infini (La ’fourmi dans un labyrinthe’ pour reprendre une autre ex-
pression de P.G. De Gennes). Les premie`res bornes sur le noyau de
la chaleur sur un amas infini ont e´te´ demontre´es par P. Mathieu et
E. Re´my (voir [12]) a` l’aide d’estime´es du profil isope´rime´trique d’un
amas infini. Puis, M. Barlow (voir [2]) a obtenu des estime´es de type
gaussien. Ces premiers re´sultats ont ensuite permis de prouver la con-
vergence de la marche ale´atoire vers un mouvement brownien sous la
forme d’un principe d’invariance valable pour presque toute re´alisation
de ω, voir [16] [3] et [11]. L’objet du travail pre´sente´ ici est de comple´ter
ce panorama en donnant des estime´es pre´cises sur le nombre de points
visite´s par la marche ale´atoire simple syme´trique e´voluant sur un amas
infini.
Le processus de percolation est de´fini de la manie`re suivante. Pour
d ≥ 2, notons Ed l’ensemble des areˆtes de Zd de´fini par,
Ed = {(x, y);
∑
i=1..d
|xi − yi| = 1},
ou` x = (x1, ..., xd) et y = (y1, ..., yd). Pour p ∈]0, 1], soit ω le sous
graphe ale´atoire de  Ld := (Zd, Ed) obtenu en gardant (resp. effac¸ant)
une areˆte avec probabilite´ p (resp. 1 − p) de manie`re inde´pendante
pour les diffe´rentes areˆtes de Ed. On identifie ce sous graphe de Zd
avec l’application ω : Ed → {0, 1} telle que ω(x, y) = 1 si l’areˆte
(x, y) est pre´sente dans ω (on dira qu’une telle areˆte est ’ouverte’) et
ω(x, y) = 0 sinon. On munit {0, 1}Ed de la mesure de probabilite´ Q
sous laquelle les variables ale´atoires (ω(e), e ∈ Ed) sont inde´pendantes
et suivent des lois de Bernoulli(p). Soit C la composante connexe de ω
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contenant l’origine, |C| son cardinal et pc la probabilite´ critique,
pc = sup{p;Q(|C| = +∞) = 0}.
On sait que 0 < pc < 1(voir [8]) , et de´sormais, on suppose que p > pc.
On se place sur l’e´ve´nement {|C| = +∞}, C est alors l’unique amas
infini. On conside`re alors sur C la marche ale´atoire suivante : X0 = x
et Xn+1 est choisi uniforme´ment parmi les voisins de Xn dans C.
ie : P(Xn+1 = y|Xn = x) = ω(x, y)∑
z;(x,z)∈Ed
ω(x, z)
.
Le but de cet article est d’estimer le nombre de points visite´s par la
marche X . Plus pre´cise´ment, posons Nn = |{X0, X1, ..., Xn}|, Pωx la loi
de la marche issue de x, et Eωx son espe´rance. Le principal re´sultat est :
The´ore`me 1.1. Pour tout α ∈]0, 1[, il existe deux constantes Ci, Cs >
0 telles que Q p.s sur l’e´ve´nement |C| = +∞, et pour n assez grand :
e−Cin
d
d+2 ≤ Eω0 (αNn) ≤ e−Csn
d
d+2
.
Remarque 1.2. Ce re´sultat est e´galement valide pour la marche ale´atoire
a` temps continu qui attend un temps exponentiel entre chaque saut.
Dans le cas ou` ω =  Ld cette expression a de´ja` e´te´ e´tudie´e par Donsker
M D et Varadhan S R S (voir [6]). Ils prouvent, en particulier pour la
marche ale´atoire simple sur la grille Zd, le the´ore`me suivant :
The´ore`me 1.3. (voir [6]) Il existe une constante c(d, α) > 0 telle que,
lim
n→∞
1
n
d
d+2
logEZ
d
0 (α
Nn) = −c(d, α)
Ce re´sultat est prouve´ par double ine´galite´. La strate´gie adopte´e
dans la preuve de Donsker M D et Varadhan S R S, pour obtenir
une majoration de l’expression lim
n→∞
1
n
d
d+2
logEZ
d
0 (α
Nn), ne semble pas se
ge´ne´raliser dans un amas infini de percolation pour plusieurs raisons.
Par exemple, la syme´trie de Zd est un point crucial dans leur preuve,
qui n’est e´videmment pas satisfait dans un amas. En particulier, la
marche ale´atoire sur Zd satisfait une proprie´te´ de martingale qui n’est
plus vraie pour la marche ale´atoire sur l’amas de percolation.
La me´thode developpe´e ici repose sur le fait suivant : Eω0 (α
Nn) peut
s’e´crire comme une probabilite´ de retour a` l’origine d’une marche Z
construite a` partir de X dans un graphe plus ”gros” que C, qui sera un
produit en couronne. Trouver une borne supe´rieure de Eω0 (α
Nn) revient
donc a` trouver une borne supe´rieure de la probabilite´ de retour de
la marche Z. On sait que les ine´galite´s isope´rime´triques sont un outil
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important pour prouver des ine´galite´s fonctionnelles comme celles de
Poincare´ ou de Nash, qui elles meˆmes, permettent d’obtenir des bornes
supe´rieures du noyaux d’une marche simple (voir [4]). On e´tudie donc
le profil isope´rime´trique sur ce produit en couronne. Graˆce aux re´cents
travaux d’A.Erschler, on sait controˆler l’isope´rime´trie du produit en
couronne de deux graphes a` partir de l’isope´rime´trie de chacun d’entre
eux. Ici, un des deux graphes e´tant le graphe ayant comme ensemble
de points C, on est finalement ramene´ a` e´tudier de manie`re assez fine la
ge´ome´trie d’un amas et ses proprie´te´s isope´rime´triques. Notons Bn =
[−n;n]d et Cn la composante connexe de C ∩ Bn contenant l’origine.
Avec des techniques similaires a` celles de [12], on prouve la proprie´te´
suivante.
Proposition 1.4. Soient γ > 0 et p > pc. Il existe β > 0 tel que pour
tout c > 0 : Q p.s sur #C = +∞, pour n assez grand, on ait,
|∂CgA|
fc(|A|) ≥ β pour tout sous-ensemble A connexe de Cn,(1)
ou` fc(x) =
{
1 si x < cnγ
x1−
1
d si x ≥ cnγ ,
et ∂CgA = {(x, y) ∈ Ed; ω(x, y) = 1 et x ∈ A ; y 6∈ A}.
Le rang a` partir duquel l’ine´galite´ (1) est satisfaite de´pend de l’amas ω
et de c.
Remarque 1.5. Les meˆmes techniques s’appliquent pour des marches
ale´atoires sur Zd aux plus proches voisins, syme´triques et dont les taux
de transitions sont borne´s supe´rieurement et infe´rieurement (condition
d’ellipticite´). Cette dernie`re condition n’est pas satisfaite pour la per-
colation.
Apre`s avoir fixe´ quelques notations, ce papier se de´compose en 4
parties. Dans la partie 2, nous de´finissons un produit en couronne,
nous expliquons l’inteˆret d’un tel outil dans notre cas et nous traitons le
proble`me de l’isope´rime´trie sur un produit en couronne. Dans la partie
3, nous e´tudions le profil isope´rime´trique d’un amas et nous prouvons
en particulier la propositions 1.4. A l’aide des parties 2 et 3, nous
e´tablissons dans la partie 4, une borne supe´rieure pour la probabilite´ de
retour a` l’origine dans le produit en couronne, et nous en de´duisons une
borne supe´rieure pour Eω0 (α
Nn). Enfin, dans la partie 5 nous prouvons
la borne infe´rieure du the´ore`me 1.1.
1.1. Notations.
NOMBRE DE POINTS VISITE´S SUR UN AMAS DE PERCOLATION 5
• Nous utiliserons le symbole := pour de´finir une nouvelle quantite´ et
on notera |A| ou bien #A le cardinal d’un ensemble A.
• La somme disjointe de deux ensembles A et B quelconques sera note´e
A
⋃˙
B. Cette notation repre´sente un ensemble en bijection avec (A×
{0}) ∪ (B × {1}).
• On noteraD(0, x) la longueur minimale d’un chemin constitue´ d’areˆt-
es ouvertes reliant x a` 0, (appele´ aussi distance chimique) et on pose
Br(C) = {x ∈ Zd; D(0, x) ≤ r}. On utilisera e´galement la norme N1
sur Zd de´finie par N1(x) =
∑
i=1...d |xi|, si x = (x1, ..., xd).
• C et c repre´senteront des constantes dont la valeur peut e´voluer de
ligne en ligne mais la de´pendance en n ou ω sera spe´cifie´e par l’ordre
des quantificateurs. La constante β de´pendra uniquement de p.
• Un grapheG est un couple (V (G), E(G)), ou` V (G) de´signe l’ensemble
des points de G (vertices of G) et E(G) de´signe l’ensemble des areˆtes
de G. Dans ce papier, les graphes seront non oriente´s ( sauf mention
explicite comme par exemple dans le lemme 2.7), et ou` les areˆtes de
type (x, x) sont exclues. Un sous graphe de G est un graphe G′ tel
que V (G′) ⊂ V (G) et E(G′) ⊂ E(G).
• On utilisera en particulier le graphe Cg de´fini par V (Cg) = C et
E(Cg) = {(x, y) ∈ Ed; x, y ∈ C et ω(x, y) = 1} et le graphe Cgn
de´fini par V (Cgn) = Cn (on rappelle que Cn de´signe la composante
connexe de C ∩ [−n, n]d contenant l’origine) et E(Cgn) = {(x, y) ∈
Ed; x, y ∈ Cn et ω(x, y) = 1}. De fac¸on ge´ne´rale, lorsqu’il n y a pas
d’ambiguite´ sur les areˆtes, V g de´signera le graphe ayant cet ensemble
d’areˆtes et dont l’ensemble des points est V . On notera e´galement
Bgn le graphe ayant Bn = [−n, n]d comme ensemble de points et ou`
E(Bgn) = {(x, y) ∈ Ed; x et y ∈ Bn}.
• Soit G un graphe, pour A ⊂ V (G), on notera
∂GA = {(x, y) ∈ E(G); x ∈ A et y ∈ V (G)−A}.
Cette notation est evidemment cohe´rente avec la de´finition du bord
∂Cg dans la proposition 1.4. En notant  L
d = (Zd, Ed), le bord ”clas-
sique” dans Zd d’un ensemble A est donc note´ ∂ LdA.
• On travaillera plutoˆt avec les fonctions de Følner lorsqu’on parlera
d’isope´rime´trie. Soit G un graphe, on de´signe par FolG la fonction
de Følner de G, de´finie par :
FolG(k) = min{|U |; U ⊂ V (G) et |∂GU ||U | ≤
1
k
}.
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• Si G′ est un sous graphe de G, on notera :
FolGG′(k) = min{|U |; U ⊂ V (G′) et
|∂GU |
|U | ≤
1
k
}.
F olGG′ est toujours une fonction de Følner de G
′ mais ou` le bord est
compte´ dans G.
2. Produit en couronne.
Dans cette section, apre`s avoir donne´ la de´finition d’un produit en
couronne, on motive l’introduction de tels graphes par la proprie´te´ 2.3,
en conside´rant une marche ale´atoire construite a` partir des noyaux de
transition de la marche X , sur un certain produit en couronne. Enfin,
on estime la fonction de Følner du produit en couronne en question a`
l’aide des fonctions de Følner des graphes conside´re´s.
2.1. De´finition. Soient A et B deux graphes, et b0 un point de V (B).
Pour une fonction f : V (A)→ V (B), on appelle support de f , l’ensem-
ble {a ∈ V (A); f(a) 6= b0}.
De´finition 2.1. Le produit en couronne A ≀B de deux graphes A et B,
est le graphe suivant :
- V (A ≀B) est l’ensemble des couples (a, f) ou` a ∈ V (A) et f : V (A)→
V (B) est a` support fini,
-les areˆtes sont de´finies de la manie`re suivante :
(
(a1, f1), (a2, f2)
)
∈
E(A ≀ B)) si et seulement si

a1 = a2 et ∀x 6= a1 f1(x) = f2(x) et (f1(a1), f2(a1)) ∈ E(B),
ou
f1 = f2 et (a1, a2) ∈ E(A).
Si (a, f) ∈ V (A ≀ B), l’e´le´ment f est appele´e la configuration. On
appellera le graphe A la ”base” du produit en couronne A ≀ B.
Remarque 2.2. Si A et B sont des graphes de Cayley de groupes,
le produit en couronne de A et B est le graphe de Cayley du produit
en couronne de ces groupes, avec l’ensemble ”standard” de ge´ne´rateurs
construits a` partir des ge´ne´rateurs de A et B (voir [7]). [ Le produit
en couronne de deux groupes A et B est le produit semi direct de A et∑
AB ou` A agit sur
∑
AB par
af(x) = f(xa−1). ]
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2.2. Marches ale´atoires. Dans notre cas, on prend A = Cg et pour
B le graphe de Cayley du groupe ( Z
2Z
,+) avec 1 comme ge´ne´rateur. On
notera ’encore’ Z
2Z
ce graphe. On choisit b0 = 0. Soit o le point de A ≀B
tel que o = (0, f0) ou` 0 est l’origine de Z
d et f0 est la configuration
qui vaut 0 en tous points. Notons p( , ) les noyaux de transition de la
marche X de´finie dans l’introduction, ie : pour tout a, b ∈ C p(a, b) =
P
ω
x(X1 = y) =
ω(a,b)
ν(a)
ou` ν(a) est le nombre de voisins dans C de a. Pour
α ∈]0; 1[, on conside`re alors la marche Z sur Cg ≀ Z
2Z
de´finie par Z0 = o
et dont les noyaux de probabilite´ sont :
p˜
(
(a, f), (b, fa,0¯
b,0¯
)
)
= α2p(a, b),
p˜
(
(a, f), (b, fa,1¯
b,0¯
)
)
= α(1− α)p(a, b),
p˜
(
(a, f), (b, fa,0¯
b,1¯
)
)
= α(1− α)p(a, b),
p˜
(
(a, f), (b, fa,1¯
b,1¯
)
)
= (1− α)2p(a, b),
ou`
fa,x
b,y
: u 7→ f(u) pour u 6= a ou b,
a 7→ x,
b 7→ y.
L’interpre´tation de cette marche est la suivante : imaginons qu’il y ait
une lampe en chaque point de C, qui soit allume´e [resp. e´teinte] lorsque
la configuration en ce point vaut 1 [resp. 0]. Supposons maintenant
qu’a` un certain instant le marcheur se trouve en un certain point de C.
En une unite´ de temps, il allume [resp. e´teint] la lampe ou` il se trouve
avec probabilite´ 1 − α [resp. α], il saute ensuite dans C uniforme´ment
sur ses voisins et il allume [resp. e´teint] a` nouveau la lampe au point
ou` il se trouve avec probabilite´ 1 − α [resp. α]. Ces trois e´tapes sont
inde´pendantes. Remarquons que si on ”oublie” les configurations et
que l’on regarde uniquement le premier argument de la marche Z, on
retrouve la marche X , ainsi on peut e´crire Zn = (Xn, fn). Par ailleurs,
si nous fixons une trajectoire dans C, les e´tats des diffe´rentes lampes
sont inde´pendants. Enfin, la marche Z admet des mesures re´versibles,
elles sont proportionnelles a` :
m(a, f) = ν(a)(
1 − α
α
)#{i;f(i)=1¯}.
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Nous verrons plus tard qu’il suffit d’e´tudier le cas α = 1/2 pour obtenir
la borne supe´rieure dans le the´ore`me 1.1(la mesure m se re´duit alors
a` m(a, f) = ν(a) ) mais pour la borne infe´rieure du the´ore`me et pour
d’autres valeurs de α, la mesure m nous sera utile.
Le lien, entre la marche Z sur ce produit en couronne et notre
proble`me initial re´side dans la proprie´te´ suivante. On note P˜ωo la loi
de la marche Z issue de o.
Proposition 2.3. On a, P˜ωo (Z2n = o) = E
ω
0 (α
N2n1{X2n=0}).
De´monstration.
P˜
ω
o (Z2n = o) = P˜
ω
o
(
(X2n, f2n) = (0, f0)
)
=
∑
(k0,k1,...,k2n)∈Zd
k0=k2n=0
P˜
ω
o (X0 = k0, X1 = k1, ..., X2n = k2n
et f2n = f0)
=
∑
(k0,k1,...,k2n)∈Zd
k0=k2n=0
P˜
ω
o (X0 = k0, X1 = k1, ..., X2n = k2n)
× P˜ωo (f2n = f0|X0 = k0, ..., X2n = k2n)
=
∑
(k0,k1,...,k2n)∈Zd
k0=k2n=0
P˜
ω
o (X0 = k0, X1 = k1, ..., X2n = k2n)
×α#{k0,...,k2n}
= Eω0 (α
N2n 1{X2n=0}).

2.3. Remonte´e de l’isope´rime´trie sur le produit en couronne.
On explique dans cette sous section, comment une ine´galite´ isope´rime´tr-
ique sur le graphe Cgn se transmet au produit en couronne Cgn ≀ Z2Z . Ce
type de re´sultat est duˆ a` A. Erschler. Nous pre´sentons ici, une preuve
le´ge´rement plus simple et plus de´taille´e. Le re´sultat principal est le
suivant :
Proposition 2.4. Il existe des constantes universelles C1, C2 > 0 telles
que,
Fol
Cg≀ Z
2Z
Cgn≀
Z
2Z
(k) ≥ eC1FolC
g
C
g
n
(C2k)
.
On peut prendre (cf preuve) C1 = log(2)/9 et C2 = 1/1000.
La preuve de cette proprie´te´ est assez technique et de´coule de plusieurs
lemmes. Pour alle´ger les notations, on notera, dans cette section, ∂≀ =
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∂Cg≀ Z
2Z
. Pour comprendre la preuve, examinons d’ou` proviennent les
points du bord d’un ensemble U ⊂ V (Cgn ≀ Z2Z). Il y en a de deux types :
- les points du bord provenant du bord de la base Cgn, ie : les points de
la forme
(
(a, f); (b, f)
)
avec (a, b) ∈ E(Cg),
- les points du bord provenant du bord en ’configuration’, ie : les points
de la forme
(
(a, f); (a, g)
)
avec f = g sauf en a.
Avant d’e´noncer les lemmes pre´liminaires a` la preuve de la proprie´te´
2.4, introduisons quelques notions. Soit U ⊂ V (Cn ≀ Z2Z).
• A chaque U , on associe un graphe KU de la manie`re suivante :
- les points sont les configurations f de l’ensemble
{f ; ∃a ∈ Cn (a, f) ∈ U},
- deux points distincts f et g sont relie´s par une areˆtes si et seulement
si :
∃a ∈ Cn tel que


(a, g) et (a, f) ∈ U,
et
∀x 6= a f(x) = g(x).
ie : f = g sauf en un point de p(V ), ou` p est la projection V (Cgn ≀ Z2Z)→
V (Cgn) = Cn.
• Soit f ∈ KU , on dit que f est b− satisfaisable, si il y a au moins b
areˆtes attache´es a` f dans KU ,
ie : #{x ∈ p(V ); dim
x
f = 1} ≥ b,
ou`
dim
x
f = #{g; (x, g) ∈ V et ∀y 6= x f(y) = g(y)} ∈ {0, 1}.
Nous noterons SV (b) l’ensemble des configurations b−satisfaisables,
pour alle´ger les notations, la plupart du temps nous oublierons la
de´pendance en U , et on notera donc S(b) cet ensemble.
Remarque 2.5. Pour tout U , on a
|U | ≥ 2|E(KU)|,
et si pour tout (x, f) ∈ U , on a dim
x
f = 1 ( si U n’a pas de points
”isole´s”) alors,
|U | = 2#E(KU).
• Si f n’est pas b-satisfaisable, on dira que f est b−non satisfaisable et
on notera NS(b) l’ ensemble des configurations b-non satisfaisables.
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• Soit K un graphe, on e´tend la notion de satisfaisabilite´ a`K. Un point
x ∈ V (K) sera dit b− satisfaisable [resp. b− non satisfaisable] si
il y a au moins [resp. strictement moins de] b areˆtes attache´es a` x.
• une areˆte sera dite b−satisfaisable si elle relie deux configurations b-
satisfaisables sinon on dira qu’elle est b-non satisfaisable. On notera
Se(b) ou SeU(b) [resp. NS
e(b)] l’ensemble des areˆtes b-satisfaisables
[resp. b-non satisfaisables].
• Un point u = (x, f) ∈ U sera dit b − satisfaisable [resp. b − non
satisfaisable] si f ∈ S(b) [resp. NS(b)]. On utilisera la notation
Sp(b) et NSp(b) pour l’ensemble des points de U qui sont (ou ne
sont pas) b-satisfaisables.
• Un point u = (x, f) ∈ U sera dit bon si dim
x
f = 1 sinon on dira qu’il
est mauvais.
Maintenant la preuve de la propostion 2.4 se de´compose en trois e´tapes,
on suppose que
|∂≀U |
|U |
≤ 1
k
, on prouve d’abord qu’il y alors peu de points
b− non satisfaisables (pour une certaine valeur de b), puis on extrait
un sous graphe tel que tous les points soient b
3
− satisfaisables , et
enfin on en de´duit une minoration de |U |.
Dans la proposition suivante, on note φ la fonction FolC
g
Cgn
.
Lemme 2.6. Soit U ⊂ V (Cgn ≀ Z2Z), tel que
|∂≀U |
|U |
≤ 1
1000k
alors
(i) |{u∈U ; u mauvais}|
|U |
≤ 1
1000k
,
(ii) |{u∈U ; u∈NS
p(φ(k)/3) }|
|V |
≤ 1
500
.
De´monstration.
Pour (i) on remarque qu’un point mauvais de U nous donne un point
du bord en ’configuration’ de U , ainsi :
|∂≀U | ≥ #{u ∈ U ; u mauvais}.
Pour (ii) posons :
Neud = {u ∈ U ; u ∈ NSp(φ(k)/3) }
= {u = (x, f) ∈ U ; f ∈ NS(φ(k)/3)},
et
Neud(f) = {(x, f); (x, f) ∈ U}.
Notons que l’on a p(Neud(f)) = {x; (x, f) ∈ U}. Pour un ensemble F
de configurations, on pose Neud(F ) = ∪
f∈F
Neud(f). Remarquons que
c’est une union disjointe.
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Soit maintenant f ∈ NS(φ(k)/3), inte´ressons-nous a` l’ensemble p(Neud(f)).
Chaque point du bord de p(Neud(f)) fournit un point du bord de U
en ’base’. Soit l’ensemble p(Neud(f)) posse`de une part importante de
bord relativement a` son volume, et il fournit alors une part de bord en
’base’ dans U de l’ordre de son volume. Ou bien, cet ensemble posse`de
peu de bord relativement a` son volume, et dans ce cas, du fait que f soit
non satisfaisable, cet ensemble fournit a` U du bord en ’configuration’.
Dans tous les cas, on obtient des points du bord de U mais les hy-
pothe`ses sur U limitent cet apport. On distingue donc deux cas.
Premier cas : f ∈ F1 := {f ∈ NS(φ(k)/3); |∂Cgp(Neud(f))||p(Neud(f))| > 1k}.
On fait correspondre a` chaque point du bord de p(Neud(f)) un point
du bord de U par l’application injective suivante :⋃˙
f∈F1
∂Cgp(Neud(f)) −→ ∂≀U
(x, y) 7−→
(
(x, f) ; (y, f)
)
.
Donc, on a :
(2)
|∂≀U | ≥
∑
f∈F1
|∂Cgp(Neud(f))| ≥ 1
k
∑
f∈F1
|p(Neud(f))| ≥ 1
k
|Neud(F1)|.
Second cas : f ∈ F2 := {f ∈ NS(φ(k)/3); |∂Cgp(Neud(f))||p(Neud(f))| ≤ 1k}.
Comme f ∈ NS(φ(k)/3), on a :
|{x ∈ p(Neud(f)); dim
x
f = 1}| < 1
3
φ(k),
d’ou`
|{x ∈ p(Neud(f)); dim
x
f = 0}| ≥ |Neud(f)| − 1
3
φ(k).
(on a utilise´ le fait que |p(Neud(f)| = |Neud(f)|.)
Or f ∈ F2, donc par la de´finition de la fonction de Følner on a :
|Neud(f)| ≥ φ(k).
Ainsi,
|{x ∈ p(Neud(f); dim
x
f = 0}| ≥ 2
3
|Neud(f)|.
Mais pour tout f ∈ F2, si y ∈ {x ∈ p(Neud(f); dim
x
f = 0} le point
(y, f) nous donne un point du bord de U en configuration de manie`re
12 CLE´MENT RAU
injective, par l’application
∪˙
f∈F2
{(x, f) ∈ Neud(f); dim
x
f = 0} → ∂≀U
(x, f) 7−→
(
(x, f); (y, f¯x)
)
,
ou` f¯x est la configuration qui vaut f en tout point diffe´rent de x et
dont la valeur en x est 0¯ [resp. 1¯] si f(x) = 1¯ [resp. f(x) = 0¯]. Donc,
on obtient,
|∂≀U | ≥ 2
3
∑
f∈F2
|Neud(f)| ≥ 2
3
|Neud(F2)|.
D’ou` l’on de´duit que pour k ≥ 2
(3) |∂≀U | ≥ 1
k
|Neud(F2)|.
En additionnant (2) et (3) et en utilisant que
|∂≀U |
|U |
< 1
1000k
, on a :
|Neud|
|U | <
1
500
.

Lemme 2.7. Soit b > 0 et soit K un graphe. Supposons que E(K) 6= ∅
et :
|NSeK(b)|
|E(K)| < 1/2.
Alors il existe un sous graphe non vide K ′ de K tel que toutes les areˆtes
soient SpK ′(b/3).
De´monstration. On efface tous les sommetsNSp(b/3) et ainsi que toutes
les areˆtes adjacentes. Il peut alors apparaˆıtre de nouveaux sommets
NSp(b/3) dans ce nouveau graphe. On les efface a` nouveau ainsi que
les areˆtes adjacentes, et on ite`re ce processus ”d’effacement” tant qu’il
y a des sommets NSp(b/3). Prouvons que ce processus se termine avant
que le graphe soit vide.
Posons,
C1 = |NSeK(b)|,
C2 = |{e ∈ SeK(b); e efface´e a` la fin du processus }|
C0 = |{e ∈ E(K); e efface´e a` la fin du processus }|.
Si nous montrons que C2 ≤ C1, le lemme sera de´montre´ car
C0 ≤ C1 + C2 ≤ 2C1 < |E(K)|.
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Ce qui signifiera qu’il reste des points non efface´s.
Pour prouver que C2 ≤ C1, introduisons une orientation des areˆtes.
Si A et B sont deux points du graphe K relie´s par une areˆte, on oriente
l’areˆte de A vers B, si A a e´te´ efface´ avant B. Nous choisissons une
orientation arbitraire si A et B sont efface´s simultane´ment ou si A et
B sont non efface´s. Nous noterons A
↓
[resp. A
↑
] l’ensemble des areˆtes
oriente´es quittant A [resp. arrivant en A].
Sous lemme 2.8. Soit b > 0 et A un point de K, efface´ a` la fin du
processus. Supposons que A soit initialement Sp(b), alors
|A
↓
| ≤ 1
2
|A
↑
|.
A
A
  
     
ETAT INITIAL ETAT  PRECEDENT  L’EFFACEMENT DE A
A est S(b)                       Il reste moins de b/3 arêtes.
                    Il y a au moins  b arêtes .
Figure a
De´monstration. La figure a illustre le de´but et la fin du processus au
point A. On a,
|A
↓
| ≤ b/3 et |A
↑
| ≥ b− 1
3
b ≥ 2
3
b.
D’ou`,
|A
↓
| ≤ 1
2
|A
↑
|.

Pour finir la preuve, on pose :
D1 = {points efface´s a` l’e´tape 1},
Di = {points initialement Sp(b), efface´s a` l’e´tape i} pour i ≥ 2
Fi = {areˆtes entre Di et Di−1 },
F ′i = {areˆtes quittant Di−1}.
Ces ensembles sont sche´matise´s sur la figure b.
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D1
D2
} F2
F3}
D3
Figure b.
Notons que Fi ⊂ F ′i et que par ailleurs les areˆtes de F ′i sont efface´es a`
l’e´tape i− 1. En appliquant le sous lemme 2.8, en chaque point de Di,
on obtient :
∀i ≥ 2 |F ′i+1| ≤
1
2
|Fi|.
D’ou`,
|F ′i+1| ≤
1
2i−1
|F2|.
(On a utilise´ le fait que |Fi| ≤ |F ′i |.) Ainsi,
| ∪
i≥3
F ′i | ≤ (
∑
i≥1
1
2i
) |F2|.(4)
Maintenant, les areˆtes de F2 sont NS
e
K(b) car si elles e´taient S
e
K(b),
elles relieraient deux points SpK(b) et en particulier, les points de D1
seraient SpK(b), donc S
p
K(b/3) donc non efface´s a` l’e´tape 1. Il s’en suit
que,
|F2| ≤ |NSeK(b)| = C1.(5)
Par ailleurs, toute areˆte Se(b) efface´e, est dans un certain F ′i avec i ≥ 3,
donc
C2 = #{e ∈ Se(b); e efface´e a` la fin du processus } ≤ | ∪
i≥3
F ′i |.(6)
Des ine´galite´s (6), (5) et (4), on de´duit que C2 ≤ C1, ce qui termine la
preuve. 
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Lemme 2.9. Soit Y > 0 et soit A un ensemble non vide de config-
urations, tel que pour toute configuration de A, il existe au moins Y
points ou` l’on peut changer la valeur de f tout en restant dans A,
alors : |A| ≥ 2Y . i.e :
(∀f ∈ A ∃a1, a2, ..., aY ∈ Cn tels que f¯ai ∈ A) =⇒ |A| ≥ 2Y ,
ou` f¯ai est de´finie a` partir de f par :
f¯ai(x) =
{
f(x) si x 6= ai
1¯− f(x) sinon .
De´monstration. On raisonne par re´currence sur Y .
-Si Y = 1 la proprie´te´ est satisfaite.
-Supposons Y ≥ 2 et conside´rons un point x (dans la base ) tel qu’il
existe f, g ∈ A satisfaisant f(x) = 0 et g(x) = 1, et posons A0 = {h ∈
A; h(x) = 0} et A1 = {h ∈ A; h(x) = 1}. A0 et A1 sont non vides.
On a A = A1 ∪ A0 et cette union est disjointe. Par ailleurs, A0, A1
ve´rifient l’hypothe`se de re´currence avec la constante Y − 1. D’ou`,
|A| = |A0|+ |A1| ≥ 2.2Y−1 = 2Y+1.

A l’aide des trois lemmes pre´ce´dents, on peut maintenant de´montrer
la proprie´te´ 2.4.
Preuve de la proprie´te´ 2.4 :
Soit U ⊂ Cgn ≀ Z2Z ve´rifiant |∂≀U ||U | ≤ 11000k . Proce´dons en 5 e´tapes.
1. Soit U ′ = U−{u ∈ U ; u mauvais}. Posons K˜ = KU ′, on a E(KU) =
E(KU ′) (K˜ est le sous graphe de KU qui ne contient que des points
attache´s a` une areˆte de KU).
2. V (K˜) (et donc aussi E(K˜) par construction) est non vide, puisque
par le (i) du lemme 2.6 :
|V (K˜)| ≥ (1− 1
1000k
)|U |.
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3. On a successivement :
#{e ∈ E(K˜) ∩NSe(φ(k)/3)}) = #{e ∈ E(KU) ∩NSe(φ(k)/3)}
≤ 1
2
#{u ∈ U ;NSp
(
φ(k)/3
)
}
(remarque 2.5)
≤ 1
1000
|U |
(par le lemme 2.6 (ii))
≤ 1
1000− 1
k
#{u ∈ U ; u bon}
(par le lemme 2.6 (i))
=
2
1000− 1
k
|E(K˜)|
≤ θ |E(K˜)|,
avec θ = 2
999
< 1
2
.
4. Graˆce aux points 2 et 3, on peut appliquer le lemme 2.7 a` K˜ et
de´duire qu’il existe un sous graphe K ′ de K˜ ou` tous les points sont
SpK ′(φ(k)/9).
5. On de´duit du lemme 2.9 que,
|U | ≥ 2φ(k)/9.
Ainsi on a prouve´ que pour tout ensemble U ⊂ V (Cgn ≀ Z2Z),
|∂≀U |
|U | ≤
1
1000k
⇒ |U | ≥ 2FolC
g
C
g
n
(k)/9
,
ce qui implique,
Fol
Cg≀ Z
2Z
Cgn≀
Z
2Z
(k) ≥ 2FolC
g
C
g
n
(k/1000)/9
,
et fournit des valeurs nume´riques des constantes C1 et C2.
3. Isope´rime´trie sur un amas de percolation
Apre`s avoir brie`vement discute´ d’une premie`re ine´galite´ isope´rime´trique,
on explique quel type d’ine´galite´ isope´rime´trique est ne´cessaire pour
prouver le the´ore`me 1.1. Enfin le reste de cette section est consacre´e a`
la preuve de la proprie´te´ 1.4.
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3.1. Point de de´part. Dans [12], l’ine´galite´ suivante est prouve´e.
Proposition 3.1. Il existe une constante β = β(p, d) > 0 telle que Q
p.s sur l’ensemble |C| = +∞ on ait,
∃nω ∀n ≥ nω inf
A⊂Cn,|A|≤|Cn|/2
|∂CgnA|
|A|1− 1ǫ ≥
β
n1−
d
ǫ
,
ou` ǫ = ǫ(n) = d+ 2d log log(n)
log(n)
.
Dans cette ine´galite´, on peut remplacer le bord dans Cgn par le bord
dans Cg, et enlever la condition sur le volume de A, en remarquant les
deux points suivants.
1. Pour tout A ⊂ Cn, ∂CgA = ∂Cgn+kA pour tout k ≥ 1.
2. Puis pour enlever la condition sur le volume, rappelons la proprie´te´
relative a` la croissance du volume de Cn ( voir Appendix B dans [12])
Proposition 3.2. Il existe ρ > 0 tel que Q p.s sur l’ensemble |C| =
+∞ pour n assez grand,
|Cn| ≥ ρnd.
Ainsi, par exemple il existe c′ > 0 tel que Q p.s pour n assez
grand, pour tout A ⊂ Cn on ait,
|A| ≤ |Cn| ≤ |Cn+c′n|/2.
En effet |Cn| ≤ nd ≤ ρ2 (n + k)d ≤ 12 |Cn+k| est re´alise´e de`s que l’on
prend k ≈ n.
On de´duit donc de la proprie´te´ 3.1, (en modifiant la constante β par
une constante multiplicative) que :
∃β > 0 Q p.s pour n assez grand, inf
A⊂Cn
|∂CgA|
|A|1− 1ǫ ≥
β
n1−
d
ǫ
.
Cette manie`re de compter le bord nous donne une majoration de la
probabilite´ de retour de la marche Z tue´e quand elle sort de la boˆıte
Bn = [−n, n]d. Si on applique alors la meˆme de´marche que l’on va
utiliser a` la section 4, a` partir de cette ine´galite´ isope´rime´trique, nous
trouvons une majoration de la probabilite´ de retour de Z (et donc de
la transforme´e de Laplace du nombre de points visite´s) en
e
−c t
d
d+2
log(t)c
′
.
Ceci n’est pas la borne supe´rieure attendue. La principale partie
du travail consiste donc a` supprimer le terme logarithmique. Pour cela,
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l’ide´e est de prouver une nouvelle ine´galite´ isope´rime´trique, qui est sim-
ilaire a` celle que l’on a dans le graphe  Ld = (Zd, Ed) pour les ensembles
de ’gros’ volume. Plus pre´cisement, la proprie´te´ 1.4 peut s’interpre´ter
ainsi, pour A ⊂ Cn, si |A| est grand, on a |∂CgA|
|A|1−
1
d
≥ C, et si |A| est petit,
on peut dire que |∂CgA| ≥ 1.
Les deux sections suivantes sont consacre´es a` prouver la proprie´te´ 1.4
pour tout p > pc, par des techniques de renormalisation. Dans la section
3.2, nous prouvons pour des valeurs de p proches de 1, une ine´galite´
isope´rime´trique modifie´e, correspondant a` un e´ve´nement croissant. Puis
dans la section 3.3, a` l’aide du the´ore`me 2.1 de [1], on de´duit la proprie´te´
1.4.
3.2. Une autre ine´galite´ isope´rime´trique. Soit Gn l’ensemble des
points de Bn attache´s a` une areˆte ouverte. Soit alors  Ln la plus grosse
composante connexe de ω dans Bn. On note  Ln la composante con-
nexe de  Ln dans le graphe ω.  L
g
n est le graphe ayant  Ln comme en-
semble de points et l’ensemble des areˆtes est de´fini par : E( Lgn) =
{(x, y); ω(x, y) = 1, x, y ∈  Ln}.
Posons pour A ⊂ Bn, n(A) le nombre de composantes connexes de
Bn− Ln qui contiennent au moins une composante connexe de A. Notons
que si A est connexe n(A) = 0 ou 1 suivant que A ⊂  Ln ou non.
Remarquons e´galement que si A ⊂ Bn, |∂ ¯ LgnA| = |{(x, y) ∈ E
d; x ∈
A ∩  Ln, y ∈ Bn+1 −A, et ω(x, y) = 1}|.
Proposition 3.3. Il existe p0 < 1 tel que pour tout p ∈ [p0; 1] :
∃β > 0 ∀c > 0 Q p.s ∃nω,c ∀n ≥ nω,c
∀A ⊂ Bn connexe
n(A) + |∂ ¯ LgnA|
fc(|A|) ≥ β.(7)
Avant de prouver cette proprie´te´, remarquons les deux faits suiv-
ants :
-d’abord l’e´ve´nement de´fini par l’e´quation (7) est croissant. En effet,
l’ajout d’une areˆte a` ω, ne fait pas diminuer |∂ ¯ LgnA|. Et si n(A) diminue
de 1, cela signifie qu’il y avait une composante connexe de A qui n’in-
tersectait pas  Ln et qui maintenant intersecte  Ln, donc le bord |∂ ¯ LgnA|a
augmente´ de 1. Finalement, la somme n(A) + |∂ ¯ LgnA| ne de´croˆıt pas.
C’est cette raison qui motive l’introduction d’une telle ine´galite´, afin
de permettre l’utilisation des techniques de renormalisation.
-par ailleurs, pour n assez grand, Cn =  Ln (voir la premie`re partie de
la preuve de 3.3), si l’on prend alors A ⊂ Cn connexe, n(A) = 0 et on
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retrouve l’ine´galite´ 1.4 pour p proche de 1, comme conse´quence de la
proposition 3.3.
De´monstration.
Commenc¸ons par prouver que pour n assez grand  Ln = Cn, ce qui nous
sera utile dans la suite de la preuve.
Supposons  Ln 6= Cn. On a imme´diatement par la proprie´te´ 3.2 que :
| Ln| ≥ |Cn| ≥ ρnd.(8)
Soient Ci les composantes connexes de Bn−  Ln dans le graphe Bgn. Pour
tout i on a : 

∂BgnCi est (*)-connexe
2
(car Ci et Bn − Ci sont connexes )
et ∑
e∈∂
B
g
n
Ci
1{w(e)=1}
|∂
B
g
n
Ci|
= 0.
Pour β > 0, posons,
A′n = {∃F ⊂ E(Bgn);
∑
e∈F
1{w(e)=1}
|F | ≤ β ,(9)
|F | ≥ (log n)2, F (∗)− connexe}.
On a :
Q(A′n) ≤
∑
F
|F |≥(logn)2 et F (∗)−connexe
Q(
∑
e∈F
1{w(e)=1}
|F | ≤ β)
Du fait que les variables ale´atoires (ω(e))e suivent des des lois de
Bernouilli(p) et sont inde´pendantes, par l’ine´galite´ de Bienayme´e Tchebitchef,
on a :
∀λ ≥ 0 Q(
∑
e∈F
1{w(e)=1}
|F | ≤ β) ≤ e
λβ|F |(pe−λ + 1− p)|F |.(10)
D’ou`, pour tout λ ≥ 0 on de´duit :
Q(A′n) ≤
∑
k≥(logn)2
eλβk(pe−λ + 1− p)k×(11)
2un ensemble M d’areˆtes est dit (*)-connexe si pour tout e, e′ de M , il existe
une suite d’areˆtes e1, ..., em de M telle que e1 = e et em = e
′ et ei
(∗)∼ ei+1 ou`
(x, y)
(∗)∼ (x′, y′) si max |xi − x′i| ≤ 1 et max |yi − y′i| ≤ 1.
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|{F ⊂ E(Bgn); F (∗)− connexe, |F | = k}|.
Mais |{F ⊂ E(Bgn); F (∗)− connexe, |F | = k}| ≤ (2n + 1)deak, ou` a
est une constante qui de´pend seulement de d (voir [17]). Ainsi, le terme
ge´ne´ral de la se´rie du membre de droite de l’e´quation (11) est majore´
par :
(2n+ 1)dek[a+λβ+log(pe
−λ+1−p)].
Si p est proche de 1, et si on choisit β assez petit (avec β < 1), il existe
λ > 0 tel que a+λβ + log(pe−λ+1− p) = −ξ < 0. Donc pour n assez
grand,
Q(A′n) ≤ C (2n+ 1)de−ξ(logn)
2 ≤ e− ξ2 (logn)2
Cette dernie`re expression est sommable en n, donc par le lemme de
Borel Cantelli, on de´duit :
∀ω ∃nω , ∀n ≥ nω ω ∈ A′cn .
Ainsi, Q p.s pour n assez grand ∂BgnCi ∈ A′cn .
ie : |∂BgnCi| ≤ (logn)2.(12)
Or
|Ci| ≤ |Bn| − | Ln|.
Puis de (8), on de´duit :
|Ci| ≤ c′nd avec c′ < 1.
Puisque Ci a un volume plus petit qu’une fraction du volume de Bn,
on peut donc lui appliquer l’ine´galite´ isope´rime´trique restreinte a` une
boite Zd, pour en de´duire
|Ci| ≤ Cd log(n) 2dd−1 .(13)
Or, si  Ln 6= Cn, il existe i tel que Cn ⊂ Ci. Ce qui est impossible compte
tenu de (13) et de la proprie´te´ 3.2. Donc pour n assez grand,  Ln = Cn.
Fixons-nous a` pre´sent un c > 0.
Si |A| < cnγ , (7) est satisfaite puisque n(A) + |∂ ¯ LgnA| ≥ 1.
Supposons donc maintenant |A| ≥ cnγ . Par la majoration (13 ) ve´rifie´e
par les volume des Ci, ne´cessairement A intersecte  Ln. De ce fait, on a
n(A) = 0. Nous voulons donc prouver que
|∂ ¯ LgnA|
|A|1− 1d ≥ β.(14)
Proce´dons en 5 e´tapes.
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1. L’isope´rime´trie classique dans Zd fournit,
|∂ LdA|
|A|1− 1d ≥ Cd.(15)
2. On voudrait remplacer ∂ LdA par ∂ ¯ L
g
n
A. Mais si on applique un ar-
gument de contour a` A, il peut exister des areˆtes de ∂ LdA qui ap-
partiennent a` ω −  Lgn. Nous allons donc appliquer un argument de
contour a` l’ensemble A auquel nous avons rajoute´ les ”morceaux”
de ω −  Lgn connexes a` A.
Du fait que p.s, il n’existe qu’une seule composante connexe infini
dans ω ( qui est Cn =  Ln pour n assez grand), on peut trouver un
k = kn,ω tel que tous les chemins de ω − Cgn commenc¸ant dans Bn,
se terminent avant d’atteindre une areˆte de ∂ LdBn+k.
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figure d.
Soient (ai)i=1...m les chemins de ω−  Lgn qui de´butent dans A (voir
figure d). Tous ces chemins sont contenus dans Bn+k. Ajoutons ces
chemins a` A, et posons
A′′ = A ∪ a1... ∪ am.
3. A′′ ve´rifie les proprie´tes suivantes. A′′ est connexe et on peut sup-
poser que Zd − A′′ est connexe. En effet, si ce n’est pas le cas, on
remplit les trous, en prenant B le comple´mentaire dans Zd de la
composante connexe de Zd−A′′ (dans le graphe  Ld) qui contient les
points a` l’infini, et une ine´galite´ isope´rime´trique pour l’ensemble B
se transmet a` A′′, puisque |B| ≥ |A′′| et |∂ LdB| ≤ |∂ LdA′′| .
Ainsi ∂ LdA
′′ est (*)-connexe .
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Par ailleurs, on a
|∂ωA′′| = |∂ ¯ LgnA|,(16)
(ω de´signe dans l’e´galite´ pre´ce´dente le graphe issu du processus de
percolation) et l’ine´galite´ isope´rime´trique classique dans Zd donne :
|∂ LdA
′′| ≥ Cd|A′′|1− 1d ≥ Cd(cnγ)1− 1d .
4. Appliquons un argument de contour a` A′′. Pour β ′ > 0 on pose :
A′′n = {ω; ∃F ⊂ Ed, |F | ≥ Cd(cnγ)1−
1
d ,
∑
e∈F
1{w(e)=1}
|F | ≤ β
′,
F (∗)− connexe, F ∩ E(Bgn) 6= ∅}.
Comme pre´ce´demment, a` l’aide de (10) on a :
Q(A′′n) ≤
∑
j≥Cd(cnγ)
1− 1
d
eλβ
′j(pe−λ + 1− p)j × h(n, j),
ou` h(n, j) = sup
k≥0
|{H ⊂ Ed , H (∗)− connexe |H| = j ,
et H ∩ E(Bgn) 6= ∅}|.
Mais |{H ⊂ E(Bgn+kn,ω) , H (∗)− connexe , |H| = j , H ∩E(Bn) 6=
∅}| est infe´rieur a` (2n+ 1)deaj pour tout k ≥ 0 (avec a inde´pendant
de k). Donc, on obtient finalement que si p est proche de 1, il existe
une valeur β ′ > 0, et un δ > 0 tels que pour n assez grand :
Q(A′′n) ≤ e−δn
γ(1− 1
d
)
.
Puis par le lemme de Borel-Cantelli, on de´duit que Q p.s pour n
assez grand, ∂ LdA
′′ 6∈ A′′n.
ie : |∂ωA′′| ≥ β ′|∂ LdA
′′|.
5. On peut alors terminer la preuve : par (16) on a,
|∂ ¯ LgnA| ≥ β
′|∂ LdA
′′|.
En appliquant alors, l’ine´galite´ isope´rime´trique dans Zd a` A′′ et par
le fait que A ⊂ A′′, on de´duit qu’il existe β > 0 tel que Q p.s, pour
n assez grand,
|∂ ¯ LgnA| ≥ β|A|
1− 1
d .

NOMBRE DE POINTS VISITE´S SUR UN AMAS DE PERCOLATION 23
3.3. Renormalisation. Nous sommes maintenant en mesure de mon-
trer la proprie´te´ 1.4 pour tout p > pc. Reprenons les notations et
re´sultats de [1]. Soit p > pc et N ∈ N. On recouvre Zd par une union
disjointe de boites de taille N telles que Zd = ∪
i∈Zd
Bi ou` Bi est la boite
centre´e en (2N + 1)i. Soit B′i la boite de meˆme centre que Bi mais de
taille 5
4
N .
Introduisons (voir [1]), E(N) = {(ke1, (k + 1)e1); k = 0, ..., [
√
N ]} et
Ei = τi(2N+1)E(N), ou` τb repre´sente le de´calage dans Zd avec b ∈ Zd.
On dit qu’un amas K contenu dans B′ est traversant pour B ⊂ B′, si
dans les d directions il existe un chemin ouvert contenu dans K ∩ B
reliant la face droite de B a` la face gauche de B.
Conside´rons les deux e´ve´nements suivants :
RNi : = {il existe un amas traversant K dans B′i pour B′i, tout che-
min ouvert contenu dans B′i de longueur plus grande que
N/10 est connecte´ a` K dans B′i, et K est traversant pour
toute sous-boite B ⊂ B′i de taille supe´rieure a` N/10},
SNi : = { Il y a au moins une areˆte ouverte dans Ei}.
Nous e´crirons K(B′i) quand cela est ne´cessaire pour indiquer que
nous conside´rons l’amas traversant K de la boite B′i.
On de´finit alors φN : ω −→ {0, 1}Zd telle que (φN ω)(x) = 1RNx ∩SNx (ω),
et on dit qu’une boite Bx est bonne si (φN ω)(x) = 1. (ie : si les deux
e´ve´nements sont re´alise´s) sinon on dit que la boite est mauvaise. Cela
de´finit un processus (de´pendant) de percolation sur les sites du re´seau
renormalise´, voir [1] pour plus de de´tails.
Preuve de la proposition 1.4.
On a prouve´ la proprie´te´ 3.3 pour un parame`tre de percolation sur les
areˆtes assez grand. Puisque l’ensemble des amas qui ve´rifie l’ ine´galite´
(7) est un e´ve´nement croissant, cette ine´galite´ est donc aussi ve´rifie´e
pour un parame´tre de percolation sur les sites assez grand (voir [10]).
Soit A ⊂ Cn connexe, notons A˜ = {i ∈ Zd;A∩Bi 6= ∅}. A˜ est connexe
et remarquons que l’on a :
|A˜| ≥ |A|
(2N + 1)d
.
On utilise la notation ˜ pour les quantite´s de´finies dans le processus
renormalise´.
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Pour un bon choix de N , par la proposition 2.1 de [1], on peut ap-
pliquer la proposition 3.3 pour A˜ dans le processus renormalise´, donc
(7 ) est ve´rifie´e pour A˜ : il existe β > 0 tel que pour tout c > 0, Q p.s
pour n assez grand on ait,
n(A˜) + |∂ ¯˜
 Lgn
A˜|
fc(|A˜|)
≥ β.(17)
On distingue alors deux cas.
1. Si n˜(A˜) = 1, alors A˜ est contenu dans une des composantes connexes
de B˜n − ˜ Ln. Ainsi, ∂ ¯˜ LgnA˜ = ∅, et donc (17) donne 1 ≥ βfc(|A˜|). Du
fait que ∂CgA 6= ∅, on de´duit :
|∂CgA| ≥ βfc(|A˜|) ≥ βfc( |A|
(2N + 1)d
) ≥ β
(2N + 1)d−1
fc(2N+1)d(|A|).
qui est l’ine´galite´ de la proposition 1.4 (pour tout c > 0 et avec une
constante β plus petite).
2. Si n˜(A˜) = 0, alors par (17) on a,
|∂ ¯˜
 Lgn
A˜|
f(|A˜|) ≥ β.
Soit (i, i′) ∈ ∂ ¯˜
 Lgn
A˜ alors Bi et Bi′ sont des bonnes boites et A inter-
secte Bi mais pas Bi′. Nous allons montrer que chaque couple ainsi
choisi donne au moins une areˆte de ∂CgA. En effet, du fait que les
deux boites Bi et Bi′ sont bonnes, on peut trouver x ∈ Bi ∩ A et
y ∈ Bi′ ∩ (C − A) relie´s par un chemin ouvert dans Bi ∪ Bi′ , et sur
ce chemin se trouve une areˆte de ∂CgA.
[ Expliquons rapidement comment trouver x et y. On prend x ∈ A
donc x ∈ Bi ∩ C. C est infini donc il existe un chemin dans C reliant
x a` l’exte´rieur de B′i. Comme ce chemin a une longueur supe´rieure
a` N/4, il est connecte´ a` l’amas K(B′i) dans B
′
i (donc par connexite´
K(B′i) ⊂ C). Prenons maintenant un chemin ouvert contenu dans
K(B′i) ∩ B′i joignant la face gauche a` la face droite de la boite B′i
dans la direction de Bi′ et soit y sur ce chemin et dans Bi′. Toujours
par connexite´, on en de´duit finalement l’existence d’un chemin dans
C reliant x a` y. ]
Il y a au plus 2d areˆtes (i, i′) qui peuvent donner la meˆme areˆtes
dans ∂CgA (toutes les areˆtes (i, i
′) avec i′ voisin de i dans Zd ). Donc
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finalement, on a, pour tout c > 0 :
|∂CgA| ≥ 1
2d
|∂ ¯˜
 Lgn
A˜| ≥ β
2d
fc(|A˜|) ≥ β
2d(2N + 1)d−1
fc(2N+1)d(|A|).
Ce qui termine la preuve de la proprie´te´ 1.4, pour tout p ≥ pc.
4. Preuve de la borne supe´rieure
Par les re´sultats de la section 3 et 2.3, on prouve une minoration de
la fonction de Følner sur Cgn ≀ Z2Z , puis par des outils analytiques (type
ine´galite´ de Nash) on obtient une borne supe´rieure de la probabilite´
de retour de Z puis de la transforme´e de Laplace du nombre de points
visite´s.
4.1. Isope´rime´trie sur Cgn ≀ Z2Z . La proprie´te´ 1.4, donne la minoration
suivante pour la fonction de Følner de Cgn relative a` Cg.
Proposition 4.1. Soit γ > 0, il existe β > 0 tel que pour tout c > 0,
Q p.s sur l’ensemble |C| = +∞, pour n assez grand, on ait :
FolC
g
Cgn
(k) ≥
{
k si k < cnγ
(βk)d si k ≥ cnγ.(18)
De´monstration. On proce`de en deux e´tapes.
1. D’abord il est facile de voir que l’on peut restreindre le minimum
de´finissant la fonction de Følner a` des ensembles connexes,
FolC
g
Cgn
(k) = min{|A|;A ⊂ Cn et |∂CgA||A| ≤
1
k
}
= min{|A|;A ⊂ Cn A connexe et |∂CgA||A| ≤
1
k
}.
En effet, si A n’est pas connexe, notons (Ai)i=1..t ses composantes
connexes. Au moins une satisfait la condition |∂CgAi|
|Ai|
< 1
k
, et on a
|Ai| ≤ |A|.
2. Maintenant, par la proposition 1.4, il existe β > 0 tel que pour tout
c > 0, Q p.s sur |C| = +∞ pour n assez grand, on a
|∂CgA|
fc(|A|) ≥ β pour tout ensemble A ⊂ Cn connexe,
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Donc, pour tout A connexe de Cn, on a,
|∂CgA|
|A| ≤
1
k
=⇒ |A|
fc(|A|) ≥ βk.(19)
Posons alors G(x) = x
fc(x)
et de´finissons G−1 par :
G−1(y) = inf{x ;G(x) = y} =
{
y si x < cnγ,
yd si x ≥ cnγ .
On de´duit de (19)
|A| ≥ G−1(βk).
ie : FolC
g
Cgn
(k) ≥ G−1(βk).(20)

Graˆce a` la proposition (2.4) et a` l’ine´galite´ (20), on de´duit imme´diate-
ment qu’il existe C > 0, tels que pour tout c > 0, Q p.s pour n assez
grand,
Fol
Cg≀ Z
2Z
Cgn≀
Z
2Z
(k) ≥
{
eCk si k < cnγ ,
eCk
d
si k ≥ cnγ.(21)
On ne peut de´duire directement une majoration des noyaux de la
marche Z, a` partir de cette minoration car les areˆtes du graphe Cg ≀ Z
2Z
ne sont pas adapte´es aux sauts de Z. On construit donc les graphes
suivants.
Soit G un graphe, on note G ≀ ≀ Z
2Z
le graphe tel que,

V (G ≀ ≀ Z
2Z
) = V (G ≀ Z
2Z
),
E(G ≀ ≀ Z
2Z
) = {
(
(x, f)(y, f x,i
y,j
)
)
; (x, y) ∈ E(G) et (i, j) ∈ {0, 1}
et supp(f) ⊂ G }.
Soit δ un point imaginaire, on pose Cn = Cn ∪ {δ} et Cgn le graphe
ayant Cn comme ensemble de points et l’ensemble des areˆtes est de´fini
par E(Cgn) = {(x, y); ω(x, y) = 1, x, y ∈ Cn} ∪ {(x, δ); x ∈ Cn, ∃z ∈
V (ω) (x, z) ∈ ∂ωCn}. Notons alors
Wn = Cgn ≀ Z
2Z
et
W ′n = Cgn ≀ ≀
Z
2Z
.
On prouve :
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Proposition 4.2. Il existe une constante C > 0 telle que que pour tout
c > 0, Q p.s sur |C| = +∞ et pour n assez grand,
Fol
Cg≀≀ Z
2Z
Cgn≀≀
Z
2Z
(k) ≥ F (k) := FC,c(k) =
{
eCk si k < cnγ ,
eCk
d
si k ≥ cnγ.(22)
De´monstration. On proce`de en 4 e´tapes.
1. Soient ǫ et ǫ′ les formes de Dirichlet respectives deWn etW
′
n de´finies
pour tout f, g : V (Cgn ≀ Z2Z) −→ R par :
ǫ(f, g) =
∑
(x,y)∈E(Wn)
(f(x)− f(y))(g(x)− g(y)),
et
ǫ′(f, g) =
∑
(x,y)∈E(W ′n)
(f(x)− f(y))(g(x)− g(y)).
2. Les graphesWn etW
′
n sont quasi isome´triques par l’application iden-
tite´ sur V (Wn) = V (W
′
n). En effet, soient d et d
′ les distances re-
spectives sur ces graphes, pour tout u, v de V (Wn) on a :
1
3
d′(u, v) ≤ d(u, v) ≤ 3d′(u, v).
Ainsi (voir I.3 dans [18]), il existe C1, C2 > 0 (inde´pendant de n)
tels que, pour tout f : V (Cgn ≀ Z2Z) −→ R,
C1ǫ(f, f) ≤ ǫ′(f, f) ≤ C2ǫ(f, f).(23)
3. Soit U ⊂ V (Cgn ≀ Z2Z), prenons f = 1{U} dans (23), on obtient
C1|∂WnU | ≤ |∂′W ′nU | ≤ C2|∂WnU |(24)
4. Or on a |∂WnU | = |∂Cg ≀ Z
2Z
U | et |∂W ′nU | = |∂Cg≀≀ Z2ZU |. Finalement, on
de´duit de (21) et (24), que l’on peut remplacer ∂Cg ≀ Z
2Z
par ∂Cg ≀≀ Z
2Z
dans
(21), cela n’affecte que les constantes c et C.

4.2. Borne supe´rieure de P˜ωo (Z2n = o). On suppose pour cette sec-
tion α = 1/2. Graˆce a` (22), nous obtenons une majoration de la prob-
abilite´ de retour de la marche ale´atoire Z.
Proposition 4.3. Supposons α = 1/2. Il existe une constante c > 0
tel que Q p.s sur |C| = +∞, et pour n assez grand,
P˜
ω
o (Zn = o) ≤ e−cn
d
d+2
.
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De´monstration. Posons τn = inf{s ≥ 0 ; Zs 6∈ Cn ≀ Z2Z}. Ainsi, on peut
e´crire,
P˜
ω
o (Z2n = o) = P˜
ω
o (Z2n = o et τn ≤ n)(25)
+P˜ωo (Z2n = o et τn > n).
-Le premier terme du membre de droite est nul, puisque la marche
ne peut sortir de la ”boite” V (Cgn ≀ ≀ Z2Z) avant le temps n.
-Le deuxie`me terme est e´gal a` Po(Z¯
n
2n = o), ou` (Z¯
n
i )i de´signe la
marche ale´atoire sur W ′n, co¨ıncidant avec Z mais tue´e quand elle sort
de W ′n. (Z¯
n
i )i est re´versible pour la mesure m restreinte a` V (Cgn ≀ ≀ Z2Z)
(m est de´finie a` la sous section 2.2).
Par les me´thodes de´veloppe´es dans [4]), pour obtenir une borne supe´rieure
de Po(Z¯
n
2n = o), posons pour U ⊂ V (Cgn ≀ ≀ Z2Z) :

|∂Cg≀≀ Z
2Z
U |m =
∑
u1,u2
m(u1)p˜(u1, u2) 1{(u1,u2)∈∂Cg ≀≀ Z
2Z
U}
et
|U |m =
∑
u∈U
m(u).
Comme on suppose α = 1/2, la mesure m se re´duit a` m(a, f) = ν(a)
(qui est borne´e car la valence du graphe Cg est comprise entre 1 et 2d)
et on de´duit donc a` l’aide de l’ine´galite´ (22) que dans ce cas, il existe
une constantes C > 0 telle que pour tout c > 0, Q p.s sur |C| = +∞,
pour n assez grand,
min{|U |m; U ⊂ V (Cgn ≀ ≀
Z
2Z
) et
|∂Cg≀≀ Z
2Z
U |m
|U |m ≤
1
k
} ≥ FC,c(k).(26)
Prenons c = 1. F := FC,1 est positive et croissante, et son inverse est :
F−1(y) = inf{x ≥ 0 ; F (x) ≥ y}
=


1
C
log(y) si y < eCn
γ
cnγ si eCn
γ ≤ y ≤ eCndγ
( 1
C
log(y))1/d si eCn
dγ
< y,
(27)
Comme F−1 est croissante, (26) implique une ine´galite´ de Nash (voir
par exemple 14.1 in [18]) pour la forme de Dirichlet associe´e a` Z¯n, puis
une majoration du noyau :
pour tout i ≥ 0, P0(Z¯n2i = 0) ≤ 2a(i),
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ou` a est la solution de l’e´quation diffe´rentielle suivante,{
a′ = − a
8(F−1(4/a))2
,
a(0) = 1.
A l’aide de l’expression de F−1 par (27) et en re´solvant l’e´quation
diffe´rentielle dans chaque cas, on obtient qu’il existe des constantes
ci (avec c3, c9 et c13 > 0) telles que :
• Pour 0 ≤ t ≤ c1n3γ + c2,
a(t) = e−(c3t+c4)
1/3
.
• Pour c1n3γ + c2 ≤ t ≤ c5n(d+2)γ + c6n3γ + c7n2γ + c8,
a(t) = e−c9t/n
2γ+c10nγ+c11/n2γ+c12 .
• Pour c5n(d+2)γ + c6n3γ + c7n2γ + c8 ≤ t,
a(t) = e−(c13t+c14n
(d+2)γ+c15n3γ+c16n2γ+c17)d/d+2 .
On choisit γ < 1
d+2
, ainsi on de´duit qu’il existe une constante c > 0
telle que pour t = 2n assez grand,
P˜
ω
o (Z¯
n
2n = o) ≤ e−cn
d
d+2
.
Finalement par (25) et comme n 7→ P˜ωo (Zn = o) est une fonction
de´croissante, on obtient l’existence d’une constante c > 0 telle que
Q p.s sur |C| = +∞ pour n assez grand,
P˜
ω
o (Zn = o) ≤ e−cn
d
d+2
.

4.3. Conclusion : borne supe´rieure pour la transforme´e de
Laplace. Nous pouvons alors de´montrer la borne supe´rieure de la pro-
prie´te´ 1.1.
Proposition 4.4. Pour tout α > 0, il existe une constante c(d, α, p) >
0 telle que Q p.s sur l’ensemble |C| = +∞,
∃nω ∀n ≥ nω Eω0 (αNn) ≤ e−c(d,α)n
d
d+2
.
De´monstration. La re´sultat de´coule des 3 faits suivants.
1. D’abord, il suffit de prouver le re´sultat pour une valeur 0 < α0 < 1
de α. En effet, supposons que Eω0 (α
Nn
0 ) ≤ e−c(d,α0)n
d
d+2
, alors
-si α ≤ α0, il est clair que Eω0 (αNn) ≤ Eω0 (αNn0 ) ≤ e−c(d,α0)n
d
d+2
,
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-si α0 < α < 1, nous pouvons trouver λ > 0 tel que α = α0
λ, avec
0 < λ < 1. Puis, on e´crit,
E
ω
0 (α
Nn) = Eω0 ( [α
Nn
0 ]
λ )
≤ [Eω0 ( αNn0 )]λ (ine´galite´ de Jensen)
≤ e−λ c(d,α0) n
d
d+2
.
Ce qui donne le re´sultat pour α en prenant c(d, α) = λc(d, α0) =
( log(α)
log(α0)
)c(d, α0).
2. La deuxie`me e´tape est re´sume´e dans le lemme suivant (voir [15]).
Lemme 4.5. Il existe une valeur α1 > 0 et une constante c
′
0 > 0
telles que,
E
ω
0 ((1/2)
N2n1{X2n=0}) ≥ c′0 Eω0 (αNn1 ).
De´monstration. Pour ”retirer” la condition {X2n = 0}, l’ide´e est de
couper les chemins a` l’instant n et d’utiliser la re´versibilite´ entre
l’instant n et 2n. On utilise en particulier le fait suivant :
[Pω0 (Nn = m)]
2 ≤ 2d(2m+ 1)dPω0 (N2n ≤ 2m;X2n = 0).(28)
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Ecrivons en effet,
[Pω0 (Nn = m)]
2 =
( ∑
h∈Bm(C)
P
ω
0 (Nn = m;Xn = h)
)2
=
( ∑
h∈Bm(C)
√
ν(h)× 1/
√
ν(h)×
P
ω
0 (Nn = m;Xn = h)
)2
≤ ν(Bm(C))
∑
h∈Bm(C)
(1/ν(h))Pω0 (Nn = m;Xn = h)
2
(par l’ine´galite´ de Cauchy-Schwarz)
≤ 2d(2m+ 1)d
∑
h∈Bm(C)
P
ω
0 (Nn = m;Xn = h)×
P
ω
h(Nn = m;Xn = 0)(1/ν(0))
(par re´versibilite´)
≤ 2d(2m+ 1)d
∑
h∈Bm(C)
P
ω
0 (Nn = m;Xn = h)×
P
ω
0 (N
2n
n = m;Xn = h;X2n = 0)
(ou` N2nn = #{Xn, ..., X2n})
≤ 2d(2m+ 1)d Pω0 (N2n ≤ 2m;X2n = 0).
Calculons maintenant, Eω0 ((1/2)
N2n1{X2n=0}). On a successivement :
E
ω
0 ((1/2)
N2n1{X2n=0}) =
∑
m≥1
(1/2)m Pω0 (N2n = m;X2n = 0)
= 1/2
∑
m≥1
(1/2)m Pω0 (N2n ≤ m;X2n = 0).
Car {N2n = m} = {N2n ≤ m} − {N2n ≤ m− 1}. Puis,
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E
ω
0 ((1/2)
N2n1{X2n=0}) ≥ 1/2
∑
m≥1
(1/4)mPω0 (N2n ≤ 2m;X2n = 0)
(par le fait (28) )
≥
∑
m≥1
1
4d(2m+ 1)d
(1/4)m[Pω0 (Nn = m)]
2
≥ c0
∑
m≥1
(1/5)m[Pω0 (Nn = m)]
2
≥ c0
(∑
m≥1
(1/4)m
)−1
×
(∑
m≥1
(
1
2
√
5
)mPω0 (Nn = m)
)
(par l’ine´galite´ de Cauchy-Schwarz)
≥ c′0 Eω0 [(
1
2
√
5
)Nn ].
ce qui prouve le lemme 4.5. 
3. On peut alors conclure. Pour α = 1/2, la proprie´te´ 4.3 donne
P
ω
o (Zn = o) ≤ e−cn
d
d+2
.
Par ailleurs, par la proprie´te´ 2.3 on a
E
ω
0 ((1/2)
N2n1{X2n=0}) = P
ω
o (Zn = o).
Donc le lemme 4.5 du point 2, nous donne une borne supe´rieure du
bon ordre pour une valeur α1, et le point 1 permet d’e´tendre cette
borne a` tout α de ]0, 1[.

5. Borne infe´rieure de Eω0 (α
Nn)
Dans cette partie, on montre la
Proposition 5.1. Il existe une constante c > 0 telle que Q p.s sur
|C| = +∞, et pour n assez grand, on ait :
E
ω
0 (α
Nn) ≥ e−cn
d
d+2
.
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5.1. Faits ge´ne´raux pour les marches ale´atoires.
Ce qui suit peut s’appliquer a` toute chaˆıne de Markov Z qui admet
une mesure re´versible m. Soit A un ensemble de points du graphe sur
lequel Z e´volue. On peut e´crire
P˜
ω
o (Z2n = o) =
∑
z
P˜
ω
o (Zn = z)P˜
ω
z (Zn = o),
≥
∑
z∈A
P˜
ω
o (Zn = z)×
m(0)
m(z)
P˜
ω
o (Zn = z),
≥ m(0)
m(A)
[
∑
z∈A
P˜
ω
o (Zn = z)]
2,
≥ m(0)
m(A)
[P˜ωo (Zn ∈ A)]2.
Dans notre cas, nous prenons :
A = Ar = {(a, f); a ∈ Br(C) et supp(f) ⊂ Br(C)}.
Rappelons que m(a, f) = ν(a)(1−α
α
)#{i;f(i)=1¯}. Donc, on a :
m(Ar) ≤ 2drd
∑
k=0...rd
Ckrd(
1− α
α
)k = 2d
rd
αrd
.
Par ailleurs, la structure des areˆtes sur un produit en couronne, im-
plique :
P˜
ω
o (Zn ∈ Ar) ≥ Pω0 (∀i ∈ [|0, n|] Xi ∈ Br(C))
≥ Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r),
Ainsi, on a :
E
ω
0 (α
N2n1{X2n=0}) = P˜
ω
o (Z2n = o)
≥ α
rd
2drd
[Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r)]2.(29)
On est ramene´ a` trouver une borne infe´rieure de Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r),
ce qui est le but de la section suivante.
5.2. Borne infe´rieure de Pω0 (sup0≤i≤nD(0, Xi) ≤ r). Ce type d’es-
time´e infe´rieure est connue dans le cas de Zd, mais la preuve utilise un
principe de re´flexion (voir[14]), que l’on ne peut utiliser dans C. Notre
de´marche (inspire´e de [15]) pour contourner cette difficulte´, utilise des
outils analytiques. On prouve :
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Proposition 5.2. Il existe une constante c telle que Q p.s, pour r assez
grand et pour n ≥ r, on ait :
P
ω
0 ( sup
0≤i≤n
D(0, Xi) ≤ r) ≥ e−c(r+n/r2).
(Pour n < r cette probabilite´ est e´gale a` 1.)
De´monstration. Divisons la preuve en 5 temps.
1. Notons σr = min{j ≥ 0; Xj 6∈ Br(C)} et conside´rons les ope´rateurs
PBr(C) de´finis sur les fonctions f : C → R par :
PBr(C)(f)(x) = 1Br(C)(x) E
ω
x(f(X1); σr > 1).
L’ope´rateur PBr(C) est sous markovien mais ne´amoins syme´trique par
rapport a` la restriction de ν a` Br(C). On note pBr(C)(, ) les noyaux de
PBr(C) et p
Br(C)
n (, ) les noyaux de (PBr(C))n. Pour tout x, y ∈ Br(C),
on a :
pBr(C)(x, y) = 1{(x,y)∈Br(C)2}P
ω
x(X1 = y),
et
pBr(C)n (x, y) = P
ω
x(Xn = y; σr > n).
2. Pour n ≥ r on a successivement :
P
ω
0 ( sup
0≤i≤n
D(0, Xi) ≤ r) = Pω0 (σr > n)
=
∑
y∈Br(C)
pBr(C)n (0, y)
≥
∑
y∈Br(C)
pBr(C)r (0, y)p
Br(C)
n−r (y, y)
≥ e−rc
∑
y∈Br(C)
p
Br(C)
n−r (y, y)
(avec c = log(2d), puisque par connexite´,
il existe un chemin entre 0 et y)
≥ e−rcTr(PBr(C)n−r )
≥ e−rc(1− λ1)n−r,(30)
ou` λ1 = λ1(Br(C)) est la plus petite valeur propre strictement posi-
tive de l’ope´rateur (Id− PBr(C))1Br(C).
λ1(Br(C)) = inf
supp(f)⊂Br(C)
f 6=0
ξ(f, f)
||f ||2l2(ν)
,(31)
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avec
ξ(f, f) =
(
(Id− PBr(C))1Br(C)f |f
)
ν
.
Notons que si supp(f) ⊂ Br−1(C), on peut simplifier l’expression de
ξ.
ξ(f, f) =
∑
x∈Br(C)
ν(x)f(x)[f(x)−
∑
y∈Br(C)
pBr(C)(x, y)f(y)]
=
∑
x∈Br(C)
ν(x)f(x)[
∑
y∈Br(C)
pBr(C)(x, y)(f(x)− f(y))]
(Car si x ∈ Br−1(C),
∑
y∈Br(C)
pBr(C)(x, y) = 1.)
=
1
2
∑
x,y∈Br(C)
ν(x)pBr(C)(x, y)(f(x)− f(y))2.
3. Prenons maintenant h(x) = (r−|x|)1Br(C). On a supp(h) ⊂ Br−1(C),
donc on peut utiliser la formule pre´ce´dente pour ξ(h, h), et on a :
• ξ(h, h) ≤ |Br(C)|.
• h ≥ r/2 sur Br/2(C), donc ||h||2l2(ν) ≥ (r/2)2ν(Br/2(C))
≥ 1
2d
(r/2)2|Br/2(C)|.
Ainsi par (31), on de´duit :
λ1 ≤ 8d |Br(C)|
r2|Br/2(C)|(32)
4. L’e´tape suivante consiste a` minorer |Br/2(C)|. On a le lemme suivant :
Lemme 5.3. Pour p > pc, il existe c > 0 tel que Q p.s sur |C| =
+∞, pour r assez grand, on ait :
|Br(C)| ≥ crd.
De´monstration. Remarquons que :
si m ≥ max
x∈Cr
D(0, x), alors Cr ⊂ Bm(C).
Maintenant, par le corollaire 1.3 de [1], il existe une constante ρ′ =
ρ′(p, d) ≥ 1 telle que Q p.s,
lim sup
N1(y)→+∞
D(0, y)
N1(y)
≤ ρ′.
Donc,
∃ρ′ ≥ 1 Q p.s ∃Aω ≥ 0 ∀y ∈ C,
(N1(y) ≥ Aω ⇒ D(0, y) ≤ 2ρN1(y)).(33)
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Soit r ≥ rω = max
z∈C
N1(z)<Aω
D(0, z) et prenons m = 2ρ′r. Soit maintenant
x ∈ Cr, on distingue deux cas :
-soit N1(x) ≥ Aω, alors par (33), D(0, x) ≤ 2ρ′N1(x) ≤ 2ρ′r = m,
-ou bien N1(x) < Aω, mais alors par notre choix de r, D(0, x) ≤
r ≤ 2ρ′r = m.
Dans tous les cas, on obtient que pour tout r ≥ rω et pour tout x
dans Cr, D(0, x) ≤ m = 2ρn. On de´duit donc,
∃ρ′ tel que Q p.s pour r assez grand, Cr ⊂ B2ρ′r(C).
Puis par la proprie´te´ 3.2 (voir Appendice B dans [12]), on sait qu’il
existe une constante ρ > 0 telle que Q p.s, pour r assez grand,
|Cr| ≥ ρrd. Finalement, on a bien l’existence d’une constante c > 0
telle Q p.s pour r assez grand, |Br(C)| ≥ crd. 
5. On de´duit alors imme´diatement de l’e´tape 4 et de (32) qu’il existe
C > 0 tel que Q p.s sur |C| = +∞, pour r assez grand,
λ1(Br(C)) ≤ C
r2
.
Donc pour r assez grand, on peut e´crire : 1 − λ1 ≥ e−2λ1 . Et
finalement, avec (30), on de´duit :
P
ω
0 ( sup
0≤i≤n
D(0, Xi) ≤ r) ≥ e−c(r+(n−r)/r2) ≥ e−c(r+n/r2).

5.3. Preuve de la proposition 5.1. Par l’ine´galite´ (29) et par la
proprie´te´ 5.2, on de´duit, qu’il existe c > 0 tel que Q p.s, pour r assez
grand et n ≥ r, on ait :
E
ω
0 (α
N2n1{X2n=0}) ≥
αr
d
2drd
e−2c(r+n/r
2)
≥ e−c′(rd+n/r2).
choisissons r proportionnel a` n
1
d+2 (qui est bien plus petit que n, pour
n assez grand), ainsi on obtient finalement l’existence d’une constante
c > 0 telle que Q p.s sur |C| = +∞, pour n assez grand,
E
ω
0 (α
N2n) ≥ e−cn
d
d+2
.
Pour les temps impairs, on remarque simplement que Eω0 (α
N2n) ≤
E0(α
N2n−1). Ce qui ache`ve la preuve de 5.1.
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6. Questions et extensions
6.1. Questions ouvertes.
La premie`re question naturelle, est de savoir si 1
nd/d+2
logEω0 (α
Nn) conver-
ge lorsque n tend vers l’infini ? Nous savons seulement que cette expres-
sion est borne´e .
Une autre question inte´ressante est d’estimer Q(Eω0 (α
Nn)). Pour la
borne supe´rieure, a` n fixe´ on doit estimer la Q probabilite´ que l’ine´galite´
isope´rime´trique de la proprie´te´ 1.4 ne soit pas re´alise´e. Dans [2], des
calculs assez pre´cis donnent un controˆle de ce type d’e´ve´nement en
e−cn
β
avec β = d−1
d+1
< d
d+2
. Or e−cn
d/d+2
<< e−cn
β
, et ce terme d’erreur
est de´ja` trop ”gros” pour la borne espe´re´e.
6.2. Extensions.
La meˆme de´marche donne des bornes supe´rieures pour des fonction-
nelles plus ge´ne´rales, comme par exemple, exp
−
∑
z;Lz,n 6=0
F (Lz,n,z)
ou` F une
fonction positive et Lz,n est le nombre de visite de z par la marche X
sur l’amas avant le temps n (voir [13]).
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