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Motivación 
 
En la actualidad vivimos en un mundo donde no innovar es la única manera de dar saltos 
cualitativos (en producción, comercialización y, sobre todo, hábitos de trabajo), mientras no 
hacerlo puede conllevar un alto coste (pérdida de competitividad, estancamiento o, más 
habitualmente, ante el coste de oportunidad). Esto supone un gran riesgo que también se 
enfrentan las compañías en el sector de la construcción. 
 
Típicamente las compañías en la construcción son mucho más conservadoras y no realizarán 
nada que no haya sido probado o que pueda arriesgar las ganancias futuras. Sin embargo, no 
podemos darnos el lujo de acomodarnos cuando el mundo a nuestro alrededor es de constante 
cambio, como a menudo nos recuerdan los sucesivos ciclos de Gartner. 
 
Estos factores hicieron que me interesara hacia una tecnología llamada realidad aumentada 
que aparece en torno a los años 90, donde se usaba un software para desplegar los planos de 
cableado supuesto sobre las piezas producidas. Sin embargo, años atrás en el 57 se construyó 
un prototipo con un aspecto similar al de una máquina de videojuegos arcade llamada 
Sensorama, un nombre que pretendía condensar la experiencia con la máquina, pues este 
proyectaba imágenes en 3D, a lo que se sumaba un sonido envolvente, hacía vibrar el asiento y 
creaba viento lanzando aire al espectador. A primera vista es una máquina de realidad virtual, 
pero hay ciertos matices de realidad aumentada ya que este presentaba un escenario filmado 
directamente de la realidad que a su vez producían la sensación de estar montado en bicicleta 
por las calles de Brooklyn, y es que se puede decir que el nacimiento de la realidad aumentada 
está ligado al de la realidad virtual desde los comienzos de ambas. Será bastante más adelante, 
cuando la tecnología esté lo suficientemente perfeccionada, que se podrán separar las dos 
ramas. 
 
En el entorno de la construcción he desempeñado el trabajo de supervisor de obra. En el 
momento de realizar las debidas inspecciones, (como por ejemplo si el armado de un pilar de 
hormigón se encuentra correctamente colocado), forzosamente tenía que utilizar instrumentos 
de medición, así como cargar una serie de planos para corroborar que todo se encuentra bien 
ejecutado. Esto me llevó a pensar en cómo combinar la realidad aumentada y el entorno de la 
construcción y de aquí nace la idea de entonces dicha tecnología para facilitar la tarea antes 
mencionada, a la vez esto nos ayudará con trabajos de repaso y reforma en las diferentes áreas 
de construcción. 
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Resumen 
 
La Realidad Aumentada (RA) es una tecnología que se abre campo dentro de la construcción 
al conciliar el mundo físico y el digital, este novedoso método ha permitido enfrentarse mejor 
uno de los mayores retos a los que se enfrentan ingenieros y arquitectos: ver cómo quedará su 
obra en el mundo real y a la escala adecuada. De esta forma, es mucho más fácil que estos 
profesionales tomen decisiones rápidamente. 
 
Su utilización es muy sencilla y requiere de pocos elementos para poder implantarla. Lo único 
que se necesita es tener una cámara capaz de captar la realidad e información a tiempo real. 
Junto con la cámara, un segundo elemento es el marcador, el cual es el responsable de iniciar la 
secuencia de Realidad Aumentada a partir de un punto geográfico captado con la cámara. 
 
Para lograr la conciliación de esta tecnología es necesario contar con una herramienta BIM, 
un motor de realidad virtual y un SDK¹ de realidad aumentada, que para este estudio se 
utilizaron los softwares Revit, Unity y Vuforia respectivamente. En cuanto equipos usados para 
su interacción se encuentran un Portátil, Cardboard, HTC Vive, Tablet, y Microsoft HoloLens. 
 
Para describir el flujo de trabajo y conseguir el objetivo, se ha optado por dividir en dos casos 
de uso: el primero para familiarización del software a utilizar, explorando las posibilidades del 
recorrido virtual para la mejora en la planificación de obra. El segundo caso se centra en las 
posibilidades de la Realidad Aumentada que se presentan dentro del sector AEC (Architecture, 
Engineer and Construction), mediante la creación de una aplicación y el uso de las gafas 
Microsoft HoloLens. 
 
 
Palabras Clave: Realidad Aumentada (RA), Realidad Virtual (RV), BIM, Microsoft HoloLens. 
 
 
 
 
 
 
 
 
SDK¹: Es un conjunto de herramientas de desarrollo de software que le permite al programador o 
desarrollador de software crear aplicaciones para un sistema concreto. 
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Abstract 
 
The Augmented Reality is a technology which provides the possibility of interaction within 
the construction industry between two different worlds: physical and digital. This novel method 
could be the key to solving one of the most long-standing issues of engineers and architects: the 
ability to see the designed project in the real world and scale before its execution what will 
facilitate the decision-making of the most crucial questions of the projects. 
 
The application of above mentioned technology is quite easy to use and does not require a 
lot of tools to achieve the significant results. Necessary devices for the effective implementation 
are: camera which is able to perceive the information in real time and the target. This target is 
nothing but the drawing which activates the real-time visualization of the previously designed 
project. However, it should be highlighted that the project must be developed by using the 
following software: program for building information modeling (BIM), game engine and a 
software development kit (SDK or devkit). For this study Revit, Unity and Vuforia have been 
respectively applied what gives rise to the necessity of the appropriate equipment, such as: 
Laptop, Cardboard, HTC Vive, Tablet, and Microsoft HoloLens. 
 
To present the information in more detail, it has been decided to divide the study into two 
parts. The first one submits the general overview that have been provided with the 
demonstration of the virtual tour possibilities which leads to improvements of project 
management. The second part is focused on potential of The Augmented Reality within the 
construction industry. For this purpose, the special application has been developed which 
provides virtual immersion to visualize the project through Microsoft HoloLens 
 
 
 
Keywords: Augmented Reality (AR), Virtual Reality (VR), BIM, Microsoft HoloLens. 
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Capítulo I. Planteamiento 
1. Introducción 
 
Este trabajo de fin de Master se ha realizado en el Centre Internacional de Mètodes Numèrics 
en Enginyeria (CIMNE) en colaboración con la Escola Tècnica Superior d’Enginyers de Camins, 
Canals i Ports de Barcelona (ETSECCPB) con el objetivo de estudiar y explorar las posibilidades 
de la realidad aumentada en el sector de la construcción. Concretamente en cómo puede 
ayudar a mejorar en temas de repaso de obras, reformas y supervisión en obra. 
 
Durante los últimos años las aplicaciones de Realidad Virtual y Aumentada son cada vez más 
frecuentes en diferentes áreas como el entretenimiento, la medicina o la educación, 
permitiendo una inmersión en el mundo digital. En paralelo, mientras en otros sectores de la 
economía como el industrial o comercio se producen continuos avances basados en tecnología 
como internet de las cosas o las herramientas web, el sector de la construcción parece ir a 
remolque y necesitar una transformación profunda en procesos y tecnologías. La 
implementación del BIM en este aspecto es una de las apuestas tecnológicas con más potencial, 
una punta de lanza crucial ya que en un futuro no muy lejano será de carácter obligatorio para 
la elaboración de un proyecto a nivel internacional. La realidad aumentada, en este sentido 
puede ser vista como una extensión de esta tecnología. 
 
Para avanzar en el objetivo descrito anteriormente vamos a distinguir dos casos de uso. El 
primero plantea la manera de implementar la realidad virtual de forma directa con el entorno 
BIM a modo de aprendizaje de los dispositivos y software seleccionados, y el segundo es utilizar 
lo aprendido y aplicado en el primer caso de uso para conectar el modelo virtual a la realidad, 
lo que nos permite profundizar en el detalle de los aspectos prácticos y evaluar su alcance en el 
contexto de la obra. 
 
Para ello se han empleado cuatro modelos diferentes del edificio B0 ubicado en la ETSECCPB 
en el Campus Nord. El primero está asociado a la arquitectura del edificio en la etapa de 
proyección, el segundo se relaciona con las instalaciones del edificio en As-Built, el tercero 
solamente muestra la arquitectura de una de las plantas del edificio en ejecución final, y el 
cuarto muestra la protección contra fuego de la primera planta, la cual se optó por realizar este 
experimento para comprobar y corroborar de que los modelos son precisos con nuestro entorno 
real. En la tabla 1 se puede ver información más detalla sobre cada uno de los modelos utilizados. 
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MODELOS 
 
Modelo I 
Arquitectura edificio B0 
 
 
 
 
DESCRIPCIÓN 
En este modelo, se encuentran los elementos de la 
estructura base (vigas, columnas, losa, lamas), así como las 
fachadas y entorno en el que se encuentra. 
Archivo original: Revit (existente) 
Capacidad del archivo: 
53 026 KB en formato .FBX¹ 
Modelo II 
Instalaciones Edificio B0 
 
 
 
Este modelo incluye los elementos del modelo I, así como 
las instalaciones de aire acondicionado, bandejas de cables 
y tubería del edificio B0 (modelo existente). 
Archivo original: Revit (existente) 
Capacidad del archivo: 
19 105 KB en formato .FBX 
 
Modelo III 
Arquitectura primera planta 
En este modelo incluye la primera planta del edificio (a 
partir del modelo I) y un conjunto de objetos 3D tales como 
el inmobiliario. 
Archivo original: Revit (creado para caso de uso) 
Capacidad del archivo: 
4 230 KB en formato .FBX 
 
Modelo IV 
Protección contra incendio 
Extracto del modelo I donde únicamente se mantiene la 
estructura y los elementos de protección contra incendios. 
Archivo original: Revit (creado para caso de uso) 
Capacidad del archivo: 
609 KB en formato .FBX 
 
 
 
Tabla 1. Modelos empleados para la experimentación.  
. FBX¹: Es un dibujo 2D o 3D guardados en el formato de Autodesk FBX. Se mantiene la fidelidad total y la 
funcionalidad del archivo original y puede ser manipulado por múltiples programas. Se utiliza para la creación de la 
interoperabilidad entre aplicaciones 3D. 
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En cuanto los equipos de trabajo utilizados se encuentran en la tabla 2, así como una breve 
descripción de cada una de ellas. 
 
 
 
 
 
Cardboard¹: Es una plataforma de realidad virtual (RV) desarrollada por Google. 
Equipos de trabajo 
Equipo Especificaciones Equipo Especificaciones 
Portátil 
 
 
 
 
 
 
(Principal) 
Lenovo Y50-70 
Procesador Intel® Core 
i7-4700HQ (2.4 GHz, 3 
MB) 
Memoria RAM 8GB 
 
Controlador gráfico 
Nvidia GeForce GTX 
860M 2GB 
HTC VIVE Resolución de 
2160x1200 pixeles. 
 
Plataforma SteamVR 
 
Área de seguimiento de 
4.5m x 4.5 m 
 
Pantalla OLED 
Tablet 
 
 
 
 
 
 
Samsung Tab A6 
Procesador Qualcomm 
Octacore de 8 núcleos 
 
Memoria RAM 3GB 
 
Sistema Operativo 
Android 6.0 
Ordenador 
 
 
 
 
 
 
Dell 
Procesador Intel® Core 
i7-7700HQ (3.6 GHz) 
Memoria RAM 16GB 
Controlador gráfico 
Nvidia GeForce 1060 
6GB 
Sistema operativo: 
Windows 10 Enterprise 
Cardboard¹ 
 
 
 
 
 
 
Hecho a base de cartón 
plegable, que funciona 
a partir de montar un 
teléfono móvil 
inteligente con Android 
o IOS. 
Microsoft HoloLens Procesador Intel Atom 
x5-Z8100 Quad Core 
 
Memoria RAM 2GB 
 
Almacenamiento de 64 
GB (disponibles solo 54 
GB) 
 
Tabla 2. Equipos de trabajo utilizados.  
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2. Objetivos 
 
 
2.1 Objetivos específicos 
 
Como se ha adelantado en la introducción el objetivo de este trabajo es: 
 
 Estudiar y explorar las posibilidades de la realidad aumentada en el sector de la 
construcción. Concretamente en cómo puede ayudar a mejorar en temas de repaso 
de obras y supervisión en obra. 
 
 Crear una aplicación que nos dé la capacidad de interactuar con elementos virtuales 
en el mundo real, mientras nos proporciona un conocimiento preciso de la tecnología 
y sus posibilidades. 
 
 
2.2 Objetivos generales 
 
De manera general se busca: 
 
 Precisar los conceptos básicos de la realidad virtual, incluyendo tanto el estado de la 
tecnología atendiendo a los dispositivos existentes, usos y herramientas asociadas. 
 
 Precisar un estudio similar de la realidad aumentada, para el estudio de sus 
posibilidades en el sector AEC. 
 
 Elección de una obra específica y real, en este caso el edificio B0 en el campus Nord 
de la UPC, de la información existente. 
 
 Evaluar desde el punto de vista técnico y económico su posible incorporación en el 
mundo laboral, cómo se llevaría a cabo y si su uso traería consigo los beneficios 
competitivos (mayor eficiencia en el flujo constructivo) y sociales (mejora de las 
condiciones de trabajo). 
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3. Metodología 
 
El sector de la construcción ha ido experimentando numerosos cambios en cuanto a formas 
de trabajo, maneras de ejecutarlo y además con la aparición del mundo digital nacieron también 
nuevas herramientas de trabajo. 
 
En la actualidad las constructoras están optando por trabajar con modelos digitalizados ya 
que estos permiten tener toda la documentación actualizada y ordenada. Con estas filosofías de 
trabajo nace los entornos BIM, donde el objetivo es reducir los costes y mejorar la eficiencia y 
eficacia del trabajo. 
 
El foco principal de este proyecto se basa en conectar el modelado BIM con la realidad 
aumentada (RA) partiendo de la premisa de que el uso de modelos 3D en obra debe realizarse 
de forma simple e intuitiva. 
 
Por tanto, el trabajo a desarrollar en este proyecto implica plantearse el flujo de trabajo para  
BIM para conectado con dispositivos de realidad aumentada mediante algunos diferentes casos 
de uso para validar su utilidad en la construcción. 
 
A continuación, se muestran los diagramas de componentes de los dos diferentes casos de 
uso que se experimentaron en el proyecto: 
 
En el diagrama 1 podemos observar los elementos necesarios para realizar el recorrido 
virtual. 
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Diagrama 1. Caso de uso 1: Recorrido virtual, elementos.  
 
En el diagrama 2 se muestran los elementos necesarios para realizar una aplicación de 
realidad aumentada. 
 
 
Diagrama 2. Caso de uso 2: Aplicación realidad aumentada, elementos.  
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Capítulo II. Estado de la Tecnología 
A modo de repaso en el diagrama 3 se muestran las tecnologías que se utilizaran a lo largo 
de desarrollo de este proyecto.  
 
Diagrama 3. Tecnologías empleadas en el proyecto. 
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1. Modelado de Información de la Construcción (BIM) 
 
1.1 Concepto  
 
Las siglas vienen del acrónimo inglés Building Information Modeling. Esta metodología puede 
resumirse como el diseño y desarrollo de un proyecto constructivo haciendo uso de un sistema 
eficiente de datos. El flujo de información es continuo, por lo que aporta simulaciones que 
permiten evolucionar su diseño y producción [1]. En el diagrama 4 se muestra el conjunto de 
metodologías y herramientas [2]. 
 
 
Diagrama 4. Conjunto de metodologías y herramientas caracterizado por el uso de información [2]. 
 
Es esencial para el desarrollo del proyecto que la información se encuentre coordinada, 
aunque se ocupen distintas disciplinas. Así, dos individuos podrán trabajar con la seguridad de 
que la información actualizada se encuentre disponible para cualquiera que haya realizado una 
modificación en el proyecto. Es bastante fácil de conseguir con las aplicaciones CAD 
convencionales, si empleamos los procedimientos adecuados y hay pocos individuos que 
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intervienen. Es más complicado, cuando hay una abundancia de archivos y se necesita la 
colaboración entre ingenieros y arquitectos, puesto que cada uno trabaja con archivo e 
información diferentes y su actualización suele hacerse manualmente, lo cual es fuente de 
errores y de pérdidas de tiempo considerables. El sistema basado en modelos BIM establece 
procedimientos dónde las operaciones se realizan de manera automatizada. 
 
Se debe invertir mucho tiempo en asegurar que los diferentes modelos con los que se trabaja 
sean coherentes entre sí, puesto que todos ellos deberán ser perfectamente compatibles con el 
edificio una vez se construya. No sólo se trata de que las fachadas encajen con las distribuciones, 
sino que las instalaciones puedan pasar por los lugares adecuados o cualquier otra relación entre 
los sistemas que lo componen. En este sentido, no ayudan demasiado las aplicaciones 
habituales, puesto que sólo permiten trabajar con modelos que no se relacionan entre ellos, con 
lo que son incapaces de detectar interferencias entre diferentes sistemas (cerramientos, 
mobiliario, instalaciones, etc.). Este problema se puede superar parcialmente con el uso de 
modelos tridimensionales (3D), pero con ellos sólo puede solventarse una parte forma pequeña 
del problema. En general resultan muy poco adecuados para estudiar determinados temas y 
además, resultan bastante complejos y tediosos de construir manualmente. 
 
Podemos emplear tecnología de objetos como solución para reducir el número de modelos 
y poder relacionarlos de forma automática. Esto es lo que hacen las aplicaciones BIM. Los 
objetos son entidades que, según sus características, se generan y muestran a través de diversas 
vistas especializadas (como plantas, secciones o axonometrías). Sin embargo, para que el 
modelo sea controlable y rápido, estos componentes los definimos como paramétricos cuyas 
características y comportamientos vienen más o menos preestablecidos. Así, el diseñador realiza 
los elementos según sus especificaciones, siguiendo patrones parcialmente flexibles, 
dependiendo de las prestaciones del software. 
 
Finalmente, BIM adopta la idea de que una estructura se debe de estudiar durante todo su 
ciclo de vida. Aquí se incluye la fase de diseño, la de producción y también la de explotación. 
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1.2 Aplicaciones BIM 
 
No hay tecnología BIM sin herramientas BIM, para ellos necesitamos de una aplicación que 
nos permita la relación entre los principales objetos paramétricos de cualquier disciplina, en el 
cual extraigamos diversos tipos de información. En el Diagrama 5 muestra algunas de las 
diferentes aplicaciones existentes y más conocidas que nos conectan a BIM. 
 
Diagrama 5. Aplicaciones que nos permiten crear y gestionar un modelo BIM [2]. 
 
Para ser más precisos, podemos definir una aplicación BIM como aquella que utiliza 
entidades de trabajo donde se puede extraer diversos tipos de información ya sean gráficos o 
alfanuméricos. Esta tiene como sus tres principales funciones: el trabajo multidisciplinar y 
multiusuario, la tecnología paramétrica y entorno multivista. 
 
 
1.2.1 BIM Multidisciplinar 
 
El proyecto arquitectónico se representa mediante un Modelo de Información que cubre 
todos los aspectos posibles, los cuales quedan reflejados en vistas especializadas. En la práctica, 
actualmente los modelos BIM más completos sólo pueden acoger las disciplinas principales de 
la arquitectura: Arquitectura, Estructura, Instalaciones, Control de costes, Presentación y Diseño 
Energético. Para el resto de los casos, se trabaja con conexiones con aplicaciones especializadas 
que admiten exportaciones del BIM. El número de este tipo de aplicaciones conectables 
aumenta cada año llegando a áreas como la gestión de residuos o la planificación de la obra. 
Aplicaciones BIM Aplicaciones Conectables
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En el Diagrama 6 se explica cómo se relaciona una aplicación BIM muy completa y su modelo 
con aplicaciones conectables. Los objetos que es capaz de manejar la aplicación contienen 
diversa clase de información, parte de ella es de especial interés para el arquitecto, pero otra lo 
puede ser para otras profesionales. Dependiendo del grado de apoyo multidisciplinar de la 
aplicación BIM en concreto, los distintos perfiles profesionales podrán trabajar en mayor o 
menor grado directamente sobre el mismo modelo BIM, consiguiendo más eficacia. Aquellos 
aspectos más específicos se desarrollarán en aplicaciones concretas que podrán aprovechar la 
parte de la información del modelo BIM que los interese. Si la comunicación entre las 
aplicaciones es bidireccional, podrá devolver la información al modelo BIM para que pueda ser 
usada por otras disciplinas. 
 
 
Diagrama 6. Diseñadores en un modelo BIM.  [2] 
 
 
 
 
 
 
 
Modelo Energético
•Ojetos específicos
•Arquitectura
•Instalaciones
Modelo BIM
• Control de costes
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1.2.2 BIM Paramétrico 
 
BIM está compuesto por una serie de objetos que se diseñan según las características 
esenciales que los definen, es decir, se parametrizan. Esto se hace mediante una interface que 
los conceptualiza y que asiste su creación con multitud de parámetros preestablecidos en 
relación a la naturaleza del elemento que se quiere crear. Un muro, por ejemplo, puede 
escribirse por los siguientes valores: número de capas, grueso de cada una, altura, materiales, 
recorrido, etc. Después, necesitaremos de una interface gráfica que permita editarlo 
dinámicamente mediante pinzamientos o variando sus características en un listado desplegable. 
En cualquiera de los casos, estamos modificando los parámetros que definen el objeto y, de 
rebote, su aspecto aparente. Pero también se puede ir más allá incluyendo otra clase de 
parámetros no dimensionales, como por ejemplo, el color, el material y peso, el nombre, etc. El 
objeto que se modela acontece, así, mucho más completo y editable permitiendo acceder 
directamente a sus características. En cambio, con una herramienta de CAD literal, se invierte 
mucho tiempo representándolo mediante múltiples modelos con el fin de poderlo controlar, 
mentalmente, en su globalidad. 
 
Una vez se consigue parametrizar un objeto, también se puede intentar parametrizar la 
relación que tiene este con el resto. Esto se consigue relacionando unos parámetros con otras. 
Por ejemplo, el perímetro exterior de una carpintería será igual a la apertura que se deberá 
practicar en el muro que lo aloja. De esta manera, no sólo se automatiza la transmisión de las 
influencias que tienen los objetos entre sí, sino que se posibilita su diseño en relación al resto. 
Así, cada componente se crea en función de lo que lo hace único y de lo que lo hace dependiente 
del resto, consiguiendo un diseño muy receptivo a futuras modificaciones. 
 
En el modelo global la edición se hace a través de toda clase de visualizaciones especializadas, 
ya sean diédricas, tridimensionales, en forma de listado, o cualquier otra clase de vista que sirva 
para controlar los objetos desde una óptica concreta. Como  todas ellas provienen directamente 
del Modelo de Información, estarán siempre actualizadas. Para que esto sea posible, el software 
debe gestionar las vistas por sí mismo, dejando en manos del usuario únicamente la 
configuración más o menos pormenorizada de estas. En el diagrama 7 se muestran los 
principales aspectos para que BIM sea paramétrico.  
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Diagrama 7. Aspectos de BIM paramétrico [2]. 
 
1.2.3 BIM Multivista 
 
Una de las aportaciones más importantes de los Modelos de Información es que las 
representaciones de sus diferentes aspectos pueden automatizarse. Todas provienen del mismo 
modelo, así que se consigue, de forma natural, que estén siempre coordinadas entre sí (que no 
se contradigan) y actualizadas (representando los últimos cambios hechos al proyecto) y que su 
generación sea inmediata o casi inmediata. Por eso decimos que las representaciones extraídas 
del BIM son en realidad vistas del modelo, aunque en algunos casos se lleguen a generar cada 
vez como dibujos bidimensionales. Por otra parte, para poder satisfacer las necesidades de 
visualización de cada representación, cada aplicación dispone de diferentes mecanismos de 
personalización de estas, de tal manera que pueda mostrarse lo que se desea y con un grafismo 
adecuado. No obstante, el abanico de posibilidades siempre será más limitado que el de las 
representaciones delineadas a mano, por lo que habrá que aprender a prescindir de ciertos 
virtuosismos, que por otra parte, dejaran de ser necesarios al contar con el potencial de 
generación múltiple de vistas de este tipo de software.  
 
Por último, lo que vimos en los objetos paramétricos en cuanto a su compatibilidad con 
elementos literales puede aplicarse a las prestaciones de representación de las aplicaciones BIM. 
Cualquiera de ellas, puede incorporar a las vistas dibujos manuales que las complemente. En el 
diagrama 8 muestra las relaciones de BIM multivista. 
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Diagrama 8. Relación de BIM multivista [2]. 
 
 
1.2.4 Tipo de Aplicaciones BIM 
 
Hoy en día hay un buen número de aplicaciones BIM en el mercado, a pesar de que se trata 
de un tipo de software costoso de desarrollar y que precisa de mucho servicio post venta. En 
general, todas llevan muchos años en el mercado, con excepción de aquellas que están 
desarrollándose de la mano de grandes compañías de CAD genérico, que tienen una historia 
más corta. Teniendo en cuenta esto, de si aprovechan o no un motor de CAD ya existente, 
podemos clasificar las aplicaciones en dos grandes grupos. 
 
Existen aplicaciones BIM nativas creadas con la intención de trabajar en esta dirección desde 
un buen principio. Naturalmente, son mucho más coherentes y potentes que las BIM 
implementadas, pero tienen el inconveniente de que la migración desde un software CAD 
genérico hacia ellas resulta más complicada. Aunque permiten trabajar con archivos 
provenientes de estas aplicaciones siempre hay ciertas limitaciones, puesto que resulta más 
difícil incluir información literal en modelos BIM. Por otra parte, todas ellas tienen una 
estructura de archivos coherente con el concepto de base de datos. Es decir, los proyectos se 
gestionan de manera integral y se concentran en un solo archivo o carpeta. 
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Otro tipo de BIM son las implementadas sobre CAD literal que se superponen de manera 
más o menos transparente. Tienen el inconveniente de que su funcionamiento no puede ser tan 
coherente ni fluido como el de las BIM nativas, puesto que deben adaptarse al motor y 
estructura de sus huéspedes. Siguen empleando capas para organizar el dibujo, mantienen una 
estructura de ficheros dispersa y su interface es bastante más compleja. El grado de 
implementación de BIM puede hacerse al nivel y en el campo en que se desee. Por ejemplo, se 
puede emplear BIM sólo por mantener la consistencia dimensional entre plantas, secciones y 
modelo tridimensional, pero seguir trabajándolas independientemente o aprovechar sólo sus 
características para mejorar el rendimiento de las mediciones. Todo esto con la comodidad de 
seguir trabajando con la misma aplicación de siempre de manera totalmente transparente, con 
las ventajas de colaboración multidisciplinar que esto implica. En el diagrama 9 se muestra la 
diferencia entre las aplicaciones nativas y las implementadas [2].  
 
 
 
 
 
 
 
1.3 BIM a Nivel Internacional 
 
Los países que lideran el desarrollo de la metodología BIM a nivel mundial son: Estados 
Unidos, Finlandia y también Canadá, Australia o Singapur. 
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Diagrama 9. Diferencias de Aplicaciones Nativas e Implementadas [2]. 
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En Estados Unidos, BIM es requerido en todos los proyectos del gobierno desde 2007. El 
Institute for BIM of Canada (IBC BIM) lidera y facilita el uso coordinado de BIM en lo referente a 
diseño, construcción y gestión dentro del ámbito canadiense.  
 
En la actualidad, casi todos los países europeos han planificado mandatos o programas para 
la adopción del BIM, probablemente debido a la reciente Directiva de la UE sobre adquisiciones 
(2014), que permite a los Estados miembros conceder un BIM. 
 
Alexander Dobrind ministro alemán de Transportes anunció un calendario para la 
introducción del BIM obligatorio para los proyectos alemanes de carreteras y ferrocarril a partir 
de finales de 2020.  
 
En España una reunión en el Ministerio de Fomento (2015) puso en marcha la estrategia 
nacional BIM del país, convirtiendo al BIM en un requisito obligatorio para proyectos del sector 
público con una posible fecha de inicio de 2018. 
 
En Singapur el gobierno también apoya estas metodologías. En 2008 lideró una plataforma 
para poder realizar las entregas de proyectos realizados con la tecnología BIM de electrónica. Y 
además exigió entregar todos los proyectos del sector público en BIM en el 2015 [3]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Ilustración 1. Visión de conjunto de adopción BIM a nivel global [3]. 
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1.4 Dimensiones BIM  
 
Tal y como se ha visto anteriormente, con BIM se trabaja con un único modelo 
tridimensional. Sin embargo, a este modelo se le pueden añadir más dimensiones, tales como: 
 
BIM 4D: Al modelo se le agrega la dimensión del tiempo. Es decir, se puede asignar a cada 
elemento una secuencia de construcción. Nos permite controlar la dinámica del proyecto, 
realizar simulaciones de las diferentes fases de construcción, diseñar el plan de ejecución y 
anticípanos a posibles dificultades, aumentando así la productividad y facilitando el 
cumplimiento de plazos previsto inicialmente. 
 
BIM 5D: Abarca el control de costes y estimación de gastos de un proyecto, teniendo así más 
control sobre la información contable y financiera y mejorando por tanto la rentabilidad del 
proyecto y facilitando el cumplimiento de presupuestos previsto inicialmente. 
 
BIM 6D: La sexta dimensión de BIM (también llamada Green BIM), está relacionada con un 
factor que tiene cada vez más importancia; sostenibilidad del edificio. Nos brinda la oportunidad 
de conocer cómo será el comportamiento del proyecto antes de que se tomen decisiones 
importantes y mucho antes de que comience la construcción teniendo en cuenta su situación, 
orientación, conductividad térmica de los materiales, etc. Al realizar estos análisis energéticos 
con software específico para ello, el proyecto puede reducir significativamente su consumo de 
energía. 
 
BIM 7D: También conocida como Facility management, es la dimensión empleada para las 
operaciones de mantenimiento de las instalaciones durante la vida útil de los edificios 
directamente relacionadas con el modelo As-Built de los mismos. Permite conocer el estado de 
las instalaciones, especificaciones sobre su mantenimiento, manuales de uso, fechas de 
garantía, etc. Se consigue optimizar la gestión del edificio hasta su demolición ya que se utiliza 
por el propietario una vez construido el edificio, vinculando información del fabricante y de la 
construcción, así como manuales e información de garantía. El término de Facility Management 
hace referencia a nueva profesión vinculada con el mantenimiento de los edificios. 
 
BIM 8D: Se centra en niveles de detalle LOD¹ (level of development) . Flujos de trabajo para 
conseguir un As Built real del activo construido. Requerimientos de información y los 
LOD¹: corresponde a la evolución lineal de cantidad y riqueza de información de un proceso constructivo. 
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consiguientes niveles de detalle y escala de trabajo para conseguirlo. Herramientas innovadoras 
para hacer levantamientos: laser scans, drones, realidad aumentada. 
 
BIM 9D: Emplea Lean Construction, metodología de trabajo empleada para la realización 
eficaz del proceso BIM dentro de una estructura de producción en el sector de la construcción y 
la explotación de su digitalización. 
 
BIM 10D: Se centra en la construcción industrializada, obstáculos actuales ante la 
productividad del sector de la construcción. Con el uso de la filosofía Lean en un entorno BIM se 
persigue la mejora de la productividad en cada una de las fases del ciclo de vida de una 
construcción: la parte del diseño, la de ejecución y la posterior gestión de la infraestructura o 
equipamientos. En la ilustración 2 se muestran algunas dimensiones antes mencionadas [4]. 
1.4.1 Un caso concreto: Revit 
 
Se creó de forma exclusiva para trabajos en modelado BIM (Building Information Modeling) 
y actualmente está desarrollado por Autodesk. Este software permite al usuario diseñar con 
elementos de modelación y dibujo paramétrico. Se trata de dibujo asistido por ordenador que 
permite un diseño basado en objetos inteligentes y en tres dimensiones una de las 
características principales que posee Revit y que le distingue de otros programas es que un 
cambio en algún lugar de cualquiera de sus componentes significa un cambio en todos los 
lugares, instantáneamente, sin la intervención del usuario para que este cambie de manera 
manual todas las vistas. Un modelo BIM debe contener el ciclo de vida completo de la 
construcción, desde el concepto hasta la edificación [5].  
Ilustración 2. Dimensiones BIM [21]. 
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Algunas de las más importantes características de este software son: 
 
 Componentes de diseño y construcción: Cuenta con herramientas para diseñar 
el edificio desde su conceptualización hasta la planimetría de la construcción. Esto 
abarca detalles en muros, pisos, cielos y cubiertas, incluyendo los muros cortina. 
Además, permite realizar un estudio volumétrico mediante masas, calcular áreas 
por pisos y experimentar con texturas, materiales y colores, entre otras 
aplicaciones. 
 
 Sombras Vectoriales: Al realizar cualquier modificación en la estructura, 
orientación y otros detalles que modifiquen la disposición de elementos frente a 
la luz, las sombras se ajustan en tiempo real, permitiendo visualizar el efecto de 
los cambios en la iluminación. 
 
 Perspectivas seccionales: Permite analizar todos los ángulos del edificio desde 
distintas perspectivas y en distintas secciones, incluyendo vistas con líneas 
ocultas, sombras y siluetas. 
 
 Modelo de proyecto integrado: Posee un conjunto de herramientas para 
coordinar las distintas áreas del proyecto, sus documentos e información 
relacionada. Produce referencias automáticas de dibujo, estima costos, permite 
modificar la geometría solo al ingresar números, coordina las versiones para que 
todos los datos, gráficos, detalles y dibujos estén actualizados en todas partes, 
entre varias otras funciones orientadas a optimizar los tiempos y mejorar la 
calidad de las entregas. 
 
 Modelado de terreno y exteriores: Permite diseñar el edificio tomando en cuenta 
el contexto exterior, entregando diseños de pisos y patrones. También ofrece una 
biblioteca con vegetación y otros elementos, como la maquinaria de construcción, 
para planificar los procesos de construcción de forma adecuada. 
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 Ambiente de trabajo multidisciplinario: Los distintos equipos pueden trabajar de 
forma simultánea en un edificio y el programa coordinará todos los cambios 
ingresados. 
 
 Presentación y visualización: Cuenta con renderización integrada que incluye 
puertas, ventanas y tragaluces en sus cálculos para simular las condiciones de luz 
natural, entre varias otras funciones. También realiza análisis de área para 
producir esquemas, y permite exportar a PDF para imprimir o enviar vía email [6]. 
 
 
2. Realidad Virtual  
 
2.1 Concepto  
 
La realidad virtual (RV) suele ser descrita de modos diferentes, lo que puede provocar 
confusiones. Para precisar terminología dos de las definiciones más relevantes en las que nos 
hemos basado son las siguientes: 
 
“La realidad virtual (RV) es un entorno de escenas u objetos de apariencia real. La acepción 
más común refiere a un entorno generado mediante tecnología informática, que crea en el 
usuario la sensación de estar inmerso en él” [7]. 
 
“La RV es lo más parecido que tenemos a la Máquina del Tiempo, en tanto que nos permite 
recrear virtualmente cualquier tipo de espacio en tres dimensiones y situarlo en cualquier época, 
incluso en el futuro, con un grado de realismo completamente creíble”, (Alejandro Sacristán, 
1990) [8]. 
 
Estas definiciones y otras existentes son válidas porque expresan un aspecto particular de lo 
que es y de lo que se siente al experimentar la completa inmersión en un mundo 3D, de lo que 
se percibe al ver salir los objetos de la pantalla y acercarse a uno mismo, de lo que se siente al 
tocar con la punta de los dedos el contorno de un modelo digital cuasi-real, que a pocos 
centímetros de los ojos del usuario emite un sonido envolvente, como si estuviera contestando 
a su interlocutor. En conjunto, son muchas las emociones y las sensaciones. 
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2.2 Tres Componentes distintivas de la Realidad Virtual  
 
La RV (Multiusuario) se puede considerar como un medio de comunicación en sí mismo, que 
puede ser capaz de permitir en un futuro la participación corporal total en un mismo espacio 
compartido de telecomunicaciones generado por ordenador que podría estar dotado de 
retroalimentación multisensorial. 
 
Tres características fundamentales que definen la RV frente a las animaciones 3D 
tradicionales son:  
 
 Posibilidad de tiempo real en el punto de vista, que permite elegir la dirección hacia 
dónde moverse en el interior del escenario o hacia dónde dirigir la mirada.  
 
 Inmersión completa por el interior del mismo, lo que supone perder contacto con 
la realidad exterior es decir, sustitución de la percepción sensorial del mundo real 
por una estimulación equivalente al proveniente del mundo virtual. 
 
 Interacción con los elementos que lo conforman, que permite interactuar con el 
mundo virtual a través de diversos dispositivos de entrada, como: joysticks, guantes 
de datos, etc. Se posibilita así al usuario modificar elementos del mundo virtual 
recibiendo, a su vez, una respuesta del mundo virtual, a través de sus sentidos (vista, 
oído, tacto, olor y gusto). 
 
Dos de estas características están estrechamente relacionadas entre sí, aunque no son lo 
mismo: tiempo real e interactividad. Éstas son necesarias para una definición de RV, entre otros 
motivos, por su carácter distintivo. Permiten distinguir la RV, por ejemplo, de las fotografías 
360°, en las que existe tiempo real, pero no la posibilidad de interactuar cambiando alguno de 
los elementos de la imagen, aunque sí “tocar” zonas activas de la misma que produzcan un 
efecto adicional y, por supuesto, en las que no existe inmersión total.  
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Ilustración 3. Componentes Principales de la RV. 
 
2.3 Dispositivos de Control y Manipulación 
 
Los elementos de control más comunes son los ratones y Joysticks sin embargo estos 
dispositivos han sido fundamentalmente desarrollados para movimientos bidimensionales (2D) 
y plantean problemas para el desplazamiento tridimensional (3D). Diseños más sofisticados 
como volantes, Joysticks 3D y TrackBall permiten el desplazamiento tridimensional de manera 
más eficiente, en la ilustración 4 se muestran físicamente los dispositivos. 
 
 
 
 
 
 
 
 
 
 
 
 
TIEMPO 
REAL
INTERACCIÓN
REALIDAD 
VIRTUAL
INMERSIÓN
Trackball Volante Gamepad Joystick Ratón 
Ilustración 4. Dispositivos de control y manipulación.  
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Existen dos tecnologías fundamentales dentro de los guantes de realidad virtual, los exo-
esqueletos y los guantes de datos.  
 
 Exo-esqueletos: tienen una estructura mecánica paralela y sobrepuesta a la mano 
con rotores y sensores en cada articulación. Poseen una alta precisión por lo que se 
utilizan en aplicaciones delicadas.  
 
 
 
 
 
 
 
 
 
 
 Guantes de datos: compuestos de lycra con cables de fibra de vidrio por cada dedo. 
Cada fibra posee un emisor de luz al inicio y un sensor al final, de modo que se 
pueden determinar los giros por la intensidad de luz recibida. Posee bastante 
flexibilidad y portabilidad, pero la identificación de la posición deber realizarse con 
un rastreador adicional. 
 
 
 
 
 
 
 
 
 
2.4 Dispositivos de Inmersión 
 
Para lograr una sensación integral de inmersión en el mundo virtual es importante tener una 
relación directa entre el movimiento del cuerpo y la acción en el ambiente computacional, lo 
Ilustración 5. Guantes tipo exo-esqueleto [22]. 
Ilustración 6. Guantes de datos Glove One [24]. 
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que se denomina paralelismo cinético (Motion Paralax). Es especialmente importante para 
controlar la visión del entorno digital, al desplazar la cabeza o para la localización de las distintas 
partes del cuerpo. Para poder controlar el movimiento es necesario colocar rastreadores 
(trackers) en las distintas partes del cuerpo. 
 
Estos dispositivos pueden ser mecánicos, ultrasónicos, ópticos o magnéticos y permiten 
conocer la posición tridimensional y la orientación (seis grados de libertad) definiendo 
exactamente la posición en el espacio. Los más utilizados son los denominados giroscopios. Se 
instalan en la parte posterior de los cascos y permiten reconocer giros de la cabeza para adecuar 
la imagen visualizada o bien en el casco en una pantalla. 
 
 
 
 
 
 
 
 
 
 
 
 
Los dispositivos de Posición Absoluta tridimensional necesitan una referencia fija y tienen un 
alcance definido dependiendo de la tecnología empleada por los sensores de posición. Son 
especialmente utilizados en el mundo de la animación tridimensional para definir movimientos 
naturales. Uno de los mayores problemas que presentan en las aplicaciones de Realidad virtual 
es el tiempo de demora (lag, latency) entre el movimiento y la consecución de dicho movimiento 
en un ambiente virtual [9].  
 
 
 
 
Ilustración 7. Dispositivo con giroscopio para Realidad Virtual, utiliza un móvil [25]. 
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2.5 Dispositivos Audiovisuales 
 
Existen dos paradigmas básicos de visualización: cascos estereoscópicos (anulan 
completamente la visión del entorno real) y sistemas basados en proyección (el usuario puede 
ver parte del entorno real). 
 
 Los cascos estereoscópicos, se pueden clasificar en dos categorías según si se 
adaptan y respaldan únicamente la cabeza del usuario o, por el contrario, si se deben 
sujetar con las manos como unos binoculares 
 
 Los sistemas basados en proyección, las imágenes se proyectan en una o más 
pantallas (normalmente pantallas de proyección) que pueden adoptar diferentes 
configuraciones según el número, forma y disposición. Las configuraciones 
comerciales más utilizadas son: la habitación estereoscópica (CAVE) y la mesa 
estereoscópica (WorkBench) [10]. 
 
2.5.1 Caso concreto: HTC VIVE 
 
Son unas gafas de realidad virtual fabricadas por HTC y Valve. El dispositivo está diseñado 
para utilizar el espacio en una habitación con un mínimo de 1.5 m X 2 m y un máximo de 5 m X 
5 m, para así sumergirse en un mundo virtual en el que se permite al usuario caminar y utilizar 
controladores para interactuar con objetos virtuales.  Fue revelado durante el Mobile World 
Congress, en marzo de 2015, y actualmente puedes encontrarlos en su portal web a la venta por 
un precio de 899,00 € [11]. 
Ilustración 8. Dispositivo de Posición Absoluta -MOCAP- [26]. 
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2.6 Motores de Realidad Virtual 
 
Estos son entornos de trabajo diseñados específicamente para la creación y desarrollo de 
video juegos, que a su vez se definen como motor gráfico al entorno de software diseñado para 
crear y desarrollar videojuegos. Los desarrolladores de videojuegos pueden usar los motores 
para crear videojuegos para consola, dispositivos móviles, ordenadores o dispositivos de 
Realidad Virtual. En la actualidad existen diversos motores de juegos, aunque los más utilizados 
y comercializados son: CryEgine, Unreal Engine, Microsoft XNA, Sony PhyreEngine y Unity. Se ha 
optado por utilizar este último que es mucho más fácil de manejar que los demás y tiene relación 
con los Software Development Kits (SDK) necesarios para el segundo caso de uso que es la 
realidad aumentada [12]. 
 
 
2.6.1 Caso concreto: Unity3D 
 
Es un motor 2D/3D que brinda un sistema para diseñar escenas de videojuegos o de 
aplicaciones. No solo se puede ver en el sector de los videojuegos, sino también en simuladores 
de aprendizaje, aplicaciones para socorristas entre otras.  
 
Ilustración 9. HTC VIVE [11]. 
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Unity5 permite interactuar con ellas no solo a través de códigos, sino también mediante 
componentes visuales, y exportarlos a cualquiera de las principales plataformas móviles además 
admite todas las aplicaciones 3D principales y muchos formatos de audio. Unity 5 permite 
importar y crear activos, escribir código C# y JavaScript para interactuar con objetos, crear 
animaciones. La interfaz de Unity permite ejecutar scripts en su totalidad, lo que permite 
integrar complementos de terceros directamente en la GUI de Unity. En el Anejo 1 se puede ver 
un breve manual donde se encuentran los elementos más importantes de Unity así como los 
principales elementos que existen en su interfaz [13]. 
 
 
 
3. Realidad Aumentada  
 
3.1 Concepto 
 
Al igual que la realidad virtual, la realidad aumentada (RA) suele ser descrita de diversas 
maneras, pero podemos destacar las siguientes definiciones: 
 
“Agrupa aquellas tecnologías que permiten la superposición, en tiempo real, de imágenes, 
marcadores o información generados virtualmente, sobre imágenes del mundo físico. Se crea de 
esta manera un entorno en el que la información y los objetos virtuales se fusionan con los 
objetos reales, ofreciendo una experiencia tal para el usuario, que puede llegar a pensar que 
forma parte de su realidad cotidiana, olvidando incluso la tecnología que le da soporte. Es por 
ello que la realidad aumentada pueda ser entendida como una tecnología que ofrece una nueva 
lente para ver el mundo, para percibirlo de una manera “aumentada”” (Ruth Gamero 
Tinoco,2012) [14]. 
 
“La Realidad Aumentada no sustituye la realidad física sino que sobreimprime información 
añadiendo esa información en el contexto de la realidad existente” [15]. 
 
Es muy útil mostrar la figura de Paul Milgram y Fumio Kishino que explica el concepto 
“RealityVirtuality Coninuum”. Este concepto muestra la transición entre el mundo real y el 
mundo virtual y cómo, entre medias, el espacio está dominado por una realidad mixta donde 
están ambos presentes [15]. 
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En la ilustración 11 muestra un análisis de la evolución de la RA y otras tecnologías 
destacables, en el Hype Cycle de Gartner realizada en el 2016. 
 
 
 
 
 
 
Realidad Mixta Entorno real Entorno virtual 
Mundo 
Real 
El usuario interactúa 
exclusivamente en el 
mundo real y el 
resultado tiene su 
equivalencia en el 
mundo virtual. 
Realidad 
Aumentada 
La Realidad 
Aumentada añade 
elementos 
generados por 
computador a la 
información 
capturada del mundo 
Virtualidad 
Aumentada 
La Virtualidad 
Aumentada permite 
añadir objetos reales 
a un entorno 
generado por 
computador. 
Realidad 
Virtual 
La Realidad Virtual se 
encarga de construir 
entornos totalmente 
virtuales donde el 
usuario interactúa. 
TIEMPO 
Información recopilada (2016) 
Estallido de innovación. 
Pico de inflación. 
Zanja de desilusión. 
Declive de innovación. 
Productividad estable. 
A 
B 
C 
D 
E 
F 
H J 
K 
M 
N 
L 
O 
G 
I
E
X
P
E
C
T
A
T
I
V
A
S 
Ilustración 10. Continuidad realidad-virtualidad. [15] 
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Tecnologías Proyección de 
Implementación 
Tecnologías Proyección de 
Implementación 
A Arena inteligente más de 10 años I Aprendizaje Auto 2 a 5 años 
B Impresora 4D más de 10 años J Vehículo Autónomo más de 10 años 
C Informática Quantum 5 a 10 años K Nanotubos  5 a 10 años 
D Espacios Inteligentes 5 a 10 años L SDx 2 a 5 años 
E Drones 5 a 10 años M Natural-Lenguaje 2 a 5 años 
F Interfaz Cerebral más de 10 años N Realidad Aumentada 5 a 10 años 
G Robots Inteligentes 5 a 10 años O Realidad Virtual 5 a 10 años 
H Hogar Conectado 5 a 10 años  
 
Ilustración 11. Hype Cycle for Emerging Technologies, Gartner’s 2016 [16]. 
 
 
3.2 Elementos de la Realidad Aumentada 
 
La realidad aumentada está compuesta por varios elementos que juntos dan el resultado 
final: sobreponer el mundo digital en un entorno físico. Los elementos antes mencionados se 
encuentras en el siguiente listado: 
 
 Cámara: cualquier dispositivo capaz de capturar la realidad y transformarla en 
información para que la aplicación pueda usarla. Normalmente, la información 
capturada se encuentra en forma de video fluida. 
 
 Pantalla: dispositivo que da a lugar la visualización de una combinación del mundo 
real con el mundo digital.  
 
 Software: Programa especialmente diseñado para calcular información virtual para 
transmitir una visualización en la pantalla y mezclarla con la información del mundo 
real obtenida por la cámara. 
 
 Activador: Las aplicaciones de realidad aumentada reconocen un elemento del 
mundo real (activador) y visualizan la información virtual asociada con el activador 
específico, los diferentes tipos de activadores se describen en el siguiente apartado 
[17].  
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Ilustración 12. Ejemplo de Realidad Aumentada. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3 Tipos de seguimiento (tracking) 
 
En la realidad aumentada se pueden distinguir cinco tipos seguimiento en este punto que 
éste es uno de los campos en los que más se ha avanzado en los últimos años, gracias a la 
proliferación de dispositivos con sensores y a la continua mejora en la calidad de vídeo de las 
cámaras que ha llevado a una disminución de precios en los dispositivos, a continuación, se 
desglosan cada uno de ellos. 
 
3.3.1 Marcador 
 
Este tipo de Realidad Aumentada emplea marcadores (símbolos impresos en papel) o 
imágenes, sobre los que se superpone algún tipo de información (imágenes, objetos 3D, 
videos,etc.) cuando son reconocidos por un software determinado. 
 
 
 
 
 
 
 
 Ilustración 13. Realidad aumentada con marcador [27]. 
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Ilustración 14. Marcador por el entorno [28]. 
Ilustración 15. Marcador por objeto 3D. [29] 
3.3.2 Marcador por el entorno y/o naturales 
 
Esta es actualmente una de las mejores tecnologías para el seguimiento (tracking), ya que 
esta realiza un activo seguimiento y reconocimiento de cualquier entorno real, en cualquier tipo 
de soporte (imágenes, objetos, rostros, movimientos) sin el uso de marcadores especialmente 
colocados. Es más potente y permite la realización de aplicaciones más complejas. 
 
 
 
 
 
 
 
 
 
 
 
3.3.3 Marcador por objetos 3D 
 
Permite reconocer y realizar un seguimiento de escenas de objetos tridimensionales 
arbitrarias y aumentarlos. Cabe mencionar que para el reconocimiento de objetos funcione bien, 
el objeto físico debe ser opaco, rígido y contener pocas piezas móviles. La superficie del objeto 
debe tener características basadas en contraste. objetos flexibles o deformables, que no son 
compatibles. 
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Ilustración 16. Realidad aumentada hibrida [30] 
3.3.4 Sensores 
 
Las tecnologías de seguimiento basadas en sensores eran las predominantes hasta hace una 
década. Los sistemas de seguimiento se basaban en distintos tipos de sensores: GPS, infrarrojos, 
Bluetooth, WIFI, etc. Actualmente estas ya casi se encuentran obsoletas y se fusionan con otras 
técnicas de visión y de aquí nace la categoría de híbridas. 
 
 
3.3.5 Híbridas 
 
Estas acompañan las técnicas de visión con otras fuentes de datos posicionales y de 
movimiento o rotación proporcionados por GPS, brújula, acelerómetros, giróscopos, etc. Un 
ejemplo de esta técnica de seguimiento es que permite conocer la posición del dispositivo (GPS), 
cómo está orientado (a través de la brújula) y calcular su orientación con el acelerómetro. Con 
estos datos es posible encontrar objetos sobre los que sobreimprimir información aumentada 
en su área cercana sin el uso de técnicas de procesamiento de imagen. 
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3.3 Módulos para desarrollar aplicaciones de realidad aumentada 
 
En la actualidad, existen varios SDKs (kit de desarrollo de software) en el mercado. De hecho, 
la evolución alcanzada por los SDKs existentes para desarrollar aplicaciones de realidad 
aumentada es tal que los desarrolladores pueden usar las librerías y centrarse en el desarrollo 
de la lógica de la aplicación y el contenido de la misma. 
 
En este proyecto se optó por utilizar la librería de Vuforia¹ ya que este presenta la tecnología 
de seguimiento extendido (extended tracking) y una comunicación con el motor de juego Unity. 
En la tabla 3 se pueden encontrar algunas de estas librerías y sus principales aspectos que 
contienen cada una de ellas [15].  
 
Producto Tipo de 
licencia 
Plataforma Características Descripción 
ARmedia Libre, 
Comercial 
SDK 
Android, 
iOS, 
Windows, 
Flash 
Seguimiento 
basado en 
marcadores 
La plataforma ARmedia es un framework 
de desarrollo estructurado y modula que 
incluye distintos módulos software. Este 
framework es independiente del motor de 
seguimiento en tiempo real y del motor de 
renderización. 
ARtoolKit Libre, 
Comercial 
SDK 
Android, 
iOS, 
Windows, 
Linux 
Seguimiento 
basado en 
marcadores y 
sin marcadores 
ARToolkit es una plataforma de Realidad 
Aumentada que está disponible para 
múltiples sistemas operativos: iOS, 
Android, Linux, Windows y Mac OS. 
Beyond 
Reality Face 
Libre, 
Comercial 
SDK 
Flash Tracking facial Beyond Reality Face Nxt es una solucion de 
tracking facial para desarrolladores y 
usuarios que proporciona una API 
disponible para todas las plataformas. 
Instant 
Reality 
Libre, 
Comercial 
SDK 
Android, 
iOS, 
Windows, 
Linux 
Marcadores, 
NaturalFeature, 
GPS, 
VisualSearch, 
ContentAPI,  
Es un framework para sistemas de realidad 
mixta que presenta interfaces para que los 
desarrolladores accedan a unos 
componentes y puedan realizar 
aplicaciones de RA/RV. Este sistema ha 
sido desarrollado por Fraunhofer IGD y 
ZGDV en cooperación con otros socios 
industriales. 
Layar Libre, 
Comercial 
SDK 
Android, iOS NaturalFeature, 
GPS, Sensores 
IMU, 
VisualSearch, 
ContentAPI 
Layar permite a publicadores, anunciantes 
y marcas crear folletos, tarjetas con 
contenidos interactivos de RA sin 
necesidad de hacer desarrollos o instalar 
software.  
 
Vuforia¹: es un SDK que permite construir aplicaciones basadas en la Realidad Aumentada. 
https://developer.vuforia.com/. 
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Vuforia Libre, 
Comercial 
SDK 
Android, iOS Marcadores, 
NaturalFeature, 
VisualSearch 
Vuforia es una plataforma de software que 
permite desarrollar aplicaciones de RA 
para móviles y tabletas. 
Wikitude Libre, 
Comercial 
SDK 
Android, 
iOS, 
BlackBerry 
OS 
GPS, Sensores 
IMU, 
ContentAPI 
Wikitude es una solución completa de RA 
que incluye reconocimiento de imágenes, 
tracking, renderización de modelos 3D, etc. 
 
Tabla 3. Comparativa de SDKs para realizar aplicaciones de Realidad Aumentada. [15]. 
 
 
3.4 Microsoft HoloLens 
 
Microsoft HoloLens es un visor a través del cual los usuarios podrán ver hologramas 
superpuestos en la realidad e interactuar con ellos; Microsoft HoloLens viene en un dispositivo 
elegante y llamativo con lentes transparentes y permite ver el mundo que te rodea, pero el 
mundo se transforma, los objetos en 3D flotan en el aire, y tu sala son cubiertos por personajes 
virtuales salidos de control. Estas pueden ser adquiridas en su página web oficial por el precio 
de €3.300,00 la edición de desarrollador y en €5.300,00 la suite comercial [18]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ilustración 17. Microsoft HoloLens [18]. 
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Capítulo III. Caso de Estudio 
Una vez consolidados los conocimientos teóricos necesarios para entender los fundamentos 
del BIM, la realidad virtual y aumentada, comprender el funcionamiento de las distintas 
herramientas y metodologías de trabajo relacionada, pasamos a abordar el desarrollo e 
implementación de algunas experiencias especificas donde se va a explorar, estudiar y analizar, 
hasta qué punto se puede llegar a conseguir la aplicación de la RA del sector AEC. 
 
Este proyecto se dividió en dos casos de uso para experimentar cada una de las tecnologías, 
la realidad virtual y la realidad aumentada. Por esta razón se escogió el motor de juego Unity ya 
que este nos ofrece los módulos de programación básicos para ambas tecnologías. 
 
En cuanto a SDKs , en la actualidad existen dos plataformas importantes para la realidad 
aumentada: Wikitude que es una excelente opción por su nueva tecnología de seguimiento 
(Instant Tracking) que detecta superficies, aunque por tema de licencias no se pudo 
experimentar con esta tecnología, Vuforia que contiene los elementos de seguimientos más 
avanzados y un mejor manejo de la interfaz que los demás, hemos optado por esta última 
porque nos ofrece una licencia gratuita que habilita cualquiera de sus tecnologías de 
seguimiento y su comunicación con el motor de juego Unity. 
 
1. Recorrido Virtual 
 
Entendemos por “recorrido virtual” a un paseo por el edificio B0 desde el ordenador y con 
dispositivos de realidad virtual, tales como gafas y controladores, buscando reproducir la misma 
experiencia al paseo real. 
  
Para la creación del recorrido virtual se optó por utilizar el motor de desarrollo UNITY versión 
5.6.0f3, el software BIM Autodesk Revit versión 2016 y una serie de Assets¹ de realidad virtual 
(Cardboard, FirstPersonController y SteamVR) para la implementación de los lentes, este caso 
se usó para familiarizarme con el software de Unity. En el diagrama 10 se muestra el flujo de 
trabajo más habitual a seguir para desarrollar una aplicación de recorrido virtual. 
 
 
 Asset¹: Podría entenderse como un “recurso” en sentido amplio; una librería de texturas, objetos. Una interface 
a un dispositivo, etc. 
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Diagrama 10. Cronología del Recorrido Virtual.  
 
En la tabla 4 se muestran las principales características de los programas utilizados en este 
caso de uso. En el apartado de escala quiere decir que 1m de Revit es igual a una unidad en 
Unity. 
 
 
Características de los programas 
Características Revit Unity 
Escala  1:100 (mm) Unidad 
Formatos utilizados para 
la comunicación  
.Rvt, .Dwg .FBX, .OBJ 
Renderizado Básico Superior 
Exportar Múltiples formatos Paquetes de Assets 
(Utilizado sólo por Unity) 
Tabla 4. Características de los programas.  
 
 
1.1 Exportación Modelo BIM a Formato .FBX 
 
Para importar el modelo a Unity es necesario contar un formato de intercambio desde el 
paquete BIM como es .FBX. Para ello desde Revit, debemos crear una vista 3D.  Antes hay que 
abrir una vista de plano, de sección o de alzado, nos trasladamos a la ficha de  Vista   dentro 
de grupo Crear  desplegamos menú 1 ) Vista 3D   2) Cámara, se selecciona el área del dibujo 
para colocar la cámara y 3) arrastramos hacia el objetivo deseado, para finalizar 4) realizamos 
un clic para colocarla. En la ilustración 18 se muestran los pasos anteriormente mencionados. 
 
 
 
 
Revit Unity Asset
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Una vez realizada la vista procedemos a exportar el modelo al formato .FBX, realizando un 
clic en el logotipo de 1) Revit  se despliega la ventana, 2) se traslada al apartado Exportar  
3) un clic en la selección FBX  procedemos a guardar el archivo en la ubicación que 
designemos. En la ilustración 19 se muestra de manera gráfica los pasos anteriores. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 
2 
3 
1 
2 
4 3 
4) Ejemplo de cómo quedaría 
nuestra vista una vez 
realizado el clic. 
3) Nuestro cursor se 
transforma a ésta 
cámara en 
miniatura. 
Ilustración 18. Creación de una vista en Revit.  
Ilustración 19. Exportar un modelo 3D a .FBX en Revit. 
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1.2 Preparar escenario en Unity 
 
Una vez creado nuestro archivo. FBX procedemos a abrir Unity, creamos un nuevo proyecto 
haciendo clic en 1) New  en 2) “project name” asignando un nombre con el cual 
identifiquemos el trabajo   3) “location” para asignar la ruta donde queremos que nos cree la 
carpeta del nuevo proyecto  4) realizamos la selección predeterminada en la opción 3D  5) 
finalmente realizamos clic en “Create Project”. En la ilustración 20 se muestra de manera 
esquemática los pasos a seguir. 
 
 
Una vez en la interfaz de Unity tenemos que elegir para qué plataforma deseamos crear 
nuestra aplicación (PC, IOS, Android, etc.). Para ello tenemos que ir a la herramienta 1) “File”  
seleccionar “Build Settings…”  se abrirá una ventana con las diferentes plataformas 
soportadas por Unity, seleccionamos en este caso PC, Mac & Linux  realizamos un clic en el 
botón “Switch Plataform”. En la ilustración 21 se muestran los pasos a seguir y en el paso 3 el 
botón se encuentra inhabilitado puesto que ya estamos trabajando en dicha plataforma. 
 
 
 
 
 
 
 
 
1 
2 
3 
4 5 
Ilustración 20. Creación de un proyecto en Unity.  
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Para importar nuestro archivo .FBX seleccionamos la pestaña “Assets”  seleccionamos el 
apartado de “Import New Asset…”  se creará un archivo en la parte inferior de la interfaz 
dentro de la pestaña “project”  ahora sólo nos queda arrastrar dicha imagen dentro de escena 
y empezar a trabajar con ella. 
 
 
 
1 
2 
3 
Ilustración 21. Cambiar plataforma de trabajo en Unity. 
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En Unity es recomendable que creemos varias carpetas en el área de “Project”, lo que facilita 
la clasificación de los Assets y un acceso de forma ágil y eficiente. El modelo del edificio B0 nos 
muestra el entorno, así como la estructura base la cual se encuentra conformada por 6.934 
objetos sin texturas y colisiones. En la creación de nuestro recorrido, es necesario crear las 
restricciones necesarias, se trata de controlar el área donde el individuo se moverá libremente.  
 
Esto se implementa mediante un mallado de colisión. Dependiendo de nuestras necesidades 
y formas que tengamos en la escena de Unity se nos ofrece una variedad de mallados de colisión. 
En nuestro caso la que utilizaremos en escena es la denominada “Box Collider”, que evitará que 
circulemos por la escena atravesando paredes, techos o suelos.  
 
La colocación de nuestro “Box Collider” se realiza seleccionando nuestro objeto 3D en 
cuestión. En el apartado de “Inspector” nos mostrará diversos parámetros del objeto 
1 
2 
 
Ilustración 22. Importar un Asset a Unity.  
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seleccionado, seleccionamos el botón 1) “Add Component”  clic en 2) “Physics”  3) “Box 
Collider”  se generará en el “Inspector” un recuadro con el nombre “Box Collider”, de ahí 
realizamos un clic en 4) “Edit Collider”. En escena veremos un cubo con bordes verdes y puntos 
de referencia para que lo modifiquemos a placer arrastrando dichos puntos o colocando las 
dimensiones deseadas en el apartado “Size”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Como se observó en la tabla 4 el renderizado es mucho más sofisticado en Unity que en Revit, 
por tratarse éste un motor de video juegos. Es por ello que se optó por utilizar Unity para realizar 
el renderizado de los materiales, así como las luces dentro de éste. 
 
Para agregar una textura o material a un objeto en Unity solamente tenemos que 1) importar 
la imagen (Asset) deseada y 2) asignar la textura al objeto deseado, 3) arrastrándola hasta el 
objeto en la pestaña “Hierarchy”. 
 
 
 
 
 
 
1 
2 
3 
4 
Ilustración 23. Creación de malla de colisión.  
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En el caso de luces, Unity nos ofrece múltiples opciones con las cuales podemos trabajar. 
Esto dependerá de la versión que se maneja ya que si contamos con la versión pro obtendremos 
opciones de renderizado con mayor calidad y efectos. Sin embargo, en la versión estándar se 
encuentran bloqueadas. A continuación, se explica mediante una secuencia de imágenes los 
pasos a seguir para la incorporación de las luces a escena. 
 
 
 
2) Arrastrar hacia objeto. 
2 
3 
1 
                 Antes                                         Después 
1 
2 
3 
Ilustración 24. Agregar textura a un objeto. 
Ilustración 25. Insertar una luz en Unity parte 1.  
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En la ilustración 26 podemos observar que se nos crea en escena una bombilla con la cual 
podemos interactuar, variando su posición. En el inspector encontraremos parámetros como 
intensidad, agregar efectos de halo, llamarada, tipo de luz, entre otros. En este proyecto sólo 
utilizamos el tipo de luz puntual que es el que asemeja al de una lámpara y la luz direccional, 
para representar el sol. 
 
En particular, el efecto día y noche es necesaria de una luz direccional y de un “Script” en 
específico que regule la posición y tiempo del foco de luz. Este nos comunica con la luz 
direccional y especificamos coordenadas por donde queremos que realice el recorrido. 
 
En este punto disponemos de un modelo geométrico con texturas (asociadas a materiales) e 
iluminación, para finalizar la configuración de la escena para realidad virtual, sólo queda 
incorporar las cámaras necesarias. Como se ha explicado anteriormente en el capítulo III sección 
1, en este recorrido virtual se utilizó 3 tipos de inmersión (Pc, Cardboard, HTC VIVE). Deben que 
descargarse los “Assets” creados por las compañías desarrolladoras de cada tecnología y 
colocarlas en escena. En la ilustración 27 se expresan las diferentes cámaras con las que 
trabajaron.  
 
 
Ilustración 26. Insertar una luz en Unity parte 2.  
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1.3 Publicación del escenario 
 
Para que nuestro recorrido virtual pueda ser utilizado en cualquier ordenador hay que 
acceder a la ventana de “Build Settings” que se muestra en la ilustración 21, y seleccionar la 
opción de “Player Settings”. Se nos desplegará en la pestaña de inspector una serie de 
parámetros. 1) Comprobamos que efectivamente estemos en PC, Mac & Linux que se muestra 
con el símbolo:           2) Rellenamos los campos de “Company Name”, “Product 
Name” y seleccionamos una imagen cualquiera para que sea nuestro icono del ejecutable a crear 
 3) procedemos a desplegar la sección de “Other Settings”, 4) agregamos los SDKs utilizados 
en nuestro proyecto (HTC VIVE glasses o Cardboard) y 5) muy importante rellenar el “Bundle 
Identifier” exactamente como colocamos “Company Name” y “Product Name” con el siguiente 
formato “unity.CompanyName.ProductName”, en nuestro caso tenemos: TesisUPC&CIMNE lo 
que significa “Company Name” y por otro lado “Product Name” asignado como RecorridoVirtual. 
Una vez realizados los pasos anteriores regresamos a la ventana de “Build Settings” y 
seleccionamos la opción “Build” para crear un ejecutable (.exe). En la ilustración 28 se muestran 
los pasos descritos anteriormente. 
 
 
 
 
 
 
 
 
 
 
FPS Controller Cardboard SteamVR 
2 
1 
3 
4 
5 
Ilustración 27. Tipos de cámara. 
Ilustración 28. Publicación de nuestro Recorrido en versión ejecutable (.exe).  
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2. Aplicación de Realidad Aumentada en la construcción: ARBUILD 
 
Para la creación de esta aplicación denominada ARBUILD (Augmented Reality in Buildings), 
se utilizaron dos herramientas de trabajo:  la Tablet y la Microsoft HoloLens, para la primera, sé 
experimentó con 3 diferentes tipos de seguimiento: con marcador, con marcador usando un 
entorno real y un marcador por objeto 3D. Dentro de la sección de marcador se utilizaron dos 
tipos de marcadores, uno con fines de familiarización con el programa y otro con el fin de 
experimentar la exactitud con la cual se generan los modelos, así como activando el seguimiento 
extendido  (extended tracking). Por otro, con la segunda herramienta los novedosos Microsoft 
HoloLens, experimentamos el alcance que tiene la tecnología de mapeo, ya que gracias a éste 
podemos utilizar el seguimiento extendido sin la necesidad de captura de imágenes como en el 
caso anterior. Veremos la exactitud y los pasos de cómo crear la aplicación para las HoloLens. 
En el diagrama 11 sintetiza los experimentos llevados a cabo y los dispositivos asociados, 
 
 
 
Diagrama 11. Procedimiento Aplicación ARBUILD.  
 
2.1 Aplicación para Tablet 
 
Para realizar esta experimentación necesitamos un entorno en el cual podamos comprobar 
de manera física que nuestro modelo generado digitalmente se ajuste en escala, posición y 
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orientación en el modelo del mundo real. Como caso práctico y sencillo de implementar, se 
decidió utilizar la protección contra incendio del edificio B0 que se encuentra en la primera 
planta, este modelo se realizó en Revit al igual que el edificio y se importó en formato .FBX a 
Unity. 
 
 
 
Antes de empezar con Unity debemos gestionar nuestros marcadores y licencia para que el 
portal de Vuforia realice el trazado para el reconocimiento de la cámara. Para ello accedemos al 
sitio web con URL: https://developer.vuforia.com/ , para la licencia podemos dirigirnos al 
apartado 1) “Develop”  2) “License Manager”  3) “Add License Key”  4) “Development” 
 5) Escribimos el nombre de nuestro proyecto  7) confirmamos los acuerdos se creará un 
número de serie para habilitarnos las funciones de Vuforia. En la ilustración 29 se muestra el 
procedimiento para la creación de una licencia en el portal.  
 
 
 
 
 
 
 
 
 
 
 
 
 
4 
3 
2 1 
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Para gestionar el marcador 1) dentro de “Develop” nos dirigimos a 2) “Target Manager”  
3) “Add Database” y creamos la base de datos  seleccionamos la base de datos que creamos 
en el paso 3   7) “Add Target”  8) seleccionamos nuestro tipo de marcador en este caso: 
“Single Image”  clic en “Browse” escogemos el archivo de imagen  10) colocamos un valor 
en Width con la escala que nos aparecerá en Unity, entre mayor sea este número a mayor escala 
aparecerá y recordando que una unidad es un metro dentro de la plataforma 11) colocamos 
un nombre al archivo que crearemos. En la ilustración 30 se muestra el procedimiento para la 
gestionar marcadores en el portal. 
8 
7 
Ilustración 29. Creación de licencia Vuforia. 
5 
6 
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2.1.1 Preparar el escenario para la Realidad Aumentada 
 
La preparación del escenario consiste en colocar los elementos proporcionados por la librería 
de Vuforia, básicamente estos elementos se dividen en dos: una es la cámara donde tenemos 
que colocar nuestra licencia, activar la base de datos de marcadores que estemos utilizando y 
otros parámetros para la comunicación con otros dispositivos como las HoloLens; el otro 
elemento de esta librería son los diferentes tipos de marcadores, que debemos colocar en 
escena dependiendo del tipo de seguimientos que deseamos.  
 
Cuando importemos nuestra librería de Vuforia, también hay que descargar el paquete de 
marcadores que nosotros administramos en la web de Vuforia. Para esto simplemente entramos 
en la web develop con URL: https://developer.vuforia.com/ , si nos volvemos a la ilustración 30 
podemos observar que en el paso 7 encontramos el botón, el cual 
permite abrir un panel que preguntará por el formato de archivo. Debemos elegir “Unity editor”, 
y automáticamente empezará la descarga.  
 
8 
9 
10 
11 
12 
Ilustración 30. Gestión de marcadores en portal Vuforia. 
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Una vez realizados los pasos anteriores ya tenemos lo necesario para empezar a trabajar en 
la escena Unity. Para importar la librería 1) nos dirigimos a la pestaña “Assets”  seleccionamos 
2) “Import New Package…”  3) “Custom Package…”  Seleccionamos los paquetes 
descargados en Vuforia que en mi caso son la versión 6.2.10 y el paquete de la base de datos 
con los marcadores  se incorporará una carpeta en nuestro apartado Project con el nombre 
de Vuforia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Procedemos a configurar la cámara, para ello nos desplazamos dentro de la carpeta de 
Vuforia hacia “Prefabs” y lo incorporamos a escena, dentro de “Hierarchy” seleccionamos  1) 
“ARCamera”  3) en el “Inpector” realizamos clic en “Open Vuforia configuration”  4) se nos 
desplegará una ventana donde pegaremos la licencia que generamos anteriormente en la 
sección de “App License Key”   5) en “Datasets” activamos las casillas de carga de base de 
datos y muy importante también activarla, pues sin esto no funciona. En la ilustración 32 se 
aprecia la configuración gráfica de la cámara. 
 
 
 
 
 
 
 
 
1 
2 3 
Ilustración 31. Importación de un paquete a Unity.  
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2.1.2 Tipos de marcadores Vuforia (Prefabs) 
 
En este proyecto se utilizaron dos tipos de marcadores: el de reconocimiento por imagen y 
el de objeto 3D. En la librería de Vuforia estos se encuentran en los “Prefabs”, que son una 
colección de “GameObjects” y Componentes predefinidos que son reutilizables a lo largo de 
nuestro proyecto, y simplemente tenemos que arrastrarlos hacia la escena. En la imagen 33 se 
muestra cómo se encuentran una vez implantamos en escena los dos tipos de marcadores. 
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Ilustración 32. Configuración de la cámara para la realidad aumentada.  
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2.1.3 Seguimiento por imagen 
 
En este apartado se optó por crear 3 tipos de imagen para reconocimiento, el primero para 
familiarización del entorno, el segundo para experimentar el alcance de reconocimiento de 
imagen a partir de un entorno real y el último con fines de experimentar la exactitud (en 
posición) con la cual se generan estos modelos en el mundo real. En la ilustración 34 se muestran 
los 3 marcadores creados y utilizados en este experimento. 
 
 
 
 
 
 
 
 
 
Ilustración 33. Marcadores en escena Unity.  
Marcador de Familiarización Marcador de Entorno Real Marcador de 
Medición 
Ilustración 34. Marcadores utilizados en el proyecto. 
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Como se puede apreciar en la ilustración 34 se recomienda que los marcadores contengan 
diferentes tonalidades y trazados irregulares. Esto ayuda a la cámara para poder realizar mejor 
un reconocimiento del marcador, ya que la cámara solo reconoce las tonalidades en blanco y 
negro y define su posición. Vuforia califica la calidad de la imagen mediante un rango de estrellas 
que van desde uno a cinco (de menor a meyor). 
 
Un gran problema para este tipo de reconocimiento es que la perdida de vista del marcador 
implica perder el modelo. Sin embargo, mediante un código [19] podemos habilitar mantener el 
modelo aunque la cámara no visualice el marcador. Lo que básicamente realiza el script es 
reconocer diferentes matices que va capturando la cámara en tiempo real y calculando la 
posición en la que el dispositivo se encuentra. En la ilustración 35 se encuentra la script necesaria 
para implementarla en Unity y se incorpora al “Prefab” de la sección 2.1.2, si se desea aplicarla 
directamente en Android o iOS se necesitará de otro tipo de script. 
 
1 public interface ExtendedTrackable : Trackable 
2 { 
3     // Inicio de Seguimiento Extendido. El objetivo puede seguir viéndose, aunque sea invisible. 
4 bool StartExtendedTracking(); 
5  
6 // Parar Seguimiento Extendido. Objetivo solo será reconocido cuando sea visible. 
7 bool StopExtendedTracking(); 
8 } 
9 public void OnTrackableStateChanged( 
10                                 TrackableBehaviour.Status previousStatus, 
11                                 TrackableBehaviour.Status newStatus) 
12 {  
13         if (newStatus == TrackableBehaviour.Status.DETECTED || 
14              newStatus == TrackableBehaviour.Status.TRACKED || 
15              newStatus == TrackableBehaviour.Status.EXTENDED_TRACKED) 
16 { 
17          OnTrackingFound(); 
18 } 
19     Else 
20 { 
21           OnTrackingLost(); 
22 } 
23            ObjectTracker tracker = TrackerManager.Instance.GetTracker<ObjectTracker>(); 
24            bool success = tracker.PersistExtendedTracking(!mPersistExtendedTracking); 
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25 if (success) 
26 { 
27 Debug.Log("PersistentExtendedTrackingEnabled"); 
28 } 
29 // Para reiniciar el seguimiento extendido 
30  tracker.ResetExtendedTracking(); 
 
Ilustración 35. Script de seguimiento extendido. [19] 
 
 
Para incorporar este código en nuestra experiencia (ver ilustración 35), tenemos que crear 
archivo C# Script dentro de Unity, en la ventana de proyecto de posicionamos el cursor dentro 
de la carpeta donde queramos que el “Script” se guarde clic derecho 1) “Create”  2) “C# 
Script” Se creará un archivo y lo nombramos exactamente igual a la clase con la que la 
hallamos creado, en este caso “ExtendedTrackable”  realizamos doble clic para modificarla  
solo nos queda arrastrar la script hacia el Prefab de “Image Target”, 3) se nos generará una casilla 
con el nombre de “Extended Tracking “, la habilitamos. En la ilustración 36 se puede apreciar el 
procedimiento. 
 
Cabe mencionar que el procedimiento descrito anteriormente es el mismo para el marcador 
tipo objeto 3D.  
 
 
 
 
 
 
1 
2 
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Una vez habilitada la opción solo nos queda definir dentro de “Image Target” el objetivo, 1) 
en el Inspector nos dirigimos a “Type” y establecemos “Predefined”  2) en “Database” 
seleccionamos nuestra base de datos  3) “Image Target” seleccionamos el objetivo con el que 
lo hallamos nombrado anteriormente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
En el caso de que al cargar la imagen dentro del Prefab este se muestre en blanco tenemos 
que ir a la carpeta “Editor”  “QCAR”  “ImageTargetTexture”  Nombre de la base de datos 
 seleccionamos la imagen y en inspector cambiar la propiedad de “Texture Shape” a 2D. 
 
Ilustración 36. Crear una script en Unity.  
3 
1 
2 
3 
Ilustración 37. Definir marcador en Image Target. 
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2.1.4 Seguimiento por Objeto 3D 
 
Para utilizar esta tecnología es obligatorio contar con un dispositivo Samsung Android, con el 
cual podamos instalar la aplicación proporcionada por Vuforia para reconocimiento y trazado 
de objetos 3D. En la URL: https://library.vuforia.com/articles/Training/Vuforia-Object-
Scanner-Users-Guide, podemos encontrar tanto una guía, el archivo .apk y el marcador 
necesario para el reconocimiento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ya que tengamos el archivo creado procedemos a seguir los pasos de la ilustración 29, 
aunque a partir de la sección 8, tenemos que seleccionar 3D Object  seleccionamos el archivo 
que creó la aplicación de “Object Scanner”  y le asignamos un nombre. En este caso no nos 
solita seleccionar una escala con la cual crear el trazado, esto se debe a que el marcador que nos 
proporcionar tiene una escala establecida y detecta el objeto en tamaño real, por lo que al 
importarlo en Unity este aparecerá debidamente escalado. 
 
 
 
 
Marcador Objeto 3D Aplicación Vuforia Object Scanner 
Se recomienda que el lugar de escaneo 
sea con mucha iluminación y tratar de 
rellanar todos los cuadros de color verde. 
Ilustración 38. Aplicación Vuforia Object Scanner.  
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2.1.5 Colocar modelos 3D en marcadores 
 
Tal como se describe el Anexo 1, Unity trabaja con Jerarquías. Esta característica permite 
enlazar el modelo con el marcador. Básicamente para realizarlo solamente tenemos que colocar 
el modelo 3D como hijo de “Image Target”, así todo elemento que se encuentre como hijo se 
visualizará cuando apuntemos la cámara al marcador. 
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Ilustración 39. Creación de marcador 3D.  
Ilustración 40. Enlazar modelo a marcador.  
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2.1.6 Crear menú interactivo 
 
Una vez creados nuestros diferentes escenarios para la experimentación, se optó por crear 
un menú el cual nos facilite la navegación entre ellos, así como regular la calidad de gráficos a 
utilizar dependiendo la capacidad de nuestro dispositivo. 
 
Se recomienda utilizar el escenario Unity en modo 2D para facilitar la localización y 
visualización de los objetos, para empezar. Necesitamos crear un “Canvas” que limitará los 
eventos para que se activen en su interior, 1) colocarlo desde la pestaña “GameObject”  2) 
“UI”  3) “Canvas”. Se nos creará automáticamente dos “GameObject”, un Canvas y un Event 
system. Para colocar las dimensiones del “Canvas” 4) podemos realizarlo desde la pestaña de 
“Game”, 5) en el apartado de resolución escogemos sus dimensiones, así restringimos el tamaño 
para que sea constante.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Para colocar un fondo al menú es necesario colocar un “Raw Image” como hijo de “Canvas” 
 extender las dimensiones de este hasta los bordes del “Canvas”  arrastrar el de “Asset” de 
la imagen que queramos hacia el Inspector de “Raw Image(Script)” en el apartado “Texture”. Es 
importante mencionar que este elemento siempre debe tener el orden como primer hijo, si 
1 
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5 
Ilustración 41. Insertar un Canvas a escena.  
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colocáramos más elementos como botones y se encuentra por debajo de estos, nuestro fondo 
desaparecería.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
En todo menú es necesario tener botones de acción que nos hagan avanzar y retroceder 
entre las diferentes escenas, para lograrlo antes debemos crear los scripts para cargar o salir de 
escenas cuando sea seleccionado un elemento. En la ilustración 42 se muestra el script necesario 
para avanzar o salir entre escenas. 
 
 
 
 
 
 
 
1 
2 
3 
4 
5 6 
Ilustración 42. Insertar un fondo al menú. 
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1 public function Boton ”Nombre asignado por nosotros”  ( ) 
2 { 
3     // Carga una escena al activar un botón. 
4                   Application.LoadLevel ("Nombre de la escena asignada"); 
5 } 
6 // Parar salir/cerrar la aplicación. 
7 public function BotonSalir ( ) 
8 { 
9                          Application.Quit ( ); 
10 } 
Ilustración 43. Script para avanzar entre escenas y salir.  
 
También necesitamos un script para cambiar entre diferentes resoluciones gráficas 
dentro de la aplicación. En la ilustración 44 se encuentra el script para establecer 
diferentes resoluciones. 
1 public function Graficos1 ( ) 
2 { 
3                   QualitySettings.currentLevel = QualityLevel.Fastest; 
4 } 
5 public function Graficos2 ( ) 
6 { 
7                   QualitySettings.currentLevel = QualityLevel.Fast; 
8 } 
9 public function Graficos3 ( ) 
10 { 
11                   QualitySettings.currentLevel = QualityLevel.Simple; 
12 } 
13 public function Graficos4 ( ) 
14 { 
15                   QualitySettings.currentLevel = QualityLevel.Good; 
16 } 
17 public function Graficos5 ( ) 
18 { 
19                   QualitySettings.currentLevel = QualityLevel.Beautiful; 
20 } 
21 public function Graficos6 ( ) 
22 { 
23                   QualitySettings.currentLevel = QualityLevel.Fantastic; 
24 } 
Ilustración 44. Script de resolución gráfica. 
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Ya que generamos estos dos scripts, creamos un Empty Object para facilitar el uso e 
incorporamos estos scripts dentro de éste. Ahora podemos insertar un Button a escena y hacerlo 
funcionar, dentro de Inspector de “Button Object” modificaremos los parámetros de “Source 
Imagen” (para colocar el diseño que deseamos) , “Pressed Color” (para seleccionar el color que 
adquiera la imagen al presionarlo), dentro de “On Click ()” presionamos , 
arrastramos hacia “Select Object” el “Empty Object” que creamos antes y en “Function” 
colocamos la función del script para identificarla dentro aparecerá como en el script “public 
function Boton ”Nombre asignado por nosotros”  ( )”   la parte subrayada. En la ilustración 45 y 
46 se muestra el proceso descrito anteriormente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 2 
3 
2 
4 
5 
6 
1 
Ilustración 45. Insertar un Empty Object para scripts. 
Ilustración 46. Configuración de botón en Unity.  
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2.2 Aplicación para HoloLens 
 
Actualmente Microsoft y Unity han estado trabajando estrechamente para poner a 
disposición de los desarrolladores de Unity las herramientas necesarias para crear aplicaciones 
de realidad aumentada (RA). Antes de trabajar conjuntamente con estas tecnologías debemos 
configurar nuestro equipo de trabajo con los requisitos mínimos para que las HoloLens logren 
comunicarse con el ordenador.  
 
Un aspecto muy importante a tener en cuenta es que es obligatorio contar con el sistema 
operativo Windows 10 Pro o superior y no Home. Sin este no es posible entrar en el modo 
desarrollador o incluso para entrar a la aplicación y ver por Streaming lo que sucede en las gafas. 
 
Para configurar tu ordenador y utilizar las gafas una vez activado el Windows 10 Pro, lo 
primero que se tiene que realizar es la configuración BIOS¹ y activar virtualización, la cual se 
puede acceder cuando se enciende el ordenador y presionando cualquiera de las siguientes 
teclas dependiendo de tu ordenador: 
 
 Supr (todo el tiempo y si no funciona siga con las siguientes: F1/F2/F8/F11) 
 
Ya activada la virtualización en el equipo procedemos a habilitar la característica de Windows 
Hyper-V, se habilita accediendo a Panel de control  Programas  Activar o desactivar las 
características de Windows  habilitamos la casilla de Hyper-V. En la ilustración 46 se encuentra 
el proceso. 
 
 
 
 
 
 
 
 
 
 
 
BIOS¹: es un estándar de facto que define la interfaz de firmware para computadoras IBM PC compatibles. 
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Microsoft nos ofrece una serie de herramientas para desarrollar aplicaciones para las 
HoloLens. Dentro del sitio web con URL: https://developer.microsoft.com/en-
us/windows/mixed-reality/install_the_tools  podemos encontrar los programas necesarios para 
su desarrollo. Una vez instaladas estas herramientas podemos empezar a desarrollar las 
aplicaciones que deseamos crear  con la plataforma Unity. 
 
2.2.1 Preparar escenario HoloLens 
 
Este apartado aún se encuentra en desarrollo, por lo que no contamos con Prefabs 
establecidos y creados por la empresa para facilitarnos el trabajo. Lo primero que debemos 
configurar es el entorno en el que debemos trabajar. Debemos trabajar con la plataforma de 
Windows Store y se deben configurar los parámetros de 1) SDK a Universal 10  2) “Target 
device” a “Any device”  “UWP Build Type” a  “D3D”  UWP SDK a Lastest Installed  “Build” 
and “Run on” a “Local Machine”  3) habilitamos la casillas de Unity C# Projects  4) clic en 
“Switch Platform”. En la ilustración 48 se muestra el proceso descrito anteriormente. 
 
 
 
Ilustración 47. Preparar el ordenador para la virtualización. 
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Ahora debemos configurar la calidad con la cual se deben de generar los modelos cuando se 
ejecuten en las HoloLens, para ello abrimos la pestaña “Edit”  1) “Project Settings”  2) 
seleccionamos “Quality”  3) en “Inspector” nos posicionamos en la flecha de “Default” por 
debajo del ícono de Windows Store, realizamos clic  4) seleccionamos la opción de “Fastest” . 
En la ilustración 49 se muestran los pasos para realizarlo.  
 
 
 
 
 
 
 
 
 
 
 
 
1 2 
3 
4 
Ilustración 48. Plataforma Windows Store para HoloLens.  
1 2 
3 
4 
Ilustración 49. Editar calidad de gráficos HoloLens. 
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Para que las HoloLens puedan reconocer el escenario, 1) es necesario configurar nuestra  
“Main Camera”, 2) en el Inspector los aspectos de posición a las coordenadas de origen (0,0,0),  
“Clear Flags” a un Color Sólido, el fondo (Background) a color negro con RGBA¹ 0,0,0,0 ya que 
este es reconocido por las HoloLens como un color transparente, y 3) en “Clipping Planes” donde 
se encuentra “Near” cambiamos la distancia de cercanía a 0.85 metros. En la ilustración 50 se 
encuentran todas las modificaciones en el Inspector. 
 
 
 
 
 
 
 
 
 
 
 
Tal como se ha visto en el apartado 2.1 del capítulo III, los pasos para programar la realidad 
aumentada son los mismos en la Tablet como en las HoloLens. La única diferencia se encuentra 
en que, si se desea trabajar con Vuforia para el uso de marcadores, debemos configurar la 
“Prefab ARCamera” para que este no entre conflicto con la cámara de HoloLens. 
 
Para no crear el conflicto anteriormente descrito debemos de seleccionar el “Prefab 
ARCamera” de Vuforia, 1) en Inspector debemos realizar clic en “Open Vuforia configuration” 
 2) dentro de “Digital Eyewear”  cambiamos “Eyewear Type” a “Optical See-Through” ( nos 
permite seleccionar otro dispositivo visual para representación  en “See Through Config” 
seleccionamos HoloLens  retrocedemos en el Inspector, 3) se nos creará un apartado de 
“Central Anchor Point” donde debemos arrastrar el “GameObject” de “Main Camera” que 
configuramos anterior para HoloLens. 
 
 
 
1 
2 
3 
Ilustración 50. Configuración de cámara en HoloLens. 
RGBA¹: definen la cantidad de rojo, verde y azul respectivamente del píxel, se añade un cuarto canal, el alfa, que 
define el grado de opacidad de ese píxel. 
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Ilustración 51. Configuración cámara de Vuforia para HoloLens. 
2 1 
3 
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Capítulo IV. Análisis del Proyecto 
1. Recorrido Virtual: Valoración y resultados 
 
1.1 Fichero original BIM 
 
En el capítulo III se ha explicado el procedimiento detallado con el cual se realizó el recorrido 
virtual. Si realizamos una primera valoración se puede ver que una de las desventajas que se 
tiene al trabajar con Revit y trasladar a Unity, es la perdida de materiales y de texturas, esto es 
debido a que el archivo fue modelado, diseñado y proyectado con los propios materiales que 
viene por defecto en Revit. 
 
En Unity la colocación de materiales lleva un tiempo y proceso de trabajo. No es lo mismo 
crear un material como si fuera un sólido de un color como por ejemplo el color gris de una 
puerta o un material con características especiales como por ejemplo los ladrillo o los muros de 
grava, donde se ha de buscar la imagen en formato JPG. Otro aspecto importante dentro de los 
materiales es verificar la escala en la cual se encuentran los objetos, ya que esto dependerá si 
necesitamos importar varias veces la misma textura para diferentes objetos con escalas 
diferentes. 
 
Una ventaja de utilizar un programa BIM es que toda la información que se crea en el modelo 
ya se actualiza de manera automática, gracias a la interoperabilidad que posee, esto supone que 
sea de suma importancia actualizar los modelos al momento de modificarlos para adquirir datos 
reales sobre el entorno, además podemos crear una serie de plantillas que nos van a aportar 
información extra y como complemento podemos hacer un recorrido en primera persona y ver 
cómo quedaría la obra hasta el momento. Por otra parte, hay una conexión directa entre Revit 
y Unity, ya que ambas trabajan en el mismo formato .FBX. 
 
1.2 Caso particular: Incendia del sol Ilustrativo Interés y Potencial 
 
La incidencia del sol ha sido un punto de inflexión y debate entre quienes ocupan las 
instalaciones, ya que cuando se proyectó la construcción del edificio no se tuvo en cuenta este 
aspecto. Es por ello que se optó por recrear las diferentes etapas de iluminación natural y 
observar el movimiento de este dentro del edificio como caso de uso interesante para futuros 
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diseños. El destello del sol a hora de la mañana, en el orden de las nueve u once es crítica para 
los ocupantes, puesto que esto ocasiona un destello en los equipos de trabajo, causando así 
incomodidad y cansancio al forzar la vista. Con eso sale la interrogante de: ¿a futuro 
simularemos condiciones climatológicas y así planificar mejor los trabajos de obra? En la 
Ilustración 52 se puede observar el momento más crítico para quienes ocupan la instalación. 
 
 
1.3 Capacidad de cálculo: estructura exterior del edificio B0 
 
Es de suma importancia contar con los datos de materiales con los que se mezclaran en el 
entorno. Esto supone desarrollar la capacidad de observación, creatividad y habilidades técnicas 
y de diseño cualidades inherentes al profesional en el ámbito de paisajismo. En urbanismo 
adquirir una percepción de nuevos crecimientos en la ciudad existente y consolidada a fin de 
tomar decisiones de mantenerla o mejorar sus infraestructuras y equipamientos.  
 
Durante el proceso de renderizado del edificio al tener tantos elementos mi portátil empezó 
a ralentizarse drásticamente, por lo que deshacerse de los elementos innecesarios es una opción 
viable para seguir trabajando de manera fluida. Aunque cambiar la calidad de gráficos es una 
buena opción para conseguir fluidez. En las Ilustraciones 53 y 54 se muestra el resultado de 
renderización desde dos perspectivas diferentes del edificio B0. 
Ilustración 52. Incidencia del sol en la planta 1 del edificio B0.  
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Ilustración 53. Fachada edificio B0 exterior perspectiva 1.  
Ilustración 54. Fachada edificio B0 exterior perspectiva 2. 
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1.4 Potencia de recreación de escenarios: Interior de la primera planta del 
edificio B0 
 
En el sector de la construcción, es de suma importancia recrear escenarios ya que hoy en día 
se vende antes de construir o reformar. Esto resulta una visualización previa cercana a la 
realidad, trayendo consigo modificaciones y una fácil venta del inmueble, sin que esto suponga 
un alto coste. En la ilustración 55 se muestran los resultados del interior. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Al ser este un entorno restringido y un conjunto de datos menor que el exterior del edificio, 
se utilizó este modelo para la experimentación de las Cardboard. La calidad de los gráficos 
depende de la capacidad del dispositivo móvil con el que se cuente, y que este contenga la 
característica de giroscopio para adquirir una sensación más inmersiva. En la ilustración 56 se 
muestra el resultado de la experiencia  
 
 
 
 
 
 
  
Ilustración 55. Iluminación interior del edificio B0.  
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1.5 Experiencia HTC VIVE 
 
Las HTC VIVE a priori te da una sensación fabulosa de inmersión en el mundo digital, al tener 
dispositivos de inmersión externos (auditivos y de localización). Por lo que las situaciones de 
contorno descritas anteriormente en los puntos 1.2, 1.3 y 1.4 aumentan de manera drástica 
nuestra experiencia, resultando una mejora en tomas de decisiones al tener más detalles del 
entorno. Al experimentar con las gafas una vez que se retiran después de usarlas 15 min 
aproximadamente, empecé a sentir una sensación de mareo. Esto se debe a que nuestro cerebro 
crea sensaciones contradictorias, por ejemplo, al ver algo (caídas, impulsos, etc.) que tu cuerpo 
no siente. 
 
 
 
 
 
 
 
 
Ilustración 56. Experiencia Cardboard. 
Ilustración 57. Experiencia HTC VIVE. 
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2. ARBUILD: Valoración y resultados 
 
Vamos a proceder a evaluar las distintas posibilidades, funcionalidades y sobre todo vamos 
a valorar de manera global si el trabajo que se ha llevado a cabo en este proyecto puede ser o 
no factible, valorando tanto los puntos positivos como negativos de su ejecución, dando además 
a conocer las distintas problemáticas planteadas a lo largo de la redacción del proyecto. 
 
En este proyecto como se ha mencionado anteriormente se ha utilizado diversos tipos de 
seguimiento los cuales son marcadores sin seguimiento extendido, marcadores con seguimiento 
extendido, marcador del entorno, y marcador de objetos 3D. 
 
2.1 Marcador sin seguimiento extendido 
 
Al inicio de este proyecto se experimentó con un marcador sin seguimiento extendido pues 
perder el modelo supone gran inconveniente, se observó incluso si se tiene el marcador de 
frente y se posiciona el marcador con una relación del 30% de superficie de la pantalla total, 
este empieza a oscilar de manera involuntaria. Sí nos posicionamos a 20° del marcador, el 
modelo se desvanece. También se necesita de una buena iluminación y cercanía hacia el 
marcador para que la cámara pueda realizar el reconocimiento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
20° 
Ilustración 58. Marcador sin seguimiento extendido. 
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2.2 Marcador con seguimiento extendido 
 
Con esta tecnología se resolvieron los problemas de posicionamiento y distancia entre la 
cámara y el marcador, aunque esto depende del entorno en el que nos encontremos. Como se 
ha adelantado, el código funciona grabando matices del entorno por lo que si nos encontramos 
en un entorno uniforme sin objetos que nos ayude a reconocer el entorno, este no puede 
calcular la posición y ángulo en que nos encontramos. La rotación de la cámara se debe de hacer 
a razón de 25° por segundo aproximadamente para no perder el objetivo, siempre no esté en 
pantalla el marcador. 
 
 
 
 
2.3 Marcador del entorno 
 
En este tipo de reconocimiento de entorno aún tiene fallas ya que si no se cuenta con muchos 
matices que lo identifiquen este no logra ser captado, así como debes estar en una posición casi 
igual a la que se tomó anteriormente en el entorno para que la cámara reconozca la imagen de 
inicio. Se observó que una vez activado el marcador haciendo uso del seguimiento extendido el 
modelo se encuentra estable y no presenta cambios significativos en la posición y escala. 
 
Ilustración 59. Marcador con seguimiento extendido. 
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2.4 Marcador de objeto 3D 
 
Como esta es aún una tecnología pionera, los resultados obtenidos han sido muy notorias. 
Hemos identificado muchos problemas de reconocimiento de objeto. Debe escanearse durante 
mucho tiempo para que la cámara reconozca el objeto y genere el modelo. Además, aplicando 
el código de seguimiento extendido presenta problemas al perder el objetivo y pierde la 
exactitud con la que se genera el objeto. 
 
 
 
 
 
 
 
 
 
 
Ilustración 60. Marcador de entorno. 
Ilustración 61. Marcador de objeto 3D. 
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2.5 Marcador de medición. 
 
La exactitud que tiene el modelo contra la realidad es bastante alta, solo obtuve un desfase 
de unos 2 centímetros que es aceptable en nuestro objeto de estudio, la exactitud varia con la 
estabilidad con la que se sostenga el dispositivo y la precisión con la que coloquemos el 
marcador. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.6 Conclusión marcadores 
 
La mejor opción de seguimiento es la de marcador con seguimiento extendido, ya que el 
modelo generado es mucho más estable que la de los demás, y la precisión es muy buena para 
los fines de reformas o repasos de obra. 
 
2.7 Resultado de aplicación Android 
 
Como se comentó en el capítulo III sección 2.1.6 se optó por crear un menú interactivo el 
cual pudieras navegar entre los distintos escenarios de la realidad aumentada. En la ilustración 
63 se puede observar los diseños que se usaron, y en la tabla 5 una simbología del significado 
de cada botón. 
 
Ilustración 62. Marcador de medición. 
Marcador de 
medición 
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Icono de App.  
Diseño creado para 
distinguir nuestra 
aplicación entre las 
demás aplicaciones, 
dentro de nuestro 
dispositivo. 
Menú de navegación en la Aplicación. 
Ilustración 63. Menú de la aplicación ARBUILD. 
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Simbología Menú 
Símbolo Significado Símbolo Significado 
 Instalaciones de 
Edificio B0/ 
Modelo exterior 
Edificio B0  
Ingresar a Menú de 
Modelo de Extintor 
 Acceder a 
Menú de Ajuste 
 
Ingresar a Menú de 
Modelo de 
Instalaciones 
 Acceder a Menú de 
Calidad de Gráficos 
 
 Ingresar a Modelo 
con Marcador 
 Acceder a Pantalla 
de Créditos 
 
 Ingresar a Modelo 
con Marcador de 
Entorno 
 Salir de la 
Aplicación 
 Ingresar a Modelo 
con Marcador 
Medición 
 Regresar al Menú 
Anterior 
 
Tabla 5. Simbología de Menú ARBUILD. 
 
 
2.8 Experiencia Microsoft HoloLens 
 
Durante la experimentación de las HoloLens, se observó que todas las documentaciones 
existentes en la web provienen de fuentes de carácter personal (blogs), por lo que esto dificulta 
el desarrollo de aplicaciones para las gafas. Una de las cosas que se necesitan mejorar   es el 
rango visual con los que ves los objetos 3D ya que este se encuentra restringido, como se 
muestra en la ilustración 64. 
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Para   realizar una visualización previa de la aplicación en óptimas condiciones es necesario 
contar con un ordenador como el especificado en la tabla 2. Al combinar la plataforma Vuforia 
con los HoloLens se observó que presenta problemas de profundidad al generar el modelo, ya 
que a veces presenta el problema de que el modelo se aleja conforme nosotros nos acercamos. 
 
 
Expectativas HoloLens Realidad HoloLens 
Ilustración 64. Realidad HoloLens. 
Ilustración 65. Microsoft HoloLens en práctica. 
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Capítulo V. Conclusiones 
 
Implementar nuevas tecnologías que sean compatibles con las formas de trabajo tradicional 
dentro del sector AEC es muy complejo, pero no difícil de compatibilizar. Como se ha visto a lo 
largo de la redacción y explicación de este documento, la realidad aumentada es una tecnología 
complementaria bastante madura capaz de desarrollarse haciendo uso de modelos 3D (no solo 
aportando la geometría, sino también incorporando una serie de información propia del 
proyecto, es decir trabajar con una perspectiva BIM). La interacción de los modelos es intuitiva 
por lo que su uso es de fácil aprendizaje. Aunque presenta muchas problemáticas como es el 
LAG (retraso producido en una telecomunicación), provocado por la gran cantidad de datos del 
modelo sumado a un dispositivo con bajas especificaciones (procesadores, RAM, tarjeta gráfica). 
Se debe ser un experto para su implementación, por su dependencia a las herramientas externas 
que son de ámbitos muy distintos al del sector AEC. 
 
Dentro del sector puede significar una mejora significativa en: 
 
 Aproximación a la habitabilidad de los espacios diseñados, e interactuar con ellos, antes 
de que estos estén construidos. Siendo a escala humana, donde uno controla a dónde 
ir y hacia dónde ver. 
 
 Poder insertar de manera realista del edificio donde se pretende edificar y analizar su 
interacción con el contexto, nuevamente antes de que éste realmente sea construido. 
Tener una percepción del sitio pretendido, poder mover y ver los diversos ángulos que 
este puede alcanzar, así como una apreciación del contexto en conjunto. 
 
 Identificar la interacción de la estructura con el resto del edificio, incluyendo posibles 
fallas o daños. Como si se contara con “rayos X” y ver a través de las construcciones 
(estructuras, las instalaciones, apreciar los puntos de apoyo, etcétera); como poder 
separar las capas del edificio y verlas de forma independiente. 
 
Todas estas son suposiciones del alcance de la aplicación de realidad aumentada dirigida 
hacia el sector de la construcción. No habría que descartar que esto sea posible pronto con los 
avances tecnológicos actuales. 
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