In this article, we show the existence of large sets LS 2 [3](2, k, v) for infinitely many values of k and v. The exact condition is v ≥ 8 and 0 ≤ k ≤ v such that for the remaindersv andk of v and k modulo 6 we have 2 ≤v < k ≤ 5.
Introduction
Let V be a vector space of dimension v over a finite field GF(q). For simplicity, a subspace of V of dimension k will be called an k-subspace. A (simple) t-(v, k, λ) q subspace design D = (V, B) consists of a set B of k-subspaces of V , called blocks, such that each t-subspace of V lies in exactly λ blocks. This notion is a vector space analog of combinatorial tdesigns on finite sets. For that reason, subspace designs are also called q-analogs of designs. Further names found in the literature include designs over finite fields, designs in vector spaces and designs in the q-Johnson scheme.
While combinatorial t-designs and Steiner systems have been studied since the 1830s and have a rich literature [12] , the notion of subspace designs has been introduced by Cameron [9, 10] and Delsarte [13] in the 1970s.
The set of all k-subspaces of V is always a design, called trivial design. In 1987, Thomas [26] constructed the first non-trivial subspace design for t = 2. Since then, more subspace designs have been constructed, see [6, 7, 8, 16, 18, 22, 24, 25] .
A partition of the trivial design into N disjoint t-(v, k, λ) q designs is called large set and denoted by LS q [N ](t, k, v). The value λ is omitted in the parameter notation of a large set as λ = v−t k−t q is already determined by the other parameters. For ordinary combinatorial t-designs, large sets with t = 1 exist if and only if k divides v [3] . In the q-analog case, this question is wide open, as it includes the question for the existence of parallelisms in projective geometries: A large set of 1-(v, k, 1) q designs (which are called spreads) is known as a (k − 1)-parallelism of the projective geometry PG(v − 1, q). To our knowledge, the only known existence results are the following: If v ≥ 2 is a power of 2, then all 1-parallelisms do exist [14, 4] . Furthermore, for q = 2 and v even, all 1-parallelisms do exist [2, 27] . In [15] , a 1-parallelism of PG(5, 3) is given. The only known parallelism with k > 1 is a 2-parallelism of PG(5, 2) [23] .
For t ≥ 2, only the following large sets of subspace designs are known: There are computational constructions of an LS 3 [2] [7] . In [7] , a recursive construction method was developed, which can be seen as a qanalog of the theory in [1] , surveyed in [17] . The application of this method to the LS 3 [2] (2, 3, 6) and LS 5 [2] (2, 3, 6) gave an infinite series of large sets LS q (2, k, v) with q ∈ {3, 5}, v ≥ 6, v ≡ 2 (mod 4), and 3 ≤ k ≤ v − 3, k ≡ 3 (mod 4).
In this paper, we give a computational construction of an LS 2 [3] (2, 4, 8) . The application of the recursion machinery of [7] to this large set and the already known LS 2 [3] Denoting the remainder of an integer n modulo 6 byn ∈ {0, . . . , 5}, the conditions of Theorem 1 (i), (ii) and (iii) can be stated as 2 ≤v <k ≤ 5.
Preliminaries
The set of all k-subspaces of V is called the Graßmannian and is denoted by are in one-to-one correspondence with the nonzero vectors x ∈ V \ {0}. The number of all k-subspaces of V is given by the Gaussian binomial coefficient
The set L(V ) of all subspaces of V forms the subspace lattice of V . By the fundamental theorem of projective geometry, for v = 2 the automorphism group of L(V ) is given by the natural action of PΓL(V ) on L(V ). The automorphism group Aut(D) of a subspace design D = (V, B) is defined as the stabilizer of B under this group action. Furthermore, for any subgroup
In the case that q is prime, the group PΓL(V ) reduces to PGL(V ), and for the case of our interest q = 2, it reduces further to GL(V ). After a choice of a basis of V , its elements are represented by the invertible v ×v matrices A, and the action on L(V ) is given by the vector-matrix-multiplication v → vA.
As t-design, the trivial design (V,
) has parameters t-(v, k, λ max ) q , where
Hence, an obvious necessary condition for the existence of an
Moreover, since the blocks of a t-design also form an i-design for i ∈ {0, . . . , t}, we have the necessary conditions The following theory is needed for the recursive construction of large sets. For more details and proofs, see [7] .
Two subsets B 1 and B 2 of
for all t-subspaces T of V . In this situation, the pair (B 1 , B 2 ) has also been called trade or bitrade, see for example [20, 21] for some recent results. Furthermore, given integers 0 ≤ t ≤ k ≤ v, N ≥ 2 and a set B of k-subspaces of V , a partition {B 1 , . . . , B N } of B is called an (N, t)-partition, if the parts B i are pairwise t-equivalent. The notion of (N, t)-partitions can be seen as a generalization of large sets, as by [7, Lemma 4.8 
Again, the notion is extended to t = −1 by unconditionally calling any set of k-subspaces of V (N, −1)-partitionable. We have the following structure properties: If B is (N, t)-partitionable, it is (N, s)-partitionable for all s ∈ {−1, . . . , t} [7, Lemma 4.3] . The disjoint union of (N, t)-partitionable sets is again (N, t)-partitionable [7, Lemma 4.7] . Therefore, we can construct an LS q [N ](t, k, v) by decomposing
The known constructions of large sets of classical combinatorial designs and subspace designs often rely on a decomposition into so-called joins. In [7] , three kinds of joins are provided. For our purpose, we only need one of them: For a chain of subspaces
of subspaces by setting
The power of the join for the construction of (N, t)-partitionable sets is rooted in the following lemma. In [7, Lemma 4.10] it is stated and proven for all three kinds of joins.
Lemma 2.1 (Basic Lemma for the avoiding join).
is (N, t 2 )-partitionable with integers t 1 , t 2 ≥ −1, then the avoiding join
By [7, Theorem 3.19] , for a maximal chain
into avoiding joins is given by the disjoint union
For the construction of large sets, only the dimensions of the involved Graßmannians are relevant. Reducing the notation to this information, we say that the above decomposition has the decomposition type
By the above discussion, the application of the Basic Lemma 2.1 to this decomposition yields Proposition 2.2. Let 0 ≤ t ≤ k ≤ v, N ≥ 2 and s ∈ {0, . . . , v − k − 1} be integers. If for each i ∈ {0, . . . , k} there are integers t 1 , t 2 ≥ −1 with
We remark that the proof of the Basic Lemma in [7] is constructive, implying that the statement of Proposition 2.2 is constructive, too.
The method of Kramer and Mesner
Fixing a subgroup G of PΓL(V ), the following idea can be used for the construction of Ginvariant t-(v, k, λ) q designs [19, 22, 6] : The action of G induces partitions
K j into orbits. Any G-invariant subspace design will have the form (V, B) with B = j∈J K j and J ⊆ {1, . . . , κ}. In this way, an index set J ⊆ {1, . . . , κ} gives a t-(v, k, λ) q design if and only if its characteristic vector χ J ∈ {0, 1} κ is a solution of the system of linear integer equations
where 1 is the all-one vector and A G t,k = (a ij ) is the (κ × τ )-matrix with the entries
Here, T i ∈ T i denotes a set of orbit representatives. The matrix A G t,k is called G-incidence matrix.
For the construction of large sets, we iterate this method as in [8] : After finding a solution χ J , we remove all the columns from A G t,k having an index j ∈ J. Now the solutions of the reduced system give precisely the G-invariant subspace designs which are disjoint to D. If we succeed in repeating the process until all G-orbits K j are covered, we have constructed a large set consisting of t-(v, k, λ) q designs. The same approach has been used by Chee et al [11] to construct large sets of designs over sets. 
In Tables 1, 2 , and 3 we list the orbit representatives for the three mutually disjoint designs D 1 , D 2 , and D 3 we found, using the same encoding as in [8] . 
An infinite series of large sets
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