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Abstract
The problems arising come from genetics have been expressed as mathematical problems
about the monoid of traces; Yuri Matiyasevich has modi*ed some of these problems and they
have become a problem of decidability of machines which seem to be very weak. One can
*nd an introduction to traces in Diekert and Rozenberg (The Book of Traces, World Scienti*c,
Singapore, 1995), and a study of this speci*c problem in Matiyasevich (Quadrature 27 (1997)
23). This is the proof of the decidability of the halting problem for Matiyasevich deterministic
machines. c© 2001 Published by Elsevier Science B.V.
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1. Denitions
A Matiyasevich machine has just one signed integer register with no size limits,
depends on a positive integer k, and is equipped with the following instructions:
• some labels.
• X ←X + 1 (incrementation)
• X ←X − 1 (decrementation)
• X ← k ×X
• X ←X=k (integer part of X=k)
• test whether k |X (if k |X GOTO label)
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• test whether X =0 (if X =0 GOTO label)
• the instruction STOP
In all the text, congruences are implicitly congruences modulo k. There is always an
implicit STOP at the end of a program. Now, I shall use a congruence test instead of the
divisibility test, and an equality test between X and a constant instead of an equality
test between X and zero. I may use an unconditional GOTO, too. The congruence
relation k |X − Y will be written X ≡Y . Now, I shall use these notations.
We are going to study the deterministic case, i.e. there is one and only one label in
each GOTO instruction.
Actually, one can use either a signed integer (element of Z) for X or an unsigned
integer (element of N); in the second case, the instruction X ←X −1 used with X =0
doesnot change the register; in that case we can simulate the equality test with con-
gruence tests : (X =0⇔ (X ≡ 0) ∧ (X −˙1≡ 0)) (The notation X −˙Y denotes X − Y if
X¿Y and 0 if X ¡ Y ). There is an eJective computation which builds a Matiyase-
vich machine with a signed integer register which has the same halting property as a
given Matiyasevich machine with an unsigned integer register. I will work with signed
integers.
A cell is a *nite sequence of instructions diJerent from a congruence test, eventually
including some equality tests, followed by an instruction STOP or a congruence test,
and which contains just one label, at the beginning. 1
A dividing cell is a cell which contains more instructions of the form X ←X=k
than instructions of the form X ← k ×X ; a neutral cell is one with the same number
of each kind of previous instructions, and a multiplying cell is one with less divisions
than multiplications.
An imposer cell is a cell with which we can be sure of the congruence class of X
at the end of the cell if all equality tests are negative, independent of the value of X
at the beginning of the cell. For example, all multiplying cells are imposer cells. We
call forced last digit of an imposer cell the congruence class of the register at the end
of the cell.
A one-time cell is a cell such that there exists C ∈Z such that this cell is only
referenced in equality tests of the form “if X =C then GOTO”.
A terminating cell is a cell followed by an instruction STOP.
The phase of a sequence of instructions is the number of instructions X ← k ×X
minus the number of instructions X ←X=k.
By de*nition, the function computed by a *nite sequence of instructions diJerent
from tests is the function X → [the value of the register at the end of the sequence
provided that the register is X at the beginning of the execution of this sequence of
instructions]. Such a sequence B being given, I shall note this function as X →B(X ).
1 I shall de*ne, later, a particular kind of cells (loop cells) which do not precisely verify these conditions.
I shall call these things cells anyway, to simplify the terminology.
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In the case of a sequence C of instructions, eventually including tests, the function
computed by C is by de*nition the function computed by B, with B being equal to C
after removal of tests.
For any kind of automata, a well state is a state in which every leaving transition
comes back in the same state.
For the tapes used in *nite automata, integers will be presented by their k-expansions.
We shall use a particular notation for negative integers; in fact the objective is to always
have the last character corresponding to the k congruence class of X . So the character
# will denote a in*nite sequence of digits k − 1, and so for example with k =10 the
notation #27 will denote a number which is equivalent to 7 modulo k; so in fact #27
means −73. This notation prevents us from particular cases for negative numbers.
2. Normal form of a Matiyasevich machine
In the following sections, we will suppose that all entries of the machine have the
same congruence class, in order to avoid particular cases for the *rst cell. This is not
a problem, in any of the following proofs, because one can prove the decidability one
congruence class at a time, and for the proof of the replacement of a Matiyasevich
machine by an equivalent *nite automaton, one can simply notice that a *nite automaton
can compute a congruence test (otherwise, one could study the following proofs, adding
a congruence test at the beginning of the machine).
I shall note X ←X=k	 for the division by k	, X =C⇒GOTO label for the
equality test with the constant C and eventually the corresponding branching, STOP
for the instruction STOP, X ←X × k	 + w for the multiplication by k	 followed by
the addition of w. I shall note the congruence test
0→ label0 1→ label1 2→ label2 : : : k − 1→ label(k − 1)
where label0 is the label where the execution must be redirected if the congruence
class is 0, label1 is the label where the execution must be redirected if the congruence
class is 1; : : : ; label(k − 1) is the label where the execution must be redirected if the
congruence class is k − 1.
To get a normal form of a Matiyasevich machine, we shall use the following trans-
formations in the order they are presented.
2.1. Normal form in the general case
2.1.1. Normal form of cells
Lemma 1. Any cell can be replaced with a :nite number of cells of the following
form:
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X = C1 ⇒ GOTO label1
X = C2 ⇒ GOTO label2
: : :
X = Cp ⇒ GOTO labelp
X ← X + C(C ∈ Z)
X ← X=k	
X ← X × k + C (06C ¡ k)
CONGRUENCE TEST or STOP
all but one being a one-time cell; and the other one having the same phase as the
previous cell.
The set of machines including only cells of this form is called class A.
Proof. By an easy induction on the length of the cell.
For example, with k =10, the following cell:
label example :
X ← X + 1
X = 0⇒ GOTO label destination one
X ← X=10
X = 0⇒ GOTO label destination two
CONGRUENCE TEST
is replaced by this one:
label example :
X = −1⇒ GOTO label destination one tmp
X ∈ {0; 1; 2; 3; 4; 5; 6; 7; 8} ⇒ GOTO label destination two tmp {0|1| : : : |8}
X ← X + 1
X ← X=10
CONGRUENCE TEST
and these ten other cells (one examplary of the right cell for each i ∈ [0; 8]):
label destination one tmp:
X ← X + 1
GOTO label destination one
and
label destination two tmp i:
X ← X + 1
X ← X=10
GOTO label destination two
So we can suppose that all cells use this format. We can notice that the newly created
cells are one-time cells. As the execution is deterministic, we can conclude that if one
of these cells is used twice, the machine would not halt.
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2.1.2. Congruence modulo k known at the beginning of the cell
Lemma 2. We can replace an element of class A by another element of class A;
having only two kinds of cells;
• each cell of the :rst kind is indexed by a congruence class, so that we are sure
that each time the execution will enter this cell, the value of the register X will
be in the congruence class of the index of the cell
• each cell of the second kind is a one-time cell.
The set of such machines is called class B.
Proof. Each cell is replaced with k cells, indexed from 0 to k − 1. The transitions are
modi*ed too, in order to have all the congruence tests concerned by the i congruence
class redirected to the cell indexed i.
With the new form of cells, a cell cannot have a value X with X ≡ i and 06i ¡ k
if the cell is not indexed i. Note that with this new system, neutral cells are imposer
cells.
For example, with k =2, the following cell, labelled EXAMPLE-CELL:
X ← X + 1
CONGRUENCE TEST
is replaced by these two cells
X ← X + 1
CONGRUENCE TEST
and
X ← X + 1
CONGRUENCE TEST
labelled, respectively, EXAMPLE−CELL0 and EXAMPLE−CELL1. Any congru-
ence test of the form 0→OTHER − CELL 1→EXAMPLE − CELL is replaced by
0→ OTHER− CELL0 1→EXAMPLE − CELL1 . And an equality test of the form
X =27⇒ GOTO EXAMPLE − CELL is replaced by
X =27⇒ GOTO EXAMPLE − CELL− EQ27 , with EXAMPLE−CELL−EQ27 a
new one-time cell identical to EXAMPLE−CELL.
2.2. Normal form for the deterministic case
2.2.1. Removing the non-dividing cells
By de*nition, a loop cell has the following form, with a phase¿0
between “special-label” and “GOTO special-label”.
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A *nite sequence of equality tests:
X ← X + C (with C∈Z)
X ← X=k	
X ← X × k + C′ (06C′¡ k)
special-label:
Another *nite sequence of equality tests:
X ← X + C′′ (with C′′∈Z)
X ← X=k	
X ← X × k + C′′′ (06C′′′¡ k)
GOTO special-label
The second half-cell (after “special-label”) will be called the loop of the cell.
Lemma 3. A machine of class B can be replaced by an equivalent machine with only
three kinds of cells:
• dividing cells;
• loop cells;
• one-time cells.
Proof. The non-dividing cells are neutral cells and multiplying cells. The following
transformation has to be applied on each non-dividing cell.
Let B be such a cell. Provided that all equality tests are negative, we know which
cell C will be the next one after the execution has arrived in the cell B; so the cell
obtained by gluing C at the end of B is equivalent to B. We repeat this operation with
the new cell B+ C until we get a dividing cell or a loop cell. A loop cell is obtained
by this operation if it has included two times the same cell C (necessarily with the
same last forced digit), and with a phase since the *rst call of C is always greater or
equal to zero between these two calls of C.
Let us assume that the process never stops; let us call un the minimum of the phase
between the *rst cell and the nth glued cell which is such that no ulterior cell has a
strictly lower phase; the corresponding cell is called vn. So un and vn are well de*ned
because the phase is always greater or equal to zero (by hypothesis). Then there is at
least one cell that appears an in*nite number of times in the sequence vn; and we will
have twice the same last forced digit, and the process will stop (let us notice that if a
bloc must be glued to himself, we will glue the old one and not the currently modi*ed
one).
Via the same transformation than in Lemma 1, the *nal cell can be equivalent either
to a dividing cell, or to a loop cell. So I conclude that an algorithm can replace each
non-dividing cell with a dividing cell or a loop cell (and one-time cells).
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3. Decidability in the deterministic case
3.1. The main result
The halting problem is de*ned as the question, being given a Matiyasevich machine
M , “Does M halt?” (with initial value 0, or equivalently with any constant as initial
value).
Theorem 4. The halting problem for Matiyasevich deterministic machines is
decidable.
Proof. Let M be a Matiyasevich machine, we can suppose M is under its normal form
previously de*ned. Then we can calculate Y such that for each non-terminating and
non-loop cell B we have for each X greater than Y the absolute value of B(X ) is
lower than the absolute value of X . Such a constant Y can be calculated because all
these cells are dividing. For a given integer X , we can simulate the execution of the
Matiyasevich machine until we arrive at a STOP instruction, or at a loop cell, or until
we have twice the same value at the same label. In the last case it is clear that the
program would not stop. We can show easily, using the constant Y , that one of these
cases is going to happen. We now notice that the function calculated by the loop of a
loop cell is non-decreasing. So when we arrive at a loop cell there are four cases:
• the value of the register when entering the loop is twice the same,
• an equality test is positive (if this happens more than at most once per equality
test, one can simply conclude that the machine would not halt),
• the value of the register when entering the loop is an increasing sequence. Then
after a *nite time if no equality test is aSrmative, the value of the register is
greater than all the values of the equality tests, and the machine will never halt,
• the value of the register when entering the loop is a decreasing sequence. This case
is equivalent to the previous one.
We can notice that by studying separately the case in which the loop is equivalent
to an addition and the case where the loop multiplicates the register by a power of
k, we can easily show that these cells can either recognize a *nite set, either a *nite
union of semi-linear sets; so that they can be simulated by a *nite automaton.
If one equality test is aSrmative twice during the execution, it is clear that there is
twice the same value at the same label and the machine would not halt; so to decide
the halting problem, the algorithm just has to simulate the execution until a loop cell
replies that the machine would not halt, or until the register has twice the same value
at the same label, or until the execution halts. As the absolute value of the register
can only decrease if it is greater than a given constant, this algorithm will necessarily
stop.
So I conclude that the halting problem for a deterministic Matiyasevich machine is
decidable. Indeed one can replace a given Matiyasevich deterministic machine with a
*nite automaton; the reader can refer to the proof below.
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An interesting inference is the fact that a Matiyasevich machine which never halts
is ultimately periodic (I mean the wandered labels are periodic after a particular date).
3.2. Simpli:ed algorithm to decide the halting problem for Matiyasevich
deterministic machines
The previous algorithm is diScult to computerize. In fact, we can prove easily (now)
that the decidability problem can be solved by a very simple algorithm which simulates
the execution and just veri*es a few conditions:
• If the machine arrives twice at the same label with the same value, it answers that
the machine would not halt.
• If the machine arrives twice at the same label with the same last digit, the following
conditions are veri*ed:
◦ the phase is greater or equal to zero between these two times
◦ X has increased between these two times
◦ X has been greater than each value it has been compared to in equality tests
then the machine would not halt.
• If the machine arrives twice at the same label with the same last digit, the following
conditions are veri*ed:
◦ the phase is greater or equal to zero between these two times
◦ X has decreased between these two times
◦ X has been lower than each value it has been compared to in equality tests
then the machine would not halt.
• If the machine attains an instruction STOP, it answers that the machine stops.
This program is much slower if we use the same machine with a lot of diJerent
values for the register and for the same Matiyasevich machine; but if we use at each
time a new Matiyasevich machine, it is eJective and simple.
4. Algorithm to replace a Matiyasevich deterministic machine with a nite
automaton
4.1. The theorem
Theorem 2. There is an eCective computation which replaces a Matiyasevich deter-
ministic machine with an equivalent :nite automaton.
Proof. I shall note X Y the operation of replacing the last digits of X by the string
Y . For example, 1852  07=1807. We extend the de*nition to the case X shorter than
Y , by X Y =Y in this case.
I shall use the division by k on words, meaning the deletion of the last digit; and
the replacement of the last digits of a number, as the replacement of the last digits on
the corresponding word. These notations simplify the understanding of the algorithm.
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I suppose the machine to be under its normal form, and its positive equality tests are
of the form either “if X =Y the machine halts” or “if X =Y the machine won’t halt”
instead of the form “if X =Y GOTO label” (this is possible because of the previous
decidability result).
For the moment I do not care about the equality tests placed in non-terminal and
non-loop cells.
I will start by creating a *nite automaton for each non-terminal and non-loop cell.
The set of states of this *nite automaton is indexed by the set [0; k − 1]× [−L;+L]
×E, L a positive integer and E the set of the *nite sequences of digits shorter than 
digits, with  the maximum number 	 of the instructions X ←X × k	 of the dividing
cells.
We will note W the tape’s word of the automaton, and X the register of the machine.
The automaton will simulate the machine so that the cell indexed by (i; '; R) is entered
whereas the word is W when we have X =(W + ') R and X ≡ i in the Matiyasevich
machine.
So, I am going to describe the transition function, and in particular the next state
when one enters the state (i; '; R) corresponding to the following cell (any of our
dividing cells being equivalent to such a cell):
• X ←X + C;
• X ←X=k,
• X ←X Y .
To simplify the description of the transition function, I shall work with such cells
with divisions of the form X ←X=k( only in the case (=1; it is clear that one can
deal only with this kind of cells by splitting cells.
At the beginning of the cell, we have X =(W + ') R. After the line X ←X + C,
X =(W +'+R3) R2, with R1=R+C and R2=R1 except that we truncate the digits
longer than R, and R3=R1− R2.
After the line X ←X=k, we have X = ((W + '+ R3) R2)=k.
• If R2 has length 0, this means X = Wk + (i + '+ R3)=k, and at the end of the
cell
X =
(⌊
W
k
⌋
+
⌊
i + '+ R3
k
⌋
︸ ︷︷ ︸
='′
)
 Y︸︷︷︸
=R′
• otherwise X = W+'+R3k   R2k , and at the end of the cell
X =
(⌊
W
k
⌋
+
⌊
i + '+ R3
k
⌋
︸ ︷︷ ︸
='′
)

(⌊
R2
k
⌋
 Y
)
︸ ︷︷ ︸
=R′
:
Let us note that we just have to choose L big enough to have '6L⇒ '′6L; what
is obviously possible since we have a *nite number of cells.
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If R′ has a length strictly greater than zero, we place a transition, for each digit
0; 1; : : : ; k− 1, which goes to the state Label-(last digit of R′), '′; R′ of the next cell; if
R′ has a length of zero, for the digit z, we place a transition which goes to the state
Label-(last digit of z + '′), '′; R′ of the next cell.
In all cases for the character # we go to a well state; this well state is a *nal state
if and only if the machine executed from this point with X =('′ − 1) R′ stops.
Each state among the other states is a *nal state if and only if the machine executed
from this point with X = '′ R′ stops.
Now I must take care of the equality tests. For each state having at least one equality
test, we can cut the transitions leaving this state and build a tree profound enough for
all these tests. For the diJerent representations of the same number (for example # and
#9 or 0 and 000) we can note that the wandered labels for an arbitrarly long sequence
of the same digit (0 or 9) are ultimately periodic. At the points of the connects, we
just place a transition to the corresponding state (the state in which we would have
arrived if we had followed the previous automaton).
The loop cells for which the phase of the loop is positive are in fact equivalent to
a *nite set of equality tests; so they can be replaced recursively by *nite automata.
The loop cells for which the phase of the loop is zero are in fact the question: does
X be in the *nite set E, or does it exist n ¿ 0 such that X − n×D is in the *nite set
F ; so they can be replaced recursively with *nite automata, too.
The terminating cells are in fact equivalent to a *nite set of equality tests; and so
they can be replaced recursively by *nite automata, too.
5. Conclusions
With this theorem we can generalize to Matiyasevich deterministic machines the
known results about *nite automata; the following questions are decidable:
• Is the recognized set *nite? Is its complementary *nite?
• Is the recognized set equal to Z (or N)?
• Are two machines equivalent?
• Is the complementary of the recognized set equal to Z (or N)?
We can deduce that a deterministic Matiyasevich machine can just
recognize regular languages; and that all regular languages can be recognized by a
deterministic Matiyasevich machine.
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