Let C be an algebraic geometric code of dimension k and length n constructed on a curve X over F q . Let s(C) be the state complexity of C and set w(C) := min{k, n − k}, the Wolf upper bound on s(C). We introduce a numerical function R that depends on the gonality sequence of X and show that s(C) ≥ w(C) − R(2g − 2), where g is the genus of X . As a matter of fact, R(2g − 2) ≤ g − (γ 2 − 2) with γ 2 being the gonality of X over F q , and thus in particular we have that s(C) ≥ w(C) − g + γ 2 − 2.
Introduction
A trellis of depth n is an edge-labeled directed graph T = (V , E) with vertex set V and edge set E satisfying the following properties:
• V is the union of (n + 1) disjoint subsets V 0 , . . . , V n ; • every edge in E that begins at V i ends at V i+1 ; • every vertex in V belongs to at least one path from a vertex in V 0 to a vertex in V n .
In this paper we only consider trellises with V 0 and V n having just one element. To each path from V 0 to V n one can associate an ordered n-tuple over a label alphabet, say F q the finite field with q elements. Thus the set of all such n-tuples defines a block code C T of length n over F q . Conversely, given a block code C ⊆ F n q we say that a trellis T represents C if C T = C. There might exist more than one non-isomorphic trellis representing the same code. The use of trellises in coding theory started with applications to convolutional codes. Then they were employed with block codes mainly for the purpose of soft-decision decoding with the Viterbi algorithm. History and the state of the art of application of trellises to coding theory can be seen in Forney's paper [8] and Vardy's survey [22] .
A way to measure the complexity of a trellis T that represents a code C ⊆ F n q is by means of the state of complexity of T denoted by s T (C) and defined by s T (C) := max{s 0 (T ), s 1 (T ), . . . , s n (T )} , where s i (T ) := log q |V i | with V 0 , . . . , V n being the underlying partition of the vertex set of T . If the code C is linear, and once the order of coordinates of C is fixed, there exists an unique (up to a graph isomorphism) trellis T C such that for each i = 0, 1, . . . , n, and any trellis T that represents C it holds that s i (T C ) ≤ s i (T ) . The trellis T C is called the minimal trellis of C. Then the sequence (s i (C) : i = 0, 1, . . . , n), with s i (C) := s i (T C ), is called the state complexity profile of C and the number s(C) := s T C (C) is the state complexity of C. We say that two codes are equivalent if one of them can be obtained from the other by permuting coordinates and we denote by [C] the set of codes which are equivalent to C. Forney [8] (see also [22, Ex. 5.1] ) noticed that the state complexity of C may vary when changing the order of coordinates. We thus are lead to consider the absolute state complexity of C, namely s[C] := min{s(C ) : C ∈ [C]} .
We mention that the role of the state complexity of a linear code is comparable to the role that plays its length, its dimension and its minimum distance; cf. Muder [13] , Forney [8] . In general, there are several bounds on s(C) available in the literature, see e.g. [22, Sects. 5.2, 5.3] . Here we just mention the Wolf bound, as it was first noticed by him in [24] , namely
where k is the dimension of C. The study of the state complexity of some classical codes, such as BCH, RS, and RM codes, has been carried out by several authors; see [2] , [3] , [4] , [12] , [23] . The case of algebraic geometric codes (or simply, AG codes) was treated by Blackmore and Norton [5] , [6] , Shany and Be'ery [20] , and by Munuera and Torres [16] . The particular case of Hermitian codes have been treated in [5] , [6] and [20] . If C = C(X , D, G) is an AG code, from these works it follows that s(C) = w(C), provided that either deg(G) < deg(D)/2 , or deg(G) > deg(D)/2 + 2g − 2, with g being the genus of the underlying curve X . Otherwise, we have the so-called Clifford bound, namely s(C) ≥ deg(D)/2 − g − 1. The main result in [16] is a Goppa-like bound on s(C): s(C) ≥ w(C) − (g − α) with α being the abundance of the code.
The purpose of this paper is to investigate further lower bounds on s(C) for C = C(X , D, G) an AG code. Our approach depends heavily on the gonality sequence of the curve X used to construct the code and as a matter of facts our results subsume the previous aforementioned lower bounds on s(C). We introduce a numerical function R(N) which gives rise to our first main result Theorem 3.4 below establishing that s(
. Essentially this bound is the same as the one introduced by Blackmore and Norton in [6] , where it is called the second gonality bound. In [5] this bound was computed by the same authors for the case of Hermitian codes and used to give a very good bound on s(C) for these codes, reaching the true values of s(C) in many cases. By using specific properties of R (cf. Lemma 3.5), here we can compute R(2g − 2) (see Proposition 3.12) and in particular we find that R(2g − 2) ≤ g − (γ 2 − 2), where γ 2 is the gonality of the curve X over F q . In this way we obtain our second main result, Theorem 3.13 below, which asserts that s(C) ≥ w(C) − g + γ 2 − 2. Furthermore, in Section 4 we can compute R for non-singular plane curves, and thus we can extend some results of [5] to all codes coming from these curves. Section 2 contains preliminary results on the state complexity of linear codes and gonality sequence of curves. The novelty here is a "symmetric-like property" (Proposition 2.8(1)) of the gonality sequence of a curve which has been noticed first in [7] . In Section 5 we state a new property of Self-orthogonal codes which was first noticed by Blackmore and Norton in [5] for the case of Hermitian codes (see Proposition 5.4 here). In particular, for such codes defined on non-singular plane curves one can improves their state complexity with respect to the results in Section 4; see Theorem 5.7. We illustrate the results of this paper by using certain one-point AG codes on the Hermitian curve and on the Suzuki curve respectively. In the former case we find that many of our lower bounds on the state complexity of these codes in fact give the true values computed in [5] ; see Tables 2 and 3 . In the later case we get some bounds close to the Wolf upper bound (see Table 1 ); unlike the Hermitian curve, the plane model used here for the Suzuki curve is singular and whence we cannot apply Proposition 4.6 which, via Theorem 3.4, seems to give quite good lower bounds on the state complexity on linear codes on non-singular plane curves.
Preliminaries
In this section we shall point out some results on the state complexity of linear codes as well as some basic properties of the gonality sequence of curves which play a role in the present work.
On the state complexity of linear codes
For a [n, k, d] linear code C over the finite field F q , its minimal trellis T = T C can be constructed in several ways; see [22, Sect. 4] . For our purpose the relevant construction is the one given by Forney. He shows that the subsets V 0 , . . . , V n of the underlying partition of the vertex set of T are given by V i = C/(P i ⊕ F i ), with P i = P i (C) and F i = F i (C) being respectively the i-th past and the i-th future subcodes of C; namely, P 0 = F n = 0, P n = F 0 = C, and for i = 1, . . . , n − 1,
It follows that |V i | is a power of q so that
where for i = 0, 1, . . . , n, In particular, from this Lemma and the Forney's construction, the Wolf bound, s(C) ≤ w(C) = min{k, n − k}, follows. Therefore to study the state complexity of C we can restrict ourselves to the case 2k ≤ n. Now by definition
where = (C) := min{ 0 , 1 , . . . , n }. We set [C] := max{ (C ) : C ∈ [C]}. Lemma 2.2. With the above notation, the following holds:
. . , n − 1}), the length of P i (resp. F i ) is smaller than the weight of any nonzero codeword in C. Thus P i = 0 (resp. F i = 0) and the result follows taking into account the fact that
Proposition 2.3. For a linear code C, we have
Proof. The result follows from Lemma 2.2 by taking into consideration that there exists an integer i with n − d + 1 ≤ i ≤ d − 1 provided that 2d ≥ n + 2.
On the gonality sequence of curves
Throughout, X is a (projective, geometrically irreducible, non-singular algebraic) curve defined over the finite field F q of order q. Let i be a positive integer. The ith gonality number of X over F q is defined by
As usual Div(X , F q ) denotes the set of F q -divisors of X and for a divisor F , L(F ) stands for the F q -vector space of F q -rational functions f on X such that f = 0 or F + div(f ) 0. We set (F ) := dim F q L(F ). Standard references on algebraic geometry and algebraic function fields are the books by Hartshorne [10] and Stichtenoth [21] respectively. The sequence GS(X ) = GS(X , F q ) := (γ i : i ∈ N) is called the gonality sequence of X over F q . Notice that γ 1 = 0 and that γ 2 is the usual gonality of X over F q . Remark 2.4. Pellikaan [17] noticed the relevance of the gonality of the underlying curve in the study of AG codes. The invariant GS(X ) was introduced by Yang, Kumar and Stichtenoth in [25] in connection with lower bounds on the generalized Hamming weight hierarchy of AG codes; these lower bounds were generalized by Munuera in [14] .
Some properties of GS(X ) are stated below. Let g be the genus of X . (1) The sequence GS(X ) is strictly increasing;
In general, it is quite difficult to compute the gonality sequence of the curve X ; nevertheless, it is available in the following cases.
(2) ([18, Cor. 2.4]) If X is a (non-singular) plane curve of degree r + 1, then GS(X ) is the strictly increasing sequence obtained from the semigroup generated by r and r + 1.
Remark 2.7. By Clifford's theorem, Item (1) in the above result can be improved by observing that the curve X is hyperelliptic if and only if γ i = 2i −2 for some i ∈ {2, . . . , g − 1}.
We shall need the following result whose first part was originality noticed in [7] ; we include the proof of this part for the sake of completeness.
(1) Let a be an integer. Then a ∈ GS(X ) if and only if 2g − 1 − a ∈ GS(X );
(2) For i = 1, . . . , g, we have
Proof.
(1) If a < 0 or a > 2g − 1, the statement follows from Riemann-Roch theorem. Assume 0 ≤ a ≤ 2g − 1. By Lemma 2.5 in the interval [0, 2g − 1] there are precisely g gonality numbers of X . Thus it is enough to show that
contains just the same amount of gonality numbers. Since 2g − 1 ∈ GS(X ) and γ g = 2g − 2, we conclude that the first of these gonality numbers is γ g−γ i +i . Taking into account that 2g − 1 − γ i ∈ GS(X ) we get the result.
A Lower Bound on the Absolute State Complexity of an AG Code
The goal of this section is to state and prove new lower bounds on the absolute state complexity of an AG code which will be related to the gonality sequence of the underlying curve; see Theorems 3.4 and 3.13 below. Standard references on AG codes are the survey [11] by Høholdt, van Lint and Pellikaan, and Stichtenoth's book [21] .
Let X be a (projective, geometrically irreducible, non-singular algebraic) curve defined over the field F q of genus g. Let D and G be two F q -rational divisors on X with D = P 1 + . . . + P n being the sum of n pairwise different
. . , f (P n )). Notice that the kernel of ev is L(G − D). The number (G − D) is called the abundance of C and C is called non-abundant provided that (G − D) = 0. Let k and d be respectively the dimension and the minimum distance of C. We have the so-called Goppa estimates on the parameters k and d, namely
which can be handled by means of the Riemann-Roch theorem.
From the hypothesis 2k ≤ n we conclude that 2g ≥ deg(G). On the other hand, 
is a divisor of q + 1; see e.g. [1] .
Let GS(X ) = (γ i : i ∈ N) be the gonality sequence of X over F q . It will be convenient for us to consider GS(X ) as a subset of N := {−1} ∪ N 0 . An element in N \ GS(X ) will be called a gap of X . From now on we assume X (F q ) = ∅. By Lemma 2.5 there are g + 1 gaps and the biggest one is 2g − 1. Let˜ =˜ X : N → N 0 be the numerical function defined by˜ (−1) := 0 and (a) := max{i ∈ N : γ i ≤ a} , a ∈ N 0 .
By Lemma 2.5 the function˜ becomes a non-decreasing step function such that
and equality holds if and only if a + 1 ∈ GS(X ).
Thus by definition of γ i+1 we must have (F ) ≤ i and the result follows.
Now we can state the first main result of this section.
Theorem 3.4. Let C = C(X , D, G) be an AG code such that 2k ≤ n and n > 2g, where g is the genus of X . Set m := deg(G). Then
Proof. Since the function R depends only on the underlying curve X , it is enough to show that (C) ≤ R(2m−n). In addition, w(C) = min{k, n−k} = k and by Proposition 2.3 we can assume that 2d < n + 2 so that 2m − n ≥ −1 by the Goppa estimate on d. Let us recall that the i-th past and the i-th future subcodes P i and F i respectively of the AG code C in Forney's construction are also AG codes and are given by (see [6] )
Now by Lemma 3.1 the code C is non-abundant and hence the i-th element s i = s i (C) in the state complexity profile of C is given by
is at most 2g − 2 by Lemma 3.1, the result follows.
In order to apply the above result we need to know the behavior of the function R. This study is done in the rest of this section. In particular, we shall compute R(2g − 2) whenever g > 0. In the next section we explicitly describe R for plane curves. (1) R is a non-decreasing function such that R(N) ≤ R(N + 1) ≤ R(N) + 1;
Proof. From the definition of R it is clear that R(N) ≥ 1 and that R(−1) = 1.
(2) From N = −1 + (N + 1) it follows that R(N) ≤˜ (N + 1); the latter number is at most i − 1 by hypothesis and (2) follows.
(3) There exists i ∈ {1, . . . , g} such that γ i ≤ N + 1 < γ i+1 . Then by (2), R(N) ≤ i, and the latter number is at most (N + 3)/2 by Lemma 2.5 (2) .
If a−1 is a gap of X , then we are done; otherwise we repeat the above argument.
. Then Theorem 3.4 yields the main result in [16] , namely s[C] ≥ w(C) − g, provided that 2k ≤ n and n > 2g. We are going to improve this result via Proposition 3.12 and Theorem 3.13 below. Proof. Let a = i + j with 1 ≤ j ≤ r. We have that˜ (a) =˜ (i) since by hypothesis a is a gap of X . Then˜ (a) +˜ (N − a) is minimum when˜ (N − a) is; i.e., when a is the largest element in A as˜ is a non-decreasing function.
Proof. By Lemma 3.5(4), R(N) =˜ (a) +˜ (N − a) for some gap a of X such that a ≤ N/2. Suppose that a < N/2 . If each integer a with a < a ≤ N/2 is a gap of X then, from Lemma 3.5, R(N) =˜ ( N/2 )+˜ ( N/2 ); otherwise, by Lemma 3.7, we can assume that a + 1 ∈ G(X ) and the result follows. Next we show that the upper bound for R(N) in Lemma 3.5(3) is the best possible.
Proposition 3.10. If X is a hyperelliptic curve, then
Conversely, suppose the above formula holds true for some N ∈ N ∩[1, 2g−4].
(1) If N is odd, then X is hyperelliptic;
Proof. Let X be hyperelliptic and a ∈ N ∩ [−1, 2g − 1]. By Lemma 2.6(1), a is a gap of X if and only if a is odd; moreover,˜ (a) = (a + 2)/2 . Now let R(N) =˜ (a ) +˜ (N − a ) with a a gap of X (cf. Lemma 3.5(4)). Then
If N is even (resp. odd), then (N − a + 2)/2 = (N − a + 1)/2 (resp. Remark 3.11. Let X a hyperelliptic curve over F q of genus g, and K a canonical divisor on the curve. Let C(m) = C(X , D, G) be an one-point AG code on X with G = mP for certain P ∈ X (F q ). With notation as above suppose that 2k ≤ n and n > 2g. Then from Theorem 3.4, the previous result and the Riemann-Roch theorem:
By means of the weight hierarchy of C(m), Ramirez-Alzola [19] also computed lower bounds on s(m) for some values of m. Recall that the hypothesis on k, n and g implies 2m − n ≤ 2g − 2 (Lemma 3.1). If m is even, his Theorem 5 gives s(m) ≥ n 2 − g which is (3.1) for m large enough. Otherwise, if m is odd, he claims in his Appendix 2 that no general information can be given in this case which is not true by (3.1). Now according to Remark 3.6, it is useful to compute R(2g − 2). The result is the following. 
Proof. By the definition of R and Lemma 3.7,
By the definition of the function˜ we have˜ (γ i − 1) = i − 1 and, according to In order to illustrate the above results let us present a worked example. 
is called the Suzuki curve over F q . The plane model is non-singular except at the point (0 : 1 : 0); the singularity at this point is uni-branched and thus the unique point Q ∈ X lying over (0 : 1 : 0) is F q -rational.
We shall discuss lower bounds on s(C(m)), where C(m) denotes the onepoint AG code on X defined by G := mQ with Q as above; n := |X (F q )| − 1, D := P 1 + . . . + P n , and P i ∈ X (F q ) \ {Q}.
Some properties of the Suzuki curve X were studied by Hansen and Stichtenoth [9] in connection with group codes. The genus of X is g = q 0 (q −1) and |X (F q )| = q 2 + 1; it turns out that this curve has the maximum number of F q -rational points among all the curves defined over F q of genus g (this follows from explicit formulas that bound |F q (X )|; see e.g. [21, V.3.4] ). The Weierstrass semigroup at any F q -rational point of X is generated by q, q + q 0 , q + 2q 0 , q + 2q 0 + 1 ( * ).
It is of capital interest to compute the gonality sequence of X over F q in such a way that R(2g −2) be available (cf. Theorem 3.4, Remark 3.6). Unfortunately we cannot apply Lemma 2.6(2) to compute GS = GS(X , F q ) = (γ i : i ∈ N) because its plane model above is singular; as a matter of fact, it seems to be that the computation of GS is currently an open problem. Nevertheless we can compute γ 2 : Claim 1. The gonality number of the Suzuki curve over F q is γ 2 = q. In par-
Proof. From ( * ), γ 2 ≤ q. Let X → P 1 (F q ) be a morphism over F q of degree γ 2 . Then q 2 + 1 = |X (F q )| ≤ γ 2 (q + 1) so that γ 2 ≥ (q − 1) + 2/(q + 1) and the result follows. The second assertion follows from the symmetric property Proposition 2.8(1).
Next we consider the particular case q 0 = 2. Here g = 14 (so 2g − 2 = 26); according to Claim 1, γ 2 = 8, γ 8 = 20, γ 9 = 21, γ 10 = 22, γ 11 = 23, γ 12 = 24, γ 13 = 25, γ 14 = 26.
Proof. In this case, R(26) = 14 − max{γ i − (2i − 2) : i = 2, . . . , 7}. From ( * ) above, γ 3 ≤ 10, γ 4 ≤ 12, γ 5 ≤ 13, γ 6 ≤ 16 and γ 7 ≤ 18. Then for i = 3, . . . , 7, γ i − (2i − 2) ≤ γ 2 − 2 = 6 and the proof is complete.
In the following Table 1 we list lower bounds on s(C(m). The range of m has to be choose in such a way that −1 ≤ 2m−n ≤ 2g−2. In our case 32 ≤ m ≤ 45. Let P ∈ X be the unique point over x = ∞: then it is F q -rational and so we can consider the one-point AG code C(m) on X with G = mP and n := |X (F q )| − 1. If d = 1, q is a Weierstrass non-gap at P ; while if d > 1, (q + 1)/d) is so. Then arguing as in the proof of Claim 1 above, we can show that the gonality of the curve over F q 2 is q or (q + 1)/d whenever d = 1 or d > 1 respectively. Thus via Theorem 3.13 we have a lower bound for the state complexity of C(m).
Codes Coming from Plane Curves
In this section we study the function R on a non-singular plane curve X of degree r + 1. In this case the genus of X is g = r(r − 1)/2 and its gonality sequence GS(X ) over F q is obtained from the semigroup generated by r and r + 1 (cf. Lemma 2.6(2)). This fact allows us to explicitly compute the function R.
For an integer a ∈ N 0 , let α and β be the non-negative integers defined by a = αr + β, 0 ≤ β < r. It is clear that a ∈ GS(X ) if and only β ≤ α. Proof. If a = 0, the formula is true so let a > 0. Suppose first that a ∈ GS(X ) so that min{α, β} = β. Then˜ (a) = (1 + 2 + . . . + α) + β + 1 and the claimed formula follows. Now let a be a gap of X so that β > α. We havẽ (a) =˜ (αr + α) and the result follows by applying the above computation to αr + α ∈ GS(X ). N − (a − r) ) .
Proof. Set a := a − r, that is, a = (α − 1)r + β. Let b := N − a = δr + , with 0 ≤ < r so that b = N − a = (δ + 1)r + . From Lemma 4.1 we havẽ
Thus Proposition 3.8 for the case of a plane curve becomes as follows.
Proposition 4.3.
For N ∈ N 0 ∩ [0, 2g − 2] let α and β be the integers defined by N/2 = αr + β with 0 ≤ β < r. Assume that α ≥ 1.
Proof. It follows from Proposition 3.8 and Lemma 4.2.
To improve this result we shall introduce the notion of "jump". An integer N with 0 ≤ N ≤ 2g − 2 is called a jump of X whenever R(N) > R(N − 1) (so, R(N) = R(N − 1) + 1 by Lemma 3.5(1)). We denote by U(X ) the set of jumps of X . Clearly |U(X )| = R(2g − 2) and this number can be computed via the above proposition. More precisely the following holds.
Lemma 4.4. Let X be a (non-singular) plane curve of degree r + 1. Then
Proof. (1) Let us compute R(2g−2). If r is even, then g−1 = (r−2)(r+1)/2 = (r − 2)r/2 + (r − 2)/2 and thus it belongs to GS(X ). By Proposition 4.3, R(2g − 2) =˜ (αr + 1) +˜ (2g − 2 − αr + 1) with α := (r − 2)/2. Now the result follows by applying Lemma 4.1. The case r odd is similar.
(2) Let us denote by T the set of the right-hand side in the equality in Item (2) . We claim that |T | = R(2g − 2). Indeed |T | =
. Therefore it is enough to show that T ⊆ U(X ). From Proposition 4.3 and Lemma 4.1 it is easily seen that all elements in U(X ) are jumps. Then the proof is complete.
Graphically, the set U(X ) looks like in the following example. (1) If β > α/2 − 1, then R(N) = R(αr + α/2 − 1);
Proof. (1) In this case αr + α/2 − 1 is the largest jump of X not exceeding N and (1) follows.
(2) Here place all the integers from −1 to 2g − 2 in an array according to the corresponding values of α and β (cf. Example 4.5). The j -th row of the array contains (j + 2)/2 jumps of X which are precisely the ones in the first (j + 2)/2 columns of the array. Thus the number of jumps from −1 to N is: β + 2 in the row α plus 2(
if α is even, and β + 2 in row α plus 2(
The next example shows how these results can be used to give more precise bounds on s(C) for codes coming from plane curves. Example 4.7. (Hermitian codes) Let X be the Hermitian curve over F q 2 . This is the curve of affine equation y q + y = x q+1 ; it has n := q 3 affine points which are F q 2 -rational plus one point at infinity, Q = (0 : 1 : 0) and genus g := q(q − 1)/2. In particular X is F q 2 -maximal. Now let C(m) = C(X , D, G) be a Hermitian code, that is a code over F q 2 constructed on X by taking G = mQ and D equals to the sum of the q 3 affine points. These codes have been extensively studied by several authors; see eg [5] , [25] .
Let us consider the particular case q = 5. Here n = 125 and g = 10. To apply Theorem 3.4 we have to choose m such that −1 ≤ 2m − 125 ≤ 18, that is to say 62 ≤ m ≤ 71. One easily checks that 2k ≤ n and that n > 2g. The row "Wolf" above contains the Wolf upper bound on s(C(m)); the row "True" contains the true values of s(C(m))) which have been obtained by Blackmore and Norton in [5] . The numbers in LB are our lower bounds obtained from Theorem 3.4 and Proposition 4.6; those of them for which the true value is reached are marked in bold face.
A Property of Self-Orthogonal Codes
In this section we state a new property of self-orthogonal codes. This property was first noticed by Blackmore and Norton in [5] for the case of Hermitian codes, and used to improve their bounds on s(C). Here we shall show that it holds in the very general context of formally self-orthogonal codes. We begin with some definitions. Let C, C be two codes of the same length n over F q . We say that they are formally equivalent (denoted C ∼ C ) if there exists an n-tuple x of nonzero elements in F q such that C = x * C, where * stands for the coordinate-wise multiplication, see [15] . The code C is called self-orthogonal if C ⊆ C ⊥ , being C ⊥ the dual of C, and formally self-orthogonal if there exists an n-tuple x of nonzero elements in F q such that C ⊆ x * C ⊥ .
, then C is self-orthogonal whenever its dimension is at most n/2.
(2) Let C = C(X , D, G), C = C(X , D, G ) be two AG code as the ones treated in the former sections. Then C ∼ C if and only if G ∼ G , where ∼ stands for the usual equivalence of divisors, see [15] . The dual of C is C ⊥ = C(X , D, D + W − G), where W is a canonical divisor obtained as the divisor of a differential form having simple poles and residue 1 at every point in supp(D). Thus we deduce that C is formally self-orthogonal if there is an effective divisor E such that supp(E) ∩ supp(D) = ∅ and D + W − 2G ∼ E. For example, if X is a Hermitian curve and C = C(X , D, G) is a Hermitian code, since D ∼ nQ and W ∼ (2g − 2)Q, we find that D + W − 2G ∼ (n + 2g − 2 − 2m)Q and then C is self-orthogonal whenever its dimension is at most n/2.
We shall give a bound on the trellis state complexity of formally self-orthogonal codes. This bound is based on the following result. 
Proof. Let x be such that C ⊆ x * C ⊥ . If P i−1 and F i were proper subspaces of P i and F i−1 respectively, then there exist codewords c = (c 1 , . . . , c i , 0 · · · , 0), c = (0, . . . , 0, c i , . . . , c n ) in C such that c i c i = 0. On the other hand, being C self-orthogonal we have 0 = (x * c) · c = x i c i c i , hence c i c i = 0, which is a contradiction.
Example 5.3. Let us see how the above result can be used to improve the bounds on s [C] . Let C be a [n, k, d] code with 2k ≤ n. As we know we have s[C] = k if 2d ≥ n + 2 (Proposition 2.3). Set p i := dim F q P i and f i := dim F q F i . Let us examine the border case 2d = n + 1. Again according to Proposition 2.3, 
Proof. Apply Proposition 5.2 j − i times. By this result with i = d − 1 and
In the rest of this section we shall use the above property of formally selforthogonal codes to improve the bounds we have obtained for codes arising from plane curves. In order to do that, we shall need some new definitions and results. (1) for all i = 0, . . . , h − 1, a i ≤ a i+1 ≤ a i + 1 and b i ≥ b i+1 ≥ b i − 1; and (2) for all i = 0, . . . , h − 1, either a i = a i+1 or b i = b i+1 .
Note that, if C is a formally self-orthogonal code, then the sequence ((p i , f i ) : i = 0, . . . , n) is admissible. The following result gives an upper bound for the number min{a i + b i : i = 0, . . . , h} Proposition 5.6. Let S = ((a i , b i ) : i = 0, . . . , h) be an admissible sequence of length h + 1. Then
Proof. Set t = b h − b 0 + h and let us consider the sequence S = ((a i , b i ) :
It is easy to see that S is admissible. Furthermore a i ≤ a i and b i ≤ b i for all i = 0, . . . , h. Then Proof. Write 2m − n = N = αr + β, 0 ≤ α, −1 ≤ β ≤ r − 2 and let t =˜ ( α 2 r). We have to consider five cases. Case 1: α even and 2β + 2 ≤ α. Then R(N) = 2t + β according to Proposition 4.6. Let ν = m − α 2 r − β − 1 and consider the sequence S = ((p ν , f ν ), . . . , (p ν+β+2 , f ν+β+2 )). S is an admissible sequence of length β + 3. Furthermore p ν , f ν+β+2 ≤˜ ( α 2 r − 1) = t − 1. Then, according to Proposition 5.6 we have Since Hermitian codes are self-orthogonal when k ≤ n/2, we can apply to these codes the above improved bound. The obtained results are listed in the row "ILB" of the following Table 3 . Those for which the true value of s(C(m)) is reached are marked in bold face. 
