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Parallel tempering Monte Carlo has proven to be an efficient method in optimization and sampling appli-
cations. Having an optimized temperature set enhances the efficiency of the algorithm through more-frequent
replica visits to the temperature limits. The approaches for finding an optimal temperature set can be divided
into two main categories. The methods of the first category distribute the replicas such that the swapping ratio
between neighbouring replicas is constant and independent of the temperature values. The second-category
techniques including the feedback-optimized method, on the other hand, aim for a temperature distribution that
has higher density at simulation bottlenecks, resulting in temperature-dependent replica-exchange probabili-
ties. In this paper, we compare the performance of various temperature setting methods on both sparse and
fully-connected spin-glass problems as well as fully-connected Wishart problems that have planted solutions.
These include two classes of problems that have either continuous or discontinuous phase transitions in the
order parameter. Our results demonstrate that there is no performance advantage for the methods that promote
nonuniform swapping probabilities on spin-glass problems where the order parameter has a smooth transition
between phases at the critical temperature. However, on Wishart problems that have a first-order phase transition
at low temperatures, the feedback-optimized method exhibits a time-to-solution speedup of at least a factor of
two over the other approaches.
I. INTRODUCTION
The parallel tempering (PT) Monte Carlo algorithm—also
known as replica-exchange Monte Carlo [1]—has been used
effectively in solving a wide range of problems in various
fields, such as physics, materials science, chemistry, logistics,
and engineering [2–5]. More recently, it has been repurposed
as an effective heuristic for solving hard optimization prob-
lems [6–8]. In fact, the winning entry of the 2016 MaxSAT
competition used PT Monte Carlo as the underlying algorith-
mic engine of its optimization heuristic. While the method
is extremely powerful, a careful tuning of the parameters is
needed to ensure optimal run times [9, 10]. In this work, we
discuss the effects of setting the temperature values for the
algorithm on paradigmatic spin-glass problems to elucidate
which temperature setting approach is best suited for a partic-
ular problem type.
The PT algorithm simulates M replicas of the original sys-
tem at different temperatures, with periodic exchanges based
on a Metropolis criterion between neighbouring temperatures.
Replica-exchange moves allow replicas to perform a random
walk in temperature space, thereby efficiently overcoming en-
ergy barriers. Replicas at high temperatures improve algorith-
mic mixing, whereas replicas at low temperatures can reach
equilibrium on a shorter time scale compared to typical simu-
lations at a fixed low temperature [11–15]. The performance
of the PT algorithm, like other MC simulation techniques, is
highly dependent on its parameters, including the distribution
of replicas in temperature space.
The approaches for setting the temperature values can be
divided into two categories. The first category contains tech-
niques that aim to distribute the replicas such that the proba-
bility of swapping adjacent replicas is independent of the tem-
perature values, is equal across all adjacent pairs of replicas,
and is sufficiently high so as to ensure frequent exchanges.
The commonly used geometric distribution is considered to
be a good approximation for temperature sets if the specific
heat of the system is roughly constant [16]. Other exam-
ples include the iterative methods presented by Hukushima
and Nemoto [3] and Hukushima [17]. In the former method,
the acceptance ratios are measured using short MC runs, and
the nearby inverse temperatures are iteratively placed farther
or closer if their corresponding acceptance ratio is higher or
lower than the average acceptance ratio, respectively. In the
latter approach, referred to as the energy method, short MC
runs are used to estimate the average energy as a function
of the inverse temperature for deriving constant probabilities
across replicas.
The second category comprises approaches that discard the
premise of the first category that an independent and constant
swapping ratio maximizes the extent to which replicas mix.
The key idea of the approaches in the second category is to
increase the performance of the algorithm by minimizing the
round-trip time between the extremal temperatures for each
replica. This translates to identifying the bottlenecks through
measuring the local diffusivity of the replica ensemble and
successively arranging temperature values closer to the bot-
tlenecks of the simulation [18, 19]. To our knowledge, there
is no study in the literature that provides insights into the char-
acteristics of problem types that can benefit most from the ap-
proaches in the second category, particularly when using PT
as an optimization heuristic.
In this paper, we compare the performance of different ap-
proaches to determine the distribution of the replicas in the
PT algorithm using both sparse and fully-connected spin-glass
problems, as well as fully-connected Wishart problems that
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2have planted solutions [20].
The paper is organized as follows. In Section II, we provide
an overview of temperature setting methods. We introduce our
benchmarking problems in Section III, followed by a presen-
tation and discussion of the results in Section IV. Section V
concludes the paper.
II. METHODS
In the PT algorithm, M independent replicas of the sys-
tem are simultaneously simulated at different temperature val-
ues T1, T2, . . . , TM . After performing a fixed number of MC
sweeps at each temperature, swap moves between neighbour-
ing temperatures, Ti−1 and Ti, are proposed and accepted with
probability
P(Ei−1, Ti−1 ↔ Ei, Ti) = min(1, e∆β∆E),
where ∆β = 1/Ti − 1/Ti−1 and ∆E = Ei − Ei−1.
As a result of the replica-exchange moves, replicas with
high-energy states tend to be moved to high temperatures for
diversification and the replicas with low-energy states tend to
be moved to low temperatures for refinements. Although the
simulation of M replicas takes M times more CPU time, the
PT algorithm often has a faster time to solution and better
scaling when compared to the simulated annealing algorithm
[21].
In this section, we describe four methods used in the liter-
ature to set the temperatures for each replica of the PT algo-
rithm.
A. The Feedback-Optimized Method
The goal of the feedback-optimized method is to find a tem-
perature set Ti such that the average round-trip time between
two extremal temperatures is minimized [19]. The primary
concept of the feedback-optimized method is similar to that
of the adaptive algorithm presented in the context of ensem-
ble optimization [18], where the local diffusivity is measured
to identify the bottlenecks in a feedback loop, after which the
temperatures are placed near the simulation bottlenecks.
To measure the rate at which a replica visits a given tem-
perature, a label of either “up” or “down” is assigned to the
replica when it first visits the lowest (T1) or the highest (TM)
temperature. The label of the replica does not change until
its first visit to the opposite temperature extreme. As illus-
trated in Fig. 1, the label of replica i is initially set to “none”,
changes to “down” upon its first visit to the highest temper-
ature, remains unchanged until the replica reaches the low-
est temperature, and is then set to “up”. We define nup(Ti)
and ndown(Ti) as the number of replicas with labels “up” and
“down”, respectively, that visit temperature Ti during the sim-
ulation. The fraction of replicas that have recently visited the
lowest temperature before visiting Ti is given below. We refer
to f(Ti) as “flow” in this paper, given by
f(Ti) =
nup(Ti)
nup(Ti) + ndown(Ti)
T1
TM
Ti
none down up
FIG. 1: An example of replica i’s trajectory during the simu-
lation. Its label is initially set to “none”, changes to “down”
upon visiting the highest temperature, and remains unchanged
before hitting the lowest temperature, at which point it is set
to “up”.
Following Fick’s law of diffusion, which states that the net
rate of particles moving through an area equals the gradient
times the diffusion constant [22], the rate j at which a replica
visits a given temperature T can be stated as
j = D(T )η(T )
df
dT
, (1)
whereD(T ) is the local diffusivity and η(T ) is the probability
density function for replicas visiting temperature T . Defining
the round-trip time τ = 1j , we have
τ =
1
D(T )η(T ) dfdT
.
Rearranging the above expression yields the following:
τ
∫
T
df
dT
dT =
∫
T
1
D(T )η(T )
dT.
Since
∫
T
df
dT dT = 1, we have
τ =
∫
T
1
D(T )η(T )
dT.
To find a temperature set that minimizes the round-trip time
subject to a proper probability distribution of replicas, the
feedback-optimized method solves the following optimization
problem:
min
T
∫
T
1
D(T )η(T )
dT
s.t.
∫
T
η(T )dT = 1.
Defining the Lagrange function as
L(T, λ) =
∫
T
1
D(T )η(T )
dT − λ[ ∫
T
η(T )dT − 1],
3we have
∂L
∂T
=
1
D(T )η(T )
− λη(T ) = 0,
which results in
η(T ) =
1√
λD(T )
. (2)
The solution of the Lagrange function shows that at the op-
timal temperature set, the optimal density function η(T ) is
proportional to the inverse square root of the diffusion con-
stant. Following the assumption that η(T ) = C/∆T in
Ref. [19] and based on Eq. (1), we can further show how to es-
timate the probability density function by measuring the flow
as
1
D(T )
∝
df
dT
∆T
, (3)
and substituting it in Eq. (2) gives the following:
η(T ) ∝
√
df
dT
∆T
.
It can be also shown that
j = D(T )η(T )
df
dT
=
1
λη2(T )
η(T )
df
dT
−→ η(T ) ∝ df
dT
∝ 1
∆T
,
which implies that at the optimal temperature set, the flow has
a constant decay, that is, f(Ti) − f(Ti+1) = 1/(M − 1),
where M is the number of replicas. We refer to this flow as
the “optimal flow” where the flow at replica i (i = 1, . . . ,M)
equals 1− (i− 1)/(M − 1).
To find the optimal temperature set in practice, we follow
the iterative steps presented in Algorithm 1 which is based on
the algorithm discussed in Ref. [19], but with some modifica-
tions. The purpose of the algorithm is to find the temperature
values by first measuring the flow values and then estimating
the probability distribution until convergence.
Algorithm 1 Feedback-Optimized Method
1: initialize an arbitrary temperature set {T1, . . . , Ti, . . . , TM} in ascending order
and set the number of repeats n = 1.
2: repeat
3: perform the PT simulation and measure the flow vector {f(Ti)}.
4: smooth the flow vector.
5: estimate the probability density function
η(Ti) = C
√
f(Ti)− f(Ti+1)
Ti+1 − Ti
.
6: find C to ensure that ∫ TM
T1
η(T )dT = 1.
7: find the new temperature Ti such that∫ Ti
T1
η(T )dT =
i− 1
M − 1 .
8: until n = nmax
To smooth the flow vector, we first filter out the flow value
of replica i if it is not within ± (0.5) of the optimal flow
value f∗i = 1 − (i − 1)/(M − 1). More specifically, we
remove f(Ti) from the flow vector and Ti from the temper-
ature vector if f(Ti) /∈ [f∗i − , f∗i + ]. We then interpo-
late the flow as a monotonic function of temperature using the
remaining flow and temperature values based on the method
presented in Ref. [23]. Denoting the interpolated function as
g, the flow of replica i with temperature Ti, f(Ti), is then
updated to g(Ti) before proceeding to the next step in the al-
gorithm.
Repeating the core procedure of Algorithm 1 nmax times,
each with a large number of sweeps, the final temperature vec-
tor will be the one that has the lowest L2-norm distance from
the optimal flow vector.
B. The Energy Method
Hukushima [17] proposed a method that is simpler than the
feedback-optimized method for determining the temperature
values of the parallel tempering replicas. The scheme starts
from an initial arbitrary temperature distribution, fixes the ex-
tremal temperatures, and iteratively adjusts the intermediate
temperatures such that the replica-exchange probability for all
adjacent temperatures is equal. Since this scheme is based
on estimating the energy at each replica as a function of its
inverse temperature, we refer to the method as “the energy
method”. This method falls in the category of approaches that
aim for a uniform swap rate across replicas.
Let βi and Ei denote the inverse temperature and the aver-
age energy of replica i, respectively. The goal of the energy
method is to adjust βi such that the replica-exchange proba-
bilities of the adjacent temperatures are equal.
P(Ei−1, βi−1 ↔ Ei, βi) = P(Ei, βi ↔ Ei+1, βi+1). (4)
More specifically, the replicas are divided into two groups:
odd and even. Fixing the inverse temperatures of one group,
the inverse temperatures of the other group are then adjusted
in an alternating fashion. The detailed procedure is outlined
in Algorithm 2.
Algorithm 2 Energy Method
1: initialize an arbitrary inverse temperature set {β1, . . . , βi, . . . , βM} in descend-
ing order and set the number of repeats n = 1.
2: repeat
3: perform the PT simulation and record the energies observed at each replica.
4: estimate the average energy as a monotonic function of the inverse temperature.
5: fixing the odd replicas’ inverse temperatures, find the new inverse temperatures
(β′i) for the even replicas using Eq. (4).
6: update βi of the even replicas to the average of their previous values and β′i.
7: perform steps 5 and 6, fixing the even replicas’ and updating the odd replicas’
inverse temperatures.
8: until n = nmax
The energy scheme is repeated nmax times, each with a rel-
atively small number of sweeps. The final temperature values
are then determined by taking the average temperature values
of the last k repetitions.
4C. Base Methods
Two of the base methods for setting the temperatures in PT
are the geometric and inverse-linear schemes.
• Geometric: This scheme is the most commonly used
method, where the temperature scheduled is a geomet-
ric progression between the low and the high temper-
atures. Denoting T1 and TM as the low and the high
temperatures, respectively, the intermediate tempera-
tures are set such that Ti = T1Ri−1, where R =
(TM/T1)
1/(M−1).
• Inverse linear: In this scheme, the inverse tem-
peratures are placed uniformly between the
low and the high inverse temperatures, with
βi = βM + (β1 − βM )× (i− 1)/(M − 1).
III. BENCHMARKING PROBLEMS
We have studied the performance of various temperature
setting methods using synthetic Ising problems, which are
considered the simplest hard Boolean optimization problems.
The goal is to find optimal assignments, of +1 or −1, to deci-
sion variables such that the Hamiltonian (i.e., the cost func-
tion) represented below is minimized. The problem is en-
coded in a graph G = (V,E), where V is the set of vertices
and E is the set of edges. Each decision variable si corre-
sponds to one vertex, and the problem biases hi and couplers
Jij represent the weights of both the vertices and the edges in
the graph, respectively.
H = −
∑
(i,j)∈E
Jijsisj −
∑
i∈V
hisi.
Finding an optimal variable assignment on a nonpla-
nar graph is an NP-hard problem [24–26], while exact,
polynomial-time algorithms exist for planar graphs [27]. The
PT algorithm used in this paper solves the Ising problems in
their binary representations, where each decision variable si is
replaced by its binary counterpart xi such that si = 2xi − 1.
Our benchmarking problem set includes five problem cate-
gories:
3D-bimodal — Three-dimensional spin-glass problems
on a cubic lattice with periodic boundaries. The cou-
plings have a bimodal distribution, taking either a value
of +1 or −1 with equal probability.
4D-bimodal — Spin-glass problems on a four-
dimensional hypercubic lattice with periodic bound-
aries and bimodally distributed couplings.
SK-bimodal — Spin-glass problems on a complete
graph, known as Sherrington–Kirkpatrick (SK) spin-
glass problems [28], where couplings are chosen from
a bimodal distribution.
SK-Gaussian — SK spin-glass problems, where cou-
plings are distributed according to a Gaussian distribu-
tion with a mean of 0 and a standard deviation of 1,
scaled by a factor of 105.
SK-Wishart — Fully-connected Ising problems with
planted ground state solutions, and tunable algorithmic
hardness [20]. The couplings are generated according
to a specific type of correlated multivariate Gaussian
distribution. The algorithmic hardness of this class of
problems is determined by a parameter α that speci-
fies the ratio of the number of equations to the number
of variables. When α < 1, the Wishart problem class
has a first-order temperature transition and exhibits an
easy-hard-easy hardness profile. We have considered
instances with α = 0.75 in our benchmarking study.
In all problem categories, the biases hi are chosen to be
zero. We have used the time-to-solution (TTS) as a perfor-
mance metric [29] to compare the temperature setting meth-
ods. The metric TTS measures the time required to observe
the best known energy at least once with a probability of 0.99.
Let us denote the probability of observing the best known en-
ergy solutions in a run by θ and the time it takes to perform
one run by τ . We then have:
TTS =
log(1− 0.99)
log(1− θ) × τ.
In order to estimate the distribution of the success proba-
bility θ, we have applied a Bayesian inference technique to
data from a set of sample runs. A detailed description of how
to measure the TTS can be found in Ref. [30]. To further
investigate the relationship between various temperature dis-
tributions and problem sizes, we have considered three prob-
lem sizes for all spin-glass problems and two for the Wishart
problems. For each problem size, 100 instances have been
randomly generated for the given graph adjacency and disor-
der.
Except for the Wishart problems where the ground state en-
ergies are known by design, the best known energies for the
majority of problem instances have been obtained using the
PT algorithm with a large number of sweeps (5 · 105). For
small problem instances of the 3D- and 4D-bimodal problem
categories, we have considered the optimal energies obtained
via the Spin Glass Server [31] as the best known energies.
IV. RESULTS AND DISCUSSION
In this section, we compare the performance of the PT algo-
rithm on the five problem classes where its temperature sched-
ule is set using four different methods: energy, feedback-
optimized, geometric, and inverse-linear. Two of the meth-
ods, geometric and inverse-linear (see Section II C), generate
static distributions that depend only on the values of the ex-
tremal temperatures and the total number of temperature val-
ues. The other two methods, feedback-optimized and energy
(see Section II A and Section II B, respectively), are dynamic
5algorithms that iteratively adjust the values of the nonextremal
temperatures by performing MC simulations, while keeping
the extremal temperature values and the number of tempera-
ture values constant throughout.
A. Experimental Setup
Our experiments consist of two parts: temperature schedule
generation and performance comparison. More specifically,
we have first generated a temperature set for each problem
instance and for each temperature setting method. We have
then compared the performance of PT on each problem class
using the temperature schedules generated by each method.
Temperature schedule generation To generate a tempera-
ture schedule for a given problem instance, we have used the
same temperature bounds and number of temperatures in dif-
ferent temperature setting methods. To experimentally find
the best values of these parameters, we have searched over
the parameter space using a geometric schedule and a sub-
set of problem instances. The performance metrics including
number of instances solved to the best known energy, residual
energy, and success probability have been used to select the
best values for the high and the low temperatures as well as
the number of temperatures.
For the sparse 3D-bimodal and 4D-bimodal problem
classes, we have tuned the parameters per problem size. How-
ever, tuning the parameters of dense problem classes per
problem size is computationally expensive. As a result, for
the dense problem instances, that is, SK-bimodal and SK-
Gaussian, the parameters have been tuned according to the
problem class. The temperature parameters for all problem
classes are shown in Table I.
The geometric and inverse-linear temperature sets for each
problem instance have been directly calculated based on the
formulas in Section II C. As expected, these static methods
result in equivalent temperature sets for problem instances
that have the same extremal temperatures and number of tem-
peratures. The feedback-optimized temperature set, for each
problem instance, has been obtained by implementing Al-
gorithm 1, with nmax set to five, and the parallel tempering
in step 3 has been performed using 20, 000 sweeps. The
feedback-optimized method occasionally diverges after a few
iterations when two replicas are placed sufficiently far apart so
as to cause the flow to become disconnected. To alleviate the
effect of such a divergence, we have selected the temperature
set that has the flow closest to the optimal flow as the final
temperature schedule. The temperature set generated by the
energy method, for each problem instance, has been obtained
by implementing Algorithm 2, with nmax set to 500, and with
200 sweeps of PT in step 3. An initial geometric temperature
set has been used in both the feedback-optimized and energy
methods. The maximum numbers of iterations and sweeps
for the energy and feedback-optimized methods have been set
such that both methods perform the same number of sweeps
in total in determining the temperature schedule.
TABLE I: High (TM ), low (T1), and number of (M ) tem-
peratures for each problem class and size. The 3D and 4D
parameters have been obtained by maximizing the fraction
of problems solved to optimality and minimizing the effort
needed to find the best solution. To measure the effort for
the PT algorithm, we have multiplied the number of sweeps
by the number of temperature values. The SK parameters
are from Ref. [30] and the Wishart parameters are based
on Ref. [20]. In tuning the parameters of all problem classes
and sizes, the temperatures have been distributed based on a
geometric schedule.
Problem
Class
Size M T1 TM
3D-bimodal
216 10 0.6 2
512 10 0.6 2
1000 20 0.6 2.5
4D-bimodal
256 15 0.5 2
625 15 0.5 2.5
1296 30 0.6 3
SK-bimodal
256 60 2 80
576 60 2 80
1024 60 2 80
SK-Gaussian
256 60 5 · 105 107
576 60 5 · 105 107
1024 60 5 · 105 107
Wishart 64 30 0.115 1.4128 30 0.115 1.4
B. Temperature Schedule Convergence
The energy and feedback-optimized methods have different
performance characteristics. The feedback method requires
many sweeps per iteration in order to allow each replica to
traverse between the extremal temperatures, but it generally
converges after a few iterations. The energy method, on the
other hand, can generate a good estimate of the energy values
at each replica using much fewer sweeps per iteration com-
pared to the feedback method, but its convergence is slow and
depends on the initial temperature set.
As illustrated in Fig. 2, it takes around 200 iterations, each
with 200 sweeps, for the energy method to converge to a sta-
ble replica distribution when initialized from a geometric dis-
tribution, and even more iterations when starting from a uni-
form distribution. The feedback-optimized method, indepen-
dent of the initial condition, converges after around five iter-
ations, however, and each iteration performs 20, 000 sweeps.
It is worth noting that our experiments have shown that the
feedback-optimized method is more prone to divergence. That
is, after a number of iterations, the flow can become discon-
nected if one of the replicas fails to reach either the highest
or the lowest temperature. The energy method, in contrast,
reliably converges given a sufficient number of iterations.
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FIG. 2: Evolution of the temperature set through 500 itera-
tions of the energy method, starting from a geometric distri-
bution in (a), and from a uniform distribution in (b); the evolu-
tion of the temperature set over 100 iterations of the feedback-
optimized method, starting from a geometric distribution in
(c), and from a uniform distribution in (d). All experiments
have been performed on an SK-bimodal problem instance of
size 256. The vertical dashed lines indicate the value of the
critical temperature Tc that roughly equals
√
N for a fully-
connected spin-glass problem with bimodal disorder.
C. Performance comparison
To quantify how the PT algorithm scales as the problem size
increases using various replica distributions, we have mea-
sured the TTS. To observe the correct scaling of the PT algo-
rithm, the minimum TTS for each problem class and size has
been found by optimizing over the number of sweeps experi-
mentally. More specifically, we have searched over different
values of the number of sweeps, per problem class and size,
to find the optimal number of sweeps that minimizes the TTS
on a subset of problem instances. The TTS value, the accep-
tance probabilities of replica-exchange moves (PRE), and the
MC acceptance probabilities (PMC) have been then measured
for each problem class and size using all 100 instances and the
optimized number of sweeps.
Sparse Spin-Glass Problems Figure 3 shows the mean
and the standard deviation of the median TTS distribution of
PT using four different temperature setting methods on 3D
and 4D problems. In all subsequent TTS plots, points and
error bars represent the mean and the standard deviation of
the distribution of the median TTS. On both of these problem
classes, the dynamic temperature setting methods do not out-
perform the static distributions for any of the three problem
sizes. In terms of the fraction of problems solved to the best
known energy, all methods have solved more than 95% of the
problems in each class for the first two sizes. For the largest
size, the inverse-linear distribution has solved the most: 91%
and 98% for 3D and 4D, respectively. Conversely, the en-
ergy method has solved the fewest problems to the best known
eneergy: 78% and 89% for 3D and 4D, respectively.
Figures 4 and 5 illustrate the temperature distribution and
the acceptance probabilities including the replica-exchange
probability (PRE) at each replica, and the MC acceptance
probability (PMC) at each replica for an instance of the largest
problem size in each problem category of 3D-bimodal and
4D-bimodal.
Figure 4 illustrates that the feedback-optimized method
does not improve upon its initial temperature schedule, that
is, the geometric distribution. In other words, the geometric
distribution on sparse spin-glass problems turns out to have
a closer flow to the optimal flow. Consequently, as shown
in Fig. 5, both feedback-optimized and geometric tempera-
ture schedules demonstrate similarPRE andPMC distributions.
The energy method, in contrast, changes its initial distribu-
tion: it has arranged fewer temperature values around the min-
imum temperature value, which results in a more uniform PRE
distribution, and has higher PMC values. Having fewer tem-
peratures close to the lowest temperature could indicate that
the diffusion process that distributes replicas could require a
much longer time to converge to the schedule with uniform
swap rate. This may explain the slightly worse performance
of the energy method for the largest problem size compared to
the other three methods. The small performance improvement
of the inverse-linear temperature method is likely due to the
fact that its temperature distribution has the highest density
around the minimum temperature value, its PRE distribution
has a large peak at low temperature values, and its PMC values
are the lowest.
Fully-connected spin-glass problems Figure 6 illustrates
the mean and the standard deviation of the median TTS of PT
using four temperature setting methods on the SK-bimodal
and SK-Gaussian problem classes. Similar to the sparse
spin-glass problems, none of the dynamic temperature setting
methods shows a clear advantage over the static replica distri-
bution methods. The inverse-linear temperature set, however,
has noticeably superior performance compared to the other
methods for the SK-Gaussian problem class.
As shown in Fig. 7, for both the SK-bimodal and SK-
Gaussian problem classes, the inverse-linear temperature
schedule has arranged more temperature values close to the
minimum temperature, resulting in similar PRE and PMC dis-
tributions. However, for the former class, the inverse-linear
schedule yields poor performance, whereas for the latter, it re-
sults in a performance advantage. This behavioural difference
is likely due to the fact that the replica-exchange probabili-
ties for SK-bimodal problem instances are very close to zero
for the replicas associated with temperature values between
20 and 80 (Fig. 8). Having near-zero exchange probabilities
at high temperature values does not allow for a continuous
reseeding of the states in the PT algorithm. In contrast, the
replica-exchange probability values for SK-Gaussian problem
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FIG. 3: The median TTS as a function of the number of variablesN for (a) 3D-bimodal and (b) 4D-bimodal spin-glass problems.
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FIG. 4: The cumulative number of temperatures below tem-
perature T (in log scale) obtained using four temperature set-
ting methods for (a) a 3D-bimodal instance with 1000 vari-
ables and for (b) a 4D-bimodal instance with 1296 variables.
instances are much higher over the same temperature range.
Our results for sparse and fully-connected spin-glass prob-
lems that have continuous phase transitions in the order pa-
rameter do not show an advantage for the feedback-optimized
method. The base inverse-linear method that places more tem-
perature values around the minimum temperature results in
better performance at a much lower computational cost.
Fully-connected Wishart problems The mean and the
standard deviation of the median TTS for the PT algorithm
for two relatively small-sized Wishart problems is shown in
Fig. 9. The dynamic feedback-optimized temperature setting
method exhibits a TTS that is approximately two times faster
than the inverse-linear method and roughly five times faster
than the energy and the geometric methods. Due to the in-
herent computational difficulty built into Wishart problems,
we have been unable to solve a sufficient number of larger
Wishart problem instances to optimality in order to measure
the median TTS for bigger problem sizes.
A closer look into the results shown in Fig. 10 and
0.6 1 2.5
T
0.0
0.5
1.0
P R
E
Geometric
Inverse linear
Feedback method
Energy method
(a)
0.6 3
T
0.0
0.5
1.0
P R
E
Geometric
Inverse linear
Feedback method
Energy method
(b)
0 10 20
M
10−2
10−1
100
P M
C
Geometric
Inverse linear
Feedback method
Energy method
(c)
0 10 20 30
M
10−2
10−1
100
P M
C
Geometric
Inverse linear
Feedback method
Energy method
(d)
FIG. 5: The acceptance probabilities of replica-exchange
moves (PRE), and the MC acceptance probabilities (PMC) ob-
tained using four methods for a 3D-bimodal instance with
1000 variables are shown in (a) and (c), respectively. The
same measurements are illustrated, in respective terms, for a
4D-bimodal instance with 1296 variables in (b) and (d). The
standard deviations for the MC probabilities are very small,
and so have not been included. Those for replica-exchange
probabilities were also excluded, but in this case for better
readability.
Fig. 11 demonstrates that, for Wishart problems, the energy
method essentially converges to its initial geometric schedule,
whereas the feedback method and the inverse-linear methods
place twice as many replicas at or below the critical temper-
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FIG. 6: The median TTS of fully-connected SK spin-glass problems with (a) bimodal and (b) Gaussian disorder versus the
number of variables N .
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FIG. 7: The cumulative distribution of number of tempera-
tures obtained for a fully-connected SK spin-glass problem in-
stance with 1024 variables with (a) bimodal and (b) Gaussian
couplings using different temperature setting methods. The
temperature values shown on the x-axis are in log scale.
ature. As mentioned in Section II B, the energy method is
designed to have equal replica-exchange probabilities for all
adjacent temperature values. Despite the roughly uniformPRE
distribution of the energy method for the previous two prob-
lem classes, the energy method results in a nonuniform distri-
bution for Wishart problem instances.
In contrast to spin-glass problems, the Wishart problems
have a first-order phase transition. As shown in Fig. 11, the
feedback-optimized method distributes the temperature val-
ues such that the replica-exchange probabilities are the high-
est around the critical temperature (Tc ' 0.25), compared to
the other temperature setting methods. This maximizes the
temperature mixing around the critical temperature and con-
sequently yields a smaller value for the TTS.
To investigate how the performance of the feedback-
optimized method is affected as the number of replicas in-
creases, the fraction of problems solved to optimality, F ,
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FIG. 8: Replica-exchange (PRE) and MC (PMC) acceptance
probability distributions of an instance of the SK-bimodal
problem class with 1024 variables are shown in (a) and (c),
respectively, for different temperature setting methods. The
same measurements are illustrated, in respective terms, for an
SK-Gaussian problem instance with 1024 variables in (b) and
(d).
and the median TTS values are shown in Fig. 12 for vari-
ous numbers of replicas, for a problem with 128 variables.
The feedback-optimized method solves all problem instances
to optimality starting from 30 replicas, whereas the other
methods require at least 90 replicas to solve all problem in-
stances to optimality. The difference between the TTS of the
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FIG. 9: The median TTS of fully-connected Wishart problems
versus the number of variables N .
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FIG. 10: The cumulative distribution of number of tempera-
tures obtained for a fully-connected Wishart problem instance
of size 128 using four temperature setting methods. The tem-
perature values shown on the x-axis are in log scale.
feedback-optimized method and the other methods remains
relatively constant for varying numbers of replicas.
V. CONCLUSION
In this paper, we have compared the performance of
four temperature setting techniques, the feedback-optimized
method, the energy method, and two base methods (geometric
and inverse-linear), all using random instances of spin-glass
and Wishart problems.
The feedback-optimized and the energy methods are dy-
namic approaches that rely on measuring statistical proper-
ties, such as local diffusivity and average energy, in respective
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FIG. 11: Acceptance probabilities for replica-exchange moves
(PRE) and MC acceptance probabilities (PMC) obtained using
four methods for a Wishart instance of size 128 are shown in
(a) and (b), respectively.
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FIG. 12: (a) Fraction of problems solved, F and (b) median
TTS versus the number of replicas, M , for various tempera-
ture setting methods and for Wishart problems withN = 128.
terms, to iteratively adjust temperature values. The former
method aims for a nonuniform replica-exchange probability
by increasing the density of the temperature values around
the simulation bottlenecks. The latter method, however, is
designed to ensure constant probability across neighbouring
replicas.
Our results support the superiority of the feedback-
optimized method on Wishart problems that have first-order
phase transitions at low temperatures. The replica-exchange
probability has its highest density at the vicinity of the critical
temperature (Tc ' 0.25). More specifically, the feedback-
optimized method results in a TTS speedup of a factor of two
and five, compared to the inverse-linear method and to the en-
ergy and the geometric methods, respectively. On spin-glass
problems with a continuous transition between the disordered
and ordered phases at critical temperatures, the computational
overhead of the two dynamic temperature setting methods,
feedback-optimized and energy, does not yield any perfor-
mance advantage over the base methods. In this case, the
inverse-linear method that arranges more temperature values
close to the lowest temperature outperforms the other meth-
ods.
In summary, our work provides experimental evidence on
the characteristics of optimization problems that benefit from
nonuniform and temperature-dependent acceptance probabil-
ities for swap moves when using the PT algorithm.
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