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1. Introduction
Let Sn denote the symmetric group of degree n. In this paper, we introduce, for each nonnegative
integer m  n, a class of “m-vexillary” elements in Sn . As will be explained below, when m > n − 4,
these elements coincide with the well-known vexillary permutations, which were deﬁned by Lascoux
and Schützenberger [5,6] and which have relevance in many areas, including the cohomology of
ﬂag manifolds (through Schubert polynomials), the enumeration of reduced expressions in Coxeter
groups, the representation theory of the symmetric and general linear groups, and the computation
of Kazhdan–Lusztig polynomials.
We deﬁne the m-vexillary elements using the language of permutation patterns. Let w ∈ Sn .
A quadruple of integers (i, j,k, l) is said to be a 2143 pattern in w if 1  i < j < k < l  n and
w( j) < w(i) < w(l) < w(k). To each such pattern (i, j,k, l) we associate a set {p > k: w(p) < w(i)},
which we denote by (i, j,k, l;w)R . We then deﬁne the “right degree” of the pattern (i, j,k, l) in w
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2143 patterns has right degree at least m.
For example, let w = 4273651 ∈ S7 (w(1) = 4, w(2) = 2, w(3) = 7, and so on). By inspection,
this permutation has four 2143 patterns: (1,2,3,5), (1,2,3,6), (1,2,5,6) and (1,4,5,6). We have
(1,2,3,5;w)R = (1,2,3,6;w)R = {4,7} and (1,2,5,6;w)R = (1,4,5,6;w)R = {7}, so that the
patterns (1,2,3,5) and (1,2,3,6) have right degree 2, while (1,2,5,6) and (1,4,5,6) have right
degree 1. Thus, w is right 1-vexillary but not right 2-vexillary.
In a similar way, to be described in Section 3, we deﬁne notions of “left degree” and “left
m-vexillary” element. We then say simply that a permutation is m-vexillary if it is right or left
m-vexillary.
Notice that if a permutation w lies in Sn and (i, j,k, l) is any 2143 pattern in w , then, since
(i, j,k, l;w)R ∩ {i, j,k, l} = ∅, the right degree of (i, j,k, l) cannot exceed n − 4. It follows that for
any integer m satisfying n − 4 < m  n, the right m-vexillary elements of Sn are precisely those
permutations which have no 2143 patterns. These are the vexillary permutations. Likewise, it follows
easily from the deﬁnitions in Section 3 that for any m with n − 4 <m  n, an element of Sn is left
m-vexillary if and only if it is vexillary.
The ﬁrst main result of this paper is Theorem 3.6, which characterizes the right (and left, via an
automorphism) m-vexillary permutations w in terms of the Ehresmann–Bruhat order, the shape of w ,
and certain sets related to the inversion set of w . The proof of Theorem 3.6 requires several steps,
one of which leads to the introduction of a particular suborder of the Ehresmann–Bruhat order. We
use this suborder to formulate another characterization of right m-vexillarity (Corollary 3.15) and to
establish a link between the vexillary and right m-vexillary permutations (Proposition 3.16).
The rest of the paper relates to a bijection which arises in the context of an algorithm devised by
Lascoux for computing Kazhdan–Lusztig polynomials [4] (see also [1, Section 6.3] and [3, Section 2.3]).
Speciﬁcally, for any vexillary permutation w , there is a well-known natural bijection from the set of
maximal bigrassmannian permutations below w in Ehresmann–Bruhat order to the set of maximal
rectangles inside the shape of w , given by sending each maximal bigrassmannian x to the shape of x.
In Theorem 4.6 (see also the third comment after it), we establish an analogue of this fact for m-
vexillary permutations. We conclude the paper by presenting, in Theorem 4.7, a partial converse of
Theorem 4.6.
2. Preliminaries
We denote by N and P the sets of nonnegative and positive integers, respectively. For m,n ∈ N, if
m  n, we let [m,n] = {m, . . . ,n}, and if m > n then we deﬁne [m,n] to be the empty set. We will
write [n] instead of [1,n]. The number of elements in any ﬁnite set A will be denoted by #A. We use
the symbol unionmulti to indicate that we are forming the union of two disjoint sets.
For each n ∈ P, we let Sn denote the symmetric group on [n]. The 1-line notation for any w ∈Sn is
the string w1 · · ·wn , where each wi = w(i). The transposition that swaps distinct elements i, j ∈ [n]
and ﬁxes [n] \ {i, j} pointwise will be denoted by ti j . Note that if x and ti j are elements of Sn , then
the 1-line notation for the product xti j can be obtained from that for x by exchanging the numbers
xi and x j , and the 1-line notation for ti jx is obtainable from that for x by exchanging the numbers i
and j.
For any w ∈Sn and i ∈ [n], the expression w−1i will be understood to mean (w−1)i = w−1(i).
The inversion set I(w) of any w ∈Sn is deﬁned by
I(w) = {(i, j) ∈ [n] × [n]: i < j and wi > w j
}
.
For each i ∈ [n], we have the associated sets
Li(w) =
{
j ∈ [n]: (i, j) ∈ I(w)}
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Ri(w) =
{
j ∈ [n]: ( j, i) ∈ I(w)}.
The length of w , denoted by (w), is the number #I(w). We remark that, for any w and ti j in Sn ,
with i < j, one has (w) = (wtij) with (w) > (wtij) if and only if (i, j) ∈ I(w) (see [8, (1.10)]).
Let m ∈ N. A partition of m is a (ﬁnite or inﬁnite) nonincreasing sequence α = (α1,α2, . . .) of
elements of N that sum to m. We regard as equal any two partitions that differ only by a suﬃx of
zeros. In this vein, if α = (α1, . . . ,αk) is a partition, then we understand αl to equal 0 whenever l > k.
The conjugate of any partition α is the partition β given by βi = #{ j: α j  i} for all i ∈ P.
Let w ∈Sn . We denote by λ(w) the partition of (w) formed by taking the nonincreasing rear-
rangement of the numbers #L1(w), . . . ,#Ln(w). We call λ(w) the shape of w . For each i ∈ [n], deﬁne
Mi(w) = { j: #L j(w)  i}. The sets Mi(w) form a chain M1(w) ⊇ · · · ⊇ Mn(w), and the sequence
(#M1(w), . . . ,#Mn(w)) is the conjugate partition of the shape λ(w). We denote it by λ′(w).
Note that, for any w ∈ Sn and i ∈ [n], we have w(Li(w)) = Rwi (w−1) (since j ∈ w(Li(w)) ⇔
(i,w−1j ) ∈ I(w) ⇔ ( j,wi) ∈ I(w−1) ⇔ j ∈ Rwi (w−1)). Consequently, the partition λ(w) may also be
described as the nonincreasing rearrangement of the numbers #R1(w−1), . . . ,#Rn(w−1).
The following simple proposition will be used repeatedly in the sequel.
Proposition 2.1. Let w ∈ Sn, and let x ∈ Sn be such that the partition λ(w−1) equals (#Rx1 (w), . . . ,
#Rxn (w)). Then either Rxi (w) = Mi(w) for all i, or there exists an i such that Rxi (w)  Mi(w) and
Rx j (w) = M j(w) for all j < i.
Proof. Suppose that there exists an i such that Rxi (w) = Mi(w), and take i to be as small as possible.
We show that Rxi (w)  Mi(w). Let k ∈ Rxi (w). Then xi ∈ Lk(w), so that k ∈ M1(w). If i = 1 then we
are done. If i > 1 then, since M1(w) = Rx1 (w), we have x1 ∈ Lk(w). This combined with x1 = xi gives
us k ∈ M2(w). If i > 2 then we continue in the same manner. Eventually, we obtain xi, x1, . . . , xi−1 ∈
Lk(w), so that k ∈ Mi(w). 
Given w, x ∈ Sn , we write w → x if (w) < (x) and x = wtij for some transposition ti j . The
reﬂexive and transitive closure of the relation → is called the Ehresmann–Bruhat order on Sn . We
denote it by . If w  x and w = x, then we will sometimes write w ≺ x.
We remark that in the deﬁnition of →, one can replace “wtij” with “ti j w” without effect since
ti j w = wtw−1i w−1j .
In the next section, we will need the following characterization of the Ehresmann–Bruhat order.
For a proof, see [2, Chapter 2].
Proposition 2.2 (Tableau Criterion). Let w, x ∈Sn. Let wi,k be the i-th element in the increasing rearrange-
ment of the numbers w1, . . . ,wk, and deﬁne xi,k similarly. Then the following conditions are equivalent:
(i) w  x,
(ii) wi,k  xi,k for all i  k in [n]. 
3. m-Vexillary permutations and their characterization
We begin the section by introducing the (left and right) m-vexillary permutations and two families
of preorders on the set of partitions. We then present and prove our main characterization result,
Theorem 3.6. At the end of the section, we brieﬂy investigate a particular suborder of the Ehresmann–
Bruhat order.
Let w ∈Sn . Suppose that i, j,k, l ∈ [n] satisfy i < j < k < l and w j < wi < wl < wk . Then we call
the quadruple (i, j,k, l) a 2143 pattern in w . In the following deﬁnition, we associate two notions of
degree to such a pattern.
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{p ∈ [n]: p > k and wp < wi} by (i, j,k, l;w)R , and we deﬁne the right degree of (i, j,k, l) in w to be
the number #(i, j,k, l;w)R . We denote the set {p ∈ [n]: p < j and wp > wl} by (i, j,k, l;w)L , and
we deﬁne the left degree of (i, j,k, l) in w to be the number #(i, j,k, l;w)L .
Let w ∈ Sn and let i, j,k, l ∈ [n]. It is clear that (i, j,k, l) is a 2143 pattern in w if and only if
(w j,wi,wl,wk) is a 2143 pattern in w−1. Furthermore, if (i, j,k, l) is a 2143 pattern in w , then for
any p ∈ [n], we have p ∈ (i, j,k, l;w)R if and only if wp ∈ (w j,wi,wl,wk;w−1)L . Thus, (i, j,k, l) is
a 2143 pattern in w of right degree m if and only if (w j,wi,wl,wk) is a 2143 pattern in w−1 of left
degree m.
Deﬁnition 3.2. Let w ∈Sn and m ∈ [0,n]. We say that w is right (resp. left) m-vexillary if the right
(resp. left) degree of every 2143 pattern in w is at least m. We say simply that w is “m-vexillary” if
it is right m-vexillary or left m-vexillary.
The following proposition is an immediate consequence of the discussion and deﬁnitions above.
Proposition 3.3. Let w ∈Sn and m ∈ [0,n]. Then w is right m-vexillary if and only if its inverse w−1 is left
m-vexillary. 
Example 3.4. Consider w = 846391527 ∈ S9. By inspection, w has exactly three 2143 patterns:
(2,4,5,7), (2,4,5,9) and (3,4,5,9). We have (2,4,5,7;w)R = {6,8} and (2,4,5,7;w)L = {1,3},
so that the pattern (2,4,5,7) has both right and left degree 2 in w . We have (2,4,5,9;w)R = {6,8}
and (2,4,5,9;w)L = {1}, hence (2,4,5,9) has right degree 2 and left degree 1. Finally, we have
(3,4,5,9;w)R = {6,7,8} and (3,4,5,9;w)L = {1}, so that (3,4,5,9) has right degree 3 and left
degree 1. Thus, w is right 2-vexillary and left 1-vexillary, and w−1 is right 1-vexillary and left 2-
vexillary.
If a permutation w has no 2143 patterns at all, then we say that it is 2143-avoiding, or vexillary.
The vexillary permutations have been characterized in many ways; see, for example, [8, (1.27)], [10,
Exercise 7.22(c)] (which is based on the paper [9]), and [11, Theorem 3.8].
Let w ∈Sn . Observe that, for m ∈ [n− 3,n], w is m-vexillary if and only if it is vexillary. Also note
that, if (i, j,k, l) is a 2143 pattern in w , then w cannot be left m-vexillary for m j−1 and it cannot
be right m′-vexillary for m′  n − k.
Let V Rm,n denote the set of all right m-vexillary elements in Sn . We have a chain
Sn = V R0,n  V R1,n  · · ·  V Rn−3,n = · · · = V Rn,n,
where the last four terms equal the set of vexillary elements in Sn . To see that the above inclusions
are in fact strict, notice that the permutation with 1-line notation
(m + 2)(m+ 1)(m+ 4)(m + 3)12 · · ·m(m+ 5)(m+ 6) · · ·n
lies in V Rm,n \ V Rm+1,n , for 0m < n − 3.
Likewise, we deﬁne V Lm,n to be the set of all left m-vexillary elements in Sn . If we apply the
mapping w → w−1 to the above chain, we obtain another chain with each set V Rm,n replaced by V Lm,n .
Let α and β be partitions. We write α ⊂ β if αi  βi for all i ∈ P, and we write α lex β if either
α = β or there exists an i ∈ P such that αi < βi and α j = β j for all j < i. Note that ⊂ is a partial
order on the set of all partitions, and lex is a total order. The orders ⊂ and lex (called inclusion
and lexicographic order, respectively) are approximated by the preorders deﬁned below. We will use
these preorders to characterize the m-vexillary permutations.
J. Losonczy / Advances in Applied Mathematics 48 (2012) 325–339 329Deﬁnition 3.5. Let m ∈ N. Let α and β be partitions. We write α ⊂m β if αi  βi for all i m, and we
write α mlex β if either αi = βi for all i m or there exists an i ∈ [m] such that αi < βi and α j = β j
for all j < i.
Observe that for any partitions α and β , we have α ⊂0 β and α 0lex β; and for any m ∈ N, if
α ⊂m β then α mlex β (that is, ⊂m is stronger than mlex). Note also that α ⊂ β if and only if α ⊂m β
for all m ∈ P, and likewise for lex.
The following theorem characterizes the right m-vexillary permutations. One can easily transform
it into a statement about left m-vexillarity by using the mapping w → w−1, which, as is explained
in [2, Section 2.2], is an automorphism of the Ehresmann–Bruhat order. Taking m = n in the theorem,
one obtains a statement about the vexillary permutations; see Corollary 3.12.
Theorem 3.6. Let w ∈Sn and m ∈ [0,n]. The following ﬁve conditions are equivalent:
(i) w is right m-vexillary.
(ii) λk(w−1) = λ′k(w) for all km.
(iii) For any x ∈Sn with w  x, we have λ′(w) ⊂m λ′(x).
(iv) For any x ∈Sn with w  x, we have λ′(w)mlex λ′(x).
(v) If m > 0 then there exists a y ∈ Sn such that R y1 (w) ⊇ · · · ⊇ R ym (w) and R ym (w) ⊇ R yk (w) for all
k >m.
We make several observations about the statement before starting the proof in earnest.
1. If m = 0 then it is clear that all ﬁve conditions hold for w .
2. The implication (iii) ⇒ (iv) is trivial since ⊂m is stronger than mlex.
3. We could have stated condition (v) in terms of an object closely related to the inversion set called
the “diagram.” Brieﬂy, the diagram of any w ∈Sn is the set
D(w) = {(i, j) ∈ [n] × [n]: (i,w−1j
) ∈ I(w)}.
The i-th row of D(w) is deﬁned by
Row(i,w) = {k ∈ [n]: (i,k) ∈ D(w)},
and the j-th column Col( j,w) of D(w) is deﬁned similarly. It is easy to see that Row(i,w) =
w(Li(w)) = Rwi (w−1) = Col(i,w−1), so that the diagrams D(w) and D(w−1) are transposes of each
other. Translated into a statement about diagram columns, condition (v) of the theorem becomes:
(v′) If m > 0 then there exists a y ∈ Sn such that Col(y1,w) ⊇ · · · ⊇ Col(ym,w) and Col(ym,w) ⊇
Col(yk,w) for all k >m.
We obtain a criterion for left m-vexillarity by replacing each set Col(yi,w) with Row(yi,w).
4. It is not diﬃcult to see (and in any case it will follow from our proof of Theorem 3.6) that condition
(v) can also be replaced with
(v′′) If m > 0 then for any y ∈Sn such that λ(w−1) = (#R y1 (w), . . . ,#R yn (w)), we have R y1 (w) ⊇· · · ⊇ R ym (w) and R ym (w) ⊇ R yk (w) for all k >m.
5. Let w, x ∈Sn with w  x. If we assume nothing more about w and x, then we do not have the
implication λ′(w) mlex λ′(x) ⇒ λ′(w) ⊂m λ′(x). To see this, take m = 2, let w = 31524 /∈ V R2,5 and let
x = 51342.
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More speciﬁcally, suppose that R is a relation on the set of all partitions which is weaker than ⊂m
and stronger than mlex (m n). Then, by the theorem, an element w ∈Sn is right m-vexillary if and
only if, for any x ∈Sn with w  x, we have λ′(w)R λ′(x).
The proof of Theorem 3.6 will be broken into a series of propositions. We begin by showing that
(i) ⇒ (ii).
Proposition 3.7. Let w ∈Sn and m ∈ [0,n]. If w is right m-vexillary, then λk(w−1) = λ′k(w) for all km.
Proof. Assume that there is a k  m such that λk(w−1) = λ′k(w), and take k to be as small as
possible. We will construct a 2143 pattern in w of right degree less than m. Write λ(w−1) =
(#Rx1 (w), . . . ,#Rxn (w)), where x ∈Sn . By Proposition 2.1, we have Rxk (w)  Mk(w) and Rxl (w) =
Ml(w) for all l < k. Let i ∈ Mk(w) \ Rxk (w). Then #Li(w)  k and xk /∈ Li(w), and since Mk(w) ⊆
Ml(w) = Rxl (w) for all l < k, we have i ∈ Rxl (w) for all l < k, so that {x1, . . . , xk−1} ⊆ Li(w). Choose a
j ∈ Li(w) \ {x1, . . . , xk−1}. We have j = xq for some q > k, so that #R j(w) #Rxk (w).
Now, since i /∈ Rxk (w), we have either i  xk or else i < xk and wi < wxk . We will consider each of
these two cases separately. Repeatedly, we will make use of the fact that j ∈ Li(w), which also means
i ∈ R j(w).
Case 1. i  xk . The inequality #R j(w)  #Rxk (w) implies wxk < w j since xk  i < j. It also implies
Rxk (w)  R j(w) since i ∈ R j(w)\ Rxk (w). Choose an i′ ∈ Rxk (w)\ R j(w) with wi′ as small as possible.
Note that i = xk (otherwise, we would have wxk = wi > w j , a contradiction). We thus have i′ <
xk < i < j with wxk < wi′ < w j < wi , so that (i
′, xk, i, j) is a 2143 pattern in w . We claim that this
pattern has right degree less than m. Assume the contrary, and let i1, . . . , im be distinct numbers
greater than i such that wil < wi′ for all l. Then, by our choice of i
′ , we have Rxk (w) unionmulti {i} ⊆ Ril (w)
and hence #Rxk (w) < #Ril (w) for all l ∈ [m]. But there can exist at most k − 1 <m numbers l such
that #Rxk (w) < #Rl(w) since #Rxk (w) is the k-th part of the partition λ(w
−1). This contradiction
establishes the claim. It follows that w is not right m-vexillary.
Case 2. i < xk and wi < wxk . We have w j < wi < wxk and i < j. Again using the inequality
#R j(w)  #Rxk (w), we ﬁnd that j < xk , and there exists an integer i′ such that j < i′ < xk and
wi′ > wxk (otherwise, we would have Rxk (w)unionmulti {i} ⊆ R j(w)). Choose the largest such i′ (as close to xk
as possible). We now have i < j < i′ < xk with w j < wi < wxk < wi′ .
Assume that there exist distinct numbers i1, . . . , im > i′ such that wil < wi for all l. Then, by our
choice of i′ , we have Rxk (w) unionmulti {i} ⊆ Ril (w) and hence #Rxk (w) < #Ril (w) for all l ∈ [m]. But this is
impossible, as we saw in Case 1. 
Next, we prove that (ii) implies (v′′) (the latter appears in the comments above Proposition 3.7).
Condition (v) follows immediately from (v′′).
Proposition 3.8. Let w ∈Sn and m ∈ [n]. Suppose that λk(w−1) = λ′k(w) for all km. Then for any y ∈Sn
such that λ(w−1) = (#R y1 (w), . . . ,#R yn (w)), we have R y1 (w) ⊇ · · · ⊇ R ym (w) and R ym (w) ⊇ R yk (w) for
all k >m.
Proof. Let y ∈Sn satisfy λ(w−1) = (#R y1 (w), . . . ,#R yn (w)). By the hypothesis and Proposition 2.1,
we have R yk (w) = Mk(w) for all k m. Since the sets Mi(w) form a chain, this gives us R y1 (w) ⊇· · · ⊇ R ym (w). For the rest, we adapt the proof of Proposition 2.1. Suppose that k >m and j ∈ R yk (w).
Then yk ∈ L j(w), so that j ∈ M1(w) = R y1 (w). If m = 1 then we are done. If m > 1 then, since y1 ∈
L j(w) and y1 = yk , we have j ∈ M2(w) = R y2 (w). Continuing, we ﬁnd that yk, y1, . . . , ym−1 ∈ L j(w),
so that j ∈ Mm(w) = R ym (w). 
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will complete the proof of Theorem 3.6 since, as was observed earlier, the implication (iii) ⇒ (iv) is
trivial.
Proposition 3.9. Let w ∈ Sn and m ∈ [n]. Suppose that there exists a y ∈ Sn such that R y1 (w) ⊇· · · ⊇ R ym (w) and R ym (w) ⊇ R yk (w) for all k > m. Then for any x ∈ Sn such that w  x, we have
λ′(w) ⊂m λ′(x).
Proof. Let x ∈ Sn satisfy w  x, and let q ∈ [m]. We show that λ′q(w)  λ′q(x). We may assume
λ′q(w) > 0. Write Mq(w) = {i1, . . . , ip} with i1 < · · · < ip . Let w j,ip denote the j-th term in the
increasing rearrangement of w1,w2, . . . ,wip , and deﬁne x j,ip similarly. Since w  x, the Tableau Cri-
terion 2.2 gives us w j,ip  x j,ip for all j  ip . Hence, we can choose p distinct terms xk1 , . . . , xkp from
x1, x2, . . . , xip such that xk j  wi j for all j ∈ [p]. Deﬁne
Fw =min{wi1 , . . . ,wip },
Fx =min{xk1 , . . . , xkp },
Aw =
{
j ∈ [ip]: w j < Fw
}
and
Ax =
{
j ∈ [ip]: x j < Fx
}
.
Notice that Fx  Fw and #Ax  ip − p. We claim that #Aw = ip − p. To see this, let y ∈Sn satisfy
R y1 (w) ⊇ · · · ⊇ R ym (w) and R ym (w) ⊇ R yk (w) for all k > m. From these inclusions, we deduce that
Mq(w) ⊆ R yq (w); for if i ∈ Mq(w) then i belongs to at least q of the sets R y1 (w), . . . , R yn (w) and
hence, by the inclusions, i ∈ R yq (w). Thus,
{i1, . . . , ip} = Mq(w) ⊆ R yq (w) ⊆ · · · ⊆ R y1(w).
We see that ip is less than each of y1, . . . , yq , and Fw is greater than each of wy1 , . . . ,wyq . This
implies that [ip] \ Mq(w) is a subset of Aw (if j ∈ [ip] and j /∈ Aw , then w j  Fw > wy1 , . . . ,wyq ,
hence j ∈ Mq(w)). The sets Mq(w) and Aw are clearly disjoint, so that Aw is a subset of [ip] \Mq(w).
The claim is established.
From the above, we also see that wy1 , . . . ,wyq ∈ [Fw − 1] \ w(Aw). Hence, Fw − 1  ip − p + q.
We now compute
#
([Fx − 1] \ x(Ax)
) = Fx − 1− #Ax
 Fw − 1− (ip − p)
 ip − p + q − (ip − p)
= q.
We can thus choose q distinct numbers b1, . . . ,bq ∈ [Fx−1]\x(Ax). Set a j = x−1(b j). Then k1, . . . ,kp 
ip < a1, . . . ,aq and xk1 , . . . , xkp  Fx > xa1 , . . . , xaq , so that {k1, . . . ,kp} ⊆ Mq(x). We conclude that
λ′q(x) = #Mq(x) p = #Mq(w) = λ′q(w). 
If a permutation w has a 2143 pattern, say of right degree q, then we would like to be able to
construct a permutation x such that x w and λ′(x) is lexicographically smaller than λ′(w), the latter
property being detectable by looking at the ﬁrst q + 1 parts of the partitions. The following lemma
will be helpful in this regard.
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following statements hold:
(i) Assume that for any index p such that j < p < k and wp > wi, we have #Lp(w) > q. Set x = wtik. Then
λ′q+1(x) < λ′q+1(w) and λ′r(x) = λ′r(w) for all r  q.
(ii) Assume instead that there is an index p with j < p < k such that wp > wi and #Lp(w) = q. For the
smallest such p, set y = wtip . Then (i, j,k, l) is a 2143 pattern in y with (i, j,k, l; y)R = (i, j,k, l;w)R ,
and we have λ′r(y) = λ′r(w) for all r  q + 1.
Proof. Assume that the hypothesis in (i) holds. Since the 1-line notations for w and x differ only in
positions i and k, and wk > wi > ws for all s ∈ (i, j,k, l;w)R , it is easy to see that for any r ∈ [q]
and h ∈ [n], we have #Lh(x) r ⇔ #Lh(w) r; that is, h ∈ Mr(x) ⇔ h ∈ Mr(w) so that λ′r(x) = λ′r(w).
The proof of (i) will be complete if we can show that Mq+1(x)  Mq+1(w). Let h ∈ Mq+1(x). Note
that h = k since xk = wi and the 2143 pattern (i, j,k, l) in w has right degree q. By the hypothesis,
Mq+1(w) contains h if j < h < k, and for all other possible values of h containment is clear (since
w j < wi). We have {l} unionmulti (i, j,k, l;w)R ⊆ Lk(w), hence k ∈ Mq+1(w), so that Mq+1(x) is indeed a
proper subset of Mq+1(w).
Assume now that the hypothesis in (ii) holds. It follows straightforwardly that (i, j,k, l) is a 2143
pattern in y with (i, j,k, l; y)R = (i, j,k, l;w)R , and that Mr(y) = Mr(w) for all r  q. We show that
Mq+1(y) = Mq+1(w). Observe ﬁrst that p belongs to neither set. The inclusion Mq+1(y) ⊇ Mq+1(w)
is clear. Let h ∈ Mq+1(y). If j < h < p then Mq+1(w) contains h by the minimality of p. For all other
possible values of h, it is easy to see that h ∈ Mq+1(w) (again, since w j < wi). 
Proposition 3.11. Let w ∈Sn andm ∈ [n]. Suppose that w is not right m-vexillary, so that there exists a 2143
pattern in w of right degree q < m. Then there exists an element x ∈ Sn such that the following conditions
hold:
(i) w  x.
(ii) λ′r(x) = λ′r(w) for all r  q.
(iii) λ′q+1(x) < λ′q+1(w).
Thus, the permutation x satisﬁes w  x and λ′(w) mlex λ′(x).
Proof. Let (i, j,k, l) be a 2143 pattern in w of right degree q < m. If for every index p such that
j < p < k and wp > wi we have #Lp(w) > q, then set x = wtik  w . By Lemma 3.10(i), we have
λ′q+1(x) < λ′q+1(w) and λ′r(x) = λ′r(w) for all r  q.
Suppose instead that there is an index p with j < p < k such that wp > wi and #Lp(w)  q (so
that in fact #Lp(w) = q). For the smallest such p, set w(1) = wtip  w . By Lemma 3.10(ii), (i, j,k, l) is
a 2143 pattern in w(1) with (i, j,k, l;w(1))R = (i, j,k, l;w)R , and we have λ′r(w(1)) = λ′r(w) for all
r  q + 1.
Repeat the argument with w(1) in place of w , and then, if necessary, with a permutation w(2) in
place of w(1) , and so on. Since wi < w
(1)
i < · · · , we must eventually reach a permutation x satisfying
the conditions in the statement. 
The proof of Theorem 3.6 is now complete.
Corollary 3.12. (Cf. [8, (1.27)].) Let w ∈Sn. The following ﬁve conditions are equivalent:
(i) w is vexillary.
(ii) λ(w−1) = λ′(w).
(iii) For any x ∈Sn with w  x, we have λ(w) ⊂ λ(x).
(iv) For any x ∈Sn with w  x, we have λ′(w)lex λ′(x).
(v) There exists a y ∈Sn such that R y1 (w) ⊇ · · · ⊇ R yn (w).
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no more than n − 1 positive parts. Hence, ⊂n and nlex can be replaced by ⊂ and lex, respectively.
Notice also that λ′(w) ⊂ λ′(x) if and only if λ(w) ⊂ λ(x). 
In condition (iv) of the above corollary, we cannot replace the partitions λ′(w) and λ′(x) with their
conjugates. To see this, take w = 2143. We have λ(w)lex λ(x) for all x ∈S4 satisfying w  x, yet w
is not vexillary.
We will continue to state our results on partial vexillarity in right-handed form (left-handed ver-
sions can be obtained via the mapping w → w−1). Next, motivated by Proposition 3.11, we single out
the following suborder of the Ehresmann–Bruhat order.
Deﬁnition 3.13. Let w, x ∈Sn . We write w  x if w  x and λ′(x)lex λ′(w).
We record here a few facts concerning .
Corollary 3.14. Let w, x ∈Sn with w  x and w right m-vexillary. Then x is right m-vexillary.
Proof. We use the equivalence of (i) and (iv) in Theorem 3.6. Let y ∈Sn be such that x  y. Then
w  y, which gives us λ′(w) mlex λ′(y) since w is right m-vexillary. We also have λ′(x) lex λ′(w),
hence λ′(x)mlex λ′(y) as desired. 
Below, we use  to formulate another characterization of right m-vexillarity along the lines of
conditions (iii) and (iv) in Theorem 3.6 (see also the sixth comment after the statement of Theo-
rem 3.6).
Corollary 3.15. Let w ∈Sn and m ∈ [0,n]. LetS be any relation onSn that is weaker than and stronger
than , and letR be any relation on the set of all partitions that is weaker than ⊂m and stronger than mlex .
Then w is right m-vexillary if and only if, for any x ∈Sn with wS x, we have λ′(w)R λ′(x).
Proof. Suppose that w is right m-vexillary, and let x ∈ Sn satisfy wS x. Then w  x and so, by
Theorem 3.6, we have λ′(w) ⊂m λ′(x), hence λ′(w)R λ′(x). If w is not right m-vexillary then, by
Proposition 3.11, there exists an x ∈Sn such that w  x and λ′(w) mlex λ′(x). We thus have w  x,
which implies wS x. The condition λ′(w) mlex λ
′(x) also gives us λ′(w) /R λ′(x). 
In the following proposition, we establish a direct connection between the vexillary and right m-
vexillary permutations using  and the conjugate of the shape.
Proposition 3.16. Let w ∈Sn be right m-vexillary. Then there exists a vexillary permutation x ∈Sn such that
w  x and λ′i(x) = λ′i(w) for all i m.
Proof. It is enough to show, under the additional hypothesis that w is not right (m + 1)-vexillary,
there exists a right (m + 1)-vexillary permutation x such that w  x and λ′i(x) = λ′i(w) for all i m.
By Proposition 3.11 (with m+ 1 replacing m, and m playing the role of q), there exists an element
x(1) ∈Sn such that
(a) w  x(1).
(b) λ′i(x
(1)) = λ′i(w) for all i m.
(c) λ′m+1(x(1)) < λ′m+1(w).
Observe, w  x(1) . By Corollary 3.14, x(1) is right m-vexillary. If x(1) is right (m + 1)-vexillary then
take x = x(1) . If not, then repeat the above argument with x(1) in place of w to obtain a permutation
x(2) such that conditions (a)–(c) hold with x(2) in place of x(1) as well as x(1) in place of w . Continue.
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and satisﬁes w  x( j) and λ′i(x
( j)) = λ′i(w) for all i m. 
4. Relation to bigrassmannian permutations
In this section, it will sometimes be helpful to visualize partitions as “Young diagrams.” A Young
diagram is a ﬁnite collection of boxes organized in left-justiﬁed rows, with nonincreasing row lengths
as one moves downwards. For example,
is a Young diagram, corresponding to the partition (5,3,3,1).
We say that a partition α is a rectangle of height b and width c if α has exactly b > 0 positive
parts, each equal to c. Such a partition α is said to lie inside a partition β if #{i: βi  c}  b. If
#{i: βi  c} = b and there exists an i ∈ P such that βi = c, then we call α a maximal rectangle inside β .
For example, let β = (5,3,3,1), which is depicted above, and let α = (3,3), a rectangle of height 2
and width 3, which we visualize as . Then α lies inside β , but it is not maximal. The maximal
rectangles inside β are (5), (3,3,3) and (1,1,1,1), which we visualize, respectively, as ,
and .
Let w ∈Sn . The code of w is the sequence (#L1(w), . . . ,#Ln(w)). Every permutation is uniquely
determined by its code (see, for example, [8, p. 9]). Note that the nonincreasing rearrangement of the
code is the partition λ(w). We deﬁne sets
heights(w) = {c ∈ P: c = #Mi(w) for some i ∈ [n]
} = {c ∈ P: λc(w) > λc+1(w)
}
and
widths(w) = {c ∈ P: c = #Li(w) for some i ∈ [n]
} = {c ∈ P: λ′c(w) > λ′c+1(w)
}
.
We will usually think of the elements in the above sets as the heights and widths of the maximal
rectangles inside λ(w) (viewing partitions as Young diagrams, as discussed above).
Recall, for any w ∈Sn and i ∈ [n], the expression w−1i should be interpreted to mean (w−1)i =
w−1(i).
An element w ∈Sn is said to be bigrassmannian if there exists both a unique i ∈ [n − 1] such that
wi > wi+1 and a unique j ∈ [n−1] such that w−1j > w−1j+1. The set of all bigrassmannian permutations
in Sn will be denoted by bgn . It is easy to see that an element of Sn is bigrassmannian if and only if
its 1-line notation is of the form
1 · · · i( j + 1) · · ·k(i + 1) · · · j(k + 1) · · ·n,
where 0 i < j < k  n. We denote the natural bijection from the set of triples {(i, j,k): 0 i < j <
k n} to bgn by ϕ .
Using the above, one can readily verify that w ∈Sn is bigrassmannian if and only if there exist
numbers a,b, c,d ∈ N with b, c > 0 and a+b+ c+d = n such that the code of w equals the sequence
(0, . . . ,0︸ ︷︷ ︸
a
, c, . . . , c︸ ︷︷ ︸,0, . . . ,0︸ ︷︷ ︸ ).
b c+d
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the permutation ϕ(a,a+ c,a+ b + c)). Following convention, we will write w = [a,b, c,d] to indicate
that w is a bigrassmannian permutation with code as displayed above.
As was shown by Lascoux and Schützenberger [7], the Ehresmann–Bruhat order  can be charac-
terized in terms of the bigrassmannian permutations, as follows. For each w ∈Sn , let
bg(w) = {v ∈ bgn: v  w}.
Then, given w, x ∈ Sn , we have w  x if and only if bg(w) ⊆ bg(x). If w is bigrassmannian, say
w = [a,b, c,d], then w  x if and only if the set {x1, . . . , xa+b} contains at least b elements xi such
that xi > a + c. If, in addition, x is bigrassmannian, then, writing x = [a′,b′, c′,d′], we have w  x if
and only if a′  a, b′  b, c′  c and d′  d.
For each w ∈Sn , the set of all maximal elements in bg(w) relative to Ehresmann–Bruhat order
will be denoted by mbg(w).
Let w be a vexillary permutation. As was mentioned in the introduction, there is a natural bijection
from mbg(w) to the set of all maximal rectangles inside λ(w), given by x → λ(x). We would like
to determine the extent to which this holds for m-vexillary permutations. Our main result in this
direction is Theorem 4.6 (see also the third comment after it).
Lemma 4.1. Let w, x ∈ Sn and suppose that x = [a,b, c,d] ∈ mbg(w). Then the set {w1, . . . ,wa+b} has
exactly b elements greater than a + c and a elements less than a + c. Also, we have (i) wa+b+1  a + c,
(ii) w−1a+c+1  a + b, (iii) w−1a+c > a + b, and (iv) wa+b > a + c.
Proof. The set {w1, . . . ,wa+b} has at least b elements greater than a + c since x = [a,b, c,d] w . If
a = 0 then clearly the set has exactly b such elements. If a > 0 and {w1, . . . ,wa+b} had more than b
elements greater than a + c, then we would have
x = [a,b, c,d] ≺ [a− 1,b + 1, c,d] w,
contradicting the maximality of x.
Next, we show that w−1a+c > a+b. If a = 0, this is clear because all of the elements in {w1, . . . ,wb}
are then greater than c. If a > 0 and we had w−1a+c  a + b, then {w1, . . . ,wa+b} would have b + 1
elements greater than a + c − 1, so that again x ≺ [a − 1,b + 1, c,d]  w , an impossibility. Note, it
follows that {w1, . . . ,wa+b} has exactly a elements less than a + c.
The inequality wa+b+1  a + c is obvious if d = 0 because in this situation {w1, . . . ,wa+b} con-
tains all b elements in [n] which are greater than a + c. If d > 0 and we had wa+b+1 > a + c, then
{w1, . . . ,wa+b+1} would have b + 1 elements greater than a + c, so that x ≺ [a,b + 1, c,d − 1] w .
Similarly, the inequality w−1a+c+1  a + b is obvious if d = 0, for the same reason as given in the
previous paragraph. If d > 0 and we had w−1a+c+1 > a+b, then {w1, . . . ,wa+b} would have b elements
greater than a + c + 1, so that x ≺ [a,b, c + 1,d − 1] w .
Finally, the inequality wa+b > a+ c is clear if a = 0, for the same reason as given three paragraphs
above. If a > 0 and we had wa+b  a+ c, then {w1, . . . ,wa+b−1} would have b elements greater than
a + c, giving us x≺ [a − 1,b, c + 1,d] w . 
Lemma 4.2. Let w, x ∈Sn and suppose that x = [a,b, c,d] ∈ mbg(w). Then the b-element set {i ∈ [a + b]:
wi > a + c} is a subset of Mc(w). We have a + b ∈ Mc(w). Thus, if #Mc(w) = b then the largest element
of Mc(w) is a + b and every element of w(Mc(w)) is greater than a + c.
Proof. By Lemma 4.1, the set {w1, . . . ,wa+b} has b elements greater than a + c and a elements less
than a+ c. Hence, c of the elements in [a+ c] occur to the right of wa+b in the 1-line notation for w .
This implies that each of the b elements i ∈ [a+ b] satisfying wi > a+ c must also satisfy #Li(w) c,
i.e., i ∈ Mc(w).
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the conclusion follows immediately from the above. 
The next lemma will help us to prove the uniqueness part of Theorem 4.6.
Lemma 4.3. Let w, x, x′ ∈Sn and suppose that x, x′ ∈ mbg(w). Write x = [a,b, c,d] and x′ = [a′,b′, c′,d′].
Assume that c′ = c and #Mc(w) = b. Then x′ = x.
Proof. Our strategy is to show ﬁrst that b′ = b and then that a′ = a. Since c′ = c by hypothesis, we
will then have d′ = d as well. Note that the equality c′ = c will be used throughout the proof without
comment.
In what follows, we will write Lemma 4.1(x) (resp. Lemma 4.1(x′)) when Lemma 4.1 is being ap-
plied relative to w and x (resp. w and x′). When it is being applied relative to both pairs, we will
write Lemma 4.1(x)(x′). Similar notation will be used for Lemma 4.2.
We cannot have b′ > b because otherwise, by Lemma 4.2(x′), we would have #Mc(w)  b′ > b,
contrary to hypothesis.
Assume that b′ < b and a′ = a. Then, by Lemma 4.1(x)(x′), exactly b′ elements in {w1, . . . ,wa+b′ }
are greater than a + c and exactly b elements in {w1, . . . ,wa+b} are greater than a + c. Since
wa+b′+1  a + c (using Lemma 4.1(x′)), this implies that {wa+b′+2, . . . ,wa+b} has b − b′ elements
greater than a + c. But there are only b − b′ − 1 elements in this last set, a contradiction.
Assume that b′ < b and a′ > a. We have a′ +b′  a+b since both a+b and a′ +b′ lie in Mc(w) (by
Lemma 4.2(x)(x′)) and a+b is the largest element in Mc(w) (by Lemma 4.2(x)). Set k = a′ −a. Exactly
b′ elements in {w1, . . . ,wa+b′+k} are greater than a+ c + k and exactly b elements in {w1, . . . ,wa+b}
are greater than a + c. Since w−1a+c+k = w−1a′+c′ > a′ + b′ = a + b′ + k (by Lemma 4.1(x′) again), the set
{w1, . . . ,wa+b′+k} has at most b′ + k − 1 elements greater than a + c (note, b′ + k − 1< b). Hence, at
least b − b′ − k + 1 elements in {wa+b′+k+1, . . . ,wa+b} are greater than a + c. But this is impossible
because the last set has only b − b′ − k elements.
Assume that b′ < b and a′ < a. Set e = w−1a′+c+1. We have e ∈ [a′ + b′], by Lemma 4.1(x′), and we >
a′ + c. Hence, e ∈ Mc(w) by Lemma 4.2(x′). According to Lemma 4.2(x), every element in w(Mc(w))
is greater than a + c. But we = a′ + c + 1 a + c, a contradiction.
We thus have b′ = b in addition to our hypothesis that c′ = c. Hence, by Lemma 4.2(x′), the largest
element in Mc(w) is a′ +b. Lemma 4.2(x) tells us that the largest element is a+b. Thus, a′ +b = a+b,
so that a′ = a. 
The following lemma will be used in the proof of Theorem 4.6 to establish the existence of a
maximal bigrassmannian permutation with prescribed code value.
Lemma 4.4. Let w ∈ Sn be right m-vexillary. Suppose that c ∈ [m] ∩ heights(w−1). Then #Mc(w) > 0.
Write Mc(w) = {i1, . . . , ib} with i1 < · · · < ib , and set a = #([ib] \ Mc(w)) = ib − b. Then every element
of w(Mc(w)) is greater than a + c and every element of w([ib] \ Mc(w)) is less than a + c. Hence, w−1a+c >
a + b. We also have wa+b+1  a + c and w−1a+c+1  a + b.
Proof. We ﬁrst introduce some notation. Given subsets A and B of P, we write A  B if every ele-
ment of A is greater than every element of B .
By the assumptions on w and c together with Theorem 3.6, we have #Mc(w) = λ′c(w) =
λc(w−1) > λc+1(w−1) 0.
Write λ(w−1) = (#Rx1 (w), . . . ,#Rxn (w)), where x ∈Sn . By Theorem 3.6 and Proposition 2.1, we
have Rxk (w) = Mk(w) for all k m. Since Mc(w) ⊆ Mc−1(w) ⊆ · · · ⊆ M1(w) and c m, this gives us
Mc(w) ⊆ Rxk (w) for all k  c with equality if k = c. It follows that {x1, . . . , xc}  {ib}, w(Mc(w)) 
w({x1, . . . , xc}), and {wxc }  w([ib] \ Mc(w)). Hence, w(Mc(w))  w(([ib] \ Mc(w)) unionmulti {x1, . . . , xc}).
Since the cardinal number of this last set is a + c, we obtain that w(Mc(w))  {a + c}.
Assume now, toward a contradiction, that there exists a j ∈ [ib] \ Mc(w) such that w j  a + c.
Then, by the above paragraph, at most a−1 of the a+ c−1 positive integers less than a+ c can lie in
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notation for w . But then #L j(w) c, that is, j ∈ Mc(w), which is absurd.
Assume that wa+b+1 > a+ c. Then, by the above, exactly a of the elements in [a+ c] can be found
among w1, . . . ,wa+b+1. Hence, #La+b+1(w) c, so that ib + 1= a + b + 1 ∈ Mc(w), a contradiction.
Finally, assume that w−1a+c+1 > a+b. We have shown above that every j ∈ Mc(w) ⊆ [a+b] satisﬁes
w j > a + c. Under the current assumption, every such j must also satisfy w j > a + c + 1. We have
also shown above that exactly a of the elements in [a + c] can be found among w1, . . . ,wa+b . Let
k1, . . . ,kc denote the positions of the remaining c elements of [a+ c] in the 1-line notation for w . Set
kc+1 = w−1a+c+1. Then k1, . . . ,kc+1 are pairwise distinct and Mc(w) ⊆ Rkp (w) for all p. The ﬁrst c + 1
parts in λ(w−1) must therefore be greater than or equal to #Mc(w) = #Rxc (w) = λc(w−1), so that
λc+1(w−1) = λc(w−1), contrary to the hypothesis that c ∈ heights(w−1). 
The lemma below gives an alternate description of the set [m] ∩ heights(w−1) appearing in
Lemma 4.4.
Lemma 4.5. Let w ∈Sn be rightm-vexillary. Then the set [m]∩heights(w−1) equals [m]∩widths(w) except
when m ∈ heights(w−1) \widths(w), in which case the set equals ([m] ∩widths(w)) ∪ {m}.
Proof. If m = n then, by Theorem 3.6, λ(w−1) = λ′(w), so that heights(w−1) = widths(w). Assume
that m < n. Write λ(w−1) = (#Rx1 (w), . . . ,#Rxn (w)), where x ∈ Sn . Since w is right m-vexillary,
we have, by Theorem 3.6 and Proposition 2.1, Rxi (w) = Mi(w) for all i m and either Rxm+1 (w) =
Mm+1(w) or Rxm+1 (w)  Mm+1(w).
Let c ∈ P. According to the deﬁnitions: c ∈ widths(w) ⇔ #Mc(w) > #Mc+1(w), and c ∈
heights(w−1) ⇔ #Rxc (w) > #Rxc+1 (w). Therefore, by the above, if c < m then c ∈ widths(w) ⇔ c ∈
heights(w−1). Suppose that c =m. If m ∈widths(w) then #Mm(w) > #Mm+1(w), hence, again by the
above, #Rxm (w) > #Rxm+1 (w), which gives m ∈ heights(w−1). The conclusion follows. 
For an example of a right m-vexillary permutation w such that m ∈ heights(w−1)\widths(w), take
w = 361524 (m = 1).
Let w ∈ Sn . A crossing for w is a pair (i, j) ∈ [n] × [n] such that the following three rows of
inequalities hold:
wi > 1,
i  j < w−1(wi − 1),
w j+1  wi − 1< w j .
We denote the set of all crossings for w by cross(w).
Our use of the term “crossing,” which follows [1, 6.3.29 (Step 2)], can be explained brieﬂy
as follows. Let (i, j) ∈ cross(w). One can associate to (i, j) a pair of line segments in the plane:
(i,wi)(k,wk) and ( j,w j)( j + 1,w j+1), where k = w−1(wi − 1). By the inequalities above, these line
segments must intersect (cross); they may, in fact, coincide.
There is a bijective mapping Ψ : cross(w) →mbg(w) given by
Ψ (i, j) = [h, j − h,wk − h,n− wk − j + h],
where k = w−1(wi − 1) and h = #{l ∈ [ j]: wl < wk} [7, Lemme 4.5], [1, 6.3.29 (Step 2)] (note, one
can also use Lemma 4.1 to show that Ψ is well deﬁned and bijective). The inverse of Ψ satisﬁes
Ψ −1([a,b, c,d]) = (w−1a+c+1,a + b).
We are ready to state and prove the ﬁrst main result of the section.
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x ∈ mbg(w) such that the rectangle λ(x) has width c. Moreover, λ(x) is the maximal rectangle inside λ(w) of
width c.
Proof. Suppose that c ∈ [m] ∩ widths(w). Set b = #Mc(w) and note that b is the height of the max-
imal rectangle of width c inside λ(w). We will show that there exists an x ∈ mbg(w) such that
x = [a,b, c,d] for some a,d ∈ N. The uniqueness part of the statement will follow from Lemma 4.3.
Write Mc(w) = {i1, . . . , ib} with i1 < · · · < ib . Set a = #([ib] \ Mc(w)) = ib − b, and observe that
a + b + c  n (since a + b = ib and #Lib (w) c) with both b and c positive. Setting d = n − a − b − c,
we thus have that [a,b, c,d] represents an element of bgn , which we denote by x. The hypothesis of
Lemma 4.4 is satisﬁed by c, according to Lemma 4.5, hence the set {w1, . . . ,wa+b} has b elements
greater than a + c (namely, the elements in w(Mc(w))). Thus, x ∈ bg(w).
We show that x in fact belongs to mbg(w). It will be enough to verify that the pair (w−1a+c+1,a+b)
is a crossing for w . For then, setting i = w−1a+c+1, j = a + b, k = w−1(wi − 1) and h = #{l ∈ [ j]:
wl < wk}, we will have
mbg(w)  Ψ (i, j) = [h, j − h,wk − h,n− wk − j + h] = [a,b, c,d] = x,
since k = w−1a+c and h = a (on account of Lemma 4.4).
Now, in order for (w−1a+c+1,a + b) to be a crossing, the three rows of inequalities in the deﬁnition
of crossing must be satisﬁed. We have wi = a + c + 1 > 1, and by Lemma 4.4, i = w−1a+c+1  a + b = j
and j = a + b < w−1a+c = w−1(wi − 1). By the same lemma, w j+1 = wa+b+1  a + c = wi − 1 and
wi − 1= a + c < wa+b = w j , the latter since a + b = ib ∈ Mc(w). 
We discuss some aspects of Theorem 4.6 in the comments below.
1. Let w be a right m-vexillary permutation and suppose that x = [a,b, c,d] ∈ mbg(w). We do not
necessarily have c ∈ widths(w), even if c  m, which is to say that the width of λ(x) might not
equal the width of any maximal rectangle inside λ(w). For example, take w to be the permutation
316524 ∈ V R1,6 and let x = [1,3,1,1] ∈ bg6. It is easily veriﬁed that the pair (1,4) is a crossing for w
and x = Ψ (1,4); hence, x ∈ mbg(w). The unique positive code value of x is 1, which does not belong
to {2,3} =widths(w).
2. If w is vexillary, then for any x = [a,b, c,d] ∈ mbg(w) we have c ∈ widths(w). In fact, one can
show that c = min{#Li(w),#L j(w)}, where i = w−1a+c+1 and j = a + b. Combining this observation
with Theorem 4.6 (speciﬁcally, the case m = n), we obtain the bijection from mbg(w) to the set of
maximal rectangles inside λ(w) that was mentioned just before Lemma 4.1.
3. The left-handed counterpart of Theorem 4.6 can be stated as follows: Let w ∈ Sn be left m-
vexillary. Then for every b ∈ [m]∩heights(w) there exists a unique x ∈mbg(w) such that the rectangle
λ(x) has height b. Moreover, λ(x) is the maximal rectangle inside λ(w) of height b.
4. Inspection of the above proof reveals that the statement of Theorem 4.6 can be strengthened
slightly by substituting the set [m] ∩ heights(w−1) for [m] ∩ widths(w) and replacing the second
part of the conclusion with “Moreover, λ(x) has height #Mc(w), so that if c ∈widths(w) then λ(x) is
the maximal rectangle inside λ(w) of width c.” This revised version of the theorem is in fact what
would be needed, should one wish to establish the left-handed statement in the comment above by
using the mapping w → w−1.
5. The converse of Theorem 4.6 is false. To see this, take w = 312645. We have widths(w) = {2}, so
that for m = 1 the conclusion of Theorem 4.6 holds vacuously. However, w /∈ V R1,6. For an example in
which the conclusion of Theorem 4.6 holds non-vacuously, take w = 54128673 and m = 2.
Counterexamples of the sort mentioned in the last comment disappear when m is required to be
the width of a maximal rectangle inside λ(w), as we show below.
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there exists an x ∈ mbg(w) such that λ(x) is the maximal rectangle inside λ(w) of width c. Then w is right
m-vexillary.
Proof. Observe that it is enough to prove the statement under the additional hypothesis that w is
right r-vexillary with 0  r < m and widths(w) contains no number strictly between r and m; for
then the theorem follows by induction on m.
Let x = [a,b,m,d] ∈ mbg(w) be such that λ(x) is the maximal rectangle inside λ(w) of width m.
Then #Mm(w) = b, so that, by Lemma 4.2,
{
q ∈ [a + b]: wq > a+m
} = Mm(w).
Suppose that (i, j,k, l) is a 2143 pattern in w . We claim that wi > a + m and k  a + b. Observe
that #Li(w),#Lk(w) > r since { j} unionmulti (i, j,k, l;w)R ⊆ Li(w), {l} unionmulti (i, j,k, l;w)R ⊆ Lk(w) and w is right
r-vexillary. Hence, by our hypothesis on widths(w), we have #Li(w),#Lk(w)m, i.e., i,k ∈ Mm(w).
It now follows from the above equality that wi > a +m and k a + b, as was claimed.
According to Lemma 4.1, exactly a of the elements in [a +m] can be found among w1, . . . ,wa+b .
Hence, there exist distinct indices j1, . . . , jm > a + b  k such that w jp  a +m < wi for all p ∈ [m].
This means that the pattern (i, j,k, l) has right degree at least m. We conclude that w is right m-
vexillary. 
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