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Abstract
In analogy with the Fourier-Stieltjes algebra of a group, we associate to a unital
discrete twisted C∗-dynamical system a Banach algebra whose elements are coefficients
of equivariant representations of the system. Building upon our previous work, we
show that this Fourier-Stieltjes algebra embeds continuously in the Banach algebra
of completely bounded multipliers of the (reduced or full) C∗-crossed product of the
system. We introduce a notion of positive definiteness and prove a Gelfand-Raikov
type theorem allowing us to describe the Fourier-Stieltjes algebra of a system in a
more intrinsic way. We also propose a definition of amenability for C∗-dynamical
systems and show that it implies regularity. After a study of some natural commutative
subalgebras, we end with a characterization of the Fourier-Stieltjes algebra involving
C∗-correspondences over the (reduced or full) C∗-crossed product.
MSC 2010: 46L55, 43A50, 43A55.
Keywords: Fourier-Stieltjes algebra, twisted C∗-dynamical system, twisted C∗-crossed
product, equivariant representation, completely bounded multiplier, positive definite-
ness, C∗-correspondence
1 Introduction
A famous result of Gelfand and Raikov [23] (see also [24]) says that a (complex-valued)
continuous function on a locally compact group G is positive definite if and only if it
arises as a “diagonal” coefficient function of a continuous unitary representation of G on
some Hilbert space. The collection P (G) of all such functions forms a cone in the space of
continuous, bounded functions Cb(G), while its linear span B(G), when equipped with the
pointwise product, gives the so-called Fourier-Stieltjes algebra of G, as introduced in the
seminal work of Eymard [22] (where he also introduced the Fourier algebra A(G)). It is
well-known that B(G) admits a natural Banach space structure for which it is isometrically
isomorphic to the dual space of the full group C∗-algebra C∗(G) associated with G. More-
over, any element of B(G) (resp. P (G)) induces in a canonical way a completely bounded
(resp. completely positive) map on C∗(G) and on the reduced group C∗-algebra C∗r (G)
(see for example [15, 41, 35, 36]). In other words, denoting by Mucb(G) (resp. M0A(G))
the space of completely bounded full (resp. reduced) multipliers of G, this means that
B(G) ⊂ Mucb(G) and B(G) ⊂ M0A(G). In fact, we have B(G) = M
u
cb(G) [36], while
B(G) =M0A(G) holds if and only if G is amenable [15, 9].
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It is also worth mentioning that A(G) and B(G) are important ingredients in Walter’s
duality theory [40], also available for non abelian groups, that provides an alternative to
other perhaps more popular approaches, e.g. Tannaka-Krein duality in the case of compact
groups. Moreover, generalizations of Fourier-Stieltjes algebras (and Fourier algebras) have
been introduced in other settings, e.g. for Kac algebras in [13, 14] and for groupoids in
[39, 38, 29, 33].
In some previous work [5, 6], we have developed some aspects of classical Fourier theory
for the reduced C∗-crossed product C∗r (Σ) associated with a unital discrete twisted C
∗-
dynamical system Σ = (A,G,α, σ). We recall in Section 2 the definition of such systems
and give a brief outline in subsection 2.1 of the construction of the associated (full and
reduced) C∗-crossed products using Hilbert C∗-modules. As the equivariant representation
theory of Σ plays a major roˆle in this article, similar to the one played by the unitary
representation theory of a group, we give a short introduction to this topic in subsection
2.2, where we also indicate how to form direct sums and tensor products of equivariant
representations.
The main motivation of the present work is to present and discuss a natural candidate
for the Fourier-Stieltjes algebra B(Σ) of Σ. As a set, B(Σ) consists of the A-valued
coefficients of the equivariant representations of Σ. In Section 3 we prove that B(Σ)
may be organized as a unital Banach algebra in a natural way and that B(G) embeds
continuously in B(Σ). We also illustrate that B(Σ) is not commutative whenever A 6= C
satisfies some weak assumptions.
Section 4 contains our main results. In subsection 4.1, we introduce the space Mucb(Σ)
of completely bounded full multipliers of Σ, and show that B(Σ) ⊂Mucb(Σ), that is, every
element of B(Σ) naturally gives rise to a completely bounded map on C∗(Σ). In the case
of C∗r (Σ), the analogous result, saying that B(Σ) ⊂ M0A(Σ), was already shown in [6]
using a version of Fell’s absorption principle. The full case relies on the fact that one
may form a kind of tensor product of an equivariant representation of Σ with a covariant
representation of Σ to obtain another covariant representation of Σ, as was shown in [5].
In subsection 4.2, we propose a notion of Σ-positive definiteness for A-valued functions
defined on G × A that are linear in the second variable. This notion fits well with the
general scheme, in the sense that we show that T is Σ-positive definite if and only if
T arises as a “diagonal” coefficient function of an equivariant representation of Σ on
some Hilbert A-module. This characterization provides a generalization of Gelfand and
Raikov’s result for positive definite functions on G (which is recovered by setting A = C)
and of the GNS-construction for completely positive maps from A to itself [32] (which
follows by setting G = {e}). It also gives that B(Σ) coincides with the span of Σ-positive
definite functions, as in the group case. One should note that our concept of Σ-positive
definiteness differs from the notion of positive definiteness (with respect to α) defined
earlier by Anantharaman-Delaroche [1, 2] for functions from G to A. Such a function is
positive definite in her sense if and only if it arises as a “diagonal” coefficient function of
an α-compatible action of G on some Hilbert A-module. However, in her approach, the
link with completely positive maps on the associated crossed products remained somewhat
elusive, except in some special situations, as the one considered by Dong and Ruan [16] for
functions from G into the center of A. Our results clarify this connection. For example, if
T : G ×A → A is of the form T (g, a) = ϕ(g) a for some function ϕ : G → A, we get that
T is Σ-positive definite if and only if ϕ takes its values in the center of A and ϕ is positive
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definite (with respect to α), if and only if ϕ induces a completely positive map on C∗(Σ)
(resp. C∗r (Σ)). (See Proposition 4.24 for a precise statement). We end this subsection by
proposing a definition of amenability for Σ and showing that it implies regularity, i.e., that
C∗(Σ) is canonically isomorphic to C∗r (Σ). In subsection 4.3, we discuss some commutative
subalgebras of B(Σ), notably its center and also its subalgebra arising from coefficients
of equivariant representations of Σ associated with central vectors. On the other hand,
as B(Σ) itself sits in the space M0A(Σ) of completely bounded (reduced) multiplers of
Σ, we show in subsection 4.4 that M0A(Σ) has a natural structure of a Banach algebra
with conjugation (in the sense of [41]) and that B(Σ) is a subalgebra of M0A(Σ) that is
closed under conjugation. We also consider some other subalgebras of M0A(Σ). In this
subsection, M0A(Σ) can be replaced with the space of completely bounded full multipliers
Mucb(Σ) if wishable.
In Section 5, we show that B(Σ) may alternatively be described as “localized” co-
efficients of C∗-correspondences over the reduced crossed product C∗r (Σ) if one uses the
canonical conditional expectation from C∗r (Σ) onto A as a localization map. A similar
result is also true if one considers the full crossed product C∗(Σ) instead of C∗r (Σ). This
means that B(Σ) is fully determined by the reduced (or the full) C∗-crossed product
associated with Σ, a fact which is not evident from the outset.
In a subsequent paper [8], we plan to study how different notions of equivalence for
C∗-dynamical systems are reflected in the associated Fourier-Stieltjes algebras. We also
have in mind to study possible candidates for the Fourier algebra of Σ (see Remark 4.29
for a tentative definition of A(Σ)). In another direction, one may wonder if it is possible to
define a notion of conditionally negative definiteness (w.r.t. Σ) and establish a Schoenberg
type theorem, as in the classical case. Our work leaves many other interesting questions
open for future investigations and some of these problems are mentioned throughout the
text. To avoid many technicalities, we only consider systems Σ = (A,G,α, σ) where A is
unital and G is discrete in this paper. When A is nonunital and the cocycle σ is assumed
to take its values in the multiplier algebra of A, by making use of an approximative unit
for A whenever appropriate, it should not be problematic to generalize our results to this
setting (for G discrete). We also believe that the case where A is a separable C∗-algebra
and G is a second countable locally compact group (as considered in [30, 31]) should be
possible to handle, although this will require a non-negligible amount of work. Our guiding
thought in this respect has been that we had better demonstrate that our approach leads
to a valuable theory in the case of unital discrete systems before eventually dealing with
more general systems.
As general references for the theory of C∗-algebras used in this article, we recommend
[10] and [11]. Concerning notation and terminology, we list below a few items specific
for this paper. If G is a discrete group and X is a (complex) vector space, we will let
Cc(G,X) denote the vector space of functions from G into X with finite support. If g ∈ G
and x ∈ X, we will let x⊙ g denote the function in Cc(G,X) which takes the value x at g
and is equal to 0 otherwise. We will only consider unital C∗-algebras in this paper, and by
a homomorphism between two such objects we will always mean a homomorphism that
is unital and ∗-preserving. Isomorphisms and automorphisms are therefore also assumed
to be ∗-preserving. The group of unitary elements in a C∗-algebra A will be denoted by
U(A), the center of A by Z(A), and the group of automorphisms of A by Aut(A). The
identity map on A will be denoted by id (or idA).
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By a Hilbert C∗-module, we will always mean a right Hilbert C∗-module. The reader
should consult [28] for unexplained terminology and notation about such modules. All
inner products are assumed to be linear in the second variable, L(X,Y ) will denote the
space of all adjointable operators between two Hilbert C∗-modules X and Y over a C∗-
algebra B, and L(X) = L(X,X). A representation π of a C∗-algebra A on a Hilbert
B-module Y is then a homomorphism from A into the C∗-algebra L(Y ). Moreover, if H
is a Hilbert space, then we will regard Y ⊗H as a Hilbert B-module, and π⊗ ι will denote
the representation of A on Y ⊗H satisfying (π⊗ ι)(a)(y ⊗ ξ) = π(a)⊗ ξ for a ∈ A, y ∈ Y
and ξ ∈ H.
2 Preliminaries
2.1 C∗-dynamical systems and twisted crossed products
Throughout this paper, the quadruple Σ = (A,G,α, σ) will denote a twisted unital discrete
C∗-dynamical system. This means that A is a C∗-algebra with unit 1, G is a discrete group
with identity e and (α, σ) is a twisted action of G on A (sometimes called a cocycle G-
action on A), that is, α is a map from G into Aut(A) and σ is a map from G × G into
U(A), satisfying
αg αh = Ad(σ(g, h))αgh
σ(g, h)σ(gh, k) = αg(σ(h, k))σ(g, hk)
σ(g, e) = σ(e, g) = 1 ,
for all g, h, k ∈ G. Of course, Ad(v) denotes here the (inner) automorphism of A imple-
mented by some unitary v in U(A).
Some general references about such twisted systems and their associated C∗-crossed
products are for example [30, 31, 5]. If σ is trivial, that is, σ(g, h) = 1 for all g, h ∈ G,
then Σ is an ordinary C∗-dynamical system (see e.g. [43, 11, 17]). If σ is central, that is,
it takes values in U(Z(A)), then α is still an ordinary action of G on A, and this case is
studied in [44]. If A = C, then we have αg = id for all g ∈ G and σ is a 2-cocycle on G
with values in the unit circle T, (see e.g. [4] and references therein).
We will use the cocycle equations listed above in various forms a number of times. The
reader should be able to fill in the necessary steps that we often will omit. As a sample,
we include the following result.
Lemma 2.1. Let g, h, h′ ∈ G. Then we have
σ(h, h−1h′) = α−1g
(
σ(g, h′)σ(gh, h−1h′)∗ σ(g, h)∗)
)
.
Proof. We have
σ(g, h)σ(gh, h−1h′) = αg
(
σ(h, h−1h′)
)
σ(g, h h−1h′) = αg
(
σ(h, h−1h′)
)
σ(g, h′) .
Hence, αg
(
σ(h, h−1h′)
)
= σ(g, h)σ(gh, h−1h′)σ(g, h′)∗ , and the assertion follows by ap-
plying α−1g .

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We give below a short exposition on the full twisted crossed product C∗-algebra C∗(Σ)
and its reduced version C∗r (Σ) that makes use of Hilbert C
∗-modules (see e.g. [5] for more
details on this approach).
A covariant homomorphism of Σ is a pair (π, u), where π is a homomorphism of A into
a C∗-algebra D and u is a map of G into U(D), satisfying
u(g)u(h) = π(σ(g, h))u(gh)
and the covariance relation
π(αg(a)) = u(g)π(a)u(g)
∗ (1)
for all g, h ∈ G and a ∈ A. If D = L(Y ) for some Hilbert C∗-module Y , then (π, u) is
called a covariant representation of Σ on Y .
For example, let AΣ be the Hilbert A-module
AΣ =
{
ξ : G→ A |
∑
g∈G
α−1g
(
ξ(g)∗ ξ(g)
)
is norm-convergent in A
}
where the A-valued inner product is given by
〈ξ, η〉α =
∑
g∈G
α−1g
(
ξ(g)∗η(g)
)
,
and the right action of A is given by (ξ · a)(g) = ξ(g)αg(a). The (left) regular covariant
representation (ℓΣ , λΣ) of Σ on A
Σ is then given by
[
ℓΣ(a) ξ
]
(h) = a ξ(h) ,
[
λΣ(g) ξ
]
(h) = αg
(
ξ(g−1h)
)
σ(g, g−1h)
for ξ ∈ AΣ and h ∈ G. Other (unitarily equivalent) ways to define regular covariant
representations of Σ are discussed in [5].
The vector space Cc(G,A) becomes a unital ∗-algebra, denoted by Cc(Σ), when equipped
with the operations
(f1 ∗ f2) (h) =
∑
g∈G
f1(g)αg
(
f2(g
−1h)
)
σ(g, g−1h) ,
f∗(h) = σ(h, h−1)∗ αh
(
f(h−1)
)∗
.
Whenever (π, u) is a covariant homomorphism of Σ into D, the map π × u : Cc(Σ) → D
defined by
(π × u)(f) =
∑
g∈G
π(f(g))u(g) for all f ∈ Cc(Σ)
gives a homomorphism from Cc(Σ) into D. In particular, ΛΣ := ℓΣ×λΣ is a representation
of Cc(Σ) on A
Σ, which is easily seen to be faithful. Identifying A with ℓΣ(A), as we will
do in the sequel, we have
ΛΣ(f) =
∑
g∈G
f(g)λΣ(g) for f ∈ Cc(Σ) .
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The full C∗-algebra C∗(Σ) is the C∗-algebra obtained by completing Cc(Σ) with respect
to the norm on Cc(Σ) given by
‖f‖u = sup
{
‖(π × u)(f)‖ : (π, u) is a covariant homomorphism of Σ
}
.
We will identify Cc(Σ) with its canonical copy inside C
∗(Σ).
Whenever (π, u) is a covariant homomorphism of Σ into D, we may extend π× u in a
unique way to a homomorphism from C∗(Σ) into D, that will also be denoted by π × u.
Let iA : A → C
∗(Σ) be the homomorphism given by iA(a) = a ⊙ e for a ∈ A and let
iG : G → U(C
∗(Σ)) be given by iG(g) = 1 ⊙ g for g ∈ G. Then (iA, iG) is a covariant
homomorphism of Σ into C∗(Σ), satisfying iA× iG = idC∗(Σ). Moreover, if φ : C
∗(Σ)→ D
is a homomorphism, then (π, u) := (φ ◦ iA , φ ◦ iG) is a covariant homomorphism of Σ into
D, satisfying π × u = φ.
The reduced C∗-algebra C∗r (Σ) is defined as the C
∗-subalgebra of L(AΣ) given by
C∗r (Σ) = ΛΣ
(
C∗(Σ)
)
.
The system Σ is called regular when ΛΣ is faithful on C
∗(Σ), in which case it provides an
isomorphism from C∗(Σ) onto C∗r (Σ). As is well-known, this happens when G is amenable.
For some more general conditions, see e.g. [5] and references therein.
Let ξ0 ∈ A
Σ be defined by ξ0(e) = 1 and ξ0(g) = 0 for g 6= e. For x ∈ C
∗
r (Σ), we set
x̂ = x ξ0 ∈ A
Σ .
The canonical conditional expectation E from C∗r (Σ) onto A is then given by
E(x) = x̂(e)
for x ∈ C∗r (Σ). In particular, we have E
(
ΛΣ(f)
)
= f(e) for f ∈ Cc(Σ). As is well-known,
E is faithful. It is also equivariant, that is, we have
E
(
λΣ(g)xλΣ(g)
∗
)
= αg(E(x))
for g ∈ G and x ∈ C∗r (Σ).
2.2 Equivariant representations
We recall from [5, 6] that an equivariant representation of Σ on a Hilbert A-module X
is a pair (ρ, v) where ρ : A → L(X) is a representation of A on X and v is a map from
G into the group I(X) consisting of all C-linear, invertible, bounded maps from X into
itself, which satisfy:
(i) ρ(αg(a)) = v(g) ρ(a) v(g)
−1 , g ∈ G , a ∈ A
(ii) v(g) v(h) = adρ(σ(g, h)) v(gh) , g, h ∈ G
(iii) αg
(
〈x , x′〉
)
= 〈v(g)x , v(g)x′〉 , g ∈ G , x, x′ ∈ X
(iv) v(g)(x · a) = (v(g)x) · αg(a) , g ∈ G, x ∈ X, a ∈ A.
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In (ii) above, adρ(σ(g, h)) ∈ I(X) is defined by
adρ(σ(g, h))x =
(
ρ(σ(g, h))x
)
· σ(g, h)∗ , g, h ∈ G, x ∈ X.
The central part of X (w.r.t. ρ) is defined by
ZX = {z ∈ X | ρ(a)z = z · a for all a ∈ A} .
So adρ(σ(g, h)) is the identity operator when restricted to ZX . We also note that property
(iii) implies that each v(g) is an isometry on X, and that v is simply a unitary represen-
tation of G on the Hilbert space X when A = C. Equivariant representations of Σ may
alternatively be described via (α, σ)-(α, σ) compatible actions of G on C∗-correspondences
over A, in the spirit of [18, 19] (see also Remark 5.1).
The trivial equivariant representation of Σ is the pair (ℓ, α) acting on A, considered as
an A-module over itself in the canonical way. If (ρ, v) is an equivariant representation of
Σ on a Hilbert A-module X and w is a unitary representation of G on some Hilbert space
H, then we can form the equivariant representation (ρ⊗ ι, v ⊗ w) of Σ on X ⊗H, where
(v ⊗ w)(g) ∈ I(X ⊗H) is determined by
[(v ⊗ w)(g)](x ⊗ ξ) = v(g)x ⊗ w(g)ξ
for all g ∈ G, x ∈ X and ξ ∈ H. For example, if λ denotes the (left) regular representation
of G on ℓ2(G), then (ℓ ⊗ ι, α ⊗ λ) gives the (left) regular equivariant representation of Σ
on AG := A⊗ ℓ2(G).
Tensoring an equivariant representation with a covariant representation is possible, see
[5, Section 4]: if (ρ, v) is an equivariant representation of Σ on a Hilbert A-module X and
(π, u) is a covariant representation of Σ on a Hilbert B-module Y , then (ρ⊗˙π , v⊗˙u) is
a covariant representation of Σ on the internal tensor product Hilbert B-module X ⊗πY .
We recall that on simple tensors in X ⊗πY , we have
(x · a) ⊗˙ y = x ⊗˙π(a)y , (x ⊗˙ y) · b = x ⊗˙ (y · b) ,〈
x ⊗˙ y , x′ ⊗˙ y′
〉
=
〈
y , π
(
〈x, x′〉
)
y′
〉
for x ∈ X, y ∈ Y, a ∈ A and b ∈ B. We also note for further use that ‖x ⊗˙ y‖ ≤ ‖x‖ ‖y‖.
The covariant representation (ρ⊗˙π , v⊗˙u) is determined by[
(ρ⊗˙π)(a)
]
(x⊗˙ y) = ρ(a)x ⊗˙ y ,
[
(v⊗˙u)(g)
]
(x⊗˙ y) = v(g)x ⊗˙ u(g)y .
One can also form the tensor product of equivariant representations. Indeed, assume
that (ρ1, v1) and (ρ2, v2) are equivariant representations of Σ on some Hilbert A-modules
X1 and X2, respectively. We will define their tensor product (ρ1, v1) ⊗ (ρ2, v2), as an
equivariant representation of Σ on the internal tensor product Hilbert A-moduleX1⊗ρ2X2.
This is achieved as follows.
For a ∈ A, we let (ρ1 ⊗ ρ2)(a) ∈ L(X1 ⊗ρ2 X2) be determined on simple tensors by[
(ρ1 ⊗ ρ2)(a)
]
(x1 ⊗˙x2) = ρ1(a)x1 ⊗˙x2 for x1 ∈ X1, and x2 ∈ X2 .
In other words, (ρ1⊗ρ2)(a) = (ρ2)∗(ρ1(a)) in the notation of [28]. It is easily checked that
the associated map ρ1 ⊗ ρ2 : A→ L(X1 ⊗ρ2 X2) is a representation of A on X1 ⊗ρ2 X2.
Next, for each g ∈ G, it is straightforward to verify that there exists a map (v1⊗v2)(g)
in I(X1 ⊗ρ2 X2) determined on simple tensors by[
(v1 ⊗ v2)(g)
]
(x1⊗˙x2) = v1(g)x1 ⊗˙ v2(g)x2 for x1 ∈ X1 and x2 ∈ X2 .
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Proposition 2.2. The pair (ρ1, v1) ⊗ (ρ2, v2) := (ρ1 ⊗ ρ2, v1 ⊗ v2) is an equivariant rep-
resentation of Σ on the Hilbert A-module X1 ⊗ρ2 X2.
Proof. We have to check that the properties (i)-(iv) hold for (ρ1⊗ρ2, v1⊗v2). By linearity
and density, it suffices to verify these on simple tensors.
(i): For all a ∈ A, g ∈ G, x ∈ X1 and y ∈ X2 we have
(ρ1 ⊗ ρ2)(αg(a))(v1 ⊗ v2)(g)(x ⊗˙ y) = ρ1(αg(a))v1(g)x ⊗˙ v2(g)y
= v1(g)ρ1(a)x ⊗˙ v2(g)y
= (v1 ⊗ v2)(g)(ρ1 ⊗ ρ2)(a)(x ⊗˙ y) ,
where we have used property (i) for (ρ1, v1);
(ii): For all g, h ∈ G, x ∈ X1 and y ∈ X2 we have
(v1 ⊗ v2)(g)(v1 ⊗ v2)(h)(x ⊗˙ y) = v1(g)v1(h)x ⊗˙ v2(g)v2(h)y)
= (ρ1(σ(g, h))v1(gh)x) · σ(g, h)
∗ ⊗˙ (ρ2(σ(g, h))v2(gh)y) · σ(g, h)
∗
= ρ1(σ(g, h))v1(gh)x ⊗˙ v2(gh)y · σ(g, h)
∗
=
(
(ρ1 ⊗ ρ2)(σ(g, h))(v1 ⊗ v2)(gh)(x ⊗˙ y)
)
· σ(g, h)∗
= adρ1⊗ρ2(σ(g, h))(v1 ⊗ v2)(gh)(x ⊗˙ y) ;
(iii): For all g ∈ G, x, x′ ∈ X1 and y, y
′ ∈ X2 we have
αg
(〈
x ⊗˙ y , x′ ⊗˙ y′
〉)
= αg
(〈
y, ρ2
(
〈x, x′〉
)
y′
〉)
=
〈
v2(g)y , v2(g)ρ2
(
〈x, x′〉
)
y′
〉
=
〈
v2(g)y , ρ2
(
αg(〈x, x
′〉)
)
v2(g)y
′
〉
=
〈
v2(g)y , ρ2
(
〈v1(g)x, v1(g)x
′〉)v2(g)y
′
〉
=
〈
v1(g)x ⊗˙ v2(g)y , v1(g)x
′ ⊗˙ v2(g)y
′
〉
=
〈
(v1 ⊗ v2)(g)(x ⊗˙ y) , (v1 ⊗ v2)(g)(x
′ ⊗˙ y′)
〉
,
where we have used both (iii) and (i) for (ρ2, v2) and (iii) for (ρ1, v1);
(iv) For all a ∈ A, g ∈ G, x ∈ X1 and y ∈ X2 we have
(v1 ⊗ v2)(g)
(
(x ⊗˙ y) · a
)
= (v1 ⊗ v2)(g)(x ⊗˙ y · a)
= v1(g)x ⊗˙ v2(g)(y · a)
= v1(g)x ⊗˙ (v2(g)y) · αg(a)
=
(
(v1 ⊗ v2)(g)(x ⊗˙ y)
)
· αg(a) ,
where we have used (iv) for (ρ2, v2). 
Finally, we will need to form the direct sum of equivariant representations. Assume
{(ρi, vi)}i∈I is an indexed family of equivariant representations of Σ, with each (ρi, vi)
acting on a Hilbert A-module Xi. Let then X = ⊕i∈IXi denote the direct sum of the Xi’s,
as defined for example in [28]. In particular, the inner product on X is given by
〈x , x′〉 =
∑
i∈I
〈xi , x
′
i〉
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for x = (xi) , x
′ = (x′i) ∈ X, the sum being norm-convergent in A. We can then define
ρ = ⊕i∈I ρi : A→ L(X) and v = ⊕i∈I vi : G→ I(X) by
ρ(a)x = (ρi(a)xi) , v(g)x = (vi(g)xi)
for a ∈ A, g ∈ G and x = (xi) ∈ X. It is easy to check that ρ and v are well defined and
satisfy all the required properties. For example, for x = (xi) , x
′ = (x′i) ∈ X and g ∈ G,
using continuity of αg and property (iii) for each (ρi, vi), we have
αg
(
〈x , x′〉
)
=
∑
i∈I
αg
(
〈xi , xi〉
)
=
∑
i∈I
〈vi(g)xi , vi(g)x
′
i〉
= 〈v(g)x , v(g)x′〉 .
which shows that property (iii) holds for (ρ, v).
3 The Fourier-Stieltjes algebra of Σ
We recall [22, 35] that B(G) is a commutative unital Banach ∗-algebra w.r.t. to the
norm given by letting ‖ϕ‖ denote the infimum of the set of values ‖ξ‖ ‖η‖ obtained from
the possible decompositions of ϕ of the form ϕ(g) = 〈ξ, v(g) η〉 where v is a unitary
representation of G on a Hilbert space H and ξ , η ∈ H.
To define the Fourier-Stieltjes algebra B(Σ) in a similar manner, we first introduce
some notation. Let (ρ, v) be an equivariant representation of Σ on a Hilbert A-module X
and let x, y ∈ X. Then we define Tρ,v,x,y : G×A→ A by
Tρ,v,x,y(g, a) =
〈
x, ρ(a) v(g) y
〉
for a ∈ A, g ∈ G ,
and think of Tρ,v,x,y as an A-valued coefficient function associated with (ρ, v).
Definition 3.1. We let B(Σ) denote the set of all maps from G × A into A of the form
Tρ,v,x,y for some equivariant representation (ρ, v) of Σ on a Hilbert A-module X and
x, y ∈ X .
As we are going to organize B(Σ) as an algebra, we call B(Σ) for the Fourier-Stieltjes
algebra of Σ. Let L(Σ) consist of all the maps from G × A into A that are linear in the
second variable, and equip L(Σ) with its natural algebra structure: for T, T ′ ∈ L(Σ) and
λ ∈ C, we let T + T ′, λT , T × T ′ and I be the maps in L(Σ) defined by
(T + T ′)(g, a) := T (g, a) + T ′(g, a)
(λT )(g, a) := λT (g, a)
(T × T ′)(g, a) := T (g, T ′(g, a))
I(g, a) := a
for g ∈ G and a ∈ A. Given T ∈ L(Σ) and g ∈ G, we will often write Tg for the linear
map from A into itself given by Tg(a) = T (g, a) for a ∈ A. Note that, for instance, we
have (T + T ′)g = Tg + T
′
g and (T × T
′)g = Tg ◦ T
′
g for all g ∈ G, so it is almost obvious
that L(Σ) becomes a unital algebra with respect to these operations.
It is clear that B(Σ) is a subset of L(Σ). In fact, we have:
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Lemma 3.2. B(Σ) is a unital subalgebra of L(Σ).
Proof. We first note that I = Tℓ,α,1,1 ∈ B(Σ). Next, it is evident that B(Σ) is closed under
multiplication by scalars. Moreover, if for i = 1, 2, (ρi, vi) are equivariant representations
of Σ on Hilbert A-modules Xi and xi, yi ∈ Xi, then we have
Tρ1,v1,x1,y1 + Tρ2,v2,x2,y2 = Tρ1⊕ρ2, v1⊕v2, x1⊕x2,y1⊕y2 ,
Tρ1,v1,x1,y1 × Tρ2,v2,x2,y2 = Tρ2⊗ρ1, v2⊗v1, x2⊗˙x1,y2⊗˙y1 ,
which clearly implies that B(Σ) is closed under addition and multiplication. For example,
for g ∈ G and a ∈ A, we have
(
Tρ1,v1,x1,y1 × Tρ2,v2,x2,y2
)
(g, a) = Tρ1,v1,x1,y1
(
g, Tρ2,v2,x2,y2(g, a)
)
=
〈
x1 , ρ1
(
〈x2 , ρ2(a)v2(g)y2〉
)
v1(g)y1
〉
=
〈
x2 ⊗˙x1 , ρ2(a)v2(g)y2 ⊗˙ v1(g)y1
〉
=
〈
x2 ⊗˙x1 , (ρ2 ⊗ ρ1)(a)(v2 ⊗ v1)(g)(y2 ⊗˙ y1)
〉
=
(
Tρ2⊗ρ1, v2⊗v1 , x2⊗˙x1,y2⊗˙y1
)
(g, a) .

As with B(G), it is not difficult to see that we get a norm on B(Σ) by letting ‖T‖
denote the infimum of the set of values ‖x‖ ‖y‖ associated with the possible decompositions
of T of the form T = Tρ,v,x,y. Moreover, we have:
Proposition 3.3. B(Σ) is a unital Banach algebra w.r.t. ‖ · ‖.
Proof. From Lemma 3.2 and our comment above, we know that B(Σ) is a unital algebra
and a normed space w.r.t. ‖ · ‖. We now show that B(Σ) is complete. Assume that
{Ti}i∈N is a sequence of non-zero elements in B(Σ) such that
∑∞
i=1 ‖Ti‖ < ∞. We have
to show that
∑∞
i=1 Ti is norm-convergent in B(Σ). For each i, we may pick an equivariant
representation (ρi, vi) of Σ on Xi and xi, yi ∈ Xi such that Ti = Tρi,vi,xi,yi and
‖xi‖ ‖yi‖ < ‖Ti‖+ 1/2
i .
Without loss of generality, we may assume that ‖xi‖ = ‖yi‖ (by replacing xi with
√
‖yi‖
‖xi‖
xi
and yi with
√
‖xi‖
‖yi‖
yi if necessary), so we have
‖xi‖
2 = ‖yi‖
2 < ‖Ti‖+ 1/2
i (2)
for each i. Let X = ⊕∞i=1Xi and note that x = (xi) and y = (yi) both belong to X since,
for instance, we have
∞∑
i=1
‖〈xi, xi〉‖ =
∞∑
i=1
‖xi‖
2 ≤
∞∑
i=1
(
‖Ti‖+ 1/2
i
)
=
( ∞∑
i=1
‖Ti‖
)
+ 1 < ∞ ,
so the series
∑∞
i=1 〈xi, xi〉 is (absolutely) convergent in A.
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We may now let (ρ, v) be the equivariant representation of Σ onX given by ρ = ⊕∞i=1 ρi ,
v = ⊕∞i=1 vi , and set T = Tρ,v,x,y ∈ B(Σ). Then we claim that
∑∞
i=1 Ti converges to T in
B(Σ). Indeed, for each n ∈ N, setting
X ′n = ⊕
∞
i=n+1Xi , ρ
′
n = ⊕
∞
i=n+1 ρi , v
′
n = ⊕
∞
i=n+1 vi , x
′
n = (xi)
∞
i=n+1 , y
′
n = (yi)
∞
i=n+1 ,
one easily checks that T −
∑n
i=1 Ti = Tρ′n,v′n,x′n,y′n . Hence, we get
∥∥T − n∑
i=1
Ti
∥∥2 ≤ ‖x′n‖2 ‖y′n‖2 = ∥∥
∞∑
i=n+1
〈xi, xi〉
∥∥ ∥∥ ∞∑
i=n+1
〈yi, yi〉
∥∥
≤
∞∑
i=n+1
‖〈xi, xi〉‖ ·
∞∑
i=n+1
‖〈yi, yi〉‖ =
∞∑
i=n+1
‖xi‖
2 ·
∞∑
n+1
‖yi‖
2
≤
( ∞∑
i=n+1
(
‖Ti‖+ 1/2
i
))2
→ 0 as n→∞
since
∑∞
i=1 (‖Ti‖+ 1/2
i) is convergent.
Next we show that ‖ · ‖ is an algebra-norm. Let T1, T2 ∈ B(Σ). If Tj = Tρj ,vj ,xj ,yj for
j = 1, 2, then T1 × T2 = Tρ2⊗ρ1,v2⊗v1,x2⊗x1,y2⊗x1 , so
‖T1 × T2‖ ≤ ‖x2 ⊗ x1‖ ‖y2 ⊗ y1‖ ≤ ‖x1‖‖y1‖ ‖x2‖‖y2‖
Hence, taking the infimum, first over all possible decompositions of T1 , next over all
possible decompositions of T2, we get ‖T1 × T2‖ ≤ ‖T1‖ ‖T2‖ , as desired.
As I = Tℓ,α,1,1 , we have ‖I‖ ≤ ‖1‖ ‖1‖ ≤ 1, hence ‖I‖ = 1 since the converse inequality
always holds. 
There exists a canonical way of embedding B(G) into B(Σ).
Proposition 3.4. For ϕ ∈ B(G), define Tϕ ∈ L(Σ) by Tϕ(g, a) = ϕ(g) a for g ∈ G
and a ∈ A. Then Tϕ ∈ B(Σ) and the map ϕ → Tϕ gives an injective, continuous,
algebra-homomorphism of B(G) into B(Σ).
Proof. Let us pick a unitary representation w of G on a Hilbert space H and ξ, η ∈ H such
that ϕ(g) = 〈ξ , w(g) η〉 for all g ∈ G. Considering (ρ, v) = (ℓ⊗ ι, α ⊗ w) on X = A⊗ H
and x = 1⊗ ξ , y = 1⊗ η, we get
Tρ,v,x,y(g, a) =
〈
1 , a αg(1)
〉
〈ξ, w(g)η〉 = 〈ξ, w(g)η〉 a = ϕ(g) a .
Hence, Tϕ = Tρ,v,x,y ∈ B(Σ). Moreover, this implies that ‖T
ϕ‖ ≤ ‖x‖‖y‖ = ‖ξ‖‖η‖.
Taking the infimum over all possible decompositions of ϕ, we get ‖Tϕ‖ ≤ ‖ϕ‖. As the
map ϕ→ Tϕ is obviously an injective algebra-homomorphism, we are done. 
Remark 3.5. For later use, we note that the vectors x = 1 ⊗ ξ and y = 1 ⊗ η in the
above proof are both central, i.e., they lie in the central part of X = A⊗H (with respect
to ρ = ℓ⊗ ι). Indeed, ρ(a)(1 ⊗ ξ) = a⊗ ξ = (1⊗ ξ) · a for all a ∈ A.
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Remark 3.6. If Σ = (C, G, id, σ) where σ ∈ Z2(G,T) is a normalized 2-cocycle on G,
then it is easy to see that the map ϕ→ Tϕ is an isomorphism from B(G) onto B(Σ). We
will usually identify B(G) with B(Σ) in this case.
Remark 3.7. We note that if A is noncommutative, then B(Σ) is noncommutative as
well. Indeed, let us consider the trivial equivariant representation (ℓ, α) on X = A and let
b, b′ ∈ A. Then we have Tℓ,α,b,1(g, a) = b
∗aαg(1) = b
∗a, so
(Tℓ,α,b′,1 × Tℓ,α,b,1)(g, a) = Tℓ,α,b′,1(g, b
∗a) = b′∗b∗a = (bb′)∗a
for all g ∈ G and a ∈ A. Similary, we get
(Tℓ,α,b,1 × Tℓ,α,b′,1)(g, a) = (b
′b)∗a
for all g ∈ G and a ∈ A. Hence we see that Tℓ,α,b′,1 and Tℓ,α,b,1 commute in B(Σ) if and
only if bb′ = b′b.
On the other hand, one may wonder whether B(Σ) can be commutative when A is
commutative (and nontrivial). We show below that this is often not the case.
Let (ρ, v) denote an equivariant representation of Σ on a Hilbert A-module X and
assume there exists β ∈ Aut(A) such that β ◦ αg = αg ◦ β for all g ∈ G and β(σ(g, h)) =
σ(g, h) for all g, h ∈ G. Then it is easy to check that (ρ ◦ β, v) is also an equivariant
representation of Σ on X. Now, if β is nontrivial, so there exists b ∈ A such that β(b) 6= b,
we may set T = Tℓ,α,b,1 , T
′ = Tℓ◦β,α,1,1. For all g ∈ G, we get (T × T
′)(g, 1) = b∗ ,
while (T ′ × T )(g, 1) = β(b)∗ . Hence, T × T ′ 6= T ′ × T in this case. So B(Σ) will be
noncommutative whenever some β satisfying the above assumptions exists, even if A is
commutative. This happens for example when α and σ are trivial and A has a nontrivial
automorphism. However, if we take G = Aut(A) and σ is trivial, it may happen that G
has a trivial center (e.g. A = C(Ω) where Ω denotes the Cantor set), so this observation
can not be applied.
4 Multipliers and positive definiteness
4.1 Multipliers
Let T ∈ L(Σ). For each f ∈ Cc(Σ), define T · f ∈ Cc(Σ) by(
T · f
)
(g) = T (g, f(g)) for all g ∈ G .
In other words,
(
T · f
)
(g) = Tg
(
f(g)
)
when g ∈ G. We recall from [4] that T is called a
(reduced) multiplier of Σ whenever there exists a bounded linear mapMT : C
∗
r (Σ)→ C
∗
r (Σ)
such that
MT
(
ΛΣ(f)
)
= ΛΣ(T · f)
for all f ∈ Cc(Σ).
We let MA(Σ) denote the set consisting of all (reduced) multipliers of Σ. The subset
of MA(Σ) consisting of all completely bounded (reduced) multipliers, that is, of multipliers
satisfying ‖MT ‖cb <∞, is denoted by M0A(Σ).
As an example, consider ϕ : G→ C and define Tϕ(g, a) = ϕ(g)a for g ∈ G and a ∈ A.
If Tϕ ∈ MA(Σ), then ϕ ∈ MA(G). The converse statement holds when A = C [7], but
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we don’t know whether it is true in general. Anyhow, it can be shown [5, Corollary 4.7]
that Tϕ ∈M0A(Σ) if and only if ϕ ∈M0A(G).
One may associate completely bounded (reduced) multipliers to elements of B(Σ) (cf.
[5, Theorem 4.8]):
Theorem 4.1. Let (ρ, v) be an equivariant representation of Σ on a Hilbert A-module X
and let x, y ∈ X. Set T = Tρ,v,x,y ∈ B(Σ). Then T ∈ M0A(Σ), with ‖MT ‖cb ≤ ‖x‖ ‖y‖.
Moreover, if x = y, then MT is completely positive, with ‖MT ‖cb = ‖x‖
2 .
It follows that if T ∈ B(Σ), then T ∈ M0A(Σ), with ‖MT ‖cb ≤ ‖T‖. The following
partial converse of Theorem 4.1 holds.
Theorem 4.2. Assume T is a (reduced) multiplier of Σ such that MT is completely pos-
itive. Then T = Tρ,v,x,x for some equivariant representation (ρ, v) of Σ on a Hilbert
A-module X and x ∈ X.
Proof. We will use the KSGNS construction for completely positive maps [28, Theorem
5.6]. We set B = C∗r (Σ) and consider B as a (right) Hilbert module over itself in the
natural way. Let L : B → L(B) denote the left multiplication map and set M˜T = L◦MT :
B → L(B). Then M˜T is completely positive, so the KSGNS construction provides us with
a Hilbert B-module Y and a representation π : B → L(Y ): one first defines a B-valued
semi-inner product on the (right) B-module B ⊙B, given on simple tensors by
〈b1 ⊗ c1 , b2 ⊗ c2〉B = c
∗
1
[
M˜T
(
b ∗1 b2
)]
(c2) = c
∗
1 MT (b
∗
1 b2) c2
for b1, b2, c1, c2 ∈ B, and let Y be the completion of the pre-Hilbert B-module (B⊙B)/N ,
where N = {z ∈ B ⊙ B | 〈z, z〉B = 0}. Writing b ⊗˙ c for the coset (b ⊗ c) + N , the
representation π is then determined by π(d)(b ⊗˙ c) = db ⊗˙ c for b, c, d ∈ B. Now, we may
localize Y using E, that is, we consider Y as a pre-Hilbert A-module with respect to
〈y, z〉A = E
(
〈y, z〉B
)
and let X denote the Hilbert A-module obtained after completion.
Then we let ρ : A→ L(X) be the representation determined by ρ(a) y = π(a) y for a ∈ A
and y ∈ Y , and let v : G→ I(X) be determined by
v(g) y = π(λΣ(g))
(
y · λΣ(g)
∗
)
.
It is easy to check that ρ and v are well-defined, and that (ρ, v) is an equivariant repre-
sentation of Σ on X. (A more general result is proven in Proposition 5.3).
Set x = 1⊗˙1 ∈ X and let a ∈ A and g ∈ G. Then we have
v(g)x = π(λΣ(g))
(
(1⊗˙1) · λΣ(g)
∗
)
= λΣ(g)⊗˙λΣ(g)
∗ ,
so
ρ(a) v(g)x = π(a)
(
λΣ(g)⊗˙λΣ(g)
∗
)
= (aλΣ(g))⊗˙λΣ(g)
∗ ,
which gives 〈
x , ρ(a) v(g)x
〉
B
= 〈1⊗˙1 , (aλΣ(g))⊗˙λΣ(g)
∗〉B
=MT
(
aλΣ(g)
)
λΣ(g)
∗ = Tg(a)λΣ(g)λΣ(g)
∗
= Tg(a) .
Hence we get〈
x , ρ(a) v(g)x
〉
A
= E
(
〈x , ρ(a) v(g)x〉B
)
= E(Tg(a)) = Tg(a) ,
as desired. 
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Definition 4.3. Let T ∈ L(Σ). We say that T is a full multiplier of Σ whenever there
exists a bounded linear map ΦT : C
∗(Σ)→ C∗(Σ) such that
ΦT
(
f
)
= T · f
for every f ∈ Cc(Σ). If ΦT is completely bounded, then we say that T is a completely
bounded full multiplier of Σ. The set of all full (resp. completely bounded full) multipliers
of Σ will be denoted by Mu(Σ) (resp. Mucb(Σ)).
The following result is known for full group C∗-algebras [41, 36], i.e. when A = C,
α = id and σ = 1.
Theorem 4.4. Let (ρ, v) be an equivariant representation of Σ on a Hilbert A-module X
and let x, y ∈ X. Set T = Tρ,v,x,y ∈ B(Σ). Then T is a completely bounded full multiplier
of Σ satisfying ‖ΦT ‖cb ≤ ‖x‖ ‖y‖. Moreover, if x = y, then ΦT is completely positive,
with ‖ΦT ‖cb = ‖x‖
2 .
Proof. Let Π be a faithful representation of C∗(Σ) on a Hilbert spaceH and write Π = π×u
for a covariant representation (π, u) of Σ on H. Note that the pair (ρ⊗˙π , v⊗˙u) is then a
covariant representation of Σ on the Hilbert space X ⊗πH.
For z ∈ X, let Vz : H → X ⊗πH denote the bounded operator determined by
Vz(ξ) = z⊗˙ξ
for ξ ∈ H and note that its adjoint operator V ∗z satisfies
V ∗z (z
′⊗˙η) = π(〈z, z′〉) η
for z′ ∈ X and η ∈ H.
Let then ψ : C∗(Σ)→ L(X ⊗πH) be the completely bounded linear map given by
ψ(b) = V ∗x [(ρ⊗˙π)× (v⊗˙u)](b)Vy
for b ∈ C∗(Σ), which satisfies
‖ψ‖cb ≤ ‖V
∗
x ‖ ‖Vy‖ = ‖x‖ ‖y‖ ,
see for example [34].
Consider now f ∈ Cc(Σ). We claim that Π(T · f) = ψ(f). Indeed, for all ξ, η ∈ H, we
have 〈
ξ , Π(T · f) η
〉
=
〈
ξ , (π × u)(T · f) η
〉
=
∑
g∈G
〈
ξ , π
(
〈x, ρ(f(g))v(g)y〉
)
u(g)η
〉
=
∑
g∈G
〈
x⊗˙ξ , ρ(f(g))v(g)y ⊗˙u(g)η
〉
=
∑
g∈G
〈
x⊗˙ξ , (ρ⊗˙π)(f(g)) (v⊗˙u)(g)(y ⊗˙η)
〉
=
〈
x⊗˙ξ , [(ρ⊗˙π)× (v⊗˙u)](f) (y⊗˙η)
〉
=
〈
ξ , V ∗x [(ρ⊗˙π)× (v⊗˙u)](f)Vy η
〉
=
〈
ξ , ψ(f) η
〉
.
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Hence, we get that
‖T · f‖u = ‖Π(T · f)‖ = ‖ψ(f)‖ ≤ ‖ψ‖ ‖f‖u .
This shows that the linear map f → T · f is bounded, and can therefore be extended to
a bounded linear map ΦT from C
∗(Σ) into itself. By continuity of the involved maps and
density of Cc(Σ) in C
∗(Σ), we get Π ◦ΦT = ψ. It follows that the range of ψ is contained
in the range of Π, and we may therefore write ΦT = Π
−1 ◦ ψ, where Π−1 denotes the
inverse of the isomorphism Π : C∗(Σ) → Π(C∗(Σ)). As Π−1 and ψ are both completely
bounded, ΦT is also completely bounded, with
‖ΦT ‖cb ≤ ‖Π
−1‖cb ‖ψ‖cb ≤ ‖x‖ ‖y‖ ,
as asserted.
If x = y, then Π−1 and ψ are both completely positive, so ΦT is also completely
positive, with
‖ΦT ‖cb = ‖ΦT (I)‖ = ‖V
∗
x Vx‖ = ‖π(〈x, x〉)‖ = ‖〈x, x〉‖ = ‖x‖
2
(as π = Π ◦ iA is faithful). 
The following partial converse of Theorem 4.4 holds.
Theorem 4.5. Assume T is a full multiplier of Σ such that ΦT is completely positive.
Then T = Tρ,v,x,x for some equivariant representation (ρ, v) of Σ on a Hilbert A-module
X and x ∈ X.
The proof is similar to the one for Theorem 4.2. One may for example use the KSGNS
construction for the completely positive map Φ˜T = L ◦ ΛΣ ◦ ΦT : C
∗(Σ) → L
(
C∗r (Σ)
)
(where L : C∗r (Σ)→ L
(
C∗r (Σ)
)
is the left multiplication map).
Remark 4.6. For completeness, we mention that one may also consider so-called rf-
multipliers of Σ (cf. [5]): if T ∈ L(Σ), then T is a rf-multiplier of Σ whenever there exists
a bounded linear map ΨT : C
∗
r (Σ) → C
∗(Σ) such that ΨT
(
ΛΣ(f)
)
= T · f for every
f ∈ Cc(Σ). These are used in [5] in the formulation of the weak approximation property
for Σ, which ensures that Σ is regular.
4.2 Positive definiteness
Definition 4.7. Let T ∈ L(Σ). We say that T is positive definite (w.r.t. Σ), or that T is
Σ-positive definite, when for any n ∈ N, g1, . . . , gn ∈ G and a1, . . . , an ∈ A, the matrix[
αgi
(
Tg−1i gj
(
α−1gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
) ))
σ(gi, g
−1
i gj)
]
is positive in Mn(A) (the n× n matrices over A).
When A = C, any T ∈ L(Σ) satisfies Tg(λ) = λϕ(g), where ϕ(g) = Tg(1), for g ∈ G
and λ ∈ C, and we see that T is Σ-positive definite if and only if ϕ is positive definite.
Another motivation for Definition 4.7 comes from the following example.
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Example 4.8. Let (ρ, v) be an equivariant representation of Σ on a Hilbert A-module X
and let x ∈ X. Set T = Tρ,v,x,x ∈ B(Σ). Then T is positive definite (w.r.t. Σ).
To check this, we first consider a, b ∈ A and g, h ∈ G. Then, using the properties of
(ρ, v), we get
αg
(
Tg−1h
(
α−1g
(
a∗ b σ(g, g−1h)∗
) ))
σ(g, g−1h)
= αg
(〈
x, ρ
(
α−1g
(
a∗ b σ(g, g−1h)∗
))
v(g−1h)x
〉)
σ(g, g−1h)
=
〈
v(g)x , ρ
(
a∗ b σ(g, g−1h)∗
)
v(g) v(g−1h)x
〉
σ(g, g−1h)
=
〈
ρ(a) v(g)x , ρ(b) ρ
(
σ(g, g−1h)∗
)
v(g) v(g−1h)x
〉
σ(g, g−1h)
=
〈
ρ(a) v(g)x ,
(
ρ(b) v(h)x
)
· σ(g, g−1h)∗
〉
σ(g, g−1h)
=
〈
ρ(a) v(g)x , ρ(b) v(h)x
〉
.
Now, let n ∈ N, g1, . . . , gn ∈ G, a1, . . . , an ∈ A and set
Tij = αgi
(
Tg−1i gj
(
α−1gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
) ))
σ(gi, g
−1
i gj)
for each 1 ≤ i, j ≤ n. Then, by the above computation, we get
[
Tij
]
=
[
〈xi , xj〉
]
,
where xi = ρ(ai) v(gi)x. Hence, [Tij ] is positive in Mn(A) (cf. [28, Lemma 4.2]).
Remark 4.9. Assume T ∈ L(Σ) is positive definite (w.r.t. Σ). Then we have
Tg(a)
∗ =
((
αg ◦ Tg−1 ◦ α
−1
g
)
(a∗σ(g, g−1)∗
))
σ(g, g−1)
for all g ∈ G and a ∈ A. This follows easily after plugging g1 = e, g2 = g, a1 = 1 and
a2 = a in the definition and looking at the off-diagonal terms.
Remark 4.10. Assume T ∈ L(Σ) is positive definite (w.r.t. Σ) and set ψ = Te . Thus,
ψ : A → A is the linear map given by ψ(a) = T (e, a) for a ∈ A. Then ψ is completely
positive. Indeed, for any given a1, . . . , an ∈ A, plugging g1 = · · · = gn = e in the definition
of positive definiteness of T gives that
[
ψ(a∗i aj)
]
=
[
T (e, a∗i aj)
]
is positive in Mn(A). As
is well known, this is equivalent to ψ being completely positive.
Example 4.11. Let θ : A→ A be a completely positive map which is α-equivariant, i.e.,
satisfies that θ ◦ αg = αg ◦ θ for all g ∈ G. Let Θ : G×A→ A be given by Θ(g, a) = θ(a)
for all (g, a) in G×A.
Assume first that σ is scalar-valued. Then Θ is Σ-positive definite. Indeed, for all
g, h ∈ G, we have
αg
(
Θg−1h
(
α−1g
(
a∗ b σ(g, g−1h)∗
) ))
σ(g, g−1h) = θ
(
a∗ b σ(g, g−1h)∗
)
σ(g, g−1h) = θ
(
a∗ b) ,
so the Σ-positive definiteness of Θ follows readily from the complete positivity of θ.
If σ is not scalar-valued, let us assume that θ also satisfies that θ ◦ σ = σ. Then Θ
is Σ-positive definite. Indeed, the above computation can still be carried out, now using
that all the σ(g, h)’s lie in the multiplicative domain of θ, as easily follows from the extra
assumption.
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Another connection to completely positive maps is the following:
Proposition 4.12. Assume M : C∗r (Σ) → C
∗
r (Σ) is a completely positive linear map.
Define TM ∈ L(Σ) by
TM (g, a) = E
(
M(aλΣ(g))λΣ(g)
∗
)
for g ∈ G and a ∈ A. Then TM is positive definite (w.r.t. Σ).
Proof. Let n ∈ N, g1, . . . , gn ∈ G, a1, . . . , an ∈ A and set
Tij = αgi
(
TM
(
g−1i gj , α
−1
gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
)))
σ(gi, g
−1
i gj) .
Using the definition of TM and the properties of E, we get
Tij = E
(
λΣ(gi)M
(
α−1gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
)
λΣ(g
−1
i gj)
)
λΣ(g
−1
i gj)
∗λΣ(gi)
∗
)
σ(gi, g
−1
i gj)
= E
(
λΣ(gi)M
(
α−1gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
)
λΣ(g
−1
i gj)
)
λΣ(gj)
∗σ(gi, g
−1
i gj)
∗
)
σ(gi, g
−1
i gj)
= E
(
λΣ(gi)M
(
α−1gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
)
λΣ(g
−1
i gj)
)
λΣ(gj)
∗
)
,
that is, Tij = E
(
λΣ(gi)M(Aij)λΣ(gj)
∗
)
, where
Aij = α
−1
gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
)
λΣ(g
−1
i gj)
= λΣ(gi)
∗a∗i aj σ(gi, g
−1
i gj)
∗ λΣ(gi)λΣ(g
−1
i gj)
= λΣ(gi)
∗a∗i aj λΣ(gj) .
Hence, [Aij ] = [z
∗
i zj] , where zi = ai λΣ(gi) ∈ C
∗
r (Σ). So [Aij ] is positive in Mn(C
∗
r (Σ)).
AsM is completely positive, this implies that B = [M(Aij)] is also positive inMn(C
∗
r (Σ)).
Then, setting C = diag
(
λΣ(g1), . . . , λΣ(g1)
)
, we get that
[
λΣ(gi)M
(
Aij
)
λΣ(gj)
∗
]
= C B C∗
is positive in Mn(C
∗
r (Σ)). Finally, as E is completely positive, we get that
[Tij ] =
[
E
(
λΣ(gi)M
(
Aij
)
λΣ(gj)
∗
) ]
is positive in Mn(C
∗
r (Σ)), as desired. 
Corollary 4.13. Assume that T is a (reduced) multiplier of Σ such that MT is completely
positive. Then T is positive definite (w.r.t. Σ).
Proof. For all g ∈ G and a ∈ A, we have
TMT (g, a) = E
(
MT (aλΣ(g))λΣ(g)
∗
)
= E(Tg(a)) = Tg(a) .
Hence, using Proposition 4.12, we get that T = TMT is positive definite (w.r.t. Σ). 
We also have:
17
Proposition 4.14. Assume Φ : C∗(Σ) → C∗(Σ) is a completely positive linear map.
Define TΦ ∈ L(Σ) by
TΦ(g, a) = (E ◦ ΛΣ)
(
Φ
(
iA(a)iG(g)
)
iG(g)
∗
)
for g ∈ G and a ∈ A. Then TΦ is positive definite (w.r.t. Σ).
The proof of Proposition 4.14 is similar to the proof of Proposition 4.12, so we skip it.
Corollary 4.15. Assume that T is a full multiplier of Σ such that ΦT is completely
positive. Then T is positive definite (w.r.t. Σ).
Proof. For all g ∈ G and a ∈ A, we have
TΦT (g, a) = (E ◦ ΛΣ)
(
ΦT (iA(a)iG(g)) iG(g)
∗
)
= E
(
ΛΣ
(
iA(Tg(a))
))
= E(Tg(a)) = Tg(a) .
Hence, using Proposition 4.14, we get that T = TΦT is positive definite (w.r.t. Σ). 
Here is a Gelfand-Raikov type theorem, showing that the converse of Example 4.8
holds.
Theorem 4.16. Let T ∈ L(Σ) be positive definite (w.r.t. Σ).
Then there exist an equivariant representation (ρ, v) of Σ on a Hilbert A-module X
and x ∈ X such that T = Tρ,v,x,x.
The vector x ∈ X may be chosen to be cyclic for (ρ, v), that is, in such a way that
Span
{(
ρ(a) v(g)x
)
· b | a, b ∈ A , g ∈ G
}
is dense in X. If we then also have T = Tρ′,v′,x′,x′ for some equivariant representation
(ρ′, v′) of Σ on a Hilbert A-module X ′ and some x′ ∈ X ′ which is cyclic for (ρ′, v′), then
the triple (ρ′, v′, x′) is unitary equivalent to the triple (ρ, v, x), in the sense that there exists
a unitary u ∈ L(X,X ′) such that
ρ′(a) = u ρ(a)u∗ , v′(g) = u v(g)u∗ , and ux = x′
for all a ∈ A and g ∈ G.
Proof. For g, h ∈ G and a, b ∈ A, we define
[
(g, a), (h, b)
]
T
∈ A by
[
(g, a), (h, b)
]
T
= αg
(
Tg−1h
(
α−1g
(
a∗ b σ(g, g−1h)∗
) ))
σ(g, g−1h) .
The assumption that T is positive definite (w.r.t. Σ) gives that the A-valued map
(
(g, a), (h, b)
)
→
[
(g, a), (h, b)
]
T
is a positive definite kernel on G×A in the sense of [3], so it has a Kolgomorov decompo-
sition on a certain inner product A-module (see [3, Section 3]). As this module plays an
important roˆle in our proof, we provide the details of its construction in our situation.
We first note that ([
(g, a), (h, b)
]
T
)∗
=
[
(h, b), (g, a)
]
T
. (3)
18
Indeed, choosing g1 = g, g2 = h, a1 = a and a2 = b in the definition of the positive defi-
niteness of T gives a positive matrix inM2(A) whose off-diagonal terms are
[
(g, a), (h, b)
]
T
and
[
(h, b), (g, a)
]
T
.
Moreover, we observe that
[
(g, ac), (h, b)
]
T
]
= αg
(
Tg−1h
(
α−1g
(
c∗a∗ b σ(g, g−1h)∗
) ))
σ(g, g−1h) =
[
(g, c), (h, a∗b)
]
T
.
(4)
Now, we set X0 = Cc(G×A ,A) where the first copy of A carries the discrete topology
and consider X0 as an A-module w.r.t. the right action of A on X0 given by
(F · c)(h, b) = F (h, b) c
for F ∈ X0, h ∈ G and b, c ∈ A. For F,F
′ ∈ X0, we define
〈
F,F ′
〉
T
∈ A by
〈
F,F ′
〉
T
=
∑
(g,a), (h,b)∈G×A
F (g, a)∗
[
(g, a), (h, b)
]
T
F ′(h, b) .
Clearly, the map (F,F ′) →
〈
F,F ′
〉
T
is linear in the second variable. Further, using (3),
we get (〈
F,F ′
〉
T
)∗
=
∑
(g,a), (h,b)∈G×A
F ′(h, b)∗
([
(g, a), (h, b)
]
T
)∗
F (g, a)
=
∑
(g,a), (h,b)∈G×A
F ′(h, b)∗
[
(h, b), (g, a)
]
T
F (g, a) =
〈
F ′, F
〉
T
.
Moreover, for each c ∈ A, we have
〈
F,F ′ · c
〉
T
=
∑
(g,a), (h,b)∈G×A
F (g, a)∗
[
(g, a), (h, b)
]
T
F ′(h, b) c =
〈
F,F ′
〉
T
c .
When g ∈ G and a ∈ A, we will let δ(g,a) ∈ X0 denote the function that takes the value 1
at (g, a) and is 0 otherwise. Consider 0 6= F ∈ X0, with supp(F ) = {(g1, a1), . . . , (gn, an)}
(without repetition) and F (gi, ai) = bi for i = 1, . . . , n. We then have
F =
n∑
i=1
δ(gi , ai) · bi .
Somewhat pedantically, we will say that this is the standard decomposition of F . If F = 0,
we just take 0 = δ(e,1) · 0 as its standard decomposition. Clearly, we have
〈
F,F
〉
T
=
n∑
i,j=1
b∗i
[
(gi, ai) , (gj , aj)
]
T
bj .
As T is positive definite, the matrix
[ [
(gi, ai) , (gj , aj)
]
T
]
=
[
αgi
(
Tg−1i gj
(
α−1gi
(
a∗i aj σ(gi, g
−1
i gj)
∗
) ))
σ(gi, g
−1
i gj)
]
is positive in Mn(A). Hence, it follows that
〈
F,F
〉
T
is a positive element of A .
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Thus, X0 becomes a semi-inner-product A-module w.r.t.
〈
·, ·
〉
T
. Setting
N =
{
F ∈ X0 |
〈
F,F
〉
T
= 0
}
,
the quotient X0/N becomes an inner-product A-module w.r.t.〈
F +N ,F ′ +N
〉
:=
〈
F,F ′
〉
T
.
We let X denote the Hilbert A-module obtained by completing X0/N .
For each a ∈ A and F ∈ X0 with standard decomposition F =
∑n
i=1 δ(gi , ai) · bi , we
define ρ0(a)F ∈ X0 by
ρ0(a)F =
n∑
i=1
δ(gi , a ai) · bi .
It is a routine exercise to check that the map ρ0(a) : X0 → X0 we obtain in this way for
each a ∈ A is linear (in fact A-linear). Moreover, ρ0(a) is adjointable, with ρ0(a)
∗ = ρ0(a
∗).
Indeed, for F as above and F ′ ∈ X0 with standard decomposition F
′ =
∑m
j=1 δ(g′j , a′j) · b
′
j ,
we use our previous observation (cf. equation (4)) to get
〈
ρ0(a)F , F
′
〉
T
=
n∑
i=1
m∑
j=1
b∗i
[
(gi, aai), (g
′
j , a
′
j)
]
T
b′∗j
=
n∑
i=1
m∑
j=1
b∗i
[
(gi, ai), (g
′
j , a
∗a′j)
]
T
b′∗j =
〈
F , ρ0(a
∗)F ′
〉
T
.
In particular, we have
〈
ρ0(a)F , ρ0(a)F
〉
T
=
〈
F , ρ0(a
∗) ρ0(a)F
〉
T
, and it then follows
from the Cauchy-Schwarz inequality that ρ0(a)F lies in N whenever F ∈ N . Hence, for
each a ∈ A, we may define an adjointable linear map ρ˜0(a) : X0/N → X0/N by
ρ˜0(a)(F +N) = (ρ0(a)F ) +N
for each F ∈ X0, which satisfies ρ˜0(a)
∗ = ρ˜0(a
∗). One easily checks that ρ˜0(1) = I and
ρ˜0(aa
′) = ρ˜0(a) ρ˜0(a
′) for all a, a′ ∈ A.
We now show that ρ˜0(a) is bounded for each a ∈ A. Let a ∈ A and choose b ∈ A be
such that b∗b = ‖a‖2 · 1− a∗a . For F ∈ X0, let us write F˙ = F +N . Then we have
‖a‖2
〈
F˙ , F˙
〉
−
〈
ρ˜0(a) F˙ , ρ˜0(a) F˙
〉
=
〈
F˙ , ρ˜0
(
‖a‖2 · 1− a∗a
)
F˙
〉
=
〈
ρ˜0(b) F˙ , ρ˜0(b) F˙
〉
≥ 0 .
So
〈
ρ˜0(a) F˙ , ρ˜0(a) F˙
〉
≤ ‖a‖2
〈
F˙ , F˙
〉
, which implies that
‖ρ˜0(a) F˙‖ ≤ ‖a‖ ‖F˙ ‖ .
Hence, ρ˜0(a) is bounded on X0/N for each a ∈ A and it is straightforward to see that ρ˜0
extends to a representation ρ : A→ L(X).
Next, for g ∈ G and F ∈ X0 with standard decomposition F =
∑n
i=1 δ(gi , ai) · bi , we
define v0(g)F ∈ X0 by
v0(g)F =
n∑
i=1
δ(
g gi , αg(ai)σ(g,gi)
) · (σ(g, gi)∗ αg(bi)) .
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It is routine to verify that the map v0(g) : X0 → X0 we obtain in this way is C-linear.
Moreover, for any F ∈ X0, we have
αg
(
〈F , F 〉T
)
=
〈
v0(g)F, v0(g)F
〉
T
. (5)
To prove this, using linearity, it suffices to check that
αg
( 〈
δ(h,a) · b , δ(h′,a′) · b
′
〉
T
)
=
〈
v0(g)
(
δ(h,a) · b) , v0(g)
(
δ(h′,a′) · b
′
) 〉
T
(6)
for g, h, h′ ∈ G and a, a′, b, b′ ∈ A. We have
αg
( 〈
δ(h,a) · b , δ(h′,a′) · b
′
〉
T
)
= αg
(
b∗
[
(h, a) , (h′, a′)
]
T
b′
)
= αg(b)
∗ αg
((
(αh Th−1h′ α
−1
h )(a
∗a′ σ(h, h−1h′)∗
)
σ(h, h−1h′)
)
αg(b
′)
= αg(b)
∗ σ(g, h)
(
(αgh Th−1h′ α
−1
h )
(
a∗a′ σ(h, h−1h′)∗
))
σ(g, h)∗ αg(σ(h, h
−1h′))αg(b
′)
= αg(b)
∗ σ(g, h)
(
(αgh Th−1h′ α
−1
h )
(
a∗a′ σ(h, h−1h′)∗
))
σ(gh, h−1h′)σ(g, h′)∗ αg(b
′) ,
while〈
v0(g)
(
δ(h , a) · b) , v0(g)
(
δ(h′ , a′) · b
′
) 〉
T
=
〈
δ(gh, αg(a) σ(g,h)) · σ(g, h)
∗αg(b) , δ(gh′, αg(a′)σ(g,h′)) · σ(g, h
′)∗ αg(b
′)
〉
T
= αg(b)
∗ σ(g, h)
[ (
gh, αg(a)σ(g, h)
)
,
(
gh′, αg(a
′)σ(g, h′)
)]
T
σ(g, h′)∗ αg(b
′)
= αg(b)
∗ σ(g, h)
((
αgh Th−1h′ α
−1
gh
)(
σ(g, h)∗ αg(a
∗a′)σ(g, h′)σ(gh, h−1h′)∗
))
σ(gh, h−1h′)σ(g, h′)∗ αg(b
′) .
Now, using Lemma 2.1 at the last step, we have
α−1gh
(
σ(g, h)∗ αg(a
∗a′)σ(g, h′)σ(gh, h−1h′)∗
)
=
(
α−1h α
−1
g Ad(σ(g, h))
)(
σ(g, h)∗ αg(a
∗a′)σ(g, h′)σ(gh, h−1h′)∗
)
= α−1h
(
α−1g
(
αg(a
∗a′)σ(g, h′)σ(gh, h−1h′)∗σ(g, h)∗
)
= α−1h
(
a∗a′ α−1g (σ(g, h
′)σ(gh, h−1h′)∗σ(g, h)∗)
)
= α−1h
(
a∗a′ σ(h, h−1h′)∗
)
and we see that both sides of Equation (6) are equal, hence that Equation (5) holds.
Equation (5) implies in particular that v0(g)F ∈ N whenever F ∈ N . We may
therefore define a linear map v˜0(g) : X0/N → X0/N by
v˜0(g) (F +N) = (v0(g)F ) +N
for each F ∈ X0, satisfying
αg
(
〈F +N , F +N〉
)
=
〈
v˜0(g)(F +N) , v˜0(g)(F +N)
〉
for each F ∈ X0. It clearly follows that v˜0(g) is isometric on X0/N , so we may extend it
to an isometry v(g) : X → X. By continuity, we get
αg
(
〈x, x〉
)
=
〈
v(g)x, v(g)x
〉
(7)
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for all x ∈ X .
Let g ∈ G and a ∈ A. For F ∈ X0 with standard decomposition F =
∑n
i=1 δ(gi , ai) · bi,
we have
v0(g) (F · a) =
n∑
i=1
δ(
g gi , αg(ai) σ(g,gi)
) · (σ(g, gi)∗ αg(bi a)) = (v0(g)F ) · αg(a) .
Hence
v˜0(g)
(
(F +N) · a
)
= v˜0(g)
(
(F · a) +N
)
=
(
v0(g) (F · a)
)
+N
=
((
v0(g)F
)
· αg(a)
)
+N =
((
v0(g)F
)
+N
)
· αg(a)
=
(
v˜0(g) (F +N)
)
· αg(a)
and it follows by continuity that
v(g)(x · a) = (v(g)x) · αg(a) (8)
for all x ∈ X.
Let g, h ∈ G. For F ∈ X0, we have
v0(g) v0(h)F =
(
ρ0(σ(g, h)) v0(gh)F
)
· σ(g, h)∗ .
By linearity, it suffices to verify this formula for F = δ(k,b) · c , where k ∈ G and b, c ∈ A:
v0(g) v0(h)
(
δ(k,b) · c
)
= v0(g)
(
δ(hk , αh(b) σ(h,k)) · σ(h, k)
∗ αh(c)
)
= δ(ghk , αg(αh(b)σ(h,k)) σ(g,hk)) · σ(g, hk)
∗ αg
(
σ(h, k)∗ αh(c)
)
= δ(ghk , σ(g,h)αgh(b) σ(g,h)∗ αg(σ(h,k)) σ(g,hk)) · σ(g, hk)
∗ αg(σ(h, k))
∗ σ(g, h)αgh(c)σ(g, h)
∗
= δ(ghk , σ(g,h)αgh(b) σ(gh,k)) · σ(gh, k)
∗ αgh(c)σ(g, h)
∗
= ρ0(σ(g, h))
(
δ(ghk , αgh(b) σ(gh,k)) · σ(gh, k)
∗ αgh(c)σ(g, h)
∗
)
= ρ0(σ(g, h))
((
v0(gh) (δ(k , b) · c
)
· σ(g, h)∗
)
=
(
ρ0(σ(g, h)) v0(gh)
(
δ(k,b) · c
))
· σ(g, h)∗ .
It follows easily that
v(g) v(h)x =
(
ρ(σ(g, h)) v(gh)x
)
· σ(g, h)∗ = adρ(σ(g, h)) v(gh)x (9)
for all x ∈ X. As v(e) = I, one deduces readily from this equation that each v(g) is
invertible.
Let g ∈ G and a ∈ A. For F ∈ X0, we have
v0(g) ρ0(a)F = ρ0(αg(a)) v0(g)F ,
since, for all h ∈ G and b, c ∈ A:
v0(g) ρ0(a)
(
δ(h,b) · c
)
= v0(g)
(
δ(h, ab) · c
)
= δ(gh, αg(ab) σ(g,h)) · σ(g, h)
∗ αg(c) = δ(gh, αg(a)αg(b)) σ(g,h)) · σ(g, h)
∗ αg(c)
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= ρ0(αg(a))
(
δ(gh, αg(b)) σ(g,h)) · σ(g, h)
∗ αg(c)
)
= ρ0(αg(a)) v0(g)
(
δ(h,b) · c
)
.
It follows that v(g) ρ(a) = ρ(αg(a)) v(g) . Hence
ρ(αg(a)) = v(g) ρ(a) v(g)
−1 . (10)
Taking into account equations (7), (8), (9) and (10), we see that we have shown that
(ρ, v) is an equivariant representation of Σ on X. We set x = δ(e,1) + N ∈ X. Then we
have
〈
x , ρ(a) v(g)x
〉
= 〈δ(e,1) , ρ0(a) v0(g) δ(e,1)〉T = 〈δ(e,1) , δ(g,a)〉T =
[
(e, 1) , (g, a)
]
T
= Tg(a) ,
and the proof of the first assertion is completed.
For a, b ∈ A and g ∈ G, we have
(
ρ(a) v(g)x
)
· b = δ(g,a) · b+N . Hence, we get
Span
{(
ρ(a) v(g)x
)
· b | a, b ∈ A , g ∈ G
}
= X0/N,
which is dense in X. Thus, x is cyclic for (ρ, v) and the second assertion is proven.
Finally, assume that we also have T = Tρ′,v′,x′,x′ for some equivariant representation
(ρ′, v′) of Σ on a Hilbert A-module X ′ and some x′ ∈ X ′ which is cyclic for (ρ′, v′). Define
a map u0 : X0 → X
′ by
u0 F =
n∑
i=1
(
ρ′(ai) v
′(gi)x
′
)
· bi
whenever F ∈ X0 has standard decomposition F =
∑n
i=1 δ(gi , ai) · bi. One checks without
much trouble that u0 is A-linear. Moreover, we have
〈u0 F, u0 F
′〉 = 〈F, F ′〉T
for all F,F ′ ∈ X0.
Indeed, consider F as above and F ′ ∈ X0 with F
′ =
∑m
j=1 δ(g′j , a′j) · b
′
j (standard
decomposition). The computation in Example 4.8 (with T = Tρ′,v′,x′,x′) gives that
〈
ρ′(a) v′(g)x′ , ρ′(b) v′(h)x′
〉
= αg
(
Tg−1h
(
α−1g
(
a∗ b σ(g, g−1h)∗
) ))
σ(g, g−1h) =
[
(g, a) , (h, b)
]
T
for all a, b ∈ A and g, h ∈ G. Hence,
〈u0 F, u0 F
′〉 =
n∑
i=1
m∑
j=1
〈 (
ρ′(ai) v
′(gi)x
′
)
· bi ,
(
ρ′(a′j) v
′(g′j)x
′
)
· b′j
〉
=
n∑
i=1
m∑
j=1
b∗i
〈
ρ′(ai) v
′(gi)x
′ , ρ′(a′j) v
′(g′j)x
′
〉
b′j
=
n∑
i=1
m∑
j=1
b∗i
[
(gi, ai) , (g
′
j , a
′
j)
]
T
b′j = 〈F, F
′〉T .
In particular, it follows that N is contained in the kernel of u0. Hence, there exists a
unique A-linear isometry u : X → X ′ determined by u(F +N) = u0 F for F ∈ X0. Since
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the range of u is dense in X ′ (as x′ is cyclic for (ρ′, v′)) and closed (since u is isometric),
u is surjective. Thus, by [28, Theorem 3.5], u is a unitary in L(X,X ′).
Now, for a, b, c ∈ A and g, h ∈ G, we have
[
u ρ(a)
](
δ(h,b) · c+N
)
= u0
(
δ(h,ab) · c
)
=
(
ρ′(ab) v′(h)x′
)
· c
= ρ′(a)
(
(ρ′(b) v′(h)x′) · c
)
=
[
ρ′(a)u
]
(δ(h,b) · c+N
)
,
and [
u v(g)
](
δ(h,b) · c+N
)
= u0
(
δ(gh,αg(b)σ(g,h)) · (σ(g, h)
∗αg(c))
)
=
(
ρ′(αg(b)σ(g, h)) v
′(gh)x′
)
· (σ(g, h)∗αg(c))
=
(
ρ′(αg(b)) (ρ(σ(g, h)) v
′(gh)x′) · σ(g, h)∗)
)
· αg(c)
=
(
ρ′(αg(b)) v
′(g) v′(h)x′
)
· αg(c) =
(
v′(g) ρ′(b) v′(h)x′
)
· αg(c)
= v′(g)
(
(ρ′(b) v′(h)x′) · c
)
= [v′(g)u]
(
δ(h,b) · c+N
)
,
so it follows that ρ′(a) = u ρ(a)u∗ and v′(g) = u v(g)u∗ for all a ∈ A and g ∈ G. Finally,
we have
ux = u0 δ(e,1) = ρ
′(1) v′(e)x′ = x′ .

A well-known property of a positive definite function ϕ on G is that ϕ is bounded,
with ‖ϕ‖∞ = ϕ(e). Similary, we have:
Corollary 4.17. Assume T ∈ L(Σ) is positive definite (w.r.t. Σ). Then T is bounded, in
the sense that
‖T‖∞ := sup{ ‖Tg‖ | g ∈ G} <∞ ,
and we have ‖T‖∞ = ‖Te(1)‖.
Proof. Write T = Tρ,v,x,x as in Theorem 4.16. For each g ∈ G and a ∈ A, we have
‖Tg(a)‖ = ‖ 〈x, ρ(a)v(g)x〉 ‖ ≤ ‖ρ(a)‖ ‖v(g)‖ ‖x‖
2 ≤ ‖a‖ ‖x‖2 .
Hence, ‖Tg‖ ≤ ‖x‖
2 for all g ∈ G, so T is bounded with ‖T‖∞ ≤ ‖x‖
2 . Moreover, since
Te(1) = 〈x, x〉, we get
‖Te(1)‖ ≤ ‖Te‖ ≤ ‖T‖∞ ≤ ‖x‖
2 = ‖Te(1)‖
and the last assertion follows. 
Corollary 4.18. Let T ∈ L(Σ). Then the following statements are equivalent:
a) T = Tρ,v,x,x for some equivariant representation (ρ, v) of Σ on some Hilbert A-
module X and some x ∈ X.
b) T is positive definite (w.r.t. Σ).
c) T is a full multiplier of Σ such that ΦT is completely positive.
d) T is a reduced multiplier of Σ such that MT is completely positive.
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Proof. a) ⇒ b) is Example 4.8, b) ⇒ a) is Theorem 4.16, a) ⇒ c) follows from Theorem
4.4 , a)⇒ d) follows from Theorem 4.1, c)⇒ b) is Corollary 4.15 and d)⇒ b) is Corollary
4.13. 
Note that c)⇒ a) is Theorem 4.5, while d)⇒ a) is Theorem 4.2. Thus, Corollary 4.18
provides alternative proofs of these two theorems.
Example 4.19. Let θ : A → A be a linear map and let Θ : G × A → A be given by
Θ(g, a) = θ(a). Assume that θ is completely positive and α-equivariant. If σ is scalar-
valued or satisfies θ◦σ = σ, then we know from Example 4.11 that Θ is Σ-positive definite,
so we conclude from Corollary 4.18 that TΘ gives a reduced (resp. full) multiplier of Σ,
hence that Mθ := MTΘ (resp. Φθ := ΦTΘ) is a completely positive linear map on C
∗
r (Σ)
(resp. C∗(Σ)) such thatMθ
(
aλΣ(g)
)
= θ(a)λΣ(g) (resp. Φθ
(
iA(a) iG(g)
)
= iA(θ(a)) iG(g))
for all a ∈ A and g ∈ G. When σ is trivial, this fact has long been a part of the folklore
(e.g. it is mentioned in [27, p. 173]); it can be deduced from [12, Theorem 4.9 and Corollary
4.18].
Definition 4.20. We set P (Σ) =
{
T ∈ L(Σ) | T is positive definite (w.r.t. Σ)
}
.
It is clear from Corollary 4.18 that P (Σ) ⊂ B(Σ) and that P (Σ) is closed under the
product in B(Σ). Moreover, we have:
Corollary 4.21.
B(Σ) = SpanP (Σ) .
Proof. If T ∈ B(Σ), say T = Tρ,v,x,y, then usual polarization gives T =
1
4
∑3
k=0 i
k Tρ,v,xk,xk ,
where xk = x+ i
k y , k = 0, . . . , 3. Hence, the result follows from Corollary 4.18. 
Let B, C be C∗ algebras. We recall from [26] that a bounded linear map from B to
C is called decomposable (in the sense of Haagerup) if it is a finite linear combination of
completely positive linear maps from B to C. Clearly, such a map is completely bounded.
Hence we may define a subspace Mdec(Σ) of M0A(Σ) and a subspace M
u
dec(Σ) of M
u
cb(Σ)
by
Mdec(Σ) =
{
T ∈MA(Σ) |MT : C
∗
r (Σ)→ C
∗
r (Σ) is decomposable
}
,
Mudec(Σ) =
{
T ∈Mu(Σ) | ΦT : C
∗(Σ)→ C∗(Σ) is decomposable
}
.
Corollary 4.22. We have
B(Σ) =Mdec(Σ) =M
u
dec(Σ) .
Proof. Let T ∈ B(Σ). Using Corollary 4.21, we may write T =
∑n
i=1 ci Ti , where
c1, . . . , cn ∈ C and T1, . . . , Tn ∈ P (Σ). Then MT =
∑n
i=1 ciMTi is a linear combina-
tion of completely positive maps from C∗r (Σ) to itself, using now Corollary 4.18. Hence,
MT is decomposable, so T ∈Mdec(Σ). Thus, B(Σ) ⊂Mdec(Σ).
Assume now that T ∈Mdec(Σ), and writeMT =
∑n
i=1 ciMi , where c1, . . . , cn ∈ C and
M1, . . . ,Mn are completely positive maps from C
∗
r (Σ) to itself. Then, using the notation
introduced in Proposition 4.12, we have T = TMT =
∑n
i=1 ci TMi , the last equality being
easily checked. Now, using Corollary 4.13, each TMi is positive definite (w.r.t. Σ), so we
get that T ∈ SpanP (Σ) = B(Σ). Thus, B(Σ) ⊃Mdec(Σ).
Together, we have shown the first equality that was to be proved. The proof that
B(Σ) =Mudec(Σ) is similar and left to the reader. 
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Remark 4.23. When Σ = (C, G, id, 1), we have B(Σ) = B(G) , Mucb(Σ) = M
u
cb(G) and
M0A(Σ) = M0A(G), and it is known that B(G) = M
u
cb(G) (cf. [41, Theorem 1], [36,
Corollary 8.7]), while the equality B(G) = M0A(G) holds if and only if G is amenable
(cf. [15, Corollary 1.8], [9, Theorem]). In the general case, one may wonder what kind
of conditions are sufficient to ensure that the equality B(Σ) = Mucb(Σ) (resp. B(Σ) =
M0A(Σ)) holds. Corollary 4.22 says that one may equally well consider the question
whether the equality Mudec(Σ) =M
u
cb(Σ) (resp. Mdec(Σ) =M0A(Σ)) holds.
Properties of Σ will have to enter the picture. For example, assume that G is amenable
and σ is trivial. Assume moreover that there exists a completely bounded α-equivariant
linear map θ : A → A that is not decomposable. Then C∗(Σ) = C∗r (Σ) and θ extends
to a completely bounded linear map θ × ι : C∗r (Σ) → C
∗
r (Σ) satisfying (θ × ι)
(
aλΣ(g)
)
=
θ(a)λΣ(g) for all a ∈ A and g ∈ G (cf. [37, Theorem 3.5]). This means that the map
Θ ∈ L(Σ) associated to θ as in Example 4.19 belongs to M0A(Σ), and we have MΘ =
θ × ι. However, Θ does not lie in Mdec(Σ), because decomposability of MΘ would imply
decomposability of θ (as is easily verified by using that θ(a) = (E ◦MΘ)(a) for all a ∈ A).
Thus, we have
Θ ∈ M0A(Σ) \MdecA(Σ) =M0A(Σ) \B(Σ) =M
u
dec(Σ) \B(Σ)
in this case. Now, a deep result of Haagerup (cf. [26, Corollary 2.8]) says that when A is
a von Neumann algebra, then there exists a completely bounded linear map θ : A → A
that is not decomposable if (and only if) A is non injective. Hence, when G is amenable,
α and σ are trivial, and A is a non injective von Neumann algebra, we can conclude that
B(Σ) 6=Mudec(Σ) =M0A(Σ).
Turning to another application of Theorem 4.16, let us consider a map ϕ : G→ A and
let Lϕ ∈ L(Σ) be given by
Lϕ(g, a) = ϕ(g) a
for g ∈ G and a ∈ A. Such maps (and their right-handed versions) naturally arise when
considering coefficients of an equivariant representation (ρ, v) of Σ on X associated with
central vectors. Indeed, as in [6, Example 4.11], we have
Tρ,v,x,y(g, a) =
〈
x, v(g)y
〉
a if y ∈ ZX ,
while
Tρ,v,x,y(g, a) = a
〈
x, v(g)y
〉
if x ∈ ZX .
In particular, when x, y ∈ ZX , we have
〈
x, v(g)y
〉
∈ Z(A) and
Tρ,v,x,y(g, a) =
〈
x, v(g)y
〉
a = a
〈
x, v(g)y
〉
. (11)
We note that if ϕ : G → A, then Lϕ is positive definite (w.r.t. Σ) if and only if the
matrix [
αgi
(
ϕ(g−1i gj)
)
a∗i aj
]
is positive inMn(A) for all n ∈ N, g1, . . . , gn ∈ G and a1, . . . , an ∈ A. This is an immediate
consequence of the following computation:
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αgi
(
Lϕ
g−1i gj
(
α−1gi (a
∗
i aj σ(gi, g
−1
i gj)
∗
))
σ(gi, g
−1
i gj)
= αgi
(
ϕ(g−1i gj)α
−1
gi
(
a∗i aj(σ(gi, g
−1
i gj)
∗)
))
σ(gi, g
−1
i gj)
= αgi
(
ϕ(g−1i gj)
)
a∗i aj .
Now, following [1, 2], the function ϕ is said to be AD-positive definite (w.r.t. Σ) if, for any
g1, . . . , gn ∈ G, the matrix [
αgi
(
ϕ(g−1i gj)
)]
is positive in Mn(A).
When σ = 1, Anantharaman-Delaroche establishes in [1, Proposition 2.3] a Gelfand-
Raikov type of result for AD-positive-definite functions (w.r.t. α), involving so-called α-
equivariant actions of G on Hilbert A-modules. Her result is related to Theorem 4.16
when T = Lϕ, but one should note that these two results are not equivalent in this case.
Indeed, we have:
Proposition 4.24. Let ϕ : G→ A. Then the following conditions are equivalent:
a) Lϕ is positive definite (w.r.t. Σ), that is, Lϕ ∈ P (Σ);
b) ϕ takes its values in Z(A), the center of A, and ϕ is AD-positive definite (w.r.t. Σ);
c) Lϕ = Tρ,v,x,x for some equivariant representation (ρ, v) of Σ on a Hilbert A-module
X and some x ∈ ZX (the central part of X w.r.t. ρ);
d) Lϕ is a (reduced) multiplier of Σ such that MLϕ is completely positive;
e) Lϕ is a full multiplier of Σ such that ΦLϕ is completely positive.
Proof. a)⇒ b): Assume Lϕ is positive definite (w.r.t. Σ). Choosing ai = 1 for i = 1, . . . , n
in the definition gives immediately that ϕ is AD-positive definite (w.r.t. Σ). Moreover,
using Remark 4.9 with T = Lϕ, we get that
(
ϕ(g) a
)∗
= αg
(
ϕ(g−1)α−1g (a
∗)α−1g (σ(g, g
−1)∗)
)
σ(g, g−1) = αg
(
ϕ(g−1)
)
a∗
for all g ∈ G and a ∈ A. In particular, we have ϕ(g)∗ = αg
(
ϕ(g−1)
)
, and it then follows
that
a∗ ϕ(g)∗ =
(
ϕ(g) a
)∗
= ϕ(g)∗ a∗
for all g ∈ G and a ∈ A. Hence ϕ(g) ∈ Z(A) for every g ∈ G.
b)⇒ a): Assume ϕ : G→ Z(A) is AD-positive definite (w.r.t. Σ). Let g1, . . . , gn ∈ G
and a1, . . . , an ∈ A. Then we have[
αgi
(
ϕ(g−1i gj)
)
a∗i aj
]
=
[
a∗i αgi
(
ϕ(g−1i gj)
)
aj
]
= D∗
[
αgi
(
ϕ(g−1i gj)
)]
D ,
where D = diag
(
a1, . . . , an
)
. As B :=
[
αgi
(
ϕ(g−1i gj)
)]
is assumed to be positive in
Mn(A), D
∗BD is positive in Mn(A). Thus, it follows that L
ϕ is Σ-positive definite.
a)⇒ c): Assume Lϕ is positive definite (w.r.t. Σ). From Theorem 4.16, we know that
c) holds, except for the fact that x may be chosen in ZX . Let us set T = L
ϕ and use the
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notation introduced in the proof of this theorem. We have then that x = δ(e,1) +N ∈ X.
To check that x ∈ ZX , we have to show that ρ(a)x = x · a for all a ∈ A. Let a ∈ A. As〈
δ(e,a) − δ(e,1) · a , δ(e,a) − δ(e,1) · a
〉
Lϕ
= ϕ(e) a∗a− a∗ϕ(e) a − ϕ(e) a∗a+ a∗ϕ(e) a = 0 ,
we have that δ(e,a) − δ(e,1) · a ∈ N . Hence, we get that
ρ(a)x = δ(e,a) +N = δ(e,1) · a+N = x · a
as desired.
Finally, c) ⇒ a) follows from Example 4.8, while a) ⇔ d) and a) ⇔ e) follows from
Corollary 4.18.

Remark 4.25. When σ = 1, then the implication b) ⇒ d) in Proposition 4.24 is due to
Dong and Ruan [16, Theorem 3.2] (although they use some different conventions). They
also point out that if b) holds, then the map MLϕ is an A-bimodule map, i.e., we have
MLϕ(axb) = aMLϕ(x) b for all a, b ∈ A and x ∈ C
∗
r (Σ).
Remark 4.26. At the end of [6, Example 4.11], we wondered whether functions from G
to A that are AD-positive definite give rise to (bounded) multipliers of Σ in general. The
equivalence of b) and d) in Proposition 4.24 provides a partial answer to this question.
However, if ϕ : G→ A is AD-positive definite (w.r.t. Σ), but does not take all of its values
in Z(A), we can not exclude for the moment the fact that Lϕ could still lie in M0A(Σ),
or in MA(Σ).
Remark 4.27. Of course, when ϕ : G → A is given, one may also consider Rϕ ∈ L(Σ)
defined by Rϕ(g, a) = aϕ(g). It is easily checked that Rϕ is positive definite (w.r.t. Σ) if
and only if the matrix [
a∗i aj Ad
(
σ(gi, g
−1
i gj)
∗
)
αgi
(
ϕ(g−1i gj)
)]
is positive in Mn(A) for all n ∈ N, g1, . . . , gn ∈ G and a1, . . . , an ∈ A. In view of our
discussion of Lϕ, it is natural to say that ϕ is σ-AD-positive definite (w.r.t. Σ) if, for any
g1, . . . , gn ∈ G, we have [
Ad
(
σ(gi, g
−1
i gj)
∗
)
αgi
(
ϕ(g−1i gj)
)]
is positive inMn(A). It is obvious that this concept coincides with AD-positive definiteness
when ϕ take values in Z(A). It is therefore not difficult to check that Proposition 4.24
also holds if we replace Lϕ with Rϕ everywhere.
Remark 4.28. Consider a function ϕ : G → C. In this case, we have Tϕ = Lϕ = Rϕ.
Moreover, identifying C with C · 1 ⊂ A, one immediately sees that ϕ is a positive definite
function on G, i.e., ϕ ∈ P (G), if and only if ϕ is AD-positive definite (w.r.t. Σ). Hence,
it follows from Proposition 4.24 that ϕ ∈ P (G) if and only if Tϕ ∈ P (Σ), if and only
Tϕ = Tρ,v,x,x for some equivariant representation (ρ, v) on a Hilbert A-module X and
some x ∈ ZX , if and only if T
ϕ is a reduced (resp. full) multiplier of Σ such that MTϕ
(resp. ΦTϕ) is completely positive. To our knowledge, the first result in this direction goes
back to Haagerup [25] in the setting of crossed products of von Neumann algebras.
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Remark 4.29. Following [22], one way to define the Fourier algebra of G is to let A(G)
be the closure in B(G) of the span of all positive definite functions on G that have finite
support. For T ∈ L(Σ), let us say that T has finite support if the set {g ∈ G | Tg 6= 0}
is finite. Then one possible definition of the Fourier algebra of Σ is to let A(Σ) be the
closure in B(Σ) of the span of all elements in P (Σ) that have finite support. One easily
checks that A(Σ) is then a two-sided ideal in B(Σ). A natural problem is to investigate
whether this definition of A(Σ) coincides with the other candidates that make sense in our
setting (see [22, Proposition (3.4) and the The´ore`me on p. 218]). For example, is it true
that A(Σ), if defined as above, is equal to the set of coefficients of the regular equivariant
representation of G on AG ?
Among the many existing characterizations of the amenability of G (see e.g. [11, The-
orem 2.6.8] for a few of these), one says that G is amenable if and only if there exists a net
{ϕi} of normalized finitely supported positive definite functions on G such that ϕi → 1
pointwise. We propose below an analogous definition of amenability for Σ. We will call a
net {T i} in P (Σ) uniformly bounded when supi ‖T
i‖∞ = supi ‖T
i
e(1)‖ < ∞ (cf. Corollary
4.17).
Definition 4.30. We will say that Σ is amenable whenever there exists a uniformly
bounded net {T i} of finitely supported elements in P (Σ) such that limi ‖T
i
g(a) − a‖ = 0
for every g ∈ G and a ∈ A.
Example 4.31. Recall that Σ is said to have the weak approximation property [5] if there
exists an equivariant representation (ρ, v) of Σ on some Hilbert A-module X and nets
{ξi}, {ηi} in Cc(G,X) ⊂ X
G satisfying
(a) there exists some M > 0 such that ‖ξi‖ · ‖ηi‖ ≤M for all i ;
(b) limi
∥∥〈ξi , ρˇ(a)vˇ(g)ηi〉− a∥∥ = 0 for all g ∈ G and a ∈ A.
In this definition, XG denotes the Hilbert A-module given by
XG =
{
ξ : G→ X |
∑
g∈G
〈ξ(g), ξ(g)〉 is norm-convergent in A
}
≃ X ⊗ ℓ2(G) ,
the A-valued inner product being given by 〈ξ, η〉 =
∑
g∈G 〈ξ(g), η(g)〉 for ξ, η ∈ X
G, while
ρˇ := ρ⊗ ι and vˇ := v ⊗ λ.
If the conditions (a) and (b) above hold with ηi = ξi for all i, then Σ is said to have
the positive weak approximation property. In this case, if we set T i := Tρˇ, vˇ, ξi, ξi for each i,
then it follows from Example 4.8 that we get a finitely supported net {T i} in P (Σ) such
that
sup
i
‖T i‖∞ = sup
i
‖T ie(1)‖ = sup
i
‖〈ξi, ξi〉‖ = sup
i
‖ξi‖
2 ≤M
and
lim
i
‖T ig(a)− a‖ = lim
i
∥∥〈ξi , ρˇ(a)vˇ(g)ηi〉− a∥∥ = 0 ,
hence we see that Σ is then amenable.
More concretely, let us assume that the positive weak approximation property is
achieved with (ρ, v) = (ℓ, α), i.e., that there exists a net {ξi} in Cc(G,A) such that
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(a’) supi
∥∥∑
g∈G ξi(g)
∗ξi(g)
∥∥ <∞ ;
(b’) limi
∥∥ ∑
h∈G ξi(h)
∗aαg
(
ξi(g
−1h)
)
− a
∥∥ = 0 for all g ∈ G and a ∈ A.
These conditions say that Σ satisfies Exel’s positive approximation property [20, 21]. Then
Σ is amenable, and a net {T i} satisfying the required properties is given by
T ig(a) =
∑
h∈G
ξi(h)
∗aαg
(
ξi(g
−1h)
)
for g ∈ G and a ∈ A. Note that if all ξi’s take their values in Z(A), then (b’) is equivalent
to
lim
i
∥∥ ∑
h∈G
ξi(h)
∗ αg
(
ξi(g
−1h)
)
− 1
∥∥ = 0
for all g ∈ G. It is then straightforward to see that in the case where σ = 1, then Σ is
amenable whenever the action α is amenable in the sense of [11].
As shown in [5, Theorem 5.11], Σ is regular whenever it has the weak approximation
property. We also have:
Theorem 4.32. Assume that Σ is amenable. Then Σ is regular. Hence, C∗(Σ) ≃ C∗r (Σ).
Moreover, C∗(Σ) ≃ C∗r (Σ) is nuclear if and only if A is nuclear.
Proof. To prove the first assertion we will follow the approach used in the proof of [11,
Theorem 2.6.8] in the case where A and σ are trivial, and G is amenable.
We first observe that if S is a finite subset of G, then the subspace CS of Cc(Σ) given
by CS := Span {a ⊙ g | a ∈ A, g ∈ S} is closed in C
∗(Σ). Indeed, let {fn} be a sequence
in CS converging to some x ∈ C
∗(Σ) and set E˜ := E ◦ ΛΣ : C
∗(Σ) → A, which is clearly
continuous. For each g ∈ S, we then have
fn(g) = E
(
ΛΣ(fn)λΣ(g)
∗
)
= E˜
(
fn iG(g)
∗
)
→ E˜
(
x iG(g)
∗
)
as n→∞ .
So if we define f ∈ CS by f =
∑
g∈S f(g) ⊙ g , where f(g) = E˜
(
x iG(g)
∗
)
for each g ∈ S,
we get
‖x− f‖u ≤ ‖x− fn‖u + ‖fn − f‖u ≤ ‖x− fn‖u +
∑
g∈S
‖f(g)− fn(g)‖ → 0 as n→∞ .
Hence, x = f ∈ CS .
Next, consider a finitely supported T ∈ P (Σ) and let x ∈ C∗(Σ). Then ΦT (x) ∈ Cc(Σ).
Indeed, letting S denote the support of T and {fn} be a sequence in Cc(Σ) converging
to x, we have ΦT (fn) =
∑
g∈S Tg
(
fn(g)
)
⊙ g ∈ CS for each n, so ΦT (x) = limnΦT (fn)
belongs to CS = CS ⊂ Cc(Σ).
Let now x ∈ C∗(Σ) and suppose that ΛΣ(x) = 0. Let {T
i} be a net as guaranteed
by the amenability of Σ. Corollary 4.18 gives a net {ΦT i} (resp. {MT i}) of completely
positive maps on C∗(Σ) (resp. C∗r (Σ)). Note that for each i we have ΛΣ ◦ΦT i =MT i ◦ΛΣ
on C∗(Σ) since the two maps are continuous and agree on Cc(Σ). So for each i we get
ΛΣ
(
ΦT i(x)
)
=MT i
(
ΛΣ(x)
)
= 0 .
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Since each T i is finitely supported, we have ΦT i(x) ∈ Cc(Σ). As ΛΣ is injective on Cc(Σ),
we obtain that ΦT i(x) = 0 for each i .
Observe that for f ∈ Cc(Σ) with support F , we have
‖ΦT i(f)− f‖u =
∥∥∑
g∈F
[
T ig(f(g)) − f(g)
]
⊙ g
∥∥
u
≤
∑
g∈F
∥∥T ig(f(g)) − f(g)‖ .
Hence, using the assumption that limi ‖T
i
g(a)− a‖ = 0 for every g ∈ G and a ∈ A, we get
that limi ‖ΦT i(f) − f‖u = 0. Since ‖ΦT i‖ = ‖ΦT i(1 ⊙ e)‖ = ‖T
i
e(1)‖ for each i and {T
i}
is uniformly bounded by assumption, we get that supi ‖ΦT i‖ < ∞. Hence, by a density
argument, it follows that limiΦT i(x) = x . Since ΦT i(x) = 0 for each i , we conclude that
x = 0. This shows that ΛΣ is injective, i.e., Σ is regular, as desired.
The final assertion may be shown by adapting the proof of similar statements in the
existing literature (see e.g. [2, 11, 17]). For completeness, we sketch a proof. Assume that
A is nuclear and let B be a C∗-algebra. Without loss of generality, we may assume that
B is unital. We can then form the product system Σ′ = (A⊗B,G,α⊗ id, σ⊗ 1), and it is
almost immediate that the amenability of Σ passes to Σ′. Hence, using the first assertion
with Σ′ instead of Σ, we get
C∗r (Σ)⊗B ≃ C
∗
r (Σ
′) ≃ C∗(Σ′) ≃ C∗(Σ)⊗max B ≃ C
∗
r (Σ)⊗max B .
Thus, C∗r (Σ) ≃ C
∗(Σ) is nuclear. Conversely, nuclearity of A is necessary for this to hold
since there exists a conditional expectation from C∗r (Σ) onto A. 
Remark 4.33. In view of Theorem 4.32, several questions arise. Does the regularity
of Σ imply its amenability ? Does the amenability of Σ imply that Σ has the weak
approximation property ? Do we get a strictly stronger notion of amenability by requiring
that T ie(1) = 1 for all i instead of just saying that the net {T
i} is uniformly bounded ?
4.3 On some commutative subalgebras of the Fourier-Stieltjes algebra
It is clear that B(Σ) contains several interesting commutative subalgebras, e.g. the canon-
ical copy of B(G), which is obviously contained in the center ZB(Σ) of B(Σ). We note
that
ZB(Σ) = {T ∈ B(Σ) | T × T ′ = T ′ × T for all T ′ ∈ B(Σ)}
= {T ∈ B(Σ) | T × T ′ = T ′ × T for all T ′ ∈ P (Σ)} .
We describe some properties of elements in ZB(Σ).
Proposition 4.34. Let T = Tρ,v,x,y ∈ ZB(Σ). Then one has
(i)
〈
x, y
〉
∈ Z(A).
(ii) More generally, T (g, a) =
〈
x, ρ(a)v(g)y
〉
∈ Z(A) for all a ∈ Z(A) and g ∈ G.
(iii) T (g, a) =
〈
x, ρ(a)v(g)y
〉
= a
〈
x, v(g)y
〉
=
〈
x, v(g)y
〉
a for all a ∈ A and g ∈ G.
In other words, T = Lϕ = Rϕ where ϕ : G→ Z(A) is given by ϕ(g) := 〈x, v(g)y〉.
(iv) Tρ,v,y,x ∈ ZB(Σ).
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Proof. Let T ′ = Tℓ,α,b,c be any coefficient of the trivial equivariant representation, i.e.
T ′(g, a) = b∗aαg(c) for some b, c ∈ A. As T commutes with T
′, we get that
〈
x, ρ(b∗aαg(c))v(g)y
〉
= b∗
〈
x, ρ(a)v(g)y
〉
αg(c) , (12)
for all a, b, c ∈ A and g ∈ G.
(i) Plugging into the equation (12) a = 1, b = c =: u ∈ U(A) and g = e, we get
〈x, y〉 = 〈x, ρ(u∗u)y〉 = u∗ 〈x, y〉u .
This implies that 〈x, y〉 ∈ A commutes with the whole of U(A), and thus with A.
(ii) The argument is similar. Given a ∈ Z(A) and g ∈ G, we now choose c ∈ U(A) and
set b = αg(c) ∈ U(A), and plug this into equation (12). Then we let c range over U(A).
(iii) Now, plugging a = 1 = c and b = a∗ into equation (12), we get the first equality. The
second one follows from (ii).
(iv) This can be checked by brute force. Alternatively, one can use that ZB(Σ) is closed
under the conjugation in B(Σ) (see Remark 4.43), and that (Tρ,v,x,y)
c = Tρ,v,y,x .

Corollary 4.35. Let T ∈ ZB(Σ). Then ϕ : G → A given by ϕ(g) = T (g, 1) takes
its values in Z(A), and we have T = Lϕ = Rϕ. For any equivariant representation
(ρ, v) of Σ on some Hilbert A-module X and x, y ∈ X such that T = Tρ,v,x,y, we have
ϕ(g) = 〈x, v(g)y〉.
We may also consider
BZ(Σ) = {T ∈ L(Σ) | T = Tρ,v,x,y for some equiv. rep. (ρ, v) of Σ on X and x, y ∈ ZX} .
It is not difficult to check that BZ(Σ) is a commutative subalgebra of B(Σ), which contains
the canonical copy of B(G), as follows immediately from Remark 3.5. Similar to the case
where T ∈ ZB(Σ), we have:
Proposition 4.36. Let T ∈ BZ(Σ). Then ϕ : G → A given by ϕ(g) = T (g, 1) takes
its values in Z(A), and we have T = Lϕ = Rϕ. For any equivariant representation
(ρ, v) of Σ on some Hilbert A-module X and x, y ∈ ZX such that T = Tρ,v,x,y, we have
ϕ(g) = 〈x, v(g)y〉.
Proof. Assume T = Tρ,v,x,y with x, y ∈ ZX . Then, using equation (11), we get that
T = Lϕ = Rϕ, where ϕ : G→ Z(A) is given by ϕ(g) = 〈x, v(g)y〉. But then T (g, 1) = ϕ(g)
for all g ∈ G, so the proposition follows. 
The two previous results show that ZB(Σ) and BZ(Σ) have some common features.
It seems to us that it should be interesting to understand the structure of these algebras,
and also to investigate their relative positions. We include below a few results concerning
these issues. We first introduce
PZ(Σ) = {T ∈ L(Σ) | T = Tρ,v,x,x for some equiv. rep. (ρ, v) of Σ on X and x ∈ ZX} ,
which is a cone in BZ(Σ) containing the canonical image of P (G), as the reader will easily
verify, using Remark 4.28 for the last part.
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Proposition 4.37. We have BZ(Σ) = SpanPZ(Σ). Moreover,
PZ(Σ) = {Lϕ |ϕ : G→ Z(A) is AD-positive (w.r.t. Σ)}
= P (Σ) ∩BZ(Σ) .
Proof. The first statement is a consequence of the polarization identity, after noticing that
if x, y ∈ ZX then x + i
ky ∈ ZX , for k = 0, 1, 2, 3. The second one is a consequence of
Proposition 4.24 and Proposition 4.36. 
Lemma 4.38. Assume T ∈ ZB(Σ) can be written as T = Tρ,v,x,y for some equivariant
representation (ρ, v) on a Hilbert A-module X and x, y ∈ X, such that, in addition, y is
cyclic for (ρ, v), namely
Span
{(
ρ(a)v(g)y
)
· a′ | a, a′ ∈ A, g ∈ G
}
is dense in X. Then x ∈ ZX .
Proof. Let T ′ = Tℓ,α,b,c be any coefficient of the trivial equivariant representation, i.e.
T ′(g, a) = b∗aαg(c) for some b, c ∈ A. As T commutes with T
′, we get that
〈
x, ρ
(
b∗aαg(c)
)
v(g)y
〉
= b∗
〈
x, ρ(a)v(g)y
〉
αg(c) ,
hence 〈
ρ(b)x, ρ(a)v(g)ρ(c)y
〉
=
〈
x · b, ρ(a)v(g)(y · c)
〉
for all g ∈ G and a, b, c ∈ A.
In particular, substituting c = 1, we obtain
〈
ρ(b)x, ρ(a)v(g)y
〉
=
〈
x · b, ρ(a)v(g)y
〉
and
thus 〈
ρ(b)x, (ρ(a)v(g)y) · a′
〉
=
〈
x · b, (ρ(a)v(g)y) · a′
〉
for every g ∈ G and a, a′, b ∈ A. Using the cyclicity of y, this identity in turn implies that
ρ(b)x = x · b for all b ∈ A, i.e., x ∈ ZX , as claimed.

Proposition 4.39.
P (Σ) ∩ ZB(Σ) ⊂ PZ(Σ) .
Proof. This follows at once from Theorem 4.16 and Lemma 4.38.

All in all, we have the following pattern of inclusions:
B(G) →֒ BZ(Σ) ∩ ZB(Σ) ⊂ BZ(Σ) ⊂ B(Σ)
∪ ∪ ∪ ∪
P (G) →֒ P (Σ) ∩ ZB(Σ) ⊂ PZ(Σ) = P (Σ) ∩BZ(Σ) ⊂ P (Σ)
There are some inherent difficulties that one has to be able to handle before it will be
possible to obtain a better picture. We illustrate this in the following observation.
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Remark 4.40. It is obvious that the inclusion B(G) ⊂ B(Σ) ∩M0A(G) holds. It seems
reasonable that the converse inclusion should hold, but it is in fact not easy to show this.
Indeed, consider an equivariant representation (ρ, v) of Σ on a Hilbert A-module X, let
x, y ∈ X and assume that we have T := Tρ,v,x,y = T
ϕ, where ϕ(g) = 〈x, v(g)y〉 ∈ C for
all g ∈ G. Then one readily checks by direct computation that T ∈ ZB(Σ). If we assume
that x = y, then T ∈ P (Σ), so it follows from Remark 4.28 that ϕ ∈ P (G); in particular
T ∈ PZ(Σ) ⊂ BZ(Σ). However, when x 6= y, it is not clear that an element T given as
above has to lie in BZ(Σ), or even in B(G). Proposition 4.41 sheds some light on this
problem in the case where A has trivial center.
Proposition 4.41. Suppose that A has trivial center. Then T ∈ ZB(Σ) if and only if
T = Tρ,v,x,y = T
ϕ, where ϕ(g) := 〈x, v(g)y〉 ∈ C for all g ∈ G. In particular,
BZ(Σ) ⊂ ZB(Σ)
Moreover, P (G) and B(G) are in bijective correspondences with PZ(Σ) and BZ(Σ), re-
spectively, via the map φ 7→ T φ. Finally,
P (Σ) ∩ ZB(Σ) = PZ(Σ) = P (Σ) ∩BZ(Σ) .
Proof. The first statement follows from Proposition 4.34 and Remark 4.40. The second
statement follows from Proposition 4.36 in conjugation with the first statement. Since
a scalar-valued AD-positive definite function (w.r.t. Σ) is nothing but a positive definite
function on G, it is clear from Proposition 4.37 that we may identify P (G) with PZ(Σ)
via the map φ 7→ T φ, and then also B(G) with BZ(Σ), by polarization. The last claim
follows then from the second statement in combination with Proposition 4.36. 
4.4 On algebras of completely bounded multipliers
Following M. Walter [41, 42], we recall that if B is a C∗-algebra, then one may consider
its dual algebra D(B), that consists of all completely bounded maps from B into itself, the
product being given by composition. Equipped with the completely bounded norm, D(B)
becomes a Banach algebra, with an isometric conjugation Φ→ Φc given by
Φc(b) = (Φ(b∗))∗
for each b ∈ B (cf. [41, Proposition 1]).
In the sequel, for brevity, we focus on the reduced situation where B = C∗r (Σ). Un-
doubtedly, many of the statements that follow admit a full version where B = C∗(Σ),
mutatis mutandis. (See also Remark 4.49).
For T ∈ M0A(Σ) we set ‖T‖cb = ‖MT ‖cb. We first show that M0A(Σ) embeds in a
canonical way in D(C∗r (Σ)).
Proposition 4.42. M0A(Σ) is a unital subalgebra of L(Σ). Moreover, (M0A(Σ), ‖ · ‖cb)
is a Banach algebra, with an isometric conjugation T → T c given by
T c(g, a) = σ(g, g−1)∗ αg
(
Tg−1
(
α−1g
(
a∗σ(g, g−1)∗
)))∗
.
The map T → MT from M0A(Σ) into D(C
∗
r (Σ)) is a unital injective Banach algebra
homomorphism that respects conjugation.
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Proof. If T, T ′ ∈ M0A(Σ), then MT ◦M
′
T ∈ D(C
∗
r (Σ)) and it is straightforward to check
that
(MT ◦M
′
T )
(
ΛΣ(f)
)
= ΛΣ
(
(T × T ′) · f
)
for all f ∈ Cc(Σ). Hence, it follows that T × T
′ ∈ M0A(Σ), with MT×T ′ = MT ◦M
′
T .
Proceeding in the same way with the other operations, and using that the map T →MT
is clearly injective, we see that (M0A(Σ), ‖ · ‖cb) becomes a unital normed algebra with
isometric conjugation such that T 7→MT is a unital algebra homomorphism that respects
conjugation.
Moreover, the range R of the map T → MT is closed in D(C
∗
r (Σ)). Indeed, let {Tn}
be a sequence in M0A(Σ) such that ‖MTn − Φ‖cb → 0 for some Φ ∈ D(C
∗
r (Σ)). Then for
g ∈ G and a ∈ A, we have
Φ
(
aλΣ(g)
)
λΣ(g)
∗ = lim
n
MTn
(
aλΣ(g)
)
λΣ(g)
∗ = lim
n
Tn(g, a) .
Set T (g, a) = Φ
(
aλΣ(g)
)
λΣ(g)
∗ for g ∈ G and a ∈ A. Since A is closed in C∗r (Σ),
T (g, a) lies in A. Thus, we get a map T from G × A into A that is linear in the second
variable. As we have Φ
(
aλΣ(g)
)
= Tg(a)λΣ(g) for all g ∈ G and all a ∈ A, we get that
Φ(ΛΣ(f)) = ΛΣ(T · f) for all f ∈ Cc(Σ). This shows that T ∈M0A(Σ) and Φ =MT , that
is, Φ ∈ R. This shows that R is closed in D(C∗r (Σ)). Hence, R is complete, and it is then
clear that (M0A(Σ), ‖ · ‖cb) is also complete.

Remark 4.43. It is clear from Theorem 4.1 that B(Σ) is a subalgebra of M0A(Σ), such
that ‖T‖cb ≤ ‖T‖ for all T ∈ B(Σ). However, it is not obvious that B(Σ) is necessarily
closed w.r.t. ‖ · ‖cb in M0A(Σ). Of course, this will be the case if ‖T‖cb = ‖T‖ for all
T ∈ B(Σ) or if B(Σ) = M0A(Σ). It would be interesting to know when one or both of
these conditions are satisfied. For instance, when A and σ are trivial, so B(Σ) = B(G) and
M0A(Σ) = M0A(G), it is known (as already recalled in Remark 4.23 ; see [15, Corollary
1.8] and [9, Theorem]) that B(G) = M0A(G) if and only if G is amenable, in which case
the two norms agree.
We also note that B(Σ) is closed under the conjugation in M0A(Σ). Indeed, if T ∈
B(Σ) and (ρ, v) is an equivariant representation of Σ on X such that T = Tρ,v,x,y for some
x, y ∈ X, then one checks by direct computation that T c = Tρ,v,y,x , so T
c ∈ B(Σ).
Moreover, ‖T c‖ ≤ ‖y‖‖x‖. Taking the infimum over all possible x and y as above, we
get ‖T c‖ ≤ ‖T‖ . As conjugation is involutive, the converse inequality also holds. Hence,
the conjugation on B(Σ) is also isometric w.r.t. ‖ · ‖.
It is clear that ZB(Σ) is closed under conjugation, as is the case of the center of any
algebra with a conjugation. Finally, BZ(Σ) also shares this property: if T ∈ BZ(Σ), so
T = Tρ,v,x,y with x, y ∈ ZX , then T
c = Tρ,v,y,x ∈ BZ(Σ).
Remark 4.44. As shown in [5, Corollary 4.7], we have Tϕ ∈ M0A(Σ) whenever ϕ lies
in M0A(G), in which case ‖T
ϕ‖cb ≤ ‖ϕ‖cb (where ‖ϕ‖cb denotes the norm in M0A(G)).
Hence, the map ϕ → Tϕ provides a continuous embedding of M0A(G) into M0A(Σ).
An interesting question is whether this map is isometric. Another open question is as
follows. Assume that G is not amenable, so that there exists ϕ ∈M0A(G)\B(G). Is then
Tϕ 6∈ B(Σ) ? (See Remark 4.40 for a related problem).
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Next, we recall that a linear map M : C∗r (Σ)→ C
∗
r (Σ) is called an A-bimodule map if
M(a x a′) = aM(x) a′
for all a, a′ ∈ A and x ∈ C∗r (Σ). We set
Mbim0 A(Σ) = {T ∈M0A(Σ) | MT is an A-bimodule map} .
As follows from Remark 4.25 and Proposition 4.37, we have PZ(Σ) ⊂Mbim0 A(Σ) . Hence,
BZ(Σ) ⊂Mbim0 A(Σ)
since Mbim0 A(Σ) is obviously a subspace of M0A(Σ). In fact, we have:
Proposition 4.45. Mbim0 A(Σ) is a Banach subalgebra of M0A(Σ) which is closed under
conjugation.
Proof. As the composition of two A-bimodule maps is an A-bimodule map, it is clear that
Mbim0 A(Σ) is a subalgebra of M0A(Σ). Moreover, if M is an A-bimodule map, then
M c(axa′) =M(a′
∗
x∗a∗)∗ = (a′
∗
M(x∗)a∗)∗ = aM c(x)a′
for all a, a′ ∈ A and x ∈ C∗r (Σ). Hence M
c is an A-bimodule map. It follows that if
T ∈ Mbim0 A(Σ), then MT c = (MT )
c is an A-bimodule map, so T c ∈ Mbim0 A(Σ). Thus
Mbim0 A(Σ) is closed under conjugation. Finally, M
bim
0 A(Σ) is closed in M0A(Σ). Indeed,
assume {Tn} is a sequence in M
bim
0 A(Σ), T ∈M0A(Σ) and Tn → T (in norm). Then
MT (axa
′) = lim
n
MTn(axa
′) = lim
n
aMTn(x)a
′ = aMT (x)a
′
for all a, a′ ∈ A and x ∈ C∗r (Σ). Hence, T ∈M
bim
0 A(Σ).

Recall that for ϕ : G→ A, we have defined Lϕ , Rϕ : G×A→ A by
Lϕ(g, a) = ϕ(g) a , Rϕ(g, a) = aϕ(g)
for all g ∈ G, a ∈ A. Set
LM0A(Σ) = {L
ϕ | ϕ : G→ A and Lϕ ∈M0A(Σ)} ,
RM0A(Σ) = {R
ϕ | ϕ : G→ A and Rϕ ∈M0A(Σ)} .
These subspaces of M0A(Σ) are non-empty since they both contain BZ(Σ) (as follows
from Proposition 4.37). Moreover, they both contain a copy of M0A(G): if ϕ ∈M0A(G),
regarding ϕ as a function from G to C · 1 ⊂ A, we have Lϕ = Rϕ = Tϕ ∈ M0A(Σ) (cf.
Remark 4.44).
Proposition 4.46. LM0A(Σ) and RM0A(Σ) are Banach subalgebras of M0A(Σ), satis-
fying (
LM0A(Σ)
)c
= RM0A(Σ),
(
RM0A(Σ)
)c
= LM0A(Σ) .
We also have
LM0A(Σ) ∩RM0A(Σ) =
{
Lϕ | ϕ : G→ Z(A) and Lϕ ∈M0A(Σ)
}
.
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Proof. Assume Lϕ ∈ LM0A(Σ). Then we know that
(
Lϕ
)c
∈ M0A(Σ). Moreover, for all
g ∈ G and a ∈ A, we have
(
Lϕ
)c
(g, a) = σ(g, g−1)∗αg
(
Lϕ
(
g−1, α−1g (a
∗σ(g, g−1)∗)
))∗
= σ(g, g−1)∗
(
αg(ϕ(g
−1)) a∗ σ(g, g−1)∗
)∗
= aαg(ϕ(g
−1))∗
= Rϕ
c
(g, a) ,
where ϕc(g) := αg(ϕ(g
−1))∗. So Rϕ
c
=
(
Lϕ
)c
∈ M0A(Σ). Hence,
(
Lϕ
)c
∈ RM0A(Σ).
This shows that
(
LM0A(Σ)
)c
⊂ RM0A(Σ). The inclusion
(
RM0A(Σ)
)c
⊂ LM0A(Σ) may
be shown in a similar way. By conjugation, we obtain that the opposite inclusions both
hold. The final assertion is an easy exercise. 
Remark 4.47. Let L = Lϕ ∈ LM0A(Σ) and R = R
ψ ∈ RM0A(Σ). Then we have
(L×R)(g, a) = ϕ(g) aψ(g) = (R× L)(g, a)
for all g ∈ G and a ∈ A, so LM0A(Σ) and RM0A(Σ) commute with each other.
Hence the subalgebra of M0A(Σ) generated by LM0A(Σ) and RM0A(Σ) is the span
of LM0A(Σ)×
(
LM0A(Σ)
)c
, and is closed under conjugation.
Remark 4.48. Let ϕ : G→ A. Then it is easy to see that Lϕ ∈ LM0A(Σ) ∩M
bim
0 A(Σ)
if and only if ϕ takes its values in Z(A) and Lϕ ∈M0A(Σ). (When σ = 1, this follows as
in [16, p. 436]; the argument is the same when σ is nontrivial). Hence, all in all, we get
BZ(Σ) ⊂ LM0A(Σ) ∩M
bim
0 A(Σ)
= {Lϕ |ϕ : G→ Z(A) and Lϕ ∈M0A(Σ)}
= LM0A(Σ) ∩RM0A(Σ)
= RM0A(Σ) ∩M
bim
0 A(Σ) .Setting
LMcpA(Σ) = {L
ϕ | ϕ : G→ A, Lϕ ∈M0A(Σ) and MLϕ is completely positive} ,
we can also add to Proposition 4.37 that
PZ(Σ) = LMcpA(Σ) ∩M
bim
0 A(Σ) .
Remark 4.49. What we have done so far in this subsection concerns subalgebras of the
Banach algebra (M0A(Σ), ‖ · ‖cb). As indicated earlier, one can also introduce analogous
subalgebras of the Banach algebraMucb(Σ) (with respect to the norm ‖T‖
u
cb = ‖ΦT ‖cb) that
will satisfy similar properties. The Fourier-Stieltjes algebra B(Σ) is of course a subalgebra
of Mucb(Σ) such that ‖T‖ ≤ ‖T‖
u
cb for all T ∈ B(Σ) (cf. Theorem 4.4). When A and σ
are trivial, we have B(Σ) = B(G) = Mucb(Σ) and the two norms agree (see [41, 36]). The
general case is more elusive, cf. Remark 4.23.
Finally we mention that the algebra M0A(Σ) has a right-handed version: it is the
Banach algebra M0A
′(Σ) consisting of the maps S ∈ L(Σ) having the property that there
exists a (necessarily unique) map M ′S ∈ D(C
∗
r (Σ)) satisfying
M ′S(λΣ(g) a) = λΣ(g)Sg(a)
37
for all a ∈ A and g ∈ G, the norm of such a map S being then defined by ‖S‖ = ‖M ′S‖cb.
Such a framework is for instance used by Dong and Ruan in [16] in the the special case
where σ = 1 and S = Lϕ for some ϕ : G → Z(A). The resulting theory is parallel to the
one we have outlined. For completeness, we describe below how the involved algebras are
related and leave the proof of the following two propositions to the reader.
We let P ′(Σ) consist of the maps S ∈ L(Σ) that are such that for any n ∈ N,
g1, . . . , gn ∈ G and a1, . . . , an ∈ A, the matrix[
σ(gi, g
−1
i gj)αgj
(
Sg−1i gj
(
α−1gj
(
σ(gi, g
−1
i gj)
∗ a∗i aj
) )) ]
is positive in Mn(A). Moreover, we set B
′(Σ) = spanP ′(Σ) and
Mbim0 A
′(Σ) = {S ∈M0A
′(Σ) | M ′S is an A-bimodule map} .
Proposition 4.50. Let T ∈ L(Σ) and define T˜ ∈ L(Σ) by
T˜ (g, a) = α−1g (T (g, αg(a)))
for all g ∈ G and a ∈ A. The following statements hold:
i) If T ∈M0A(Σ), then T˜ ∈M0A
′(Σ) and M ′
T˜
=MT .
ii) If T ∈ P (Σ), then T˜ ∈ P ′(Σ).
iii) The map τ : T 7→ T˜ gives an isometric algebra isomorphism from M0A(Σ) onto
M0A
′(Σ), that maps P (Σ) onto P ′(Σ), B(Σ) onto B′(Σ) andMbim0 A(Σ) ontoM
bim
0 A
′(Σ).
iv) Mbim0 A
′(Σ) is a Banach subalgebra of M0A
′(Σ) which is closed under conjugation.
The map τ can be used to transport the norm ‖ · ‖ on B(Σ) to a norm on B′(Σ),
turning B′(Σ) into a Banach algebra isometrically isomorphic to B(Σ). Alternatively,
we could have defined B′(Σ) directly as coefficient maps of suitably defined equivariant
representations of Σ on left Hilbert A-modules, but the above approach is shorter.
We will denote the inverse of τ just by S 7→ Ŝ. We also set
LM0A
′(Σ) = {Lϕ | ϕ : G→ A and Lϕ ∈M0A
′(Σ)} ,
RM0A
′(Σ) = {Rϕ | ϕ : G→ A and Rϕ ∈M0A
′(Σ)} .
Proposition 4.51. LM0A
′(Σ) and RM0A
′(Σ) are Banach subalgebras of M0A
′(Σ). They
satisfy (
LM0A
′(Σ)
)c
= RM0A
′(Σ) ,
(
RM0A
′(Σ)
)c
= LM0A
′(Σ) ,
˜LM0A(Σ) = LM0A
′(Σ) , ̂LM0A′(Σ) = LM0A(Σ) ,
˜RM0A(Σ) = RM0A
′(Σ) , ̂RM0A′(Σ) = RM0A(Σ) .
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5 On Fourier-Stieltjes algebras and C∗-correspondences
The aim of this section is to give a description of B(Σ) using C∗-correspondences over
C∗r (Σ). We recall that if B is a C
∗-algebra, Y is a Hilbert B-module and φ is a homomor-
phism from B into L(Y ), the triple (Y,B, φ) is called a a nondegenerate C∗-correspondence
over B (see e.g. [10, II.7.4.4]), or sometimes a right Hilbert B-bimodule [19]. The non-
degeneracy here is due to our standing assumption that all homomorphisms are unit-
preserving. In the sequel, by a C∗-correspondence, we always mean a nondegenerate
C∗-correspondence.
Remark 5.1. We first explain how B(Σ) may be described in terms of C∗-correspondences
over A. Let (ρ, v) be an equivariant representation of Σ on a Hilbert A-module X. Then
(X,A, ρ) is a C∗-correspondence over A and, as is usual, we set a · x = ρ(a)x for a ∈ A
and x ∈ X. Property (i) of (ρ, v) may then be rewritten as
(i’) v(g)(a · x) = αg(a) · (v(g)x) .
Moreover, if σ˜ : G×G→ I(X) is defined by
[σ˜(g, h)]x = σ(g, h) · x · σ(g, h)∗ ,
i.e., σ˜(g, h) = adρ(σ(g, h)), then property (ii) of (ρ, v) says that
(ii’) v(g) v(h) = σ˜(g, h) v(gh) .
When σ is trivial, this condition just means that v is a homomorphism from G into I(X),
and v is then a so-called α-α compatible action of G on X in the terminology used in
[18, 19]. In the general case, the map v may be considered as an (α, σ)-(α, σ) compatible
action of G on X. We may then say that B(Σ) consists of all the functions in L(Σ) of the
form
(g, a)→
〈
x , a · v(g)y
〉
where v is some (α, σ)-(α, σ) compatible action of G on some C∗-correspondence X over
A and x, y ∈ X. We also note that the Fourier-Stieltjes algebra of a general twisted C∗-
dynamical system, as considered in [30, 31], may be defined in a similar way by adapting
the notion of compatible action used in [18, 19] to the twisted case.
Let now (ρ, v) be an equivariant representation of Σ on a Hilbert A-module X and
consider (X,A, ρ) as a C∗-correspondence over A. One may then define the crossed product
C∗-correspondenceX⋊vG over C
∗(Σ) and its reduced versionX⋊v,rG over C
∗
r (Σ). Indeed,
as in [18, 19] when σ is trivial, but now applying repeatedly the cocycle identities, one
may show that the space Cc(G,X) becomes a right pre-Hilbert Cc(Σ)-bimodule (cf. [19,
Definition 1.22]) when equipped with the operations
(f · ξ)(h) =
∑
g∈G
f(g) ·
(
v(g)ξ(g−1h)
)
· σ(g, g−1h)
(ξ · f)(h) =
∑
g∈G
ξ(g) ·
(
αg
(
f(g−1h)
)
σ(g, g−1h)
)
〈
ξ, η〉(h) =
∑
g∈G
α−1g
(〈
ξ(g), η(gh)
〉
σ(g, h)∗
)
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for f ∈ Cc(Σ), ξ, η ∈ Cc(G,X) and h ∈ G. We skip the tedious computations, as they
don’t bring any additional information. As in [18], we may then complete Cc(G,X) with
respect to the norm given by
‖ξ‖ = ‖〈ξ, ξ〉‖1/2u
for ξ ∈ Cc(G,X), where ‖·‖u denotes the norm on C
∗(Σ), and obtain a C∗-correspondence
X ⋊v G over C
∗(Σ). Moreover, as in [19], taking instead the completion with respect to
the norm
‖ξ‖′ = ‖〈ξ, ξ〉‖1/2r
on Cc(G,X), where ‖ · ‖r denotes the norm on C
∗
r (Σ), gives a C
∗-correspondence X⋊v,rG
over C∗r (Σ).
Example 5.2. We consider the trivial equivariant representation (ℓ, α) of Σ on X = A.
Then we have X⋊αG = C
∗(Σ) and X⋊α,rG = C
∗
r (Σ), considered as C
∗-correspondences
over themselves in the canonical way.
Indeed, for f, ξ ∈ Cc(G,A), one gets that f · ξ = f ∗ ξ and ξ · f = ξ ∗ f (twisted
convolutions). Moreover, for ξ, η ∈ Cc(G,A), we have
〈
ξ, η〉(h) =
∑
g∈G
α−1g
(
〈ξ(g), η(gh)〉σ(g, h)∗
)
=
∑
g∈G
α−1g
(
ξ(g)∗ η(gh)
)
σ(g−1, g)∗σ(g−1, gh)
=
∑
g∈G
σ(g−1, g)∗ αg−1
(
ξ(g)∗η(gh)
)
σ(g−1, gh)
=
∑
g∈G
σ(g, g−1)∗ αg
(
ξ(g−1)∗η(g−1h)
)
σ(g, g−1h)
=
∑
g∈G
σ(g, g−1)∗ αg
(
ξ(g−1)∗
)
αg
(
η(g−1h)
)
σ(g, g−1h)
=
∑
g∈G
ξ∗(g)αg(η(g
−1h))σ(g, g−1h)
=
(
ξ∗ ∗ η
)
(h) ,
for all h ∈ G, hence 〈ξ, η〉 = ξ∗ ∗ η. This means that Cc(G,X) = Cc(G,A) is the canonical
right pre-Hilbert bimodule Cc(Σ) over itself. Since ‖〈ξ, ξ〉‖
1/2
u = ‖ξ∗ ∗ ξ‖
1/2
u = ‖ξ‖u and
‖〈ξ, ξ〉‖
1/2
r = ‖ξ∗ ∗ ξ‖
1/2
r = ‖ξ‖r, taking the corresponding completions, we thus get C
∗(Σ)
and C∗r (Σ) as correspondences over themselves, as asserted.
Now, let Y be a C∗-correspondence over B = C∗r (Σ). Since E : B → A is a faithful
conditional expectation, we obtain a right Hilbert A-module Y ′ by ”localizing” via E [28].
That is, we let A act on Y from the right in the obvious way (since A is embedded in B)
and set
〈y, z〉A = E
(
〈y, z〉B
)
∈ A
for y, z ∈ Y , where 〈y, z〉B denotes the B-valued inner product on Y . Equipped with
〈·, ·〉A and the right action of A, Y is a (right) pre-Hilbert A-module and Y
′ is the Hilbert
A-module we get after completing Y .
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To lighten our notation, we will write λ(g) instead of λΣ(g) in the sequel. For each
a ∈ A and g ∈ G, we claim that there exist ρY (a) ∈ L(Y
′) and vY (g) ∈ I(Y
′), determined
by
ρY (a) y = a · y
vY (g) y = λ(g) · y · λ(g)
∗
for all y ∈ Y . Indeed, we first define ρY (a) on Y by the above formula. Then, for each
y, z ∈ Y , we have
〈ρY (a) y , z〉A = E
(
〈a · y , z〉B
)
= E
(
〈y , a∗ · z〉B
)
= 〈y , a∗ · z〉A = 〈y , ρY (a
∗) z〉A .
Moreover,
‖ρY (a) y‖
2
A = ‖E(〈a · y , a · y〉B)‖ ≤ ‖a‖
2 ‖y‖2A
since 〈a·y , a· y〉B ≤ ‖a‖
2 〈y , y〉B (cf. [28, Proposition 1.2]). So ρY (a) is bounded as a linear
map from Y into itself, and it extends to a bounded linear map on Y ′, also denoted by
ρY (a). It is then easy to conclude that ρY (a) is adjointable on Y
′, with ρY (a)
∗ = ρY (a
∗).
The formula for vY (g) makes obviously sense on Y . Let y ∈ Y . Since
〈
vY (g)y , vY (g)y
〉
A
= E
(
〈λ(g) · y · λ(g)∗ , λ(g) · y · λ(g)∗〉B
)
= αg
(
E
(
〈λ(g) · y , λ(g) · y〉B
))
= αg
(
E
(
〈y , λ(g)∗λ(g) · y〉B
))
= αg
(
E
(
〈y , y〉B
))
= αg
(
〈y , y〉A
)
we get
‖vY (g)y‖
2
A = ‖
〈
vY (g)y , vY (g)y
〉
A
‖ = ‖αg
(
〈y , y〉A
)
‖ = ‖〈y , y〉A‖ = ‖y‖
2
A ,
hence that vY (g) is isometric on Y . So vY (g) extends to an isometry on Y
′, that we still
denote by vY (g). Moreover, for each g ∈ G, we have
vY (g
−1)vY (g) y = (λ(g
−1)λ(g) · y · (λ(g)λ(g))∗
= σ(g−1, g) · y · σ(g−1, g)∗
= adρY (σ(g
−1, g)) y
for each y ∈ Y . Similarly, we get vY (g)vY (g
−1) y = adρY (σ(g, g
−1)) y. It follows that vY (g)
is invertible on Y ′, with (vY (g))
−1 = adρY (σ(g
−1, g)∗) vY (g
−1) = vY (g
−1) adρY (σ(g, g
−1)∗).
We then have:
Proposition 5.3. The pair (ρY , vY ) is an equivariant representation of Σ on Y
′.
Proof. We write ρ instead of ρY and v instead of vY in the proof. It is enough to check
that the conditions (i)-(iv) hold on Y . As we have already done this for (iii), we check the
others.
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Let g, h ∈ G, a ∈ A, y, z ∈ Y . We have
ρ(αg(a)) v(g) y = αg(a) ·
(
λ(g) · y · λ(g)∗
)
=
(
αg(a)λ(g)
)
· y · λ(g)∗
=
(
λ(g) a
)
· y · λ(g)∗ = λ(g) · (a · y) · λ(g)∗
= v(g)
(
a · y
)
= v(g)ρ(a) y ,
v(g) v(h) y = λ(g) ·
(
v(h) y
)
· λ(g)∗ = λ(g) · λ(h) · y · λ(h)∗ · λ(g)∗
=
(
σ(g, h)λ(gh)
)
· y ·
(
λ(gh)∗ σ(g, h)∗
)
= σ(g, h) ·
(
v(gh) y
)
· σ(g, h)∗
=
(
ρ(σ(g, h)) v(gh) y
)
· σ(g, h)∗ = adρ(σ(g, h)) v(gh) y ,
v(g)(y · a) = λ(g) · (y · a) · λ(g)∗ = λ(g) · y ·
(
λ(g)∗ λ(g) aλ(g)∗
)
= λ(g) · y · λ(g)∗ · αg(a) =
(
v(g) y
)
· αg(a) .

Example 5.4. We consider Y = C∗r (Σ) as a C
∗-correspondence over itself in the obvious
way. For ξ, η ∈ Cc(G,A) we have
〈ξ, η〉A = E(ξ
∗ ∗ η) = (ξ∗ ∗ η)(e) =
∑
g∈G
α−1g
(
ξ(g)∗η(g)
)
.
Thus, the inner product 〈·, ·〉A coincides with the inner product of the Hilbert A-module
AΣ when both are restricted to functions in Cc(G,A). As the C
∗-module norm ‖ · ‖A
associated with 〈·, ·〉A is majorized by the C
∗-algebra norm on Y = C∗r (Σ), it follows that
the completion Y ′ of Y , as a C∗-correspondence over A, may be identified with AΣ.
Thus, using Proposition 5.3, we obtain an equivariant representation (ρY , vY ) of Σ on
Y ′ = AΣ. By the very definition of ρY , we get ρY = ℓΣ. Also, on the dense subspace
Cc(G,A) of A
Σ, each vY (g) is given by
[vY (g) ξ](h) = αg
(
ξ(g−1hg)
)
σ(g, g−1hg)σ(h, g)∗ .
Indeed, vY (g) is given on Y = C
∗
r (Σ) by vY (g) y = λ(g) y λ(g)
∗, and a straightforward
computation making use of the cocycle identities yields the above formula.
Note that if A = C, so Y = C∗r (G,σ) for a scalar-valued two-cocycle σ, we have
Y ′ = AΣ = ℓ2(G) with its usual norm and the vY we get in this way is in fact a unitary
representation of G on ℓ2(G) (since in this case adρY (σ(g, h)) is the identity operator for
every g, h ∈ G). It is a kind of conjugate representation modified by σ; denoting it by vσ,
it is given by
[vσ(g) ξ](h) = σ(g, g
−1hg)σ(h, g) ξ(g−1hg)
for g, h ∈ G and ξ ∈ ℓ2(G). In particular, when G is abelian, we just get [vσ(g) ξ](h) =
σ˜(g, h) ξ(h), where σ˜ is the bicharacter on G obtained by symmetrizing σ.
Let again Y be a C∗-correspondence over B = C∗r (Σ) and let y, z ∈ Y . Then define
T : G×A→ A by
T (g, a) = E
(〈
y, (aλ(g)) · z
〉
B
λ(g)∗
)
for g ∈ G and a ∈ A .
Since
T (g, a) =
〈
y, ρY (a) vY (g) z
〉
A
,
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where (ρY , vY ) is the equivariant representation of Σ on Y
′ constructed in Proposition 5.3,
it is clear that T ∈ B(Σ).
Conversely, we will show that any T ∈ B(Σ) may be written as above. So assume
that T ∈ B(Σ) is given by T (g, a) =
〈
x, ρ(a) v(g)x′
〉
for some equivariant representation
(ρ, v) of Σ on a Hilbert A-module X and x, x′ ∈ X. We can then form the associated
crossed product C∗-correspondence X ⋊r,v G over B = C
∗
r (Σ) constructed previously. Set
y = x⊙ e and y′ = x′ ⊙ e. Then we have
T (g, a) = E
(〈
y, (aλ(g)) · y′
〉
λ(g)∗
)
for all g ∈ G and a ∈ A. In order to verify this, we first observe that (aλ(g)) · y′ · λ(g)∗
corresponds to the function in Cc(G,X) equal to (a ⊙ g) · (x
′ ⊙ e) · (σ(g−1, g)∗ ⊙ g−1).
Hence,
E
(〈
y, (aλ(g)) · y′
〉
λ(g)∗
)
= E
(〈
y, (aλ(g)) · y′ · λ(g)∗
〉)
=
〈
(x⊙ e), (a ⊙ g) · (x′ ⊙ e) · (σ(g−1, g)∗ ⊙ g−1)
〉
(e)
=
〈
x,
[
(a⊙ g) · (x′ ⊙ e) · (σ(g−1, g)∗ ⊙ g−1)
]
(e)
〉
.
Now, one easily checks that
(a⊙ g) · (x′ ⊙ e) =
(
a · (v(g)x′)
)
⊙ g ,
so that [
(a⊙ g) · (x′ ⊙ e) · (σ(g−1, g)∗ ⊙ g−1)
]
(e)
=
[((
a · (v(g)x′)
)
⊙ g
)
· (σ(g−1, g)∗ ⊙ g−1)
]
(e)
= a ·
(
v(g)
(
(x′ ⊙ e) · (σ(g−1, g)∗ ⊙ g−1)
)
(g−1)
)
· σ(g, g−1)
= a ·
(
v(g)
(
x′ · σ(g−1, g)∗
))
· σ(g, g−1)
= a ·
(
v(g)x′
)
· αg
(
σ(g−1, g)∗
)
· σ(g, g−1)
= a ·
(
v(g)x′
)
= ρ(a) v(g)x′ .
Therefore we get
E
(〈
y, (aλ(g)) · y′
〉
λ(g)∗
)
=
〈
x, ρ(a) v(g)x′
〉
= T (g, a) ,
as desired. In conclusion, we have shown the following result:
Proposition 5.5. B(Σ) consists of all functions from G×A into A of the form
(g, a) 7→ E
(〈
y, (aλ(g)) · z
〉
λ(g)∗
)
where y and z belong to some C∗-correspondence Y over C∗r (Σ).
Example 5.6. When A = C and σ = 1, Proposition 5.5 gives that the Fourier-Stieltjes
algebra B(G) consists of all complex functions on G of the form
g 7→ τ
(〈
y, λ(g) · z
〉
λ(g)∗
)
,
where τ denotes the canonical tracial state on C∗r (G) and y, z belong to some C
∗-correspon-
dence Y over C∗r (G). As a consequence, if ϕ ∈ B(G), then there exists a bounded family
{xg}g∈G in C
∗
r (G) such that ϕ(g) = x̂g(g) for all g ∈ G. We don’t know whether the
converse statement is true.
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Remark 5.7. By proceeding in a similar way, one can show that B(Σ) also consists of
all functions from G×A into A of the form
(g, a) 7→
(
E ◦ ΛΣ
)( 〈
y, [iA(a)iG(g)] · z
〉
iG(g)
∗
)
where y and z belong to some C∗-correspondence Y over C∗(Σ). We leave the reader to
check this claim.
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