Abstract: Sequential access pattern mining discovers interesting and frequent user access patterns from web logs. Most of the previous studies have adopted Apriori-like sequential pattern mining techniques, which faced the problem on requiring expensive multiple scans of databases. More recent algorithms that are based on the Web Access Pattern tree (or WAP-tree) can achieve an order of magnitude faster than traditional Apriori-like sequential pattern mining techniques. However, the use of conditional search strategies in WAP-tree based mining algorithms requires reconstruction of large numbers of intermediate conditional WAP-trees during mining process, which is also very costly. In this paper, we propose an efficient sequential access pattern mining algorithm, known as CSB-mine (Conditional Sequence Base mining algorithm). The proposed CSB-mine algorithm is based directly on the conditional sequence bases of each frequent event which eliminates the need for constructing WAP-trees. This can improve the efficiency of the mining process significantly compared with WAP-tree based mining algorithms, especially when the support threshold becomes smaller and the size of database gets larger. In this paper, the proposed CSB-mine algorithm and its performance will be discussed. In addition, we will also discuss a sequential access-based web recommender system that has incorporated the CSB-mine algorithm for web recommendations.
Introduction
Web usage mining [1] , also known as web log mining, aims to discover interesting and frequent user access patterns from the data derived from the interactions of users while surfing the Web. The web browsing data can be stored in web server logs, proxy server logs or browser logs. The mined knowledge can then be used in many practical applications [2] , such as improving the design of web sites, analyzing user behaviors for personalized services, and developing adaptive web sites according to different usage scenarios.
A sequential access pattern [3] is a sequential pattern in a large set of pieces of web logs, which is pursued frequently by users. Most of the previous studies for discovering sequential patterns such as ApriorAll [4] and GSP [5] are mainly based on the Apriori algorithm [6] . However, these algorithms encounter the same problem as most Apriori-based algorithms that require expensive multiple scans of databases in order to determine which of the candidates are actually frequent.
To improve the efficiency of sequential pattern mining algorithms, Pei et al. [3] has proposed a novel and highly compressed data structure known as Web Access Pattern Tree (or WAP-tree) which is based on the FP-tree [7] structure. The WAP-tree structure facilitates the development of novel algorithms for mining sequential access patterns efficiently from a large set of web log pieces. In particular, the WAP-mine algorithm [3] has been developed for mining sequential access patterns from the WAP-tree. This approach avoids the problem of generating an explosive number of candidates as encountered in Apriori-based algorithms. And experimental results have shown that the WAP-mine algorithm is in general an order of magnitude faster than traditional sequential pattern mining techniques. This can be attributed to the compact structure of the WAP-tree and the novel conditional search strategies used in the WAP-mine algorithm. However, the use of conditional search strategies in the WAPmine algorithm requires re-construction of large numbers of intermediate conditional WAP-trees during mining process, which is also very costly.
In this paper, we propose an efficient sequential access pattern mining algorithm known as CSB-mine (Conditional Sequence Base mining algorithm). The CSB-mine algorithm is based directly on the conditional sequence bases of each frequent event, which eliminates the need for the construction of the initial WAP-tree, and the reconstructions of costly intermediate conditional WAP-trees as in the WAP-mine algorithm. In addition, we will also discuss a sequential pattern-based web recommender system to demonstrate the use of the CSB-mine algorithm for practical web applications.
The rest of this paper is organized as follows. In Section 2, we introduce sequential access pattern mining techniques and its related works. The proposed CSBmine algorithm is then presented in Section 3. The sequential pattern-based web recommender system is given in Section 4. The performance of the CSB-mine algorithm as well as the web recommender system is evaluated in Section 5. Finally, the conclusions of the paper are given in Section 6.
Sequential Access Pattern Mining
Generally, web logs can be regarded as a collection of sequences of access events from one user or session in timestamp ascending order. Preprocessing tasks [8] including data cleaning, user identification, and session identification can be applied to the original web log files to obtain the web access sequences. Sequential pattern mining, which discovers frequent patterns in a sequence database, is defined as follows [4] . Given a sequence database where each sequence is a list of transactions ordered by transaction time and each transaction consists of a set of items, find all sequential patterns with a user-specified minimum support, where the support is the number of data sequences that contains the pattern.
Let E be a set of unique access events, which represents web resources accessed by users, i.e. web pages, URLs or topics. A web access sequence S = e 1 e 2 …e n (e i ∈ E for 1 ≤ i ≤ n) is a sequence of access events, and |S| = n is called the length of S. Note that it is not necessary that e i ≠ e j for i ≠ j in S, that is repeat of items is allowed. All web access sequences in a database can belong to either a single user (for client-side logs) or multiple users (for server and proxy logs). Suppose we have a set of web access sequences with an access event set, E = {a, b, c, d, e, f}. A sample web access sequence database is given in Table 1 . where MinSup is a given support threshold. Let's consider the sample database in Table 1 . Suppose MinSup = 75%. It is required to find all sequential access patterns supported by at least 75% web access sequences from the sample database.
Sequential access pattern mining techniques are mainly based on two approaches:
Apriori-based mining algorithms and WAP-tree (Web Access Pattern tree) based mining algorithms.
Apriori-based Mining Algorithms
The AprioriAll [4] algorithm proposed a three-step approach for mining sequential patterns. It first finds all frequent itemsets. Then, it transforms the database such that each original transaction is replaced by the set of all frequent itemsets contained in the transaction. And finally, it finds the sequential patterns. However, this algorithm does not scale well due to the costly transformation step. In [5] , a generalized sequential pattern mining algorithm known as GSP (Generalized Sequential Pattern) mining algorithm was proposed. Similar to the AprioriAll algorithm, GSP scans the database several times. In the first scan, it finds all frequent items and forms a set of frequent sequences of length one. In subsequent scans, it generates candidate sequences from a set of frequent sequences obtained from the pervious scan and checks their supports.
The process terminates when no candidate is found to be frequent.
WAP-tree Based Mining Algorithms
The WAP-tree is a very effective compressed data structure designed for storing the data obtained from web logs. To construct a WAP-tree, we need two scans of the web access sequence database: (1) Scan database once, find all frequent individual events; (2) Scan database again, construct the WAP-tree over the sub-sequences with only frequent individual events of each sequence, which are also called frequent subsequences, by merging their common prefixes,. At the same time, all nodes that contain the same frequent event are linked into an event queue and the Header Table   with all frequent events is created for this WAP-tree with the head of each event queue registered in it. Then, all the nodes labeled with the same event can be visited by following the related event queue, starting from the Header Table. The basic mining algorithm based on the WAP-tree is the WAP-mine algorithm [3] . The foundation of the WAP-mine algorithm is based on a heuristic called Suffix Heuristic, i.e. if an event e i is frequent in the prefixes of sequences that have a suffix which contains sequential pattern P as a subsequence, then e i +P is also a sequential access pattern. The approach using such heuristic is named as conditional search which is employed in the WAP-mine algorithm to narrow the search space efficiently by looking for patterns with the same suffix and thus avoids generating large candidate sets as in Apriori-based algorithms. The WAP-mine algorithm processes each event one by one. For event e i , it firstly forms the conditional WAP-tree for it, which contains the set of prefixes of the subsequences that contain e i as a suffix. After this, the algorithm continues to mine the conditional WAP-tree recursively. construct an initial WAP-tree from the web access sequence database firstly. In addition, the WAP-tree structure has also been used by some web applications [12] .
The CSB-mine Algorithm
The CSB-mine (Conditional Sequence Base mining algorithm) enhances our WAP-tree based CS-mine algorithm [11] by employing directly the conditional sequence base of each frequent event, without the need of constructing any WAPtrees. Although, the WAP-tree is a highly compressed data structure for storing sequence data, we need recover the uncompressed sequences during mining process in practice. That is the reason why our new CSB-mine algorithm is not based on the WAP-tree as our previous CS-mine algorithm. As such, the construction of the initial 
Preprocessing
The first step in the CSB-mine algorithm is to construct the initial conditional sequence base from the web access sequence database. The initial conditional sequence base and conditional sequence base are defined as follows.
Definition 1:
The initial conditional sequence base, denoted as Init-CSB, is the set of all web access sequences in the given database.
Definition 2:
The conditional sequence base of an event e i based on prefix sequence S prefix , denoted as CSB(S c ), where S c = S prefix +e i , is the set of all long suffix sequences of e i in sequences of a certain dataset. If S prefix = ∅, the dataset is equal to the initial conditional sequence base of the given web access sequence database.
Otherwise, it is the conditional sequence base CSB(S prefix ).
We also call CSB(S c ) the conditional sequence base of conditional prefix S c . The initial conditional sequence base can also be denoted as CSB(∅), with S c = ∅.
Constructing Event Queues for Conditional Sequence Base
The second step of the CSB-mine algorithm is to construct event queues for
CSB(S c ) (for Init-CSB, S c = ∅).
The process performs the following four steps: (1) finding conditional frequent events from CSB(S c ); (2) creating a Header Table; (3) constructing event queues; and (4) deleting non-frequent events.
The conditional frequent event is defined as follows.
Definition 3:
The conditional frequent event is the event whose support in the given conditional sequence base is not less than the support threshold, MinSup.
To find conditional frequent events in CSB(S c ), we need to identify those events with support greater than or equal to MinSup. This is given in equation (2) . In
}| is the number of sequences which contains the item labeled e i in CSB(S c ), and |Init-CSB| is the length of Init-CSB.
Then, all the conditional frequent events form the entire Header 
Constructing Sub-Conditional Sequence Base
The sub-conditional sequence base is defined as follows. In the WAP-mine algorithm, the sub-conditional sequence base is also constructed. This is done by constructing the conditional WAP-tree first, and then extracting the sub-conditional sequence base from the conditional WAP-tree. The construction of the conditional WAP-tree is costly, and the conditional WAP-tree is not used in subsequent processing, if it has more than one branch. In the CSB-mine algorithm, we have avoided this disadvantage. And our method for constructing subconditional sequence base is more efficient than using the conditional WAP-tree.
Single Sequence Testing for Conditional Sequence Base
In this step, if all sequences in CSB(S c ) can be combined into a single sequence, the mining of CSB(S c ) will be stopped. This single sequence will be used to form a part of the final sequential access patterns. Otherwise, we construct Sub-CSBs for CSB(S c ) and perform recursive mining. The TestCSB algorithm for testing whether all sequences in CSB(S c ) can be combined into a single sequence is given in Figure 6 . In the WAP-mine algorithm, the conditional WAP-tree must be constructed recursively until there is only one branch in the tree. In fact, the construction of conditional WAP-trees can be avoided, because what we want to know from this process is only on whether all sequences in the given conditional sequence base can be combined into a single sequence or not. Therefore, the Single Sequence Testing method can be used instead of constructing conditional WAP-trees. The Single Sequence Testing process will be terminated when all items in the given conditional sequence base can be merged into the existing single sequence. With such simple testing method, the efficiency of the mining process can be greatly improved.
The Complete CSB-mine Algorithm
The complete CSB-mine algorithm for mining sequential access patterns from a given web access sequence database is shown in Figure 7 . 
Algorithm: CSB-mine

Input
Example:
The complete sequential access patterns with MinSup = 75% is shown in Table 2 . As can be seen in the algorithm, the proposed mining algorithm, CSB-mine, has significant advantages when compared with the original WAP-mine algorithm. First, it avoids the costly construction of the initial WAP-tree and the re-construction of the conditional WAP-trees. Second, the construction method for the sub-conditional sequence base is more efficient than the method based on the conditional WAP-trees.
These two special features of the CSB-mine algorithm help improve the efficiency of the mining process significantly, and this will be demonstrated in the section on performance evaluation.
For the WAP-mine algorithm, we should store at least one WAP-tree and its all conditional WAP-trees of its conditional frequent events during each step of the recursive mining process. Similarly, for the CSB-mine algorithm, one certain conditional sequence base and its all conditional sequence bases of its conditional frequent events need to be stored in each recursive mining step. Theoretically speaking, the WAP-mine algorithm should use less memory or disk space than the CSB-mine algorithm due to the efficient compact data structure of the WAP-tree.
However, a tree structure (mainly used in the WAP-mine algorithm) is always more complicated and needs more memory than link lists (mainly used in the CSB-mine algorithm) when we write a computer program. Therefore, we believe the usage of the memory and disk space of the CSB-mine algorithm should be only a little higher than the WAP-mine algorithm.
Web Recommender System
The proposed CSB-mine algorithm has been applied to a web recommender system that provides personalized web services for accessing related web pages more efficiently and effectively. The goal of the recommender system is to determine which web pages are more likely to be accessed next by the current user in the near future.
Traditional techniques such as collaborative filtering [13, 14] and hybrid approaches [15, 16] have been applied for web recommendations. However, such approaches suffer from a major drawback in which most users surf websites anonymously via a proxy, and their identities are hidden and difficult to get. Web usage mining techniques such as association rule mining [17, 18] and clustering [19, 20] have also been applied for web recommendations. In this paper, we discuss the use of sequential access patterns for web recommendations which is quite different from the majority of existing web recommendation techniques. The recommended links will then be inserted into the current requested page dynamically.
Pattern-tree Construction
A Pattern-tree model is proposed for storing sequential access patterns compactly.
To construct a Pattern-tree, we only need to have one scan of all sequential access patterns. Figure 9 gives the Pattern-tree Construction algorithm, which is based on the set of sequential access patterns mined using the CSB-mine algorithm. Example: The Pattern-tree of the sequential access patterns given in Table 2 is shown in Figure 10 . From the Pattern-tree, all the sequential access patterns can be visited by following the path starting from the root node of the tree. Figure 10 . The Pattern-tree derived from the sequential access patterns in Table 2 .
Recommendation Rules Generation
The Recommendation Rules Generation component searches for the bestmatching access path in the Pattern-tree according to the user's current access sequence. To increase the applicability of recommendation rules generation, the suffix sequences of the current access sequence will be considered when the matching path of the whole access sequence cannot be found. As such, we will search the matching path based on the same access sequence by removing the first item repeatedly until a matching path is found or when no more item can be removed from the access sequence. In addition, the length of the longest path in the Pattern-tree is the depth of the Pattern-tree. The matching path will not exist when the length of the current access sequence is longer than the depth of the Pattern-tree. Therefore, some initial items can be removed to make the current access sequence shorter than the depth of the Pattern-tree before the sequence matching process.
Generally, the recommendation rules generated from shorter matching paths usually have lower accuracy. In order to improve the precision of recommendation rules generation, only web access sequence whose length is not less than a given threshold can be processed. In other words, the sequence matching process will be stopped if the length of the remaining access sequence is less than the threshold.
Suppose the current access sequence of a user is S = a 1 a 2 …a n , the algorithm for generating recommendation rules for S, Recommendation Rules Generation, is given in Figure 11 .
Algorithm: Recommendation Rules Generation
Input: 1: T -Pattern-tree based on a support threshold MinSup 2: S = a 1 a 2 …a n -current access sequence of a user 3: MinLength -minimum length of access sequence 4: MaxLength -maximum length of access sequence, which should be less than the depth of the Pattern-tree
Output:
1: RR -recommendation rule of a set of ordered access events for S.
Method:
1: Initialize RR = ∅. Example: Let' s consider the Pattern-tree shown in Figure 10 . Suppose the current access sequence of a user is S = cab (infrequent events have been removed) and the length thresholds of web access sequence are MinLength = 2 and MaxLength = 4 (the depth of Pattern-tree in Figure 10 is 5). The recommendation rules for S are generated as {a, c}, which are ordered by their support. Based on the recommendation rules, the corresponding web pages can be determined and recommended. In our approach, the top 6 items in the recommendation rule set are used for recommendations.
Performance Evaluation
In this section, we first evaluate the performance of the CSB-mine algorithm and compare it with the WAP-mine [3] algorithm for mining sequential access patterns.
The WAP-mine algorithm is one of the most efficient algorithms that mine common sequential access patterns from a highly compressed data structure known as WAPtree. As evaluated in [3] , the performance of the WAP-mine algorithm is an order of magnitude faster than other Apriori-based algorithms. Therefore, we only compare the CSB-mine algorithm with the WAP-mine algorithm here. Moreover, we also evaluate the performance of the web recommender system that uses the CSB-mine algorithm for web recommendations.
Evaluating the CSB-mine Algorithm
The two algorithms, CSB-mine and WAP-mine, were implemented in C++. All 
Evaluating the Web Recommender System
Let S = a 1 a 2 …a k a k+1 …a n be a web access sequence. For the prefix sequence S prefix = a 1 a 2 …a k (k ≥ MinLength), we generate a recommendation rule RR = {e 1 , e 2 , …, e m } using the Pattern-tree, where all events are ordered by their support.
• If a k+1 ∈ RR, we label the recommendation rule as correct, otherwise incorrect.
• If there exists a i ∈ RR (k+1 ≤ i ≤ k+1+m, m > 0), the recommendation rule is said to be m-step satisfactory. Otherwise, we label it as m-step unsatisfactory.
Let R = {RR 1 , RR 2 , …, RR n } be a set of recommendation rules, where RR i (1 ≤ i ≤ n) is a recommendation rule. |R| = n is the total number of recommendation rules in R.
We define the following measures. In the experiment, we measured the scalability of the precision and satisfaction of the recommendation rules generation with respect to different numbers of recommended pages (from 1 to 10). The experimental results are shown in Figure 13 (a) and (b). When the number of recommended pages increases, the precision and satisfaction also increase. But, the increase is not significant after the number of recommended pages is more than 6. Although the precision and satisfaction can be 24 further improved with more recommended pages (e.g. 10), a long list of recommended pages will affect the normal browsing activity. As such, we have used 6 as the default number of recommended pages for the web recommender system. Figure 14 . Performance of the recommender system based on m-step satisfaction.
In the next experiment, we measured the scalability of the satisfaction of web recommendations with respect to different numbers of steps (from 1 to 8). The experimental results are given in Figure 14 (a) and (b). When the number of steps becomes larger, the satisfaction of web recommendations increases. However, the increase becomes insignificant when the number of steps exceeds 5. Therefore, we 26 used a 5-step satisfaction for evaluating the performance of the web recommender system. For the Microsoft Anonymous Web Data, when using a support threshold of 0.04% and recommending only the top 6 pages, the 5-step satisfaction has achieved 88% accuracy. For the website of "North Latitude One BBS", we can obtain 5-step satisfaction=79.5% with a support threshold of 1.0% and giving the top 6 recommended pages.
Conclusions
In this paper, we have proposed an efficient algorithm, known as CSB-mine, for mining sequential access patterns from web access sequence databases. The performance of the proposed CSB-mine algorithm has been evaluated in comparison with the WAP-mine algorithm. Experimental results have shown that the CSB-mine algorithm performs much more efficient than the WAP-mine algorithm, especially when the support threshold becomes smaller and the number of web access sequences gets larger.
In addition, we have incorporated the CSB-mine algorithm into a web recommender system. In the recommender system, the CSB-mine algorithm is used to mine sequential access patterns. The mined patterns are stored in the Pattern-tree, which is then used for matching and generating web links for online recommendations.
The experimental results have demonstrated that the web recommender system is very effective for recommending related pages in the near future (within 5 steps).
