We consider different types of singular boundary value problems for the Monge᎐Ampere operator. The approach is based on existing regularity theory and a subsolution᎐supersolution method. Nonexistence and uniqueness results are also given. ᮊ
INTRODUCTION AND SUMMARY
We consider singular boundary value problems for the P. D. E. 
Ž .
N xs x, . . . , x is a generic point in ‫ޒ‬ . We consider two types of 1 N Ž . singular problems for 1 . In the first type, which we call boundary blowup Ž . problems, we look for solutions which are smooth and satisfy 1.1 in ⍀ and tend to infinity as x approaches Ѩ ⍀, the boundary of ⍀. Problems of this type in which the Monge᎐Ampere operator is replaced by the Laplaciań have been the subject of several investigations in recent yearsᎏsee for w x example 1, 10, 12, 13, and 16 . The first paper concerning boundary blowup problems for the Laplace operator appears to be a 1916 paper by w x Bieberbach 2 . Bieberbach considers the problem ⌬ u s e u , in ⍀,
where ⍀ is a bounded domain in ‫ޒ‬ 2 with C 2 boundary, and shows that there is a unique solution such that the difference Ž .
is bounded in ⍀, where d x s distance x, Ѩ ⍀ .
Ž . Ž .
w x w x Extensions of this result are given in 12 and 13 .
We shall show that if ⍀ is a smooth, strictly convex, bounded domain in where p is a smooth function which is positive on ⍀, then there exists a Ž . ϱ Ž . Ž . unique solution u of 1.1 in C ⍀ such that u x ª ϱ as x ª ϱ. Moreover, it is shown that the difference Ž .
Ž .
w x is bounded in ⍀. In work related to a problem of Fefferman 9 , Cheng w x and Yau 5 considered a similar blowup problem in which M is replaced by the complex Monge᎐Ampere operator.
Another type of boundary blowup problem for the Laplacian which seems to be well understood is the problem ⌬ u s p x u ␥ in ⍀ Ž . where c and c are positive constants. Results of this type are extended to 1 2 w x the case where ⌬ is replaced by the p-Laplacian in 8 .
We shall show that if ⍀ is a smooth, strictly convex, bounded domain in N Ž . Ž . ␥ ‫ޒ‬ , NG2, f x, s p x , where ␥ ) N, then there exists a unique Ž .
ϱ Ž . Ž . Ž . solution of 1.1 in C ⍀ such that u x ª ϱ as dist x, Ѩ ⍀ ª 0. Moreover, there exist positive constants k and k such that for x g ⍀, 1 2
where
Our tools in studying the two above-mentioned boundary blowup problems consist of a simple comparison result for the Monge᎐Ampere opera-Ž . tor Lemma 2.1 below , a subsolution᎐supersolution method, motivated in w x part by work of Lions 14 , existence theory for smooth solutions for w x Monge᎐Ampere equations developed by Caffarelli et al. in 4 , and reguw x w x larity theory due to Pogorelov 17 in a form used by Tso in 18 .
Ž . A second type of singular problem for 1.1 is concerned with finding a Ž . solution u of 1.1 , which is continuous on ⍀ and smooth on ⍀, such that Ž . us0 on Ѩ ⍀ and f x, becomes infinite as ª 0. Problems of this type w x Ž have also been considered when M u is replaced by ⌬ u. It is known see N w x w x. Ž . 7 and 11 that if p x is positive and smooth on ⍀ and if ⍀ ; ‫ޒ‬ , N ) 1, is bounded and sufficiently regular, then for ␥ ) 1 there exists a 2 Ž .
Ž .
Moreover, there are positive constants b and b such that for x g ⍀, 1 2
Ž . Ž . Ž . 1 2 In the final section we indicate briefly how the same subsolution᎐ supersolution method used to study boundary blowup problems can be ϱ Ž . Ž . used to establish the existence of a unique function
Ž . provided that ␥ ) 1; ⍀ is smooth, strictly convex, and bounded; p x ) 0 on ⍀; and p is smooth. We show that there are negative constants c and
We remark that a problem of this type has been considered by Cheng and w x N Yau 6 . They show that if ⍀ in ‫ޒ‬ is convex and bounded but not ϱ Ž . Ž . necessarily strictly convex then there exists a unique u g C ⍀ l C ⍀ which is negative on ⍀ such that
For clarity of presentation we first prove the existence of solutions of various singular problems under the assumption that ⍀ is a strictly convex bounded domain with Ѩ ⍀ of class C ϱ . In the final section using a result of w x w x Lions 15 and ideas of the authors 13 , we show that it is enough that Ѩ ⍀ is of class C 2 .
BOUNDARY BLOWUP PROBLEMS
Our first main tool in this section, whose proof is given for completeness, is the following elementary comparison result.
Let f x, be defined for x g ⍀ and in k Ž . some inter¨al containing the ranges of u and u and assume that f x, is 1 2 strictly increasing in for all x g ⍀. If
Ž . Ž . 
Ž . which is a contradiction to the assumption that f x, is strictly increasing in . This proves the lemma.
We shall also need the following known result concerning interior estimates for derivatives of smooth solutions of semilinear Monge᎐Amperé equations.
Ž . with 0 -u x -c in ⍀. Let ⍀Ј be a subdomain of ⍀ with ⍀Ј ; ⍀ and Ž . assume that a F u x F b for x g ⍀Ј and let k G 1 be an integer. There exists a constant C* which depends only on k, a, b, bounds for the deri¨ati¨es of Finally, we make use of the following known existence result.
Ž . then there exists a solution u of D with u g C ⍀ and u strictly con¨ex.
w x This is a special case of Theorem 7.1 of 4 in which f may depend on ٌu and u may be equal to a smooth function on Ѩ ⍀.
Ž . then there exist constants c and c with
The jth column of the matrix¨is the sum of two columns.
The first of these two has entries
and the second has entries
Since the determinant of a matrix is linear in each of its columns, w x Ž .
N
M¨sdet¨can be expressed as a sum of 2 determinants where
each summand has as its jth column one of the two types given above. Since for j / k the two columns col , , . . . ,
are proportional, any of the 2 N summands which have two different columns of the second type are zero. Therefore,
Ž . where D is the determinant whose i, j th entry is y␣ yŽ ␣q1. Ž .
Ž . Therefore, if we denote the cofactor of the i, j th entry of the matrix Ž . Ž . by C , then
Ž . Since the matrix is symmetric, if we write
then, by the formula for the inverse of a matrix,
Ž . T where ٌ is the row matrix , , . . . , 
Ž .
We claim that the matrix B is negative definite on ⍀. In fact, since
can be zero at any point of
Therefore, by continuity of the eigenvalues of , they all have the x x i j same sign throughout ⍀ and, since the Hessian matrix of is negative semidefinite at the point in ⍀ where assumes its maximum on ⍀, the Ž . eigenvalues of are negative throughout ⍀. Hence, the same is true
Ž . of the inverse matrix B , and the claim is established.
From the above we infer the existence of a number d ) 0 such that
Ž . s⌬-0. Therefore, since ⌬ y ) 0 on ⍀ and y attains its x x N N maximum on ⍀ at each point of Ѩ ⍀, it follows from the maximum principle that there exists an open set U U containing Ѩ ⍀ such that
follows from 2.5 and 2.6 that
Since ␥ ) N, it follows that if c is a large positive number, then for all
Ž . y␣ Let c ) 0 be so large that 2.4 holds if w x s c x . Ž . Ž . From 2.7 and 2.9 with c s 1, we have that for x g ⍀,
Ž . 5 Ž .5 Since, by 2.8 , ٌ x is bounded below by a positive constant in a neighborhood U U of Ѩ ⍀ and is bounded below by a positive constant on ⍀ y U U, we infer the existence of d ) 0 such that
Ž . 2 2 for all x g ⍀. Therefore, we can choose a constant c with 0 -c -c ½ u x ª ϱ as dist x, Ѩ ⍀ ª 0, Ž . Ž .
ϱ Ž . such that u g C ⍀ . Moreo¨er, there exist constants k ) 0 and k such 1 2 Ž . Ž . Ž .
n n
Clearly,
We claim that we have
Ž . Therefore, lim u x exists. Since x is arbitrary we see that for Ž . maximum of w x on ⍀ . Moreover, for n ) m,
Let j G 3 be an integer. Since u is convex on ⍀ , it follows from Lemma n n 2.2 that there exists a constant C* such that if n ) m, then 
Ž . Ž .
Since j G 3 was arbitrary and m G 1 is arbitrary, this argument proves that ϱ Ž . w x Ž . ␥ u g C ⍀ and M u s p x u on ⍀.
To establish the estimates given by the last statement of the theorem it Ž . Ž . suffices to note that since x ) 0 in ⍀ and ٌ x / 0 for x g Ѩ ⍀, there exist constants a ) 0 and a such that for all x g ⍀, 1 2
Therefore, from the form of w and w given in Proposition 2.4 and the 1 2 Ž . Ž . Ž . fact that w x F u x F w x for all x ; ⍀, we infer the existence of 1 2
Ž . Uniqueness of the solution of BB can be established using an argument analogous to the one used to prove uniqueness for a boundary w x blowup problem for the Laplacian in 12 . Given a constant k with 1 -k, let
Ž . Suppose that u x and u x are both solutions of BB . Let k ) 1 and let 1 2 Ž . Ž . w x s cu kx for x g ⍀ . We have that for x g ⍀ ,
Ž . Ž . Ž . Ž .
Ž .
Ž . for all x g ⍀ . We claim that u x F w x for all x g ⍀ . Assuming on
Ž . the contrary that u x ) w x for some x g ⍀ , it follows that, since
However, since M u s p x u and M w F Ž . Ž . Ž . u x F u x on ⍀ so solutions of BB are unique. This proves the 1 2 theorem.
We also have the following negative result. where k G 1 is a constant to be determined. We have for 1 and the other eigenvalue is equal to
Ž . Ž .
Assume, contrary to the assertion of the theorem, that there exists a Ž . solution u of the problem 2.17 . Let A G 1 be so large that
N
and let w x s Az x . We have for x g ‫ޒ‬ ,
Ž . ½
Proof. As in the proof of Theorem 2.1, let be a function in C ⍀ N Ž .
Ž . w xŽ . such that x ) 0 and y1 M x ) 0 for all x g ⍀, and s 0 and
where k is a constant. We have that for 1 F i, j F N,
Therefore the determinant M¨is the sum of 2 determinants where in each summand the jth column has one of two forms, the first form having Ž . the entries y N q 1 r , i s 1, . . . , N, and the second form having 
where B is the inverse of the matrix . As in the proof of Theorem
2.1, B is negati¨e definite at each point of ⍀.
We can write w x yŽ Nq1.
M¨s F
Since ٌ / 0 on Ѩ ⍀ and ) 0 on ⍀, there exist constants b ) 0 and b 1 2 such that
Ž .Ž . 1 2 As in the proof of Theorem 2.1, let p ) 0 and p be constants such that 1 2 Ž . p F p x F p for all x g ⍀. Let k be a large positive constant satisfying and let k -k be a constant, possibly negative, satisfying . dist x, Ѩ ⍀ , let a and a be constants such that 2.16 holds. We have that 1 2 for x g ⍀,
Ž . and therefore, for x g ⍀, it follows from 2.19 that
Ž . Ž .
is bounded on ⍀.
To prove uniqueness we have an argument similar to the one used to prove the uniqueness part of Theorem 2.1. Again, without loss of generality, we may assume that 0 g ⍀. Assume that u and u are both solutions 1 2 Ž . of GBP , let k ) 1, let ⍀ ; ⍀ be defined as in the proof of Theorem M w x F p x e , ᭙x g ⍀ .
ANOTHER SINGULAR PROBLEM
In this section we apply the methods used to study boundary blowup problems to study the problem Ž . Ž . where ␣ is as in 3.1 . We have for 1
Nq␥

Ž . Ž . then the solution u x of S satisfies
Using the same reasoning as that in the proof of Theorem 2.1, we compute that
Ž . w x w x where C w is the cofactor of the i, j entry of M w . If E w is the i j Ž . inverse of the matrix w , the
is positive definite on ⍀, E w is positive definite on ⍀. positive constant c, it follows from the above that for x g ⍀,
Ž . We indicate the modification in the proof of Theorem 2.1. First we note that there exist numbers R ) 0 and R ) 0 such that if 1 2 xg Ѩ ⍀ , then there exist balls B and B , having radii R and R 
