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Abstract. In this paper we study the Euler polynomials and functions and derive some
interesting formulae related to the Euler polynomials and functions. From those formulae
we consider Dedekind type DC(Daehee-Changhee)sums and prove reciprocity laws related
to DC sums.
1. Introduction/Preliminaries
The Euler numbers are defined as
(1)
2
et + 1
=
∞∑
n=0
En
tn
n!
, |t| < pi, (see [1-31]),
and the Euler polynomials are also defined as
(2)
2
et + 1
ext =
∞∑
n=0
En(x)
tn
n!
, |t| < pi, ( see [4, 5, 6] ).
The first few of Euler numbers are 1,−12 , 0,
1
4 , and E2k = 0 for k = 1, 2, 3, · · · . From
(1) and (2), we can easily derive the following.
(3) En(x) =
n∑
l=0
(
n
l
)
Elx
n−l, where
(
n
l
)
=
n(n− 1) · · · (n− l + 1)
l!
, (see [4, 5, 6]).
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In (1), it is easy to see that E0 = 1, En(1) + En = 2δ0,n, where δ0,n is the Kronecker
symbol. That is, En(1) = −En for n = 1, 2, 3, · · · , (see [4, 5]). We denote E¯n(x) the
n-th Euler function given by the Fourier expansion.
E¯n(x) = m!2
∞∑
n=−∞
e(2n+1)piix
((2n+ 1)pii)m+1
, (see [4,5]),
which, for 0 ≤ x < 1, reduces the n-th Euler polynomials.
By (3), we easily see that
(4)
dEn(x)
dx
=
d
dx
n∑
k=0
(
n
k
)
= n
n∑
k=0
(
n− 1
k
)
Ekx
n−1−k = nEn−1(x).
From (4), we note that
(5)
∫ x
0
En(t)dt =
1
n+ 1
En+1(x), (see [4]).
By the definitions of the Euler numbers and the Euler polynomials, we easily see that
(6) 2
n−1∑
k=0
(−1)kekt = 2
(−1)nent + 1
et + 1
=
∞∑
l=0
((−1)nEl(n) + El)
tl
l!
.
Thus, we have
(7) 2
n−1∑
k=0
(−1)kkl = (−1)nEl(n) +El.
It is well known that the classical Dedekind sums S(h, k) first arose in the transfor-
mation formula of the logarithm of Dedekind eta-function (see [17, 25, 26, 28]). If h
and k are relative prime integers with k > 0, then Dedekind sum is defined as
(8) S(h, k) =
k−1∑
u=1
((
u
k
))((
hu
k
)), (see [17, 25, 26, 28])
where ((x)) is defined as
((x)) = x− [x]−
1
2
, if x is not an integer,
= 0, otherwise,
3where [x] is the largest integer ≤ x, (cf. [17]).
Generalized Dedekind sums Sp(h, k) are defined as
(9) Sp(h, k) =
k−1∑
a=1
a
k
B¯p(
ah
k
), (see [1, 17, 18, 25, 26, 28, 31]),
where h and k are relative prime positive integers and B¯p(x) are the p-th Bernoulli
functions, which are defined as
B¯p(x) = Bp(x− [x]) = −p!(2pii)
−p
∞∑
m=−∞,m 6=0
m−pe2piinx, (see [17, 25, 26]),
where Bp(x) are the p-th ordinary Bernoulli polynomials.
Recently Y. Simsek have studies q-Dedekind type sums related to q-zeta function
and basic L-series (see [31, 18]). He also studies q-Hardy-Berndt type sums associated
with q-Genocchi type zeta and q-l-functions related to previous author’s paper (see [18,
31]). In this paper we consider Dedekind type DC(Daehee-Changhee) sums as follows.
Tp(h, k) = 2
k−1∑
u=1
(−1)u−1
u
k
E¯p(
hu
k
), ( h ∈ Z+ ),
where E¯p(x) are the p-the Euler functions. Note that Tp(h, k) is the similar form of
generalized Dedekind type sums. Finally, we prove the following reciprocity law for an
odd p:
kpTp(h, k) + h
pTp(k, h)
= 2
k−1∑
u=0
u−[ hu
k
]≡1 mod 2
(
kh(E +
u
k
) + k(E + h− [
hu
k
])
)p
+ (hE + kE)
p
+ (p+ 2)Ep,
where h, k are relative prime positive integers and
(Eh+ Ek)n+1 =
n+1∑
l=0
(
n+ 1
l
)
Elh
lEn+1−lk
n+1−l.
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2. On the reciprocity law for Dedekind type DC sums
In this section, we assume p ∈ N with p ≡ 1 mod 2. By the definition of the Euler
polynomials, we see that
(10)
Ep(x+ y) =
p∑
s=0
(
p
s
)
(x+ y)p−sEs =
p∑
s=0
(
p
s
)
Es
p−s∑
k=0
(
p− s
k
)
xkyp−s−k
=
p∑
s=0
(
p
s
) s∑
j=0
(
s
j
)
Ejx
s−jyp−s =
p∑
s=0
(
p
s
)
Es(x)y
p−s.
From (2), we can also derive
(11) Ep(mx) = m
p
m−1∑
s=0
Ep(x+
s
m
)(−1)s.
By (5), we easily see that
(12)
∫ 1
0
xEp(x)dx =
Ep+1(1)
p+ 1
−
Ep+1(1)
p+ 1
+
Ep+1
p+ 1
=
Ep+1
p+ 1
= 0,
and
(13)
∫ 1
0
xEp(x)dx =
p∑
s=0
(
p
s
)
Es
∫ 1
0
xp−s+1dx =
p∑
s=0
(
p
s
)
Es
p− s+ 2
.
By (12) and (13), we obtain the following lemma.
Lemma 1. For p ∈ N with p ≡ 1 mod 2, we have
p∑
s=0
(
p
s
)
Es
p− s+ 2
=
Ep+1
p+ 1
= 0.
For s ∈ N with s ≡ 0 mod 2 and s < p, we have
(14)
ds(xEp(x))
(dx)s
∣∣
x=1
= s!
(
p
s
)
Ep−s(1) = −s!
(
p
s
)
Ep−s,
and, from (3), we note that
(15)
ds(xEp(x))
(dx)s
∣∣
x=1
= s!
p−s∑
v=0
(
p− v + 1
s
)(
p
v
)
Ev = s!
p∑
v=0
(
p
v
)(
p− v + 1
s
)
Ev.
By (14) and (15), we obtain the following theorem.
5Theorem 2. For s ∈ N with s ≡ 0 mod 2 and s > p, we have
(16)
p∑
v=0
(
p
v
)(
p− v + 1
s
)
Ev = −
(
p
s
)
Ep−s =
(
p
s
)
Ep−s(1).
Let us define Dedekind type DC sums as follows.
(17) Tp(h, k) = 2
k−1∑
u=1
(−1)u−1
u
k
E¯p(
hu
k
), ( h ∈ Z+),
where E¯p(x) is the p-th Euler function.
For m ≡ 1 mod 2, we have
(18)
Tp(1, m) = 2
m−1∑
u=1
(−1)u−1
u
m
p∑
v=0
(
p
v
)
Ev
( u
m
)p−v
=
p∑
v=0
(
p
v
)
Evm
−(p+1−v)2
m−1∑
u=1
(−1)u−1up−v+1.
By (7) and (18), we obtain the following theorem.
Theorem 3. For m ≡ 1 mod 2, we have
(19) Tp(1, m) =
p∑
v=0
(
p
v
)
Evm
−(p+1−v) (Ep−v+1(m)−Ep−v+1) .
From (3) we can also derive
(20) Ep−v+1(m)− Ep−v+1 =
p−v∑
i=0
(
p− v + 1
i
)
mp+1−v−iEi
so that we find
(21)
Tp(1, m) =
p∑
v=0
(
p
v
)
m−(p+1−v)Ev
p−v∑
i=0
(
p− v + 1
i
)
mp+1−v−iEi
=
1
mp
p∑
v=0
(
p
v
)
Ev
p−v∑
i=0
(
p− v + 1
i
)
Eim
p−i.
Therefore, we obtain the following corollary.
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Corollary 4. For m ≡ 1 mod 2, we have
(22) mpTp(1, m) =
p∑
v=0
(
p
v
)
Ev
p−v∑
i=0
(
p− v + 1
i
)
Eim
p−i.
Interchanging the order of summation in (22), we obtain
mpTp(1, m) =
p∑
i=0
p−i∑
v=0
(
p
v
)
Ev
(
p− v + 1
i
)
Eim
p−i =
p−2∑
i=1
p−i∑
v=0
(
p
v
)
Ev
(
p− v + 1
i
)
Eim
p−i
+
(
p+ 1
p
)
Ep +
p∑
v=0
(
p
v
)
Evm
p +
1∑
v=0
(
p
v
)
Ev
(
p− v + 1
p− 1
)
Ep−1m
=
p−2∑
i=1
p−i∑
v=0
(
p
v
)
Ev
(
p− v + 1
i
)
Eim
p−i + (p+ 1)Ep +
p∑
v=0
(
p
v
)
Evm
p.
Therefore, we obtain the following proposition.
Proposition 5. For m ∈ N with m ≡ 1 mod 2, we have
(23) mpTp(1, m) =
p∑
v=0
(
p
v
)
Evm
p +
p−2∑
i=1
p−i∑
v=0
(
p
v
)
Ev
(
p− v + 1
i
)
Eim
p−i + (p+ 1)Ep.
In the sum over i, the only non-vanishing terms are those for which the index i is
odd. Hence, since i < p in this sum we may use (3) and Theorem 2 to obtain
(24)
mpTp(1, m) = m
pEp(1) + (p+ 1)Ep +
p−2∑
i=1
(
p
i
)
Ep−i(1)Eim
p−i
=
p∑
i=0
(
p
i
)
Ep−i(1)Eim
p−i + pEp.
Therefore, we obtain the following theorem.
Theorem 6. For odd p with p > 1, m ∈ Z+ with m ≡ 1 mod 2, we have
mpTp(1, m) =
p∑
i=0
(
p
i
)
Ep−i(1)Eim
p−i + pEp.
7Now we employ the symbolic notation as En(x) = (E + x)
n. It is easy to show that
(25)
kp
k−1∑
u=0
(−1)u
p∑
s=0
(
p
s
)
hsEs(
u
k
)Ep−s(h− [
hu
k
]) = kp
k−1∑
u=0
(−1)u
(
h(E +
u
k
) + (E + h− [
hu
k
])
)p
= kp
k−1∑
u=0
(−1)u
(
Eh+E + h+
1
2
−
1
2
+ huk−1 − [
hu
k
]
)p
= kp
k−1∑
u=0
(−1)u
(
Eh+E + h+
1
2
+ E¯1(
hu
k
)
)p
.
Now as the index u range through the values u = 0, 1, 2, · · · , k − 1, the product hu
range through a complete residue system modulo k since (h, k) = 1 and due to the
periodically of E¯1(x), the term E¯1(
hu
k
) may be replaced E¯1(
u
k
) without alternating the
sum over u. For k ∈ Z+ with k ≡ 1 mod 2, we have
(25) = kp
k−1∑
u=0
(−1)u
(
E + Eh+ h+
1
2
+ E¯1(
u
k
)
)p
= kp
k−1∑
u=0
(−1)u
(
(E +
u
k
) + h(E + 1)
)p
= kp
k−1∑
u=0
(−1)u
p∑
s=0
(
p
s
)
Es(
u
k
)hp−sEp−s(1)
=
p∑
s=0
(
p
s
)
kp−s
(
ks
k−1∑
u=0
(−1)uEs(
u
k
)
)
hp−sEp−s(1) =
p∑
s=0
(
p
s
)
kp−sEsh
p−sEp−s(1).
Therefore, we obtain the following theorem.
Theorem 7. Let h, k be natural numbers with (h, k) = 1. For odd p with p > 1, and
k ≡ 1 mod 2, we have
p∑
s=0
(
p
s
)
kp−sEsh
p−sEp−s(1) = k
p
k−1∑
u=0
(−1)u
p∑
s=0
(
p
s
)
hsEs(
u
k
)Ep−s(h− [
hu
k
]).
Let T be the sum of
(26)
T = kpTp(h, k) + h
pT (k, h)
= 2kp
k−1∑
u=1
(−1)u−1
u
k
E¯p(
hu
k
) + 2hp
h−1∑
v=0
(−1)v−1
v
h
E¯p(
kv
h
).
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We assume first that p > 1 and h, k ∈ N with h ≡ 1 mod 2, and k ≡ 1 mod 2.
(27) E¯p(
h
k
u) = hp
h−1∑
v=0
(−1)vE¯p(
u
k
+
v
h
),
and
E¯p(k
v
h
) = kp
k−1∑
u=0
(−1)uE¯p(
v
h
+
u
k
).
From (26) and (27), we can easily derive the following (28).
(28)
T = (hk)p2
k−1∑
u=1
(−1)u−1
u
k
h−1∑
v=0
(−1)vE¯p(
u
k
+
v
h
)
+ (hk)p2
h−1∑
v=1
(−1)v−1
v
h
k−1∑
u=0
(−1)uE¯p(
v
h
+
u
k
)
= (hk)p2
k−1∑
u=0
h−1∑
v=0
(−1)u+v−1
(
uh+ vk
hk
)
Ep(
u
k
+
v
h
).
Therefore, we obtain the following theorem.
Theorem 8. Let h, k ∈ N with h ≡ 1 mod 2 and k ≡ 1 mod 2. For p > 1, we have
kpTp(h, k) + h
pT (k, h) = 2(hk)p
k−1∑
u=0
h−1∑
v=0
(−1)u+v−1(uh+ vk)(hk)−1Ep(
u
k
+
v
h
).
Now as the indices u and v run through the range u = 0, 1, 2, cdots, k − 1, v =
0, 1, 2, · · · , h−1, respectively, the linear combination uh+vk ranges through a complete
residue system modulo hk, and each term uh+vk satisfies the inequalities 0 ≤ uh+vk <
2hk. If we define the sets
A = {uh+ vk|0 ≤ uh+ vk < hk}, B = {uh+ vk|hk + 1 ≤ uh+ vk < 2hk},
C = {λ|0 ≤ λ ≤ hk − 1}.
Let h, k ∈ N with h ≡ 1 mod 2 and k ≡ 1 mod 2. From (28), we note that
9(29) T = (hk)p
(
2
∑
λ∈A
λ
hk
(−1)λ−1E¯p(
λ
hk
) + 2
∑
λ∈B
λ
hk
(−1)λ−1E¯p(
λ
hk
)
)
.
Now if y ∈ B, then y = hk + λ, where λ ∈ C, but λ /∈ A (for if λ ∈ A then we have
λ ≡ y mod hk), but A
⋃
B forms a complete residue system modulo hk. Hence, we
have
(30)
2
∑
y∈B
y
hk
(−1)y−1E¯p(
y
hk
) = 2
∑
λ∈C\A
(−1)λ−1E¯p(
λ
hk
) + 2
∑
λ∈C\A
λ
hk
(−1)λ−1E¯p(
λ
hk
).
By (29) and (30), we see that
T = (hk)p
{
2
∑
λ∈A
λ
hk
(−1)λ−1E¯p(
λ
hk
) + 2
∑
λ∈C\A
(−1)λ−1E¯p(
λ
hk
)
+ 2
∑
λ∈C\A
λ
hk
(−1)λ−1E¯p(
λ
hk
)
}
= (hk)p
{
2
hk−1∑
λ=0
(−1)λ−1
λ
hk
E¯p(
λ
hk
) + 2
hk−1∑
λ=0
(−1)λ−1E¯p(
λ
hk
)
− 2
k−1∑
u=0
0≤uh+vk<hk
h−1∑
v=0
(−1)u+v−1E¯p(
uh+ vk
hk
)
}
.
It is easy to see that
2
hk−1∑
λ=0
E¯p(
λ
hk
)(−1)λ−1 = 2(hk)−pE¯p(0) = 2(hk)
−pEp.
Hence, we have
(31) T = (hk)p
(
Tp(1, kh) + 2(hk)
−pEp − S
)
,
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where
S = 2
∑
0≤u≤k−1
0≤uh+vk<hk
∑
0≤v≤h−1
(−1)u+v−1E¯p(
uh+ vk
hk
)
= 2
∑
0≤u≤k−1
0≤u
k
+ v
h
<1
∑
0≤v≤h−1
(−1)u+v−1Ep(
u
k
+
v
h
).
From the definition of S, we note that
S = 2
k−1∑
u=0
[h−hu
k
]∑
v=0
(−1)u+v−1Ep(
u
k
+
v
h
) = 2
k−1∑
u=0
[h−hu
k
]∑
v=0
(−1)u+v−1
(
E +
u
k
+
v
h
)p
= 2
p∑
s=0
(
p
s
)
hs−p
k−1∑
u=0
(−1)u−1Es(
u
k
)
[h−hu
k
]∑
v=0
(−1)vvp−s
=
p∑
s=0
(
p
s
)
hs−p
k−1∑
u=0
(−1)u−1Es(
u
k
)

2 h−1−[
hu
k
]∑
v=0
(−1)vvp−s


=
p∑
s=0
(
p
s
)
hs−p
k−1∑
u=0
(−1)u−1Es(
u
k
)
(
(−1)h−[
hu
k
]Ep−s(h− [
hu
k
]) + Ep−s
)
=
p∑
s=0
(
p
s
)
hs−p
k−1∑
u=0
(−1)u−[
hu
k
]Es(
u
k
)Ep−s(h− [
hu
k
]) +
p∑
s=0
(
p
s
)
hs−p
k−1∑
u=0
(−1)u−1Es(
u
k
)Ep−s
=
p∑
s=0
(
p
s
)
hs−p
k−1∑
u=0
(−1)u−[
hu
k
]Es(
u
k
)Ep−s(h− [
hu
k
])− h−p
p∑
s=0
(
p
s
)
hsk−sEp−sEs.
Returning to (31), we have
T = (hk)p
{
Tp(1, kh) + 2(kh)
−pEp −
p∑
s=0
(
p
s
)
hs−p
k−1∑
u=0
(−1)u−[
hu
k
]Ep−s(h− [
hu
k
])Es(
u
k
)
+ h−p
p∑
s=0
(
p
s
)
hsk−sEp−sEs
}
.
11
By Theorem 6 we see that
T =
p∑
s=0
(
p
s
)
EsEp−s(1)(hk)
p−s −
p∑
s=0
(
p
s
)
hskp
k−1∑
u=0
(−1)u−[
hu
k
]Es(
u
k
)Ep−s(h− [
hu
k
])
+ (p+ 2)Ep +
p∑
s=0
(
p
s
)
hskp−sEsEp−s.
From Theorem 7, we can also derive the following equation (32).
(32)
T =
p∑
s=0
(
p
s
)
kphs
k−1∑
u=0
Es(
u
k
)Ep−s(h− [
hu
k
])(1− (−1)u−[
hu
k
])
+
p∑
s=0
(
p
s
)
hskp−sEsEp−s + (p+ 2)Ep
Therefore, we obtain the following theorem.
Theorem 9. Let h, k ∈ N with h ≡ 1 mod 2 and k ≡ 1 mod 2 and let (h, k) = 1.
For p > 1, we have
kpTp(h, k) + h
pTp(k, h)
= 2
k−1∑
u=0
u−[ hu
k
]≡1( mod 2)
(
kh(E +
u
k
) + k(E + h− [
hu
k
])
)p
+ (hE + kE)p + (p+ 2)Ep,
where
(hE + kE)p =
p∑
s=0
(
p
s
)
hsEsk
p−sEp−s.
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