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The κ-µ Shadowed Fading Model:
Unifying the κ-µ and η-µ Distributions
Laureano Moreno-Pozas, F. Javier Lopez-Martinez, Jose´ F. Paris and Eduardo Martos-Naya
Abstract—This paper shows that the recently proposed κ-µ
shadowed fading model includes, besides the κ-µ model, the
η-µ fading model as a particular case. This has important
relevance in practice, as it allows for the unification of these
popular fading distributions through a more general, yet equally
tractable, model. The convenience of new underlying physical
models is discussed. Then, we derive simple and novel closed-form
expressions for the asymptotic ergodic capacity in κ-µ shadowed
fading channels, which illustrate the effects of the different
fading parameters on the system performance. By exploiting the
unification here unveiled, the asymptotic capacity expressions for
the κ-µ and η-µ fading models are also obtained in closed-form
as special cases.
I. INTRODUCTION
The scientific community has been recently interested in the
definition of new generalized fading models, aiming to provide
a better fit to real measurements observed in different scenarios
[1–5]. In such context, the κ-µ and η-µ fading models [3] have
become very popular in the literature due to their versatility
to accommodate to different propagation conditions and their
relatively simple tractable form [6–10].
The κ-µ and η-µ fading models, first introduced in [11]
and [12], were independently derived to characterize very
different propagation conditions. On the one hand, the κ-
µ distribution can be regarded as a generalization of the
classic Rician fading model for line-of-sight (LOS) scenar-
ios, extensively used in spatially homogeneous propagation
environments. On the other hand, the η-µ distribution can
be considered as a generalization of the classic Nakagami-
q (Hoyt) fading model for non-LOS scenarios, often used in
non-homogeneous environments. Therefore, and because they
arise from different underlying physical models, there is no
clear connection between the κ-µ and η-µ fading models.
One of the most appealing properties of the κ-µ and
η-µ fading models is that they include most popular fading
distributions as particular cases. For instance, the Rician,
Nakagami-m, Rayleigh and one-sided Gaussian models can
be derived from the κ-µ fading by setting the parameters κ
and µ to specific real positive values. Similarly, the η-µ fading
model includes the Nakagami-q, Nakagami-m, Rayleigh and
one-sided Gaussian as special cases.
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Very recently, the κ-µ shadowed fading model was intro-
duced in [5], with the aim of jointly including large-scale
and small-scale propagation effects. This new model exhibits
excellent agreement when compared to measured land-mobile
satellite [13], underwater acoustic [5, 14] and body commu-
nications fading channels [15, 16], by considering that the
dominant components are affected by random fluctuations [5].
This model [5] includes the popular Rician shadowed fading
distribution [13] as a particular case, and obviously it also
includes the κ-µ fading distribution from which it originates.
However, as we will later see, the versatility of the κ-µ
shadowed fading model has not been exploited to the full
extent possible.
In this paper we show that the κ-µ shadowed distribution
unifies the set of homogeneous fading models associated with
the κ-µ distribution, and strikingly, it also unifies the set
of non-homogeneous fading models associated with the η-µ
distribution, which may seem counterintuitive at first glance.
In addition to a formal mathematical proof of how the main
probability functions introduced by Yacoub originate from the
ones derived in [5], we also establish new underlying physical
models for the κ-µ shadowed distribution that justify these
phenomena. In fact, we propose a novel method to derive the
Nakagami-q (Hoyt) and the η-µ distributions which consists in
using the shadowing of the dominant components to recreate a
non-homogeneous propagation environment. This connection,
which is here proposed for the first time in the literature,
has important implications in practice: first, and contrary to
the common belief, it shows that the κ-µ and η-µ fading
distributions are connected. Hence we can jointly study the κ-µ
and η-µ fading models by using a common approach instead
of separately [3, 17, 18]. Besides, it implies that when deriving
any performance metric for the κ-µ shadowed fading model,
we are actually solving the same problem for the simpler κ-µ
and η-µ distributions at no extra cost.
Leveraging our novel approach, we derive simple and
closed-form asymptotic expressions for the ergodic capacity of
communication systems operating under κ-µ shadowed fading
in the high signal-to-noise ratio regime, which can be evidently
employed for the κ-µ and η-µ distributions. Unlike the exact
analyses in [19] and [20] which require the use of the Meijer
G- and bivariate Meijer G-functions, our results allow for a
better insight into the effects of the fading parameters on the
capacity.
The remainder of this paper is structured as follows. In
section II, we introduce the notation, as well as some defi-
nitions and preliminary results. In section III, we propose new
physical models for the κ-µ shadowed distribution. In section
2IV we show how the κ-µ and η-µ distributions naturally
arise as particular cases of the κ-µ shadowed fading model.
In section V, we use these results to investigate the ergodic
capacity in κ-µ shadowed fading channels and thus for the
κ-µ and η-µ channels. In section VI, numerical results are
presented. Finally conclusions are drawn.
II. NOTATION AND PRELIMINARIES
Throughout this paper, we differentiate the complex from
the real random variables by adding them a tilde on top, so that
x is a real random variable and z˜ is a complex random variable.
E[·] is the expectation operator. The symbol ∼ signifies
statistically distributed as while i.i.d means independent and
identically distributed. Thus, x ∼ N (x¯, σ2) symbolizes that
x is statically distributed as a real Gaussian random variable
with mean x¯ and variance σ2, while z˜ ∼ CN (z¯, σ2) means
that z˜ is statistically distributed as a circularly symmetric
complex Gaussian random variable with mean z¯ and variance
σ2. Moreover, although the classic fading distributions are
usually defined in the literature by its envelope probability
density function (pdf), we here present the results in terms of
power probability density functions.
Next, we present some definitions which are employed in
the paper.
Definition 1: Higher-order amount of fading [21].
The nth-order amount of fading AF (n)γ is defined as
AF (n)γ =
E[γn]
γ¯n
− 1 (1)
for the instantaneous SNR γ, where γ¯n = E[γ]n.
Definition 2: The generalized hypergeometric function.
The generalized hypergeometric function of one scalar argu-
ment is defined as
pFq(a1, . . . , ap; b1, . . . , bq;x) =
+∞∑
r=0
(a1)r . . . (ap)r
(b1)r . . . (bq)r
xr
r!
, (2)
where (a)r is the Pochhammer symbol [22, eq. (6.1.22)],
ai ∈ C and bj ∈ C∗\Z−.
Definition 3: The gamma distribution.
Let w be a random variable which statistically follows a
gamma distribution with shape parameter α and rate parameter
β, i.e, w ∼ Γ(α, β), then its pdf is given by
fw(w) =
βα
Γ(α)
wα−1e−βw, (3)
where Γ(·) is the gamma function [22, eq. (6.1.1)] and
α, β ∈ R+.
Definition 4: The κ-µ shadowed distribution [5].
Let γ be a random variable which statistically follows a κ-µ
shadowed distribution with mean γ¯ = E[γ] and non-negative
real shape parameters κ, µ and m, i.e, γ ∼ Sκµm(γ¯;κ, µ,m),
then its pdf is given by
fγ(γ) =
µµmm(1 + κ)µ
Γ(µ)γ¯(µκ+m)m
(
γ
γ¯
)µ−1
× e−µ(1+κ)γγ¯ 1F1
(
m;µ;
µ2κ(1 + κ)
µκ+m
γ
γ¯
)
,
(4)
where 1F1(·) is the confluent hypergeometric function of
scalar argument [22, eq. (13.1.2)], which is a particular case
of eq. (2).
Definition 5: The κ-µ distribution [3].
Let γ be random variable which statistically follows a κ-µ
distribution with mean γ¯ = E[γ] and non-negative real shape
parameters κ and µ, i.e, γ ∼ Sκµ(γ¯;κ, µ), then its pdf is given
by
fγ(γ) =
µ(1 + κ)
µ+1
2
γ¯κ
µ−1
2 eµκ
(
γ
γ¯
)µ−1
2
× e−µ(1+κ)γγ¯ Iµ−1
(
2µ
√
κ(1 + κ)γ
γ¯
)
,
(5)
where Ik(·) is the k-th order modified Bessel function of
first kind, which can be defined in terms of the Bessel
hypergeometric function 0F1(·) [22, eq. (9.6.47)].
Definition 6: The η-µ distribution (Format 1) [3].
Let γ be random variable which statistically follows an η-µ
distribution with mean γ¯ = E[γ] and non-negative real shape
parameters η and µ, i.e, γ ∼ Sηµ(γ¯; η, µ), then its pdf is given
by
fγ(γ) =
√
pi(1 + η)µ+
1
2µµ+
1
2
Γ(µ)γ¯
√
η(1− η)µ− 12
(
γ
γ¯
)µ− 12
× e−µ(1+η)
2
γ
2ηγ¯ Iµ− 12
(
µ(1− η)2
2η
γ
γ¯
)
.
(6)
III. APPROPRIATE PHYSICAL MODELS
In this section, we discuss the underlying physical model
of the κ-µ shadowed presented in [5]. Then we propose two
more general and suitable physical models which will allow
us to later unify the κ-µ and η-µ distributions.
A. Previous model
The κ-µ shadowed fading is presented as the generalization
of the κ-µ model in [5]. Like in the κ-µ fading case, the signal
can be decomposed into different clusters of waves, where
each cluster has scattered waves with similar delays and the
delay spreads of different clusters are relatively large [3]. In the
κ-µ shadowed fading, the difference appears in the dominant
component of each cluster, which is no longer deterministic
and can randomly fluctuate because of shadowing. In fact,
when we consider that the dominant component of each cluster
suffers from the same shadowing, we can express the total
signal power in terms of the in-phase and the quadrature
components of each cluster as [5]
W =
µ∑
i=1
(xi + ξpi)
2 + (yi + ξqi)
2, (7)
where µ is the number of clusters; xi and yi are independent
real Gaussian random variables with zero mean and variance
σ2, which represent the real and imaginary parts of the i-th
cluster scattering waves; p2i and q2i are the powers of the
real and imaginary parts of the i-th dominant component,
respectively, and ξ is the shadowing component which is
3statistically distributed as a Nakagami-m random variable with
shape parameter m and E[ξ2] = 1.
It is known that this physical model follows a κ-µ shadowed
distribution [5], i.e., the instantaneous signal-to-noise ratio
(SNR) γ = γ¯W/W¯ , with γ¯ = E[γ], W¯ = E[W ] = d2+2σ2µ
and d2 =
∑µ
i=1 p
2
i + q
2
i , is distributed as Sκµm(γ¯;κ, µ,m),
where the parameter κ = d2/2σ2µ represents the ratio be-
tween the total power of the dominant components and the
total power of the scattered waves. It is worth noticing that
this result can be extended for µ taking non-integer positive
values [5], despite the model loses its physical meaning.
However, this model imposes that the shadowing ξ is
statistically distributed as a Nakagami-m random variable,
which is a strict condition that is relaxed in the next section.
B. Generalized model with the same shadowing for all the
clusters
The previous model in eq. (7) clearly separates each cluster
in the real and imaginary power components, so that the
model can be defined by only using real random variables.
Thus, using this time complex random variables, it can be
reformulated as
W =
µ∑
i=1
|z˜i + ξρ˜i|2, (8)
where z˜i and ρ˜i can be related to the variables of the previous
model in form of z˜i = xi + jyi and ρ˜i = pi + jqi. Hence,
z˜i ∼ CN (0, 2σ2) represents the scattering wave of the i-th
cluster and |ρ˜i|2 is the deterministic dominant power of the
i-th cluster.
A straightforward generalization of the previous model is to
consider a complex shadowing component, so that we obtain
the following model
Ω1 =
µ∑
i=1
|z˜i + ξ˜ρ˜i|2, (9)
where ξ˜ is now a complex random variable, with
|ξ˜|2 ∼ Γ(m,m) and arbitrary phase.
This new model obviously represents a similar scenario as
the previous one in Section III.A, since all the clusters suffer
from the same shadowing ξ˜, which can be justified by the fact
that the shadowing can occur near the transmitter or receiver
side. The pdf of the instantaneous SNR of the model in eq. (9)
is derived as follows.
Lemma 1: Let γ1 = γ¯1Ω1/Ω¯1, with γ¯1 = E[γ1],
be the instantaneous SNR of the model in eq. (9). Then
γ1 ∼ Sκµm(γ¯1;κ, µ,m) where κ =
∑µ
i=1 |ρ˜i|2/2σ2µ.
Proof : The signal power Ω1 conditioned to the shadow-
ing power |ξ˜|2 follows a κ-µ distribution. Moreover, since
|ξ˜|2 ∼ Γ(m,m), then |ξ˜|2∑µi=1 |ρ˜i|2 ∼ Γ(m,m∑µi=1 |ρ˜i|2).
Thus, the conditional form here obtained is equivalent to the
one in [5] and so we can follow the same steps to prove that
the SNR of the model follows a κ-µ shadowed distribution.
In fact, we have proved that the distribution of the model
is independent of the phase of the shadowing component ξ˜.
In the next section we propose another physical model for the
κ-µ shadowed distribution.
C. Generalized model with i.i.d. shadowing
When the shadowing does not occur near the transmitter
or receiver sides, all the clusters could suffer from different
shadowing effects, so the instantaneous received power can be
expressed as
Ω2 =
µ∑
i=1
|z˜i + ξ˜iρ˜|2, (10)
where z˜i ∼ CN (0, 2σ2); |ρ˜|2 is the power of each dominant
component; and ξ˜i is a complex random variable which
represents the shadowing component of the i-th cluster, where
ξ˜i are i.i.d., i.e, |ξ˜i|2 ∼ Γ(mˆ, mˆ) ∀i.
Actually, these propagation conditions are likely to occur
in real scenarios where the dominant components of different
clusters could travel through different paths that are separated
enough to suffer from independent large-scale propagation
effects. The pdf of the instantaneous SNR of the model in
eq. (10) is derived next.
Lemma 2: Let γ2 = γ¯2Ω2/Ω¯2, with γ¯2 = E[γ2], be
the instantaneous SNR of the model in eq. (10). Then
γ2 ∼ Sκµm(γ¯2;κ, µ,m) where κ = |ρ˜|2/2σ2µ and m = µ ·mˆ.
Proof : The conditioned signal power Ω2 conditioned to
the sum of the i.i.d. shadowed dominant component powers
P = |ρ˜|2∑µi=1 |ξ˜i|2 follows a κ-µ distribution. Moreover,
since |ξ˜i|2 ∼ Γ(mˆ, mˆ) ∀i, then P ∼ Γ(m, |ρ˜|2m), where
m =
∑µ
i=1 mˆ. Thus, again we have the same conditional form
as in [5] and so we can follow the same steps to prove that
the SNR of the model follows a κ-µ shadowed distribution. 1
Therefore, the SNRs of both physical models presented in
eq. (9) and eq. (10) follow a κ-µ shadowed distribution. The
closed-form expressions for the cumulative distribution and
the moment generating functions can be found in [5].
IV. κ-µ AND η-µ UNIFICATION
In the previous section, we have introduced two different
physical models which lead to the κ-µ shadowed distribution.
Now, we show how each of these models reduces to the general
κ-µ and η-µ fading distributions, respectively. By doing so, we
show that the κ-µ shadowed distribution can unify all classic
fading models, both for homogeneous and non-homogeneous
propagation conditions, and their most general counterparts
[3].
A. κ-µ distribution and particular cases
The κ-µ distribution is destined to model homogeneous
environments, where the scattering for each cluster can be
modeled with a circularly symmetric random variable. The
derivation of the κ-µ distribution from Lemma 1 is given in
the following corollary.
Corollary 1: Let γ1 = γ¯1Ω1/Ω¯1, with γ¯1 = E[γ1],
be the instantaneous SNR of the model in eq. (9), i.e.,
γ1 ∼ Sκµm(γ¯1;κ, µ,m). If m→∞, γ1 ∼ Sκµ(γ¯1;κ, µ).
1The different shadowing components ξ˜i do not have to be identically
distributed to complete the proof. All that is needed is that the normalized rate
parameter βi/mi of each shadowing power |ξ˜i|2 must be equal ∀i. Although
from a mathematical point of view this is a valid model, this scenario is hard
to imagine in practical conditions. Therefore, we will restrict ourselves to the
case with i.i.d. shadowing components.
4Proof : By taking the limit m→∞ in eq. (4) and applying
the following properties
lim
a→∞
1F1
(
a; b;
1
a
z
)
= 0F1
(
b; z
)
, (11)
lim
a→∞
(
1 +
1
a
x
)−a
= e−x, (12)
where the eq. (12) is the well-known limit that defines the
exponential function, we obtain the pdf in eq. (5).
Corollary 1 is interpreted as follows: the κ-µ distribution
is derived by eliminating completely the shadowing of each
dominant component, which can be done by taking m→∞,
so that the dominant component of each cluster becomes
deterministic. Actually, as the parameter m grows, the pdf of
each dominant component is gradually compressed and, at the
limit m → ∞, it becomes a Dirac delta function. Thus, the
model is defined by a circularly symmetric complex random
variable with some non-zero mean in each cluster, so that we
obtain the κ-µ model, whereas in case that µ = 1 we have the
Rician fading model.
Next, we derive the Nakagami-m physical model from the
physical model in eq. (9).
Corollary 2: Let γ1 = γ¯1Ω1/Ω¯1, with γ¯1 = E[γ1],
be the instantaneous SNR of the model in eq. (9), i.e.,
γ1 ∼ Sκµm(γ¯1;κ, µ,m). If κ→ 0, γ1 ∼ Γ(µ, µ).
Proof : By taking the limit κ → 0 in eq. (4) and applying
the following property
lim
c→0
pFq (a1 . . . ap; b1 . . . bq; cz) = 1, (13)
we obtain the pdf in eq. (3). Notice that eq. (13) can be
carried out by simply exploiting the series expression of the
hypergeometric function of scalar argument, where the first
term has the unit value and the rest of the terms are powers
of the scalar argument [22, eq. (13.1.2)], so that they become
zero when taking the limit.
We give the following interpretation about Corollary 2. By
tending κ→ 0, we eliminate all the dominant components of
the model, regardless the value of the shadowing parameter m,
so that we only have scattering components in each cluster, i.e.,
we obtain a model which follows a Nakagami-m distribution
or one of its particular cases, Rayleigh or one-sided Gaussian,
depending on the value of µ.
B. η-µ distribution and particular cases
The Nakagami-q (Hoyt) and the η-µ distributions are em-
ployed in non-homogeneous propagation conditions environ-
ments, where the scattering model is non-uniform and can be
modeled by elliptical (or non-circularly symmetric) random
variables. At first glance, such scenario does not seem to
fit with the κ-µ shadowed fading model. However, we can
give a different interpretation to the cluster components of
the physical model in eq. (10): they can be interpreted as a
set of uniform scattering waves with random averages. These
random fluctuations in the average, which are different for each
cluster, are responsible for modeling the non-homogeneity of
the environment and ultimately lead to breaking the circular
symmetry of the scattering model. We must note that a
similar connection was inferred in [23], where the Nakagami-q
distribution was shown to behave as a Rayleigh distribution
with randomly varying average power. We show next how the
circular symmetry of the model can be broken by using the
result of Lemma 2.
Corollary 3: Let γ2 = γ¯2Ω2/Ω¯2, with γ¯2 = E[γ2],
be the instantaneous SNR of the model in eq. (10), i.e,
γ2 ∼ Sκµm(γ¯;κ, µ,m). If m = µ/2, γ2 ∼ Sηµ(γ¯; 12κ+1 , µ/2).
Proof : When m = µ/2, we can apply in eq. (4) the
following property [22, eq. (9.6.47)]
1F1 (a; 2a; z) = 22a−1Γ
(
a+
1
2
)
z
1
2−aez/2Ia− 12
(z
2
)
,
(14)
and so we have the eq. (6) after some simple algebraic
manipulations.
Hence, we have shown that the η-µ fading distribution arises
as a particular case of the more general κ-µ shadowed model.
This is one of the main results in this paper. Notice that when
m = µ/2 = 0.5 we obtain the Nakagami-q model with shape
parameter q =
√
1
2κ+1 since η = q
2 for η-µ format 1 [3].2
We can give the following interpretation of the result in
Corollary 3. Let us consider that each shadowing component
can be expressed as ξ˜i = xi · ejφ, where xi ∼ N (0, 1), so
that |ξ˜i|2 ∼ Γ(1/2, 1/2). When we consider the simplest case
on which the phase of ξ˜i is deterministic and set to zero, then
ξ˜i becomes a real Gaussian random variable. Thus, we are
adding a real Gaussian random variable to a complex Gaussian
random variable, so that the circular symmetry of the model
is broken. In the general case of an arbitrary phase for ξ˜i,
the circular symmetry would be broken in a direction of the
complex plane different to the real axis. Therefore, while the
κ-µ model in Section IV.A is obtained by totally eliminating
the randomness of the shadowing component, this is not the
case for the η-µ fading model.
In turn, the Nakagami-m model can be also deduced from
the κ-µ shadowed physical model of eq. (10) with a similar
method, i.e., without eliminating directly the dominant com-
ponent.
Corollary 4: Let γ2 = γ¯2Ω2/Ω¯2, with γ¯2 = E[γ2],
be the instantaneous SNR of the model in eq. (10), i.e,
γ2 ∼ Sκµm(γ¯;κ, µ,m). If m = µ, γ2 ∼ Γ(µ, µ).
Proof : The result is straightforward by applying
1F1
(
a; a; z
)
= ez (15)
and making some algebraic manipulations.
Notice that by setting m = µ, we transform the i.i.d.
random dominant components of the eq. (10) into scattering
components. In fact, since m = µ · mˆ, then we set mˆ = 1
and the i-th random dominant component becomes a Gaussian
random variable. Thus we are adding two Gaussian random
variables together in each cluster, which leads to an equivalent
Gaussian random variable, so that the one-sided Gaussian,
Rayleigh or Nakagami-m models are obtained depending on
the number of clusters µ considered.
2The η-µ fading model (format 1) is symmetrical for η ∈ [0, 1] and η ∈
[1,∞]. We have q = √η or q = 1/√η depending on the interval.
5TABLE I
CLASSIC AND GENERALIZED MODELS DERIVED FROM THE κ-µ
SHADOWED FADING
Channels κ-µ Shadowed Parameters
One-sided Gaussian a) µ
¯
= 0.5, κ
¯
→ 0
b) µ
¯
= 0.5, m
¯
= 0.5
Rayleigh
a) µ
¯
= 1, κ
¯
→ 0
b) µ
¯
= 1, m
¯
= 1
Nakagami-m
a) µ
¯
= m, κ
¯
→ 0
b) µ
¯
= m, m
¯
= m
Nakagami-q (Hoyt) µ
¯
= 1, κ
¯
= (1− q2)/2q2 , m
¯
= 0.5
Rician with parameter K µ
¯
= 1, κ
¯
= K , m
¯
→∞
κ-µ µ
¯
= µ, κ
¯
= κ, m
¯
→∞
η-µ µ
¯
= 2µ, κ
¯
= (1− η)/2η, m
¯
= µ
Rician shadowed µ
¯
= 1, κ
¯
= K , m
¯
= m
The table I summarizes all the models that are derived from
the κ-µ shadowed fading model, where the κ-µ shadowed
model parameters are underlined for the sake of clarity. When
the κ-µ shadowed parameters are fixed to some specific
real positive values or tend to some specific limits, we can
obtain all the classic central models, i.e., the Rayleigh, one-
sided Gaussian, Nakagami-q and Nakagami-m, the classic
noncentral Rician fading, and their general counterparts, the
Rician shadowed, κ-µ and η-µ fading models.
It is remarkable that there are two ways for deriving the one-
sided Gaussian, Rayleigh and Nakagami-mmodels, depending
on whether the approaches in Section IV.A or Section IV.B are
used.
V. APPLICATION: ERGODIC CAPACITY IN THE HIGH-SNR
REGIME
The characterization of the ergodic channel capacity in
fading channels, defined as
C¯[bps/Hz] ,
∫ +∞
0
log2(1 + γ)fγ(γ)dγ, (16)
where γ is the instantaneous SNR at the receiver side, has been
a matter of interest for many years [24–27]. While for the case
of Rayleigh fading it is possible to obtain relatively simple
closed-form expressions for the capacity, the consideration
of more general fading models [19, 20, 27] leads to very
complicated expressions that usually require the use of Meijer
G-functions.
In order to overcome the limitation of the exact characteriza-
tion of κ-µ shadowed channel capacity due to its complicated
closed-form [20], it seems more convenient to analyze the
high-SNR regime. In this situation, the ergodic capacity can
be approximated by [21, eq. (8)]
C¯(γ¯)|γ¯⇑ = log2(γ¯)− L, (17)
which is asymptotically exact and where L is a constant value
independent of the average SNR that can be given by
L = − log2(e)
d
dn
AF (n)γ
∣∣∣
n=0
. (18)
In fact, the parameter L can be interpreted as the capacity
loss with respect to the additive white Gaussian noise (AWGN)
case, since the presence of fading causes L > 0. When there is
no fading, L = 0 and this reduces to the well-known Shannon
result. Using this approach, we derive a simple closed-form
expression for the asymptotic capacity of the κ-µ shadowed
model, which is a new result in the literature.
Lemma 3: In the high-SNR regime, the ergodic capacity of
a κ-µ shadowed channel can be accurately lower-bounded by
C¯κµm(γ¯)|γ¯⇑ = log2(γ¯)− Lκµm, (19)
where log2(·) is the binary logarithm, e is the base of the
natural logarithm, γ¯ is the average SNR at the receiver side,
i.e. γ¯ = E[γ], and Lκµm can be expressed as
Lκµm =− log2(e)ψ(µ)− log2
( µκ+m
µm(1 + κ)
)
+ log2(e)
κ(µ−m)
µκ+m
×3 F2
(
1, 1, µ−m+ 1; 2, µ+ 1; µκ
µκ+m
)
,
(20)
where ψ(·) is the digamma function [22, eq. (6.3.1)] and
3F2(·) is a generalized hypergeometric function of one scalar
argument.
Proof : See Appendix A.
Notice that when µ = 1, we obtain the ergodic capacity of
the Rician shadowed in the high-SNR regime.
As opposed to the exact analysis in [20], which requires
for the evaluation of a bivariate Meijer G-function, Lemma 3
provides a very simple closed-form expression for the capacity
in the high-SNR regime. More interestingly, since the κ-µ and
η-µ fading channel models are but particular cases of the κ-µ
shadowed distribution, we also obtain the capacity in these
scenarios without the need of evaluating Meijer G-functions
as in [19]. This is formally stated in the following corollaries.
Corollary 5: In the high-SNR regime, the ergodic capacity
of a κ-µ channel can be accurately lower-bounded by
C¯κµ(γ¯)|γ¯⇑ = log2(γ¯)− Lκµ, (21)
where Lκµ can be expressed as
Lκµ =− log2(e)ψ(µ) + log2(µ) + log2(1 + κ)
− κ log2(e)2F2
(
1, 1; 2, µ+ 1;−µκ
)
.
(22)
Proof : The eq. (22) is derived by applying the limit m→∞
in eq. (20), so that the 3F2(·) collapses in a 2F2(·) hypergeo-
metric function since
lim
c→∞
3F2(a1, a2, c; b1, b2; z
c
) = 2F2(a1, a2; b1, b2; z). (23)
Corollary 6: In the high-SNR regime, the ergodic capacity
of an η-µ channel can be accurately lower-bounded by
C¯ηµ(γ¯)|γ¯⇑ = log2(γ¯)− Lηµ, (24)
6TABLE II
ERGODIC CAPACITY LOSS IN THE HIGH-SNR REGIME FOR DIFFERENT
CHANNELS
Channels Ergodic capacity loss (L) [bps/Hz]
One-sided Gaussian 1 + γe · log2(e) ≈ 1.83
Rayleigh γe · log2(e) ≈ 0.83
Nakagami-m log2(m) − log2(e)ψ(m)
Nakagami-q (Hoyt) 1 + γe · log2(e) + log2
(
1+q2
(1+q)2
)
Rician with parameter K log2(1 + 1/K)− log2(e)Γ(0, K)
κ-µ − log2(e)ψ(µ) + log2(µ) + log2(1 + κ)
−κ log2(e)2F2
(
1, 1; 2, µ+ 1;−µκ
)
− log2(e)ψ(2µ) + log2(µ)
η-µ + log2(1 + η) + log2(e)
(1−η)
2
×3F2
(
1, 1, µ+ 1; 2, 2µ + 1; 1− η)
γe · log2(e)
Rician shadowed − log2
(
K+m
m(1+K)
)
+ log2(e)
K(1−m)
K+m
×3F2
(
1, 1, 2−m; 2, 2; K
K+m
)
where Lηµ can be expressed as
Lη-µ =− log2(e)ψ(2µ) + log2(µ) + log2(1 + η)
+ log2(e)
(1− η)
2
3F2
(
1, 1, µ+ 1; 2, 2µ+ 1; 1− η).
(25)
Proof : We obtain the η-µ asympototic capacity loss from
eq. (20) by setting m
¯
= µ, µ
¯
= 2µ and κ
¯
= 1−η2η as Table I
indicates.
Hence, the expressions of the κ-µ and η-µ asymptotic ca-
pacities have been jointly deduced from the result of Lemma 3,
which are also new results. Moreover, deriving the asymptotic
capacity of the κ-µ shadowed has not been harder than
deriving the κ-µ or η-µ asymptotic capacities directly, since
the κ-µ and η-µ moments are expressed, like in the κ-µ
shadowed case, in terms of a Gauss hypergeometric function
[3]. Thus, we are hitting two (actually three) birds with one
stone.
Using the equivalences in Table I, we can obtain even
simpler expressions for classic fading models which reduce to
existing results in the literature, for Nakagami-m [21], Rician
[28] and Hoyt [23, 29]. For the sake of clarity, we omit the
straightforward derivations of the rest of asymptotic capacities.
Instead, we summarize in Table II their capacity losses with
respect to the AWGN channel in the high-SNR regime, where
Γ(a, b) is the incomplete gamma function [22, eq. (6.5.3)] and
γe is the Euler-Mascheroni constant, i.e., γe ≈ 0.5772.
VI. NUMERICAL RESULTS
We now study the evolution of the capacity loss for the
κ-µ shadowed, κ-µ and η-µ fading models with respect to the
AWGN case. In Fig. 1 and Fig. 2, we plot the ergodic capacity
of the classic and generalized fading models, respectively.
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Fig. 1. Comparison of classic channel ergodic capacities with their asymp-
totic values in the high-SNR regime.
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Fig. 2. Comparison of generalized channel ergodic capacities with their
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We observe that all the models converge accurately to their
asymptotic capacity values, remaining below the Shannon
limit, i.e, the capacity of the AWGN channel. Therefore, the
asymptotic ergodic capacity expression derived in Lemma 3
for the κ-µ shadowed model is here validated for the one-
sided Gaussian, Rayleigh, Nakagami-m, Nakagami-q, Rician,
Rician shadowed, κ-µ and η-µ ergodic capacities in the high-
SNR regime.
In Figs. 3-6 we show the evolution of the κ-µ shadowed
asymptotic capacity loss when m grows. When the shadowing
cannot be negligible, i.e, for m ≤ 3 which corresponds to
Figs. 3-5, having more power in the dominant components
does not always improve the ergodic capacity, but sometimes
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Fig. 3. Evolution of the κ-µ shadowed ergodic capacity loss in the high-SNR
regime for fixed m = 0.5.
raises considerably the capacity loss, especially for a great
number of clusters. When m ≥ 20, the shadowing can be
neglected and the model actually tends to the κ-µ fading,
where an increase in the power of the dominant components
is obviously favorable for the channel capacity. Therefore,
receiving more power through the dominant components does
not always increase the capacity in the presence of shadowing.
In fact, we observe two different behaviors in the capacity
loss evolution with respect to the parameter κ. For m < µ,
increasing the parameter κ is detrimental for the capacity.
Conversely, when m > µ the capacity is improved as κ is
increased, i.e. in the presence of a stronger LOS component.
In the limit case of m = µ, we see that the capacity loss is
independent of κ. We also see that the capacity loss decreases
as µ grows, since having a larger number of clusters reduces
the fading severity of the small-scale propagation effects.
We have also marked in Figs. 3-6 some models that can be
deduced from the κ-µ shadowed model. In fact, we can see
them in the different legends and also at some specific points
rounded by a circle in different curves.
Finally, Fig. 7 and Fig. 8 depict the asymptotic ergodic
capacity loss for the κ-µ and η-µ fading models respectively.
We observe that Fig. 7 is quite similar to Fig. 6 because, as
mentioned before, the κ-µ shadowed model with m ≥ 20
can be approximated by the κ-µ fading model. In Fig. 8,
we see that, regardless the number of clusters µ, there is a
minimum in the channel capacity loss at η = 1 which divides
in two symmetric parts the fading behavior as expected. It also
noticeable that in Fig. 8 we have specified the limit cases for
η → 0 and η →∞. In fact, when µ = 0.5, the η-µ collapses
into the one-sided Gaussian model for η = 0 or η → ∞,
whereas for η = 1 it collapses into the Rayleigh model. In
turn, when µ = 1, the η-µ is reduced to the Rayleigh case for
η = 0 or η → ∞. This is shown in the figure by including
also the Rayleigh and one-sided Gaussian capacity loss values
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with horizontal dotted and dashed lines respectively.
VII. CONCLUSIONS
We have proved that the κ-µ shadowed model unifies
the κ-µ and η-µ fading distributions. By a novel physical
interpretation of the shadowing in the dominant components,
we have shown that the κ-µ shadowed model can also be
employed in non-homogeneous environments, which gives
the κ-µ shadowed distribution a stronger flexibility to model
different propagation conditions than other alternatives, when
operating in wireless environments. Thus, the κ-µ shadowed
model unifies all the classic fading models, i.e., the one-sided
Gaussian, Rayleigh, Nakagami-m, Nakagami-q and Rician
fading channels, and their generalized counterparts, the κ-µ,
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η-µ and Rician shadowed fading models. Using this connec-
tion, simple new closed-form expressions have been deduced
to evaluate the ergodic capacity in the high-SNR regime for the
κ-µ shadowed, and hence for the κ-µ and η-µ fading models,
giving us clear insights into the contribution of the fading
parameters on the capacity improvement or degradation.
As a closing remark, one can think of whether the name of
κ-µ shadowed distribution is still appropriate for this model,
since its flexibility transcends the original characteristics pre-
sented in [5].
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APPENDIX A
ERGODIC CAPACITY OF THE κ-µ SHADOWED FADING IN
THE HIGH-SNR REGIME
In the high-SNR regime, it is well-known that the ergodic
capacity can be lower-bounded by the eq. (19), where the
parameter Lκµm is related with the nth-order derivative of
the amount of fading AF (n)γ , such as [21]
Lκµm = − log2(e)
d
dn
AF (n)γ
∣∣∣
n=0
. (26)
Thus, thanks to eq. (1), we first have to compute the moments
of the SNR at the receiver side before deriving Lκµm, i.e.
E[γn] ,
∫ +∞
0
γnfγ(γ)dγ
=
µµmm(1 + κ)µ
Γ(µ)γ¯µ(µκ+m)m
×
∫ +∞
0
γµ+n−1e−
µ(1+κ)γ
γ¯
×1 F1
(
m,µ;
µ2κ(1 + κ)
µκ+m
γ
γ¯
)
dγ.
(27)
Observing that the remaining integral correspond to a Laplace
transform evaluated in s = µ(1+κ)γ¯ , we then have [30,
eq. (4.23.17)]
E[γn] =
Γ(µ+ n)
Γ(µ)
γ¯nmm(1 + κ)−n
µn(µκ+m)m
×2 F1
(
m;µ+ n;µ;
µκ
µκ+m
)
,
(28)
where 2F1(·) is the Gauss hypergeometric function of scalar
argument [22, eq. (15.1.1)].
By making a well-known transformation involving the argu-
ments of the Gauss hypergeometric function [22, eq. (15.3.3)],
9we obtain
E[γn] =
Γ(µ+ n)
Γ(µ)
( µκ+m
µm(1 + κ)
)n
× 2F1
(
µ−m,−n;µ; µκ
µκ+m
)
.
(29)
The amount of fading is then deduced by using the product rule
in eq. (29) with the Gauss hypergeometric function expressed
in series form [22, eq. (15.1.1)]. As the derivative of a
Pochhammer symbol can be given by a difference of digamma
functions ψ(·), we obtain
d
dn
AF (n)γ =
Γ(µ+ n)
Γ(µ)
( µκ+m
µm(1 + κ)
)n
×
{[
ψ(µ+ n) + log
( µκ+m
µm(1 + κ)
)]
× 2F1
(
µ−m,−n;µ; µκ
µκ+m
)
−
+∞∑
r=1
(µ−m)r(−n)r
(µ)r
(ψ(−n+ r)− ψ(−n))
×
(
µκ
µκ+m
)r
r!
}
,
(30)
where the infinite sum starts at r = 1 because the first term
equals zero. Setting the moments order n = 0, we get
Lκµm =− log2(e)
d
dn
AF (n)γ
∣∣∣
n=0
=− log2(e)ψ(µ)− log2
( µκ+m
µm(1 + κ)
)
+ log2(e)
+∞∑
r=1
(µ−m)r(1)r−1
(µ)r
(
µκ
µκ+m
)r
r!
.
(31)
By applying some algebraic manipulations, we finally obtain
Lκµm =− log2(e)ψ(µ)− log2
( µκ+m
µm(1 + κ)
)
+ log2(e)
κ(µ−m)
µκ+m
×
+∞∑
r=1
(µ−m+ 1)r−1(1)r−1(1)r−1
(µ+ 1)r−1(2)r−1
(
µκ
µκ+m
)r−1
(r − 1)! ,
(32)
where the infinite sum can be expressed in terms of the
generalized hypergeometric function 3F2(·) and so we have
the result of eq. (20). Notice that this result gives a simple
new expression for the derivative of the Gauss hypergeometric
funcion 2F1(a, b; c, z) with respect to a or b, when this
same parameter a or b equals zero. In fact, this derivative is
expressed in terms of the generalized hypergeometric function
3F2(·) instead of in terms of a Kampe´ de Fe´riet function as
proposed in [31].
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