We discuss the problem of Molecular Dynamics for open systems which exchange energy and matter with a reservoir; the physics of the reservoir and its interactions with the system are described by the model introduced by Bergmann and Lebowitz. Surprisingly, despite its conceptual robustness, the model did not find much space in the discussion or development of open system molecular simulation techniques. Instead, the Bergmann-Lebowitz model can provide conceptual legitimation to simulation techniques built to simulate open systems; as a consequence it becomes extremely useful for defining numerical procedures/conceptual definitions of physical quantities that cannot be defined as in the standard case of systems with fixed number of molecules. We discuss in particular the connection of the Bergmann-Lebowitz model with the Grand Canonical Adaptive Resolution method (GC-AdResS) in Molecular Dynamics and present the calculation of equilibrium time correlation functions for liquid water at room conditions where the number of molecules is not fixed. * luigi.dellesite@fu-berlin.de
I. INTRODUCTION
The physics of open systems is, since long, considered of primary importance, compared to isolated systems, in the understanding of natural phenomena and in the development of modern technology [1] . Systems in real life as well as experimental set ups consists mostly open systems, that is, systems which exchange energy and particles with the environment/reservoir; the exchange is key characteristic of their interesting properties (see e.g. [2] ). From a theoretical point of view the conceptual development of the classical and quantum statistical mechanics of open systems is a challenging subject. It requires the extension of concepts, which, while are mathematically manageable for systems with fixed number of particles, need instead to go much beyond a straightforward extended formalism when treating open systems. Theorems of statistical mechanics and dynamics are no more valid in their standard formulation and must be rewritten/re-derived according to additional physical and mathematical guidelines of a much more complex conceptual framework (i.e. the stochastic evolution substitute the deterministic evolution) [3] [4] [5] [6] [7] . As it will be clear from the development of this paper, extensive theoretical work with effective, elegant and technically satisfying concepts have been developed for long time, however much in advance with respect to the the advent of computer simulation which could put in practice such theories. As a matter of fact, up to few years go, computer simulations, e.g. in the form of Molecular Dynamics (MD), have treated open systems with varying number of particles with algorithms which did not succeed as expected. The lack of success was most probably due to reduced efficiency compared to techniques with fixed particle number simulation (see e.g. [8] and discussion later on). Surprisingly, the theoretical models of open systems present in literature were not considered in the development of the MD algorithms. However, recently the rise of algorithms of multiscale character, which aim at bridging different scales within one unitary framework, has led to the construction of efficient techniques where systems exchange energy and particle with an external environment. In particular techniques characterized by molecular resolution that can adaptively change in space (adaptive resolution simulation, see e.g. [9] and [10] and references therein). Adaptive resolution simulation techniques allow to focus on a specific region in space, treated at the highest resolution required while the rest of the system is treated at lower resolutions. In such region some interesting process takes place while the rest of the system stays in thermodynamic equilibrium with the (GC-AdResS) and discuss its conceptual consistency with the theory present in literature together with its technical advantages/limitations. The hope is that of stimulating further research along this direction and of giving solidity to the field of MD simulation in a Grand Ensemble; the need of approaching more complex systems characterized by the realistic process of exchange energy and matter with the environment, prohibitive in the past, is becoming a guiding line in developments and applications of Molecular Simulation [11] . The paper is organized as follows: in the first section we will give a general overview of the theoretical concepts developed about the statistical mechanics of open systems. Next we will focus on what we will call the Bergmann-Lebowitz approach; this theoretical treatment is, in our opinion, more appealing than others for MD algorithms. In the second section we will briefly discuss the general features of techniques of MD with varying number of particles and introduce the idea of MD with molecular adaptive resolution simulation. In the third section we will introduce one of the techniques of adaptive resolution simulation (GC-AdResS) and report results where the Bergmann-Lebowitz theory of the first section is employed to give conceptual justification to the simulations and to the corresponding calculation technique.
Finally conclusions and future perspectives will be given. Finally, it must be noticed that the technical set up and the numerical results reported in this work are original in the development of the GC-AdResS methodology. In fact the results show that, with the technical set up developed in this work, the method is reliable not only for the calculation of static properties, on which past research was focused, but also for the calculation of dynamical properties, thus allowing the study of a much larger class of phenomena.
II. BASIC CONCEPTS OF A GRAND ENSEMBLE AND EXTENDED LIOU-VILLE EQUATION
In literature search when one types the keyword "statistical mechanics of open systems" finds a considerable amount of rich material (see Refs. [3] [4] [5] [6] [7] 12] , here, given our interests, we only provide as citations some examples of theoretically oriented papers dealing with generic statistical systems). However such material focuses mostly on the idea of coupling a system to a reservoir of energy, and/or to situations of non-equilibrium, such as the transport of matter from an external source. The part explicitly corresponding to the exchange of matter is usually limited to a simple extension of the concept of heat exchange and heat flow [4] [5] [6] . As a matter of fact, in MD the exchange of heat is what was historically more relevant; coupling a system to an external reservoir of energy makes simulations numerically stable and physically targeted to the thermodynamic state point desired without requiring large systems as those necessary to NVE simulations [13] . The circumstances outlined above, together with the lack of success of Grand Canonical-like MD methods (see later discussion), were the reason why the theoretical concepts of Grand Ensemble, developed, e.g.,in Refs. [4] [5] [6] did not become popular in MD simulations and thus did not develop further in practical tools of calculations. As underlined in the introduction, now the situation changed and thus the re-discover and further development of such work is an urgent necessity. In this section we will trace the idea behind the theoretical treatment of open systems in equilibrium and we will restrict the discussion to those approaches where the explicit coupling Hamiltonian term between system and reservoir is not needed; this choice is due to the fact that such an approach represents the most general theoretical and computational platform for an open system. Moreover, we will restricted the treatment to classical systems because our main interest lies in the field of classical MD. In particular we will define a generalized Liouville equation and associated operator (the Bergmann-Lebowitz Liouville equation/operator).
Instead, the class of approaches which explicitly require the definition of a coupling term in the Hamiltonian is usually generated by the need of describing a physical process of transport (non equilibrium) whose action of the external source can be formalized for a specific case [14] only. In this sense such kind of approach does not lead to the description of a general Grand ensemble situations occurring in MD studies. The essential idea behind approaches which do not require an explicit coupling Hamiltonian term is that a small system is coupled to a large reservoir (or more than one, but for simplicity let us consider only one). The aim is that of extracting (thermo)dynamical laws governing the small system from the microscopic equation of the global system comprising the reservoir. The Liouville equation of the global system is the ideal starting point, however the variable considered in the reservoir are only macroscopic variables, result of a microscopic average; in the optimal case these variables do not need to explicit enter in the description of the evolution of the small system. The general hypothesis done about the reservoir is usually that the reservoir exerts its influence on the small system only via intensive properties (see e.g. [4, 6] ). In fact the key idea is that even if the extensive variables of the reservoir change of a finite amount, its intensive variables are constant of motion. As a consequence the dynamical evolution of the small system does not contain any time-dependent function of the reservoir and the small system is then governed by a self-contained dynamical evolution. In a pioneering work Emch and Sewell [6] proposed a method based on the basic principles reported before. In this case they treat quantum systems and the generalized Liouville equation is a master equation governing the evolution of the statistical operator, however they need an abstract projector operator which coarse-grains the microscopic variables of the reservoir into macroscopic variables which in turn influence the small subsystem. For applications to MD, although the premises of the method and its formalism are certainly appealing, this idea is not practical, in fact the explicit specification/formalization of a general projector/coarse-graining operator is actually not straightforward in any MD-related technique. However, along the same idea, more appealing for its formal simplicity and solid conceptual principles, is the proposal put forward by Bergman and Lebowitz [4] (see also Ref. [5] ). The essential physical principles are those outlined above, however for modern open systems MD techniques such an approach seems far more appropriate, the description of the basic idea is reported below.
A. Bergmann-Lebowitz Liouville equation
In the seminal paper of Bergmann and Lebowitz [4] (and subsequently in the paper of Lebowitz and Shimony . [5] ) the treatment is done at the most generalized conditions, that is a system interacting with different reservoirs. Here for simplicity and for closer analogy to a standard Grand Canonical MD simulations we will treat the case of a single reservoir.
The key assumption of the model is that an impulsive interaction between the reservoir and the the system is assumed. This assumption is actually needed in order to have that at the beginning of an interaction the state of the reservoir is independent of the previous history of the system. This leads to the consequence that the effect of the reservoir on the system can be completely described if one specifies the stationary distribution of the reservoir before the reservoir-system interaction. In this way one does not need at any time to explicitly deal with the phase space of the reservoir, this is the essence of the hypothesis done above. Next, each interaction between the system and the reservoir produces a discontinuous transition of a system from a state with N particles (X ′ N ) to one with M particles (X M ). Such transitions are determined not only by the configuration of the system, X ′ N but depends also on the configuration of the reservoir in phase space. This implies that looking from the perspective of the system, since one does not want to deal explicitly with the phase space of the reservoir, one can define only a contingent probability
is a stochastic function independent of time and K N M (X ′ N , X M ) is the probability per unit time that the system at X M has a transition to X ′ N as a result of the interaction with the reservoir. The distribution function, ρ(X M , M, t), at some point X M of the phase space will then be governed by the extended Liouville equation which we will name the Bergmann-Lebowitz Liouville equation:
where, as usual H(X M ) is the Hamiltonian of the system corresponding to the point X M and { * , * } are the standard Poisson brackets.
An important point worth to mention is that the Liouville theorem in its standard formula-
is replaced by a generalized theorem:
where
. This means that the distribution of the system is not necessarily constant in time but is influenced by the interaction with the reservoir which induces the change from N to M particles. The determinism of Liouville equation, which characterizes a closed system, is now replaced by a stochastic evolution in time.
For convenience one may preserve the original formulation of the Liouville theorem and define an extended Liouville operator (Bergmann-Lebowitz Liouville operator):
. This allows us to formally write the Liouville theorem as in the standard case:
If the kernel satisfies the following integral condition (necessary and sufficient condition):
then the stationary Grand ensemble is the Grand Canonical ensemble with distribu-
with β the Boltzmann factor of the system at a given temperature T , µ is the chemical potential and
In such case, due to the fact that one has:
, the Bergmann-Lebowitz Liouville operator is formally reduced to the standard Liouville operator:
that is a Liouvillian corresponding to a Hamiltonian which propagates the system in time with variable number of particles (time-dependent, but stochastically regulated). As a consequence the Bergmann-Lebowitz Liouville equation is formally reduced to the standard form of Liouville equation, with the number of particles being a stochastic variable:
III. MOLECULAR DYNAMICS OF SUBSYSTEMS WITH VARYING NUMBER OF MOLECULES
MD with varying number of particles have been developed mostly for the calculation of the excess chemical potential following the Widom insertion or the thermodynamic integration techniques [15, 16] . Such methods describe the effect of inserting or deleting a molecule in a system of N molecules; they are computationally rather demanding and the calculation of the excess chemical potential is the only aim of such studies. An extension of such technique is that of hybrid MD/MC methods, in such a case the dynamical evolution of the system made with MD is interfaced with MC moves which insert or remove particles and then equilibrate the system locally before the next MD step is actuated (see discussion in Ref. [16] and references therein). Such an approach is not optimal and is computationally expensive, in fact each insertion would have costs of the order of those of Widom-like techniques for the calculation of the chemical potential. Fully MD Grand Canonical schemes were also developed, but also in this case they did not gain popularity due to their computational costs and a certain conceptual/theoretical artificiality. A pioneering attempt was made by
Pettitt and collaborators [8, 17] (see also work of Lo and Palmer [18] ). The method is based on the introduction of an additional dynamic variable s; such a variable represents the number of additional particles. At any instant the total number of molecules of the system can be written as N + s and s, the new variable, corresponds to a fractional number depending on the degree of presence of an additional molecule. An extended Hamiltonian is then derived and equations of motion for N + s variables are derived accordingly, moreover the knowledge a priori of excess chemical potentials is required at least when the molecular species are more than one (e.g. mixtures). It has been shown that such an approach was not optimal when applied to liquid water [19] and further improvements were implemented in extended versions such as that of Eslami and Müller-Plathe [16] . The method of Ref. [16] represents, in our view, a substantial numerical improvement of previous methods, however in general such kind of technique did not succeed as expected and the outcoming number of applications is limited. In our view the idea of fractional particle is conceptually very appealing but introduces extra computational costs together with a more complex situation regarding the numerical stability of the algorithm and its implementation into pre-existing computational architectures of flexible popular MD codes. Later on, with the increasing success of multiscale MD techniques and the development of concurrent coupling techniques, a new generation of algorithms entered into the game [10] . Such a category is that of adaptive molecular resolution techniques. The common idea to all methods in such a category is the definition of two main open boundary regions, one at high resolution (e.g. atomistic) and one at coarse-grained level (spherical liquid), they are interfaced by a smaller region where molecules crossing the border acquire or loose their high resolution degrees of freedom.
Molecules in the different regions are coupled via space-dependent intermolecular forces [20] [21] [22] , Hamiltonians [23, 24] or Lagrangians [25] . Each of these algorithms in principle can be easily converted to a Grand Canonical MD scheme if (1) the coarse-grained region is large enough to assure physically realistic particle number density fluctuations and (2) the high resolution region is large enough to be of statistical relevance (see also note in Ref. [26] ). The computational efficiency of this kind of technique has been shown to be far superior to that of methods with varying number of particles of the previous generation (see e.g. [22, 27] ).
In this perspective they represent a realistic pathway to future MD simulations in general and in particular for those cases where the variation in time of the number of particles or the physics of a subsystem is of high relevance. In the next section we will focus on one of these techniques developed by some of the authors within the lat 5-6 years with the specific aim of designing a general Grand Ensemble algorithm via adaptive resolution simulation.
We will present the Grand Canonical Adaptive Resolution Simulation (GC-AdResS) method and connect its principles to the model of Bergmann and Lebowitz. Next, the importance of such a connection for the definition and calculation of equilibrium time correlation functions will be discussed and illustrated with numerical results.
IV. GRAND CANONICAL-LIKE ADAPTIVE RESOLUTION SIMULATION (GC-ADRESS): BASIC PRINCIPLES
The basic idea of the original AdResS is intuitive: allow the system to pass smoothly from an atomistic to a coarse-grained dynamic evolution of the system in space in such a way that the dynamics of the atomistic part is not perturbed significantly by the dynamics of the coarse-grained part and vice versa. The exchange of molecules between the two regions must happen in condition of thermodynamic equilibrium. One one expects is that static and dynamics properties of the atomistic region must be the same as those of an equivalent subsystem of a full atomistic simulation of reference. It following we report point by point details of the implementation:
• The space is partitioned in three regions, one characterized by atomistic resolution (AT) and one characterized by coarse-grained (usually spherical) resolution (CG) and a relatively small (to the two other regions) interface region with hybrid resolution (transition region or hybrid region) (∆ or HY).
• Molecules in the different regions are smoothly coupled through a spatial interpolation formula on the forces:
where i and j indicates two molecules, F AT is the force corresponding the atomistic interactions (U AT ) (e.g. standard Lennard-Jones or Coulomb atomistic potential) and F CG is the force corresponding to coarse-grained interactions (U CG ) (e.g. standard COM-COM potential (where COM stays for "the center of mass"), r is the COM position of the molecule and w(x) is a smooth function, defined over the transition region (∆), which goes from 0 to 1 (or vice versa). It acts in such a way that the lower resolution is then slowly transformed in the high resolution (or vice versa), as illustrated in Fig.1 .
• A thermodynamic force, defined through first principles of thermodynamics, acts on the COM of each molecule and a thermostat is added to assure the overall thermodynamic equilibrium at the chosen temperature. The thermodynamic force is derived in such a way that: p AT + ρ 0 ∆ F th (r )dr = p CG , where p AT is the chosen pressure of the atomistic system (region), p CG is the pressure of the coarse-grained model, ρ 0 is the chosen molecular density of the atomistic system (region) [28] . A thermostat is added to take care of the loss/gain of energy in the transition region. This is the first step to pass from the original intuitive idea of AdResS to a well founded Grand Canonical framework of the method. In the original AdResS set up, the thermostat acts over the whole system (see top part of Fig.1 ), in this work the idea has been developed further and in order to match the requirements of the reservoir of the Bergmann-Lebowitz model we have constructed a set up where the thermostat is applied to the reservoir (that is hybrid and coarse-grained region) only (See bottom part of Fig.1 ).
In Ref. [22] necessary conditions in ∆ were defined in such a way that , in the atomistic region of the adaptive system, the spatial probability distribution of the full-atomistic reference system was reproduced up to a certain (chosen) order. Such a distribution is that of a Grand Canonical ensemble and thus the method was renamed Grand-CanonicalAdResS (GC-AdResS). The mth order of a spatial probability distribution of M molecules,
, is defined as:
The molecular number density ρ(r ) corresponds to the first order, the radial distribution function to the second, three-body distributions to the third and so on; examples of the reproduction in the atomistic region of the first three order distributions will be explicitly shown in this work. In any case, because of the necessary conditions, it was shown that the accuracy in the atomistic region is independent of the accuracy of the coarse-grained model, thus, in the coarse-grained region, one can use a generic liquid of spheres whose only requirement is that it has the same molecular density of the reference system (i.e. we need only to know the distribution of the reservoir and not its microscopic details, that is the basic principle of construction of the Bergmann-Lebowitz reservoir reported in previous sections).
In the simulation set up, F th is calculated via an iterative procedure via the molecular number density in ∆. The iterative scheme calculates F k+1 th (r ) = F k th (r ) +
being the isothermal compressibility); the thermodynamic force is considered converged when the target density ρ 0 is approach in ∆ within an accuracy set a priori (usually the discrepancy from the target is chosen to be less than 5%). As a result, F th (r ) avoids artificial density variations across the system, which in turn allows to accurately reproduce the first order of the probability distribution in the atomistic region. Higher orders, usually not required in standard MD simulations, can be systematically achieved by imposing in ∆ a corrective force. For example, a corrective force on the COM-COM radial distribution function assures rigorously the second order [21] . Next it was proven with simulations that the target Grand Canonical distribution, numerically defined as the probability distribution of a subsystem (of the size of the atomistic region in GC-AdResS) in a large full atomistic simulation is accurately reproduced up to (at least) the third order. To complete the idea of Grand Canonical-like set up, it was shown that the sum of work of F th (r ) and that of the thermostat in the transition region is equivalent to the the difference of chemical potential between the atomistic and coarse-grained resolution (at the given thermodynamic conditions). The relation between the chemical potential of the atomistic and that of the coarse-grained resolution is given by:
where ω th = ∆ F th (r )dr and ω Q = ∆ ∇w(r ) w(U AT − U CG ) r dr + ω gas , where ω gas is the chemical potential in absence of intermolecular interactions (see [27] ). As anticipated above, it is worth to underlined once again that while in our previous work the thermostat acts globally (i.e. also in the atomistic region), in the current work we have implemented a local thermostat technique, previously tested [29] , where the thermostat acts only in the reservoir (hybrid plus CG region). We will prove later on that in this set up we reproduce the results of a natural Grand Canonical system. We have defined "natural Grand Canonical system" a subsystem of a large full atomistic simulation which has the same size of the atomistic region 
A. Bergmann-Lebowitz model and GC-AdResS
The GC-AdResS technical construction fulfills in a rather satisfactory way the conceptual/physical requirements for the definition of the reservoir and its effect on the (sub)systems as defined by the Bergmann-Lebowitz model. In this section we discuss the technical and conceptual features of GC-AdResS and relate them directly to the hypothesis/requirements of the theoretical derivation of Bergmann and Lebowitz. The key concept is the definition of H M , that is the Hamiltonian with M variable number of molecules of the system in contact with the reservoir (which in GC-AdResS is the Hamiltonian of the molecules in the high resolution (atomistic) region). As mentioned before, in previous work [22] the atomistic region needed to be defined in such a way that the interactions of the molecules in the atomistic region were only of atomistic nature even when they interacted with the reservoir.
This implied the construction of a transition region enlarged of an amount equal (in linear dimension) to the cut off distance of the atomistic interaction, populated by molecules with atomistic resolution. This set up was numerically more expensive and computationally not efficient, however it allowed to write an exact Hamiltonian for the atomistic region:
and
with R c cut-off distance for the atomistic interaction and P the number of molecules in ∆ contained in the volume defined by R c . This technical trick allowed for a posteriori formal derivation of AdResS in the Grand Canonical framework. However, if we instead employ the Bergmann-Lebowitz model, we essentially need only H AT −AT ; such an Hamiltonian corresponds to the H M of Eq.4 (or of Eq.7) which is rigorously defined within the simulation framework.
However, the conclusion above requires a necessary clarification, the M atomistic molecules interact with the molecules of the transition region (e.g. with part of the reservoir), thus the hypothesis of the Bergmann-Lebowitz model that the system interacts with the reservoir only through impulsive interactions is (in principle) violated. The argument which allows us to overcome such conceptual limitation is that the hypothesis of absence of systemreservoir microscopic interactions was was made only to assure that the effect of the reservoir on the system can be described in a complete way if the stationary distributions of the reservoir are specified before the reservoir-system interaction. This in turn, assures that at any time no explicitly knowledge of the phase space of the reservoir is required. As a matter of fact this hypothesis in GC-AdResS is fulfilled by the stochastic action of the thermostat in the reservoir and by the thermodynamic force acting in the transition region (both are independent of the a priori knowledge of the microscopic structure of the reservoir).
Moreover, regarding the interactions between the M molecules of the system and those of the transition region, they are necessary from the technical point of view in order to implement, in a straightforward way, the AdResS idea (and thus the varying number of particles) in a standard MD code. However, the number of such interactions is negligible compared to number of interactions between molecules of the atomistic region (the equivalent of a surface effects vs a volume effect) and thus the stochastic effect of the reservoir and its impulsive- reproduce the probability distribution of a natural Grand Canonical at least up to the second order. The difference with results of Ref. [22] is that the transition region is considerable smaller and that the thermostat acts only in the reservoir. However few considerations are needed. In Fig.2 the number particle density of GC-AdResS agrees in a satisfactory way with that of the NVE calculation, the largest deviation (below 5%) is at the border of the atomistic region with the hybrid region. This is due to the abrupt absence of the thermostat. The effect is anyway negligible, however there are three technical options which allow to make the effects of such difference even smaller: (a) apply the rigorous GC-AdResS protocol and consider an additional (but, differently from Ref. [22] , negligible) atomistic buffer as part of the transition region, (b) require that the convergence of the thermodynamic force is stricter, (c) slowly switch off the thermostat in the transition region near the atomistic region. Here we have opted for the simpler option (a), because in any case the effects of this discrepancy on the calculation of physical quantities produce no more than 10% of deviation compared to the reference data (see discussion below). In fact, in Fig.4 is reported the particle number probability distribution of the subsystem compared with an equivalent NVE subsystem, the shape of both curves is a Gaussian and the curve of GC-AdResS is indeed shifted compared to the NVE of reference, but only of two particles. If we apply the rigorous GC-AdResS protocol and consider an additional (negligible) atomistic buffer, then the two curves essentially overlap, see Fig.4 (bottom). Table I Regarding the accuracy, in the worst case the deviation is no more than 10%, which would be already numerically satisfactory. However if we apply the rigorous GC-AdResS protocol (as in Fig.4 (bottom) ) the maximum deviation falls down to 3% only, see Table II . Given the satisfactory tests for static properties, which prove that indeed the reservoir based on the local thermostat of GC-AdResS produces a Grand Canonical statistics, we can now proceed a step further to the calculations of equilibrium time correlation functions where the notion of Bergmann-Lebowitz Liouville operator in the limit of a Grand Canonical Ensemble, comes into the game in order to provide theoretical solidity to the numerical calculations.
Quantity Full-Atomistic GC-AdResS Quantity Full-Atomistic GC-AdResS
TABLE II. Same quantities as above calculated in the region excluding the (negligible) part where the density is 5% off compared to the reference density, as discussed in Fig 2. The results in GCAdResS and full-atom simulation agree now within 3%, which is numerically highly satisfactory.
B. Definition and calculation of equilibrium time correlation functions in the Grand

Ensemble
According to popular textbooks of statistical mechanics and molecular simulation (see e.g.
[13]), the general definition of the equilibrium time correlation function, C AB (t) between two physical observables, A and B is:
where, a(p, q) and b(p, q) are phase space functions corresponding to the observables A and B respectively, a(0) = a(t = 0) and b(t) is the function at time t, f (p, q) is the equilibrium distribution function and the dynamics is generated by the Liouville operator iL. The formalism p t (p, q), q t (p, q) is taken from Ref. [13] and indicates the time evolution at time t of the momenta and positions with initial condition p, q. For a canonical ensemble the definition in Eq.15 takes the explicit form:
where Q N is the Canonical partition function and H N (p, q) the Hamiltonian of a system with N (constant) molecules. According to Eq.16, in a molecular dynamics simulation the calculation of C AB (t) can be done by taking long trajectories, so that the basic requirements of ergodicity and statistics can be safely assumed, and then calculate a(p, q) and q) ) along the trajectory and average over all the data obtained. In such case the dynamics generated by the Liouvillian operator is well defined, since the Liouville operator is well defined by the Hamiltonian of N molecules:
However, let us extend Eq.16 to the case of a Grand-Canonical ensemble:
. (18) where Q GC is the Grand-Canonical Partition function, µ the chemical potential and N the number of particles (now varying in time) of the system. The problem in this case is how to interpret the quantity:
. In fact at a given time t the system evolved from its initial condition and it is likely to have a number of particles/molecules N ′ different from the initial state. In such a case the model of Bergmann and Lebowitz dictates the guidelines for interpreting b(p t (p N , q N ), q t (p N , q N )); Eq.7 tell us that there exist a Liouvillian iL M that evolves the system from (p N , q N ) to (p t , q t ) with N ′ molecules (here M should be intended as a generic particle number varying with time). Following the guidelines of the Bergmann-Lebowitz model we calculate the equilibrium time correlation functions by starting from an equilibrium configuration characterized by N molecules and following the time evolution of the system at time t where we calculate b. Since the molecules enter and exit from the atomistic region, b is calculated according to the following principle:
When a molecule disappears from the system and enters into the reservoir its contribution to the time correlation function is zero (since the physics of the system must be independent of the microscopic status of the reservoir thus uncorrelated at microscopic level), the same for a molecule not present in the initial state and entering from the reservoir at a certain time.
Next we report the numerical results of the application of GC-AdResS to the calculation of three relevant equilibrium time correlation functions for SPC/E water at room conditions.
The GC-AdResS results are compared with the results obtained for an equivalent subsystem in a full atomistic NVE simulation. Fig.5 shows the velocity-velocity autocorrelation
reactive flux correlation function, k(t) (bottom); the agreement between GC-AdResS and the full atomistic NVE simulation is remarkable. This implies that the "ideal" reservoir of the GC-AdResS method is very close to the theoretical prescriptions. A necessary condition of general validity of the concepts and calculations shown here is that as the AT region of GC-AdResS increases results must systematically converge to those obtained for the whole system of the full atomistic NVE simulation. This principle corresponds to the fact that in the thermodynamic limit all the ensembles are equivalent. We have verified that indeed this principle is satisfied. Fig.6 shows the systematic convergence of the curves to the reference full atomistic as a function of the size of the AT subsystem of AdResS. A general remark valid when adaptive resolution is used as a multiscale technique rather than as Grand Canonical set up must be made: it must be noticed that the procedure defined above to calculate time correlation functions introduces a connection between the decay of a correlation function in time and the spatial locality of the process associated with such a decay. For example in dense gases decay times are relatively large, thus if the size of the atomistic region is too small, many molecules are likely to leave such region with the effect that the decay time would be shorter than the real one. In practical terms a way to probe whether or not our method captures a certain decay process is to perform a study where the size of the atomistic region is systematically varied and observe the convergence of the correlation function of interest. At the same time it must be also noticed that the connection between decay times and spatial locality is not necessarily a limitation of the procedure, but actually represents one of its main conceptual advantages; in fact it allows to identify the essential (atomistic) degrees of freedom (in space and time) required for a certain process.
VI. CONCLUSIONS
We have discussed the Bergmann-Lebowitz model as a prototype of theoretical construction All simulations are performed by home-modified GROMACS [36] , and the thermodynamic force in AdResS simulations is obtained using VOTCA [37] package. The SPC/E [38] water model used in all the simulations. The system contains 5000 water molecules and the dimensions of the system are 14.6 × 3.2 × 3.2 nm 3 . In AdResS simulations, the resolution of the molecules changes only in the x-direction as depicted in Fig.1 
The parameters σ and ǫ in the current simulations are 0.30 nm and 0.65 kJ/mol respectively.
The time step used in the simulations is 0.002 ps, and the coordinates and velocities are recorded after every 10 time steps, i.e. 0.02 ps. All simulations are performed at room temperature 298 K. The coarse-grained and the hybrid region in the AdResS system are coupled to a Langevin thermostat, whose time scale is 0.1 ps. The reaction field method [39, 40] is used for calculating the electrostatic interactions in the system, with dielectric constant ǫ RF = ∞, as this tends to give good energy conservation. The "switch" cut-off method is used to treat the van der waals interactions. The cut-off radius for interactions is 1.2 nm.
For a 1 ns full atomistic simulation (without any thermostat), the total energy obtained is −195846 kJ/mol and the drift is just 11.4 kJ/mol ,which is less 0.01%. The dynamical results from this Micro-Canonical ensemble are compared with results from AdResS simulations.
atomistic and AdResS simulations. The velocity autocorrelation function is defined as:
where · donates the equilibrium average and v i (t)·v i (0) computes the correlation between the velocities of i th molecule at time 0 and t. In this work, the velocity auto correlation function is calculated only for the oxygen atoms. In the same way, the dipole auto correlation function is defined as:
where µ i (t) · µ i (0) computes the correlation between the dipole moment of i th molecule at time 0 and t. In the current implementation of AdResS, the electrostatic interactions are calculated by short ranged reaction field method. The dipole auto correlation function results are consistent with the full atomistic simulation, also using reaction-field. We also tested Particle Mesh Ewald (PME) [41] as an alternative approach to compute coulomb interactions and calculated the dipole auto correlation function in a full atomistic simulation, and found that the results were identical. The reactive flux hydrogen bond correlation [42] [43] [44] [45] function is defined as:
where C HH (t) is the hydrogen bond autocorrelation function defined as:
Here h is the hydrogen bond population operator for a particular pair of molecules. It is assigned a value '1', if there is a hydrogen bond between this pair, otherwise a value '0'. The criteria for considering a hydrogen bond between two water molecules is (1) inter oxygen distance is less than 0.35 nm and (2) the O − H . . . O angle is smaller than 30 o .
The function C HH (t) is the conditional probability that a hydrogen bond between a pair of molecules is present at time 't', given that it was present at time zero. In both the full atomistic and AdResS simulations, first C HH (t) was calculated and then k(t) was obtained by taking numerical derivative of C HH (t), using a time step of 0.02 ps.
The following thermodynamic quantities are analysed in this work: as before, velocity-velocity autocorrelation function, C V V (t), (molecular) dipole-dipole autocorrelation function, C µµ (t), reactive flux correlation function, k(t) (semilogarithmic plot). The agreement between GC-AdResS and the full atomistic simulation is highly satisfactory. 
