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SYMMETRIC QUIVER HECKE ALGEBRAS AND R-MATRICES OF
QUANTUM AFFINE ALGEBRAS II
SEOK-JIN KANG1, MASAKI KASHIWARA2 AND MYUNGHO KIM
Abstract. Let g be an untwisted affine Kac-Moody algebra of type A
(1)
n (n ≥ 1) or
D
(1)
n (n ≥ 4) and let g0 be the underlying finite-dimensional simple Lie subalgebra of
g. For each Dynkin quiver Q of type g0, Hernandez and Leclerc ([19]) introduced a
tensor subcategory CQ of the category of finite-dimensional integrable U
′
q(g)-modules
and proved that the Grothendieck ring of CQ is isomorphic to C[N ], the coordinate
ring of the unipotent group N associated with g0. We apply the generalized quantum
affine Schur-Weyl duality introduced in [22] to construct an exact functor F from the
category of finite-dimensional graded R-modules to the category CQ, where R denotes
the symmetric quiver Hecke algebra associated to g0. We prove that the homomor-
phism induced by the functor F coincides with the homomorphism of Hernandez and
Leclerc and show that the functor F sends the simple modules to the simple modules.
Introduction
Recently, Khovanov-Lauda ([20]) and Rouquier ([38]) independently introduced the
quiver Hecke algebras which categorify the negative half of quantum groups. More
precisely, if Uq(g) is a quantum group associated with a symmetrizable Kac-Moody
algebra g, then there exists a family of graded algebras {R(n)}n∈Z≥0 such that the
Grothendieck ring of the category consisting of finite-dimensional graded R(n)-modules
is isomorphic to the integral form U−
Z[q,q−1](g)
∨ of the dual of negative half of Uq(g).
Soon after, it is also shown in [41, 39] that if g is symmetric, then the isomorphism
classes of finite-dimensional self-dual simple R(n)-modules correspond to the upper
global basis (=Lusztig’s dual canonical basis). In particular, if g is a simply-laced
finite type semisimple Lie algebra and if we forget the grading of R(n), then quiver
Hecke algebras provide a categorification of the coordinate ring C[N ] of the unipotent
group associated with g, since U−
Z[q,q−1](g)
∨ is specialized to C[N ] at q = 1.
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On the other hand, in [19] Hernandez and Leclerc proposed another categorification
of C[N ] for a simply-laced finite-dimensional simple Lie algebra g by using representa-
tions of quantum affine algebras. Let us briefly recall their construction. Let g be an
untwisted affine Lie algebra associated with the finite-dimensional semisimple Lie alge-
bras g0 which is simply-laced. Let U
′
q(g) be the quantum affine algebra corresponding
to g and let Cg be the category of finite-dimensional integrable U
′
q(g)-modules. For each
Dynkin quiver Q of type g0, Hernandez and Leclerc defined an abelian subcategory CQ
of Cg which contains some evaluation modules of fundamental representations param-
eterized by the vertices of Auslander-Reiten quiver ΓQ of Q. The category CQ is stable
under taking tensor product so that the Grothendieck group K(CQ) is endowed with
a ring structure. They showed that the complexified Grothendieck ring C⊗Z K(CQ) is
isomorphic to the coordinate ring C[N ] of the maximal unipotent group N associated
with g0. Moreover, under this isomorphism, the set of isomorphism classes of simple
objects in CQ corresponds to the upper global basis of C[N ].
To summarize, we have two different categorifications of the algebra C[N ] and its
upper global basis; one via quiver Hecke algebras and the other via quantum affine
algebras. Hence it is natural to ask whether they are related or not. More precisely,
Hernandez and Leclerc asked whether there is a tensor functor from the category
consisting of finite-dimensional graded R(n)-modules to the category CQ which sends
a simple module to a simple module (see [19, §1.6]).
In this paper, we answer the above question affirmatively. The desired functor is
an example of the generalized quantum affine Schur-Weyl duality functors, which are
developed in [22]. Suppose that we have a set J of pairs of good U ′q(g)-modules and
invertible elements in the base field. It is equivalent to saying that we have a set of
evaluation modules of some good U ′q(g)-modules. One can associate a quiver Γ
J with J ,
and hence a symmetric quiver Hecke algebra RJ , by investigating the pole distribution
of the normalized R-matrices between the evaluation modules. Then we have a tensor
functor Fm : R
J(m)-gmod→ Cg, which enjoys several nice properties. For example, if
the underlying graph of ΓJ is of finite simply-laced type, then the functor Fm is exact.
To apply this general scheme to the above question, we first need to know the denom-
inators of normalized R-matrices between fundamental representations. While all the
denominators are already known for the type A
(1)
n (see, for example [9]), only partial
cases were known for the type D
(1)
n . So we calculate all the unknown denominators for
type D
(1)
n in the appendix. For the type E
(1)
n , we provide a conjecture on the order of
poles of normalized R-matrices (Conjecture 4.3.2). Next, we take a set J consisting
of some evaluation modules of fundamental representations in CQ, which correspond
to the simple representations of the quiver Q in the Auslander-Reiten quiver ΓQ (see
(4.3)). Then by the information of the poles and their order of normalized R-matrices,
we conclude that the associated quiver ΓJ is isomorphic to the opposite quiver Qrev
and hence there exists a tensor functor F : RJ -gmod→ CQ (Theorem 4.3.1). Since the
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underlying graph of ΓJ is of type g0, we have U
−
A
(g0)
∨ ≃ K(RJ -gmod) and the functor
F is exact. We show that the homomorphism φF : K(R
J -gmod) → K(CQ) induced
by F is the same as the isomorphism in [19] if we forget the grading on the category
RJ -gmod (Theorem 4.3.4). As a corollary, we conclude that the functor sends a simple
module to a simple module (Corollary 4.3.6). We note that our proofs of these results
rely on the results of Hernandez-Leclerc ([19]).
This paper is organized as follows: In Section 1, we recall the basic materials on
quiver Heck algebras and quantum affine algebras. In Section 2, we recall the con-
struction of generalized quantum affine Schur-Weyl duality functors following [22]. In
Section 3, the category CQ is reviewed and several lemmas for the next section are
proved. In Section 4, we define the functor F and establish our main theorems. The
appendix is devoted to the calculation of the denominators of the normalized R-matrices
between fundamental representations for the quantum affine algebra U ′q(D
(1)
n ).
AcknowledgementsWe would like to thank Bernard Leclerc who kindly explained
us his results with David Hernandez. We would like to thank also Se-jin Oh for many
helpful discussions.
1. Quiver Hecke algebras and quantum affine algebras
1.1. Quantum groups and global basis. In this section, we recall the definition
of quantum groups and global basis. Let I be an index set. A Cartan datum is a
quintuple (A, P,Π, P ∨,Π∨) consisting of
(a) an integer-valued matrix A = (aij)i,j∈I , called a symmetrizable generalized Cartan
matrix, which satisfies
(i) aii = 2 (i ∈ I),
(ii) aij ≤ 0 (i 6= j),
(iii) aij = 0 if aji = 0 (i, j ∈ I),
(iv) there exists a diagonal matrix D = diag(si | i ∈ I) such that DA is symmetric,
and si are positive integers.
(b) a free abelian group P , called the weight lattice,
(c) Π = {αi ∈ P | i ∈ I}, called the set of simple roots,
(d) P ∨ := Hom(P,Z), called the co-weight lattice,
(e) Π∨ = {hi | i ∈ I} ⊂ P
∨, called the set of simple coroots,
satisfying the following properties:
(i) 〈hi, αj〉 = aij for all i, j ∈ I,
(ii) Π is linearly independent,
(iii) for each i ∈ I, there exists Λi ∈ P such that 〈hj ,Λi〉 = δij for all j ∈ I.
We call Λi a fundamental weight. The free abelian group Q :=
⊕
i∈I
Zαi is called the root
lattice. Set Q+ =
∑
i∈I Z≥0αi ⊂ Q and Q
− =
∑
i∈I Z≤0αi ⊂ Q. For β =
∑
i∈I miαi ∈ Q,
we set |β| =
∑
i∈I |mi|.
4 S.-J. KANG, M. KASHIWARA, M. KIM
Set h = Q⊗ZP
∨. Then there exists a symmetric bilinear form ( , ) on h∗ satisfying
(αi, αj) = siaij (i, j ∈ I) and 〈hi, λ〉 =
2(αi, λ)
(αi, αi)
for any λ ∈ h∗ and i ∈ I.
Let q be an indeterminate. For each i ∈ I, set qi = q
si .
Definition 1.1.1. The quantum group Uq(g) associated with a Cartan datum (A, P,Π, P
∨,Π∨)
is the algebra over Q(q) generated by ei, fi (i ∈ I) and q
h (h ∈ P ∨) satisfying the fol-
lowing relations:
q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ P,
qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi for h ∈ P
∨, i ∈ I,
eifj − fjei = δij
Ki −K
−1
i
qi − q
−1
i
, where Ki = q
sihi,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
e
1−aij−r
i eje
r
i = 0 if i 6= j,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
f
1−aij−r
i fjf
r
i = 0 if i 6= j.
Here, we set [n]i =
qni − q
−n
i
qi − q
−1
i
, [n]i! =
∏n
k=1[k]i and
[
m
n
]
i
=
[m]i!
[m− n]i![n]i!
for each
m,n ∈ Z≥0, i ∈ I.
We have a comultiplication ∆: Uq(g)→ Uq(g)⊗ Uq(g) given by
∆(qh) = qh ⊗ qh, ∆(ei) = ei ⊗K
−1
i + 1⊗ ei, ∆(fi) = fi ⊗ 1 +Ki ⊗ fi.
Let U+q (g) (resp. U
−
q (g)) be the subalgebra of Uq(g) generated by the ei’s (resp. the
fi’s), and let U
0
q (g) be the subalgebra of Uq(g) generated by q
h (h ∈ P ∨). Then we
have the triangular decomposition
Uq(g) ≃ U
−
q (g)⊗ U
0
q (g)⊗ U
+
q (g),
and the weight space decomposition
Uq(g) =
⊕
β∈Q
Uq(g)β,
where Uq(g)β :=
{
x ∈ Uq(g) ; q
hxq−h = q〈h,β〉x for any h ∈ P
}
.
We have the following automorphisms on Uq(g):
(a) Q-algebra involution − : Uq(g)→ Uq(g) given by
ei = ei, fi = fi, qh = q
−h, and q = q−1.
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(b) Q(q)-algebra involution ∨ : Uq(g)→ Uq(g) given by
e∨i = fi, f
∨
i = ei, and (q
h)∨ = q−h.
(c) Q(q)-algebra anti-involution ∗ : Uq(g)→ Uq(g) given by
e∗i = ei, f
∗
i = fi, and (q
h)∗ = q−h.
Let A = Z[q, q−1] and set
e
(n)
i = e
n
i /[n]i!, f
(n)
i = f
n
i /[n]i! (n ∈ Z≥0).
Let U+
A
(g) (resp. U−
A
(g)) be the A-subalgebra of Uq(g) generated by e
(n)
i (resp. f
(n)
i )
for i ∈ I, n ∈ Z≥0.
For any i ∈ I, there exists a unique Q(q)-linear endomorphisms e′i of U
−
q (g) such
that
e′i(fj) = δi,j (j ∈ I), e
′
i(xy) = e
′
i(x)y + q
〈hi,β〉
i xe
′
i(y) (x ∈ U
−
q (g)β, y ∈ U
−
q (g)).
For each i ∈ I, any element x ∈ U−q (g) can be written uniquely as
x =
∑
n≥0
f
(n)
i xn with xn ∈ Ker(e
′
i).
We define the Kashiwara operators e˜i, f˜i on U
−
q (g) by
e˜ix =
∑
n≥1
f
(n−1)
i xn, f˜ix =
∑
n≥0
f
(n+1)
i xn,
and set
L(∞) =
∑
ℓ≥0,ii,...,iℓ∈I
A0f˜i1 · · · f˜iℓ · 1 ⊂ U
−
q (g), L(∞) = {x ; x ∈ L(∞)} ,
B(∞) =
{
f˜i1 · · · f˜iℓ · 1 mod qL(∞) ; ℓ ≥ 0, ii, . . . , iℓ ∈ I
}
⊂ L(∞)/qL(∞),
where A0 = {g ∈ Q(q) ; g is regular at q = 0}.
The set B(∞) is a Q-basis of L(∞)/qL(∞) and the natural map
L(∞) ∩ L(∞) ∩ U−
A
(g)→ L(∞)/qL(∞)
is a Q-linear isomorphism. Let us denote the inverse of the above isomorphism by Glow.
Then the set
Blow :=
{
Glow(b) ; b ∈ B(∞)
}
forms an A-basis of U−
A
(g) and is called by the lower global basis of U−q (g).
Recall that there exists a unique non-degenerate symmetric bilinear form ( , ) on
U−q (g) such that
(1, 1) = 1, (fiu, v) = (u, e
′
iv) for i ∈ I, u, v ∈ U
−
q (g)
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(see [24, §3.4]). Set
U−
A
(g)∨ :=
{
x ∈ U−q (g) ; (x, y) ∈ A for all y ∈ U
−
A
(g)
}
.
Then U−
A
(g)∨ has anA-algebra structure as a subalgebra of U−q (g). For each b ∈ B(∞),
define Gup(b) ∈ U−q (g) as the element satisfying
(Gup(b), Glow(b′)) = δb,b′
for b′ ∈ B(∞). The set
Bup := {Gup(b) ; b ∈ B(∞)}
forms an A-basis of U−
A
(g)∨ and is called the upper global basis of U−q (g). Note that
we have ∗(Blow) = Blow, and ∗(Bup) = Bup ([24, 25]).
Define the dual bar involution b∗ : U−q (g)→ U
−
q (g) so that b
∗(x) satisfies
(b∗(x), y) = (x, y)
for all y ∈ U−q (g) (see [28, § 3.1]). By the definition, we have b
∗(Gup(b)) = Gup(b) for
all b ∈ B(∞).
1.2. Quiver Hecke algebras. In this section, we recall the definition of the quiver
Hecke algebras introduced in [20, 38]. Let k be an arbitrary base field. Let J be a
finite index set and A = (ai,j)i,j∈J a symmetrizable generalized Cartan matrix as in
the preceding subsection. Let Q+ =
⊕
i∈J Z≥0αi be the positive root lattice of the
symmetrizable Kac-Moody Lie algebra corresponding to A.
For i, j ∈ J such that i 6= j, set
Si,j =
{
(p, q) ∈ Z2≥0 ; (αi, αi)p+ (αj , αj)q = −2(αi, αj)
}
.
Let us take a family of polynomials (Qij)i,j∈J in k[u, v] which are of the form
(1.1) Qij(u, v) =
 0 if i = j,∑
(p,q)∈Si,j
ti,j;p,qu
pvq if i 6= j
with ti,j;p,q ∈ k. We assume that they satisfy ti,j;p,q = tj,i;q,p (equivalently, Qi,j(u, v) =
Qj,i(v, u)) and ti,j:−aij ,0 ∈ k
×.
We denote by Sn = 〈s1, . . . , sn−1〉 the symmetric group on n letters, where si :=
(i, i+1) is the transposition of i and i+1. Then Sn acts on J
n by place permutations.
Definition 1.2.1. The quiver Hecke algebra R(n) of degree n associated with the
generalized Cartan matrix A and the matrix (Qij)i,j∈J is the associative algebra over k
generated by the elements {e(ν)}ν∈Jn, {xk}1≤k≤n, {τm}1≤m≤n−1 satisfying the following
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defining relations:
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈Jn
e(ν) = 1,
xkxm = xmxk, xke(ν) = e(ν)xk,
τme(ν) = e(sm(ν))τm, τkτm = τmτk if |k −m| > 1,
τ 2k e(ν) = Qνk,νk+1(xk, xk+1)e(ν),
(τkxm − xsk(m)τk)e(ν) =

−e(ν) if m = k, νk = νk+1,
e(ν) if m = k + 1, νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=

Qνk ,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2
e(ν) if νk = νk+2,
0 otherwise.
The above relations are homogeneous by assigning
deg e(ν) = 0, deg xke(ν) = (ανk , ανk), deg τle(ν) = −(ανl, ανl+1),
and hence R(n) has a Z-graded algebra structure.
There is an algebra involution ψ on R(n) given by
e(ν) 7→ e(ν), xk 7→ xn−k+1, τle(ν) 7→ (−1)
δ(νl=νl+1)τn−le(ν),(1.2)
where ν denotes the reversed sequence (νn, νn−1, . . . , ν2, ν1).
For n ∈ Z≥0 and β ∈ Q
+ such that |β| = n, we set
Jβ = {ν = (ν1, . . . , νn) ∈ J
n ; αν1 + · · ·+ ανn = β} , e(β) =
∑
ν∈Jβ
e(ν).
Then e(β) is a central idempotent in R(n) and the algebra R(β) := e(β)R(n)e(β) is
called the quiver Hecke algebra at β.
For a graded R(n)-module M =
⊕
k∈Z
Mk, we define qM =
⊕
k∈Z
(qM)k, where
(qM)k = Mk−1 (k ∈ Z).
We call q the grading shift functor on the category of graded R(n)-modules.
For m,n ∈ Z≥0, let
R(m)⊗R(n)→ R(m+ n)
be the k-algebra homomorphism given by e(µ) ⊗ e(ν) 7→ e(µ ∗ ν) (µ ∈ Jm, ν ∈ Jn),
xk ⊗ 1 7→ xk (1 ≤ k ≤ m), 1 ⊗ xk 7→ xm+k (1 ≤ k ≤ n) τk ⊗ 1 7→ τk (1 ≤ k < m),
1 ⊗ τk 7→ τm+k (1 ≤ k < n). Here µ ∗ ν is the concatenation of µ and ν; i.e.,
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µ ∗ ν = (µ1, . . . , µm, ν1, . . . , νn). For an R(m)-module M and an R(n)-module N , the
R(m+ n)-module
M ◦N :=R(m+ n)⊗R(m)⊗R(n)
(
M ⊗N
)
is called the convolution product of M and N . Let us denote by R(n)-gmod the
category of finite-dimensional graded R(n) module, and set
R-gmod :=
⊕
n≥0
R(n)-gmod.
It is known that quiver Hecke algebras categorify the negative half of the correspond-
ing quantum group and global bases. More precisely, we have the following theorem.
Theorem 1.2.2 ([20, 38], [41, 39]). For a given symmetrizable generalized Cartan
matrix A, let us take a parameter matrix (Qij)i,j∈J satisfying the conditions in (1.1).
Consider the corresponding quantum group Uq(g) and the corresponding quiver Hecke
algebra R(n). Then there exists an A-algebra isomorphism
U−
A
(g)∨ ∼−→K(R-gmod),(1.3)
where the multiplication and the A-action on K(R-gmod) are given by the convolution
product and the grading shift functor, respectively.
Assume further that A is symmetric and Qi,j(u, v) is a polynomial in u−v. Then un-
der the above isomorphism, the upper global basis corresponds to the set of isomorphism
classes of self-dual simple modules in K(R-gmod).
1.3. Quantum affine algebras and the category Cg. In this section, we will review
the quantum affine algebras and their finite-dimensional integrable modules. Hereafter,
we take the algebraic closure of C(q) in ∪m>0C((q
1/m)) as a base field k for quantum
affine algebras.
Let A = (aij)i,j∈I be a generalized Cartan matrix of affine type; i.e., A is positive
semi-definite of corank 1. We choose 0 ∈ I as the leftmost vertices in the tables in
[23, pages 54, 55] except A
(2)
2n -case in which we take the longest simple root as α0. Set
I0 = I \ {0}. We take a Cartan datum (A, P,Π, P
∨,Π∨) as follows.
The weight lattice P is given by
P =
(⊕
i∈I
ZΛi
)
⊕ Zδ
and the simple roots are given by
αi =
∑
j∈I
ajiΛj + δ(i = 0)δ.
Also, the simple coroots hi ∈ P
∨ = HomZ(P,Z) are given by
〈hi,Λj〉 = δij , 〈hi, δ〉 = 0.
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Let {ci}i∈I , {di}i∈I be families of relatively prime positive integers such that∑
i∈I
ciaij =
∑
i∈I
ajidi = 0 for all j ∈ I.(1.4)
Set
si := cid
−1
i ∈ Q>0 (i ∈ I), c :=
∑
i∈I
cihi ∈ P
∨, δ :=
∑
i∈I
diαi ∈ P.
We call c and δ by the canonical central element and the null root, respectively. Note
that we have
〈c, λ〉 = (δ, λ) for any λ ∈ P.
Let us denote by g the affine Kac-Moody Lie algebra associated with the affine Cartan
datum (A, P,Π, P ∨,Π∨). We denote by g0 the subalgebra of g generated by ei, fi, hi
for i ∈ I0. Then g0 is a finite-dimensional simple Lie algebra.
Let us denote by Uq(g) the quantum group associated with the affine Cartan da-
tum (A, P,Π, P ∨,Π∨). We denote by U ′q(g) the subalgebra of Uq(g) generated by
ei, fi, K
±1
i (i = 0, 1, , . . . , n). We call U
′
q(g) the quantum affine algebra associated with
(A, P,Π, P ∨,Π∨). Set
Pcl = P/Zδ
and call it the classical weight lattice. Let cl : P → Pcl be the projection. Then
Pcl =
⊕
i∈I
Zcl(Λi) and we have
P ∨cl := HomZ(Pcl,Z) = {h ∈ P
∨ ; 〈h, δ〉 = 0} =
⊕
i∈I
Zhi.
Set Πcl = cl(Π) and Π
∨
cl = {h0, . . . , hn}. Then U
′
q(g) can be regarded as the quantum
group associated with the quintuple (A, Pcl,Πcl, P
∨
cl ,Π
∨
cl).
Set ̟i = gcd(c0, ci)
−1(c0Λi− ciΛ0) ∈ P for i = 1, 2, . . . , n. Then {cl(̟i)}i∈I0 forms a
basis of P 0cl := {λ ∈ Pcl ; 〈c, λ〉 = 0}. The Weyl group W0 of g0 acts on P
0
cl in a natural
way ([2, §1.2]).
A U ′q(g)-module V is called an integrable module if
(i) V has a weight space decomposition
V =
⊕
λ∈Pcl
Vλ,
where Vλ =
{
u ∈ V ;Kiu = q
〈hi,λ〉
i u for all i ∈ I
}
,
(ii) the actions of ei and fi on V are locally nilpotent for all i ∈ I.
We denote by Cg the category of finite-dimensional integrable U
′
q(g)-modules.
For each i ∈ I0, there exists a unique integrable U
′
q(g)-module V (̟i) satisfying the
following conditions ([2, § 1.3]):
(1) the weights of V (̟i) are contained in the convex hull of W0cl(̟i),
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(2) dimV (̟i)cl(̟i) = 1,
(3) for any µ ∈ W0cl(̟i) ⊂ P
0
cl, we can associate a non-zero vector uµ of weight µ
such that
usjµ =
{
f
(〈hj ,µ〉)
j uµ if 〈hj, µ〉 ≥ 0,
e
(−〈hj ,µ〉)
j uµ if 〈hj, µ〉 ≤ 0
for any j ∈ I.
(4) V (̟i) is generated by V (̟i)cl(̟i) as a U
′
q(g)-module.
We call V (̟i) the fundamental representation of U
′
q(g) of weight ̟i.
Recall that the simple objects in Cg are parameterized by I0-tuples of polynomials
π = (πi(u) ; i ∈ I0), where πi(u) ∈ k[u] and πi(0) = 1 for i ∈ I0 ([6], [8]). We denote
by πV,i(u) the polynomials corresponding to a simple module V , and call πV,i(u) the
Drinfeld polynomials of V . The Drinfeld polynomials πV,i(u) are determined by the
eigenvalues of the simultaneously commuting actions of some Drinfeld generators of
U ′q(g) on a subspace of V (e.g., see [6] for more details).
Assume that g is an untwisted affine Kac-Moody algebra. Then the Drinfeld genera-
tors depend on the choice of a function o : I0 → {−1, 1} such that o(i) = −o(j) for adja-
cent vertices i, j in the Dynkin diagram of g0. If we fix such a function o : I0 → {−1, 1},
then by [35, Proposition 3.1], we have
πV (̟i),j(u) =
{
1 if j 6= i,
1 + o(i)(−1)hq−h
∨
u if j = i,
(1.5)
where h :=
∑
i∈I di and h
∨ :=
∑
i∈I ci denote the Coxeter number and the dual Coxeter
number, respectively.
A U ′q(g)-module V ∈ Cg is called good, if V admits a bar involution, a crystal basis
with simple crystal graph, and a global basis. For the precise definition of good modules
see [26]. For a good module V , there exists a non-zero weight vector v ∈ V such that
wt(V ) ⊂ wt(v) +
∑
i∈I0
Z≤0cl(αi). We call wt(v) the dominant extremal weight and v
a dominant extremal weight vector, respectively. A dominant extremal weight vector
for a good module V is unique up to constant multiple. For example, the fundamental
representations V (̟i) (i ∈ I0) are good U
′
q(g)-modules.
2. Generalized quantum affine Schur-Weyl duality functors
In this section, we recall the functor constructed in [22], which is a generalization of
quantum affine Schur-Weyl duality functor.
2.1. Generalized quantum affine Schur-Weyl duality functors. Let U ′q(g) be
a quantum affine algebra over k and let {Vs}s∈S be a family of good U
′
q(g)-modules.
For each s ∈ S, let λs be a dominant extremal weight of Vs and let vs be a dominant
extremal weight vector in Vs of weight λs.
Assume that we have an index set J and two maps X : J → k×, s : J → S.
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For each i and j in J , we have a U ′q(g)-module homomorphism
RnormVs(i),Vs(j)(zi, zj) : (Vs(i))aff ⊗(Vs(j))aff → k(zi, zj) ⊗
k[z±1i ,z
±1
j ]
(Vs(j))aff ⊗(Vs(i))aff
which sends vs(i)⊗ vs(j) to vs(j)⊗ vs(i). Here (Vs)aff denotes the affinization of the good
module Vs, and zi:=zVs(i) denotes the U
′
q(g)-module automorphism on (Vs(i))aff of weight
δ (see, [22, §2.2]). We denote by dVs(i),Vs(j)(zj/zi) the denominator of R
norm
Vs(i),Vs(j)
(zi, zj),
which is the monic polynomial in zj/zi of the smallest degree such that
dVs(i),Vs(j)(zj/zi)R
norm
Vs(i),Vs(j)
(zi, zj)
(
(Vs(i))aff ⊗(Vs(j))aff
)
⊂ (Vs(j))aff ⊗(Vs(i))aff .
We define a quiver ΓJ associated with the datum (J,X, s) as follows:
(1) we take J as the set of vertices,
(2) we put dij many arrows from i to j, where dij denotes the order of
the zero of dVs(i),Vs(j)(zj/zi) at zj/zi = X(j)/X(i).
(2.1)
We also define a symmetric Cartan matrix AJ = (aJij)i,j∈J by
aJij =
{
2 if i = j,
−dij − dji if i 6= j.
(2.2)
Note that (aJij)i,j∈J is the Cartan matrix obtained from the quiver Γ
J following the way
in [33, §14.1.1] (see also [38, §3.2.4]).
Set
(2.3) Pij(u, v) = (u− v)
dij .
Let RJ(n) (n ≥ 0) be the symmetric quiver Hecke algebras associated with the
Cartan matrix AJ and the parameters
(2.4) Qij(u, v) = δ(i 6= j)Pij(u, v)Pji(v, u) = δ(i 6= j)(u− v)
dij (v − u)dji (i, j ∈ J).
We denote by RJ(n)-gmod the category of graded RJ(n)-modules which is finite-
dimensional over k.
The following theorem is one of the main result of [22].
Theorem 2.1.1. For each n ∈ Z≥0, there exists a functor
Fn : R
J(n)-gmod→ Cg
with the following properties:
(a) For each i ∈ J , let S(αi) be the 1-dimensional simple graded R
J(1)-module ku(i)
with the actions
e(j)u(i) = δi,ju(i), x1u(i) = 0.(2.5)
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Then we have
F1(S(αi)) ≃ (Vs(i))X(i),
where (Vs(i))X(i) is the evaluation module of Vs(i) at zi = X(i).
(b) Set
F :=
⊕
n≥0
Fn :
⊕
n≥0
RJ(n)-gmod→ Cg.
Then F is a tensor functor. Namely, there exist canonical U ′q(g)-module isomor-
phisms F(RJ(0)) ≃ k and
F(M1 ◦M2) ≃ F(M1)⊗ F(M2)
for M1 ∈ R
J(n1)-gmod and M2 ∈ R
J(n2)-gmod and the diagrams in [22, A.1.2]
are commutative.
(c) If the Cartan matrix (aJi,j)i,j∈J is of type An(n ≥ 1), Dn(n ≥ 4), E6, E7, or E8, then
the functor F is exact.
Note that F(qM) ≃ F(M) for M ∈ RJ(n)-gmod.
3. The category CQ
From now on, we assume that g is a simply-laced affine Kac-Moody algebra; i.e., g is
of type A
(1)
n (n ≥ 1), D
(1)
n (n ≥ 4), E
(1)
6 , E
(1)
7 , or E
(1)
8 . We denote by g0 the associated
finite-dimensional semisimple Lie subalgebra of g. After reviewing the definition of the
category CQ introduced in [19], we construct a quiver Hecke algebra R
J associated with
a set J consisting of some simple modules in CQ. Here Q is a quiver whose underlying
graph is the Dynkin diagram of g0. It turns out that the underlying graph of the quiver
ΓJ coincides with the Dynkin diagram of g0 and the functor F constructed in [22] is
an exact functor from RJ -gmod to CQ. Moreover, the ring homomorphism induced by
the functor F coincides with the homomorphism introduced in [19, Theorem 1.2].
3.1. Repetition quiver Q̂. Let I = {0, 1, . . . , n} and I0 = {1, . . . , n} be the index
sets of the simple roots of g and g0, respectively. We denote by W0 the Weyl group of
g0 and by w0 ∈ W0 the longest element in W0. We denote by ∆, ∆+ and Π0 the set
of roots, the one of positive roots and the one of simple roots of g0, respectively. The
standard invariant bilinear form of g0 on h
∗
0, the dual of the Cartan subalgebra of g0,
is denoted by ( , )0; i.e., we have (αi, αj)0 = ai,j for i, j ∈ I0, where (ai,j)i,j∈I0 is the
Cartan matrix of g0.
Let Q be a quiver whose underlying graph is the Dynkin diagram of g0. For i ∈ I0,
we denote by si(Q) the quiver obtained from Q by changing the orientation of every
arrow with source i or target i. We have sisjQ = sjsiQ for any i, j ∈ I0. A function
ξ : I0 → Z is called a height function on Q if ξj = ξi − 1 for i → j ∈ Q1, where Q1 is
the set of arrows of Q. Since Q is connected, any two height functions on Q differ by
a constant. We fix such a function ξ.
SYMMETRIC QUIVER HECKE ALGEBRAS AND R-MATRICES II 13
Set
Î0 = {(i, p) ∈ I0 × Z ; p− ξi ∈ 2Z}.
The repetition quiver Q̂ of Q is the quiver with Î0 as the set of vertices and its arrows
are
(i, p)→ (j, p+ 1), (j, q)→ (i, q + 1)
for all i→ j ∈ Q1 and for all p, q such that p− ξi, q − ξj ∈ 2Z. Note that Q̂ does not
depend on the choice of orientation of Q.
A reduced expression w = si1si2 · · · siℓ of an element w in the Weyl group W0 is
called adapted to Q if ik is a source of sik−1 · · · si2si1(Q) for 1 ≤ k ≤ ℓ. It is known that
for each orientation Q, there exists a unique Coxeter element (a product of all simple
reflections) τ ∈ W0 which is adapted to Q.
Set ∆̂ := ∆+ × Z. For i ∈ I0, we define γi =
∑
j∈B(i) αj , where B(i) denotes the
set of vertices j in Q such that there exists a path from j to i. We define a bijection
φ : Î0 → ∆̂ inductively as follows.
(1) φ(i, ξi) = (γi, 0),
(2) if φ(i, p) = (β,m), then we define
• φ(i, p− 2) = (τ(β), m) if τ(β) ∈ ∆+,
• φ(i, p− 2) = (−τ(β), m− 1) if τ(β) ∈ ∆−,
• φ(i, p+ 2) = (τ−1(β), m) if τ−1(β) ∈ ∆+,
• φ(i, p+ 2) = (−τ−1(β), m+ 1) if τ−1(β) ∈ ∆−.
(3.1)
3.2. Auslander-Reiten quiver ΓQ. Let CQ-mod be the category of representations
of the quiver Q over C and let dim(X) denote the dimension vector of a representation
X of Q. Then the full subquiver with vertices φ−1(∆+ × {0}) in Q̂ is isomorphic to
the Auslander-Reiten quiver ΓQ of CQ-mod and the vertex φ
−1(β, 0) corresponds to
the isomorphism class of MQ(β), the indecomposable representation whose dimension
vector is β ([19, §2.3]). In particular, γi is the dimension vector of the injective envelope
IQ(i) of the simple representation SQ(i) supported on vertex i. The dimension vector
of the projective cover PQ(i) of SQ(i) is τ
mi∗ (γi∗), where
∗ is the involution of I0 defined
by w0αi = −αi∗ and mi = max
{
k ≥ 0 ; τk(γi) ∈ ∆+
}
.
The arrows in ΓQ represent homomorphisms in a special class, so called irreducible
morphisms, and any non-isomorphism between indecomposable modules in CQ-mod is
a sum of compositions of irreducible morphisms ([1, Corollary IV 5.6]). It is known
that ΓQ has no cycles and has no multiple arrows. The subquiver of ΓQ with vertices
{IQ(i) ; i ∈ I0} is isomorphic to Q
rev, the quiver obtained by reversing all the arrows
of Q. The isomorphism is given by IQ(i) 7→ i. The subquiver of ΓQ with vertices
{PQ(i) ; i ∈ I0} is also isomorphic to Q
rev by mapping PQ(i) 7→ i ([14, Proposition
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6.4]). If τβ ∈ ∆+ for β ∈ ∆+, then we set τMQ(β) :=MQ(τβ). This map τ on ΓQ is
called the Auslander-Reiten translation.
The repetition quiver Q̂ itself is isomorphic to the Auslander-Reiten quiver of the
category Db(CQ-mod), the bounded derived category of CQ-mod ([16]). The isomor-
phism sends the vertex φ−1(β,m) to the isomorphism class of the complex M(β)[m],
which is concentrated in degree −m.
We have the following description of the Auslander-Reiten quiver inside the repetition
quiver Q̂:
φ−1(∆+ × {0}) =
{
(i, p) ∈ Î0 ; ξi − 2mi ≤ p ≤ ξi
}
.(3.2)
There exists a bijective map ν : Q̂→ Q̂, so called Nakayama permutation, given by
ν(i, p) = (i∗, p+ h− 2) for (i, p) ∈ Î0,
where h =
∑
i∈I di denotes the Coxeter number of g0; i.e., h = n + 1 for An, 2n − 2
for Dn, 12 for E6, 18 for E7, and 30 for E8. See [14, § 6.5] and [30, (3.4)] with atten-
tion to the different labeling of vertices of Q̂ from ours. Since ν(φ−1(dimP (i∗), 0)) =
φ−1(dimI(i), 0) ([14, Proposition 6.5]), we obtain
ξi∗ − 2mi∗ = ξi − h+ 2 for i ∈ I0.(3.3)
Lemma 3.2.1. We have
(i, ξj − d(i, j)), (i, ξj − 2mj + d(i, j)) ∈ φ
−1(∆+ × {0})(3.4)
for any i, j ∈ I0. Here, d(i, j) denotes the distance between i and j in the Dynkin
diagram of g0,
Proof. By (3.2) it is enough to show that
ξi − 2mi = ξi∗ − h+ 2 ≤ ξj − d(i, j) ≤ ξi, and
ξi − 2mi = ξi∗ − h+ 2 ≤ ξj − 2mj + d(i, j) = ξj∗ − h+ 2 + d(i, j) ≤ ξi.
It follows from ξi∗ − ξj + d(i, j) ≤ d(i
∗, j) + d(i, j) ≤ h − 2 for any i, j ∈ I0. The last
inequality d(i∗, j) + d(i, j) ≤ h− 2 can be easily verified in each type. Indeed, if g0 is
type An, then d(i, j) + d(i
∗, j) = d(i, i∗) or d(j, j∗) which is at most n− 1 = h− 2. If
g0 is of the other type, then d(i, j) ≤ (h− 2)/2 for any i, j ∈ I0. 
For a reduced expression si1si2 · · · sir of w0, set βj := si1 · · · sij−1(αij ) for 1 ≤ j ≤ r.
Then we have {β1, . . . , βr} = ∆+. Moreover, if 1 ≤ k < ℓ ≤ r and βk + βℓ = βj for
some 1 ≤ j ≤ r, then we have k < j < ℓ ([37]). We will use the following lemma later.
Lemma 3.2.2. Assume that the reduced expression si1si2 · · · sir of w0 is adapted to
Q. If k < ℓ and βk + βℓ ∈ ∆+, then there is a path from φ
−1(βℓ, 0) to φ
−1(βk, 0)
in φ−1(∆+ × {0}). In particular, we have pk > pℓ. Here φ(ik, pk) = (βk, 0) and
φ(il, pl) = (βl, 0).
SYMMETRIC QUIVER HECKE ALGEBRAS AND R-MATRICES II 15
Proof. In this proof, we setM(β):=MQ(β). It is enough to show that there exists a path
formM(βℓ) toM(βk) in ΓQ. By [32, Proposition 4.12], we have HomCQ(M(βi),M(βj)) =
0 whenever 1 ≤ i < j ≤ r.
Note that Ext1CQ(M(βℓ),M(βk)) = 0. Indeed, if there is a non-split short exact se-
quence 0→M(βk)→ M →M(βℓ)→ 0 for someM , then we have HomQ(M(βk),M(βp)) 6=
0 and HomQ(M(βp),M(βℓ)) 6= 0 for any indecomposable summand M(βp) of M . It
follows that ℓ ≤ p ≤ k, which is a contradiction.
Recall that there is a bilinear form
〈
,
〉
on the root lattice of g0 such that(
dim(X), dim(Y )
)
0
=
〈
dim(X), dim(Y )
〉
+
〈
dim(Y ), dim(X)
〉
and,〈
dim(X), dim(Y )
〉
= dimHomCQ(X, Y )− dimExt
1
CQ(X, Y )
for X, Y ∈ CQ-mod.
Hence we have
−1 = (βℓ, βk) = dimHomCQ(M(βℓ),M(βk))− dimExt
1
CQ(M(βℓ),M(βk))
+ dimHomCQ(M(βk),M(βℓ))− dimExt
1
CQ(M(βk),M(βℓ))
= dimHomCQ(M(βℓ),M(βk))− dimExt
1
CQ(M(βk),M(βℓ)),
so that
dimExt1CQ(M(βk),M(βℓ)) > 0.(3.5)
In particular, M(βk) is not projective and hence τ(βk) ∈ ∆+. By [1, Corollary IV.
2.14], we have
dimHomCQ(M(βℓ),M(τ(βk))) = dimExt
1
CQ(M(βk),M(βℓ)) > 0.
If HomCQ(M(βp),M(βq)) 6= 0 for 1 ≤ p 6= q ≤ r, then we have a path from M(βp)
to M(βq) in the Auslander-Reiten quiver ΓQ, because the arrows in ΓQ represent irre-
ducible morphisms and any non-zero non-isomorphism between indecomposable mod-
ules in CQ-mod is a sum of compositions of irreducible morphisms.
Hence there exists a path from M(βℓ) to M(τ(βk)) in ΓQ. Since there always exists
a path (of length 2) from M(τ(βk)) to M(βk), we conclude that there is a path from
M(βℓ) to M(βk) in ΓQ. 
Recall that the dimension vector is an additive function on ΓQ ([14]); i.e., for each
vertices X ∈ ΓQ such that τ(dimX) ∈ ∆+, we have
dimX + dim(τX) =
∑
Z∈X−
dimZ,(3.6)
where X− denotes the set of vertices Z in ΓQ such that there exists an arrow from Z
to X . For Y ∈ ΓQ let Y
+ denote the set of vertices Z in ΓQ such that there exists
an arrow from Y to Z. Then we have X− = (τX)+ whenever X is not projective (for
example, see [1, §IV. 4]).
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The proof of following lemma is due to Bernard Leclerc.
Lemma 3.2.3. (i) For each k ∈ I0, the element φ
−1(αk, 0) lies in the following subset
of Î0:
∂φ−1(∆+ × {0}):={(i, ξi) ; i ∈ I0} ∪ {(i, ξi − 2mi) ; i ∈ I0}(3.7)
∪ {(i, ξi − 2s) ; i is an extremal vertex of I0, 0 ≤ s ≤ mi},
where mi := max{s ≥ 1 ; τ
s(γi) ∈ ∆+}.
(ii) If i ∈ I0 is not an extremal vertex and (i, p) ∈ φ
−1(Π0 × {0}), then p = ξi or
p = ξi − 2mi.
Proof. (i) If k is a source of Q, then γk = αk and
φ−1(αk, 0) = (k, ξk).
If k is a sink of Q, then SQ(k) ≃ PQ(k). Hence we have
φ−1(αk, 0) = φ
−1(τmk∗ (γk∗), 0) = (k
∗, ξk∗ − 2mk∗).
Hence we may assume that the vertex k is neither a source nor a sink. We take a
subquiver of type A as follows:
Assume that k has two neighbors. Then take an extremal vertex i in Q such that
between k and i there is no vertex with three neighbors. Take the connected full
subquiver of Q whose extremal vertices are i and k. Let k′ be the only neighbor of
k in the subquiver. Note that if g0 is of type A, then there are two choices for such
subquivers.
Assume that k has three neighbors. Then either k has one incoming arrow and two
outgoing arrows or has two incoming arrows and one outgoing arrow. Let k′ be a
unique neighbor of k such that there exists an arrow k′ → k (resp. k → k′) in the first
(resp. second) case. Let i be the extremal vertex of Q such that k′ lies between k and
i. Take the connected full subquiver of Q whose extremal vertices are i and k.
Thus we have chosen i and k′ satisfying the following conditions:
(i) i is an extremal vertex,
(ii) there is no vertex with three neighbors between k and i,
(iii) k′ is a neighbor of k between i and k,
(iv) one of the following two conditions holds:
(a) k′ is a unique vertex such that there exists an arrow k′ → k.
(b) k′ is a unique vertex such that there exists an arrow k → k′.
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For the case (a), the following subquiver is contained in ΓQ by Lemma 3.2.1.
IQ(i) IQ(k
′)
M1
<<①①①①①①①①
IQ(k)
dd❍❍❍❍❍❍❍❍❍
· · ·
<<②②②②②②②②②
N1
::✉✉✉✉✉✉✉✉✉
cc❋❋❋❋❋❋❋❋❋
Mt−1
;;✇✇✇✇✇✇✇✇✇
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
· · ·
;;✇✇✇✇✇✇✇✇✇✇
Nt−1
<<②②②②②②②②②
cc●●●●●●●●●
<<cc
Nt,
;;✇✇✇✇✇✇✇✇
for some indecomposable representations M1, . . . ,Mt−1, N1 . . . , Nt such that Mt−1 and
Nt are in the τ -orbit of IQ(i). Here the vertex τX is illustrated immediately below X .
SetM0 = IQ(k
′) and N0 = IQ(k). Let us calculate dimNt by (3.6). We have τ(Ms) =
Ns+1 (0 ≤ s ≤ t− 1), (Ms)
− = {Ms+1, Ns} (0 ≤ s ≤ t− 2) and (Mt−1)
− = {Nt−1}. By
(3.6), we obtain
dimNt = dimNt−1 − dimMt−1 = · · · = dimN1 − dimM1
= dimIQ(k)− dimIQ(k
′) = γk − γk′ = αk.
The last equality follows from the fact that k′ is a unique vertex such that there exists
an arrow k′ → k.
Hence we have Nt = SQ(k) and
φ−1(αk, 0) = (i, ξk − t),
where t denotes the number of edges between k and i.
In the case (b), we have the following subquiver contained in ΓQ by Lemma 3.2.1:
Nu
✤
✤
✤
✤
✤
✤
✤
Nu−1
dd❍❍❍❍❍❍❍❍❍
Mu−1
;;✈✈✈✈✈✈✈✈✈
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
· · ·
bb❊❊❊❊❊❊❊❊❊
· · ·
dd❍❍❍❍❍❍❍❍❍❍
N1
cc●●●●●●●●●●
M1
;;✇✇✇✇✇✇✇✇✇
bb❊❊❊❊❊❊❊❊❊
PQ(k)
dd❏❏❏❏❏❏❏❏❏❏
PQ(i) PQ(k
′)
cc❋❋❋❋❋❋❋❋❋
::✉✉✉✉✉✉✉✉✉
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for some indecomposable representationsM1, . . . ,Mu−1, N1 . . . , Nu such thatMu−1 and
Nu are in the τ -orbit of PQ(i). Set M0 = PQ(k
′) and N0 = PQ(k). Then we have
τ(Nu) = Ms−1 (1 ≤ s ≤ u), (Ns)
− = {Ns−1,Ms} (1 ≤ s ≤ u − 1) and N
−
u = {Nu−1}.
By (3.6), we obtain
dimNu = dimNu−1 − dimMu−1 = · · · = dimN1 − dimM1
= dimPQ(k)− dimPQ(k
′) = αk.
The last equation comes from the fact that dimPQ(k) =
∑
j∈C(k) αj, where C(k) is
the set of vertices j in Q such that there exists a path from k to j. Hence we have
SQ(k) = Nu and
φ−1(αk, 0) = (i
∗, ξk∗ − 2mk∗ + u),
where u denotes the number of edges between k and i.
(ii) is immediate from the arguments above. 
We use the results in the appendix in the course of the proof of the following lemma.
Lemma 3.2.4. Let g be an affine Kac-Moody algebra of type A
(1)
n (n ≥ 1) or D
(1)
n (n ≥
4). For a Dynkin quiver Q of type g0, let φ : Î0 → ∆̂ be the function defined in
§ 3.1. If (i, p) and (j, r) are vertices in φ−1(Π0 × {0}), then the normalized R-matrices
RnormV (̟i),V (̟j)(zi, zj) has at most a simple pole at zj/zi = (−q)
r−p.
Proof. If g is of type A
(1)
n , then all the normalized R-matrices between two fundamental
representations have at most simple poles (for example, see [9]). Hence we may assume
that g is of type D
(1)
n (n ≥ 4). We take the labeling (A.1) of the vertices of the Dynkin
diagram of type D
(1)
n (n ≥ 4).
Since RnormV (̟i),V (̟j)(zi, zj) does not have a pole at zj/zi = (−q)
s for s ≤ 0, we can
assume r > p. From the denominators in the appendix (Theorem A.1.1), we know that
RnormV (̟i),V (̟j)(zi, zj) has a double pole at zj/zi = (−q)
s if
2 ≤ i, j ≤ n− 2, i+ j ≥ n, 2n− i− j ≤ s ≤ i+ j, and s ≡ i+ j mod 2.
Otherwise, RnormV (̟i),V (̟j)(zi, zj) has at most a simple pole at zj/zi = (−q)
s. Hence,
without loss of generality, we may assume that 2 ≤ i, j ≤ n − 2, i + j ≥ n, and it
is enough to show that r − p < 2n − i − j or r − p > i + j. In particular, i and
j are not extremal vertices in Q. On the other hand, it is known that k∗ = k and
mk = n − 2 for all k ∈ I0 ([14, Section 6.5]). It follows that (i, p) = φ
−1(αi, 0) and
(j, r) = φ−1(αj , 0) and p ∈ {ξi, ξi−(2n−4)}, r ∈ {ξj, ξj−(2n−4)} by Lemma 3.2.3 (ii).
From the definition of the height function ξ, we know that |ξi − ξj| ≤ |i − j| for any
1 ≤ i, j ≤ n− 2.
Now we have the following four cases:
(i) p = ξi and r = ξj,
(ii) p = ξi − (2n− 4) and r = ξj − (2n− 4),
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(iii) p = ξi and r = ξj − (2n− 4),
(iv) p = ξi − (2n− 4) and r = ξj,
Case (i), (ii) : Assume that
2n− i− j ≤ r − p = ξj − ξi.
Then we have 2n− i− j ≤ |i− j| so that max(i, j) ≥ n, which contradicts i, j ≤ n− 2.
Hence we obtain r − p < 2n− i− j.
Case (iii) : we have r − p = −2n + 4 + ξj − ξi ≤ −2n + 4 + |i − j| ≤ −n, which
contradicts r − p > 0.
Case (iv) : In this case, i is a sink of Q and j is a source of Q. Assume that
r − p = ξj − ξi + (2n− 4) ≤ i+ j.
Then we have
2n− 4 ≤ i+ j + ξi − ξj ≤ i+ j + |i− j| = 2max(i, j) ≤ 2n− 4
and hence
2n− 4 = i+ j + ξi − ξj = 2max(i, j).
On the other hand, we have
2min(i, j) = i+ j − |i− j| ≤ i+ j + ξi − ξj = 2n− 4
so that i = j = n− 2. It contradicts the fact that i is a sink of Q and j is a source of
Q. We conclude that r − p > i+ j. 
3.3. The category CQ. We fix a function o : I0 → {1,−1} using the height function
in §3.1 as
o(i) :=−(−1)ξi (i ∈ I0).
Then we have
πV (̟i),j(u) =
{
1 if j 6= i,
1− (−1)ξi(−q)−hu if j = i,
where h denotes the Coxeter number of g.
Set YZ :=Z[Y
±1
i,p ; (i, p) ∈ Î0], the Laurent polynomial ring generated by the indeter-
minates Yi,p’s. An elementm in YZ is called a dominant monomial ifm =
∏
(i,p)∈Î0
Y
ni,p
i,p
with ni,p ∈ Z≥0 for all (i, p) ∈ Î0.
Let m =
∏
(i,p)∈Î0
Y
ni,p
i,p be a dominant monomial in YZ. Following [19], we denote by
L(m) the simple module whose Drinfeld polynomials are given by
πL(m),i(u) =
∏
p∈Z such that
(i,p)∈Î0
(1− qpu)ni,p (i ∈ I0).
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In particular, we have
L(Yi,p) ≃ V (̟i)(−q)p+h ,
since π(Va),i(u) = πV,i(au) for any simple V ∈ Cg, i ∈ I0 and a ∈ k
× (see, for example
[7]).
Consider a partial order on Î0 given by (i, p) < (j, q) ⇔ p < q. Then for each
dominant monomial m =
∏
(i,p)∈Î0
Y
ni,p
i,p , the decreasingly ordered tensor product
M(m) =
←⊗
(i,p)∈Î0
L(Yi,p)
ni,p,
is well-defined up to isomorphism. We call M(m) the standard module corresponding
to the dominant monomial m. By [26, Theorem 9.2], we know that L(m) is isomorphic
to the head of M(m).
Let us define the category CZ as the full subcategory of Cg whose objects V satisfy
that every composition factor V is isomorphic to a module in
IrrZ := {L(m) ;m is a dominant monomial in YZ} .
The category CZ is closed under taking submodules, quotient modules, and extensions.
Recall that there exists an injective ring homomorphism
χq : K(Cg)֌ Y ,
where K(Cg) denotes the Grothendieck ring of Cg and Y denotes the Laurent polynomial
ring Z[Y ±1i,a ]i∈I0,a∈k× which is generated by the variables Y
±1
i,a (i ∈ I0, a ∈ k
×). For
M ∈ Cg, we call χq(M) the q-character of M ([12, 17]). By identifying Yi,p with Yi,qp
for (i, p) ∈ Î0, we embed YZ into Y .
Since χq(M) ∈ YZ for every module M ∈ CZ ([18, Proposition 5.8]), we know that
CZ is closed under taking tensor products. Hence IrrZ is the set of isomorphism classes
of simple subquotients of tensor products of the modules in{
L(Yi,p) ≃ V (̟i)(−q)p+h ; (i, p) ∈ Î0
}
.
It follows that the Grothendieck ring K(CZ) of CZ is isomorphic to the polynomial ring
in χq(L(Yi,p))
(
(i, p) ∈ Î0
)
.
Let YQ be the subring of YZ generated by
{
Y ±1i,p ; (i, p) ∈ φ
−1(∆+ × {0})
}
. Define
the category CQ as the full subcategory of CZ whose objects V satisfy that every
composition factor of V is isomorphic to a module in
IrrQ := {L(m) ;m is a dominant monomial in YQ} .
The category CQ is closed under taking submodules, quotient modules, and extensions.
By [19, Lemma 5.8], CQ is closed under taking tensor products so that IrrQ is the set
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of isomorphism classes of simple subquotients of tensor products of the modules in{
L(Yi,p) ≃ V (̟i)(−q)p+h ; (i, p) ∈ φ
−1(∆+ × {0})
}
.
Let us denote by K(CQ) the Grothendieck ring of CQ. Then we have
K(CQ) ∼−→Z[χq(L(Yi,p)) ; (i, p) ∈ φ
−1(∆+ × {0})].
From now on, we identify K(CQ) with the above polynomial ring.
4. The functor F
Let us keep the notations g and g0 as in the preceding sections. In particular g and
g0 are simply-laced.
4.1. PBW basis and dual PBW basis. We recall the Q(q)-algebra automorphisms
Ti : Uq(g0)→ Uq(g0) for i ∈ I0 introduced in [32] which are given by
Ti(q
h) = qsi(h), Ti(ei) = −fiKi, Ti(fi) = −K
−1
i ei,
Ti(ej) =
∑
r+s=−aij
(−1)rq−re
(s)
i eje
(r)
i for i 6= j,
Ti(fj) =
∑
r+s=−aij
(−1)rqrf
(r)
i fjf
(s)
i for i 6= j.
Fix a reduced expression w0 = si1 · · · sir of the longest element w0 in the Weyl group
W0 of g0 and set βk := si1 · · · sik−1(αik) ∈ ∆+. Then, for each 1 ≤ k ≤ r, the element
F (βk) := Ti1 · · ·Tik−1(fik)
belongs to U−
A
(g0). We call F (βk) the root vector corresponding to the root βk. For
each c = (c1, . . . , cr) ∈ Z
r
≥0, set
F (c) := F (β1)
(c1) · · ·F (βr)
(cr) and F up(c) :=
F (c)
(F (c), F (c))
,
where x(c) := xc/
∏c
k=1
qk−q−k
q−q−1
for x ∈ U−
A
(g0) and c ∈ Z≥0. Since (F (c), F (c
′)) = 0 for
c 6= c′ ([33, §38.2.3]), we have
(F up(c), F (c′)) = δc,c′ .
Note that
F up(c) = F up(β1)
c1 · · ·F up(βr)
cr ,
where F up(βj):=F (βj)/(F (βj), F (βj)). Let i be the sequence (i1, . . . , ir) corresponding
to the reduced expression si1 · · · sir of w0. As shown in [32] the sets
P i :=
{
F (c) ; c ∈ Zr≥0
}
and P up
i
:=
{
F up(c) ; c ∈ Zr≥0
}
are A-basis of U−
A
(g0) and U
−
A
(g0)
∨, respectively. We call P i and P
up
i
the PBW basis
of U−q (g0) associated with i and the dual PBW basis of U
−
q (g0) associated with i,
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respectively. The element F up(βj) is called the dual root vector corresponding to the
root βj . We have F
up(βj) ∈ B
up. It is not difficult to see that {F up(βj) ; 1 ≤ j ≤ r}
generates U−
A
(g0) as an A-algebra (for example, see [15, §7.2]). The upper global basis
can be characterized in terms of the dual PBW basis as follows.
Proposition 4.1.1 ([28, Theorem 4.29]). For each c = (c1, . . . , cr) ∈ Z
r
≥0, set
KP(c) :=
{
a = (a1, . . . , ar) ∈ Z
r
≥0 ;
r∑
k=1
ckβk =
r∑
k=1
akβk
}
.
We define a total order > on Zr≥0: c
′ = (c′1, . . . , c
′
r) > c = (c1, . . . , cr) if and only if
there exists 1 ≤ k ≤ r such that c′t = ct for all t < k and c
′
k > ck.
Then there exists a unique A-basis{
Bup(c) ; c ∈ Zr≥0
}
of U−
A
(g0) with the following properties:
b∗(Bup(c)) = Bup(c),
F up(c) = Bup(c) +
∑
a∈KP(c), a<c
κa,c(q)B
up(a)
for some κa,c(q) ∈ qZ[q]. Moreover, we have{
Bup(c) ; c ∈ Zr≥0
}
= Bup.
Note that if βj = αk for some k ∈ I0, then F
up(βj) = F
up(c) = Bup(c) = fk, where
c = (c1, · · · , cr) such that cu = 0 for u 6= j and cj = 1.
4.2. Hernandez-Leclerc homomorphism Φ˜. The following theorem is a modifica-
tion of Theorem 6.1 in [19].
Theorem 4.2.1 ([19, Theorem 6.1]). Let Q be a quiver whose underlying graph is
the Dynkin diagram of g0, and let φ : Î0 → ∆̂ be the bijection defined in (3.1). Fix a
reduced expression w0 = si1 · · · sir of the longest element w0 in the Weyl group W0 of g0
adapted to Q. Then there exists a unique ring homomorphism Φ˜ : U−
A
(g0)
∨ → K(CQ)
given by
Φ˜(q) = 1,
Φ˜(F up(βd)) = [L(Yi,p)] where φ(i, p) = (βd, 0).
The homomorphism Φ˜ is surjective and Ker Φ˜ = (q − 1)U−
A
(g0)
∨. Moreover, Φ˜ sends
the dual PBW basis and the upper global basis to the set of isomorphism classes of
standard modules and the one of simple modules, respectively.
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Proof. In [19], Hernandez and Leclerc constructed a C(t1/2)-algebra isomorphism
Φ: Kt,Q ∼−→U
+
C(t1/2)
(g0)
∨,
where Kt,Q denotes a C(t
1/2)-algebra whose specialization at t1/2 = 1 is isomorphic to
C ⊗Z K(CQ), and U
+
C(t1/2)
(g0)
∨ = C(t1/2) ⊗A U
+
A
(g0)
∨. Here, the A-form U+
A
(g0)
∨ of
U+q (g0) is defined as in [15, § 6] and C[t
±1/2] is an A-algebra by the map q 7→ t.
The algebra Kt,Q has two distinguished C(t
1/2)-bases
{χq,t(L(m)) ;m is a dominant monomial in YQ} and
{χq,t(M(m)) ;m is a dominant monomial in YQ}
(see, [19, § 5.6, 5.8 ]). Here, χq,t(V ) denotes the (q, t)-character of U
′
q(g)-modules V in
Cg. Moreover, the Z[t
±1]-submodules of Kt,Q generated by these bases coincide ([34],
see also [19]). Let us denote it by KZ[t±1],Q. Then KZ[t±1],Q is a Z[t
±1]-subalgebra of Kt,Q
([40], see also [19]). On the other hand, the algebra U+
C(t1/2)
(g0)
∨ has two distinguished
C(t1/2)-bases, so called the rescaled upper global basis and the rescaled dual PBW basis.
A rescaled upper global basis element is an upper global basis element of U+q (g0) up
to a multiple of some powers of t±1/2. For their precise definitions, see [15, § 6]. The
rescaled dual PBW basis element is defined in a similar way (see, [19, § 6.1]).
Recall that we have a Q-algebra isomorphism
− ◦∨ : U−
A
(g0)
∨ → U+
A
(g0)
∨(4.1)
given by fi 7→ ei, q 7→ q
−1. By [15, Lemma 6.1], we know that the Q-algebra anti-
isomorphism −◦∨◦∗ sends Bup to the upper global basis of U+q (g0). Since B
up is stable
under the map ∗ ([24, 25]), the Q-algebra isomorphism − ◦ ∨ also sends Bup to the
upper global basis of U+q (g0). By [29, Lemma 4.3.7], we know that − ◦∨ sends P
up
i
to
the set of dual PBW basis of U+q (g0). In particular, we have (F
up(βd))
∨
= E∗(βd) for all
1 ≤ d ≤ r, where E∗(βd) denotes the dual PBW generator of U
+
q (g0) corresponding to
the root βd. Under the isomorphism Φ, the element χq,t(L(m)) is mapped to a rescaled
upper global basis element and χq,t(M(m)) is mapped to a rescaled dual PBW basis
element, respectively ([19, Theorem 6.1]). In particular, we have
Φ(χq,t(L(Yi,p))) = t
mE∗(βd),
for some m ∈
1
2
Z (see the proof of [19, Theorem 6.1]).
Let evt1/2=1 : Kt,Q → C⊗ZK(CQ) be the surjective C-algebra homomorphism induced
by mapping t1/2 7→ 1. Note that the (q, t)-characters of simple and standard modules in
CQ are mapped to the q-characters of those under evt1/2=1. Hence the upper global basis
(respectively, dual PBW basis) elements in U+
C(t1/2)
(g0)
∨ are mapped to the q-characters
of simple (respectively, standard) modules under the homomorphism evt1/2=1◦Φ
−1. We
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identify the isomorphism class of a module in Cg with its q-character. Then we obtain
a surjective ring homomorphism
evt1/2=1 ◦ Φ
−1|U+
A
(g0)∨
: U+
A
(g0)
∨ → K(CQ)(4.2)
whose kernel is (q − 1)U+
A
(g0)
∨. Finally, we define the map Φ˜ as
Φ˜ = evt1/2=1 ◦ Φ
−1|U+A (g0)∨
◦ − ◦ ∨.
Then Φ˜ satisfies all the desired properties. 
4.3. Homomorphism induced by the functor F .
The following theorem is one of the main result in this section.
Theorem 4.3.1. Let g be a simply-laced affine Kac-Moody algebra, i.e., of type A
(1)
n (n ≥
1), D
(1)
n (n ≥ 4), E
(1)
6 , E
(1)
7 or E
(1)
8 . Fix a reduced expression w0 = si1 · · · sir of the
longest element w0 in the Weyl group W0 of g0, which is adapted to Q.
Set
J :=
{
(i, p) ∈ Î0 ; φ(i, p) ∈ Π0 × {0}
}
,(4.3)
where φ is the map given in (3.1). Let s : J → {V (̟i) ; i ∈ I0} and X : J → k
× be the
maps given by
s(i, p) = V (̟i), and X(i, p) = (−q)
p+h for (i, p) ∈ J.
We assume the following conditions:
for any (i, p), (j, r) ∈ J , the normalized R-matrix RnormV (̟i),V (̟j)(z) has at most
a simple pole at z = (−q)r−p.
(4.4)
Then the corresponding Cartan matrix in (2.2) to the datum (J, s,X) is of type g0.
Moreover, we have a quiver isomorphism Qrev ∼−→ΓJ given by
s 7→ φ−1(αs, 0) for s ∈ I0.
Here, ΓJ is the quiver defined in (2.1).
Proof. Let αs and αt be two simple roots of g0. Assume that
βk = αs, βℓ = αt, and k < l.(4.5)
Set (ij , pj) = φ
−1(βj , 0) for 1 ≤ j ≤ r. Recall that V (̟i)(−q)p+h ∼= L(Yi,p) for (i, p) ∈ Î0.
First, we will show that
L(Yik,pk)⊗ L(Yiℓ,pℓ) is irreducible if and only if (αs , αt)0 = 0.(4.6)
Let c = (c1, . . . , cr) be the element in Z
r
≥0 given by
cu = 0 for u 6= k, l, ck = cl = 1.
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Then we have
F up(c) = F up(βk)F
up(βℓ) = fsft
It is not difficult to see that
(Bup)αt+αs =

{
Bup(c) = fsft = ftfs
}
if (αs, αt)0 = 0,{
Bup(c) =
fsft − qftfs
1− q2
, Bup(a) =
ftfs − qfsft
1− q2
}
if (αs, αt)0 = −1,
where a = (a1, . . . , ar) is the only element in KP(c)−{c} in the case of (αs, αt)0 = −1.
It is explicitly given by
au = 0 for u 6= j, aj = 1,
where j is given by βj = αk + αl.
Since fsft = B
up(c) + qBup(a), applying Φ˜, we have
[L(Yik,pk)⊗ L(Yiℓ,pℓ)] = Φ˜(fsft) =
{
Φ˜(Bup(c)) if (αs, αt) = 0,
Φ˜(Bup(c)) + Φ˜(Bup(a)) if (αs, αt) = −1.
Since Φ˜(Bup(c)) and Φ˜(Bup(a)) are isomorphism classes of non-isomorphic simple mod-
ules, we conclude that L(Yik ,pk) ⊗ L(Yiℓ,pℓ) is irreducible if and only if (αs, αt)0 = 0.
Hence the underlying graph of the quiver ΓJ is the Dynkin diagram of g0.
For the orientation of ΓJ , observe that pk > pℓ by Lemma 3.2.2. Hence the arrow in
the quiver ΓJ between (ik, pk) and (iℓ, pℓ) is given by
φ−1(αs, 0) = (ik, pk)← (iℓ, pℓ) = φ
−1(αt, 0).
On the other hand, we have a non-split short exact sequence
0→MQ(βℓ)→MQ(βℓ + βk)→ MQ(βk)→ 0
in CQ-mod by (3.5). In particular, we have a non-zero homomorphism MQ(αs+αt)→
SQ(s). It implies that the arrow between s and t in Q is given by s → t. Hence we
obtain the quiver isomorphism Qrev ∼−→ΓJ given by s 7→ φ−1(αs, 0) (s ∈ I0), as desired.

We conjecture that
Conjecture 4.3.2. For any affine Kac-Moody algebra of type A
(1)
n (n ≥ 1), D
(1)
n (n ≥
4), E
(1)
6 , E
(1)
7 or E
(1)
8 , our assumption (4.4) holds.
By Lemma 3.2.4, we already know that our conjecture holds for affine Kac-Moody
algebras of type A
(1)
n (n ≥ 1) and D
(1)
n (n ≥ 4).
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Assume (4.4). Combining Theorem 2.1.1 and Theorem 4.3.1, we obtain an exact
functor
F :
⊕
n≥0
RJ(n)-gmod→ Cg
satisfying
F(S(αt)) = V (̟i)(−q)p+h ≃ L(Yi,p),(4.7)
where φ(i, p) = (αt, 0) (t ∈ I0). Since every module in R
J -gmod can be obtained from
{S(αt) ; t ∈ I0} by taking convolution products, extensions, and subquotients, we have
F :
⊕
n≥0
RJ(n)-gmod→ CQ.(4.8)
A pair (βk, βℓ) of positive roots is called a minimal pair of βj if k < ℓ, βj = βk + βℓ
and there exists no pair (βk′, βl′) such that βj = βk′ +βl′ and k < k
′ < j < l′ < l. Note
that if |βj| ≥ 2, then there exists a minimal pair for βj. For a positive root βj of g0, let
S(βj) be the simple module in R
J(βj)-gmod such that [S(βj)] is mapped onto F
up(βj)
under the isomorphism K(R(βj)-gmod) ∼−→U
−
A
(g0)
∨
−βj
. We call the module S(βj) the
dual root module of weight βj (see also [27]).
In [3, 4], it is shown that the family {S(βj) ; j = 1, . . . , r} in R
J(n)-gmod enjoys the
following property: for each βj ∈ ∆+ and a minimal pair (βk, βℓ) of βj, there exists an
exact sequence in RJ(βj)-gmod
0 // qS(βj) // S(βk) ◦ S(βℓ)
f
// q−1S(βℓ) ◦ S(βk) // q
−1S(βj) // 0.
(4.9)
Moreover, we have
Im(f) ≃ hd(S(βk) ◦ S(βℓ)) ≃ q
−1soc(S(βℓ) ◦ S(βk))(4.10)
and Im(f) is a simple RJ(βj)-module.
Remark 4.3.3.
(i) The dual PBW basis of U+q (g0) in [4] is the image of our dual PBW basis P
up
i
of
U−q (g0) under the Q(q)-algebra anti-isomorphism ∨◦∗ : U
−
q (g0)
∼−→U+q (g0). More
precisely, our Ti is the same as T
′′
i,1 in [33, §37.1], whereas T
′′
i,−1 is used to define
the PBW basis in [4]. Since we have ∨◦∗◦T
′′
i,1 ◦∗◦∨ = T
′′
i,−1, the above assertion
follows.
(ii) The dual root module L(βj) in [4] is isomorphic to S(βj)
ψ, the module obtained
from S(βj) by twisting the R
J(|βj |)-action via the automorphism ψ in (1.2).
(iii) In [3], the first and the last term in (4.9) are only described as some modules
whose composition factors are isomorphic to S(βj) up to grading shift. In [4,
Theorem 4.7], it is proved that they are simple.
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(iv) If βj = αi for some i ∈ I0, then the module S(αi) given by (2.5) is isomorphic to
S(βj) so that the notation is consistent.
Theorem 4.3.4. For j = 1, . . . , r, we have
F(S(βj)) ≃ L(Yij ,pj).
where φ(ij , pj) = (βj , 0).
Proof. We will use induction on |βj|. When |βj| = 1, the assertion follows from (4.7).
Assume that |βj | ≥ 2 and (βk, βℓ) is a minimal pair for βj with k < j < ℓ. By
induction hypothesis, we have F(S(βk)) ≃ L(Yik ,pk) and F(S(βℓ)) ≃ L(Yiℓ,pℓ).
By (4.9) and (4.10), we have
F up(βk)F
up(βℓ)− qF
up(βj) = [hd(S(βk) ◦ S(βℓ))]
under the isomorphism K(RJ(βj)-gmod) ∼−→U
−
A
(g0)−βj . Applying Φ˜, we obtain
[L(Yik,pk)⊗ L(Yiℓ,pℓ)] = [L] + [L(Yij ,pj)](4.11)
for some simple module L in K(CQ). Since the module L(Yik,pk) ⊗ L(Yiℓ,pℓ) should
contain a simple subquotient isomorphic to L(Yik,pkYiℓ,pℓ), we conclude that L ≃
L(Yik,pkYiℓ,pℓ) and hence L(Yik,pk)⊗ L(Yiℓ,pℓ) is not simple.
On the other hand, applying F to (4.9), we obtain the following exact sequence:
0 // F(S(βj)) // L(Yik,pk)⊗ L(Yiℓ,pℓ)
F(f)
// L(Yiℓ,pℓ)⊗ L(Yik,pk)
// F(S(βj)) // 0 .
Note that F(f) is non-zero. Indeed, if F(f) = 0, then we have
L(Yik,pk)⊗ L(Yiℓ,pℓ) ≃ F(S(βj)) ≃ L(Yiℓ,pℓ)⊗ L(Yik,pk)
so that L(Yik,pk)⊗ L(Yiℓ,pℓ) is irreducible, which is a contradiction.
By Lemma 3.2.2, we have pk > pl. It follows that every non-zero homomorphism
from L(Yik,pk)⊗L(Yiℓ,pℓ) to L(Yiℓ,pℓ)⊗L(Yik ,pk) is a constant multiple of the normalized
R-matrix. Thus we have
Im(F(f)) ≃ hd(L(Yik,pk)⊗ L(Yiℓ,pℓ)) ≃ L(Yik,pkYiℓ,pℓ).
It follows that
[L(Yik,pk)⊗ L(Yiℓ,pℓ)] = [L(Yik,pkYiℓ,pℓ)] + [F(S(βj))] in K(CQ).
Comparing with (4.11), we have [F(S(βj))] = [L(Yij ,pj)] and hence we conclude that
F(S(βj)) ≃ L(Yij ,pj),
since L(Yij ,pj) is simple. 
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Corollary 4.3.5. The ring homomorphism U−
A
(g0)
∨ → K(CQ) induced by the exact
functor
F :
⊕
n≥0
RJ(n)-gmod −−→ CQ
is the same as the homomorphism Φ˜ in Theorem 4.2.1.
Proof. Theorem 4.3.4 asserts that two homomorphisms coincide on the set of dual root
vectors. Since the dual root vectors generate U−
A
(g0)
∨, our assertion follows immedi-
ately. 
Since Φ˜ sends the upper global basis to the set of isomorphism classes of simple
modules in CQ ([19]), and the upper global basis corresponds to the set of isomorphism
classes of self-dual simple RJ(n)-modules ([41]), we obtain the following result.
Corollary 4.3.6. The functor Fn : R
J(n)-gmod → CQ sends the simple modules to
the simple modules.
Appendix A. The denominators of normalized R-matrices of type D
(1)
n
A.1. Affine Kac-Moody algebra of type D
(1)
n . In this appendix, we will calculate
the denominators of the normalized R-matrices between the fundamental representa-
tions of U ′q(D
(1)
n ). We will use C(q) as the base field k. Let g be the affine Kac-Moody
algebra of type D
(1)
n (n ≥ 4). The Dynkin diagram of g is given as follows:
◦0
▼▼▼
▼▼▼
▼ ◦
n−1
qqq
qqq
q
◦
2
◦
3 n−3
◦
n−2
◦
◦
1
qqqqqqq ◦
n
▼▼▼▼▼▼▼
(A.1)
The weight lattice Pcl and the dual weight lattice P
∨
cl for U
′
q(g) is given by
Pcl =
n⊕
i=0
ZΛi, P
∨
cl =
n⊕
i=0
Zhi.
The null root and the center is given by
δ = α0 + α1 + 2(α2 + · · ·+ αn−2) + αn−1 + αn,(A.2)
c = h0 + h1 + 2(h2 + · · ·+ hn−2) + hn−1 + hn,(A.3)
and
〈c, ρ〉 = 2n− 2.
Set (Pcl)0 = {λ ∈ Pcl ; 〈c, λ〉 = 0}. Then (Pcl)0 has a basis ̟i (1 ≤ i ≤ n) where
̟i =
{
Λi − Λ0 if i = 1, n− 1, n,
Λi − 2Λ0 if 2 ≤ i ≤ n− 2.
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For an orthonormal basis {ǫ1, . . . , ǫn} of Q⊗(Pcl)0 with respect to the bilinear form
induced from (·, ·) on P , we have
αi =
{
ǫi − ǫi+1 (1 ≤ i ≤ n− 1),
ǫn−1 + ǫn (i = n),
̟i =

ǫ1 + · · ·+ ǫi (1 ≤ i ≤ n− 2),
1
2
(ǫ1 + · · ·+ ǫn−1 − ǫn) (i = n− 1),
1
2
(ǫ1 + · · ·+ ǫn−1 + ǫn) (i = n).
Let g0 be the Lie subalgebra of g whose Dynkin diagram is obtained by removing the
0 vertex from the Dynkin diagram of g. Then g0 is a simple Lie algebra of type Dn.
We may regard (Pcl)0 as a weight lattice of g0. Let W0 be the Weyl group of g0 and
w0 the longest element of W0.
Let ∗ be the automorphism of the Dynkin diagram of Dn arising from the action
of the longest element w0 ∈ W0 given by ̟i∗ = −w0̟i for i ∈ I0. Then we have
i∗ = i for 1 ≤ i ≤ n − 2, and (n − 1)∗ = n − 1, n∗ = n if n is even, (n − 1)∗ = n,
n∗ = n−1 if n is odd. For a finite-dimensional U ′q(g)-module M , we denote by M
∗ the
left dual ofM and by ∗M the right dual ofM ; i.e., we have the following U ′q(g)-module
homomorphisms:
M∗ ⊗M
tr
−→ k, k
ι
−→M ⊗M∗ and M ⊗ ∗M
tr
−→ k, k
ι
−→ ∗M ⊗M.
For example, we have
V (̟i)
∗ ≃ V (̟i∗)q−2n+2 and
∗V (̟i) ≃ V (̟i∗)q2n−2 .
We denote the denominator dV (̟i),V (̟j)(z) of R
norm
V (̟i),V (̟j)
(z) by di,j(z). By [2, (A.6)]
and [11, Proposition 6.15] (see also [5]), we have
di,j(z) = dj,i(z).(A.4)
Our main result in this appendix is the following theorem.
Theorem A.1.1. For n ≥ 4, we have
dk,l(z) =
min(k,l)∏
s=1
(z − (−q)|k−l|+2s)(z − (−q)2n−k−l−2+2s)
=
∏
|k−l|+2≤s≤k+l
s≡k+l mod 2
(1− (−q)s)
∏
2n−k−l≤t≤2n−|k−l|−2
t≡k+l mod 2
(1− (−q)t) for 1 ≤ k, l ≤ n− 2,
dk,n−1(z) = dk,n(z) =
k∏
s=1
(z − (−q)n−k−1+2s) for 1 ≤ k ≤ n− 2,
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dk,l(z) =
∏
1≤s≤n−1, s≡k−l+1mod 2
(z − (−q)2s) for n− 1 ≤ k, l ≤ n.
A.2. Vector representation. Let V =
( n⊕
j=1
C(q)vj)⊕
( n⊕
j=1
C(q)vj) be a (2n)-dimensional
vector space and let B = {1, 2, . . . , n, n¯, . . . , 2¯, 1¯} be the index set for the basis of V
with an ordering given by
1 ≺ 2 ≺ · · · ≺ n, n ≺ · · · ≺ 2 ≺ 1, n− 1 ≺ n, n ≺ n− 1.
We define the U ′q(g)-module action on V as follows:
qhvj = q
〈h,wt(vj)〉vj for h ∈ (Pcl)
∨ and j ∈ B,
eivj =

vi if j = i+ 1 and i 6= 0, n,
vi+1 if j = i and i 6= 0, n,
vn if j = n− 1 and i = n,
vn−1 if j = n and i = n,
v1 if j = 2 and i = 0,
v2 if j = 1 and i = 0,
0 otherwise,
fivj =

vi+1 if j = i and i 6= 0, n,
vi if j = i+ 1 and i 6= 0, n,
vn if j = n− 1 and i = n,
vn−1 if j = n and i = n,
v1 if j = 2 and i = 0,
v2 if j = 1 and i = 0,
0 otherwise,
where
wt(vj) = ǫj, wt(vj) = −ǫj for j = 1, 2, . . . , n.
Then V is an integrable U ′q(g)-module, called the vector representation. It is isomorphic
to V (̟1) with a crystal graph
2
2 // 3
3 // · · · · · · // n− 2
n−2 // n− 1
n−1vv♠♠♠
♠♠♠
♠♠♠
♠♠ n
''◆◆
◆◆
◆◆
◆◆
◆
1
1
99ttttttttt
1
0
ee❏❏❏❏❏❏❏❏❏
n
n
((PP
PPP
PPP
PPP n
n−1xxqqq
qq
qq
qq
2
0
dd■■■■■■■■■
1
::✉✉✉✉✉✉✉✉✉
3
2
oo · · · · · · · · ·
3
oo n− 2oo n− 1
n−2
oo
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Following [10], we recall the explicit form of the normalized R-matrix
RnormV (̟1),V (̟1)(z) : V (̟1)⊗ V (̟1)z → V (̟1)z ⊗ V (̟1)
given by
RnormV (̟1),V (̟1)(z)(vk ⊗ vℓ) =

vk ⊗ vℓ if k = ℓ,
(1− q2)zδ(k≻ℓ)
z − q2
(vk ⊗ vℓ) +
q(z − 1)
z − q2
(vℓ ⊗ vk) if k 6= ℓ, ℓ
1
(z − q2)(z − q2n−2)
∑
j∈B cjk(z)(vj ⊗ vj) if k = ℓ,
(A.5)
where
cij(z) =

(q2z − q2n−2)(z − 1) if i = j,
(1− q2)z(q|j|−|i|(1− z) + δi,j(z − q
2n−2)) if i ≺ j,
(1− q2)(q2n−2q|j|−|i|(1− z) + δi,j(z − q
2n−2)) if i ≻ j,
and |j| =
{
j if j = 1, 2, . . . , n
n− j if j = 1, 2, . . . , n.
Here and in the sequel, we set
j = k if j = k for k = 1, . . . , n.
Observe that the denominator d1,1(z) := dV (̟1),V (̟1)(z) of R
norm
V (̟1),V (̟1)
(z) is given by
d1,1(z) = (z − q
2)(z − q2n−2).(A.6)
For each k ≥ 1, set
V ⊗(k) := V(−q)1−k ⊗ V(−q)3−k ⊗ · · · ⊗ V(−q)k−3 ⊗ V(−q)k−1 ,
V
⊗(k)
:= V(−q)k−1 ⊗ V(−q)k−3 ⊗ · · · ⊗ V(−q)3−k ⊗ V(−q)1−k ,
and define a U ′q(g)-module homomorphism
T (k) : V ⊗(k) → V
⊗(k)
by
T (k) =
(
R1(q
2) ◦ · · · ◦Rk−1(q
2k−2)
)
◦ · · · ◦
(
R1(q
2) ◦R2(q
4)
)
◦
(
R1(q
2)
)
,
where Ri(xi+1/xi) denotes the homomorphism
Vx1 ⊗ · · · ⊗ Vxi−1 ⊗ d1,1(z)R
norm
V (̟1),V (̟1)(z)|z=xi+1/xi ⊗ Vxi+2 ⊗ · · · ⊗ Vxr :
Vx1 ⊗ · · · ⊗ Vxi ⊗ Vxi+1 ⊗ · · · ⊗ Vxr −→ Vx1 ⊗ · · · ⊗ Vxi+1 ⊗ Vxi ⊗ · · · ⊗ Vxr .
32 S.-J. KANG, M. KASHIWARA, M. KIM
Proposition A.2.1 ( [10, Proposition 4.1-4.3]). Let 2 ≤ k ≤ n − 2 and set W =
ImRnormV (̟1),V (̟1)(q
−2) ⊂ V
⊗(2)
.
(a) We have
Ker T (k) =
k−2∑
j=0
(
V ⊗(j)
)
(−q)j−k
⊗W(−q)2j+2−k ⊗
(
V ⊗(k−2−j)
)
(−q)j+2
.(A.7)
(b) The U ′q(g)-module Im(T
(k)) is isomorphic to the fundamental representation V (̟k)
of weight ̟k.
Let us denote by v[i1,i2,...,ik] ∈ V (̟k) the image of vi1 ⊗ vi2 ⊗ · · · ⊗ vik under the
projection V ⊗(k) ։ V (̟k).
By (A.7), we have
(KerT (k))(−q)−ℓ ⊗
(
V ⊗(ℓ)
)
(−q)k
+
(
V ⊗(k)
)
(−q)−ℓ
⊗(Ker T (ℓ))(−q)k ⊂ Ker T
(k+ℓ).
Hence we obtain
Corollary A.2.2. For 1 ≤ k, ℓ ≤ n−2 such that k+ℓ ≤ n−2, there exists a surjective
U ′q(g)-module homomorphism
pk,ℓ : V (̟k)(−q)−ℓ ⊗ V (̟ℓ)(−q)k ։ V (̟k+ℓ).(A.8)
Taking dual, we have an injective U ′q(g)-module homomorphism
ιk,ℓ : V (̟k+ℓ)֌ V (̟k)(−q)ℓ ⊗ V (̟ℓ)(−q)−k .(A.9)
A.3. Spin representations. Let V
(+)
sp be the k-vector space with basis
B(+)sp = {(m1, . . . , mn) ; mi = +or−, m1 · · ·mn = +},(A.10)
and set V
(−)
sp be the k-vector space with basis
B(−)sp = {(m1, . . . , mn) ; mi = +or−, m1 · · ·mn = −},(A.11)
respectively. Define the U ′q(g)-actions on V
(±)
sp as follows: for v = (m1, . . . , mn) and
i ∈ I,
qhv = q〈h,wt(v)〉v for h ∈ (Pcl)
∨, where wt(v) =
1
2
n∑
k=1
mkǫk,
eiv =

(m1, . . . ,
i
+,
i+1
− , . . . , mn) if i 6= 0, n and mi = −, mi+1 = +,
(m1, . . . ,
n−1
+ ,
n
+) if i = n and mn−1 = mn = −,
(−,−, m3, . . . , mn) if i = 0 and m1 = m2 = +,
0 otherwise,
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fiv =

(m1, . . . ,
i
−,
i+1
+ , . . . , mn) if i 6= 0, n and mi = +, mi+1 = −,
(m1, . . . ,
n−1
− ,
n
−) if i = n and mn−1 = mn = +,
(+,+, m3, . . . , mn) if i = 0 and m1 = m2 = −,
0 otherwise,
We call V
(±)
sp by the spin representations of U ′q(g). They are simple U
′
q(g)-modules and
V (̟n−1) ≃ V
(−)
sp , V (̟n) ≃ V
(+)
sp
as U ′q(g)-modules ([21, Section 4.3.2]).
For i, j ∈ B and m ∈ B
(±)
sp , set
m(i) =

(m1, . . . ,
i
+, . . . , mn) if i  n, mi = −,
(m1, . . . ,
i
−, . . . , mn) if i ≻ n, mi = +,
0 otherwise,
and set m(i, j) =
(
m(i)
)
(j). In [10], the following explicit form of the normalized
R-matrices are presented:
For i ∈ B, and m ∈ B
(+)
sp ,
Rnorm1,n (z)(vi ⊗m) = bi,m(z)(m⊗ vi) +
∑
j∈B,j 6=i
bi,j,mci,j(z)((−q)
n−1z)δ(i≻j)m(i, j¯)⊗ vj,
(A.12)
Rnormn,1 (z)(m⊗ vi) = bi,m(z)(vi⊗m) +
∑
j∈B,j 6=i
bi,j,mci,j(z)((−q)
n−1z)δ(i≺j)vj ⊗m(i, j¯),
(A.13)
where
bi,m(z) =
1 (i  n, mi = + or i  n, mi¯ = −),q z − (−q)n−2
z − (−q)n
(i  n, mi = − or i  n, mi¯ = +),
ci,j(z) =
1− q2
z − (−q)n
,
and for some non-zero constants bi,j,m and bi,j,m. For the precise description of bi,j,m
and bi,j,m, see [10]. Observe that
d1,n(z) = dn,1(z) = z − (−q)
n.(A.14)
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The denominators of the normalized R-matrices between the spin representations
are calculated in [36]:
dn−1,n−1(z) = dn,n(z) =
[n/2]∏
s=1
(z − (−q)4s−2) =
∏
2≤k≤2n−2, k≡2mod4
(z − (−q)k),(A.15)
dn−1,n(z) = dn,n−1(z) =
[(n−1)/2]∏
s=1
(z − (−q)4s) =
∏
4≤k≤2n−2, k≡0mod4
(z − (−q)k),(A.16)
where [k] denotes the largest integer that does not exceed k.
The following proposition is proved in [31].
Proposition A.3.1 ([31, Proposition 3.1]). For 1 ≤ k ≤ n− 2 and n′, n′′ ∈ {n− 1, n}
such that n′ − n′′ ≡ n− k mod 2, there exists a surjective homomorphism
V (̟n′)(−q)−n+k+1 ⊗ V (̟n′′)(−q)n−k−1 ։ V (̟k),(A.17)
and an injective homomorphism
V (̟k)֌ V (̟n′)(−q)n−k−1 ⊗V (̟n′′)(−q)−n+k+1 .(A.18)
The following lemma will be used in the next section.
Lemma A.3.2. Let 1 ≤ k, l ≤ n − 2 such that k + l = n − 1. Then there exists a
surjective U ′q(g)-module homomorphism
V (̟k)(−q)−l ⊗ V (̟l)(−q)k ։ V (̟n−1)⊗ V (̟n),(A.19)
and an injective U ′q(g)-module homomorphism
V (̟n−1)⊗ V (̟n)֌ V (̟k)(−q)l ⊗ V (̟l)(−q)−k .(A.20)
Proof. By (A.18), we obtain injective U ′q(g)-module homomorphisms
ξ1 : V (̟k)(−q)−l ֌ V (̟n−1) ⊗ V (̟n′)(−q)−n+k+1−l ,
ξ2 : V (̟l)(−q)k ֌ V (̟n′′)(−q)n−l−1+k ⊗ V (̟n),
(A.21)
where n′ ∈ {n− 1, n} such that n− 1− n′ ≡ n− k mod 2 and n′′ = (n′)∗. Note that
n′′ − n ≡ n− l mod 2.
Let ϕ be the composition of the following U ′q(g)-module homomorphisms:
V (̟k)(−q)−l ⊗ V (̟l)(−q)k
ξ1⊗ ξ2

V (̟n−1) ⊗ V (̟n′)(−q)−n+k+1−l ⊗V (̟n′′)(−q)n−l−1+k ⊗ V (̟n)
V (̟n−1)⊗tr⊗V (̟n)

V (̟n−1) ⊗ V (̟n).
(A.22)
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We shall show that ϕ does not vanish. Let v be a Uq(g0)-lowest weight vector of
V (̟k)(−q)l of weight −̟k and w a Uq(g0)-highest weight vector of V (̟l)(−q)k of weight
̟ℓ. Then by the crystal basis theory, we have, up to constant multiple
ξ1(v) ≡ v1 ⊗ u−̟n′′ mod
⊕
λ6=−̟n′′
V (̟n−1)̟k−λ ⊗
(
V (̟n′)(−q)−n+k+1−l
)
λ
ξ2(w) ≡ u̟n′′ ⊗w1 mod
⊕
λ6=̟n′′
(
V (̟n′′)(−q)n−l−1+k
)
λ
⊗ V (̟n),
where u−̟n′′ is the lowest weight vector of V (̟n′)(−q)−n+k+1−l of weight −̟n′′ , v1 is a
non-zero vector of V (̟n−1) of weight −̟k +̟n′′, u̟n′′ is the highest weight vector of
V (̟n′′)(−q)n−l−1+k and w1 is a non-zero vector of V (̟n) of weight ̟l −̟n′′. Then we
have
ϕ(v⊗w) ≡ tr(u−̟n′′ ⊗u̟n′′ )v1⊗w1 mod
⊕
λ6=̟k+̟n′′
V (̟n−1)λ⊗V (̟n)̟k+̟l−λ.
Hence ϕ is non-zero. Since V (̟n−1)⊗V (̟n) is a simple U
′
q(g)-module, ϕ is surjective.
The homomorphism (A.19) is obtained from (A.20) by duality. 
A.4. Universal R-matrices. Let K be a commutative ring containing k[z, z−1]. For
a U ′q(g)-module M , we denote by Mz the K⊗U
′
q(g)-module K⊗k[z,z−1]Maff . Here z
acts on Maff by zM .
A U ′q(g)[z, z
−1]-homomorphism from M ⊗Nz to Nz ⊗M is called an intertwiner.
By taking k((z)) for K, we have a U ′q(g)-module homomorphism
RunivM,N(z) : M ⊗Nz → Nz ⊗M,
functorially in finite-dimensional integrable U ′q(g)-modules M and N . It is called the
universal R-matrix from M ⊗ Nz to Nz ⊗M ([13]). Then the universal R-matrices
satisfy the following property:
RunivM,L⊗L′(z) = (Lz ⊗ R
univ
M,L′(z)) ◦ (R
univ
M,L(z)⊗ L
′
z).
Let λ and µ be the dominant extremal weights of finite-dimensional irreducible U ′q(g)-
modules M and N , respectively. Because the intertwiners between irreducible U ′q(g)-
modules are unique up to constant ([2, Corollary 2.5]), we have
RunivM,N(z) = aM,N(z)R
norm
M,N (z),
for some element aMN(z) of k((z)). Actually, we have (see e.g. [2, (A.4)])
aM,N(z) ∈ q
(λ|µ)(1 + zk[[z]]).
The following useful lemma appeared in [2].
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Lemma A.4.1 ([2, Lemma C.15]). Let V ′, V ′′, V and W be irreducible U ′q(g)-modules.
Assume that there is a surjective morphism V ′ ⊗ V ′′ ։ V . Then
dW,V ′(z)dW,V ′′(z)aW,V (z)
dW,V (z)aW,V ′(z)aW,V ′′(z)
and
dV ′,W (z)dV ′′,W (z)aV,W (z)
dV,W (z)aV ′,W (z)aV ′′,W (z)
are in k[z, z−1].
A.5. The denominators of normalized R-matrices. For i, j ∈ I0, write
di,j(z) =
∏
ν
(z − xν) and di∗,j(z) =
∏
ν
(z − yν).
Then by [2, (a.10)], [2, (A.13)] and (A.4), we have
ai,j(z)ai∗,j(q
−2n+2z) ≡
di,j(z)
di∗,j(q2n−2z−1)
,(A.23)
ai,j(z) = q
(̟i|̟j)
∏
ν
(p∗yνz; p
∗2)∞(p
∗ yν z; p
∗2)∞
(xνz; p∗2)∞(p∗2 xν z; p∗2)∞
,
where p∗ = q2n−2 and (z; q)∞ =
∏∞
s=0(1− q
nz).
Here and in the sequel, f ≡ g means that f = ag for some a ∈ k[z, z−1]×. Note that
k[z, z−1]× = {czn ; n ∈ Z, c ∈ k×}.
Observe that ai,j(z) = aj,i(z), because di,j(z) = dj,i(z) (see (A.4)). By (A.6) and
(A.14), we have
a1,1(z) ≡
[0][2n][2n− 4][4n− 4]
[2][2n− 2]2[4n− 6]
,(A.24)
a1,n(z) ≡
[n− 2][3n− 2]
[n][3n− 4]
,(A.25)
where [m] = ((−q)mz; p∗2)∞.
Note that we have [m]/[m+ 4n− 4] ≡ z − (−q)−m.
Proposition A.5.1. For 1 ≤ k ≤ n− 2, we have
ak,n(z) ≡
[n− k − 1][3n+ k − 3]
[n + k − 1][3n− k − 3]
.(A.26)
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Proof. Consider the following commutative diagram:
V (̟n) ⊗ V (̟k−1)(−q)−1z ⊗ V (̟1)(−q)k−1z //
Runivn,k−1(−q
−1z)⊗V (̟1)(−q)k−1z

V (̟n) ⊗ V (̟k)z
Runivn,k (z)

V (̟k−1)(−q)−1z ⊗ V (̟n) ⊗ V (̟1)(−q)k−1z
V (̟k−1)(−q)−1z⊗R
univ
n,1 ((−q)
k−1z)

V (̟k−1)(−q)−1z ⊗ V (̟1)(−q)k−1z ⊗ V (̟n) // V (̟k)z ⊗ V (̟n).
Then we have
m+n ⊗ v[1,...,k−1] ⊗ vk
✤ /
❴

m+n ⊗ v[1,...,k−1,k]
❴

an,k−1(−q
−1z)v[1,...,k−1] ⊗m
+
n ⊗ vk
❴

an,k−1(−q
−1z)an,1((−q)
k−1z)v[1,...,k−1] ⊗ w
✤ / an,k(z)v[1,...,k−1,k] ⊗m
+
n ,
where m+n is the highest weight vector of V (̟n), and v[1,...,k] is the highest weight vector
of V (̟k), and w = R
norm
n,1 ((−q)
k−1z)(m+n ⊗ vk). Since m
+
n ⊗ vk = fk−1 · · · f1(m
+
n ⊗ v1)
and vk ⊗m
+
n = fk−1 · · · f1(v1 ⊗m
+
n ), we have
w = Rnormn,1 ((−q)
k−1z)(m+n ⊗ vk) = vk ⊗m
+
n ,
and hence
an,k(z) = an,k−1(−q
−1z) an,1((−q)
k−1z)(A.27)
for 2 ≤ k ≤ n− 2. By (A.25) and induction on k, we have the desired result. 
Now we can determine the denominators between the spin representations and the
other fundamental representations.
Theorem A.5.2. For 1 ≤ k ≤ n− 2, we have
dk,n(z) =
k∏
s=1
(z − (−q)n−k−1+2s).(A.28)
Proof. The case k = 1 is already proved in (A.14). Assume that k ≥ 2. Applying
Lemma A.4.1 to the surjection V (̟k−1)(−q)−1 ⊗ V (̟1)(−q)k−1 → V (̟k), we have
dk−1,n(−q
−1z)d1,n((−q)
k−1z)ak,n(z)
dk,n(z)ak−1,n(−q−1z)a1,n((−q)k−1z)
∈ k[z, z−1].
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By (A.27), we obtain
dk−1,n(−q
−1z)dn,1((−q)
k−1z)
dk,n(z)
≡
dk−1,n(−q
−1z)(z − (−q)n−k+1)
dk,n(z)
∈ k[z, z−1].(A.29)
On the other hand, for each 2 ≤ k ≤ n− 2, we have a surjective homomorphism
V (̟k)−q−1 ⊗ V (̟1)(−q)2n−2−k ։ V (̟k−1),
given by the composition
V (̟k)−q−1 ⊗ V (̟1)(−q)2n−2−k
ι1,k−1
−−−−→
V (̟k−1) ⊗ V (̟1)(−q)−k ⊗ V (̟1)(−q)2n−2−k
tr
−→ V (̟k−1).
Applying Lemma A.4.1 to this surjection, we obtain
d1,n((−q)
k+2−2nz)dk,n(−qz)ak−1,n(z)
dk−1,n(z)a1,n((−q)k+2−2nz)ak,n(−qz)
∈ k[z, z−1].
By (A.26), we have
ak−1,n(z)
a1,n((−q)k+2−2nz)ak,n(−qz)
≡
z − (−q)n−k−2
z − (−q)n−k
mod k[z, z−1]×.
Thus we obtain
dk,n(−qz)
dk−1,n(z)
(z − (−q)3n−k−2)(z − (−q)n−k−2)
(z − (−q)n−k)
∈ k[z, z−1].(A.30)
By the induction hypothesis, we know that dk−1,n(z) does not vanish at z = (−q)
3n−k−2,
(−q)n−k−2. It follows that
dk,n(−qz)
dk−1,n(z)(z − (−q)n−k)
∈ k[z, z−1],
which is equivalent to
dk,n(z)
dk−1,n(−q−1z)(z − (−q)n−k+1)
∈ k[z, z−1].
Comparing with (A.29), we have
dk,n(z) ≡ dk−1,n(−q
−1z)(z − (−q)n−k+1) =
k∏
s=1
(z − (−q)n−k−1+2s),
as desired. 
To determine dk,l(z) for 1 ≤ k, l ≤ n− 2, we first calculate ak,l(z).
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Proposition A.5.3. For 1 ≤ k, l ≤ n− 2, we have
ak,l(z) ≡
[|k − l|][2n+ k + l − 2][2n− k − l − 2][4n− |k − l| − 4]
[k + l][2n + k − l − 2][2n− k + l − 2][4n− k − l − 4]
.(A.31)
Proof. The case k = l = 1 is already proved in (A.24).
We shall first calculate a1,k(z). Assume that 2 ≤ k ≤ n− 2. Consider the following
commutative diagram:
V (̟1) ⊗ V (̟k−1)(−q)−1z ⊗ V (̟1)(−q)k−1z //
Runiv1,k−1(−q
−1z)⊗V (̟1)(−q)k−1z

V (̟1) ⊗ V (̟k)z
Runiv1,k (z)

V (̟k−1)(−q)−1z ⊗ V (̟1) ⊗ V (̟1)(−q)k−1z
V (̟k−1)(−q)−1z⊗R
univ
1,1 ((−q)
k−1z)

V (̟k−1)(−q)−1z ⊗ V (̟1)(−q)k−1z ⊗ V (̟1) // V (̟k)z ⊗ V (̟1)
Then we have
v1 ⊗ v[1,...,k−1] ⊗ vk
✤ /
❴

v1 ⊗ v[1,...,k−1,k]
❴

a1,k−1(−q
−1z)v[1,...,k−1] ⊗ v1 ⊗ vk
❴

a1,k−1(−q
−1z)a1,1((−q)
k−1z)v[1,...,k−1] ⊗ w
✤ / a1,k(z)v[1,...,k−1,k] ⊗ v1,
where w = Rnorm1,1 ((−q)
k−1z)(v1 ⊗ vk). By (A.5), we have
w = Rnorm1,1 ((−q)
k−1z)(v1 ⊗ vk) =
q((−q)k−1z − 1)
(−q)k−1z − q2
vk ⊗ v1 +
1− q2
(−q)k−1z − q2
v1 ⊗ vk,
and hence
a1,k(z) ≡ a1,k−1(−q
−1z) a1,1((−q)
k−1z)
q((−q)k−1z − 1)
(−q)k−1z − q2
≡ a1,k−1(−q
−1z) a1,1((−q)
k−1z)
[k − 1][4n+ k − 7]
[k − 3][4n+ k − 5]
.
for 2 ≤ k ≤ n− 2. Then, by induction on k, we have
a1,k(z) = ak,1(z) ≡
[k − 1][2n+ k − 1][2n− k − 3][4n− k − 3]
[k + 1][2n+ k − 3][2n− k − 1][4n− k − 5]
.(A.32)
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Now we shall calculate ak,l(z) for 2 ≤ l ≤ k ≤ n−2. Consider the following diagram:
V (̟k) ⊗ V (̟l−1)(−q)−1z ⊗ V (̟1)(−q)l−1z //
Runivk,l−1(−q
−1z)⊗V (̟1)(−q)l−1z

V (̟k) ⊗ V (̟l)z
Runivk,l (z)

V (̟l−1)(−q)−1z ⊗ V (̟k) ⊗ V (̟1)(−q)l−1z
V (̟l−1)(−q)−1z⊗R
univ
k,1 ((−q)
l−1z)

V (̟l−1)(−q)−1z ⊗ V (̟1)(−q)l−1z ⊗ V (̟k) // V (̟l)z ⊗ V (̟k)
Then we have
v[1,...,k] ⊗ v[1,...,l−1] ⊗ vl
✤ /
❴

v[1,...,k] ⊗ v[1,...,l−1,l]
❴

ak,l−1(−q
−1z)v[1,...,l−1] ⊗ v[1,...,k] ⊗ vl
❴

ak,l−1(−q
−1z)ak,1((−q)
l−1z)v[1,...,l−1] ⊗ w
✤ / ak,l(z)v[1,...,l−1,l] ⊗ v[1,...,k],
where w = Rnormk,1 ((−q)
l−1z)(vl ⊗ v[1,...,k]). Since
fl−1fl−2 · · · f1(v[1,...,k] ⊗ v1) = v[1,...,k] ⊗ vl,
fl−1fl−2 · · · f1(v1 ⊗ v[1,...,k]) = vl ⊗ v[1,...,k],
we have
w = Rnormk,1 ((−q)
l−1z)(vl ⊗ v[1,...,k]) = v[1,...,k] ⊗ vl.
It follows that
ak,l(z) = ak,l−1(−q
−1z) ak,1((−q)
l−1z) (2 ≤ l ≤ k ≤ n− 2).(A.33)
Using (A.32), (A.33) and induction on l, we have
ak,l(z) ≡
[k − l][2n + k + l − 2][2n− k − l − 2][4n− k + l − 4]
[k + l][2n+ k − l − 2][2n− k + l − 2][4n− k − l − 4]
for 2 ≤ l ≤ k ≤ n− 2. Because ak,l(z) = al,k(z), we obtain the desired result. 
For 1 ≤ k, l ≤ n− 2, set
Dk,l(z) =
min(k,l)∏
s=1
(z − (−q)|k−l|+2s)(z − (−q)2n−k−l−2+2s).(A.34)
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Then Dk,l(z) = Dl,k(z) and we have
ak,l(z)ak,l((−q)
−2n+2z) ≡
(z − (−q)k+l)(z − (−q)2n−|k−l|−2)
(z − (−q)|k−l|)(z − (−q)2n−k−l−2)
≡
Dk,l(z)
Dk,l(q2n−2z−1)
.
Hence (A.23) implies that
Di,j(z)
di,j(z)
≡
Di,j(q
2n−2z−1)
di,j(q2n−2z−1)
.(A.35)
By direct calculation, we also have
Dk,l(z) = Dk,l−1(−q
−1z)Dk,1((−q)
l−1z) (2 ≤ l ≤ k ≤ n− 2).(A.36)
Next, we will determine the denominators of the normalized R-matrices between the
fundamental representations V (̟k) and V (̟l) for 1 ≤ k, l ≤ n− 2.
Theorem A.5.4. For 1 ≤ k, l ≤ n− 2, we have
dk,l(z) = Dk,l(z) =
min(k,l)∏
s=1
(z − (−q)|k−l|+2s)(z − (−q)2n−k−l−2+2s).(A.37)
Proof. It is true for the case k = l = 1 by (A.6).
Assume that 1 ≤ k ≤ n and 2 ≤ l ≤ n− 2. By Corollary A.2.2, we have a surjective
homomorphism
pl−1,1 : V (̟l−1)−q−1 ⊗ V(−q)l−1 ։ V (̟l).
Hence by Lemma A.4.1, we obtain
dk,l−1(−q
−1z)dk,1((−q)
l−1z)ak,l(z)
dk,l(z)ak,l−1(−q−1z)ak,1((−q)l−1z)
∈ k[z, z−1] (1 ≤ k ≤ n, 2 ≤ l ≤ n− 2).(A.38)
If 2 ≤ l ≤ k ≤ n− 2, then by (A.33), we have
dk,l−1(−q
−1z)dk,1((−q)
l−1z)
dk,l(z)
∈ k[z, z−1] (2 ≤ l ≤ k ≤ n− 2).(A.39)
By (A.32), we have
a1,l(z)
a1,l−1(−q−1z)a1,1((−q)l−1z)
≡
(z − (−q)1−l)
(z − (−q)3−l)
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for 2 ≤ l ≤ n−2. Hence setting k = 1 in (A.38) and then replacing l with k, we obtain
d1,k−1(−q
−1z)D1,1((−q)
k−1z)
d1,k(z)
(z − (−q)1−k)
(z − (−q)3−k)
≡
d1,k−1(−q
−1z)(z − (−q)2n−k−1)(z − (−q)1−k)
d1,k(z)
∈ k[z, z−1]
for 2 ≤ k ≤ n− 2.
(A.40)
On the other hand, from the surjective homomorphism
V (̟k)−q−1 ⊗ V (̟1)(−q)2n−2−k ։ V (̟k−1),
we obtain
d1,l((−q)
k+2−2nz)dk,l(−qz)ak−1,l(z)
dk−1,l(z)ak,l(−qz)a1,l((−q)k+2−2nz)
∈ k[z, z−1] (2 ≤ k ≤ n− 2, 1 ≤ l ≤ n).
Since
ak−1,l(z)
ak,l(−qz)a1,l((−q)k+2−2nz)
≡

z − (−q)2n−k−l−3
z − (−q)2n−k−l−1
if 1 ≤ l < k ≤ n− 2,
(z − (−q)2n−k−l−3)
(z − (−q)2n−k−l−1)
(z − (−q)−1)
(z − (−q))
if 2 ≤ l = k ≤ n− 2,
we have
d1,l((−q)
k+2−2nz)dk,l(−qz)
dk−1,l(z)
(z − (−q)2n−k−l−3)
(z − (−q)2n−k−l−1)
∈ k[z, z−1] if 1 ≤ l < k ≤ n− 2,
(A.41)
and
d1,l((−q)
k+2−2nz)dk,l(−qz)
dk−1,l(z)
(z − (−q)2n−k−l−3)
(z − (−q)2n−k−l−1)
(z − (−q)−1)
(z − (−q))
∈ k[z, z−1]
if 2 ≤ l = k ≤ n− 2.
(A.42)
Setting l = 1 in (A.41), we obtain
D1,1((−q)
k+1−2nz)dk,1(z)
dk−1,1((−q)−1z)
(z − (−q)2n−k−3)
(z − (−q)2n−k−1)
∈ k[z, z−1] for 2 ≤ k ≤ n− 2.(A.43)
Now we will show
d1,k(z) = D1,k(z) = (z − (−q)
k+1)(z − (−q)2n−k−1)
for 2 ≤ k ≤ n− 2. By induction on k in (A.40), we have
D1,k−1(−q
−1z)(z − (−q)2n−k−1)(z − (−q)1−k)
d1,k(z)
(A.44)
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=(−q)−1
(z − (−q)k+1)(z − (−q)2n−k+1)(z − (−q)2n−k−1)(z − (−q)1−k)
d1,k(z)
∈ k[z, z−1].
for 2 ≤ k ≤ n−2. Note that z = (−q)1−k is not a zero of d1,k(z) since (−q)
1−k 6∈ C[[q]].
We shall show that z = (−q)2n−k+1 is not a zero of d1,k(z) either. By (A.44),
z = (−q)k−3 is not a zero of d1,k(z). Hence z = (−q)
k−3 is not a pole of D1,k(z)/d1,k(z),
and therefore z = (−q)2n−k+1 is not a pole of D1,k((−q)
2n−2z−1)/d1,k((−q)
2n−2z−1).
Now (A.35) implies that z = (−q)2n−k+1 is not a pole of D1,k(z)/d1,k(z), which implies
that z = (−q)2n−k+1 is not a zero of d1,k(z).
Then, from (A.44) we conclude that
D1,k(z)
d1,k(z)
=
(z − (−q)k+1)(z − (−q)2n−k−1)
d1,k(z)
∈ k[z, z−1] (2 ≤ k ≤ n− 2).(A.45)
On the other hand, by induction on k in (A.43), we obtain
d1,k(z)
(z − (−q)k+1)(z − (−q)2n−k−1)
∈ k[z, z−1] if k 6= n− 2,(A.46)
d1,k(z)
z − (−q)2n−k−1
∈ k[z, z−1] if k = n− 2.(A.47)
By Lemma A.3.2, d1,k(z) = 0 at z = (−q)
k+1, we have
d1,k(z)
D1,k(z)
=
d1,k(z)
(z − (−q)k+1)(z − (−q)2n−k−1)
∈ k[z, z−1] (2 ≤ k ≤ n− 2).
Combining (A.45), we conclude that
d1,k(z) = (z − (−q)
k+1)(z − (−q)2n−k−1) = D1,k(z) (2 ≤ k ≤ n− 2).(A.48)
Now we will show that dk,l(z) = Dk,l(z) for 2 ≤ k, l ≤ n − 2 by induction on k + l.
Assume that 2 ≤ l ≤ k ≤ n − 2. By induction on k + l in (A.39) and the relation
(A.36), we have
dk,l−1(−q
−1z)dk,1((−q)
l−1z)
dk,l(z)
=
Dk,l−1(−q
−1z)Dk,1((−q)
l−1z)
dk,l(z)
=
Dk,l(z)
dk,l(z)
∈ k[z, z−1] (2 ≤ l ≤ k ≤ n− 2).
(A.49)
Define ψk,l(z) ∈ k[z] by Dk,l(z) = dk,l(z)ψk,l(z). We will show that ψk,l(z) = 1 for
2 ≤ l ≤ k ≤ n− 2. Since
D1,l((−q)
k+2−2nz)Dk,l((−q)z)
Dk−1,l(z)
(z − (−q)2n−k−l−3)
(z − (−q)2n−k−l−1)
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=
(z − (−q)
4n−k−l−3)(z − (−1)2n−k−l−3) if l < k,
(z − (−q)4n−k−l−3)(z − (−1)2n−k−l−3)(z − (−q)2n−1)(z + q) if k = l,
the relations (A.41), (A.42) and induction on k + l imply that we have
(z − (−q)4n−k−l−3)(z − (−q)2n−k−l−3)
ψk,l(−qz)
∈ k[z, z−1] if l < k,
(A.50)
(z − (−q)4n−k−l−3)(z − (−q)2n−k−l−3)(z − (−q)2n−1)(z + q−1)
ψk,l(−qz)
∈ k[z, z−1] if k = l.
(A.51)
Since ψk,l(−qz) divides Dk,l(−qz), we conclude that
ψk,l(z) = 1 if k + l < n− 1,(A.52)
(z − (−q)2n−k−l−2)
ψk,l(z)
∈ k[z, z−1] if k + l ≥ n− 1.(A.53)
Hence it is enough to show that z = (−q)2n−k−l−2 is not a zero of ψk,l(z) when
k + l ≥ n − 1. The relation (A.35) implies that ψk,l(q
2n−2z−1) ≡ ψk,l(z). Hence it is
enough to show that z = (−q)k+l is not a zero of ψk,l(z) when k + l ≥ n − 1. It is a
consequence of (A.53) if k + l > n− 1.
Assume that k+ l = n− 1. Then Lemma A.3.2 implies that z = (−q)k+l is a zero of
dk,l(z). Since z = (−q)
k+l is a simple zero of Dk,l(z), we conclude that z = (−q)
k+l is
not a zero of ψk,l(z) when k + l = n− 1. 
References
[1] I. Assem, D. Simson and A. Skowron´ski, Elements of the representation theory of associative
algebras, Vol.1, London Math. Soc. Student Texts 65, Cambridge 2006.
[2] T. Akasaka and M. Kashiwara, Finite-dimensional representations of quantum affine algebras,
Publ. RIMS. Kyoto Univ., 33 (1997), 839–867.
[3] P. J. McNamara, Finite dimensional representations of Khovanov-Lauda-Rouquier algebras I:
Finite Type, arXiv:1207.5860v3 [math.RT].
[4] J. Brundan, A. Kleshchev and P. J. McNamara, Homological properties of finite Khovanov-Lauda-
Rouquier algebras, arXiv:1210.6900v3 [mathRT].
[5] V. Chari, Braid group actions and tensor products, Int. Math. Res. Not. 2002 (7) (2010), 357-382.
[6] V. Chari and A. Pressley, A guide to Quantum Groups, Cambridge U. Press, Cambridge, 1994.
[7] V. Chari and A. Pressley, Quantum affine algebras and their representations, in Representations
of groups (Banff, AB, 1994), CMS Conf. Proc., 16, Amer. Math. Soc., Providence, RI, 1995,
59–78.
[8] Twisted quantum affine algebras, Commun. Math. Phys. 196 (2) (1998), 461–476.
SYMMETRIC QUIVER HECKE ALGEBRAS AND R-MATRICES II 45
[9] E. Date and M. Okado, Calculation of excitation spectra of the spin model related with the vector
representation of the quantized affine algebra of type A
(1)
n , Internat. J. Modern Phys. A 9 (3)
(1994), 399–417.
[10] B. Davies and M. Okado, Excitation spectra of spin models constructed from quantized affine
algebras of type B
(1)
n , D
(1)
n , Internat. J. Modern Phys. A 11 (11) (1996), 1975–2017.
[11] E. Frenkel and E. Mukhin, Combinatorics of q-characters of finite-dimensional representations
of quantum affine algebras, Commun. Math. phys. 216 (2001), 23–57.
[12] E. Frenkel and N. Yu. Reshetikhin, The q-characters of representations of quantum affine algebras
and deformations of W-algebras, Recent developments in quantum affine algebras and related
topics, Contemp. Math. 248 (1999), 163–205.
[13] I. B. Frenkel and N. Yu. Reshetikhin, Quantum affine algebras and holonomic difference equations,
Commun. Math. Phys. 146 (1992), 1–60.
[14] P. Gabriel, Auslander-Reiten sequences and Representation-finite algebras, Lecture notes in
Math., vol. 831, Springer-Verlag, Berlin and New York, 1980, pp.1–71.
[15] C. Geiß, B, Leclerc and J. Schro¨r, Cluster structures on quantum coordinate rings, Selecta Math.
(N. S.) 19, (2013), 337-397.
[16] D. Happel, Triangulated categories in the representation theory of finite-dimensional algebras,
London Math. Soc. Lecture Notes 119, Cambridge 1988.
[17] D. Hernandez, Kirillov-Reshetikhin conjecture: the general case, Int. Math. Res. Not. 2010 (1)
(2010), 149–193.
[18] D. Hernandez and B. Leclerc, Cluster algebras and quantum affine algebras, Duke Math. J. 154
(2) (2010), 265–341.
[19] , Quantum Grothendieck rings and derived Hall algebras, arXiv:1109.0862v2 [math.QA].
[20] M. Khovanov and A. Lauda, A diagrammatic approach to categorification of quantum groups I,
Represent. Theory 13 (2009), 309–347.
[21] S.-J. Kang, M. Kashiwara, K. C. Misra, T. Miwa, T. Nakashima and A. Nakayashiki, Perfect
crystals of quantum affine Lie algebras, Duke Math. J. 68 (1992), 499–607.
[22] S.-J. Kang, M. Kashiwara and M. Kim, Symmetric quiver Hecke algebras and R-matrices of
quantum affine algebras, arXiv:1304.0323 [math.RT].
[23] V. Kac, Infinite dimensional Lie algebras, 3rd ed., Cambridge University Press, Cambridge, 1990.
[24] M. Kashiwara, On crystal bases of the q-analogue of universal enveloping algebras, Duke Math.
J. 63 (1991), 465–516.
[25] , The crystal base and Littelmann’s refined Demazure character formula, Duke Math. J.
71 (1993), 839–858.
[26] , On level zero representations of quantum affine algebras, Duke. Math. J. 112 (2002),
117–175.
[27] S. Kato, PBW bases and KLR algebras, arXiv:1203.5254v4 [math.QA].
[28] Y. Kimura, Quantum unipotent subgroup and dual canonical basis, Kyoto J. Math. 52 (2) (2012),
277–331.
[29] Y. Kimura and F. Qin, Graded quiver varieties, quantum cluster algebras and dual canonical
basis, arXiv:1205.2066v2.
[30] A. Kirillov Jr. and J. Thind, Categorical construction of A,D,E root systems, arXiv:1007.2623v3
[math.RT]
[31] Y. Koga, Commutation relations of vertex operators related with the spin representation of
Uq(D
(1)
n ), Osaka J. Math., 35, (1998), 447–486.
[32] G. Lusztig, Canonical bases arising from quantized enveloping algebras, J. Amer. Math. Soc. 3
(1990), 447–498.
46 S.-J. KANG, M. KASHIWARA, M. KIM
[33] , Introduction to Quantum Groups, Progress in Mathematics, 110, Birkha¨user Boston
(1993), 341 pp.
[34] H. Nakajima, Quiver varieties and t-analogue of q-characters of quantum affine algebras, Annals
of Math. 160 (2004), 1057–1097.
[35] , Extremal weight modules of quantum affine algebras, Representation Theory of Algebraic
Groups and Quantum Groups, Adv. Stud. Pure Math. 40 (2004), 343–369.
[36] M. Okado, Quantum R matrices related to the spin representations of Bn and Dn, Commun.
Math. Phys. 134 (1990), 467–486.
[37] P. Papi, A characterization of a special ordering in a root system, Proc. Amer. Math. 120 (1994),
661–665.
[38] R. Rouquier, 2-Kac-Moody algebras, arXiv:0812.5023v1 [math.RT].
[39] , Quiver Hecke algebras and 2-Lie algebras, arXiv:1112.3619v1.
[40] M. Varagnolo and E. Vasserot, Perverse sheaves and quantum Grothendieck rings, in Studies in
memory of Issai Schur, Prog. Math. 210, Birkha¨user, 2002, 345–365.
[41] , Canonical bases and KLR algebras, J. reine angew. Math. 659 (2011), 67–100.
Department of Mathematical Sciences and Research Institute of Mathematics,
Seoul National University, Seoul 151-747, Korea
E-mail address : sjkang@math.snu.ac.kr
Research Institute for Mathematical Sciences, Kyoto University, Kyoto 606-8502,
Japan, & Department of Mathematical Sciences and Research Institute of Mathemat-
ics, Seoul National University, Seoul 151-747, Korea
E-mail address : masaki@kurims.kyoto-u.ac.jp
School of Mathematics, Korea Institute for Advanced Study, Seoul 130-722, Korea
E-mail address : mhkim@kias.re.kr
