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Abstract
In this work we present methods for the extraction and visualization of important
features in vector fields with uncertainty.
In the first part we introduce the first global approaches to extract and visualize
topological features in 2D and 3D steady vector fields that contain uncertainty. For
this, we extend the concept of vector field topology to uncertain vector fields by
considering the vector field as density distribution functions. By generalizing the
concepts of stream lines and critical points we obtain a number of density fields rep-
resenting an uncertain topological segmentation. These features we can visualize
in the 2D case as height surfaces and for the 3D case as volume renderings.
In a second part we present an approach that generalizes concepts of region-based
and geometry-based vortex extraction, namely the Q-criterion, the λ2-criterion and
the Parallel Vectors Operator applied to the method by Sujudi and Haimes. All
these computations are based on the Jacobian of the input field. We give a defi-
nition for the Jacobian computation in uncertain vector fields by using correlated
distribution functions around the location wewant to evaluate. After fitting the dis-
tribution functions we compute the vortex measures in a Monte Carlo Simulation.
The final results are scalar fields representing the probabilities of vortex structures.
They are visualized by isosurfaces and volume renderings.
The last part of this work treats time-dependent vector fields. For such a field topo-
logical features are defined as Lagrangian Coherent Structures (LCS) that can be
computed by extracting extremal structures of the Finite Time Lyapunov Exponent
(FTLE). They are close to material structures, and for an infinite integration time
they converge to exact material structures. However, due to the finite integration
time in FTLE, they are generally not exact material structures. We introduce a mod-
ification of the FTLE method which is guaranteed to produce separating material
structures as features of a scalar field. We achieve this by incorporating the com-
plete available integration time both in forward and backward direction, and by
choosing an appropriate definition for separating structures.
All of our presented methods are tested with synthetic and real-world examples.
Kurzfassung
In der vorliegenden Arbeit zeigen wir Methoden für die Extraktion und Visual-
isierung wichtiger Strukturen in unsicherheitsbehafteten Vektorfeldern.
Im ersten Teil führen wir den ersten uns bekannten Ansatz für die Extraktion und
Visualisierung von topologischen Strukturen in 2D und 3D unsicherheitsbehafteten
Vektorfeldern ein. Hierfür erweitern wir das Konzept der Vektorfeldtopologie für
unsicherheitsbehaftete Vektorfelder. Dabei wird das unsichere Vektorfeld als Feld
von Verteilungsfunktionen dargestellt. Durch die Generalisierung der Konzepte
von Stromlinien und kritischen Punkten bestimmen wir eine Vielzahl von Dichtev-
erteilungen, welche die topologische Segmentierung darstellen. Diese Strukturen
werden im 2D-Fall als Höhenfelder und im 3D-Fall als Volumerenderings dargestellt.
Im zweiten Teil zeigen wir einen Ansatz für die Extraktion von regionsbasierten
und geometriebasierten Wirbelstrukturen in unsicheren Vektorfeldern, wie das Q-
Kriterium, das λ2-Kriterium und den Parallel Vectors Operator, angewandt auf das
Verfahren von Sujudi und Haimes. Alle diese Berechnungen beruhen auf der Ex-
traktion der Jakobimatrix des Vektorfeldes. Aus diesem Grund entwickeln wir eine
Definition für die Berechnung der Jakobimatrix beruhend auf einer hochdimension-
alen Verteilungsfunktion, welche die lokale Nachbarschaft mit einbezieht. Nach
dem Erstellen der Verteilungsfunktionen berechnen wir die Wirbelmaße mit einer
Monte Carlo Methode. Die finalen Resultate repräsentieren Wahrscheinlichkeiten
für Wirbelstrukturen in Form von Skalarfeldern. Sie werden mit Isoflächen und
Volumerenderings dargestellt.
Der letzte Teil dieser Arbeit befasst sich mit zeitabhängigen Vektorfeldern. Topol-
ogische Strukturen solcher Felder werden mittels Lagrangian Coherent Structures
(LCS) definiert und könnenmit Hilfe von Extremalstrukturen des Finite Time Lyaponov
Exponent (FTLE) berechnet werden. Diese Extremalstrukturen nähern sich Mate-
rialstrukturen an, für eine unendlich lange Integrationszeit konvergieren sie sogar
zuMaterialstrukturen. Bedingt durch eine endliche Integrationszeit des FTLE, sind
sie allerdings keine exakten Materialstrukturen. Wir führen eine modifizierte FTLE
Methode ein, die garantiert Materialstrukturen zu erzeugen in Form von Isoflächen
in Skalarfeldern. Dies wird erreicht indem wir sowohl die Vorwärts- als auch die
Rückwärtsintegration über die komplette gegebene Zeit mit einbeziehen.
Alle unsereMethodenwerden anhand von synthetischen und realenDaten getestet.
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1 Introduction
The analysis of flow fields plays a vital role in many computational fluid dynamics
(CFD) applications. As the amount and complexity of CFD data rapidly increases,
this raises a need for efficient and reliable analysis. Additionally, for many appli-
cations not only the amount and complexity is increasing, but also the possibilities
how data can be acquired and analyzed for a specific case. For example, due to
today’s computational power, CFD simulations are repeated multiple times with
slightly varying parameters. This introduces the need to manage and process mul-
tiple flow fields describing one and the same phenomenon. Each field has an asso-
ciated reliability which can be captured by the concept of uncertainty. The consid-
eration of uncertainty is one of the most relevant problems in visualization [Joh04].
A variety of methods has been introduced to represent uncertainty in scalar, vector,
and tensor fields. These methods share a common factor of uncertainty as a local
property of the field, i.e., it is obtained by a locally computed or measured pro-
cess. Vector fields describing flow phenomena may also contain local uncertainty.
Examples could include noise, measurement or simulation errors, uncertain simu-
lation parameters, initial and boundary conditions or the inherent randomness due
to turbulence. However, in flow fields this uncertainty is transported along the flow,
yielding a global uncertainty. This is the point where this work starts. We present
methods that we developed over the last years for the extraction and visualization
of topological features in uncertain vector fields, vortices in uncertain vector fields
and Lagrangian Coherent Structures with guaranteed material separation:
• Uncertain 2D Vector Field Topology [OGHT10]
• Uncertain Topology of 3D Vector Fields [OGT11b]
• Closed Stream Lines in Uncertain Vector Fields [OGT11a]
• Vortex Analysis in Uncertain Vector Fields [OT12]
• Lagrangian Coherent Structureswith GuaranteedMaterial Separation [GOPT11]
1.1 Goals
The goal of this work is the visualization of features in steady 2D and 3D uncertain
vector fields. Flow fields contain very complex information and the complexity
increases if uncertainty occurs. So we choose methods that summarize the infor-
mation inside the flow field, such as topology and vortex structures. To the best of
our knowledge we are not aware of any technique that treats topology or vortices
in vector fields with uncertainty.
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In this work we present methods for the extraction of topological features in such
uncertain fields. The challenges here are the modeling of the uncertain vector field,
the efficient extraction of topological structures and an appropriate visualization
of the high-dimensional results. In comparison to vector field topology without
uncertainty, we cannot extract sharp structures such as points and curves, we com-
pute density distribution functions of the incidence of topological features, namely
sinks, sources, saddles, and closed orbits.
Concerning vortex structure we have the same challenges. For this the modeling of
the uncertainty for the computation of the Jacobian is most important. We present
methods which compute probabilities of region-based and geometry-based vortex
structures. The key for these computations is the use of high-dimensional corre-
lated distribution functions for the computation of the Jacobian of the uncertain
vector field.
The last goal of this work addresses unsteady vector fields. Topological features
in unsteady vector fields are Lagrangian Coherent Structures (LCS) with material
separation. Such structures can be approximated with extremal structures of the
Finite Time Lyapunov Exponent (FTLE). But this is only an approximation. In gen-
eral there is a nonzero volumetric flux across these structures. We present a new
way to compute LCS with guaranteed material separation.
1.2 Contributions
The main contribution of this work is that we introduce topological analysis for 2D
and 3D vector fields with uncertainty. We achieved this by the following steps:
• We describe a vector field equipped with local uncertainty as a density distri-
bution function.
• In order to analyze its asymptotic flow behavior, we integrate particle density
functions describing the probability that a particle is at a certain location.
• For this setup we define the concepts of stream lines and critical points.
• The resulting uncertain topological segmentation consists of a number of den-
sity distribution functions which represent the probability that a particle start-
ing from a particular location will end in an (uncertain) source or sink.
• We visualize the resulting segmentation as well as the uncertain critical points
as height fields.
Also for vortex structures we extend known techniques to vector fields with uncer-
tainty. In this field we achieved these contributions:
• We generalize the definition of vortex regions and cores to uncertain vector
fields.
• Wepropose amodel of uncertainty that uses correlations referring to the prob-
ability distributions in the neighborhood. This uncertainty model enables us
to compute all vortex extractors by the same Monte Carlo method.
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• Finally, we test our method on real-world data sets and discuss the results.
In the context of unsteady vector field visualization we contribute a new variant of
the visualization of separating structures.
• We analyze the fact that FTLE ridges are not exact material structures and
show the relevance of this problem on different examples.
• We introduce a modification of the FTLE method which is guaranteed to pro-
duce separating structures that are material structures. Our Material Separa-
tion Field (MSF) method is novel and produces material structures that sepa-
rate regions of coherent flow behavior.
• We apply our method to three different test data sets and discuss the differ-
ences from FTLE methods.
1.3 Outline
This work is structured as follows:
• Chapter 2 gives an overview about the theoretical background of vector field
topology, vortex detection and FTLE computation.
• Chapter 3 describes the related work concerning local and global visualiza-
tion techniques of vector fields, methods for time dependent vector fields,
and uncertainty visualization.
• Chapter 4 gives a definition for uncertain vector fields and shows some sim-
ple examples.
• Chapter 5 explains the extraction of topological features in uncertain 2D and
3D vector fields.
• Chapter 6 applies criteria for vortex detection to uncertain vector fields. We
do this for region-based and geometry-based vortex criteria.
• Chapter 7 goes in a different direction. Here we develop a technique that
extracts structures with guaranteed material separation in time dependent
certain vector fields.
• Chapter 8 concludes this work.
3
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This chapter gives an overview over those aspects of vector fields which we apply
to uncertainty in the following chapters.
2.1 Vector Field Topology
Vector field topology of 2D and 3D vector fields considers critical points and sepa-
rating curves or surfaces (we call them separatrices). This results in a visualization
of a segmentation of the flow field into regions of similar flow behavior (Fig. 2.1).
A 2D unsteady vector field is given by a map
v(x,y, t) =
(
u(x,y, t)
v(x,y, t)
)
and a 3D unsteady vector field by
v(x,y,z, t) =

 u(x,y,z, t)v(x,y,z, t)
w(x,y,z, t)

 .
Steady vector fields do not depend on the time parameter t, so we get a 2D steady
vector field
v(x,y) =
(
u(x,y)
v(x,y)
)
and a 3D steady vector field
v(x,y,z) =

 u(x,y,z)v(x,y,z)
w(x,y,z)

 .
The first derivative of a vector field is called Jacobian matrix J.
Critical points are important to characterize these segments.
Definition 1 A critical point of a vector field v is an isolated point x in the domain D
where the vector v(x) vanishes.
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Figure 2.1: Example for topology of a 2D vector field (source: [Wei08]). Red dots
are sources, blue dots are sinks, yellow dots are saddle points and white
lines are separatrices.
Figure 2.2: Critical points of a 2D vector field (from left to right): saddle, source
node, source focus, center, sink focus, sink node. (source: Helman et
al. [HH89b])
A 2D critical point with a full rank Jacobian matrix J (simple critical point) is clas-
sified by the real and imaginary parts of the eigenvalues λ1 and λ2 of J of the 2D
vector field v at the location of the critical point:
Source Node : 0< Re(λ1) ≤ Re(λ2) and Im(λ1) = Im(λ2) = 0
Sink Node : Re(λ1) ≤ Re(λ2) < 0 and Im(λ1) = Im(λ2) = 0
Source Focus : 0< Re(λ1) ≤ Re(λ2) and Im(λ1) = −Im(λ2) 6= 0
Sink Focus : Re(λ1) ≤ Re(λ2) < 0 and Im(λ1) = −Im(λ2) 6= 0
Saddle : Re(λ1) < 0< Re(λ2) and Im(λ1) = Im(λ2) = 0
Center : Re(λ1) = Re(λ2) = 0 and Im(λ1) = −Im(λ2) 6= 0
The classes above are depicted in Fig. 2.2. In a similar way a 3D critical point is
classified by the eigenvalues λ1, λ2, and λ3 of Jacobian matrix J of the 3D vector
field v at the location of the critical point (if J has full rank):
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Figure 2.3: Critical points of a 3D vector field (top row from left to right): repelling
node, repelling focus, repelling saddle node and repelling saddle fo-
cus, (bottom row from left to right): attracting node, attracting focus,
attracting saddle node and attracting saddle focus (source: Theisel et
al. [TWHS03]).
with three real eigenvalues
Repelling Node : 0< Re(λ1) ≤ Re(λ2) ≤ Re(λ3)
Repelling Node Saddle : Re(λ1) < 0< Re(λ2) ≤ Re(λ3)
Attracting Node Saddle : Re(λ1) < Re(λ2) < 0< Re(λ3)
Attracting Node : Re(λ1) ≤ Re(λ2) ≤ Re(λ3) < 0
with one real eigenvalue λ1 and two complex conjugated eigenvalues λ2 and λ3
Repelling Focus : all real parts are positive
Repelling Focus Saddle : one negative real part and two positive real parts
Attracting Focus Saddle : one positive real part and two negative real parts
Attracting Focus : all real parts are negative
Attracting nodes and foci are summarized as sinks and repelling nodes and foci
as sources. Repelling saddles have one direction of inflow and a 2D plane with
outflow behavior, while attracting saddles have one direction of outflow and a 2D
plane with inflow behavior [TWHS03]. The 2D plane of node saddles is described
by the second and third eigenvectors of J and the directional flow by the first eigen-
vector of J. For focus saddles the 2D plane is described by the only real eigenvector
of JT acting as normal of the 2D plane and the directional flow by the only real
eigenvector of J.
To visualize the topology of a vector field, we need in addition to critical points
special stream lines and stream surfaces called separatrices.
Definition 2 A stream line is a differentiable curve in domain of the vector field v with
the property that the tangent of the curve in every pointis identical to the vector of vector
field at that point.
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Considering a velocity field, a stream line can be interpreted by the path of a mass-
less particle within the velocity field. A stream line can be obtained by integration
of the vector field.
Definition 3 A stream surface is a 2D manifold in the domain of the vector field v with
the property that every point on the surface have a surface normal orthogonal to the vector
of the vector field v at this point.
A stream surface is computed by starting stream lines on a given curve in the do-
main of the vector field. With these definitions we are able to define separatrices in
2D and 3D. Separatrices act as separators of different flow behavior.
Definition 4 In 2D vector fields separatrices are stream lines converging to a saddle
point.
Practically separatrices of 2D vector fields are extracted by seeding four stream
lines in epsilon distance of the saddle. The seeding points are located on the eigen-
vectors of the Jacobian matrix J at the location of the saddle point. Using forward
integration they end in a sink or another saddle, using backward integration they
end in a source or a another saddle. In 3D vector fields separatrices appear as 1D
manifolds and 2D manifolds.
Definition 5 A 2D separatrix is a stream surface that includes the 2D plane of a saddle
point.
1D separatrices in 3D vector fields are a special case. In opposite to all other stream
lines in its neighborhood a 1D separatrix converges to a saddle point.
Visualizing 2D separatrices in 3D vector fields tend to visual clutter with increasing
number of separation surfaces. An approach to reduce the visual complexity is the
usage of saddle connectors [TWHS03] and boundary switch connectors [WTHS04].
Definition 6 Let v be a 3D vector field, and let x1 and x2 be two saddle points in v. We
consider the intersection of the two 2D separatrices starting in the outflow/inflow planes of
x1 and x2. If this intersection is a curve, we call it a saddle connector.
Saddle connectors, as shown in Fig. 2.4, illustrate the essential skeleton of 2D sep-
aratrices. Assuming we have a limited domain with outflow and inflow at the
boundary.
Definition 7 Boundary switch curves consist of all points on the boundary where the
flow direction is tangential to the boundary surface.
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Figure 2.4: Example for a saddle connector. Left image shows two saddle points
and their 2D separatrices. Right image shows the intersection curve,
representing the saddle connector. (source: Theisel et al. [TWHS03])
Figure 2.5: Example of index computation. The vector field along γ makes a coun-
terclockwise turn, resulting in an index of +1. (image source [SHK+97])
The inflow and outflow behavior change at boundary switch curves. By starting
a stream surface from a boundary switch curve, we get another class of separatrix,
dividing in- and outflow behavior. If the integration of such a surface is started at a
boundary switch curve it will end in the same boundary switch curve, or in another
boundary switch curve, or in a saddle. Intersection curves of these surfaces with
2D separatrices starting from saddles are call boundary switch connectors. Saddle
connectors and boundary switch connectors are visualized as ribbons of the inter-
secting 2D separatrices close to the saddle connector or boundary switch connector
curve.
Vector field topology does not only considers simple critical points with full rank
Jacobian matrix. An approach to classify simple and higher order critical points
uses the Poincaré-Hopf index [SHK+97]. The classification incorporates the vectors
on a curve γ around the critical point as shown in Fig. 2.5.
indxv = indγv =
1
2π
∫
γ
v1dv2 − v2dv1
v21 + v
2
2
The curve must cover a close neighborhood of the critical point so that no other
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critical point is inside the curve. Having simple critical points with full rank Jaco-
bian matrix no singularity get an index of 0, sinks and sources an index of +1, and
saddle points an index of -1.
A special type of stream line is a closed orbit. A closed orbit is a stream line that
is started at point x0 and returns to point x0 after a certain integration time. An
isolated closed orbit can act as sink, as source (2D and 3D), or saddle (3D only). In
the special case of divergence free vector fields all stream lines that do not intersect
with the boundary are closed orbits.
2.2 Vortex Detection
The analysis of vortices in flow data sets is common in many engineering disci-
plines, e.g. aeronautics and automotive. So far there is no unique definition what a
vortex is. However a number of vortex criteria have been defined in literature (see
section 3.2). There are two main classes of vortex criteria: region-based criteria and
vortex core lines. Here we will explain the criteria we will use in our work.
Two of the most common vortex region detectors are the λ2 criterion[JH95] and the
Q criterion[HWM88]. Both criteria make use of the decomposition of the Jacobian
matrix J in a symmetric part
S=
1
2
(
J+ JT
)
and an antisymmetric part
Ω =
1
2
(
J− JT
)
.
The λ2 criterion is defined by the second largest eigenvalue of the matrix
S2 + Ω2
and the Q criterion by
1
2
(‖S‖2 + ‖Ω‖2) .
One wide spread method to compute vortex core lines is the Parallel Vectors oper-
ator [RP98]. The general approach is to find two derived vector fields of the vector
field v that are parallel where a vortex core line exists. The Parallel Vectors opera-
tor is able to express a lot of vortex core line criteria [PR99]. We will consider the
method proposed by Sujudi and Haimes [SH95]. This method searches points of
zero curvature of stream lines and rotary behavior (imaginary eigenvalues of the J).
It can be computed by using the Parallel Vectors operator of the vector field v and
its acceleration field a, because zero curvature exists where the acceleration field
a= Jv is parallel to the original vector field a ‖ v.
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2.3 Finite Time Lyapunov Exponent
The Finite Time Lyapunov Exponent (FTLE) is used in flow visualization to ap-
proximate Lagrangian Coherent Structures (LCS) [Hal01]. LCS encode features of
unsteady vector fields, such as flow transport barriers, and delineate regions of
similar flow behavior [PD10]. We describe the basic computation of FTLE in this
section. References to approaches using FTLE or similar approaches are named in
section 3.3.
FTLE is based on the gradient of the flow map φ. The Flow map φ is described by
a mapping of the start position of a massless particle in a velocity field v (vector
field) at time t to its end position after the time interval T. Given the gradient
∇ =∇(x, t,T) = dφ(x, t,T)
dx
of φ, the FTLE is computed as follows:
FTLE(x, t,T) =
1
T
ln
√
λmax(∇∗ · ∇)
with λmax as largest eigenvalues of ∇∗ · ∇. Computing FTLE on a forward inte-
grated flow map, the resulting scalar values represent the rate of separation of two
particles. Height ridges of FTLE fields do not be perfect material separation curves
or surfaces, but with increasing integration time of the FTLE field they converge to
material separation curves or surfaces.
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In this chapter we give an overview of work related to the topics of global vector
field visualization, time dependent vector field visualization, the visualization of
vortical structures, and uncertainty visualization. We start with the main topic of
our work global visualization of vector fields. The goal is to give an insight of pro-
posed methods that we generalize in our work to vector fields with uncertainty.
3.1 Vector Field Topology
Global approaches for vector field visualization incorporate the transfer in vector
fields. This is realized by integration based techniques. Global features include
for examples stream lines and stream surfaces. A survey about these topics can be
found in McLoughlin et al. [MLP+10]. In this work we will concentrate on topolog-
ical methods.
Vector field topology has been used as a standard tool for visualizing 2D vector fields. It
was introduced by Helman andHesselink [HH89a]. After that a significant amount
of research has been done in the field [PVH+03, LHZP05]. Its main goal is a simple
to understand visualization of a complex flow field.
Hence, immediately after the introduction of 2D topological methods, 3D meth-
ods have been proposed as visualization approaches [HH91, GLL91, Asi93, CPC90,
PS97]. However, different technical, perceptional and theoretical reasons [TWHS07]
hindered 3D topological methods from being as common as visualization tool as
2D methods. In fact, they were restricted to data sets with a rather low topological
complexity [HH91, GLL91, LDG98]. A number of technical [Hul92, Gel01, SBM+01,
vW93] and conceptual [MBHJ03,MBS+04, TWHS03,WTHS04] improvements were
necessary to make 3D topological methods applicable as standard tools. Two of the
conceptual discoveries, namely saddle connectors [TWHS03] and boundary switch
connectors [WTHS04] play an essential role for our work. Saddle and boundary
switch connectors decrease the visual complexity of the visualization. In our work
critical points are not comparable to simple critical points. Due to uncertainty they
can become higher order critical points. For vector fields without uncertainty an
analysis of higher order critical points is given by Weinkauf et al.[WTS+05]. In our
work we also treat a special type of stream lines, named closed orbit. A closed orbit
can be extracted by tracking of stream lines [WS01, WSH01, WS02]. These methods
work on the cells of the data grid by finding cell cycles and analyzing stream lines
of their boundary vertices. An alternative grid-independent approach to extract 2D
closed stream line uses a transformation of the 2D vector field into an appropriated
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3D vector field where intersections of certain stream surfaces represent the closed
orbit [TWHS04].
3.2 Vortex Visualization
Vortex-related features play a central role in the analysis of flow fields. This is re-
flected by the amount of literature and approaches existing on this subject. Among
CFD applications a set of common standard tools has been settled. Those methods
can be grouped into two main categories:
• Region-based vortex criteria define a characteristic scalar field in which closed
subsets define distinct regions of vortical behavior. Regarding this, there
are the Q-criterion defined by Hunt et al. [HWM88] and the λ2 criterion
by Hussian et al.[JH95]. In addition to this, physically inspired definitions
are given by analyzing vorticity magnitude (e.g., described by Zabusky et
al.[ZBP+91]), and helicity of the underlying flow field (e.g., as done by De-
gani et al. [DLS90]).
• Vortex-core-line-based approaches define binary criteria that describe the lo-
cation of centers of vortical fluid motion. Such approaches are the Parallel
Vectors (PV) operator described by Roth and Peikert [RP98], the Sujudi and
Haimes vortex core extractor [SH95], and the local pressure minima method
by Banks et al. [BS94]. In fact, most of the methods falling into the second cate-
gory can be generalized by a Parallel Vectors description as shown by Peikert
et al. [PR99]. Among those approaches Weinkauf et al. [WSTH07] presented
a detector for centers of swirling particle motion, and Sahner et al. [SWH05]
a Galilean invariant detection methodology. A scale-space approach is given
by Bauer et al.[BP02].
One subclass of those approaches deals with tracking of core line features in order
to describe the temporal evolution of vortex structures over time, e.g., Theisel et
al. [TSW+05]. All existing approaches on this topic are out of the scope of this
work, we refer to the overview about core line based methods presented by Jiang
et al. [JMT04].
Almost all methods considered in this section are developed for steady vector fields.
The next section describes methods which are applicable for time dependent vector
fields.
3.3 Time Dependent Vector Field Visualization
Approaches
The extraction and visualization of Lagrangian Coherent Structures (LCS) has at-
tracted scientists in CFD and visualization for almost a decade. One of the most
prominent approaches for this is the computation of ridge structures in Finite Time
Lyapunov Exponent (FTLE) fields, as introduced by Haller [Hal01, HY00]. FTLE
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ridges have been used for a variety of applications [LCM+05, Hal02, SLP+09,WPJ+08].
Shadden et al. [SLM05] have shown that ridges of FTLE are approximate material
structures, i.e., they converge to material structures for increasing integration times.
This fact was used in [SW09] to extract topology-like structures and in [LM10] to
accelerate the FTLE computation in 2D flows. Also in the visualization commu-
nity, different approaches have been proposed to increase performance, accuracy
and usefulness of FTLE as a visualization tool [SP07a, GLT+07, GGTH07, SP07b,
SRP09].
A crucial part of FTLE ridge extraction is the choice of a suitable ridge defini-
tion. Ridge definition and extraction is an active field of research in computer vi-
sion, computer graphics, and visualization. A variety of ridge definitions has been
proposed in literature. We mention local conditions obtained by relaxing condi-
tions of extremal structures [EGM+94, Lin98], topological/watershed approaches
[SWTH07], second derivative ridges [LM10] or definitions based in extremal curva-
ture structures [OBS04]. [PS08, STS10] focus on the extraction of ridge surfaces in
3D fields. None of the ridge definitions mentioned above is sufficient to guarantee
material separation.
Now we mentioned a wide set of vector field visualization methods. To complete
our related topics we finally focus on methods that were proposed for the visual-
ization of uncertainty.
3.4 Uncertainty Visualization
In general the notion of uncertainty has become increasingly popular in many com-
putational applications. Uncertainty visualization adds value to understand the
reliability of the displayed data better. In comparison to visualizations without
uncertainty that show only mean values or most likely values, uncertainty visual-
ization evaluates parameters of the underling error model.
Uncertainty is classified in different types: statistical, error, range [TK94]. In visu-
alization every step of the visualization pipeline adds uncertainty to the resulting
visualization [PWL96]:
Acquisition is the first stage to generate data sets by measuring or performing nu-
merical simulation. In both cases an error is introduced. The error of measure-
ments depends on the instruments that are used. With more measurements
of the same phenomenon the confidence grows, but there will be a variance.
Also for numerical models that are used for simulations an error exists caused
by simplifications of the model in comparison to the real-world phenomenon
and by parameters that are based on the knowledge of domain experts. Dif-
ferent parameters and numerical methods lead also to statistical variations in
the results.
Transformation of raw data is usually done before visualization. During pre-
processing the data is for example rescaled, resampled or derived data is gen-
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erated from multiple data sources. Such methods modify the original data
and are potential sources of uncertainty.
Interpolation and integration schemes have a big influence on the quality of the
resulting visualization and also the uncertainty. Dependent on the method
and its parameters uncertainty is added to the visualization pipeline. For
example the impact on the results is immense if a nearest neighbor, a linear or
higher order interpolation scheme is used. In our case, for flow visualization
(e.g., stream lines and path lines) the integration step width and the seeding
strategy are very important factors. Here the error is propagated and the error
of interim result influences the error of the final result.
Rendering itself can also introduce uncertainty. For example lighting impacts the
perception of the user. Dependent of the used techniques different results are
achieved. For example using ray tracing with different ray seeding strategies
leads to slightly different looking results. Nearly every parameter or process-
ing during the rendering step leads to uncertainty in the visualization.
For the concept of uncertainty a number of visualization approaches was devel-
oped. A general overview of previous uncertain data analysis is presented by Gri-
ethe et al.[GS06]. In the following sections we will focus on recent work which
inspired our work or is closely related to our work.
3.4.1 Uncertainty in Scalar Fields
In this section we will go into more details on recent work of uncertainty in scalar
fields that are related to our approaches for vector fields. These approaches rely on
similar basics that we use for our methods presented in this work.
An approach for scalar fields that is methodically similar to this work (chapter 6)
extracts isosurfaces of uncertain scalar fields by using correlated Gaussian distri-
butions of scalar values [PH11, PWH11]. This approach was extended to generic
distribution functions [PH13].
Information about structural variability of isosurfaces can be shown by a combined
visualization using an isosurface of the mean scalar field and showing glyphs of
anisotropic correlation structures in the vicinity of the uncertain isosurfaces [PW12].
Visualizing spatial cumulative distribution function (CDF) and the spatial prob-
ability density function (PDF) of uncertain iso-contours give information about
the topological structure of the data set and the gradient strength at uncertain iso-
contours [PW13].
A mathematical formulation of the gradient of discrete uncertain scalar fields was
discovered in [PMW13]. It uses multivariate Gaussian distributions to model the
uncertainty, resulting in probability distributions for the orientation and the mag-
nitude of the gradient. This formulation can also be applied to uncertain vector
fields.
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Another topic in uncertain scalar fields is the visualization of critical points. An
approach to visualize them uses indicators for the positional stability and the type
stability [MW14]. The indicators represent the possibility of critical points in the
area of the grid point. The positional stability shows the probability for a critical
point in general. The type stability represents the probability that a critical point
can be present at one location as different types. Types is defined as a classification
of the critical point based on its Jacobian and Hessian matrix (second derivative).
3.4.2 Local Uncertainty in Vector Fields
Local visualization approaches of uncertain vector fields describe uncertainty as
an impact that can be evaluated at a point inside the vector field, without consid-
ering its long-term integral behavior. One of the first approaches by Wittenbrink
et al. [WPL96] uses glyphs mapping the uncertainty to the width of arrows or the
color. Visually like LIC approaches, e.g., Sanderson et al. [SJK04] describe patterns
of uncertainty using a reaction-diffusion model.
Botchen et al. [BWE05] introduce a semi-Lagrangian texture-based visualization
technique representing local reliabilities by cross advection perpendicular to the
flow direction and error diffusion. They show a short time flow behavior using
streak lines. Uncertainty becomes visible as a blur effect on these streak lines. Ad-
ditional user-adjusted color coding of uncertainty helps to explore the data set in-
teractively [BWE06].
The work of Botchen et al. was applied to bidirectional vector fields in Zuk et
al. [ZDG+08]. Additionally a glyph showing the uncertainty in orientation was
introduced.
Another glyph-based approach for unsteady vector fields symbolizes the local vec-
tors over the complete time span [Hla1 ]. These glyphs are also applied to uncertain
vector fields.
A very similar approach to our work was proposed in Petz et al. [PPH12]. This
method extracts local features in uncertain vector fields, for example, critical points
and vortices. Methodically it is similar to our work in chapter 6, but we focused on
vortex extraction in uncertain vector fields.
3.4.3 Global Uncertainty in Vector Fields
In contrast, global approaches propagate the information how reliable a certain
velocity information is within the uncertain flow field. The following papers are
related to time-dependent Lagrangian features.
An approach similar to FTLE is proposed by Schneider et al. [SFRS11]. It is called
finite time variance analysis. This method is based on a stochastic flow map. The
difference to FTLE is the usage of the covariance matrix of the stochastic flow map
instead of the Cauchy-Green tensor. For the creation of the stochastic flow map
Schneider et al. assume a vector field with constant error and independence of each
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data point. The results of this technique are similar to a FTLE field. Indeed it mea-
sures the separation in a vector field over time, too, but it does not show a qualita-
tive result of the reliability of the separation. With higher uncertainty, structures get
only less sharp. Schneider et al. state that a model using constant error represent-
ing the uncertainty in vector fields is better than a Gaussian distribution, because
Gaussian distributions have a nonzero probability for an unbounded movement of
a particle. On the other hand in our observations physical phenomena are much
more complex than the constant error boundmodel (see examples in chapter 6.1).
More insight about the stability of Lagrangian transport is visualized by an ap-
proach showing common and contradictory trends of Lagrangian flow behavior
in CFD ensembles [HOGJ13]. In our work we interpret ensembles as input fields
describing uncertainty, while Hummel et al. [HOGJ13] give a comprehensive vi-
sualization of the ensembles. Firstly, a Lagrangian neighborhood for ensembles is
defined. Path lines of particles in the Lagrangian neighborhood are evaluated us-
ing a principal component analysis (PCA) resulting in individual variance given
by each ensemble member and the joint variance incorporating all ensemble mem-
bers. The key idea of this paper is a classification space containing all four variants
of high and low average individual and joint variance. Trends in the Lagrangian
transport become visible, using linking and brushing between a plot of individual
and joint variances, and a visualization of the vector field.
A completely different visualization method uses direct volume rendering of high-
resolution 3D visitation maps for large numbers of trajectories [BFMW12]. A visita-
tion map counts for every cell the number of trajectories passing through this cell.
Isosurfaces of a visitation map show frequently used paths.
3.4.4 Uncertainty in Tensor Fields
Tensor visualization plays also a role in uncertainty visualization. A big applica-
tion field is the medical visualization of brain diffusion magnetic resonance imag-
ing (MRI) data that mainly visualizes fiber and nerve bundles. Such fiber bundles
connect certain parts in the brain and are important to know before surgical proce-
dures.
Schultz et al.[SVBK14] give an overview about current fiber tractography tech-
niques. They argue for probabilistic fiber tractography techniques. Their main
argument is those methods without handling uncertainty, like stream line tractog-
raphy, underestimate the size of fiber bundles.
In a former work Schultz et al.[STS07] extract and visualize the topological skeleton
of brain diffusion MRI data. The goal of this approach is to visualize so called p-
faces. These faces enclose regions that connect two critical regions with a given
probability. The sum of all p-faces creates the topology.
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In this work we consider steady 2D and 3D vector fields. In classical vector field
visualization such a vector field is described as a map from a 2D domain D into R2
as
vc(x,y) =
(
uc(x,y)
vc(x,y)
)
, (x,y) ∈D. (4.1)
and a 3D domain into R3 as
vc(x,y,z) =

 uc(x,y,z)vc(x,y,z)
wc(x,y,z)

 , (x,y,z) ∈D. (4.2)
In the following, we call this a certain vector field. If uncertainty comes into play,
there is no unique vector assigned to a point (x,y) but rather a probability distribu-
tion of vectors, leading to the following definition:
Definition 8 A steady 2D uncertain vector field over the domain D is a 4D scalar field
ρv(x,y ; u,v) with
• (x,y) ∈D and (u,v) ∈ R2
• ρv(x,y ; u,v) ≥ 0 (x,y) ∈D and (u,v) ∈ R2
• ∫ ∞−∞ ∫ ∞−∞ ρv(x,y ; u,v) du dv = 1 for all (x,y) ∈D.
The value ρv(x,y ; u,v) du dv denotes the probability that at the location (x,y) the
vector field has its value in the range [u,u+ du]× [v,v+ dv].
This definition is straight forward to extend to 3D uncertain vector fields:
Definition 9 A steady 3D uncertain vector field over the domain D is a 6D scalar field
ρv(x,y,z ; u,v,w) with
• (x,y,z) ∈D and (u,v,w) ∈ R3
• ρv(x,y,z ; u,v,w) ≥ 0 (x,y,z) ∈D and (u,v,w) ∈ R3
• ∫ ∞−∞ ∫ ∞−∞ ∫ ∞−∞ ρv(x,y ; u,v) du dv dw = 1 for all (x,y,z) ∈D.
19
4 Vector Fields with Uncertainty
a) b)
Figure 4.1: Gaussian distribution vector field; a) at a location (x,y) the distribution
is defined by a vector vc and a 2D tensor T which is visualized as an
ellipse; b) isolines of the corresponding distribution field ρv.
4.1 Examples of Uncertain Vector Fields
A certain vector field as described in equation 4.1 is a special case of an uncer-
tain vector field and described by the 2D Dirac delta distribution ρv(x,y ; u,v) =
δ(u− uc(x,y) , v− vc(x,y)). A Gaussian distribution 2D vector field is given by a 2D
vector field vc(x,y) and a 2 × 2 symmetric positive definite second order tensor
field T(x,y). For a location (x,y) it assumes a Gaussian distribution of the vectors
around the mean vc with the standard deviation encoded in the covariance matrix
T:
ρv(x,y ; u,v) =
1
2π
√
det(T)
e−
1
2 (v−vc)T T−1 (v−vc) (4.3)
with T = T(x,y) , v = (u,v)T. Fig. 4.1 gives an illustration.
4.2 Obtaining Uncertain Vector Fields
We determine uncertainty from given data similarly to the approach proposed in
[BWE05] that measures a flow phenomenon multiple times. This way our input
are N vector fields over the same domain which vary due to local uncertainty. For
these N samples we determine parameters of a bivariate Gaussian distribution, i.e.,
we obtain a mean vector field vc and a tensor field of covariance matrices T and
can hence model ρv. The choice of the Gaussian distribution is the most common
empirical distribution of errors. It provides a fair balance of good approximation
properties and efficient numerical computation. Contrary to [BWE05], we model
the local uncertainty not only orthogonal to the flowdirection but in every direction.
This ensures stability in areas of slow flow.
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Based on the definition of an uncertain vector field we explain the extraction of
topology. Our novel approach generalizes the known topology of certain vector
fields to uncertain vector fields. We start with a fundamental technique for the ex-
traction, the integration of stream line like structures in a probabilistic way. This
technique is used to compute 2D and 3D critical distributions which are the equiva-
lent for critical points in certain vector fields. Furthermore the probabilistic stream
line integration is needed to find saddle connector like and boundary connector
like structures in 3D uncertain vector fields. First we explain our concepts for 2D
uncertain vector fields. If needed, we give after each section a separate extension to
3D uncertain vector fields. At the end of this chapter we demonstrate our proposed
methods on a number of synthetic and real-world examples.
5.1 2D Stream Line Integration
Classical stream line integration is not defined for uncertain vector fields as there
is no unique vector at a location (x,y). To illustrate this, we consider a Gaussian
distribution field (4.3) with
vc(x,y) = −0.4
(
x
y
)
, T(x,y) =
[
4 2
2 4
]
(5.1)
and start an “uncertain Euler integration” of a particle at (x,y) = (−9.5,0) in the
following way: at the position (xi,yi), a vector v(xi,yi) is randomly chosen by eval-
uating the distribution function ρv(xi,yi ; u,v). Fig. 5.1 shows the integration of 2
different particles. Note that the particles follow different paths but have a similar
Figure 5.1: Integration of 2 particles in the Gaussian distribution field (5.1) starting
from the same location.
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global behavior: they first move towards the point (0,0), then (due to the uncer-
tainty) move randomly around it without leaving its neighborhood. This behavior
does not depend on the step size of the integration: changing the step size effects
the shapes and complexity of the curves but not their global behavior. Also note
that the particles produce an ellipse shaped path pattern corresponding to T.
This example shows that for uncertain vector fields we have to advect particle den-
sity functions instead of particular particles.
Definition 10 A particle density function over the domain D is a 2D time–dependent
scalar field p(x,y; t) with (x,y) ∈D, t ∈ R+ and
• p(x,y; t) ≥ 0 for all (x,y) ∈D and t ≥ 0
• ∫ ∫
D
p(x,y; t) dx dy ≤ 1 for all t ≥ 0.
(We use ≤ instead of = because particles may leave the domain during integration.)
The value p(x,y; t)dxdy denotes the ratio of particles in [x,x+ dx]× [y,y+ dy] in
relation to the initial number of particles in D at t = 0.
Now we consider the spatial transport of particle densities by an uncertain vec-
tor field ρv. In order to avoid boundary effects we consider the infinite domain
D = R2. The densities are represented by virtual particles without inertia that are
transported by the uncertain vector field ρv. Let ∆t be a time interval that is short
enough that the virtual particles can be considered to move on a straight line, i.e., in
a constant vector field, during this interval. Then at time t+ ∆t the number of par-
ticles in an infinitesimal volume dxdy at some location (x,y) is the sum of the num-
bers of particles in cells dr ds at all locations (r, s) times the probabilities that they
are transported from (r, s) to (x,y) in time ∆t, i.e., they experience a velocity ((x−
r)/∆t, (y− s)/∆t)T. These probabilities are given by ρv(r, s; x−r∆t , y−s∆t )d( x−r∆t )d( y−s∆t ).
After division by the cell volumes we have dxdy = dr ds. This yields the following
expression for the transport of particle densities:
p(x,y; t+ ∆t)
=
∫ ∫
D
p(r, s; t)ρv(r, s;
x− r
∆t
,
y− s
∆t
)d(
x− r
∆t
)d(
y− s
∆t
)
=
1
∆t2
∫ ∫
D
p(r, s; t)ρv(r, s;
x− r
∆t
,
y− s
∆t
)dr ds (5.2)
A formal definition of a stream line in an uncertain vector field is given by:
Definition 11 Given an uncertain vector field ρv(x,y ; u,v), a stream line starting at the
particle density function p0(x,y) is a time-dependent particle density function p(x,y; t)
with
p(x,y; t0) = p0(x,y)
∂p(x,y; t)
∂t
= lim
∆t→0
p(x,y; t+ ∆t)− p(x,y; t)
∆t
p(x,y; t+ ∆t) = (5.2).
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a) b) c)
Figure 5.2: One Euler integration step of a particle density function initially con-
centrated at (r, s) with different step sizes ∆t: a) ∆t = 1, b) ∆t = 0.5, c)
∆t = 0.25; shown are the new particle density functions p(x,y; ti + ∆t)
as isolines.
Note that definition (11) defines a forward integration of p in ρv. A backward inte-
gration is obtained by a forward integration of p in ρv(x,y ;−u,−v). Definition (11)
also leads to uniqueness of stream lines that are started at the same particle densitiy
function p0(x,y). However,
∂p
∂t can generally be obtained only by numerical differ-
entiation. As an example for particle density integration, imagine that at a time
ti all particles are at a location (r, s) ∈ D, i.e., that p(x,y; ti) = δ(x − r , y − s). Ap-
plying one step of an Euler integration with the step size ∆t gives the new particle
distribution function p(x,y; ti+1) at the time ti+1 = ti + ∆t as
p(x,y; ti+1) =
1
∆t2
ρv
(
r, s;
x− r
∆t
,
y− s
∆t
)
.
Note that definition (10) guarantees that
∫ ∫
D
p(x,y; ti+1)dxdy = 1 for any positive
∆t if D = R. Fig. 5.2 illustrates one step of this Euler integration if ρv is a Gaussian
distribution field: the smaller ∆t, the closer the peak of p(x,y; ti+1) comes to (r, s)
and the higher this peak is.
5.2 3D Stream Line Integration
The principle for stream lines in 3D uncertain vector fields is very similar to the
2D case. We also consider particle distributions to track stream lines. For this we
modified definition (10) into 3D space:
Definition 12 A particle density function over the domain D is a 3D time–dependent
scalar field p(x,y,z; t) with (x,y,z) ∈D, t ∈ R+ and
• p(x,y,z; t) ≥ 0 for all (x,y,z) ∈D and t ≥ 0
• ∫ ∫ ∫
D
p(x,y,z; t) dx dy dz ≤ 1 for all t ≥ 0.
(We use ≤ instead of = because particles may leave the domain during integration.)
Such a particle distribution is advected within a 3D uncertain vector field. In the
2D case equation (5.2) described that advection. For the 3D case we can modify this
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equation as follows:
p(x,y,z; t+ ∆t)
=
∫ ∫ ∫
D
p(q,r, s; t)ρv(q,r, s;
x−q
∆t ,
x−r
∆t ,
y−s
∆t )d(
x−q
∆t )d(
y−r
∆t )d(
z−s
∆t )
=
1
∆t3
∫ ∫ ∫
D
p(q,r, s; t)ρv(q,r, s;
x−q
∆t ,
y−r
∆t ,
z−s
∆t )dqdr ds (5.3)
Analogous to definition (11) a formal definition of a stream line in a 3D uncertain
vector field is given by:
Definition 13 Given an uncertain vector field ρv(x,y,z ; u,v,w), a stream line starting
at the particle density function p0(x,y,z) is a time-dependent particle density function
p(x,y,z; t) with
p(x,y,z; t0) = p0(x,y,z)
∂p(x,y,z; t)
∂t
= lim
∆t→0
p(x,y,z; t+ ∆t)− p(x,y,z; t)
∆t
p(x,y,z; t+ ∆t) = (5.3).
p(x,y,z; ti+1) =
1
∆t3
ρv
(
q,r, s;
x− q
∆t
,
y− r
∆t
,
z− s
∆t
)
.
5.3 Stream Line Integration with Gaussian Distribution
Functions
The stream line integration from definition 11 and definition 13 assume a constant
step size ∆t corresponding to the vector field distribution ρv. However, for the im-
plementation we need different step sizes in order to minimize integration steps
while maintaining stability. Unfortunately, different step sizes cannot be applied to
equation (5.2), because (multiple) convolution of linearly scaled distribution func-
tions does not yield the original distribution function. For example, two integration
steps with ∆t2 would result in a different particle density function than a single inte-
gration step with ∆t.
For the special case of Gaussian distribution functions we show how to scale the
distribution functions for different step sizes appropriately. We assume a target
step size of ∆ts =
∆t
s , i.e., s integration steps of the Dirac delta should result in the
original distribution from ρv. If we assume Gaussian distributions, our integration
method can also be modeled by a stochastic differential equation describing the
Brownian motion
X(t) = x0 +
∫ t
0
b(X(r))dr+
∫ t
0
B(X(r))dW (5.4)
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with x0 as initial point, b(X(r)) as mean vector field, B(X(r)) as field of covari-
ance matrices, and W as standard Wiener process. For the standard Wiener pro-
cess there exists a heuristic dW ≈ (dt)1/2 [Eva09]. In our discrete case this means
(dt)1/2 = s−1/2. Here we can confirm the correctness of this rule by considering the
1D Gaussian distribution function:
f (x) =
1√
2π σ
e−
1
2 (
x−µ
σ )
2
(5.5)
We want to reproduce this function by convolving a Dirac delta δ(x) s-times with a
scaled distribution function g(x, s). In order to achieve this, we scale the standard
deviation with s−1/2 and the mean value with s−1:
g(x, s) =
1√
2π
s σ
e
− 12
(
x− µs√
1
s σ
)2
. (5.6)
Starting with a Dirac delta
h0(x) = δ(x),
the convolution of h with g(x, s) is described by
hk+1(x) =
∫ ∞
−∞
hk(x)g(x− r, s)dr. (5.7)
This series is described by the following function
r(x,k, s) =
√
s√
2kπσ
e
− 12k (kµ−xs)
2
sσ2 . (5.8)
Integrating δ(x) s-times corresponds convolving it s-times. Then, k= s and r(x,k, s) =
f (x). Therefore, integrating g(x, s) s-times results in the original distribution func-
tion f (x). Thus, the mean value has to be scaled by s−1 and the standard deviation
by s−1 in order to properly integrate with step size s−1/2. This argumentation also
holds for the 3D case, where the covariance matrix T (see equation (5.11) ) has to be
scaled by s−1/2.
In the context of stochastic differential equations, our method can also be regarded
as a random dynamical system [HK07]. Our search for uncertain sources and sinks
is equivalent to the computation of random attractors [AO03]. In contrast, we also
consider non-attracting structures like saddles and separating structures and give
efficient methods to compute the uncertain topology.
5.4 2D Sink and Source Detection
Once the concept of stream lines is established, we can make a topological anal-
ysis of an uncertain vector field: starting from every point (r, s) ∈ D (i.e., from
p(x,y; t0) = δ(x− r,y− s)) we start a stream line integration and observe its asymp-
totic behavior for t → ∞ which generally converges to a critical point distribution:
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Definition 14 The particle density function p0(x,y) is a critical point distribution of ρv
if for a stream line integration starting at p(x,y; t0) the condition
∂p
∂t = 0 holds.
In the following we use the terms critical point distribution and critical point syn-
onymously whenever the context is clear.
Lemma 1 Given are n critical points p1(x,y), ..., pn(x,y) of ρv. Then any positive linear
combination of critical points is a critical point as well: ∑ni=1 αi pi is a critical point for any
0≤ α1, ...,αn ≤ 1 and ∑ni=1 αi ≤ 1.
Note that the linear combination is usually not convex, i.e., not ∑i αi = 1, as part of
the flow leaves the domain. Lemma 1 states that critical points of uncertain vector
fields are not isolated but building a continuum of critical points. The proof follows
directly from definition 11. In order to make a topological analysis, we have to find
a finite number of linearly independent critical points such that every critical point
can be represented as a positive linear combination of them.
Definition 15 A critical point p(x,y) is a sink distribution (or a stable critical point) of
ρv if the forward integration of any small perturbation of p converges to p. The critical point
p(x,y) is a source distribution of ρv if the backward integration of any small perturbation
of p converges to p. The critical point p(x,y) is a saddle distribution of ρv if both forward
and backward integration are unstable, i.e., diverge from p for a small perturbation of p.
Note that sources and sinks play a different role than saddles for the definition
of the topological skeleton of (certain) vector fields: sources and sinks define the
number of different areas to be segmented (every segmented area corresponds to
a pair of a source and a sink), while saddles are the starting points of the separat-
ing stream lines. Similar to this, we also focus on sources and sinks to define the
segmentation of uncertain fields.
Definition 16 Given an uncertain vector field ρv(x,y ; u,v), a set of sinks (p1(x,y), ...,
pn(x,y)) is called spanning sink set if p1, ..., pn are linearly independent and every sink
p(x,y) of ρv can be uniquely described as p = ∑
n
i=1 αi pi with 0 ≤ α1, ...,αn ≤ 1 and
∑
n
i=1 αi ≤ 1. Similarly, a set of sources ( p˜1(x,y), ..., p˜m(x,y)) is called spanning source
set if p˜1, ..., p˜m are linearly independent and every source p˜(x,y) of ρv can be uniquely
described as p˜ = ∑mi=1 βi p˜i with 0≤ β1, ...,βm ≤ 1 and ∑mi=1 βi ≤ 1.
Fig. 5.10a gives an illustration: the Gaussian distribution field (4.3) with
vc(x,y) =
( −x (1− x) (1+ x) (1− y2) − xy2
y (1− y) (1+ y) (1− x2) + y x2
)
T(x,y) =
[
0.25 0
0 0.25
]
(5.9)
over the domain [−1.5,1.5]2. There, the topological skeleton of vc consists of 5
critical points: a saddle at (0,0), two sources at (−1,0) and (1,0), and two sinks
at (0,−1) and (0,1) (see the underlying LIC image in Fig. 5.3). For the uncertain
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Figure 5.3: Example field (5.9): sink (blue) and source (red) distributions of ρv, rep-
resented as height maps.
case, the spanning sink set consists of two sinks p1, p2 which are shown as blue
height fields in Fig. 5.3. The spanning source set consists of two sources p˜1, p˜2,
shown as red height fields in Fig. 5.10. Note that p1, p2, p˜1, p˜2, pˆ1 are almost zero
in most regions except rather narrow peak regions. We draw their height fields
only if they exceed a certain ǫ > 0. Here we have chosen ǫ = 0.01. This allows to
show multiple height surfaces without visual clutter. Note that there is a one-to-
one relation between the critical points of vc and the spanning source set of ρv, as
long as ||T||F is small enough, i.e., ρv is dominated by vc.
Once a spanning sink set (p1, ..., pn) is found, every sink p can be described as p =
∑
n
i=1 αi pi. We call (α1, ...,αn) the coordinates of p with respect to the spanning sink
set (p1, ..., pn). In a similar way we define (β1, ...,βm) as the coordinates of a source
p˜ with respect to the spanning source set ( p˜1, ..., p˜m).
5.5 3D Sink and Source Detection
The concept of 3D sink and source distributions is equivalent to the 2D case. In
order to extract sinks, we start a forward stream line integration from all points in
the domain until the distribution of particles converges, and for sources we do a
back ward integration. As example we generate a simple 3D vector field given by
an average field with:
vavg(x,y,z) =

 2 (−x (1− x)(1+ x)(1− y2)− y2 x)2 (y (1− y)(1+ y)(1− x2) + x2 y)
2 (z (1− z)(1+ z)(1− x2) + x2 z)

 (5.10)
over the domain [−2,2]3. The 3D uncertain vector field is defined as Gaussian
distribution functions:
ρv(x,y,z; u,v,w) =
1
2π
√
det(T)
e−
1
2 (v−vavg(x,y,z))TT−1(v−vavg(x,y,z)) (5.11)
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Figure 5.4: Example field (5.10): sink (blue) and source (red) distributions of ρv,
represented as volume rendering, including inflow and outflow regions
that are interpreted as sources and sinks.
with v = (u,v,w)T and
T = T(x,y,z) =

 0.4 0 00 0.4 0
0 0 0.4

 . (5.12)
This result is shown in Fig. 5.4. It consist of two sources, shown in red, and 4 sinks
shown in blue. The probability is illustrated by the density used by the volume
rendering.
5.6 2D Saddle Points
For a complete topological analysis of the vector field, we have to detect saddle
points in addition to the topological skeleton described in section 5.9. However,
for uncertain vector fields finding saddle points is difficult, because they are unsta-
ble under forward and backward integration (see definition 15). To still find such
points, we assume that the magintude of the (uncertain) vector field drops around
critical points. To find local magnitude minima, we derive an uncertain vector field
ρg that corresponds to the gradient of the squared magnitude in ρv. Given a sample
of vs(x,y) = (us,vs)T of ρv(x,y;u,v) at a location (x,y), we can compute the squared
magnitude gradient vg as
vg = ∇(v2s ) = (J(vs))Tvs, (5.13)
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where J(vs) is the Jacobian of vs. By creating many samples vg = (J(vs))Tvs, we
can approximate the uncertain gradient field ρg. The uncertain sources of ρg corre-
spond to local magnitude minima. However, not all minima correspond to saddles.
Therefore, we classify the sources of vs by computing its (uncertain) Poincaré-Hopf
index at ρv. See section 5.11.3 for details.
5.7 Uncertain Saddle and Boundary Switch Connectors
For the visualization of separating structures of 3D vector fields only a few ap-
proaches exist. The direct visualization of separation surfaces do not work well
on 3D vector fields because of visual clutter. One solution to this problem is the
concept of saddle and boundary switch connectors [TWHS03, WTHS04]. A saddle
connector is the intersection curve of the saddle surfaces from an attracting and
a repelling saddle point. Therefore, it is the intersection from two separating sur-
faces.
Here we adapt the saddle connector approach for 3D uncertain vector fields. In the
certain case saddle points are the starting points for the integration of the saddle
surfaces. In 3D uncertain vector fields saddle structures are unstable under for-
ward and backward integration of ρv, which makes their computation difficult. A
solution for 2D uncertain vector fields is proposed in [OGHT10]. This approach
computes saddle distributions by the backward integration of the squared magni-
tude gradient of ρv. The result contains all critical distributions, which have to be
classified. This is done by computing a modified Poincaré-Hopf index applied on
ρv. However, such a classification becomes difficult and unstable in the 3D case.
Here we follow a different strategy to find separating structures. We consider the
definition of repelling and attracting saddle points for certain 3D vector fields:
• A repelling saddle point has one inflow direction and a 2D manifold with
outflow behavior.
• An attracting saddle point has one outflow direction and a 2D manifold with
inflow behavior.
In both cases the 2D manifold separates two sources and two sinks, respectively.
Based on this observation and the segmentation of 3D uncertain vector fields, we
can compute the separating structures without saddle distributions in uncertain
vector fields.
Given n sink distributions and m source distributions, a stream line integration
started from every location (x,y,z) converges to a sink distribution under forward
integration and a source distribution under backward integration. Considering
definition 16 these sink and source distributions can be described by linear com-
binations ∑ni=1 αi pi(x,y,z) and ∑
n
i=1 βi p˜i(x,y,z) with respect to the spanning sink
set (p1(x,y,z), . . . , pn(x,y,z)) and the spanning source set ( p˜1(x,y,z), . . . , p˜m(x,y,z)).
The corresponding coordinates αi(x,y,z) and β j(x,y,z) are scalar fields in the do-
main D. These scalar fields represent the probability that a particle at a location
(x,y,z) moves to the i-th sink and comes from the j-th source distribution. Fig. 5.5
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Figure 5.5: Example field of equation (5.10): volume renderings of corresponding
coordinates (top, left) of the sink distributions; (top, right) of the outflow
distributions; (bottom, left) of the source distributions; (bottom, right) of
the inflow distributions.
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a) b)
Figure 5.6: Example field of equation (5.10): (a) uncertain saddle connectors
(b) uncertain saddle connectors uncertain saddle and boundary switch
connectors.
shows volume renderings of these scalar fields. In most parts of the field the values
are either 1 or 0, meaning that either all or no particles converge to the sink resp.
source. In contrast, at locations with values 0< αi(x,y,z)< 1 and 0< β j(x,y,z)< 1,
the particles converge to multiple sinks resp. sources. These volumes represent the
separating structures for uncertain vector fields. Now we can define uncertain sad-
dle connectors as overlapping of separating volumes equivalent to the intersection
of separating surfaces:
Definition 17 Given is a 3D uncertain vector field containing the spanning sink set (p1(x,y,z), . . . , pn(x,y,z)
and the spanning source set ( p˜1(x,y,z), . . . , p˜m(x,y,z)) as well as the corresponding prob-
ability fields (α1(x,y,z), . . . ,αn(x,y,z) and (β1(x,y,z), . . . , βm(x,y,z). We select a pair
(αa(x,y,z),αb(x,y,z))∈ (α1(x,y,z), . . . ,αn(x,y,z)) and another pair (βc(x,y,z),βd(x,y,z))∈
(β1(x,y,z), . . . ,βm(x,y,z)). An uncertain saddle connector is the volume where the follow-
ing scalar field s(x,y,z) > 0:
s(x,y,z) = (1− αm(x,y,z))(1− βm(x,y,z)) (5.14)
with
αm(x,y,z) =max(αa(x,y,z),αb(x,y,z)) (5.15)
and
βm(x,y,z) =max(βc(x,y,z),βd(x,y,z)) (5.16)
Fig. 5.6a shows an example. We extend this definition to boundary switch con-
nectors by treating outflow and inflow regions as sink and source distributions, as
shown in Fig. 5.6b.
Definition 17 gives us a particular uncertain saddle connector. However, not all
combinations of corresponding probability fields create saddle connectors. To avoid
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the unnecessary computation of empty saddle connector fields we compute all un-
certain saddle connectors in one scalar field sall , simply by replacing αm(x,y,z)with
αmax(x,y,z) =max(α1(x,y,z), . . . ,αn(x,y,z)) (5.17)
and βm(x,y,z) with
βmax(x,y,z) =max(β1(x,y,z), . . . ,βm(x,y,z)) (5.18)
resulting in
sall(x,y,z) = (1− αmax)(1− βmax). (5.19)
Note that these saddle and boundary switch connectors already contain the saddle
points. They appear at crossings of saddle and boundary switch connectors.
5.8 Closed Stream Lines
In this section we show that the extraction of closed orbits in uncertain vector fields
is conceptually the same as extracting uncertain critical points. To illustrate this,
we use two analytic examples for the 2D and 3D case. Then we show that the
spanning sink and source sets contain all closed orbits which act topologically as
sink or source.
5.8.1 Synthetic Examples
All of our examples assume Gaussian distribution functions in order to model the
uncertainty. Each uncertain vector field is represented by a mean vector field and a
tensor field containing the covariance matrices.
Example 1 The first example illustrates the 2D case. It defines an uncertain vector field
over the domain D = [−2,2]× [−2,2]. The mean vector field is given as
vm(x,y) =

 y− x
(√
x2 + y2 − 1
)
−x− y
(√
x2 + y2 − 1
)

 (5.20)
and the covariance matrix as
T(x,y) =
[
0.09 0
0 0.09
]
. (5.21)
Example 2 In the 3D case we use a similar uncertain vector field where the z-component is
added. It is defined over the domain D = [−2,2]× [−2,2]× [−2,2] with the mean vector
field
vm(x,y,z) =


y− x
(√
x2 + y2 − 1
)
−x− y
(√
x2 + y2 − 1
)
−z+ x

 (5.22)
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Figure 5.7: Example 1: attracting closed orbit with a source in the middle
and the covariance matrix
T(x,y,z) =

 0.16 0 00 0.16 0
0 0 0.16

 . (5.23)
5.8.2 Detection
In section 5.4 and section 5.5 we showed that sinks and sources of uncertain vector
fields are detected by integration of particle distributions until they converge. It
turns out that attracting and repelling closed stream lines can be found with this
scheme as well. In uncertain vector fields, closed stream lines with attracting and
repelling character are also represented by unique critical distributions. These dis-
tributions act analogously to ordinary sink or source distributions, because they
attract and repell neighboring particles. The main difference is the cyclic move-
ment of particles inside the critical distribution. However, this particle movement
does not influence the shape of the critical distribution, because the particles con-
verge to an asymptotic cyclic distribution. In Fig. 5.7 such a particle distribution is
shown based on the synthetic example 1.
In order to find such a particle distribution, the integration has to be started at
some location in a close neighborhood of the closed stream line. The initial particle
distribution is not important. Fig. 5.8 illustrates an integration started from a Dirac
delta function p0 = δ(1,0,0). The integration uses the uncertain vector field defined
in example 2. During the first integration steps the particle distribution moves
along the path of the closed orbit. With increasing integration time the particle
distribution converges to the distribution of the closed orbit. A faster convergence
is achieved by a uniform initial particle distribution as shown in Fig. 5.9. The reason
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t = 0 t = 50
t = 100 t = 500
t = 1000 t = 3000
Figure 5.8: Example 2: volume rendering of the particle density during the integra-
tion of one uncertain stream line started at location (1,0,0).
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t = 5 t = 10
t = 20 t = 40
Figure 5.9: Example 2: volume rendering of the particle density during the integra-
tion of one uncertain stream line started from a uniform particle distri-
bution.
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for the faster convergence is that the particle distribution does not need to expand
from a single point, and the closed orbit acts attracting to all particles in this field.
Therefore, they only move to the closed orbit and stay there.
5.9 Topological Skeleton
Nowwe can describe our algorithm to extract the uncertain topological skeleton in
the following way:
Given an uncertain 2D vector field ρv(x,y ; u,v) over the domain D:
1. Find a spanning sink set (p1, ..., pn) of ρv.
2. Find a spanning source set ( p˜1, ..., p˜m) of ρv.
3. For every location (r, s) ∈D:
a) start a forward stream line integration at p0(r, s) = δ(x− r,y− s) until it
converges to the sink p(r, s) or completely leaves D
b) start a backward stream line integration at p0(r, s) = δ(x− r,y− s) until
it converges to the source p˜(r, s) or completely leaves D
c) compute the coordinates (α1(r, s), ...,αn(r, s)) of p(r, s) with respect to
(p1, ..., pn)
d) compute the coordinates (β1(r, s), ...,βm(r, s)) of p˜(r, s) with respect to
( p˜1, ..., p˜m)
The result of the topological segmentation are n+m scalar fields (α1(r, s), ...,αn(r, s))
and (β1(r, s), ...,βm(r, s)) with (r, s) ∈ D. Informally spoken, αi(r, s) describes the
probability that a particle started to move at (r, s) will end in the i-th (uncertain)
sink under forward integration. Similarly β j(r, s) gives the probability for a par-
ticle starting at (r, s) to converge to the j-th (uncertain) source under backward
integration.
Here we described the algorithm for a 2D uncertain vector field. This can be also
applied to a 3D uncertain vector field. In this case onemore scalar field is computed
representing the probability of boundary switch connectors.
5.10 Visualization
For an appropriate visualization of our topological segmentation of 2D uncertain
vector fields, we want to represent both the spanning critical point sets and the topo-
logical characterizations in a single visualization. This is possible because the criti-
cal points in the spanning critical point set are usually rather separated. Since the
probability that a particle started at (r, s) moves into the i−th sink under forward
and into the j−th source under backward integration is described by the product
αi(r, s) · β j(r, s), we represent the n×m functions αiβ j as randomly colored height
fields but cut off areas where αi < ǫ for a small user-chosen ǫ > 0 (we are using
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a) b)
c) d)
Figure 5.10: Gaussian distributed vector field (6): a) LIC of vc and uncertain critical
points, b) complete segmentation as height fields, c) closeup of one
sector depicting the flow from a source (red) to a sink (blue), d) skeleton
reduced to uncertain areas.
ǫ = 0.01). We use height fields, because more than two αiβ j functions could over-
lap. Therefore, other techniques like color maps do not work well for this purpose.
Every height surface can be interactively selected/deselected. In addition, we show
the critical points as height surfaces as well: sinks in blue, sources in red, and sad-
dles in yellow, all with the same height for visual clarity. Fig. 5.10b-d give an
illustration for the vector field (5.9). Since here we have two sources and two sinks,
4 topological regions are represented as height fields (Fig. 5.10b). Fig. 5.10c shows a
closeup of a region describing the flow from a source (red) to a particular sink (blue).
Note that this height field is almost 1 for a rather large area, indicating a rather cer-
tain flow behavior. To focus on the uncertain regions, we cut off the height surfaces
in areas of high certainty, i.e., we render them only if ǫ ≤ αiβ j ≤ 1− ǫ. This way,
only those areas are rendered where at least two height surfaces are significantly
above zero, i.e., where the flow behavior is uncertain. Fig. 5.10d illustrates this. In
this figure (as well as in the following visualizations) we use a LIC (line integral
convolution) of the average field vc as context information for our uncertain visu-
alization. Note that there is no direct correlation between the isolines of our height
fields and the stream lines of vc.
The results of our method in case of 3D uncertain vector fields are multiple scalar
fields, representing probability distributions of sinks, sources, saddle connectors
and boundary switch connectors. In order to visualize them we use a volume ren-
dering approach. For this, each type is visualized using a linear transfer function:
sinks in transparent to blue, sources in transparent to red and saddle and boundary
switch connectors in transparent to yellow. To analyze the whole set of sink and
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a)
b)
Figure 5.11: Example field (5.10): (a) visualization of the complete topology with
saddle connectors (b) inflow, ouflow regions and boundary switch con-
nectors added to the visualization.
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source distributions the alpha value and range of the transfer functions are user
defined, because these features are represented by particle densities, which possi-
bly contain very different maximal values (depending on the size and the global
influence of a feature). For a better visual separation of the different distributions
we use specular lighting.
With respect to the goal of an adequate visualization we display inflow and out-
flow regions at the boundaries of the domain also as volume rendering, but more
transparent than the real sink and source distributions. This avoids an occlusion
of the inner features. We use for inflow regions a transparent to red transfer func-
tion similar to source distributions and for outflow a transparent to blue transfer
function similar to sink distributions. Additionally we visualize boundary switch
connectors with a transparent to yellow transfer function. The final result is shown
in Fig. 5.11b. In order to further reduce occlusions we can also hide these boundary
regions and only display the sink and source distributions and the saddle connec-
tors. This is shown in Fig. 5.11a.
5.11 Technical Realization
5.11.1 Numerical Stream Line Integration
To integrate stream lines, we chose a Lagrangian Monte-Carlo approach based on
probabilistic particle movements. The initial density p0 is sampled by a high num-
ber of particles reflecting the initial distribution. Each particle is integrated by an
“uncertain” Euler method: sampling the vector field (u,v)T at a certain location
(xi,yi) yields a random vector respecting the distribution ρv(xi,yi ; u,v). In practice,
we use the Box-Muller method to sample the Gaussian distribution, which limits
the sampling region to a finite radius. This sample is multiplied with the time step
and added to the particle position to update its state. After a sufficient number of
time steps the final distribution is approximated from the discrete spatial distribu-
tion of particles. In practice, wemonitor changes in the particle density distribution
over time and stop the integration if no significant changes are observed. We imple-
ment this monitoring by dividing the domain into uniform cells where the particles
are counted. In our examples, the cell grid was ten times the size of the input vector
field. To check for invariant distributions, we calculate the maximal difference of
particle numbers within the cells every 50 time steps. We consider the distribution
as stationary if this difference drops below a threshold that depends on the total
number of particles and the cell size.
Special care must be taken if the particles leave the domain. At no-slip boundaries
(e. g., the step in Fig. 5.14) , we project the particles back into the domain. If the
boundary contains inflow or outflow regions, we simply stop the particles and ac-
cumulate them. This way, inflow/outflow areas act as topological source/sink and
can therefore be considered for our segmentation.
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5.11.2 Computing the Spanning Source/Sink Set
To compute the spanning sink set, we start with a Monte Carlo based integration
where a high number of initial particles is equally distributed in D. Since this in-
tegration includes particles from every location, the critical point pa to which it
converges will contain parts of every element of the spanning sink set. To extract
them from pa, we compute all local maxima of pa (including the borders of the do-
main) and assign a region to each of them by a flood fill algorithm. This way we
find a critical point pi for every local maximum of pa. Before considering all pi as
elements of the spanning sink set, we have to check them for linear independence.
If two or more pi are linearly dependent, they are merged into one component of
the spanning sink set. To get a spanning source set, a similar approach is done in
backward direction.
In addition to a pure CPU version of the Monte Carlo simulation, we developed
a GPU version, including interpolation of the distribution field, pseudo random
number generation and path integration. Table 5.1 gives a comparison between the
CPU and GPU versions. All timings in the following section were measured on
an AMD Opteron 2218 and an NVIDIA GeForce 9800GTX platform with the GPU
version.
5.11.3 2D Saddle Points
The extraction of saddle points starts similar to the computation of sources. The key
difference is that we use the uncertain vector field ρg from section 5.6 to integrate
the particles. We implemented two different approaches to achieve this:
Explicit computation: The original field ρv transformed by its transposed Jaco-
bian (see equation 5.13) possibly results in uncertainty that is no Gaussian
distribution. Therefore, we explicitly compute ρg by storing a general density
distribution function for each node (x,y) in the vector field on a discrete map.
We build this map by randomly sampling the Jacobian and ρv at (x,y) a suf-
ficient number of times. Finally, we can advect particles by sampling these
maps.
Jacobian on demand: An alternative to the explicit storage of ρg is to transform
ρv in the Euler integration only, when a sample is needed. Here, we compute
a probabilistic sample of JT and ρv for every particle at every time step, which
is used to advect the particle. The benefit of this method is the reduced mem-
ory overhead. Therefore, we also included this in our GPU implementation.
Table 5.1 gives a comparison of our implementations.
After finding the source distribution of ρg, we segment individual critical points as
described in section 5.11.2. Finally, every critical point must be classified w.r.t. ρv
to find saddle points. For this task, we find the probabilities for the Poincaré-Hopf
index by sampling the local region around the critical points and computing its
index a sufficient number of times. We consider the critical point only as a saddle,
if index -1 has the highest probability.
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CPU GPU
Euler integration 307ms 100ms
Explicit computation of ρg 701ms -
Jacobian on demand 1006ms 114ms
Table 5.1: Timings for one integration step for 106 particles in 2D space.
At this point, we can also extract sink and sources as critical points in ρg with index
+1 at ρv. Therefore, the extraction of critical points in ρg serves as a preprocessing
step of our algorithm. We use the found sinks and sources as starting points for
the particle integration described in section 5.11.2. This resolves the shapes of the
sources and sinks in ρv.
5.11.4 Corresponding Coordinates, Saddle and Boundary Switch
Connectors
For the integration starting at every location (r, s), we use the Monte Carlo inte-
gration and release a higher number of particles at (r, s) until the distribution con-
verges to a sink ps(r, s). The coordinates of ps(r, s) are the relative number of parti-
cles that arrived in the respective sinks (p1, ..., pn).
In this algorithm, a high number of particles is released at every sampling position
in the domain and integrated for a high number of steps. To speed this up, we ex-
ploit the spatial coherence of the particles. If the coordinates αi are already known
at a certain particle position, we can stop the particle, because its probabilities to
reach sink i are expressed in αi. Thus, the particle adds to ps(r, s) with these prob-
abilities. To fully exploit the spatial coherence, we first integrate the particles that
are started near the sinks and store the respective coordinates at the starting points.
We then successively proceed to the particles that are started in the neighborhood
of the just completed region. These particles have a high probability to run into
that region, where they can be stopped after only a few integration steps. This way,
the total number of necessary integration steps decreases considerably. Depending
on the input data we experienced a speed-up of 5× to 10×.
In case of a 3D uncertain vector field, knowing the corresponding coordinates in
forward and backward direction at each location in the domain, we are able to
compute the probability of saddle and boundary switch connectors as described in
section 5.7.
5.12 Results
To test our approach, we apply the extraction of uncertain topology to synthetic,
measured, and simulated data sets.
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a) b)
c)
Figure 5.12: Flow from a certain to an uncertain area: a, b) samples of the input
fields are identical on the left-hand side but differ significantly in the
right-hand region; c) the topological skeleton shows the global trans-
port of uncertainty.
5.12.1 Synthetic Data Sets
Fig. 5.12a and 5.12b show two input vector fieldswhich are obtained by considering
the field
v =


(
1+ 1.5x
x(y− 0.5) (5x− 1)
)
if x < 0(
1− x
−8xy (2y− 1) (y− 1)
)
if x ≥ 0
(5.24)
in the domain [−0.8,1.2]× [−0.2,1.2], where a rather strongGaussian noise is added
to the right-hand region, i.e., the region x > 0. From a sufficient number of them
we can reconstruct the uncertain distribution field
vc = v , T =


T(x,y) =
[
0 0
0 0
]
if x < 0
T(x,y) =
[
1
4 0
0 14
]
if x ≥ 0
(5.25)
This means that for x < 0 we have a zero local uncertainty: all input fields have
exactly the same value there. Fig. 5.12c shows our uncertain topological skeleton
consisting of one source (red height field), two sinks (blue) and one saddle (yellow).
They give two topological sectors where the height fields are shown only in the
uncertain areas.
This example shows two properties of our approach: firstly, the right hand side
of the input fields have a strong topological complexity which is mainly due to
the added Gaussian noise. Our approach can deal with it by revealing the few
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a) b)
c) d)
Figure 5.13: Increasing the uncertainty of a random vector field: a) certain topology
of mean vector field; b) ‖T‖F = 0.2; c) ‖T‖F = 2.0; d) ‖T‖F = 5.0.
important topological structures. Secondly, although there is no local uncertainty in
the left-hand part of the flow, our algorithm finds a rather strong global uncertainty
there: for rather large areas it is uncertain to which sink a particle started from there
will converge. These are the areas where the two height surfaces intersect and their
supports overlap.
Fig. 5.13 shows a synthetic field to study the impact of increasing uncertainty on
the topology. We constructed an initial vector field vc as the gradient of a Perlin
noise scalar field. As shown in Fig. 5.13a, its topology contains many critical points.
Then we added different amounts of uncertainty, i.e., an isotropic matrix T with
‖T‖F = 0.2,2.0,5.0, respectively. Increasing ‖T‖F has two effects: the height sur-
faces show more overlapping areas and therefore more uncertainty, and the num-
ber of uncertain critical points decreases. Compared to Fig. 5.13a, the uncertain
topology contains fewer structures that are more robust against variations in flow
behavior.
5.12.2 PIV Data Set
Fig. 5.14 shows a PIV (particle image velocimetry) measurement of a real flow
around a backward facing step. The PIV measurement was carried out 1024 times,
yielding 1024 reconstructed vector fields on a regular 105x103 grid. Fig. 5.14a
and 5.14b show two consecutive fields of these which act as input for our ap-
proach. They look rather different, indicating a higher local uncertainty. More-
over, no particular order or temporal similarity comes with the data, such that an
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a) b)
c) d)
Figure 5.14: PIV data set of a flow around a backward facing step: a, b) two of the
1024 data sets, c) uncertain topological skeleton, d) close-up.
uncertain Gaussian distribution field is the method of choice for reconstruction.
Our uncertain topological visualization (Fig. 5.14c) consists of one saddle and two
sources. In additionwe interpret areas of inflow/outflow at the domain boundaries
as sources/sinks as well, yielding 3more sources and 3more sinks (marked red and
blue at the domain boundaries). The obstacle is modeled with no-slip boundaries.
The visualization shows a generally high uncertainty: in rather large areas, none of
the height surfaces is 1, meaning that only probabilistic statements about the flow
behavior are possible. The only certain region is the upper part of the flow where
the underlying LIC images are visible, indicating a rather laminar flow from the
right-hand to the left-hand boundary. Fig. 5.14d is a close-up of Fig. 5.14c. The
computing time for this data set was 5 minutes and 41 seconds.
5.12.3 Flow in a Tube
This data set is a PIV measurements that consists of 240 snapshots of a slice of a
flow in a tube. The measurements are taken from a flow with constant velocity of
4m/s. The timing for the measurements are 190µs and the uptake rate 3,3Hz. We
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Figure 5.15: Topology of the uncertain 2D vector fields generated by the PIV mea-
surement of a flow in a tube. Attracting features are visualized in blue,
repelling features in red.
Figure 5.16: Visualization of topology with underlying LIC of the mean vector field
of all PIV measurements. Sinks are blue colored, sources red colored
and saddles yellow colored.
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used the 240 single 2D velocity fields to generate an uncertain 2D vector field. The
uniform data grid has a resolution of 83× 67.
Fig. 5.15 shows the resulting uncertain topology. It contains one repelling closed
stream line, two sinks and two sources. Fig. 5.16 illustrates the topology of the
mean vector field of all 240 measurements, containing five sinks, nine sources and
eleven saddles. In comparison the uncertain topology contains less critical struc-
tures.
For the computation of the particle distributions representing attracting and re-
pelling structures, we generate a uniform initial distribution with 100 particles per
grid cell, with a total of 556,100 particles. The computation time for this example is
about 25 minutes.
5.12.4 Flow in the North Sea
Fig. 5.17 shows the visualization of simulated flow of the North Sea in the German
Bight (Deutsche Bucht) between 17/10/2008 and 09/11/2008. Although the flow is
3D, it is dominated by its horizontal components and can therefore be interpreted
as a 2D vector field with divergence. The flow is strongly dominated by the tides,
leading to a constantly changing domain over time. For a visual analysis, we have
selected all time steps of the same relative tide time (i.e., where the sea has flooded
approximately the same amount of land), leading to 33 data sets over a regular
160× 130 grid which describe the flow every 12 hours and 25 minutes (one tidal
period). Fig. 5.17a and 5.17b show two of the input data sets. Fig. 5.17c shows the
results of our uncertain topological analysis: including boundary inflow/outflow
we have 19 sources and 21 sinks, the corresponding uncertain topology reveals both
regions of certain and uncertain behavior. The computing time was 8 minutes and
56 seconds.
5.12.5 Flow in a Bay Area
Fig. 5.18 shows a data set describing (the perpendicular of) the flow of a bay area
of the Baltic Sea near Greifswald (Germany). The data was given as an incomplete
flow data set on a regular 115× 103 grid at 25 time steps. We use these time steps
as the input fields of our method. Fig. 5.18a-c show three of them as LIC images.
Our uncertain topology revealed 74 sinks and 78 sources including regions on the
boundary that where detected as critical points (see Fig. 5.18d). The flow falls into
three classes of main behavior. In the middle part, there are large regions of a cer-
tain behavior where the underlying LIC plane is visible. Contrary, in the areas left
and right of the center region strong overlap of height surfaces appears, indicating
a generally more uncertain behavior. The computing time for this data set was 2
minutes and 13 seconds.
5.12 Results
a) b)
c)
Figure 5.17: Topological skeleton of a simulated flow. a,b) show LIC images from
sample vector fields; c) shows the uncertain topology with an underly-
ing LIC of the average vector field.
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a) b) c)
d)
Figure 5.18: Flow in a bay area: a-c) LIC of input fields; d) topological skeleton of
the uncertain vector field.
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5.12.6 DNS Simulation
Direct Numerical Simulations (DNS) are becoming increasingly useful for turbu-
lent flow applications. They constitute a natural complement to experiments, in
particular to investigate in detail complex physical processes in simple geometries.
It does not rely on any approximate turbulence models, nevertheless the computa-
tional cost is tremendous.
The simulations presented here have been carried out with the DNS code π3 origi-
nally developed by Thévenin and coworkers [FSL+09]. It is a finite-difference three-
dimensional code solving the fully compressible Navier-Stokes equations for react-
ing flows. Derivatives are computed using centered explicit schemes of order six,
the temporal integration is realized with a Runge-Kutta algorithm of order four.
The code is parallelized through domain decomposition.
In this study a turbulent air flow without reactions is considered in a cubic domain
with a size of 0.5× 0.5× 0.5cm3 with 51 equidistant points in each direction. This
leads to a fixed, homogeneous spatial resolution of 100µm, necessary to resolve
accurately the fine details of the flow. Periodic boundary conditions are applied on
all sides of the domain.
A turbulent flow is considered initially superposed with a field of synthetic homo-
geneous isotropic turbulence corresponding to a von Kármán spectrum with Pao
correction for near-dissipation scale.
An initial turbulence field is generated with a turbulent fluctuation velocity u′ =
3m/s and an integral scale Lt = 4.5mm. It yields a turbulent Reynolds number of
Ret = 250 and the corresponding Kolmogorov scale is 25mm.
The result of such a simulation was given as a time series of 50 vector fields in an
interval of 3.2µs. The simulated turbulent flow changes its characteristic very fast.
In the beginning the flow contains strong divergence that decreases over the time.
So we can find topological features inside the field only in the beginning, otherwise
there are only features generated by boundary effects. For the creation of the un-
certain vector field we have chosen four time steps in a rather small time interval
from 0.0025¯s to 0.01¯s such that the field does not change too much and contains
some features. The resulting visualization in Fig. 5.19a contains 5 sink and 3 source
distributions (including inflow and outflow) and one saddle like region in the mid-
dle of them. The computation time for this example is about 42 minutes: a few
seconds for precomputation of the step size fields, 7 minutes for the computation
of the spanning sink and source sets with only 20 particles per data point (1,000
integration steps were needed for each set) and 35 minutes for the computation
of the corresponding coordinates with 200 particles per grid point. In comparison
Fig. 5.19b shows the common topological skeleton of the average certain vector
field. It contains 234 critical points and no clear structure is visible. This data set
confirms for 3D what has already been shown for 2D [OGHT10]: the consideration
of global uncertainty in flow fields tends to act as a feature reduction. The uncertain
skeleton contains only the most important features, while unimportant topological
features in the certain flow data (which are mainly due to noise) are removed.
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(a)
(b)
Figure 5.19: DNS simulation: (a) topology of the turbulent flow phenomenon ex-
ample, described by an uncertain vector field (b) critical points and
illuminated stream lines of the turbulent flow phenomenon example.
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5.12.7 Flow in the Pacific Ocean
These simulationswere carried out at the GermanClimate Computing Center using
the MPI-OM ocean model. The MPI-OM model was developed at the Max-Planck-
Institute for Meteorology in Hamburg, and is used to simulate various processes
in the different oceanic regions. It is part of the simulations that are carried out for
the IPCC assessment reports. The data set has a horizontal resolution of 1 degree
(360x180) and consists of 40 depth levels, specified by pressure, and shows the
velocity of ocean currents. The data set contains the average vector fields for each
month of one year.
We use these velocity fields of this simulation to create an uncertain vector field.
It symbolizes the general global flow in the oceans over one year. This data set
contains several thousands of features. For this reason we choose only a section of
this data set, a part of the Pacific Ocean in front of South America. The original
data set is given on a stacked grid. To use our method we resampled the data on an
uniform grid. The grid of the section that we analyze is 64× 91× 100. The result
of our analysis contains 124 uncertain sources and 104 sinks as shown in Fig. 5.20
and Fig. 5.21. We compare our result with the analysis of the average vector field,
which contains 527 critical points (shown in Fig. 5.22).
The runtime of the computation of the uncertain topology is about 7 hours: 10
minutes precomputation, 50 minutes computation of the spanning sink and source
sets with 10 particles per grid point and the rest of the time for the computation
of the corresponding coordinates with 100 particles per grid point. The reason for
this long computation time is the strong variation in velocity in the given data. The
precomputation of the step size helps to compensate for the very slowmotion in the
deep sea, but it still stays slow. To compute the spanning source and sink sets we
needed 12,000 integration steps for each set until the particles arrive in a classified
region.
5.12.8 Segment of the Pacific Ocean
This example is based on a flow simulation of the Pacific Ocean, described above.
It contains hundreds of critical structures, therefore we picked only a very small
segment of the Pacific Ocean in order to show some examples of closed stream
lines. The region of interest has a resolution of 28× 22× 6.
Fig. 5.23(left top) shows a volume rendering of the sink and source distributions
of this data set. There are two attracting and two repelling closed stream lines.
We adjusted the range of the linear transfer functions to the density of particles on
closed stream lines, because there the particle density is much smaller than in the
region of real sink and source distributions.
Again, we used a uniform initial particle distribution with 100 particles per grid
cell (a total of 369,600 particles). For counting particles in buckets we choose a
denser grid with a resolution of 140× 110× 30. The computation time is about 40
minutes.
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Figure 5.20: Flow in the Pacific Ocean: topology of the uncertain vector field (north
top).
Figure 5.21: Flow in the Pacific Ocean: topology of the uncertain vector field (north
left).
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Figure 5.22: Flow in the Pacific Ocean: critical points and illuminated stream lines
of the average vector field.
Furthermore, we use this example to analyze the stability of closed orbits in uncer-
tain vector fields. For this we artificially amplify the uncertainty by factors of 2 and
4. Fig. 5.23 shows results for different amplitudes of uncertainty. The left column
shows the critical structures and the right column shows volume renderings of a
scalar field s with
s =
maximal eigenvalue o f covariance matrix
length o f mean vector
.
This gives an impression of the impact of the uncertainty to the movement of parti-
cles in the uncertain vector field. For isovalues s> 1 the uncertainty dominates the
particle motion. We illustrate this case with an isosurface of s = 1.
While increasing the uncertainty an attracting closed stream line and a sink distri-
bution become weaker and finally disappear. However repelling structures hardly
change, even if they exist in regions where uncertainty dominates, like the large
repelling closed stream line.
To consider the results the stability of critical structures of any type are mainly
affected by global uncertainty and not by the local uncertainty.
5.12.9 Uncertain Lorenz Attractor
The last example is derived from the well-known Lorenz attractor, which has no
closed stream line in the strict sense. Here we want to show that our method also
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1× uncertainty
2× uncertainty
4× uncertainty
Figure 5.23: Segment of the Pacific Ocean with different amount of uncertainty: (left
column) Volume renderings of the particle distributions visualize at-
tracting (blue) and repelling (red) structures. While the uncertainty
increases, the big attracting closed stream line becomes weaker until
it disappears. (right column) Volume renderings of a scalar field s and
an isosurface with s = 1. For the region where s > 1 the uncertainty
dominates the particle motion in the uncertain vector field.
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Figure 5.24: Uncertain Lorenz attractor.
works for uncertain strange attractors. We set up an uncertain vector field with the
Lorenz attractor as the mean field:
vm(x,y,z) =

 σ (y− x)rx− y− xz
xy− bz

 .
with
T(x,y,z) =

 0.16 0 00 0.16 0
0 0 0.16

 , σ = 10 , r = 28 and b = 8
3
.
This field is defined over the domain D = [−25,25] × [−25,25] × [0,50]. Fig. 5.24
shows the critical particle distribution which is created by a forward integration
of a uniform initial distribution with 30 particles per grid cell (a total of 3,750,000
particles). The algorithm converges after 250 integration steps, with a step size of
∆t= 0.02. The computation time is 42 seconds. Although the mean field includes a
strange attractor instead of a closed stream line, ourmethod still finds this structure.
5.13 Discussion
Uncertain vector field topology is clearly a generalization of the classical certain
vector field topology. However, even though we provide a GPU-based highly-
parallel implementation, the computing time for uncertain topology is still higher
than for the certain topology. This is due to the fact that we still do an expensive
integration for every point, while for certain topologies only a low number of sep-
aratrices have to be integrated. These significantly high computing costs only pay
55
5 Topology of Uncertain Vector Fields
off for data sets where the uncertainty is relevant and of special interest. For data
sets where the uncertainty is less relevant, a faster certain topological extraction
may give almost the same segmentation than the methods presented in this work.
Our approach is therefore not going to replace the certain topology but is a gener-
alization particularly useful for the analysis of global uncertainty in flow fields.
Our method produces usually fewer uncertain critical points than the input fields
have, it can therefore be interpreted as a topology simplification method. There
is a number of approaches for topological simplification of (certain) vector fields
[dLvL99a, dLvL99b, TSH00, TSH01]. However, these methods consider only local
conditions for simplification and therefore might give different results than our
global method. For example, the results in Fig. 5.12 are hard to achieve with local
topology simplification methods.
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Beside topological techniques vortical structures play a vital role in vector field
visualization. We gave an overview of region-based and geometry-based vortex
criteria without uncertainty in section 3.2. The goal of this chapter is to generalize
these concepts to uncertain vector fields. Therefore we have to extend the definition
of uncertain vector fields which we introduced in section 4. With this definition
we are able to compute derivatives of uncertain vector fields which is the base for
computing vortex criteria.
6.1 Jacobian of Uncertain Vector Fields
In order to compute vortex structures, the usual way is to compute derived fields
from the velocity field which contain its derivatives. In the uncertain case, the
derived fields are uncertain fields as well. To compute them, two problems have to
be solved:
1. Even if the original field has a Gaussian distribution, the derived fields are
not Gaussian. Moreover, the derived fields generally do not have closed form
solutions.
2. When computing the uncertain velocity gradient it has to be considered that
the distributions at adjacent grid points are correlated.
We explain and illustrate both problems at an example: the computation of the un-
certain acceleration field. In the certain case, acceleration is given as a= Jv, where J
is the Jacobian matrix. In the uncertain case each component of J is a 1D probability
distribution function for which we assume a Gaussian distribution. However, after
the multiplication with the uncertain vector field (which is also a Gaussian distri-
bution), another kind of distribution function results. It is a product distribution
which is computable in a closed form for only a few special cases [Cra34]. In fact,
only for zero means the product distribution is described by a modified Bessel func-
tion of the second kind. In general, the uncertain acceleration cannot be written in
a closed form.
To illustrate this, we consider a part of the PIV data set that will be fully introduced
later in section 6.4.3. Here, it is sufficient to mention that at each grid point 1024
velocity vectors were measured, i.e., m = 1024, and that we consider the grid point
(i, j) = (60,50). Fig. 6.1a consists of 5 parts. The one in the middle shows the (end
points of the) vectors vi,j,k for i = 1, ..,1024 as red dots where the median is moved
to the image center. This red point cloud already gives an impression of the distri-
bution of vi,j,k. Using a binning technique, the marginal distributions can be shown
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a)
b)
Figure 6.1: Uncertain velocity and acceleration at grid point (60,50) of the PIV
data set using uncorrelated Gaussian distributions. a) sample vectors
vi,j,k as red dots and marginal density distribution as red curves; un-
correlated Gaussian reconstruction and marginal density distribution
as green point cloud and curve; b) sampled acceleration and marginal
distribution as red point cloud and curves; Monte Carlo sampling of ac-
celeration by using uncorrelated Gaussian at grid points as green point
cloud and curves: the red and green curves do not coincide.
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as red curves on the boundaries of Fig. 6.1a (middle). Note that due to the rather
low number of samples, the red curves look non-smooth. Nevertheless, their gen-
eral shape can be observed. By applying Gaussian fitting we have computed the
Gaussian distribution field at the grid point. We visualize it by a Monte Carlo ap-
proach, i.e. by computing a large number (here 100,000) of green random sample
points of the distribution as well as the marginal distributions as green curves. The
image clearly shows that a Gaussian distribution is indeed a suitable choice at the
considered grid point: the densities of the red and green points are clearly corre-
lated, and the red and green curves are rather similar. The remaining 4 images in
Fig. 6.1a show the same for the grid points (i− 1, j), (i+ 1, j), (i, j− 1), and (i, j+ 1)
respectively. Fig. 6.1b shows the uncertain acceleration at (i, j) in the following
way: for k= 1, ...,m, we compute ai,j,k = Ji,j,kvi,j,k where the Jacobian is estimated by
central differences Ji,j,k =
(
vi+1,j,k−vi−1,j,k
2 dx ,
vi,j+1,k−vi,j−1,k
2 dy
)
and dx,dy are the grid resolu-
tions. Then ai,j,k are drawn as red dots in Fig. 6.1b. By binning, the two red curves
show the marginal density distributions of ai,j,k. They clearly show that their dis-
tributions are not Gaussian (problem 1 above). The green point cloud is produced
by a Monte Carlo approach in the following way: for h = 1, ...,100000, we consider
random sample vectors v˜i,j,h, v˜i−1,j,h, v˜i+1,j,h, v˜i,j−1,h, v˜i,j+1,h obeying the Gaussian
distributions at the respective grid points. From them, we compute the random ac-
celeration vectors as a˜i,j,h = J˜i,j,hv˜i,j,h with J˜i,j,k =
(
v˜i+1,j,k−v˜i−1,j,k
2 dx ,
v˜i,j+1,k−v˜i,j−1,k
2 dy
)
. Again,
every a˜i,j,h is shown as a green dot, and the green curves show the marginal distri-
bution of a˜i,j,h. The green curves again indicate a non-Gaussian distribution. More-
over, the red and green curves do not coincide, meaning that the chosen model of
computing the Jacobian is not appropriate (problem 2).
Our approach to overcome the problems 1 and 2 mentioned above is to use a
Monte Carlo approach together with a correlated estimation of the Jacobian. Monte
Carlo methods [KW86] are a standard approach to solve probabilistic problems.
For considering the correlation between adjacent grid points, we do a simulta-
neous Gaussian fitting at a grid point and its neighbors. Instead of considering
the n-dimensional vectors vi,j,k, we consider the 5n-dimensional vectors v¯i,j,k =
(vi,j,k, vi−1,j,k, vi+1,j,k, vi,j−1,k, vi,j+1,k)T for k = 1, ...,m. For them, we apply a 5n-dim-
ensional Gaussian fitting
ρ(xi,j, v¯) =N (m¯i,j, C¯i,j) (6.1)
where m¯i,j is the 5n-dimensional median and C¯i,j is the 5n× 5n covariance matrix.
Note that (6.1) contains both the distributions of the velocity and Jacobian at (i, j).
Fig. 6.2 illustrates the application of (6.1) to the same example as in Fig. 6.1. Fig. 6.2a
shows the vectors v¯i,j,k as points distributed over the 5 adjacent grid points; the red
curves denote the marginal distributions. The Gaussian distribution is computed
by (6.1) and is shown by the blue point cloud and the blue curves. The coincidence
of the red and blue curves shows the correctness of the assumption of Gaussian dis-
tribution of v¯i,j,k. Fig. 6.2b shows the uncertain acceleration. The red point clouds
and curves are identical to Fig. 6.1b. The blue point clouds and curves show the
distribution of the acceleration by using (6.1). Here we can clearly see the coinci-
dence of the red and blue curves, which means that our correlated Gaussian model
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a)
b)
Figure 6.2: Uncertain velocity and acceleration at grid point (60,50) of the PIV data
set using correlated Gaussian distributions. a) sample vectors vi,j,k as
red dots and marginal density distribution as red curves; correlated
Gaussian reconstruction andmarginal density distribution as blue point
cloud and curve; b) sampled acceleration and marginal distribution as
red point cloud and curves; Monte Carlo sampling of acceleration by
using correlated Gaussian at grid points as blue point cloud and curves:
the red and blue curves coincide.
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correctly reproduces the uncertain acceleration (the green curves show the result of
the uncorrelated distribution from Fig. 6.1b for comparison.)
So far, we have an approach which can correctly deal with uncertain derived fields
containing only the velocity and the Jacobian. Fortunately, many common vortex
concepts fall into this category. We are now ready to discuss them in detail.
6.2 Uncertain Vortex Criteria
At first, we want to define a vortex in an uncertain vector field. Even in the certain
case several definitions exist. In general, it is described by a swirling motion of a
fluid around a core line[RC91, Por97]. In the uncertain case such a well defined core
line does not exist. Here we have to deal with density distribution functions that ex-
press the movement of particles inside the flow. For the movement of such particle
density functions we can only compute probabilities that particles of this distribu-
tion move around a core line. The core line itself is not a distinct line structure.
We can compute such a line only for one sample of the uncertain vector field. The
overall result is a probability for the existence of a vortex core in a small region.
Now we consider the results of vortex detectors. There are two categories: line-
based and region-based vortex criteria. In the certain case vortex core line detectors
generate a binary decision whether there is a core line at a certain location or not.
Vortex region extractors compute scalar fields that describe the strength of the vorti-
cal motion. Level sets on this field are defined representing vortical structures. For
the computation of vortical structures in uncertain vector fields the types of result-
ing fields change. Computing vortex cores of such fields results in a probability for
the occurrence of a vortical motion at a given location. For uncertain vortex region
detectors the result is a 1D density distribution function describing the probabilities
of values representing the strength of vortical motion at every location.
We will adapt Q and λ2 criteria as examples for vortex regions and the method
proposed by Sujudi and Haimes using the Parallel Vectors operator, as examples
for vortex cores detectors, to uncertain vector fields.
6.2.1 Vortex Cores
We will apply the Parallel Vectors operator, explained in section 2.2, to uncertain
vector fields. For this we have to compute the probability that two uncertain vectors
are parallel. A second condition of the Parallel Vectors operator is that vortex cores
only exist where the Jacobian of the vector field has two imaginary eigenvalues.
In section 6.1 we have shown that this is not possible in a closed form. Therefore,
we use a Monte Carlo method that calculates the probability of a vortex core line
in a cell of a uniform data grid. The support region for discrete vortex core line
computation is shown in Fig. 6.3 (left). It contains 32 data points. Thus, every
data point of the uncertain vector field consists of a 96D mean vector and a 96× 96
dimensional covariance matrix. We generate N samples of the uncertain vector
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Figure 6.3: (left) Scheme of the support regions for discrete vortex core line compu-
tations in 3D space. The cell we want to evaluate is colored black. (right)
Scheme of the support region of vortex region.
field. From these sample vectors we compute the acceleration vectors as at the
cell nodes. Vortex core lines do not consist of isolated points where the vectors of
both fields are parallel, they are continuous lines that cross cells. So we need to
compute parallel vectors on the boundary of each cell. As described by Roth and
Peikert[RP98], we assume linear interpolation on all triangles of the cell boundary
to get an analytic solution for the parallel vectors computation on the boundary.
The probability for the occurrence of a vortex core line inside the cell is the relative
frequency of the sampled Parallel Vectors operator on its boundary faces. It is given
by:
PSH =
1
N
N
∑
s=1
{
1 i f as ‖ vs ∧ #(λim(Js)) = 2
0 otherwise
(6.2)
with N as the number of samples. At least two faces have to contain a vortex core
that the cell is marked. The high-dimensional Gaussian distribution described by
equation (6.1) is used to generate samples of the uncertain vector field including vs.
Using these samples Js and as are computed.
6.2.2 Vortex Regions
In section 2.2 we described the two region based vortex criteria Q and λ2. To apply
these criteria to uncertain vector fields we use a Monte Carlo method that samples
the uncertain vector field, computes for each sample the Jacobian and the respective
criteria. In this case, we need a support region containing the six direct neighbors
of the node we want to evaluate and the node itself (Fig. 6.3(right)). Therefore,
the uncertain vector field is defined by 21D mean vectors and 21× 21 covariance
matrices. This results in a 1D histogram of the distribution of the criteria for each
data point. The challenge is the visualization. In the certain case vortical structures
are enclosed by level sets of the criteria. For the uncertain case we search for a
similar visualization. We can visualize the probability that the Q criterion is larger
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and the λ2 criterion is smaller than a certain threshold:
P(Q > t) =
1
N
N
∑
s=1
{
1 i f Qs > t
0 otherwise
(6.3)
P(λ2 < t) =
1
N
N
∑
s=1
{
1 i f λ2s < t
0 otherwise
(6.4)
with N as number of samples generated from the Gaussian function described in
equation (6.1), Qs and λ2s are the vortex criteria based on these samples. The visual-
ization shows the probability that at a location with a probability P > 0 is enclosed
by a level set. If there is no uncertainty, our method returns the same results as the
approaches for vector fields without uncertainty.
6.3 Implementation
We implemented our uncertain vortex framework in C# using the Task Parallel Li-
brary for parallelization. The input of our method is a number of vector fields (mea-
sured or simulated) describing the same flow phenomenon. These vector fields are
given on uniform grids. Using only one vector field corresponds to the certain case.
The results of our methods are scalar fields that represent probabilities of vortex cri-
teria. All computations are done on a small local region and are repeated multiple
times. This makes our method easy to parallelize using parallel for-loops.
For each local operation a support region is defined. For these regions we generate
multivariate Gaussian distributions of the input vectors. These distribution func-
tions represent the uncertain vector field. Samples of such distribution functions
are created by a pseudo random generator. A uniformly distributed vector is gen-
erated (same dimension as the mean vector of the Gaussian of the support region).
To this vector we apply a Box Muller filter that transforms it into a Gaussian dis-
tribution. After that, we multiply it with the Eigenvector matrix of the covariance
matrix (Eigenvectors are scaled by their Eigenvalues) and add the mean vector. Fi-
nally, we split the large vector into 3D vectors according to the nodes of the support
region.
With this sample vector set we can compute all vortex criteria. We repeat the sam-
pling and the vortex criteria computation a few hundred times. For region-based
vortex criteria we count the number of sample sets with a vortex criterion larger or
smaller than a given threshold. Concerning vortex core lines we count the number
of sample sets for which the Parallel Vectors operator returns true. The final result
is the relative frequency of the positive events.
6.4 Results
To test our approach we apply our methods to two real-world examples, a flow
around a cylinder and a flow field from a climate simulation. All results are gener-
ated with a laptop containing an Intel i7 2820QM with 4 cores and HT and 16GB
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RAM. All data sets were provided by domain experts, who gave positive feedback
on the results.
6.4.1 Flow around a Cylinder
In this example we have got four simulations of a flow around a cylinder with dif-
ferent Reynolds-numbers. The Reynolds numbers are between 290 and 320 based
on the free stream velocity and the diameter of the cylinder. The flow should be
laminar at these Reynolds numbers, but should already show three-dimensional
structures. Therefore, only three-dimensional configurations are retained. The
time-dependent computations have been performed for 100 seconds physical time.
Every 50th time step (every second physical time) is stored for further analysis.
The numerical computations have been performed using the open-source software
package OpenFOAM 1.6 using finite volume discretization. Block-structured grids
are applied using 645,120 hexahedral elements refined at the cylinder wall. A con-
stant inlet velocity boundary condition is considered at the inlet, pressure outlet at
the outlet and symmetry conditions are chosen for the top, bottom and side bound-
aries. No-slip boundary condition is employed on the cylinder wall. The size of the
domain is selected at least 20 times the cylinder diameter to eliminate the reflection
on the boundaries.
We resampled the data set to a uniform grid of the domain [−1,11] × [−3,3] ×
[−3,3]with a resolution of 200× 100× 100. Then we applied our techniques to this
data set. As a helpful orientation all of our result images show LIC of the corre-
sponding mean field in the background. At first we started with the region-based
techniques illustrated in Fig. 6.4. Here, from left to right the time steps 98 to 100 are
shown. The first row gives an overview of the uncertainty in the data set. In the
second row we illustrate the results of our uncertain λ2 vortex detector. These im-
ages show isosurfaces for P(λ2 <−0.003) = 0.05 and 0.95. The next two rows show
analogue results of the uncertainQ criterion for P(Q> 0.003). Similar to the certain
setting probabilities for Q and λ2 level sets are correlated. Also regions of strong
uncertainty correlate with these level sets. Results of the Parallel Vectors operator
are shown in Fig. 6.5 for the same time steps. In the volume renderings and cross-
sections we see the probabilities for the occurrence of vortex cores. The extracted
volumes where the probability for vortex cores is larger than zero are much smaller
than the volumes extracted by the region-based methods. High probabilities only
appear at the vortex cores behind the cylinder. The rest of the extracted structures
has a rather small probability, but larger volumes.
For time step 100 we make a more detailed analysis. We show a comparison of the
λ2 and Q criteria to the input fields (shown as colored isolines) and the mean field
(black isolines) in Fig. 6.6. Regions with high probability correspond to the average
level sets and regions with lower probability capture almost all regions of the level
sets of the input fields. In Figure 6.7 we compare our vortex core extractor with the
vortex cores of the input fields and the mean vector field. Here, also the level set
with 10% probability corresponds to the vortex cores of the mean vector field, and
the cores of the input fields are almost captured by regions with lower probability.
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a) b) c)
d) e) f)
g) h) i)
j) k) l)
m) n) o)
Figure 6.4: Cylinder data set: (a,d,g,j,m) time step 98, (b,e,h,k,n) time step 99,
(c,f,i,l,o) time step 100, (a,b,c) volume rendering of the maximal stan-
dard deviation, (d,e,f) isosurfaces of the probability field P(λ2 <−0.003)
with iso values 0.05 and 0.95, (g,h,i) cross section of the probability
field P(λ2 < −0.003) at z = 0 (j,k,l) isosurfaces of the probability field
P(Q> 0.003) with levels 0.05 and 0.95, (m,n,o) cross section of the prob-
ability field P(Q > 0.003) at z = 0.
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a) b) c)
d) e) f)
Figure 6.5: Cylinder data set: (a,d) time step 98, (b,e) time step 99, (c,f) time step
100, (a,b,c) volume rendering of the of the vortex core probability field,
(d,e,f) cross section of this field at z = 0.
a)
b)
Figure 6.6: Cylinder data set time step 100: (a) cross section of the probability field
P(λ2 <−0.003) and (b) P(Q> 0.003) at z= 0 compared with isolines of
the input data.
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a)
b)
c)
Figure 6.7: Cylinder data set time step 100: (a) vortex cores of the input vector fields
, (b) isosurfaces of P(aρ ‖ ρ) ≥ 0.01 (light blue) and 0.1 (blue), (c) isosu-
face 0.1 (blue) with vortex cores of the mean vector field (orange).
67
6 Vortices in Uncertain Vector Fields
The overall computation time for λ2, Q and vortex cores is 3 hour and 40 minutes
for each time step, using 200 samples for each data point.
6.4.2 Ocean Ensemble Simulation
The ocean simulation data is part of the CMIP5 runs (CoupledModel Intercompari-
son Project). The model itself is the MPI-OM ocean model which was developed by
the Max-Planck Institute for Meteorology in Hamburg. The simulation was carried
out on a tri-polar curvilinear grid with a horizontal resolution of 1.5 degree at 40
height levels. Prior to the analysis, the data was resampled to a rectilinear grid. The
data set consists of just three scalar variables (uko, vke, wo) that describe the ocean
currents. The simulation was performed using an ensemble run, and all together,
10 ensembles with the monthly mean of the currents were used.
Clearly visible in all results (see Fig. 6.8) is the Antarctic circumpolar current, as
well as the equatorial currents in the Pacific ocean and the gulf stream and the north
Atlantic current in the Atlantic ocean. Especially the circumpolar current which is
rich in vortices is detected very well using all criteria. With a higher resolution
simulation, probably also smaller features, such as the Kuroshio in Japan, and the
Agulhas current at the south-eastern tip of Africa can be detected. The overall
computation time for this data set is 1 hour and 16 minutes using 200 samples per
grid point.
6.4.3 Measured PIV Data Set
Here we used the same data set we introduced in section 5.12.2. We applied the
region-based vortex criteria to this data set. Fig. 6.9a illustrates the probability that
the Q criterion has a larger isovalue than zero, while Fig. 6.9b shows the proba-
bility of the λ2 criterion for isovalues smaller than zero. For comparison Fig. 6.9c
shows the Q criterion and Fig. 6.9d the λ2 criterion of the mean vector field. The
probability fields contain only values less than 100%. Also, the results of the mean
vector fields do not always correlate with the probability fields. That means there
are some configurations that locally differ completely from the average field. For
example, the λ2 criterion of the mean field has some large positive values above
the step, while the probability computed by our method shows clearly that there
are values smaller than zero. The overall computation time for this data set was 8
minutes and 20 seconds. We used 10,000 samples for each data point.
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Figure 6.8: CMIP5 data set: (top) showing P(λ2 < −0.003) , (middle) P(Q > 0.003)
, and (bottom) the probability of vortex cores.
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a) b)
0
1
c) d)
-0.001
0.001
Figure 6.9: Flow around a backward facing step: (a) P(Q > 0), (b) P(λ2 < 0), (c)
Q criterion of the mean vector field, (d) λ2 criterion of the mean vector
field.
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7 Lagrangian Coherent Structures with
Guaranteed Material Separation
This chapter deals with features in unsteady vector fields. However, approaches
from vector field topology do not apply well to unsteady vector fields because the
meaning of stream lines in time-dependent flows is limited. Here, the features
are mainly related to the Lagrangian viewpoint. This has lead to the concept of
Lagrangian Coherent Structures (LCS) which define regions of coherent flow be-
havior. As the name implies, these structures are advected in the flow. Thus, there
is zero flux across these structures.
A common way to find LCS is to compute the Lyapunov Exponent (LE) and find its
ridges [Lia66]. The LE characterizes the rate of separation of infinitesimally close
trajectories. While the LE is computed for infinite time, we have to deal with data
sets of finite time in practice. This has lead to the notion of Finite Time Lyapunov
Exponents (FTLE), where the LE is computed over fixed time intervals [Hal01].
It has been shown that the ridges of FTLE fields approximate LCS [Hal01]. How-
ever, FTLE ridges are not exact material structures and therefore deviate from LCS,
as we analyze in section 7.2 using a number of counterexamples.
In this chapter, we develop a modification of the FTLE method in order to find
separating structures that are guaranteed material structures. Analogously to the
FTLEmethod, we compute a scalar field that describes LCS, which we call Material
Separation Field (MSF). Using this scalar field, we introduce an appropriate defini-
tion for separating structures, which leads to material structures. We achieve the
material separation by incorporating all available time steps to compute the scalar
field. With our method, we have zero flux across separating structures and path
lines always have constant MSF values. Therefore, separating structures found in
one time step can easily be integrated to other time steps.
7.1 Notation
In this section, we want to characterize our input data and clarify the notation used
throughout this chapter.
Given is an n-dimensional (n = 2,3) time dependent vector field v(x, t) over the
space-time domain D¯ = D × [ts, te] where D ⊂ IRn is a compact and closed set act-
ing as the spatial domain of v and [ts, te] is the time interval on which v is given.
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(a) (b)
Figure 7.1: (a) The stream line integration of p¯ starting from (x0, t0) over the integra-
tion time T ends at (φ(x0, t0,T), t0 + T). (b) Example of domains of a 2D
flow: D is rectangular, D¯ is a (volumetric) box, δD¯ is the surface of the
box, δD¯in denotes regions of inflow, δD¯out denotes regions of outflow.
Furthermore, let δD be the boundary of D. Then the boundary of the space-time
domain is
δD¯ = D× {ts, te} ∪ δD× [ts, te]. (7.1)
We use the notation λi(M) and ei(M) for the i-th eigenvalue and corresponding
eigenvector of a matrix M, and λmax(M) for its maximal eigenvalue. Furthermore,
letM∗ be the transpose ofM.
The flow map φTt (x) = φ(x, t,T) of v is defined as the location of a particle seeded
at (x, t) after a path line integration of v over a time interval T. Given the spatial
gradient
∆ = ∆(x, t,T) =
dφ(x, t,T)
dx
(7.2)
of φ, the FTLE is computed as follows:
FTLE(x, t,T) =
1
T
ln
√
λmax(∆∗ · ∆) (7.3)
In order to simplify some concepts, we can interpret the n-dimensional unsteady
vector field v as a steady (n+ 1)-dimensional vector field
p¯(x, t) =
(
v(x, t)
1
)
. (7.4)
(The bar denotes that p¯ is a (n + 1)-dimensional vector field in D¯.) It is known
that path lines of v correspond to stream lines of p¯ [TWHS05]. For p¯ we define the
(n+ 1)-dimensional flow map
φ¯(x, t,T) = (φ(x, t,T) , t+ T) (7.5)
Fig. 7.1a gives an illustration for n = 2.
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The field p¯ segments the boundary of the space-time domain δD¯ into areas of inflow
and outflow:
δD¯in = {(x, t) ∈ δD¯ : ∃ ǫ0 > 0 ∀ǫ ∈ (0,ǫ0) : (x, t) + ǫp¯(x, t) ∈ D¯}
δD¯out = {(x, t) ∈ δD¯ : ∃ ǫ0 > 0 ∀ǫ ∈ (0,ǫ0) : (x, t) + ǫp¯(x, t) /∈ D¯}
Obviously, D× {ts} ⊆ δD¯in and D× {te} ⊆ δD¯out. Fig. 7.1b gives an illustration.
7.2 FTLE Ridges are not Material Lines
Experience has shown that ridges of FTLE coincide in many cases well with ma-
terial structures. However, in general they are not exact material structures, no
matter which ridge definition of a scalar field we use. Unless very long integra-
tion times are used, FTLE ridges can deviate considerably from material structures.
To show this, we now present three examples where the FTLE ridges significantly
differ from material structures. We start with two synthetic data sets, before we
analyze the flow in a real data set.
7.2.1 Vanishing Ridges
Let (x0, t0) ∈ D¯ be a point on a ridge of FTLE(x, t,T). There is only a certain part
of D¯ which has influence on FTLE(x0, t0,T): only the domain D× [t0 − T, t0 + T] is
involved. If the ridge is a material structure, then the complete path line φ(x0, t0,T)
for any T must be on the ridge. We construct a simple counterexample where this
is not the case. We define a flow field w as
w(x, t) =


v(x, t) for t0 − T ≤ t < t0 + T
t0+T+ǫ−t
ǫ v(x, t0 + T) for t0 + T ≤ t < t0 + T + ǫ
0 for t0 + T + ǫ ≤ t < t0 + 3T + ǫ
Note that w is obtained by a linear blending of an arbitrary vector field v and the
zero vector field 0 in the time interval [t0+ T, t0+ T+ ǫ] for a certain positive blend-
ing time ǫ. Then (x0, t0) is an extremal point of the FTLE ofw as well since v andw
coincide in a sufficiently large neighborhood of (x0, t0). Let φ¯w be the flow map of
w and let (x1, t1) = φ¯w(x0, t0,2T + ǫ) be a point on the path line of w starting from
(x0, t0). Sincew(x, t) = 0 in a sufficiently large neighborhood of (x1, t1), no measure
will detect it as part of a ridge. Hence, the ridge from w cannot include the path
line starting from (x0, t0). Fig. 7.2 gives an illustration. Over time, the FTLE values
on the path line decrease, until they reach zero at t = 2T + ǫ. Therefore, the FTLE
ridge terminates before the path line leaves D¯. In contrast, our method produces
separating structures that include the full path lines.
7.2.2 Laminar Speed Change
Even in cases where the ridges appear as distinct line-like features, there can be a
high amount of flux crossing them. We show this in the following two data sets.
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Figure 7.2: Construction of a fieldw such that (x0, t0) is on a ridge but (x1, t1) is not.
Hence the ridge is not a material structure.
First, we consider a steady field describing a laminar flow in D = [0,10] × [0,2]
which is defined as
v(x,y, t) = v(x,y) =
(
1+ f (x)
0
)
(7.6)
with
f (x) =
{ ∫ x
4.5 b(t)dt for 4.5≤ x ≤ 5.5
0 else
(7.7)
and b(t) is a quintic Bézier function over the domain [4.5,5.5] defined as
b(t) =
5
∑
i=0
bi B
5
i
(
t− 4.5
5.5− 4.5
)
(7.8)
with (b0, ...,b5) = (0,0,5,−5,0,0) and B5i are the Bernstein polynomials. In x =
(4.5,5.0), the flow first accelerates and in x = (5.0,5.5), it decelerates. These speed
changes result in positive FTLE values at vertical bars across D (see Fig. 7.3a).
Clearly, these bars indicate vertical FTLE ridges. Over time, the FTLE field stays
constant, because the field is steady and T is constant. Therefore, the positions of
these ridges do not change. However, all path lines cross these ridges, resulting in
an arbitrary large flux across the ridges.
If we enlarge T, the ridges move and become weaker (see Fig. 7.3b). However, they
are still constant in time. Only for T → ∞, the ridges will disappear. With our
method, the separating structures move with the flow, so that no path line crosses
them (see section 7.2.2).
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(a)
(b)
Figure 7.3: Vertical ridges in the laminar speed change example: (a) FTLE field for
T = 10, (b) FTLE field for T = 20.
Figure 7.4: FTLE field of the cylinder data set. The black lines indicate the ridges
that we analyzed for cross flux.
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Figure 7.5: Percentage of the flux crossing the five ridges from Fig. 7.4, plotted
against ridge arc length.
7.2.3 Cylinder Flow
For the cylinder flow dataset (described in section 7.4.2), we computed the cross
flux at some of its FTLE ridges. We selected a few local maxima of FTLE and ex-
tracted the associated height ridges using the parallel vectors method [PS08]. The
FTLE field and the selected ridges are shown in Fig. 7.4. We use the common heat
map technique discussed in section 7.3.3 for the visualization of the fields. For the
FTLE computation we used backward integration of T = 80, where the data set has
a total time span of 480. As we found the ridges to be distinct and clearly visible,
we assume that T is long enough.
At a set of sample points per height ridge the flux per unit length was then com-
puted by taking the velocity component orthogonal to the height ridge and sub-
tracting the speed of the moving ridge in this orthogonal direction. The motion of
the ridge was estimated by extracting height ridges from FTLE fields computed at
a few earlier and later points in time (and verifying independence of the temporal
sampling rate). Following Shadden et al. [SLM05], we divided this flux rate by the
local velocity magnitude. This results in the percentages plotted in Fig. 7.5, which
show relatively high values for the cross flux, ranging from -40 to over 10 percent.
In Fig. 7.6 we extracted particles on one ridge and integrated them in the vector
field for T = 32 and T = −32. The figure shows that the particles clearly deviate
from the ridge and therefore cross it.
By applying this flux computation also to the “double gyre” field (see section 7.4.1),
we were able to confirm Shadden’s value of about 0.05% for the (rather long) inte-
gration time T = 30, while for T = 3 we obtained similar cross flux percentages as
for the cylinder flow example.
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(a)
(b)
(c)
Figure 7.6: Flux across FTLE ridges: the black line consists of particles integrated in
the vector field, at (a) T = −32, (b) T = 0 and (c) T = 32.
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7.3 Material Separation Fields
We now describe our method, which produces separating material structures. The
key idea is to define a modification of FTLE fields called “Material Separation
Fields” (MSF) such that every point on a path line has the same MSF value, i.e.,
MSF(x, t) =MSF(φ(x, t,T), t+ T) (7.9)
for any integration time T which does not leave D¯. Once we have this, an arbitrary
point on a path line can serve as representative for computing MSF, and the MSF
for all other points on the path line can simply be obtained by advection along p¯.
7.3.1 Parametrization of Path Lines
Since we need only one point per path line as representative, we search for subsets
P¯ of D¯with the property that every stream line of p¯ intersects P¯ in exactly one point.
Then the MSF only has to be computed on P¯ and from there simply be advected to
every location of D¯. We call the definition of P¯ the parametrization of path lines.
Parametrization is a well-studied concept for curves and surfaces, meaning to find
an injective map from a subset of IR2/IR3 to a curve/surface. This map allows a
unique addressing of every curve/surface point. Fortunately, for path lines there
is a simple solution for the parametrization. Since the last component of p¯ is 1,
it is guaranteed that the integration of p¯ starting from any point (x, t) ∈ D¯ will
leave D¯ in a unique point on δD¯ for both forward and backward direction. This
gives two simple solutions: both δD¯in and δD¯out can act as the domain of the path
line parametrization. Based on this we can even define a parametrization which is
based on an arbitrary time slice t = const as
P¯t = {D× {t}} ∪ {(x, s) ∈ δD¯in|s > t} ∪ {(x, s) ∈ δD¯out|s < t}. (7.10)
(7.10) has the special cases P¯ts = δD¯in and P¯te = δD¯out. Fig. 7.7 illustrates the path
line parametrization of a 1D vector field u(x, t) for which we consider the 2D path
line field p¯(x, t) = (u(x, t),1)T. Fig. 7.14 shows a parametrization in a practical
example.
7.3.2 Defining MSF
Given a point (x, t) ∈ D¯, we integrate p¯ until we leave D¯ in a point (xout, tout) under
forward and (xin, tin) under backward integration (in the implementation we also
stop if one of the particles needed for the gradient computation leaves D¯):
(xin, tin) = φ¯(x, t, tin − t) (7.11)
(xout, tout) = φ¯(x, t, tout − t)
with (xin, tin) ∈ δD¯in and (xout, tout) ∈ δD¯out. Note that ts ≤ tin ≤ tout ≤ te. Fig. 7.8a
gives an illustration.
78
7.3 Material Separation Fields
(a) (b) (c)
Figure 7.7: Three parametrizations of the path lines of a 1D time-dependent vec-
tor field: (a) P¯ts ; (b) P¯te ; (c) P¯t with ts < t < te. The green lines are the
parametrizations: integrating from them covers the whole domain.
(a) (b)
Figure 7.8: (a) Integrating p¯ from (x, t) leaves D¯ in (xin, tin) and (xout, tout). (b) Sepa-
rating structures of MSF on δD¯in and δD¯out are connected by path lines.
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In order to compute MSF(x, t), we consider the whole path line from (xin, tin) to
(xout, tout). We define
∆M(x, t) = ∆(xin, tin, tout − tin) (7.12)
= (∆(x, t, tin − t))−1 · ∆(x, t, tout − t).
Therefore, ∆M(x, t) expresses the gradient of the flow map from tin to tout at point
(xin, tin). Note that ∆M(x, t) = ∆M(φ(x, t,T), t+ T) for any T with tin ≤ t+ T ≤ tout,
meaning ∆M stays constant along a given path line.
Now we can compute the forward MSF as
µi =
1
tout − tin ln
√
λi((∆M)∗ · ∆M) (7.13)
and
MSF f = max
i=1..n
µi. (7.14)
In a similar way we can define the backward MSF:
νi =
1
tout − tin ln
√
λi((∆M
−1)∗ · ∆M−1) (7.15)
and
MSFb = min
i=1..n
νi. (7.16)
There is a simple relation between µi and νi:
{µi, ...,µn} = {−ν1, ...,−νn}. (7.17)
Therefore, MSF f = −MSFb. Because of this equivalence, we only use the forward
MSF in the rest of this work.
As can be seen from equations 7.13 and 7.14, the MSF is computed in a similar way
to the FTLE (compare to equation 7.3). The FTLE uses a fixed integration time T. In
contrast, we incorporate all available time steps from tin to tout. This means, that the
forward and backward integration times can differ for different points. However,
their sum always equals tout − tin. Because ∆M is constant along a given path line,
the MSF is also constant along that path line.
Given the parametrization of path lines as described in section 7.3.1, we now have
a simple and efficient way to compute the MSF for all points (x, t) ∈ D¯. We only
need to compute the MSF on any parametrization P¯t. The MSF values for other
points (x, t) can then be found by looking up the intersection of the corresponding
path line with P¯t. Therefore, the MSF of D¯ can be regarded as a time-morph of the
MSF of P¯t along the vector field.
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7.3.3 Time Period of Interest
Another consequence of constant MSF values along path lines is that our results
represent mixtures of structures from forward and backward integration (called
unstable and stable manifolds in [SLM05]). Both types of structures can cross and
overlap each other. Such crossings are well illustrated in Fig. 7.9a and Fig. 7.11.
The corresponding data sets are described in section 7.4. While this effect results
from the material separation property, we still need a way to distinguish unstable
and stable manifolds for practical use. We also would like to incorporate a way to
analyze short term behavior that is decoupled from the temporal extent of the data
set.
In order to address these issues, we provide an optional visualization technique.
Commonly, heat maps are used for the visualization of FTLE fields. In this work,
we normalized the field values andmapped them to the color range shown Fig. 7.10a.
For an alternative visualization, we introduce a time period of interest (POI) which
represents a certain timeframe the user is interested in. The user provides three
time stamps:
• tc: defines the current time frame, where the MSF should be computed,
• tpois : defines the start of the POI,
• tpoie : defines the end of the POI,
where t
poi
s ≤ tc ≤ tpoie . In addition to the gradient of the flow map for the whole do-
main (∆M, see section 7.3.2), we similarly compute the gradient ∆poi for the domain
D× [tpois , tpoie ], which is restricted by the POI. Using this gradient, we compute the
MSF for the POI:
MSFpoi = max
i=1..n
1
tout − tin ln
√
λi((∆poi)∗ · ∆poi). (7.18)
Finally, we compute the value σ = MSF/MSFpoi, which describes the portion of
separation that exists within the POI. Note that we need the term tout − tin (instead
of t
poi
e − tpois ) in equation 7.18 in order to put these two quantities in relation.
For the alternative visualization, we map MSF values to pixel intensity and σ to
the saturation of red (see Fig. 7.10b). Therefore, structures with strong separating
behavior within the POI appear red, while structures with separation outside the
POI appear gray and desaturated. This way, we can highlight stable manifolds
using t
poi
s = tin and t
poi
e = tc, as can be seen in Fig. 7.9b. Analogously, unstable
manifolds are highlighted by setting t
poi
s = tc and t
poi
e = tout (see Fig. 7.9c). Short
term structures can also be emphasized by using different values for t
poi
s and t
poi
e ,
that are near tc (see Fig. 7.9d).
In the context of MSF, the drawback of this visualization technique is that color
values do not represent material structures anymore. Nevertheless, we regard this
technique as a compromise, becausematerial structures can still be recognized from
the intensity values.
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(a)
(b)
(c)
(d)
Figure 7.9: Time periods of interest for the MSF at t = 240: (a) heat map for t = 240,
(b) tpoi = [0,240], (c) tpoi = [240,480], (d) tpoi = [120,240].
0 1 0
1
MSF
1
σFigure 7.10: Color scheme.
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The field values are normalized and mapped to the color range shown Fig. 7.10.
7.3.4 Appropriate Separating Structures
The fact that the MSF is constant along path lines does not guarantee material sep-
aration yet. In addition, we have to use an appropriate extraction of separating
structures. However, all ridge definitions we are aware of fail to extract material
structures as ridges. We propose a simple definition of MSF separating structures
which guarantees material separation.
Instead of a central ridge line, we regard level sets of the MSF as separating struc-
tures, that is
sc(t) = {x : MSF(x, t) = k}, (7.19)
where k is a user defined constant. Per default, we choose k such that
f (k) =
number o f saddle points inside sc(t)√
area enclosed by sc(t)
(7.20)
is maximal. This formulation ismotivated by the observation that in the discrete set-
ting ridges are composed of a sequence of alternating saddles and maxima. There-
fore, these level sets surround MSF maxima tightly and enclose regions with ridge-
like behavior. Because high MSF values mark separating flow behavior, the level
sets represent volumetric regions (instead of lines) that separate different flow be-
havior. Note that a similar view point has been taken in the field of vortex extrac-
tion, where both line structures (vortex core lines) and volumetric regions are well
excepted approaches for vortex characterization. In a similar way, we propose a
region approach for the separating structures. In the context of steady-state flow,
the approach of representing separation behavior with regions was also described
in [CMLZ08].
Because MSF values are constant along path lines and level sets define the sub-
spaces of points with constant MSF values, the level sets stay on path lines. There-
fore, our separating structures are material structures.
Alternatively, we could consider the regions inside the level sets
sr(t) = {x : MSF(x, t) > k} (7.21)
as separating structures. Again, these regions stay on path lines and are deformed
by the vector field. Computing them can be done by a simple thresholding of the
MSF.
Given a suitable threshold k, our separating structures tightly enclose the ridges of
the MSF. Therefore, they describe ridge-like regions, in which the flow is mostly
parallel to the enclosed ridge. Still, our separating structures are elongated like
ridges and separate the flow on both sides of the structure. Our formulation of
separating structures as volumetric regions represents an alternative to the notion
of ridges that represents flow separation, but also leads to material structures as
well as the segmentation of ridge-like flow behavior.
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a) b)
(t=0)
(t=2)
(t=5)
Figure 7.11: Double Gyre example: (a) MSF, (b) MSF separating structures. The
black and red crosses show particles advected by the flow.
Our definition of separating structures means that they are connected by path lines.
In particular, this holds for separating structures on δD¯in and δD¯out (see Fig. 7.8b).
Thus, if we are interested in the separating structures of D¯, we only need to com-
pute the separating structures on any parametrization P¯t (like δD¯in or δD¯out) and
advect them in the vector field like material structures. The parametrization and
constant MSF of the path lines guarantees that all separating structures are found.
7.4 Examples
We implemented and tested the MSF method on a 3.2 GHz four core PC. All data
sets were sampled on a regular 3D grid representing space-time. We used a fourth-
order Runge-Kutta scheme and trilinear interpolation for the integration of path
lines. The integration was carried out on the GPU (GeForce GTX 260) using CUDA.
We computed the gradient of the flowmap using finite differencing of neighboring
particles as described in [SLM05]. The computation time mainly depends on the
number of output pixels and the integration steps for each path line. Therefore, it
also depends on the total time span of the data set. Corresponding to other FTLE
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visualization papers, we mapped the scalar field values to color hue, where blue
means low value and redmeans high value. In the following, we present our results
using three examples.
7.4.1 Double Gyre
Our next example is the double gyre data set, which was introduced in [SLM05]. It
is computed using the following functions:
f (x,y, t) = a(t)x2 + b(t)x (7.22)
a(t) = ǫ sin(ωt)
b(t) = 1− 2ǫ sin(ωt)
The vector field at point (x,y) at time t is given by:
u = −π A sin(π f (x)) cos(πy) (7.23)
v = π A cos(π f (x)) sin(πy)
d f
dx
The domain for this data set is D = [0,2] × [0,1]. We used the parameters A =
0.1,ω = 2π10 and ǫ = 0.25.
First, we consider the time span t = [0,10], consisting of one full period of the dou-
ble gyre motion. We sampled space-time with a 200× 100× 100 grid. Fig. 7.11a
shows the resulting MSF at different points in time. Fig. 7.11b shows the corre-
sponding separating structures. The threshold k of the level set is determined by
the maximum of f (k) displayed in Fig. 7.13a. The computation time for one picture
was approximately 15 seconds. The black and red crosses mark particles that are
seeded by hand and advected in the flow. Note that they do not cross the separating
structures at any time. This confirms our statement that MSF separating structures
are indeed material structures.
Both separating structures from forward and backward integration are visible. At
t = 0 only structures from forward integration are extracted. As t grows, separat-
ing structures from backward integration develop and cross the forward structures.
Particles at these crossings flow into both saddle regions on the top edge under
forward integration and on the bottom edge under backward integration. If we en-
large the time span of the data sets, the separating structures becomemore complex
and intersect each other more often. Fig. 7.12 shows anMSF of the double gyre data
set with two periods.
7.4.2 Cylinder Flow
In the third example, we analyzed a data set of a flow around a circular cylinder
that was simulated on an irregular grid. This grid was uniformly resampled onto
a regular grid with dimension 560 × 160 × 61. The time span of the data set is
t = [0,480].
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Figure 7.12: Double period of the double gyre (t=[0,20]) at t=10. The more periods
are considered, the more the separating structures cross.
(a) (b)
Figure 7.13: Plot of f (k) (equation 7.20) against k: (a) double gyre with a maximum
of f (k) at a MSF value of k= 0.06, (b) cylinder with a maximum of f (k)
at k = 0.046.
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Fig. 7.15 shows the MSF of four time steps (colored images). The computation
time was approximately 40 seconds per picture. The corresponding structures in
Fig. 7.15 (monochrome) clearly separate regions of different flow behavior. The
threshold k of the level set is determined by the maximum of f (k) displayed in
Fig. 7.13b. Again, the black and red crosses mark the position of five particles that
are advected in the flow. In contrast to the FTLE ridges in Fig. 7.4, the particles do
not cross the separating structures and stay on them.
In Fig. 7.14, we show different path line parametrizations. The MSF on the inflow
boundary δD¯in and outflow boundary δD¯in is shown in Fig. 7.14a and Fig. 7.14c.
Note that the shape of these boundaries is particularly simple in this data set, be-
cause throughout the time span, the left and right boundaries have only inflow and
outflow components, respectively. In Fig. 7.14c we build a parametrization P¯t based
on the time slice t = 240 and completing it with the appropriate parts of δD¯in and
δD¯out to get a complete path line parametrization, as described in section 7.3.1. All
three parametrizations are crossed by all path lines in the domain. Five of them are
shown in Fig. 7.14. Note that they cross separating structures in all parametriza-
tions. Therefore, they are material structures.
7.5 Discussion
We have analyzed that, in general, FTLE ridges are not material structures. At
first sight, this is a contradiction to the results of Shadden et al. [SLM05], who
found FTLE ridges to approximate material structures well. Shadden et al. also
have shown that for T→ ∞ FTLE ridges become exact material lines, which on the
other hand becomes equivalent to the infinite-time LE. In fact, our results for the
double gyre with rather long integration time confirm the results of Shadden et al.
However, for shorter integration times, the approximation error of FTLE becomes
larger. In practice, we have to face the fact that we have data sets of limited time
spans. Because FTLE is computed using constant integration times, FTLE methods
rely on relatively short integration times in practical applications. With the cylinder
data set we have shown that in such cases the approximation error can become
substantial and the flux across FTLE ridges cannot be ignored. In contrast, we have
shown that particles advected in the flow stay on separating structures of the MSF
and these have zero cross flux. In conclusion, we agree with the result of Shadden
et al. However, we found that the error for shorter integration times can become
more substantial in practice.
Our method represents a modification of the FTLE method. While FTLE analyzes
flow separation over a given time span, the MSF method incorporates the whole
temporal extent of the data set and extracts true material structures as separat-
ing structures. While FTLE can be regarded as a “time-local” method, our goal
is to provide a global view onto separation behavior. The consequence is that
flow-phenomena from one time step can cause MSF structures at far-off time steps.
While this may not be appropriate for every application, it provides an asymptotic
view of the flow.
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(a)
(b)
(c)
Figure 7.14: MSF on parametrization subdomains of cylinder flow: (a) δD¯in, (b) P¯t
based time slice t = 240, (c) δD¯out. The dark lines are 5 different path
lines.
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t = 120
t = 240
t = 360
t = 480
Figure 7.15: Flow around a circular cylinder: (colored) MSF, (monochrome) MSF
separating structures. The black and red crosses show particles ad-
vected by the flow.
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Since at any time step t, the MSF is computed both from forward and backward
integration of path lines, our results contain mixtures of unstable and stable man-
ifolds. In section 7.3.3 we have presented an optional visualization technique to
still differentiate between these structures. At the initial time steps, the separating
structures from forward integration are dominant. Over the course of time, these
structures compress and corresponding particles converge to the boundary. At the
initial time steps, the particles on separating structures from backward integration
are very close to the boundary. In subsequent time steps they diverge from the
boundary while the structures expand. Note that the technique from section 7.3.3
is also useful for outlining local structures in the context of the global view pro-
vided by the MSF.
An advantage of our method is that the topology of the MSF is preserved over
time. Hence, MSF separating structures consistently bound regions of coherent
flow behavior throughout time. In contrast, FTLE values on a given path line are
not constant. Thus, the topology of FTLE fields and ridges vary over time. Further-
more, for divergence-free vector fields the volume of MSF separating structures is
invariant. The double gyre example (Fig. 7.11b) demonstrates this behavior.
With our method, the MSF value of any point (x, t) in D¯ can be found by comput-
ing the MSF values of a parametrization P¯ as introduced in section 7.3.1 in prepro-
cess and integrating a particle from (x, t) to P¯. This technique could be used for
the rapid computation of MSF, which could serve for real-time exploration appli-
cations. However, the MSF values of P¯ are computed at discrete samples. This
can lead to artifacts caused by the insufficient resolution of computed MSF values.
For instance, the folding of separating structures at the border of the double gyre
example is hidden by a limited resolution of the sampled MSF.
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In chapters 4 and 5 of this thesis, pioneering work has been done in the field of
vector field topology with uncertainty. Chapter 6 introduced vortex criteria for
such uncertain vector fields. In chapter 7 we presented a variation of Lagrangian
coherent structures with guaranteed material separation.
We introduced the first approaches to extract and visualize the topology of uncer-
tain 2D and 3D vector fields. For this we started with a definition of an uncertain
2D vector field as a 4D scalar field and an uncertain 3D vector field as a 6D scalar
field, respectively. Such fields represent the transport probability from any location
in the domain to all other locations in the same domain. Based on these defini-
tions we defined an integration scheme for uncertain vector fields by using a time
dependent scalar field that represents a particle distribution. If the integration of
the particle distribution converges, we will find sink distributions in forward direc-
tion and source distributions in backward direction. Saddle distributions cannot be
found using integration. For the extraction of saddle distributions we showed two
different ways. For the first way we invented a method using a derived uncertain
vector field, the acceleration field. This field is integrated in the samemanner as the
original uncertain vector field. Sink distributions in this field correlate to all critical
distributions in the original field. By using a probabilistic version of the Poincaré-
Hopf index, we identify the type of the critical distributions. The disadvantage
of this method is that we approximate the acceleration field with Gaussian distri-
bution that is not an appropriate distribution function. In section 6.1 we showed
that this leads to inaccurate results. For 3D uncertain vector fields we developed
a more precise algorithm to detect saddle and boundary switch connectors includ-
ing saddle points at crossings. This algorithm does not need any derived vector
field. We use the particle distributions in all data points of the domain. If particles
integrated from one data point move to more than one sink in forward direction or
more than one source in backward direction, a probability for a saddle connector
exists. Using the probabilities for sinks, sources, saddle connectors and boundary
switch connectors we create colored height maps in 2D and volume visualizations
in 3D that give a combined visual summary of critical points, separating structures
and their probabilities. Such a visualization of uncertain topology is completely
new. Previous approaches visualized only probabilities of local uncertain feature
or global features like topology without uncertainty. Within this work we closed
this gap.
In chapter 6 we applied vortex criteria to uncertain vector fields. We extended
region based (Q , λ2) and geometry based (Sujudi & Haimes) vortex criteria to un-
certain vector fields. The key for this is the computation of the Jacobian by using
a correlated support region. This means we create a correlation matrix for all data
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points which are involved in the computation of such a vortex criterion. We showed
that uncorrelated support regions lead to inexact results and wrong distribution
functions as results. In chapters 4 and 5 we can visualize the results, representing
probabilities for the vortex criteria as height maps and volume visualizations. Our
method is very similar to Petz et al. [PPH12] which was published at the same time.
In general this method can be applied to all methods that extract local features in
uncertain vector fields and work locally on values and derivatives. They showed
this on examples for cores of swirling motion and for critical points. We believe
that this cannot be done for critical point distributions, because in comparison to
the particle integration method, their results depend mainly on the discretization
of the input data. As result they get the probability that a particle stays at the loca-
tion. In uncertain vector fields critical points are no local features, they are global
features.
The chapters 4 to 6 present approaches to approximate computations on uncertain
vector fields. The chapter 6 gives satisfying results for truly local features and re-
sults of chapter 4 and 5 approximate integrations on uncertain vector fields. Theo-
retically, a perfect result for integrations would be possible if all distributions of all
data points in the domain were correlated. So only one extremely large correlation
matrix represents the uncertain vector field. This would open the possibility to cre-
ate complete sample fields to generate smooth trajectories. Our method produces
trajectories which follow a Brownian motion (see Fig. 4.1) that does not consider
the history of a trajectory. However, currently it is not possible to create such a
correlation matrix for uncertain vector fields. The problems start with gathering
the required input data to create the correlation matrix and continue with extreme
requirements in terms of memory and computational power. Here we see room for
future work.
In the last part of this thesis we introduced a novel way to compute material sep-
arating structures. We showed that ridges of FTLE are only approximate material
separating structure. For this we demonstrated the flux over FTLE ridges. To solve
the problem we introduced a new approach that uses the whole available integra-
tion time. Further, we do not use lines as ridge structures, instead we use level
sets as material separating structures. The level sets are real material separating
structures. In future we see the possibility to apply this method to uncertain time
dependent vector fields. The key for this is to compute the relative probability of
given level sets, representing the MSF ridges. This would be an alternative to the
proposed LIC technique in Hummel et al. [HOGJ13] to show the general flow be-
havior.
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