We study finite loop models on a lattice wrapped around a cylinder. A section of the cylinder has N sites. We use a family of link modules over the periodic Temperley-Lieb algebra E P T LN (β, α) introduced by Martin and Saleur, and Graham and Lehrer. These are labeled by the numbers of sites N and of defects d, and extend the standard modules of the original Temperley-Lieb algebra. Beside the defining parameters β = u 2 + u −2 with u = e iλ/2 (weight of contractible loops) and α (weight of non-contractible loops), this family also depends on a twist parameter v that keeps track of how the defects wind around the cylinder. The transfer matrix TN (λ, ν) depends on the anisotropy ν and the spectral parameter λ that fixes the model. (The thermodynamic limit of TN is believed to describe a conformal field theory of central charge c = 1 − 6λ 2 /(π(λ − π)).) The family of periodic XXZ Hamiltonians is extended to depend on this new parameter v and the relationship between this family and the loop models is established. The Gram determinant for the natural bilinear form on these link modules is shown to factorize in terms of an intertwinerĩ d N between these link representations and the eigenspaces of S z of the XXZ models. This map is shown to be an isomorphism for generic values of u and v and the critical curves in the plane of these parameters for whichĩ d N fails to be an isomorphism are given.
Introduction
In part due to Onsager's remarkable solution of the two-dimensional Ising model [1] , the transfer matrix formalism has played a central role in the study of many problems in statistical physics. The Q-state Potts model, ice-type models and the dimer model [2, 3, 4] are the first examples that spring to mind. Other models, like the XXZ spin chain, are described in terms of their Hamiltonian matrix, an evolution operator that shares many properties with transfer matrices. In these original formulations, the transfer matrix or Hamiltonian is a linear operator that acts on states of N spins in a chain, i.e. on a tensor product of N copies of C 2 .
For some of these models, the evolution operator turns out to be a matrix realization of a particular element of the Temperley-Lieb algebra T L N (β), a one-parameter family of associative algebras. Recently, Pearce, Rasmussen and Zuber [5] have introduced a family of transfer matrices, the double-row transfer matrices, that live on the geometry of the strip with finitely many sites and are defined as elements of the abstract algebra T L N (β). There exists a natural action of the Temperley-Lieb algebra on link modules that defines physically relevant representations of this algebra. Partition functions for the Q-state Potts model are computable from the eigenvalues of the matrix realization of the transfer matrices at β = √ Q [6] . For almost all values of β, finding the spectrum of the double-row transfer matrix is an open problem, but nevertheless, the double-row transfer matrix formulation has the advantage that the sizes of the representations are independent of Q. Whereas the representations in the spin models give rise to symmetric matrix realizations of the transfer matrices which are then diagonalizable, their representative in the link representations exhibit rank 2 Jordan cells if certain conditions on β are satisfied [5, 7] . This is a remarkable feature, as Jordan cells in the transfer matrix of the finite model are a signature, in the scaling limit, of logarithmic conformal field theory.
For the geometry of the cylinder, the relevant algebra is the enlarged periodic Temperley-Lieb algebra EP T L N (β, α), a two-parameter algebra whose representation theory was studied by Martin and Saleur [9] , Graham and Lehrer [10] , and Green and Erdmann [11, 12] . For β = 0, Pearce, Rasmussen and Villani [8] introduced the single-row transfer matrix, an element of this algebra, and extended the definition of link modules to this geometry. In these representations, the single-row transfer matrix is non-symmetric, opening up the possibility of non-trivial Jordan structures. For critical dense polymers (β = 0), exact expressions for the eigenvalues were found, the existence of Jordan blocks was observed for small system size and a modular invariant was found that is believed to correspond to the partition function of critical dense polymers on the torus [8] .
The partition function and Jordan structure of the transfer matrix are of course not the only relevant 2 properties one can hope to extract from the transfer matrix. Periodic boundary conditions are of course relevant for cylindrical and toroidal geometries. Then winding properties of clusters as they evolve along the cylinder should be somehow computable from this transfer matrix. If the two ends of a finite cylinder are joined, the homotopy properties of the clusters on the torus may also be considered [13, 14] . However the link modules used to describe loop models, also known as standard modules, do not keep track of the winding of loops. One way to circumvent this problem was proposed by Richard and Jacobsen [15] , but we prefer another one here. We choose to use modules [9, 10] that depend on one further parameter, the twist parameter v, which is related to the winding of loops. In this paper, we start putting together tools to study these modified link modules. The spin and link modules over the Temperley-Lieb algebra, though different, are not completely unrelated. On the strip, a homomorphism i d N that maps link modules into subspaces of the spin modules led to a proof of selection rules for critical dense polymers on the strip [16] . In this work, we will construct a homomorphism (or intertwiner), hereafter denotedĩ d N , from link modules into submodules of an extended XXZ spin module (that depends upon the parameter v). This will prove particularly useful because, for generic values of the parameters, this map is an isomorphism of modules. This tool is intimately related to another one, the Gram matrix. There is a bilinear form on link modules, the Gram product, that is invariant under the action of the Temperley-Lieb algebra. The Gram matrix represents this bilinear form in the link state basis. The radical of this bilinear form, that is the set of vectors that have a zero pairing with any other, is easily shown to be a submodule. It is non-trivial if and only if the determinant of the Gram matrix vanishes [17, 18, 19] . In fact, we will show that the Gram matrix can be written as a product of two copies of I d N , the matrix representingĩ d N in the natural bases. A non-trivial Jordan structure is often related to the radical being non-zero and it is natural to ask whether a non-trivial kernel ofĩ d N may provide similar information. This question will be studied in a subsequent paper but, in the present one, the conditions on the parameters β and v for this kernel to be non-trivial are obtained.
The paper is organized as follows. Section 2 defines the periodic Temperley-Lieb algebras, the transfer matrix for the loop models and the family of representations depending on the twist parameter. Section 3 extends the periodic XXZ Hamiltonians into a family that, like the representations, depends on one more parameter. The linear mapĩ N is actually an homomorphism ends. We will soon come back to these tools to show how they allow to unravel, at least partially, the Jordan structure of the periodic loop transfer matrix.
Periodic Temperley-Lieb algebras and loop models 2.1 Periodic Temperley-Lieb algebras
On a vertical cylinder, we draw N equidistant points (or entries) on each of two parallel sections and label them 1 to N . A connectivity is a set of N curves connecting points pairwise by non-intersecting curves. Two connectivities are equivalent (or equal) if the curves of the first can be continuously deformed into those of the second. Clearly a rotation of 2π/N of the cylinder maps a connectivity onto another; these two connectivities, the original and the rotated, are usually distinct as their patterns of connections are then different.
Throughout this article we will depict connectivities by planar diagrams on a periodic strip, as in the following:
. The leftmost point on the top and bottom slices bears the label 1, the rightmost the label N . The cut along a line parallel to the cylinder axis that allows this planar representation is depicted using dotted lines at x = 1/2 and x = N + 1/2. These lines will be called imaginary boundaries.
3
A product between two connectivities c 1 and c 2 with N entries is now defined. The product c 1 c 2 is obtained by drawing c 2 on top of c 1 and connecting the N points on the bottom of c 2 with those at the top of c 1 . The result is the connectivity obtained from this new diagram, with a multiplicative factor of β n β α nα where n β and n α are respectively the numbers of contractible and non-contractible loops closed in the process. For instance, = α 2 β .
The two non-contractible loops, responsible for the factor α 2 , are drawn thicker here. Because curves can wind around the cylinder indefinitely, the number of connectivities is infinite.
is the vector space generated by connectivities and endowed with the product just defined and extended linearly to linear combinations of connectivities. The unit in PT L N (β, α) is the connectivity that connects the point i on the bottom to the point i on the top, for all i, with no winding.
We now define an abstract algebra, the periodic Temperley-Lieb algebra. Note that we use capital letters to denote it, instead of calligraphic ones for the algebra of connectivities.
Definition 2.2
The periodic Temperley-Lieb algebra P T L N (β) is the algebra generated by a unit id and the generators e i , i = 1, ..., N , constrained by the following relations
e i e i±1 e i = e i .
The indices are understood to be taken, modulo N , in the range 1, ..., N , and therefore e 0 ≡ e N and e N +1 ≡ e 1 .
, is generated by id, the e i s and two more generators, Ω and Ω −1 , satisfying (1) together with
(
with, again, the indices i of the e i s taken modulo N . The last relation can also be written as e N −1 ...e 1 = Ω 2 e 1 and e 1 ...e N −1 = Ω −2 e N −1 .
The generator Ω will be referred to as the translation operator. The relations (1) can be translated in terms of the generators e N , Ω and Ω −1 of EP T L N (β):
The identification of e N and e 0 is simply
constrained by these relations. Finally a last algebra will be used.
Definition 2.4
For N even, we define EP T L N (β, α) to be the quotient of EP T L N (β) by the relation
From (4), it also follows that F Ω ±1 F = αF , where F = e 1 e 3 e 5 ...e N −1 . Despite this quotient, the algebra EP T L N (β, α) is still infinite as it contains the infinite subalgebra Ω . For N odd, we take no further quotient but, for simplicity, we will still write EP T L N (β, α) for the enlargement of the P T L N (β) algebra.
To each g ∈ EP T L N (β, α), we associate a connectivity c = φ(g) ∈ PT L(β, α) as follows: To each generator we associate
. . , and for any g = i f i a product of the generators of EP T L N (β, α) (with f i ∈ {e 1 , ..., e N , Ω, Ω −1 }), we set φ(g) = i φ(f i ), with the same product of diagrams defined for PT L N (β, α). One can verify that equations (1), (2) and (4) are satisfied if we replace e i , Ω and Ω −1 by φ(e i ), φ(Ω) and
is a homomorphism of algebras. It is surjective as all generators of PT L N (β, α) have preimages. Moreover, Green and Fan [21] have shown that φ is injective. In this sense, EP T L N (β, α) and PT L N (β, α) are isomorphic, and throughout the rest of this paper we will use EP T L N (β, α) to denote both the algebra of connectivities and e N , Ω, Ω −1 /(relations (2), (3), (4)).
The loop transfer matrix
where the boxes are given by ν = sin(λ − ν) + sin ν = λ−ν , β = 2 cos λ, ν is the anisotropy and the leftmost and rightmost boxes are connected.
The loop transfer matrix, or simply transfer matrix, is related to the Fortuin-Kasteleyn description of twodimensional lattice models and has many crucial mathematical properties. (Several of the following properties were proved in a general context in [22] . Proofs and discussion of these properties in a context similar to the present one can be found in [5, 8] . The tie with lattice models is found in [23] or, for a presentation similar to the one here, in [7] for example.) (ii) It satisfies a crossing-reflection symmetry:
(iv) Its expansion around ν = 0 is
where
Link states and representations of EP T L N (β, α)
In the following, we will work with link representations of EP T L N (β, α) similar to those introduced in [8] . They extend to the periodic case the link representations of the (original) Temperley-Lieb algebra introduced for models on a strip [24, 18] . (See also [5, 7] .) Again N points (sometimes called entries) are aligned equidistant on a section of a vertical cylinder. A link state w (or link pattern) is a graph where the N points are either connected pairwise by non-intersecting curves or connected by a straight line to +∞. The non-intersecting curves and half-lines are drawn above the section, that is, on one side of it. A point connected to infinity will be called a defect and the number of defects of a link state will usually be denoted by d. The setB N of link states with N entries is naturally partitioned in the subsetsB By convention, the elements ofB N are ordered in ascending number of defects. When drawn in the plane, entries are placed on the horizontal axis at points of coordinates (1, 0), (2, 0), ..., (N, 0), and the diagram for link states is taken to be periodic in the x direction with x + N ≡ x. The curves connecting the entries can connect through the imaginary boundary line at x = 1/2 and x = N + 1/2. We will call these curves boundary curves or boundary bubbles. Here are the three subsetsB 
= .
The sets B The result is then multiplied by the following factors: weights related to closed loops (a factor of β for each contractible loop and one of α for each non-contractible one) and weights due to the lateral twist of defects. These are computed as follows. First, if two defects are connected in the diagram cw, the result is set to 0. Second, for each defect in w, a multiplicative factor of v ∆ is added, where ∆ is the distance the defect has traveled toward the left, that is, its position in the original state w minus its new one in the resulting cw. (Again, consecutive positions in w are at distance of 1.) The constant v is the twist parameter. The map ω d is obtained by extending this action linearly to all elements in EP T L N (β, α) and depends on v:
Examples are useful in understanding the product just defined. Here are computations for
In the first example, the first defect has ∆ 1 = 2 and the second ∆ 2 = −4, resulting in an overall factor of v ∆1+∆2 = v −2 . As a last example, note that Ω shifts the link pattern w one position to the left and therefore multiplies the resulting state by a factor v d .
We do not give the details of this proof as the verification is standard, though tedious. It suffices to show that the defining relations (1), (2) and (4) (1) and (2) involve at most four entries of the link state (except for the last one of (2)) so that, for these, one may concentrate on the two, three or four connections changed. The other two equations can also be seen to hold, and we leave the verifications to the reader. The result is nevertheless non-trivial. Indeed, imposing that connecting defects give zero is essential, as the map ω d would not be a representation of EP T L N (β, α) otherwise. For example,
Because e 1 e 3 = e 3 e 1 in EP T L N , N ≥ 4, this would not have been a representation. This also means that, to define an action of the whole link spaceṼ N where connecting defects are not given weight 0, the twist v should solve some algebraic constraints, like the above v 4 = 1.
The usefulness of the representation ω d with its twist parameter v stems form the fact that
and not simply ω d (id). It therefore allows one to keep track of the winding number of FortuinKasteleyn clusters along the cylinder, a physical property that plays an important role in the mathematical description of these models [13, 14, 25] . Another appropriate name for the parameter v would have been the momentum parameter. Indeed, Ω acts as a translation operator around the cylinder, or a rotation operator. Clearly its eigenvalues are expressed in terms of v and should be interpreted as the possible values of the momentum.
The XXZ model and the intertwinerĩ d N
On the strip, the loop models are intimately related to another family of physically relevant ones. Both models are defined by an evolution operator: the transfer matrix for the loop models and a Hamiltonian for the XXZ models. Even though the vector spaces upon which the evolution operators act are different, they both carry a representation of the Temperley-Lieb algebra. Often properties of one of the models can teach us something about the properties of the other and, with this objective in mind, we give in this section the precise relation between loop models and the XXZ Hamiltonians on the cylinder.
An extended family of XXZ models
Instead of working with the full transfer matrix, we concentrate on the first non-trivial term in its expansion around u = 0, given in (6): H = 1≤i≤N e i . Since the XXZ Hamiltonians are maps of (C 2 ) ⊗N onto itself, we need to define a representation of EP T L N (β, α) on this vector space, or at least of P T L N (β). Then the XXZ Hamiltonians will simply be H = 1≤i≤Nē i whereē i are the matrices representing the generators e i of EP T L N (β, α). We use the usual notation
for 1 ≤ j ≤ N and a ∈ {x, y, z, +, −}, and we set σ a N +1 ≡ σ a 1 . The tensor product contains N two-by-two matrices and σ a is the j-th factor in this product. The matricesē j ∈ End (C 2 ) ⊗N arē
where the allowed values for j are from 1 to N for the first two forms and from 1 to N − 1 for the last. The periodic XXZ Hamiltonian found in [20] also depends upon a twist parameter (named e iϕ therein) which only enters in the definition of the first generatorē N . We note however that a similarity transformation
It is clear from the second form that eachē j commutes with the total spin S z = 1 2 1≤i≤N σ z i . The matricesē j are not hermitian. But, if u and v are on the unit circle, the first three terms of the first form in (8) are clearly hermitian. Only the term
) is not. Finally one can verify that these matrices satisfy the relations (1), withē N +1 ≡ē 1 and β = u 2 + u −2 . Therefore
We shall often use the following parametrization for u and v: v = e iµ , u = e iλ/2 . If µ and λ are real, the Hamiltonian H = H(u, v) = N i=1ē i is hermitian, since the sum j (σ z j − σ z j+1 ) vanishes. The usual XXZ model corresponds to the case v 2 = 1 (for the case with boundary see for example [20] and also [16] where the interplay between loop models and XXZ Hamiltonian has been exploited).
We finally introduce the matrices t ±1 andΩ ±1 . The operators t and t −1 are left and right translations around the cylinder. In the basis |x 1 x 2 . . . x N where every x i ∈ {+1, −1}, they act as
z ,ē j ] = 0, the first and second equations of (2),Ωē jΩ
holds is far less trivial. Moreover, to check that the matricesē i andΩ ±1 generate a representation of EP T L N (β, α), we would have also to show that, for N even,
forĒ =ē 2ē4ē6 ...ē N and some α = α(u, v). There might be a way to prove (10) and (11) by direct computation. We prefer a more roundabout way. Let us denote by τ the map defined on the generators by e i →ē i and Ω ± →Ω ± and, in general, by i f i → if i for f i ∈ {e 1 , ..., e N , Ω, Ω −1 }. This map is a representation of P T L N (β). Moreover the two first relations in (2) 
It will then follow that equations (10) and (11) are satisfied for all values of u and v and that τ is a representation of EP T L N (β, α), with the parameter α equal to v N + v −N . Thus v comes into play both as a twist parameter and in the weight of non-contractible loops wrapping around the cylinder. 
The mapĩ
is defined by its action on elements
and |0 = | + + · · · + is the unique state with all spins up.
If a boundary bubble is present, its starting point i is connected to a point j ≥ N + 1 and we then use the convention that σ
and the action of c on w is the one defined for the representation ω d , with twist parameter v.
Once equations (10) and (11) 
T m,n and ψ ′ (w) be the part of ψ(w) that does not touch points i, i + 1, j and k (see the diagrams below for the meaning of these indices). We give below a list of relations that are sufficient to establish the result. For each element of this list, we give the diagrammatic relation and its algebraic counterpart to be checked explicitly. For the diagrammatic relations, we draw in w only the positions that play a role in the verification. For example, in the first, the check is for all vectors w whose positions i and i + 1 are defects and, because e i acts only on these positions, they are the only ones drawn.
A few observations are useful. First, if the four indices ofT i,j andT k,l are distinct, then these two linear maps commute. Second, because Y (w) commutes withē i and with thoseT s with indices in {i, i + 1, j, k}, we can ignore it in our calculation. And third, the usual σ + j σ − j |0 = |0 and σ + j |0 = 0 are keys in the computations to follow. Because of the latter identities, the relation 1) is trivially satisfied. Under the action of τ , the number of defects is conserved, as it is in the representation ω d . The computations for the elements 2), 3) and 5) arē
and for 8), the link state w has a boundary bubble connecting positions i + 1 and i + N and
The proofs of 4), 6) and 7) are similar. For 9), from the definition ofΩ ±1 , we haveΩ
and v
±2S
z |0 = v ±N |0 . In the subspace with d defects, the number |ψ(w)| of pairs
as required.
The proofs of equations (10) and (11) have been left out. To complete these, we will show thatĩ (10) and (11) hold in the link state representation, then they will also hold in the spin eigenspace since the previous proposition showed thatĩ
3. 
where n β and n α are respectively the numbers of contractible and non-contractible closed loops in D G (w 1 , w 2 ), and n v = l ∆ l where ∆ l is the displacement (to the left) of defect l of w 1 connecting to another defect of w 2 . Of course, only one of n α or n v can be non-zero. 
For simplicity, we will sometimes denote w 1 |w 2 G by the corresponding Gram diagram. With this convention, example 3) becomes
Here
T is consistent with the previous remark thatG
Here is a simple example of this remarkable factorisation for N = 4 and d = 0. The bases are ordered as
for the spin basis and as (7) for the link state basis. The matrices are
The equality can be checked by doing the product I 
With the usual scalar product on spin states ( x 1 x 2 . . . x N |y 1 y 2 . . . y N = i δ xi,yi for x i , y i ∈ {+1, −1}), matrix elements can be rewritten as
and then
Notice that all the elements of the second product commute among each other, and the same goes for those of the first. However, elements of the first product do not commute with some elements of the second. More precisely, an elementT T i,j of the first product does not commute with aT k,l of the second if {i, j} ∩ {k, l} = ∅. This suggests to break down the above products into clusters, namely subsets of indices corresponding to connected components of the Gram diagram D G (w 1 , w 2 ). Such a cluster is the set of labels visited by one loop or one defect in the diagram. Then (Q d N ) w1,w2 factors as a product over clusters:
where the c m s are the clusters and n c is their number in D G (w 1 , w 2 ). We want to show that
where n α , n β and n v have been defined in definition 3.2. To show this, we can concentrate on a single cluster, say the one containing the point i, and simplify it by removing pairs of indices recursively. More precisely, we proceed as in proposition 3.2: We identify local relations between theT s andT T s that, if true, would show that each cluster gives rise to its proper contribution in the final result of (14) . Here are these local relations where the u and v dependence ofT i,j (u, v) andT
has been removed and therefore
where ≃ means the equality holds modulo terms that will be 0 when the product with 0| is computed. For instance, relation 4) is checked as follows
where, in the last step, we used the 9) is trivial and the seven others are proved in a similar fashion. Finally, we note that the case i k l does not need to be studied because there has to be a j (with i < j < k) for which the diagram reads i j k l , and then relation 6) (or rather its transpose) may be used first. In conclusion, in calculating (Q d N ) w1,w2 , each cluster gives rise to a factor through relations 1), 2), 7) and 8) that is equal to the factor obtained from the corresponding closed loop in the Gram diagram and the proof is complete.
From the previous proposition, det
The computation of these determinants will be done in section 4, that ofG [26] and [18] ):
where the following notation is used:
and, as usual, dim V 
Theorem The determinant of the Gram matricesG
and detG
where v = e iµ . Trivially, for d = N , detG N N = 1. Formulas (16) and (17) have been proved in various contexts before. To our knowledge, they first appeared in Martin and Saleur's work [9] on the representation theory of the full Temperley-Lieb algebra on a graph G. (The periodic Temperley-Lieb corresponds to choosing the graph G to be the affineÂ N .) Graham and Lehrer [10] gave a full description of the representation theory of the periodic Temperley-Lieb algebra (affine Temperley-Lieb algebra), including a proof of the above determinant, within the context of category theory. Their affine cell representation W t,z is introduced as a functor between two categories. For a given n (our N ), their modules W t,z (n) are related to our ω d , with their t fixing our d. Their parameter z is tied to our parameter v, though the exact relationship depends on d. Their proof is (very) different from ours. Chen and Przytycki [27] recovered recently the case d = 0 in still another way. Clearly this result is crucial and different proofs will bring into light different properties of the problem. Ours is based mainly on diagrammatic arguments, rests upon the Wenzl-Jones projectors and underlines a remarkable property of the Gram determinant for the (original) Temperley-Lieb algebra to be proved next.
The Gram determinant on the strip
The goal of this section is to show that equation (15) , which gives the Gram determinant on the geometry of the strip for v = 1, actually holds for any value of the twist parameter. In fact, we will pursue an even more ambitious goal. Let ·|· 
The main tool will be the Wenzl-Jones projector (see [28, 29] ). where each box is
The projector WJ n acts on n of the N positions of EP T L N . If these positions are chosen to be 1 to n, then WJ n satisfies the four properties [28, 29, 30] :
(i) WJ n e i = e i WJ n = 0 for n ≥ 2 and i = 1, 2, ..., n − 1.
(ii) (WJ n ) 2 = WJ n .
(iii) The reflection through a horizontal mirror of the diagram defining WJ n is equal to WJ n . Equivalently
(See the definition of " †" before theorem 3.3.) (iv) WJ n is also unchanged if the diagram defining the projector is reflected through a vertical mirror. This follows from the unicity of the projector defined by (i) and (ii), as proved for example in [30] .
If WJ n is chosen to act on positions k to k + n − 1 or, even, on a subset of {1, 2, . . . , N } of n elements, then (ii), (iii) and (iv) still stand, but (i) then needs to be replaced by the statement that any bubble joining neighboring positions of WJ n gives zero [5, 7] . The property (iii) implies that w 1 |WJ n w 2 G = WJ n w 1 |w 2 G for w 1 , w 2 ∈Ṽ N . Note that the projector WJ is defined only if none of the sine functions in the denominators of equation (19) vanish; this requirement is clearly a condition on Λ.
To show equation (18), we partition B (1)). The proof of this claim is identical to that of proposition 2.1. Again one can check that the relations (1) are always satisfied (each involves at most four entries of the link state) and that a given defect i is always associated with the same twist parameter v i , a property that is lost for the periodic case.
For the above example, we get
To compute the twist factor i v ∆i i in a Gram diagram, one has to be cautious to identify correctly the position of the defects. For example, the second element of VW 2 above will be a sum of two link states. The (only) defect is at position 1 in one of the two link states (with an added factor v 
, where, at the last step, the only configuration contributing has all tiles set to . From the previous remarks, up to a sign, the Gram determinants obey the recursion relation
Two limiting cases are known:
The use of (20) (15) satisfies all these and must thus be the solution. This ends the proof of (18) .
Even though the matrices G 
The relation between the open and periodic cases
We now introduce a linear transformation U such that, in the new basis {U(w), w ∈B Here is an example for w ∈B 4,1 8 :
The Wenzl-Jones projector WJ n is a product of terms of the form (id + e i S k /S k+1 ) and therefore its expansion contains words e i1 e i2 . . . e i ℓ in the (n − 1) first generators of EP T L N . The identity id, that is the empty word, occurs with a factor one. The removal of the bubbles that do not cross the boundary in w ∈B 
The Gram matrix is much simpler in these new bases for theṼ
where w d,r is the (unique) link state ∈B Proof The only states w 3 that can potentially satisfy w 3 |U(w 1 ) G = 0 are those in V d N . This is why w 1 and w 2 have been taken with the same number of defects.
What happens if we calculate explicitly U(w 2 )|U(w 1 ) G ? If r 1 > r 2 , in the Gram diagram, WJ d+2r1 has more entries than WJ d+2r2 and some entries of WJ d+2r1 are necessarily connected pairwise by some (nonboundary) bubbles of the original w 2 . From the property (i) of the WJ projector, the result is zero if r 1 > r 2 , so we restrict our study to r 1 = r 2 ≡ r. Two scenarios may occur for the diagram D G (U(w 2 ), U(w 1 )).
In the first, the bottom d + 2r points of the top projector are not all connected to entries of the bottom projector. If this happens, the top WJ has some of its N points connected to non-boundary bubbles and the result is 0, by the same argument used above for r 1 = r 2 . Under these conditions, C(w 2 )|C(w 1 ) v G vanishes. Indeed, the bubbles connecting entry points of the Wenzl-Jones projector, say in U(w 1 ), now connect two defects of C(w 1 ) in D G (C(w 2 ), C(w 1 )) and the result is zero.
In the second scenario, the d + 2r entries of the top Wenzl-Jones projector coincide with those of the bottom one. Then the pattern of contractible bubbles is the same in D G (U(w 2 ), U(w 1 )) and D G (C(w 2 ), C(w 1 )) and the corresponding factors of β are equal. Let us then concentrate on the d defects and r boundary bubbles of each diagram. The d + 2r corresponding entries of the diagram D G (U(w 2 ), U(w 1 )) start, from the top, as a state with d defects and r boundary bubbles, that is w d,r , go through two copies of the Wenzl-Jones projector WJ d+2r and then connect with a second w d,r , as in the following example,
where properties (ii) and (iii) of the W J projector were used at the second equality. The product U(w 2 )|U(w 1 ) G is thus β n β v∆K d,r for some∆, and with K d,r given by
For a given configuration of the WJ projector, each defect i will contribute a factor v∆ i+∆ ′ i to the total weight, where∆ i is the displacement of the defect i + r in the diagram D G (C(w 2 ), C(w 1 )) and ∆ ′ i depends upon the configuration chosen for the W J projector. Defects 1 to r and d+r+1 to d+2r in D G (C(w 2 ), C(w 1 )) correspond to boundary bubbles of the original diagram D G (U(w 2 ), U(w 1 )) and must contribute v 0 , which justifies our choice of v in C(w 2 )|C(w 1 ) v G . For example, the diagram above has a twist factor of v 2 which is exactly the twist one finds in computing 
is independent of v and given by (15) , and this completes the proof.
Again examples are useful: 
The next section is devoted to the computation of K d,r .
The factor K d,r
We construct recurrence relations for K d,r and use them to find their values. For d = 0, K 0,r satisfies the relation
To show this, we sum over all configurations of the top diagonal row. Many of these have weight 0. All configurations with give 0 from property (i) of the WJ projector. Also, the top entries of the projector WJ 2r are of two types: those connected to the boundary at x = N +1/2 and those connected to the boundary at x = 1/2. Configurations with connecting two entries of the same type also give 0. In the end, only two configurations have non-zero contribution:
In the first term, a non-contractible loop is closed and a factor of α is added. Summing over the lower diagonal row and using the same arguments as before gives a unique contribution, and the result is
In the second term, we use property (iv) of the W J projector and find
where we used
to obtain the second equality. This concludes the proof of equation (24) . One can compute the initial
S2 and find, finally,
The case d > 0 depends on the twist parameter v = e iµ of which we must keep track when writing the recurrence relation
The steps are otherwise similar to those of the case d = 0:
Top entries of the projector are of three types: Besides the left and right boundary bubbles encountered before, they can also be connected to defects. Whenever connects two entries of the same type, the result is 0 as before. The connections of the first and second term of (27) are identical, but the weight due to the twist in the defects is not and remains to be computed. When computing twist factors, we must not forget that the original diagram has N positions and that contractible loops can be present between the entries of the projector WJ. The first diagram provides a good example. Entries of the projector WJ are labeled by integers i = 1, . . . , 2r + d (defects occupy positions r + 1 to r + d) and correspond to some positions p i in the original diagram. In (27) , the (d − 1) leftmost defects entering the projector WJ all connect two positions to the right of their entry point, so their contribution to the twist factor is v pi−pi+2 , for i = r + 1, ..., r + d − 1. The rightmost defect enters from the top at position r + d, moves right across the imaginary boundary, and then connects at position r + 2. Because the original diagram has N positions, this last defect contributes v p r+d −(N +pr+2) . The total twist weight of the d defects of this first diagram sums to v −(N +δ) , with δ = p r+d+1 − p r+1 . Each defect of the second diagram has the same entry and exit points, except for the leftmost defect that wraps around in the left direction. This defect gives the only contribution to the second diagram, namely v (N −δ) . With these twist weights, contributions of the first and second diagrams combine and give
where we have summed over configurations of the lower diagonal row and computed twist weights as explained earlier.
The last term in (27) can be seen to give −(S 2r+d /S 2r+d−1 )K d,r−1 by the same argument as the one given for d = 0. A simple exercise using trigonometric functions shows that the two contributions sum up to equation (26) . Because the v δ s have cancelled out, K d,r is independent of the positions of the contractible loops of the original diagram. With the initial condition K d,0 = 1, we find
The determinant of the Gram matrix
The purpose of the previous paragraph was to compute the constants K d,r . Note that the result (28) for K d,r gives the expression (25) for K 0,r if d is set to zero and 2 cos µN is replaced by α.
Proposition 4.3 The determinant of the Gram matrix is
Proof The result of the last section is
Using (15) and (23), one finds
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The product of the factors (α 2 − 4C 2 k+d/2 ) yields
One must therefore show that the rest is 1. For this, the order of products is inverted in each of the subfactors:
It is then clear that everything cancels out. The second form in equation (29) follows from a straightforward trigonometric manipulation of the first.
The second form of the determinant (29) shows that its zeroes all lie on curves (−u 2 ) 2x v 2N = 1 and that the structure of the action ω d depends only on the twist parameter through its 2N -th power. This is related to the observation made in section 3.1 that the two actions on the XXZ models defined in [20] and here are tied by their parameter as e iϕ = v 2N . The theorem 4.6 to be proven in the next section will go further in showing that these two actions are generically isomorphic to that of ω d onṼ d N . 
The determinant of
Proof We start by considering the case d = 0. For r = 0, every i and j forming a pair (i, j) ∈ ψ(w) are in the range 1, ..., N . A bubble that closes at position +j (i.e. x j = −1) contributes j to the sum − ix i , and one that opens at j (x j = +1) contributes −j. Therefore H( x) = (i,j)∈ψ(w) (j − i). For r > 0, some bubbles close at positions j ≥ N and contribute j to (i,j)∈ψ(w) (j − i) but only j − N to H(w). For every one of these r bubbles, we must add to − N j=1 jx j a factor of N , which yields the correct result. For d > 0 and r = 0, the (i,j)∈ψ(w) (j −i) has contribution j for a bubble that closes at j, −j for a bubble that opens at j, and 0 for a defect at position j. This sum is therefore − j jy j where y = (y 1 , y 2 , ..., y N ) is a not a path of P 
where, for X 2 , the second equality follows from lemma 4.4. For the third, we used the fact that H( x). The sum is thus over all paths using edges drawn in Figure 2 , a step in the north-east (south-east) direction corresponding to a positive x i (negative x i ). Paths in P is an isomorphism between modules over EP T L N (β, α).
Proof We left out in section 3 the question of whether the matricesē i s andΩ ±1 verified equations (10) and (11) . Clearly the matrix elements of (Ω . (See the end of section 3.2.) Since the critical conditions Λ(k + d/2) − µN ∈ πZ represent a finite number of surfaces in the parameter space (C × ) 2 of (u, v), then these matrices with polynomial elements vanish everywhere. So equations (10) and (11) and all other defining relations are verified by theē i s andΩ ±1 . The fact thatĩ d N is an isomorphism of modules follows from the previous discussion and theorem 4.5. 28 
