Given a finite collection of C 1 vector fields on a C 2 manifold which span the tangent space at every point, we consider the question of when there is locally a coordinate system in which these vector fields are real analytic. We give necessary and sufficient, coordinate-free conditions for the existence of such a coordinate system. Moreover, we present a quantitative study of these coordinate charts. This is the third part in a three-part series of papers. The first part, joint with Stovall, lay the groundwork for the coordinate system we use in this paper and showed how such coordinate charts can be viewed as scaling maps for sub-Riemannian geometry. The second part dealt with the analogous questions with real analytic replaced by C ∞ and Zygmund spaces.
Introduction
Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M , which span the tangent space at every point of M . In this paper, we investigate the following three closely related questions:
(i) When is there a coordinate system near a fixed point x 0 ∈ M such that the vector fields X 1 , . . . , X q are real analytic in this coordinate system?
(ii) When is there a real analytic manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q are real analytic with respect to this structure? When such a structure exists, we will see it is unique.
(iii) When there is a coordinate system as in (i), how can we pick is so that X 1 , . . . , X q are "normalized" in this coordinate system in a quantitative way which is useful for applying techniques from analysis?
We present necessary and sufficient conditions for (i) and (ii), and under these conditions give a quantitative answer to (iii). This is the third part in a three part series of papers. In the first two parts [SS18, Str18a] , the same questions were investigated where "real analytic" was replaced by Zygmund spaces. The first paper in the series [SS18] , joint with Stovall, was based on methods from ODEs, while the second paper [Str18a] sharpened the results from the first paper using methods from PDEs. In this paper, we take the results from the first paper as a starting point, and use additional methods from ODEs to answer the above questions. Thus, this paper does not use any methods from PDEs.
The coordinate charts from (iii) can be viewed as scaling maps in sub-Riemannian geometry. When viewed in this light, these results can be seen as a continuation of results initiated by Nagel, Stein, and Wainger [NSW85] and C. Fefferman and Sánchez-Calle [FSC86] , and furthered by Tao and Wright [TW03] and the author [Str11] . See Sections 1.1 and 5 for a description of this.
This paper is a continuation of the first part of the series [SS18] . That paper contains several applications and motivations for the types of results described in this paper. It also contains a more leisurely introduction to some of the definitions and results in this paper, though we include all the necessary definitions so that the statement of the results is self-contained.
Function Spaces
Before we can state our main results, we need to introduce the function spaces we use. As described in [SS18] , we make a distinction between function spaces on subsets of R n and function spaces on a C 2 manifold M . On R n we use the standard coordinate system to define the usual function spaces. On an abstract C 2 manifold M , we do not have access to any one natural coordinate system and so it does not make sense to discuss, for example, real analytic functions on M . However, if M is endowed with C 1 vector fields X 1 , . . . , X q , we are able to define what it means to be real analytic with respect to these vector fields, and that is how we shall proceed. The notion of a function being real analytic with respect to a finite collection of vector fields is a special case of a general notion due to Nelson [Nel59] . Throughout the paper, B n (δ) denotes the ball of radius δ > 0, centered at 0, in R n .
Function Spaces on Euclidean Space
Let Ω ⊆ R n be an open set. We have the usual Banach space of bounded, continuous functions on Ω:
C(Ω) := {f : Ω → C | f is continuous and bounded}, f C(Ω) := sup x∈Ω |f (x)|.
We next define two closely related spaces of real analytic functions on R n . For r > 0 let B n (r) be the ball of radius r in R n , centered at 0. We define A n,r to be the space of those f ∈ C(B n (r)) such that f (t) = α∈N n cα α! t α , ∀t ∈ B n (r), where
For Ω ⊆ R n open, we let f ∈ C ω,r (Ω) consist of those f ∈ C ∞ (Ω) such that We say f ∈ C ω loc (Ω) if for all x ∈ Ω, there exists an open neighborhood U ⊆ Ω of x, with f U ∈ C ω (U ). It is easy to see that C ω loc (Ω) is the usual space of real analytic functions on Ω. If X is a Banach space, we define the same spaces taking values in X in the obvious way, and denote these spaces by C(Ω; X ), A n,r (X ), C ω,r (Ω; X ), and C ω (Ω; X ). When we have a vector field X on Ω, we identify X = n j=1 a j (x) ∂ ∂xj with the function (a 1 , . . . , a n ) : Ω → R n . It therefore makes sense to consider quantities like X C ω,r (Ω;R n ) .
Function Spaces on Manifolds
Let X 1 , . . . , X q be C 1 vector fields on a connected C 2 manifold M . Define the Carnot-Carathéodory ball associated to X 1 , . . . , X q , centered at x ∈ M , of radius δ > 0 by B X (x, δ) := y ∈ M ∃γ : [0, 1] → M, γ(0) = x, γ(1) = y, γ ′ (t) = q j=1 a j (t)δX j (γ(t)),
and for y ∈ M set ρ(x, y) = inf{δ > 0 : y ∈ B X (x, δ)}.
(2.3)
ρ is called a sub-Riemannian distance. We use ordered multi-index notation X α . Here α denotes a list of elements of {1, . . . q} and |α| denotes the length of the list. For example, X (2,1,3,1) = X 2 X 1 X 3 X 1 and |(2, 1, 3, 1)| = 4. We have the usual Banach space of bounded continuous functions on M : Next, we introduce what it means to be real analytic with respect to X 1 , . . . , X q . Following the setting in R n , we introduce two versions of this. Given x 0 ∈ M and r > 0 we define A x0,r X to be the space of those f ∈ C(M ) such that h(t 1 , . . . , t q ) := g(e t1X1+···+tqXq x 0 ) ∈ A q,r ,
here we are assuming e t1X1+···+tqXq x 0 exists for (t 1 , . . . , t q ) ∈ B q (r) (see Definition 3.5). We define f A x 0 ,r X := h A q,r . Note that f A x 0 ,r X depends only on the values of f (y) where y = e t1X1+···+tqXq x 0 and (t 1 , . . . , t q ) ∈ B q (r); thus this is merely a semi-norm. For r > 0 we define C ω,r X (M ) to be the space of those f ∈ C(M ) such that X α f exists and is continuous for all ordered multi-indices α and such that The norm f C ω,r X (M) was originally introduced by Nelson [Nel59] in greater generality. Remark 2.1. When we write V f for a C 1 vector field V and f : M → R, we define this as V f (x) := d dt t=0
f (e tX x). When we say V f exists, it mean that this derivative exists in the classical sense, ∀x. If we have several C 1 vector fields V 1 , . . . , V L , we define V 1 V 2 · · · V L f := V 1 (V 2 (· · · V L (f ))) and to say that this exists means that at each stage the derivatives exist. with equality of norms. 2 For more details on these spaces, see Section 4. Throughout the paper if we claim f C ω,r X (M) < ∞ it means f ∈ C ω,r X (M ), and similarly for any other function space. We refer the reader to [SS18] for a more detailed discussion of the above definitions.
An important property of the above spaces and norms is that they are invariant under diffeomorphisms.
Results
We present the main results of the paper. We separate the results into the qualitative results (i.e., (i) and (ii) from the introduction) and quantitative results (i.e., (iii)). The qualitative results are a simple consequence of the quantitative results, and the quantitative results are useful for proving results in analysis (see Section 5).
Qualitative Results
Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M. For x, y ∈ M, let ρ(x, y) denote the sub-Riemannian distance associated to X 1 , . . . , X q on M defined by (2.3). Fix x 0 ∈ M and let Z := {y ∈ M : ρ(x 0 , y) < ∞}. ρ is a metric on Z, and we give Z the topology induced by ρ (this is finer 3 than the topology as a subspace of M and may be strictly finer). Let M ⊆ Z be a connected open subset of Z containing x 0 . We give M the topology of a subspace of Z. We begin with a classical result to set the stage.
Then, there is a C 2 manifold structure on M (compatible with its topology) such that:
• The inclusion M ֒→ M is a C 2 injective immersion.
• X 1 , . . . , X q are C 1 vector fields tangent to M .
• X 1 , . . . , X q span the tangent space at every point of M .
Furthermore, this C 2 structure is unique in the sense that if M is given another C 2 structure (compatible with its topology) such that the inclusion map M ֒→ M is a C 2 injective immersion, then the identity map M → M is a C 2 diffeomorphism between these two structures.
For a proof of Proposition 3.1 (which is standard), see [SS18, Appendix A]. Henceforth, we assume the conditions of Proposition 3.1 so that M is a C 2 manifold and X 1 , . . . , X q are C 1 vector fields on M which span the tangent space at every point. We write n :
. . , X q span the tangent space at every point of M and M is connected, one may take M = M. 
(ii) Reorder the vector fields so that X 1 (x 0 ), . . . , X n (x 0 ) are linearly independent. There exists an open neighborhood V ⊆ M of x 0 such that: (i) There is a real analytic atlas on M , compatible with its C 2 structure, such that X 1 , . . . , X q are real analytic with respect to this atlas.
(ii) For each x 0 ∈ M , any of the three equivalent conditions from Theorem 3.3 hold for this choice of x 0 .
Furthermore, under these conditions, the real analytic manifold structure on M induced by the atlas in (i) is unique, in the sense that if there is another real analytic atlas on M , compatible with its C 2 structure and such that X 1 , . . . , X q are real analytic with respect to this second atlas, then the identity map M → M is a real analytic diffeomorphism between these two real analytic structures on M .
Quantitative Results
Theorem 3.3 gives necessary and sufficient conditions for a certain type of coordinate chart to exist. For applications in analysis, it is essential to have quantitative control of this coordinate chart. By using this quantitative control, these charts can be seen as generalized scaling maps in sub-Riemannian geometry-see Section 5 and [SS18, Section 7] for more details. We now turn to these quantitative results, which are the heart of this paper.
Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M.
Definition 3.5. For x ∈ M, η > 0, and U ⊆ M, we say the list X = X 1 , . . . , X q satisfies C(x 0 , η, U ) if for every a ∈ B q (η) the expression e a1X1+···+aqXq x 0 exists in U . More precisely, consider the differential equation
We assume that a solution to this differential equation exists up to r = 1, E : [0, 1] → U . We have E(r) = e ra1X1+···+raqXq x 0 .
For 1 ≤ n ≤ q, we let
For J = (j 1 , . . . , j n ) ∈ I(n, q) we write X J for the list of vector fields X j1 , . . . , X jn . We write
, and set n = dim span{X 1 (x 0 ), . . . , X q (x 0 )}. We assume for 1 ≤ j, k ≤ q,
where B X (x 0 , ξ) is defined via (2.2) and is given the metric topology induced by ρ from (2.3). Proposition 3.1 applies to show that B X (x 0 , ξ) is an n-dimensional, C 2 , injectively immersed submanifold of M. X 1 , . . . , X q are C 1 vector fields on B X (x 0 , ξ) and span the tangent space at every point. Henceforth, we treat X 1 , . . . , X q as vector fields on B X (x 0 , ξ).
Let J 0 ∈ I(n, q) be such that X J0 (x 0 ) = 0 and moreover max J∈I(n,q)
where
XJ 0 (x0) is defined as follows. Let λ : n T x0 B X (x 0 , ξ) → R be any nonzero linear functional; then
2) is independent of the choice of λ; see [SS18, Section 5] for more details. Notice that a J 0 ∈ I(n, q) satisfying (3.1) always exists-one can pick J 0 so that (3.1) holds with ζ = 1; however it is important for some applications 4 that we have the flexibility to choose ζ < 1. Without loss of generality, reorder X 1 , . . . , X q so that J 0 = (1, . . . , n).
• Let η > 0 be such that X J0 satisfies C(x 0 , η, M).
• Let δ 0 > 0 be such that for δ ∈ (0, δ 0 ] the following holds: if z ∈ B XJ 0 (x 0 , ξ) is such that X J0 satisfies C(z, δ, B XJ 0 (x 0 , ξ)) and if t ∈ B n (δ) is such that e t1X1+···+tnXn z = z and if X 1 (z), . . . , X n (z) are linearly independent, then t = 0.
Remark 3.6. Because X 1 , . . . , X n are C 1 , such an η > 0 and δ 0 > 0 always exist; see Lemma 7.22 and Remark 7.23. However, in general one can only guarantee that η, δ 0 are bounded below in terms of the C 1 norms of X 1 , . . . , X n in some coordinate system-and this is not a diffeomorphic invariant quantity. Thus, we state our results in terms of δ 0 and η to preserve the diffeomorphic invariance. See [SS18, Section 4.1] for a further discussion on η and δ 0 . Key Assumption: We assume c
Remark 3.7. The assumption c l j,k ∈ A x0,η XJ 0 can be replaced with the stronger assumption 5 c
Definition 3.8. We say C is a 0-admissible constant if C can be chosen to depend only on upper bounds for q, ζ −1 , ξ −1 , and c
Definition 3.9. We say C is an admissible constant if C can be chosen to depend on anything a 0-admissible constant can depend on, and can also depend on upper bounds for η −1 , δ −1 0 , and c
We write A 0 B for A ≤ CB where C is a positive 0-admissible constant, and write A ≈ 0 B for A 0 B and B 0 A. We write A B for A ≤ CB where C is a positive admissible constant, and write A ≈ B for A B and B A.
Theorem 3.10 (The Quantitative Theorem). There exists a 0-admissible constant χ ∈ (0, ξ] such that:
is an open subset of B X (x 0 , ξ) and is therefore a submanifold.
There exist admissible constants η 1 , ξ 1 , ξ 2 > 0 such that:
is an open subset of B XJ 0 (x 0 , χ) and is therefore a submanifold of B X (x 0 , ξ).
(e) Φ :
Let Y j = Φ * X j and write Y J0 = (I + A)∇, where Y J0 denotes the column vector of vector fields
⊤ , ∇ denotes the gradient in R n thought of as a column vector, and A ∈ C(B n (η 1 ); M n×n ).
Remark 3.11. The main results of this paper (including Theorem 3.10) are invariant under arbitrary C 2 diffeomorphisms. This is true quantitatively-all of the estimates are unchanged when pushed forward under an arbitrary C 2 diffeomorphism; this is a consequence of Proposition 2.2. See [SS18] for more details.
can be defined with the same formulas.
For further details on this, see [SS18, Section 2.2.1]. 6 Here, and in the rest of the paper, M n×n denotes the Banach space of n × n real matrices endowed with the usual operator norm.
Densities
As in [SS18, Str18a] , we describe how to study densities in the coordinate system given by Theorem 3.10. We refer the reader to Section 5 and [SS18, Section 7] for a further discussion of how these estimates can be used.
We take the same setting as in Theorem 3.10. Let χ ∈ (0, ξ] be as in that theorem and let ν be a C 1 density on B XJ 0 (x 0 , χ). Suppose
where L Xj denotes the Lie derivative with respect to X j . We refer the reader to [Gui08] for a quick introduction on the basics of densities. We assume that there exists r > 0 such that f j ∈ A x0,r XJ 0 .
Definition 3.12. We say C is a 0; ν-admissible constant if C is a 0-admissible constant which is also allowed to depend on upper bounds for f j C(BX J 0 (x0,χ)) , 1 ≤ j ≤ n.
Definition 3.13. We say C is a ν-admissible constant, if C is an admissible constant which is also allowed to depend on upper bounds for r −1 and f j A
We write A 0;ν B for A ≤ CB where C is a 0; ν-admissible constant, and write A ≈ 0;ν B for A 0;ν B and B 0;ν A. We similarly define ν and ≈ ν .
Theorem 3.14. Define h ∈ C 1 (B n (η 1 )) by Φ * ν = hσ Leb , where σ Leb denotes the Lebesgue density on R n . Then,
In particular, h(t) always has the same sign, and is either never zero, or always zero.
(b) Set s := min{η 1 , r}, where η 1 is as in Theorem 3.10. Then, h ∈ A n,s and h A n,s ν |ν(X 1 , . . . , X n )(x 0 )|.
Corollary 3.15. Let ξ 2 be as in Theorem 3.10. Then,
and therefore,
Function Spaces Revisited
In this section, we present the basic results we need concerning the function spaces defined in Section 2. Let M be a C 2 manifold and let X 1 , . . . , X q be C 1 vector fields on M and let X denote the list X = X 1 , . . . , X q . Let Ω ⊆ R n be an open set. Proof. We prove only the result for functions taking values in C; the same proof proves the more general result for functions taking values in a Banach algebra.
We begin with proof for A n,r . Suppose f, g ∈ A n,r . Then if
we have f (t)g(t) = α,β∈N n cαd β α!β! t α+β , and therefore, 
. We then have, for x, y ∈ Y (and x and y in the domains of the appropriate operators),
and in particular
We now specialize to the case Y = C(M ) and α = |X 1 | + |X 2 | + · · · + |X q |. We have, using (4.1) and the definition of
This completes the proof for C 
Proof. (i) is a special case of Lemma 4.3, below, so we only prove (ii). We use the identity, for multi-indices
where the sum is taken over all β ∈ N n with β j ≤ α j for all j.
Suppose f ∈ A n,r . Then, f (t) = α∈N n cα α! t α with f A n,r = α∈N n |cα| α! r |α| < ∞. Set r 1 = r/2. We have
completing the proof.
The result will follow since the hypothesis f ∈ C ω,r X (M ) implies that the sum in (4.2) converges absolutely for |t| ≤ r, and f A
q (r). For δ > 0 small (depending on t) and for
Since X satisfies C(x 0 , r, M ), for s 2 ∈ (−1 − δ, 1 + δ) we have e s2(t1X1+···+tqXq) x 0 ∈ M , and therefore the sum in (4.3) converges absolutely by the hypothesis that f ∈ C ω,r X (M ) (here we are taking δ small, depending on t). Hence g(s 1 , s 2 ) is defined for s 1 , s 2 ∈ (−1 − δ, 1 + δ).
We have,
We conclude g(s, 0) = g(0, s) for s ∈ (−1 − δ, 1 + δ). In particular, g(1, 0) = g(0, 1), which is exactly (4.2), completing the proof.
Unlike the Euclidean case in Lemma 4.2, the reverse containment to Lemma 4.3 is a more involved and requires more hypotheses. In fact, we see it as a corollary of Theorem 3.10.
Corollary 4.4. We take all the same hypotheses and notation as in Theorem 3.10 and define admissible constants as in that theorem. Fix r ∈ (0, η 1 ] (where η 1 is as in Theorem 3.10). Then, there is an admissible
and so one may replace X J0 with X throughout Corollary 4.4.
Proof of Corollary 4.4. Let Φ(t) = e t1X1+···+tnXn x 0 be as in Theorem 3.10. Suppose f ∈ A x0,r XJ 0 ; so that, by
1 (where we have again used Lemma 4.2 (ii)).
Proposition 4.7 (below) shows that there exists an admissible s = s(r) > 0 such that
where C is as in the statement of the corollary. Because
, completing the proof.
, and consider
where in the last inequality, we have used s < r. The result follows.
Comparison with Euclidean function spaces and a result of Nelson
Let Ω ⊆ R n be an open set. If Y 1 , . . . , Y q are real analytic vector fields on Ω which span the tangent space at every point, it is a result of Nelson [Nel59, Theorem 2] that being real analytic with respect to Y 1 , . . . , Y q is the same as being real analytic in the classical sense. We state a quantitative version of this.
Proposition 4.7. Fix r > 0, and let
, where s and C can be chosen to depend only on upper bounds for q, n, r −1 , and
(Ω), where s ′ and C can be chosen to depend only on upper bounds for q,
Proof. This follows from a straightforward modification of the proof of [Nel59, Theorem 2] and we leave the details to the reader.
Remark 4.8. In the sequel, we only use (i) of Proposition 4.7.
Sub-Riemannian Geometry and Scaling
One of the main applications of results like Theorem 3.10 is as scaling maps for sub-Riemannian geometries. Such scaling maps were first introduced by Nagel, Stein, and Wainger [NSW85] , and were further studied by many other authors including Tao and Wright [TW03] , the author [Str11], Montanari and Morbidelli [MM12] , and most recently in the first two parts of this series [SS18, Str18a] . Since Nagel, Stein, and Wainger's results, these ideas have been used in a wide variety of problems. For a description of some of these applications, see the notes at the end of Chapter 2 of [Str14] . Nagel, Stein, and Wainger's results worked in the smooth category. The later papers either worked in the smooth category, or with a finite level of smoothness. Thus, if one starts with a sub-Riemannian geometry based on real analytic vector fields, the results in these works do not yield appropriate quantitative control in the real analytic setting and therefore these results destroy the real analytic nature of the problem under consideration. Theorem 3.10 fixes this issue.
Furthermore, when dealing with real analytic vector fields, one does not need to assume Hörmander's condition on the vector fields. See Section 5.1.2.
We present such results, here.
Classical Real Analytic Sub-Riemannian Geometries
In this section, we describe a real analytic version of the foundational work of Nagel, Stein, and Wainger [NSW85] , and see how it is a special case of Theorem 3.10. This is the simplest non-trivial setting where the results in this paper can be seen as providing scaling maps adapted to a sub-Riemannian geometry. Let X 1 , . . . , X q be real analytic vector fields on an open set Ω ⊆ R n ; we assume X 1 , . . . , X q span the tangent space at every point of Ω. To each X j assign a formal degree d j ∈ [1, ∞). We assume ∀x ∈ Ω there exists an open neighborhood U x ⊆ Ω of x such that:
where the later ball is defined by (2.2).
is an open subset of Ω. It is easy to see that the balls
For this choice of
We let σ Leb denote the usual Lebesgue density on Ω.
In what follows, we write A B for A ≤ CB where C is a positive constant which may depend on K, but does not depend on the particular points x ∈ K or u ∈ R n , or the scale δ ∈ (0, 1]; we write A ≈ B for A B and B A.. There exists η 1 , ξ 0 ≈ 1, such that ∀x ∈ K,
n (η 1 ), and there exists s ≈ 1 with h x,δ A n,s Λ(x, δ).
is a real analytic vector field on B n (η 1 ). We have
, uniformly in x, δ, and u, in the sense that Proof. By a simple partition of unity argument, we may write
Using this, most of Theorem 5.1 is contained in [SS18, Section 7.1]; the only parts which are not are those which relate to real analyticity. In particular, (i), (ii), (iii) (with real analytic replaced by C ∞ ), (v), and (5.3) are all explicitly stated in [SS18, Section 7.1]. Furthermore, since X 1 , . . . , X q are real analytic, Φ x,δ is real analytic (by classical theorems), so (iii) follows. Thus, the new parts are (iv) and (5.2). These are simple consequences of Theorem 3.14 and Theorem 3.10, respectively, though we will see them as part of a more general theorem: Theorem 5.7, below.
Hence, to complete the proof, we show how Theorem 5.7 applies to this setting. Without loss of generality, we may shrink each U x so that U x ⋐ Ω. Set
By the Phragmen-Lindelöf principle, we may take
} is an open cover for K 1 and we extract a finite sub-cover U x1 , . . . , U xR . The balls B X (x, δ) are metric balls and the topology induced by these balls is the same as the usual topology on Ω. Let ξ ∈ (0, min{ξ ′ , 1}] be less than or equal to the Lebesgue number for the cover U x1 , . . . , U xR of K 1 , with respect to the metric associated to the balls B X (x, δ). Thus, since ξ ≤ ξ ′ , ∀x ∈ K, ∃r ∈ {1, . . . , R} with B X (x, ξ) = B X (x, ξ) ∩ K 1 ⊆ U xr . For this choice of r, set c l,x,δ j,k :=ĉ l,xr,δ j,k . Take s 2 > 0 so that ∀r ∈ {1, . . . , R}, c l,xr j,k ∈ C ω,s2 (U xr ). By Proposition 4.7 (using
Thus, by tracing through the definitions we have, for
By our hypotheses, we have
Directly from the definitions, we now have
Using the above remarks, the result now follows directly from Theorem 5.7.
Remark 5.3. The most important part of Theorem 5.1 is (vi); which allows us to think of Φ x,δ as a scaling map. Indeed, one thinks of the vector fields δ d1 X 1 , . . . , δ dq X q as being "small" (for δ small). However, Φ x,δ gives a coordinate system in which these vector fields are unit size. Indeed, the vector fields Y x,δ 1 , . . . , Y x,δ q are the vector fields δ d1 X 1 , . . . , δ dq X q written in the coordinate system given by Φ x,δ . These vector fields are real analytic uniformly in x and δ (i.e., (5.2)) and span the tangent space uniformly in x and δ (i.e., (5.3)). Thus, we have "rescaled" the vector fields to be unit size.
Hörmander's condition
The main way that Theorem 5.1 arises is via vector fields which satisfy Hörmander's condition. Suppose V 1 , . . . , V r are real analytic vector fields on an open set Ω ⊆ R n . We assume V 1 , . . . , V r satisfy Hörmander's condition of order m on Ω. I.e., we assume that the finite list of vector fields
. . , commutators of order m, span the tangent space at every point of Ω.
To each V 1 , . . . , V r , we assign the formal degree 1. If Z has formal degree e, we assign to [V j , Z] the formal degree e + 1. Let (X 1 , d 1 ), . . . , (X q , d q ) denote the finite list of vector fields with formal degree d j ≤ m. Hörmander's condition implies X 1 , . . . , X q span the tangent space at every point of Ω.
We claim (5.1) holds, and therefore Theorem 5.1 applies to (
where c l j,k are constants by the Jacobi identity. If
. . , X q are real analytic and span the tangent space at every point, we have ∀x ∈ Ω there exists a neighborhood
Thus, (5.1) holds and Theorem 5.1 applies. Let K ⋐ Ω be a compact set. Applying Theorem 5.1 for δ ∈ (0, 1], x ∈ K, we obtain η 1 > 0 and
and so Φ *
Theorem 5.1 implies the vector fields Φ * x,δ δ dj X j are real analytic and span the tangent space, uniformly for
We conclude that the vector fields V
are real analytic and satisfy Hörmander's condition, uniformly for x ∈ K and δ ∈ (0, 1]. In short, the map Φ * x,δ takes δV 1 , . . . , δV r to V x,δ 1 , . . . , V x,δ r which are real analytic and satisfy Hörmander's condition "uniformly"; i.e., it takes the case of δ small and rescales it to the case δ = 1, while preserving real analyticity in a quantitative way.
Beyond Hörmander's condition
Let V 1 , . . . , V r be real analytic vector fields defined on an open set Ω ⊆ R n . It turns out that the main conclusions of Section 5.1.1 hold without assuming V 1 , . . . , V r satisfy Hörmander's condition, so long as one is willing to work on an injectively immersed submanifold. We describe this here-many of these methods appeared in [SS12] and are based on an idea of Lobry [Lob70] .
Fix a large integer m to be chosen later and a compact set K ⋐ Ω. Assign to each V 1 , . . . , V r the formal degree 1. If Z has formal degree e, we assign to [V j , Z] the formal degree e + 1. Let (
denote the finite list of vector fields with formal degree d j ≤ m. The results that follow are essentially independent of m, provided m is chosen sufficiently large; how large m needs to be depends on V 1 , . . . , V r and K. As above, for δ ∈ (0, 1], we let δ d X denote the list of vector fields δ d1 X 1 , . . . , δ dq X q . We sometimes identify δ d X with the n × q matrix (
, where the later ball is defined in (2.2).
The classical Frobenius theorem applies to the involutive distribution generated by V 1 , . . . , V r (see [Her63, Nag66, Lob70, Sus73] ) to see that the ambient space is foliated into real analytic leaves 8 . Let L x denote the leaf passing through x. V 1 , . . . , V r satisfy Hörmander's condition on each leaf. If m is sufficiently large and Ω
′ is an open set with K ⋐ Ω ′ ⋐ Ω, then V 1 , . . . , V r satisfy Hörmander's condition of order at most m on L x ∩ Ω ′ , ∀x ∈ K. Therefore X 1 , . . . , X q span the tangent space at every point of L x ∩ Ω ′ , ∀x ∈ K, and B (X,d) (x, δ) is an open subset of L x . Let ν x denote the induced Lebesgue density on the leaf passing through x. For an n × q matrix A, and for n 0 ≤ min{n, q}, let det n0×n0 A denote the vector consisting of the determinants of the n 0 × n 0 submatricies of A-the order of the components does not matter.
For each x ∈ Ω set n 0 (x) :
For this choice of j 1 = j 1 (x, δ), . . . , j n0(x) = j n0(x) (x, δ) set (writing n 0 for n 0 (x)):
Theorem 5.4. Fix a compact set K ⋐ Ω and x ∈ K, take m sufficiently large (depending on K and V 1 , . . . , V r ), and define (X 1 , d 1 ) , . . . , (X q , d q ) as above. Define n 0 (x), ν x , and Φ x,δ (t 1 , . . . , t n0(x) ) as above. We write A B for A ≤ CB where C is a positive constant which may depend on K, but does not depend on the particular points x ∈ K and u ∈ R n0(x) under consideration, or on the scale δ ∈ (0, 1]; we write A ≈ B for A B and B A. There exists η 1 , ξ 0 ≈ 1 such that ∀x ∈ K,
, uniformly in x, δ, and u, in the sense that
Remark 5.5. See Section 9.1 for a generalization of Theorem 5.4 to the "multi-parameter" setting.
For the proof of Theorem 5.4, see Section 9.
Remark 5.6. Theorem 5.4 is useful even when restricting attention to δ = 1. Indeed, the leaves L x are real analytic manifolds, and account for the foliation of Ω associated to the real analytic vector fields V 1 , . . . , V r . This may be a singular foliation: dim L x may not be constant in x. Suppose x 0 ∈ K is a singular point; i.e., dim L x is not constant on any neighborhood of x 0 . Then, the usual constructions of the real analytic coordinate systems on L x "blow up" as x approaches x 0 ; one does not obtain a useful quantitative control of these charts. One can think of the map Φ x,1 from Theorem 5.4 as a real analytic coordinate system near the point x. The conclusions of Theorem 5.4 amount to a quantitative control of this chart, which is uniform in x. A similar sort of uniform control was an important ingredient in [SS12] , and will likely be useful in other questions from analysis regarding real analytic vector fields.
Generalized Sub-Riemannian Geometries
The results described in Section 5.1 concern the classical setting of sub-Riemannian geometry; which arises in many questions, including in the study of "maximally hypoelliptic" differential equations (see [Str14,  Chapter 2] for details). In [SS18, Section 7.3], this setting was generalized to account for certain situations which arise in for some partial differential equations which are not maximally hypoelliptic. With the results of this paper in hand, the results from [SS18, Section 7.3] transfer to the real analytic setting. We present these results here (with a few slight modifications from the setting in [SS18, Section 7.3]). One important thing to note is that, in this section (and unlike the settings described above) we do not require that the vector fields be a priori real analytic. We only require them to be C 1 , along with certain estimates which allow us to construct a coordinate system in which they are real analytic.
Let M be a connected n dimensional C 2 manifold and for each δ ∈ (0, 1], let X δ = X 
(III) X δ j → 0 and δ → 0, uniformly on compact subsets of M . More precisely, for every x ∈ M , there exists an open set U ⊆ R n and a diffeomorphism Ψ : U → V , where V is a neighborhood of x in M , such that lim
(VI) For every compact set K ⋐ M , there exists ξ ∈ (0, 1] and s > 0 such that ∀δ ∈ (0, 1] and
Fix ζ ∈ (0, 1] (we take ζ = 1 for many applications). For each x ∈ M , δ ∈ (0, 1], pick j 1 = j 1 (x, δ) , . . . , j n = j n (x, δ) ∈ {1, . . . , q} so that max k1,...,kn∈{1,...,q}
For this choice of j 1 = j 1 (x, δ), . . . , j n = j n (x, δ), define
In what follows, we write A B for A ≤ CB where C is a positive constant which may depend on K, but does not depend on the particular point x ∈ K or on the scale δ ∈ (0, 1]. We write A ≈ B for A B and B A. There exist η 1 , ξ 0 ≈ 1 such that ∀x ∈ K:
(iv) ν is either everywhere strictly positive, everywhere strictly negative, or everywhere 0.
Also, h x,δ ∈ A n,η1 and h x,δ A n,η 1 Λ(x, δ).
, uniformly in x, δ, and u in the sense that max k1,...,kn∈{1,...,q}
Proof. (i), (ii), and (iii) all follow just as in the corresponding results in [SS18, Theorem 7.6]. For the remaining parts, the goal is to apply Theorem 3.10, Theorem 3.14, and Corollary 3.15 to the vector fields X δ 1 , . . . , X δ q , for δ ∈ (0, 1] and for each base point x 0 ∈ K (uniformly for δ ∈ (0, 1], x 0 ∈ K)-we use the choice of ξ and ν from above, and take ζ = 1.
By the Picard-Lindelöf theorem, we make take η ∈ (0, 1] depending on K and the bounds from (II), so that ∀x ∈ K, δ ∈ (0, 1], X δ 1 , . . . , X δ q satisfy C(x, η, M ). Take δ 0 > 0 as in Lemma 7.22, when applied to X δ 1 , . . . , X δ q . It can be seen from the proof of Lemma 7.22 (which can be found in [SS18, Proposition 4.14]) that δ 0 can be chosen independent of δ ∈ (0, 1] (this uses (II)). In light of (VI) (see, also, Remark 3.7), Theorem 3.10, Theorem 3.14, and Corollary 3.15 apply to the vector fields X δ 1 , . . . , X δ q for each δ ∈ (0, 1] and each base point x ∈ K (with η replaced by min{η, s}). Each constant which is 0-admissible, admissible, ν-admissible, or 0; ν-admissible in these results can be chosen independent of x ∈ K and δ ∈ (0, 1]. Let ξ 1 , ξ 2 , η 1 > 0 be as in Theorem 3.10, so that ξ 1 , ξ 2 , and η 1 can be chosen independent of x ∈ K and δ ∈ (0, 1]. The map Φ x,δ is precisely the map Φ from Theorem 3.10 when using the base point x and the vector fields X δ 1 , . . . , X δ q . (vii) follows from Theorem 3.10 (d) and (e). (viii) follows from Theorem 3.14 and Corollary 3.15. (viii) implies that on a neighborhood of each point, ν is either strictly positive, strictly negative, or identically 0. Since M is connected, it follows that ν is either everywhere strictly positive, everywhere strictly negative, or everywhere 0; i.e., (iv) holds. By multiplying ν by ±1, we may henceforth assume (without loss of generality) that ν is everywhere non-negative-and is either identically 0 or everywhere strictly positive.
(ix): Theorem 3.10 gives ξ 2 ≈ 1 (ξ 2 < 1) such that
Thus, to prove (ix), we wish to show ∃ξ 0 ≈ 1 with 
Since T δ1,δ2 L ∞ (M;M q×q ) ≤ 1, the right hand side is ν evaluated at a linear combination, with (variable) coefficients bounded by 1, of the vector fields X δ2 1 , . . . , X δ2 q . Using the properties of densities, it follows that
(5.6) follows. Next we claim, for c > 0 fixed,
where the implicit constant depends on c, but not on x or δ. It suffices to prove (5.7) for c < 1. By (5.6), it suffices to prove (5.7) for c = B 
1 (where the implicit constant depends on k), it follows that the right hand side of (5.8) is ν evaluated at linear combinations, with (variable) coefficients which have absolute value 1, of the vectors X cδ 1 , . . . , X cδ q . It follows from the properties of densities that
We conclude Λ(x, δ) Λ(x, cδ). Combining this with (5.6) proves (5.7). Corollary 3.15 and using that we have (without loss of generality) assumed ν is non-negative, shows
Combining (5.9) with (5.7) and (5.5) shows
Conversely, using (5.9) again, we have , δ) ). 
Part I
In this section, we describe the main results needed from [SS18] . We do not require as detailed information as is discussed in that paper, and so we instead state an immediate consequence of the results in that paper. We take all the same setup as in Theorem 3.10, and define 0-admissible constants and admissible constants as in that theorem. We take Φ(t) as in (3.3). We separate the results we need into two parts.
Proposition 6.1. There exists a 0-admissible constant χ ∈ (0, ξ] such that:
(a) ∀y ∈ B XJ 0 (x 0 , χ), X J0 (y) = 0.
Proof. This is contained in [SS18, Theorem 4.7].
Proposition 6.2. In the special case n = q (so that X J0 = X), there exists an admissible constantη ∈ (0, η 0 ] such that:
is an open subset of B X (x 0 , ξ), and is therefore a submanifold. For t ∈ B n (η), let C(t) denote the n× n matrix with j, k component given by n l=1 t l c k j,l (Φ(t)). For t ∈ B n (η) write t in polar coordinates t = rθ. 
Proofs
In this section, we prove the main results of this paper; namely, Theorems 3.3, 3.4, 3.10, and 3.14.
Real Analytic Functions and ODEs
At various points, we will need to prove functions are real analytic. The way we will do this is by showing the functions satisfy a ODE which depends real analytically on the appropriate parameters. We begin with a simple and classical version of this.
Proposition 7.1. Let Ω ⊆ R n be an open set and f ∈ C 1 (Ω; R m ) satisfy
where F j is real analytic in both variables. Then, f is real analytic.
Proof Sketch. Fix s ∈ Ω. We will show f is real analytic near s. Set g(ǫ, t) := f (ǫt + s). Then, we have
where G s is analytic in all its variables. Also, g(0, t) = f (s) (which is constant in t). Hence, g(ǫ, t) satisfies a real analytic ODE, and classical results show g is real analytic for ǫ and t small. Since g(ǫ, t) = f (ǫt + s), this shows that f is real analytic near s, completing the proof.
A Particular ODE
Fix D,η > 0 and for 1 ≤ j ≤ n, let C j ∈ A n,η (M n×n ) with
, we write t in polar coordinates t = rθ. We consider the differential equation, defined for functions A(t) taking values in M n×n , given by
Proposition 7.2. Let η 1 ∈ (0, min{η, 5/8D}]. There exists a solution A ∈ A n,η1 (M n×n ) to (7.1). Moreover, this solution satisfies A A n,η 1 (M n×n ) ≤ 1 2 . Finally, this solution is unique in the sense that if B(t) ∈ C(B n (δ); M n×n ) is another solution to (7.1), then A(t) = B(t) for |t| < min{δ, η 1 }.
The rest of this section is devoted to the proof of Proposition 7.2. Following the proof in [SS18, Proposition 9.4], we introduce the map T :
Using that A n,η1 (M n×n ) is an algebra (Lemma 4.1) it is immediate to verify T :
A simple change of variables shows, for r > 0,
Thus, A is a solution to (7.1) if and only if T (A) = A and A(0) = 0. We will prove the existence of such a fixed point by using the contraction mapping principle.
Proof. This is immediate from the definitions.
We give M the induced metric as a subset of A n,η1 (M n×n ). With this metric, M is a complete metric space.
Lemma 7.5. For η 1 ∈ (0, min{η, 5/8D}], T : M → M and is a strict contraction.
Proof. Using that B 1 B 2 A n,η 1 (M n×n ) ≤ B 1 A n,η 1 (M n×n ) B 2 A n,η 1 (M n×n ) (Lemma 4.1) and Lemmas 7.3 and 7.4, we have, for A ∈ M,
Clearly, since A(0) = 0 and C(0) = 0, we have T (A)(0) = 0. We conclude T : M → M. For A, B ∈ M, we have using
Proof of Proposition 7.2. Uniqueness for (7.1) was established in [SS18, Proposition 9.4]; and the same proof yields the claimed uniqueness in Proposition 7.2. For existence, Lemma 7.5 shows that the contraction mapping principle applies to T : M → M to show that there is a unique fixed point, A ∈ M, of T . As described above, this A is a solution to (7.1) and clearly satisfies A A n,η 1 (M n×n ) ≤ 1 2 (since A ∈ M). This completes the proof.
Identifying Real Analytic Functions I: Euclidean Space
In Proposition 7.1, we showed how to prove a function was real analytic by introducing a new variable and proving the function satisfied an ODE in this new variable. In this section, we present a quantitative version of a similar argument. We make no effort to state the result in the greatest generality, and instead focus on the setting needed for this paper.
Fix n, N, L ∈ N and r > 0. We consider functions F (t) = (F 1 (t) , . . . , F N (t)) ∈ C(B n (r); R n ) satisfying a certain ODE. For each 1 ≤ l ≤ N , 1 ≤ j ≤ n, and α ∈ N N with |α| ≤ L (α a multi-index), let a α,j,l ∈ A n,r . For 1 ≤ l ≤ N , fix F l,0 ∈ R. We consider the following system of differential equations for 1 ≤ l ≤ N :
To prove Proposition 7.6 we prove a more general auxiliary result where we separate ǫt into two variables (ǫ, t). To this end, set
We will consider functions F (ǫ, t) : [0, 1] × B n (r ′ ) → R N , and we will think of these as functions F (ǫ, t) ∈ A n,r ′ (C([0, 1]; R n )). I.e.,
where c β ∈ C([0, 1]; R N ) and
We consider the following system of differential equations for 1 ≤ l ≤ N :
We suppose:
Proposition 7.7. Let r ′ be given by (7.3). There exists F (ǫ, t) ∈ A n,r
Finally, this solution is unique in the sense that if for some δ > 0,
is another solution to (7.4), then F (ǫ, t) = F (ǫ, t) for |t| < min{δ, r ′ } and ǫ ∈ [0, 1].
The rest of this section is devoted to the proofs of Propositions 7.6 and 7.7. We begin with Proposition 7.7, the existence portion of which we will prove using the contraction mapping principle.
and set T (
) is an algebra (Lemma 4.1), r ′ ≤ r, and Lemma 7.8, we have T : A n,r
We give M the metric ρ( F , F ) := max 1≤l≤N F l − F l A n,r ′ (C([0,1])) . With this metric, M is a complete metric space.
Lemma 7.9. T : M → M and is a strict contraction.
Proof. For F ∈ M, |α| ≤ L, 1 ≤ j ≤ n, and 1 ≤ l ≤ N , we have by Lemma 4.1,
Thus, by Lemma 7.8,
where the last inequality follows from the choice of r ′ . It follows that T : M → M. Again using Lemma 4.1, we have for F , F ∈ M, |α| ≤ L, 1 ≤ j ≤ n, and 1 ≤ l ≤ N ,
where the last inequality follows from the choice of r ′ . It follows that ρ(T ( F ), T ( F )) ≤ 1 2 ρ( F , F ), and therefore T : M → M is a strict contraction.
Proof of Proposition 7.7. Lemma 7.9 shows that the contraction mapping principle applies to T : M → M to yield a unique fixed point F ∈ M of T . This fixed point is the desired solution to (7.4). Since F ∈ M, (7.5) follows. Finally, since (7.4) is a standard ODE, standard uniqueness theorems (using, for example, Grönwall's inequality) give the claimed uniqueness.
Proof of Proposition 7.6. Suppose F ∈ C(B n (r); R N ) satisfies (7.2). Set F (ǫ, t) = F (ǫt),ã α,j,l (ǫ, t) = a α,j,l (ǫt), and F l,0 := F l,0 . Then, F satisfies (7.4). The uniqueness from Proposition 7.7 shows that F is the solution described in that result, and therefore F (ǫ, t) ∈ A n,r ′ (C([0, 1] ; R N )) and (7.5) holds. Since F (1, t) , the result follows.
Identifying Real Analytic Functions II: Manifolds
Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M. Fix x 0 ∈ M and suppose X 1 , . . . , X q satisfy
≤ C where C and r ′ can be chosen to depend only on upper bounds for q, η −1 , ξ −1 , D, L, N , and |G(x 0 )|.
Proof. Let Ψ(t 1 , . . . , t q ) := exp(t 1 X 1 + · · · + t q X q )x 0 , and set F (t) := G(Ψ(t)). The goal is to show F ∈ A q,r ′ (R N ) with F A q,r ′ (R N ) ≤ C, where r ′ and C are as in the statement of the result. Note that F satisfies
From here, the result follows immediately from Proposition 7.6 (with n = q and r = min{η, ξ}).
The Quantitative Theorem
In this section, we prove Theorem 3.10 which is the main theorem of this paper. We separate the proof into two parts: when the vector fields are linearly independent at x 0 (i.e., when n = q) and more generally when the vector fields may be linearly dependent at x 0 (i.e., when q ≥ n).
Linearly Independent
In this section we prove Theorem 3.10 in the special case when n = q; so that we have X = X J0 . By Proposition 3.1, X 1 , . . . , X n span the tangent space at every point of B X (x 0 , ξ). Since we know B X (x 0 , ξ) is an n-dimensional manifold, we have that X 1 , . . . , X n form a basis for the tangent space at every point of B X (x 0 , ξ). Taking χ = ξ, Theorem 3.10 (a), (b), and (c) follow immediately.
We apply Proposition 6.2 to obtainη ∈ (0, η 0 ] as in that proposition; so that Φ : B n (η) → B X (x 0 , ξ) and is a C 2 diffeomorphism onto its image. We let Y j = Φ * X j , and define A as in Theorem 3.10 by Y = (I + A)∇. Our main goal is to show that A is real analytic; this will imply that Y 1 , . . . , Y n are real analytic as well.
We have assumed c , we have c
. By Proposition 6.2 (c), A(0) = 0, and by Proposition 6.2 (d), A satisfies the differential equation (6.1) .
Proposition 7.2 shows that there is an admissible constant η 1 ∈ (0,η] such that (6.1) has a solution
. By the uniqueness of this solution described in Proposition 7.2, A B n (η1) = A. This establishes Theorem 3.10 (g). Theorem 3.10 (h) is an immediate consequence of (g) (since Y = Y J0 when n = q).
Proposition 6.2 (a) shows Φ(B n (η)) is an open subset of B X (x 0 , ξ) and Proposition 6.2 (b) shows Φ :
This establishes Theorem 3.10 (d) and (e). Finally, we prove Theorem 3.10 (f). We have already taken χ = ξ, and we have Φ(B n (η 1 )) ⊆ B X (x 0 , ξ). Thus it suffices to prove the existence of ξ 1 and ξ 2 . Since X J0 = X, we may take ξ 1 = ξ 2 , and therefore we only need to prove the existence of ξ 1 . This follows just as in [SS18, Lemma 9.23].
Linearly Dependent
In this section we prove Theorem 3.10 in the general case, q ≥ n. As in [SS18] the goal is to reduce the problem to the case q = n. Set
1. Here, L Xj denotes the Lie derivative with respect to X j .
Proof. Let J = (j 1 , . . . , j n ). By the definition of L Xj (see [SS18, Section 5] for more details), we have
The result now follows from the anti-commutativity of ∧ and the assumptions on c k i,j . Take χ ∈ (0, ξ] to be the 0-admissible constant given by Proposition 6.1. With this choice of χ, Theorem 3.10 (a), (b), and (c) follow immediately. In particular, X J0 (y) = 0 for y ∈ B X (x 0 , ξ). It therefore makes sense to consider XJ (y) XJ 0 (y) for any J ∈ I(n, q) and y ∈ B XJ 0 (x 0 , χ). Lemma 7.12. For J ∈ I(n, q), 1 ≤ j ≤ n, Proof. We use the identity
Lemma 7.18. h 0 (t) = det(I + A(t)) −1 where A is the matrix from Theorem 3.14. Furthermore, h 0 (t) ≈ 0 1, ∀t ∈ B n (η 1 ), and h 0 ∈ A n,η1 with h 0 A n,η 1 0 1.
That h 0 (t) ≈ 0 1, ∀t ∈ B n (η 1 ), now follows from the above mentioned fact that sup
is a Banach algebra (Lemma 4.1) and since
Since ν 0 is an everywhere nonzero density, there is a unique g ∈ C(B XJ 0 (x 0 , χ)) such that ν 0 = gν. 
(7.9)
Solving the linear ODE (7.9) we have
Since f j A Proof of Theorem 3.14. We have
and therefore h = (g • Φ)h 0 . (a) follows by combining the fact that g ≈ 0;ν ν(X 1 , . . . , X n )(x 0 ) (Lemma 7.19) and h 0 ≈ 1 (Lemma 7.18).
ν |ν(X 1 , . . . , X n )(x 0 )| (Lemma 7.20) and h 0 A n,s ≤ h 0 A n,η 1 0 1 (Lemma 7.18), (b) follows by the formula h = (g • Φ)h 0 and Lemma 4.1.
Having proved Theorem 3.14 we turn to Corollary 3.15. To facilitate this, we introduce a corollary of Theorem 3.10.
Corollary 7.21. Let η 1 , ξ 1 , ξ 2 > 0 be as in Theorem 3.10. Then, there exist admissible constants η 2 ∈ (0, η 1 ], 0 < ξ 4 ≤ ξ 3 ≤ ξ 2 such that
Proof. After obtaining η 1 , ξ 1 , ξ 2 from Theorem 3.10, apply Theorem 3.10 again with ξ replaced by ξ 2 to obtain η 2 , ξ 3 , and ξ 4 as in the statement of the corollary.
Proof of Corollary 3.15. We have
where σ Leb denotes Lebesgue measure, and we have used Theorem 3.14 (a). By Corollary 7.21 and the fact that η 1 , η 2 > 1 are admissible constants, we have
Combining (7.10) and (7.11) proves ν(B XJ 0 (x 0 , ξ 2 )) ≈ ν ν(X 1 , . . . , X n )(x 0 ). The same proof works with B XJ 0 (x 0 , ξ 2 ) replaced by B X (x 0 , ξ 2 ), which completes the proof of (3.4). To prove (3.5), all that remains is to show Thus,
This establishes (7.12) and completes the proof.
Qualitative Results
In this section, we prove the qualitative results; i.e, Theorems 3.3 and 3.4. These are simple consequences of Theorem 3.10. We begin with Theorem 3.3. For this we recall [SS18, Proposition 4.14].
Lemma 7.22 (Proposition 4.14 of [SS18] ). Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M.
(i) Let K ⋐ M be a compact set. Then ∃η > 0 such that ∀x 0 ∈ K, X 1 , . . . , X n satisfy C(x 0 , η, M).
(ii) Let K ⋐ M be a compact set. Then, there exists δ 0 > 0 such that ∀θ ∈ S q−1 if x ∈ K is such that
Comments on the proof. In [SS18, Proposition 4.14], (i) was only stated for a fixed x 0 ∈ M and not "uniformly on compact sets." However, the same proof yields (i); indeed, it is an immediate consequence of the Picard-Lindelöf theorem.
(ii) is stated directly in [SS18, Proposition 4.14].
Remark 7.23. Lemma 7.22 shows that we always have η and δ 0 as in the assumptions of Theorem 3.10. Thus, if we wish to apply Theorem 3.10 to obtain a qualitative result, we do not need to verify the existence of η and δ 0 .
Lemma 7.24. Let X 1 , . . . , X q be C 1 vector fields on an n-dimensional
n be an open neighborhood of 0 ∈ R n , and let Φ : U → V be a C 2 -diffeomorphism. Fix r > 0 so that B n (r) ⊆ U and set x 0 = Φ(0). Set Y j = Φ * X j and suppose Y j ∈ A n,r (R n ), 1 ≤ j ≤ q, and for some Proof. Sincec
and Y j ∈ C ω,r/2 (B n (r/2); R n ). Proposition 4.7 shows that there exists s > 0 withc . . , Φ * X q ∈ C ω,r (U ; R n ). Without loss of generality, assume 0 ∈ U and Φ(0) = x 0 . Reorder X 1 , . . . , X q so that X 1 (x 0 ), . . . , X n (x 0 ) are linearly independent and let
. . , Y n are real analytic and form a basis for the tangent space near 0, there exists r 2 > 0 such that
Pushing this statement forward via Φ shows, for 1
. Lemma 7.24 shows there exists s 1 > 0 withĉ
is real analytic, and Y 1 , . . . , Y n form a basis of the tangent space near 0, there is s 2 > 0 such that, for n + 1 ≤ j ≤ q,
. Proposition 4.7 shows that there exists s 3 > 0 such that
. Pushing (7.13) forward via Φ, we have X j = n k=1 b k j X k . Combining the above proves (ii).
(ii)⇒(iii): Suppose (ii) holds. Let V be as in (ii) and take r > 0 so thatĉ
(7.14)
For 1 ≤ i, j ≤ n, (7.14) follows directly from the hypothesis (ii). We prove (7.14) for n + 1 ≤ i, j ≤ q. The remaining cases (1 ≤ i ≤ n and n + 1 ≤ j ≤ q, or n + 1 ≤ i ≤ q and 1 ≤ j ≤ n) are similar and easier. We have
We are given b , so by shrinking η to be ≤ r, those hypotheses follow. With these remarks, Theorem 3.10 applies to yield the coordinate chart Φ as in that theorem. This coordinate chart has the properties given in (i), completing the proof.
We now turn to Theorem 3.4. The uniqueness of the real analytic structure described in that theorem follows from the next lemma.
Lemma 7.25. Let M, N be two n-dimensional real analytic manifolds and suppose X 1 , . . . , X q are real analytic vector fields on M which span the tangent space at every point, and Z 1 , . . . , Z q are real analytic vector fields on N . Let Ψ : M → N be a C 2 diffeomorphism such that Ψ * X j = Z j . Then Ψ is real analytic.
Proof. Fix a point x 0 ∈ M . We will show Ψ is real analytic near x 0 . Reorder the vector fields X 1 , . . . , X q so that X 1 (x 0 ), . . . , X n (x 0 ) are linearly independent; and therefore form a basis for the tangent space near x 0 . Reorder Z 1 , . . . , Z q in the corresponding way, so that we have Ψ * X j = Z j . I.e., we have
Pick a real analytic coordinate system, x 1 , . . . , x n , on M near x 0 . Since X 1 , . . . , X n span the tangent space near x 0 and are real analytic, and Z 1 , . . . , Z n are real analytic, we have, for x near x 0 ,
where a j,l and F j,l are real analytic near x 0 and Ψ(x 0 ), respectively. Proposition 7.1 applies to show Ψ is real analytic near x 0 , completing the proof. x , V x ) : x ∈ M } forms a real analytic atlas on M ; once this is shown, (i) will follow since then X j will be real analytic with respect to this atlas by definition, and this atlas is clearly compatible with the C 2 structure on M . Hence, we need only verify that the transition functions are real analytic. Take
. We wish to show Ψ is a real analytic diffeomorphism. We already know Ψ is a C 2 diffeomorphism and Ψ * Y x1 j = Y x2 j . That Ψ is real analytic now follows from Lemma 7.25, completing the proof of (i). As mentioned before, the uniqueness of the real analytic structure, as described in the theorem, follows from Lemma 7.25, completing the proof.
Densities in Euclidean Space
While the hypotheses in Section 3.2.1 concern densities on abstract manifolds, the most important special case which arises in applications is that of the induced Lebesgue density on real analytic submanifolds on Euclidean space. In this section, we describe how to apply Theorem 3.14 and Corollary 3.15 in such a setting.
Let Ω ⊆ R N be open and fix x 0 ∈ Ω. Let X 1 , . . . , X q ∈ C ω loc (Ω; R N ) be real analytic vector fields on Ω. We suppose X 1 , . . . , X q satisfy the conditions of Theorem 3.10 with M = Ω, and so we have admissible constants as in that theorem, and ξ, δ 0 , η, J 0 , and ζ as in the hypotheses of Theorem 3.10, and we take χ as in the conclusion of Theorem 3.10.
10 As in Theorem 3.10, we take n := dim span{X 1 (x 0 ), . . . , X q (x 0 )}. We also assume that ξ is chosen so that B X (x 0 , ξ) ⋐ Ω. Fix an open set Ω ′ with B X (x 0 , ξ) ⋐ Ω ′ ⋐ Ω. Under these hypotheses, Proposition 3.1 applies to show that B X (x 0 , ξ) is an n-dimensional, injectively immersed submanifold of Ω. Classical theorems show that B X (x 0 , ξ) can be given the structure of a real analytic, 11 injectively immersed submanifold of Ω and X 1 , . . . , X q are real analytic vector fields on B X (x 0 , ξ). Let ν denote the induced Lebesgue density on B X (x 0 , ξ). The goal of this section is to describe how the hypotheses of Theorem 3.14 and Corollary 3.15 hold, for this choice of ν, in a quantitative way.
12
As in Theorem 3.10 we, without loss of generality, reorder the vector fields so that J 0 = (1, . . . , n). Fix δ 1 > 0 and s 1 > 0 so that
where B N (x 0 , δ 1 ) = {y ∈ R N : |x 0 − y| < δ 1 }.
Definition 8.1. We say C is an E-admissible constant 13 if C can be chosen to depend only on anything an admissible constant may depend on (see Definition 3.9), and upper bounds for δ −1 (x0,δ1) ;R N ) , 1 ≤ j ≤ n. We write A E B if A ≤ CB, where C is a positive E-admissible constant. We write A ≈ E B for A E B and B E A.
The main result of this section is the following: Proposition 8.2. There exists an E-admissible constant r > 0 and functions f 1 , . . . , f n ∈ A x0,r XJ 0
Remark 8.3. It is an immediate consequence of Proposition 8.2 that Theorem 3.14 and Corollary 3.15 hold, for this choice of ν, where any constant which is ν-admissible in the sense of those results, is E-admissible in the sense of Definition 8.1.
The rest of this section is devoted to the proof of Proposition 8.2. By Lemma 7.16, for 1 ≤ i, j, k ≤ n, there exists an admissible constant η ′ > 0 andĉ
where ĉ
We abuse notation and write X J0 to both denote the list of vector fields X 1 , . . . , X n and the N × n matrix whose columns are given by X 1 , . . . , X n . For K ∈ I 0 (n, N ) we write X K,J0 to denote the n × n submatirx of X J0 given by taking the rows listed in K. We set det n×n X J0 = (det X K,J0 ) K∈I0(n,N ) , so that det n×n X J0 is a vector (it is not important in which order the coordinates are arranged). Since X 1 ∧ X 2 ∧ · · · ∧ X n is never zero on B XJ 0 (x 0 , χ) (by Theorem 3.10 (a)), we have | det n×n X J0 | > 0 on B XJ 0 (x 0 , χ).
Lemma 8.4. There exists an E-admissible constant η ′′ > 0 such that for 1 ≤ j ≤ n and K ∈ I 0 (n, N ),
10 There is a sense in which Theorem 3.10 can always be applied to real analytic vector fields. This is the subject of Section 5.1.2 and Section 9. However, this section has a different thrust and so we assume the hypotheses of Theorem 3.10.
11 It is not important for the results in this section that B X (x 0 , ξ) can be given a real analytic structure. 12 The quantitative estimates in this section do not follow from classical proofs. The main difficulty is that classical proofs break down near a singular point of the associated foliation. See Remarks 1.1 and 5.6. 13 Here, E stands for "Euclidean".
Proof.
We address the two terms on the right hand side of (8.2) separately. For the second term on the right hand side of (8.2), we have
3)
The terms on the right hand side of (8.3) are all similar, so we address only the first. We have, using (8.1), 0 1, this is of the desired form for any η ′′ ≤ η ′ . We now turn to the first term on the right hand side of (8.2). We have, for K = (k 1 , . . . , k n ), where ǫ K,l ∈ {−1, 0, 1} and K l ∈ I 0 (n, N ) is obtained by reordering (l, k 2 , k 3 , . . . , k n ) to be non-decreasing. Applying the same ideas to the other terms on the right hand side of (8.4), we see E 1 (here we have used χ ≤ ξ and therefore B XJ 0 (x 0 , χ) ⊆ Ω ′ ).
Because, for 1 ≤ j ≤ n, X j C 1 (B N (x0,δ1);R N ) E X j C ω,s 1 (B N (x0,δ1);R N ) E 1, the Picard-Lindelöf theorem shows that we may take an E-admissible constant η ′′ ∈ (0, min{s 2 , η ′ }] so small that X J0 satisfies C(x 0 , η ′′ , B N (x 0 , δ 1 )). Then, by Lemma 4.3 we have, for 1 ≤ j ≤ n, K, L ∈ I 0 (n, N ),
(B N (x0,δ1)) E 1.
Combining this with (8.5) and the above mentioned fact that b L j,K C(BX J 0 (x0,χ)) E 1, shows the first term on the right hand side of (8.2) is of the desired form, completing the proof.
Lemma 8.5. Let K ∈ I 0 (n, N ), 1 ≤ j ≤ n. Then, Lemma 8.9. ν = | det n×n X J0 |ν 0 on B XJ 0 (x 0 , χ), where ν 0 is given by (7.8).
Proof. Since ν 0 ( X J0 ) ≡ 1, ν 0 is a strictly positive density on B XJ 0 (x 0 , χ). Thus, ν = f (x)ν 0 for some f : B XJ 0 (x 0 , χ) → R. To solve for f we evaluate this equation at X J0 and since ν 0 ( X J0 ) ≡ 1, we have f = ν( X J0 ). Since ν is the induced Lebesgue density on an n-dimensional, injectively immersed, submanifold of R N (to which X 1 , . . . , X q are tangent), we have ν( X J0 ) = | det n×n X J0 |, completing the proof.
Proof of Proposition 8.2. For 1 ≤ j ≤ n, let f j := f 0 j + h j , where f 0 j is described in Lemma 7.17 and h j is described in Lemma 8.8. Then, if r := min{η 1 , η 2 } > 0 we have that r is an E-admissible constant, f j ∈ A x0,r XJ 0 ∩ C(B XJ 0 (x 0 , χ)), and f j A 9 Scaling and real analyticity: the proof of Theorem 5.4
In this section, we prove Theorem 5.4. Fix a compact set K ⋐ Ω. The idea is that, if m is chosen sufficiently large (depending on K and V 1 , . . . , V r ), then a proof similar to that of Theorem 5.7 will work uniformly for x ∈ K with the manifold M from Theorem 5.7 replaced by L x . As in Theorem 5.4, throughout this section we use A B to denote A ≤ CB where C can be chosen independent of x ∈ K and δ ∈ (0, 1].
We first show how the appropriate conditions hold uniformly, which uses the Weierstrass preparation theorem. This is based on an idea of Lobry [Lob70] , and was used in a similar context in [SS12] and [Str14, Section 2.15.5].
We take the same setting and notation as in Theorem 5.4. Thus, we have real analytic vector fields V 1 , . . . , V r on an open set Ω ⊆ R n . We assign to each V 1 , . . . , V r the formal degree 1. If Z has formal degree e, we assign to [V j , Z] the formal degree e + 1. We let S denote the (infinite) set of all such vector fields with formal degrees; thus each (X, e) ∈ S is a pair of a real analytic vector field X and e ∈ N, where X is an iterated commutator of V 1 , . . . , V r .
An important ingredient is the next proposition: The result follows.
We return to the setting at the start of this section. We let S denote the smallest collection of vector fields paired with formal degrees such that:
• (V 1 , 1) , . . . , (V r , 1) ∈ S.
By the definition of c ν-parameter formal degree d j ∈ N ν with |d j | ∞ ≤ m. The results which follow are essentially independent of m, so long as m is chosen sufficiently large (depending on (V 1 , e 1 ), . . . , (V r , e r ) and K). For δ ∈ (0, 1] ν , we let δ d X denote the list of vector fields δ d1 X 1 , . . . , δ dq X q . We sometimes identify δ d X with the n × q matrix (δ d1 X 1 | · · · |δ dq X q ). As before, we set B (X,d) (x, δ) := B δ d X (x, 1), though now δ ∈ (0, 1] ν . As in Section 5.1.2, the involutive distribution generated by V 1 , . . . , V r foliates Ω into leaves, and we let L x denote the leaf passing through x, and ν x the induced Lebesgue density on L x . B (X,d) (x, δ) is an open subset of L x .
For each x ∈ Ω set n 0 (x) := dim span{X 1 (x), . . . , X q (x)}. For each x ∈ Ω, δ ∈ (0, 1] ν , pick j 1 = j 1 (x, δ) , . . . , j n0(x) = j n0(x) (x, δ) so that det n0(x)×n0(x) δ dj 1 X j1 (x)| · · · |δ dj n 0 (x) X j n 0 (x) (x)
For this choice of j 1 = j 1 (x, δ), . . . , j n0(x) = j n0(x) (x, δ) set (writing n 0 for n 0 (x)): Φ x,δ (t 1 , . . . , t n0 ) := exp t 1 δ dj 1 X j1 + · · · + t n0 δ dj n 0 X jn 0 x.
