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1. Introduction
The Dirac equation is often considered as one of the great triumphs of theoretical
physics, combining quantum mechanics with special relativity. Not only did it explain
the spin as a consequence of merging quantum mechanics and special relativity, but it
also allowed one to predict the existence of positrons as antiparticles of electrons. As
the equation at the center of quantum electrodynamics, the Dirac equation describes
relativistic spin-1/2 particles and is one of the fundamental equations in particle
physics.
During the last decade, however, the Dirac equation has also increasingly attracted
the attention of solid-state physicists. There has, in particular, been a growing inter-
est in the physics of solid-state systems whose low-energy excitations can be treated
as Dirac fermions, that is, fermions described by the Dirac equation. Nowadays, the
prime examples for such systems are graphene, whose band structure can be approx-
imated by a two-dimensional (2D) Dirac-like Hamiltonian in the vicinity of the K
and K ′ points [1, 2], and topological insulators, which possess edge states with a
linear, one-dimensional (1D) spectrum in the case of 2D systems and surface states
described by a single Dirac cone in the case of three-dimensional (3D) topological
insulators [3, 4]. One of the main reasons for the enormous interest in these materi-
als is that they offer the possibility to study quantum electrodynamical phenomena
in solid-state systems. Meanwhile, condensed-matter systems are increasingly con-
sidered as promising alternatives to observe other phenomena commonly associated
only with high-energy physics, with the appearance of Majorana fermions being the
most notable recent example of this trend [5, 6].
Another topic of recent interest in solid-state physics is the field of spin caloritron-
ics [7]. Whereas conventional spintronics [8, 9] is mainly about utilizing the coupling
between the electron charge and spin, spin caloritronics focuses on the coupling be-
tween spin and heat. Since several spin caloritronic phenomena also exist at room
temperature, there might be some technological applications of those effects, espe-
cially with respect to utilizing waste heat or offering new functionalities in devices [7].
In this thesis, we investigate several different topics related to the aforementioned
fields. We study magnetic properties of 2D topological insulators and the optical
conductivity of graphene. Another part of this thesis is devoted to a discussion of
thermoelectric effects in electronic systems. The thesis itself, therefore, consists of
three independent parts and is organized as follows: In Chap. 2, we discuss several
properties of HgTe/CdTe-based quantum wells subject to perpendicular magnetic
fields, namely magnetic edge states, the magnetization, and the magneto-optical
1
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conductivity. Continuing with the investigation of another optical response, we study
the optical conductivity in graphene and the effect of electron-phonon coupling on it
in Chap. 3. Finally, a phenomenological model in the spirit of the standard model of
electrical spin injection to describe the electronic mechanism coupling charge, spin,
and heat transport is formulated in Chap. 4 and employed to analyze several different
geometries containing ferromagnetic and nonmagnetic regions.1
1Major parts of Secs. 2.1.1, 2.2, 2.3, and 2.5 are based on B. Scharf, A. Matos-Abiague, and J.
Fabian, Magnetic properties of HgTe quantum wells, Phys. Rev. B 86, 075418 (2012), while
Chap. 4 is based on B. Scharf, A. Matos-Abiague, I. Zˇutic´, and J. Fabian, Theory of thermal
spin-charge coupling in electronic systems, Phys. Rev. B 85, 085208 (2012).
2
2. Magnetic properties of HgTe
quantum wells
2.1. Quantum spin Hall effect and HgTe quantum
wells
2.1.1. The quantum spin Hall effect
In recent years, much attention has been devoted to the field of topological insu-
lators, which are materials insulating in the bulk, but which possess dissipationless
conducting states at their edge (2D topological insulators) or surface (3D topological
insulators) [3, 4]. Since the introduction of the concept of 2D topological insulators—
often referred to as quantum spin Hall (QSH) insulators—and their first prediction in
graphene [10, 11], several other systems have been proposed theoretically to exhibit
QSH states, such as inverted HgTe/CdTe quantum-well structures [12], GaAs under
shear strain [13], 2D bismuth [14], or inverted InAs/GaSb/AlSb Type-II semicon-
ductor quantum wells [15]. Experimentally, the QSH state has first been observed in
inverted HgTe quantum wells [16, 17, 18, 19], where one can tune the band structure
by fabricating quantum wells with different thicknesses.
Similarly to the quantum Hall (QH) state, which can be characterized by Chern
numbers [20, 21], the QSH state can also be described by a topological invariant, in
this case the Z2 invariant [10]. This invariant describes whether one deals with a
trivial insulator, that is, an insulator without edge states protected by time-reversal
symmetry, or a QSH insulator. One of the most prominent features of QSH in-
sulators is the existence of dissipationless helical edge states, that is, edge states
whose spin orientation is determined by the direction of the electron momentum
and are protected from backscattering [22, 23]. Thus, at a given edge, one can find
a pair of counterpropagating, spin-polarized edge states (see Fig. 2.1), a fact whose
experimental verification has only very recently been reported [19]. Since those coun-
terpropagating, spin-polarized edge states are robust against time-reversal invariant
perturbations such as scattering by nonmagnetic impurities (see Fig. 2.2), they are
promising for applications within the field of spintronics [8, 9], the central theme of
which is the generation and control of nonequilibrium electron spin in solids.
At the center of the QSH state are relativistic corrections, which can—if strong
enough—lead to band inversion (see Fig. 2.3), that is, a situation where the normal
3
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Figure 2.1.: (a) Energy spectrum and (b) schematic illustration of the QSH
state [42]. At the boundary between an ordinary insulator and a QSH insulator,
spin-polarized, counterpropagating edge states arise in the QSH insulator.
order of the conduction and valence bands is inverted [24, 25]. By fabricating HgTe
quantum wells with a thickness larger than the critical thickness dc ≈ 6.3 nm, such an
inverted band structure can be created in HgTe/CdTe quantum-well structures. In
fact, materials with band inversion have been studied for some time [27] and another
interesting prediction—different from the QSH state—has been that the combination
of two materials with mutually inverted band structures can lead to the formation
of interface states which, depending on the material parameters, can possess a linear
2D spectrum [28, 29].
Following the observation of the QSH state in HgTe-based quantum wells, much effort
has been invested in the theoretical investigation of the properties of 2D topological
insulators, their edge states, and possible applications. Examples include the exten-
sion of the low-energy Hamiltonian introduced in Ref. 12 to account for additional
spin-orbit terms due to out-of-plane inversion breaking in HgTe quantum wells [30]
as well as studies on how helical edge states and bulk states interact in 2D topological
insulators [31]. The effect of magnetic fields on transport in inverted HgTe quantum
wells has been treated in Refs. 32-34. Moreover, the effect of finite sizes on the QSH
edge states in HgTe quantum wells has been investigated and it has been shown that
for small widths the edge states of opposite sides in a finite system can overlap and
4
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(a) Rotation by π (b) Rotation by −π
Figure 2.2.: Semiclassical picture of the surpression of backscattering in QSH insu-
lators [4, 43]: When scattered by a nonmagnetic impurity, there are two possible
paths allowed by time-reversal symmetry that an electron in the QSH state can
take: It can (a) either go clockwise or (b) counterclockwise around the impurity,
which means its spin rotates by π or −π, respectively. Consequently, the two paths
differ by a rotation of the electron spin by 2π from each other. Since the wave
functions of spin-1/2 particles just change their sign under rotation of their spin
by 2π, the two paths interfere destructively, effectively surpressing any backscat-
tering. Note that this picture holds true only if there is an odd number of QSH
states at a given edge. Otherwise, there are additional paths an electron can take
to flip its spin, which do not necessarily interfere destructively and backscattering
is therefore not surpressed in this case.
produce a gap in the spectrum [38]. Based on this coupling of the wave functions
from opposite edges, a spin transistor based on a constriction made of HgTe has
been proposed [39]. Finite-size effects in topological insulators have not only been
studied for HgTe, but also in three-dimensional topological insulators, in particular
the crossover to QSH insulators in thin films [35, 36, 37].
Our purpose is to present a systematic study of the effect a perpendicular magnetic
field has on the energy spectrum and magnetic edge states of HgTe/CdTe quantum
wells (as described by the Hamiltonian introduced in Ref. 12) in the normal as well
as in the inverted regime. In particular, we present an analytical solution for the
magnetic edge states confined by a hard-wall potential in the spirit of Refs. 40, 41,
where the problems of spin edge states and magnetic spin edge states in 2D electron
gases with hard walls and spin-orbit coupling have been solved analytically. Com-
plementary to this procedure, we also make use of a numerical scheme based on the
method of finite differences. Furthermore, the magnetic properties of HgTe quan-
tum wells are investigated within this model, again for both the normal and inverted
regimes.
This chapter is organized as follows: Section 2.1.1 gives a short introduction and
overview of the effective model used to describe HgTe/CdTe quantum wells. In
Sec. 2.2, following the presentation of two methods to calculate the energy spectrum
5
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Figure 2.3.: Band inversion and edge/surface states [44]: (a) In a typical band
structure, the conduction and valence bands are symmetric (+) and antisymmetric
(-), respectively, and spin-up and spin-down states possess the same energy. (b)
Combining two mutually inverted band structures gives rise to edge/surface bands
that cross at the boundary. In the case of the QSH state (shown here), those edge
states are spin-polarized and counterpropagate.
and eigenstates, an analytical and a finite-differences method, the evolution of QSH
and QH states with increasing magnetic fields is discussed. The second and third
parts of this chapter, Secs. 2.3 and 2.4, are devoted to the discussion of magnetic
properties of this system: In Sec. 2.3, the magnetization and the susceptibility of
HgTe quantum wells are discussed, while the magneto-optical conductivity is dis-
cussed in Sec. 2.4. Finally, the chapter is concluded by a brief summary.
2.1.2. HgTe quantum wells and effective model Hamiltonian
The system investigated in this chapter is a HgTe/CdTe quantum-well structure,
which consists of a HgTe slab sandwiched between two slabs of CdTe (see Fig. 2.4 B).
Using k · p theory, both bulk HgTe and bulk CdTe can be described by an 8-band
Kane model near the Γ point [12, 17], which is shown in Fig. 2.4 A. Within the Kane
model, there is one spin-degenerate pair of s-type bands (denoted by Γ6, a notation
which originates from group theory), two pairs—heavy hole-like and light hole-like
bands—of p-type bands with total angular momentum J = 3/2 (denoted by Γ8),
as well as one spin-degenerate pair of p-type bands with total angular momentum
6
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Figure 2.4.: (A) Bulk band structure of HgTe and CdTe near the Γ point and (B)
a HgTe/CdTe quantum-well structure in the normal (left) and inverted (right)
regimes. From Ref. 12.
J = 1/2 (denoted by Γ7), which is split-off by the spin-orbit coupling [9]. Whereas the
band structure in CdTe is normal, that is, the conduction bands are described by the
s-like Γ6 bands and the valence bands by the p-like Γ7 and Γ8 bands, the conduction
band in bulk HgTe is given by the light hole-like Γ8 bands and the remaining Γ6, Γ7,
and Γ8 bands describe valence bands. Hence, the band structure in HgTe is inverted.
During the fabrication of a HgTe/CdTe heterostructure similar to the one shown in
Fig. 2.4 B, one can tune the band structure of the 2D electronic system localized
inside the HgTe quantum well: If the thickness d of the quantum well is below the
critical thickness dc ≈ 6.3 nm, the band structure of the quantum well is normal,
while the band structure is inverted if the thickness exceeds dc. A simple, descrip-
tive explanation for this behavior of the quantum-well band structure can be given
7
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Figure 2.5.: A schematic illustration of the HgTe/CdTe quantum-well structure in
the presence of a perpendicular magnetic field B = Bez. The coordinate system
is chosen such that the 2D electronic system is confined to the xy-plane (z = 0).
by noting that for a small thickness d of HgTe, the band structure of the entire het-
erostructure should be similar to CdTe, whereas the band structure should be similar
to HgTe for large thicknesses of the HgTe slab [17].
The states and subbands of the heterostructure in Fig. 2.4 B are given by linear
combinations of the bulk states of HgTe and CdTe and a more detailed calculation is
necessary to obtain the exact form of those linear combinations. As shown in Refs. 12
and 17, one can neglect the split-off Γ7 bands and essentially use this reduced 6-band
model to calculate the subbands of the quantum well near the Γ point. Then, one
obtains three categories of quantum-well subbands, electron-like subbands (E1, E2,
...) as well as heavy- (H1, H2, ...) and light hole-like (L1, L2, ...) subbands. The
relevant subbands that capture the essential physical properties of the quantum-well
structure at low energies are the electron-like E1 and heavy hole-like H1 subbands.
Here, the E1 states are formed from the Γ6 and light hole-like Γ8 states of the bulk,
while the H1 states are essentially formed from the heavy hole-like Γ8 states [12, 17].
Both, the E1 and the H1 subbands are Kramers-degenerate due to time-reversal
symmetry and therefore the effective low-energy Hamiltonian consists of four sub-
bands: the electron-like states |E ↑〉 and |E ↓〉, that is, the E1 subbands, and the
(heavy-)hole-like states |H ↑〉 and |H ↓〉, that is, the H1 subbands. Depending on
the thickness d, the electron-like states are above the hole-like states and the band
structure is normal or the electron-like states are below the hole-like states and the
band structure is inverted (see Fig. 2.4 B).
If the coordinate system is chosen such that the growth direction of the heterostruc-
ture is along the z axis and that the 2D electronic system is confined to the xy-plane
8
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(see Fig. 2.5 without the magnetic field), the effective Hamiltonian as introduced by
Bernevig et al. [12] reads as
Hˆ0 =
[
C − D
~2
(
pˆ2x + pˆ
2
y
)]
1+
[
M− B
~2
(
pˆ2x + pˆ
2
y
)]
Γ5 +
Apˆx
~
Γ1 +
Apˆy
~
Γ2, (2.1)
with the momentum operators pˆx and pˆy, the system parameters A, B, C, D, andM
(see below), and the 4 × 4 unity matrix 1. For the basis order |E ↑〉, |H ↑〉, |E ↓〉,
|H ↓〉, the remaining 4× 4 matrices are given by
Γ1 =
(
σx 0
0 −σx
)
,Γ2 =
( −σy 0
0 −σy
)
,Γ5 =
(
σz 0
0 σz
)
, (2.2)
where σx, σy, and σz denote the Pauli matrices.
The material parameters introduced above, A, B, C, D, and M, are expansion pa-
rameters that depend on the quantum-well thickness d [12, 17]. Here, A describes
the coupling between the electron-like and hole-like bands, which can mix away from
the Γ point, C and D describe a standard parabolic dispersion of all bands, whereas
M and B determine whether the band structure is inverted or not: If the thickness
of the quantum well is smaller than the critical thickness, dc ≈ 6.3 nm, the band
structure is normal and M/B < 0, while, for a quantum-well thickness above dc,
the band structure is inverted and M/B > 0 [17]. As a final remark, we note that,
in writing down the Hamiltonian (2.1), the bulk-inversion asymmetry, which is very
small in this structure, has been ignored [17].
2.1.3. Model Hamiltonian in a perpendicular magnetic field
Since the focus of this chapter is on the magnetic properties of HgTe quantum wells,
the magnetic field needs to be introduced in the Hamiltonian 2.1. The effect of a
magnetic field B(r) can be included in this model by adding a Zeeman term [18] and
replacing the momentum operator πˆi, where i denotes the in-plane coordinates x or
y of the quantum well, with the kinetic momentum operator πˆi = pˆi + eAi(r), where
A(r) is the magnetic vector potential and e = |e| the elementary charge.
In our model, we consider a constant magnetic field perpendicular to the quantum
well (see Fig. 2.5), that is, B = Bez with B > 0 (throughout this manuscript).
Since hard walls will be added in Secs. 2.2.1 and 2.2.2 to confine the system in the
y-direction, it is convenient to choose the gauge
A(r) = −Byex, (2.3)
for which the effective Hamiltonian (2.1) becomes
Hˆ =C1+MΓ5 − D1+ BΓ5
~2
[(
pˆx − ~y
l2B
)2
+ pˆ2y
]
+
AΓ1
~
(
pˆx − ~y
l2B
)
+
AΓ2
~
pˆy +
µBBΓ
z
g
2
,
(2.4)
9
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with the system parameters A, B, C, D, and M as introduced above, the magnetic
length lB =
√
~/e|B| =
√
~/eB, and the Bohr magneton µB. For the basis order
|E ↑〉, |H ↑〉, |E ↓〉, |H ↓〉, the 4× 4 matrix Γzg reads as
Γzg =
(
σg 0
0 −σg
)
(2.5)
where σg = diag(ge, gh) contains the effective (out-of-plane) g-factors ge and gh of
the electron- and hole-like bands, respectively. Like A, B, C, D, and M, ge and gh
depend on the quantum-well thickness d [17].
In some cases, a reduced form of Eq. (2.4) can be used. For relatively strong magnetic
fields, the terms quadratic with the kinetic momentum in Eq. (2.4) are small near
the Γ point and can be omitted, as can the contribution from the Zeeman term, that
is, B = D = 0 and ge/h = 0 [32, 45].
2.2. Magnetic edge states
2.2.1. Analytical solution
In this section, we discuss the analytical solution—which in many ways resembles
the calculation of the spin edge states in two-dimensional electron gases with spin-
orbit coupling [40]—of the model system described by Eq. (2.4) for several different
geometries: (i) bulk, that is, an infinite system, (ii) a semi-infinite system confined to
y > 0, and (iii) a finite strip with the width w in y-direction. For all these cases, we
apply periodic boundary conditions in x-direction. The confinement can be described
by adding the infinite hard-wall potentials
V (y) =
{
0 for y > 0
∞ elsewhere (2.6)
in (ii) and
V (y) =
{
0 for |y| < w/2
∞ elsewhere (2.7)
in (iii).
In order to determine the solutions for cases (i)-(iii), we first need to find the general
solution to the differential equation given by the free Schro¨dinger equation
HˆΨ(x, y) = EΨ(x, y), (2.8)
where Ψ(x, y) is a four-component spinor. By imposing the appropriate boundary
conditions along the y-direction on this general solution, we can obtain the solutions
for each of the cases considered. Since translational invariance along the x-direction
10
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as well as the spin direction are preserved by Hˆ and Hˆ + V (y)1, respectively, the
wave vector in x-direction, k, and the spin orientation, s =↑ / ↓, are good quantum
numbers in each of the three cases, which naturally suggests the ansatz
Ψ↑k(x, y) =
eikx√
L


f↑(ξ)
g↑(ξ)
0
0

 , Ψ↓k(x, y) = eikx√L


0
0
f↓(ξ)
g↓(ξ)

 , (2.9)
where L is the length of the strip in x-direction and where, for convenience, we have
introduced the transformation ξ = ξ(y) =
√
2 (y − l2Bk) /lB.
Inserting the ansatz (2.9) for spin-up electrons into Eq. (2.8), we obtain the following
system of differential equations:[
C − E − 2D
l2B
(
ξ2
4
− ∂2ξ
)](
f↑(ξ)
g↑(ξ)
)
+
[
M− 2B
l2B
(
ξ2
4
− ∂2ξ
)](
f↑(ξ)
−g↑(ξ)
)
−
√
2A
lB
( (
ξ
2
− ∂ξ
)
g↑(ξ)(
ξ
2
+ ∂ξ
)
f↑(ξ)
)
+
µBB
2
(
gef↑(ξ)
ghg↑(ξ)
)
= 0.
(2.10)
Due to the specific form of Eq. (2.10), its solution can be conveniently written in terms
of the parabolic cylindrical functions Dν(ξ), which satisfy the following recurrence
relations [46]: (
ξ
2
± ∂ξ
)
Dν(ξ) =
{
νDν−1(ξ)
Dν+1(ξ)
, (2.11)
(
ξ2
4
− ∂2ξ
)
Dν(ξ) =
(
ν +
1
2
)
Dν(ξ). (2.12)
With the heavy hole-like component g↑(ξ) coupled to the electron-like component
f↑(ξ) by the raising operator and the opposite coupling described by the lowering
operator, one type of solution is of the form
f↑(ξ) = v1Dν(ξ) and g↑(ξ) = v2Dν−1(ξ), (2.13)
where v1 and v2 are complex numbers, which are to be determined by solving the
system of linear equations obtained from inserting this ansatz into Eq. (2.10). This
system has non-trivial solutions for
ν = ν↑± =
l2B
2
[
F (1)±
√
F 2(1) +
Ge(1)Gh(1)
B2 −D2
]
, (2.14)
where
F (s) = s
µBB
4
(
ge
D + B +
gh
D − B
)
− A
2 − 2 [MB +D (E − C)]
2 (B2 −D2) (2.15)
11
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and
Ge/h (s) = s
(
ge/hµBB
2
− B ±D
l2B
)
− (E − C)±M. (2.16)
By determining those non-trivial solutions, for A 6= 0 we find two (non-normalized)
solutions
χ↑±(ξ) =
(√
2ADν↑±(ξ)/lB, c
↑
±Dν↑±−1(ξ)
)T
(2.17)
to Eq. (2.10) with
c↑± =M− (E − C)−
2 (B +D)
l2B
(
ν↑± +
1
2
)
+
ge
2
µBB. (2.18)
However, there is a second set of—in general—independent solutions to Eq. (2.10)
that can be obtained from the ansatz
f↑(ξ) = u1Dν(−ξ) and g↑(ξ) = u2Dν−1(−ξ), (2.19)
where u1 and u2 are complex numbers as before. With this ansatz yielding two
further solutions,
η↑±(ξ) =
(√
2ADν↑±(−ξ)/lB,−c
↑
±Dν↑±−1(−ξ)
)T
, (2.20)
the general solution to Eq. (2.10)—if A 6= 0—is given by(
f↑(ξ)
g↑(ξ)
)
= αχ↑+(ξ) + β χ
↑
−(ξ) + γ η
↑
+(ξ) + δ η
↑
−(ξ), (2.21)
where the coefficients α, β, γ, and δ are complex numbers to be determined by the
boundary conditions of the problem.
A procedure similar to the one above can also be applied for the spin-down electrons
in Eq. (2.9). Then, we find(
f↓(ξ)
g↓(ξ)
)
= α˜ χ↓+(ξ) + β˜ χ
↓
−(ξ) + γ˜ η
↓
+(ξ) + δ˜ η
↓
−(ξ), (2.22)
where we have introduced the vectors
χ↓±(ξ) =
(
c↓±Dν↓±−1(ξ),
√
2ADν↓±(ξ)/lB
)T
(2.23)
and
η↓±(ξ) =
(
−c↓±Dν↓±−1(−ξ),
√
2ADν↓±(−ξ)/lB
)T
, (2.24)
with
ν↓± =
l2B
2
[
F (−1)±
√
F 2(−1) + Ge(−1)Gh(−1)B2 −D2
]
(2.25)
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and
c↓± =M+ (E − C)−
2 (B − D)
l2B
(
ν↓± +
1
2
)
+
gh
2
µBB. (2.26)
As in the case of spin-up electrons, the coefficients α˜, β˜, γ˜, and δ˜ need to be fixed
by boundary conditions. In the following, we will use the general solutions given
by Eqs. (2.21) and (2.22) to determine the energy spectrum and wave functions for
several different geometries.
(i) Bulk
If there is no confining potential V (y), that is, if we consider an infinite system,
where Eq. (2.10) holds for any ξ ∈ R, we only have to require the wave function to
be normalizable and accordingly we impose the boundary conditions lim
ξ→±∞
f↑(ξ) =
lim
ξ→±∞
g↑(ξ) = 0. These requirements can only be satisfied if ν is a non-negative
integer n in Eq. (2.13). In this case, Dn(ξ) = 2
−n/2e−ξ
2/4Hn(ξ/
√
2) can be expressed
by Hermite polynomials Hn(ξ) [46], and both Eqs. (2.13) and (2.19) lead to the same
solution. If n ≥ 1, the ansatz from Eq. (2.13) leads to an eigenvalue problem for E
from which the following Landau levels for spin-up electrons can be determined:
E↑±(n) =C −
2Dn+ B
l2B
+
ge + gh
4
µBB
±
√
2nA2
l2B
+
(
M− 2Bn+D
l2B
+
ge − gh
4
µBB
)2
.
(2.27)
For n = 0, on the other hand, Eqs. (2.13) and (2.19) reduce to the ansatz f↑(ξ) =
v1D0(ξ) and g↑(ξ) = 0 and we obtain the Landau level
E↑(0) = C +M− D + B
l2B
+
ge
2
µBB. (2.28)
By requiring lim
ξ→±∞
f↓(ξ) = lim
ξ→±∞
g↓(ξ) = 0, the Landau levels for spin-down electrons
can be calculated similarly as
E↓±(n) =C −
2Dn− B
l2B
− ge + gh
4
µBB
±
√
2nA2
l2B
+
(
M− 2Bn−D
l2B
− ge − gh
4
µBB
)2 (2.29)
and
E↓(0) = C −M− D − B
l2B
− gh
2
µBB. (2.30)
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With Eqs. (2.27)-(2.30), we have recovered the Landau levels found in Ref. 18. The
corresponding eigenstates are given in the Appendix B.
In writing down Eqs. (2.27)-(2.30), we have adopted the convention that B > 0,
that is, the magnetic field points in the z-direction. The formulas of the Lan-
dau levels for B < 0 can be obtained from Eqs. (2.27)-(2.30) via the relations
Es(0, B) = E−s(0,−B) and Es±(n,B) = E−s± (n,−B) [note that the magnetic length
in Eqs. (2.27)-(2.30) is given by lB =
√
~/e|B|].
(ii) Semi-infinite system
In the presence of the confining potential given by Eq. (2.6), the wave function is
required to vanish at the boundary y = 0 as well as at y → ∞. Thus, we invoke
the boundary conditions lim
ξ→∞
f↑/↓(ξ) = lim
ξ→∞
g↑/↓(ξ) = 0 and f↑/↓(ξ0) = g↑/↓(ξ0) = 0
for spin-up as well as spin-down electrons, where ξ0 = −
√
2lBk. The condition for
ξ → ∞ can only be satisfied for γ = δ = 0 and γ˜ = δ˜ = 0, respectively. Then, each
remaining pair of coefficients, α and β as well as α˜ and β˜, from Eqs. (2.21) and (2.22)
has to be calculated from the condition at y = 0, that is, at ξ0. The resulting linear
systems of equations have non-trivial solutions if
c
↑/↓
− Dν↑/↓− −1
(ξ0)Dν↑/↓+
(ξ0)− c↑/↓+ Dν↑/↓+ −1(ξ0)Dν↑/↓− (ξ0) = 0. (2.31)
This transcendental equation enables us to calculate the electron dispersion for spin-
up [s =↑ in Eq. (2.31)] as well as for spin-down electrons [s =↓ in Eq. (2.31)]. The
corresponding eigenstates can be determined by explicitly calculating the coefficients
α, β and α˜, β˜, respectively.
(iii) Finite-strip geometry
In the finite-strip geometry described by Eq. (2.7), the wave function has to vanish
at the potential boundaries, that is, Eqs. (2.21) and (2.22) have to vanish at ξ1/2 =√
2 (∓w/2− l2Bk) /lB. The corresponding linear systems of equations defined by this
condition have non-trivial solutions if
det

 χ
↑/↓
+ (ξ1) χ
↑/↓
− (ξ1) η
↑/↓
+ (ξ1) η
↑/↓
− (ξ1)
χ
↑/↓
+ (ξ2) χ
↑/↓
− (ξ2) η
↑/↓
+ (ξ2) η
↑/↓
− (ξ2)

 = 0 (2.32)
for spin-up (s =↑) and spin-down (s =↓) electrons, respectively. Similarly to (ii), the
transcendental Eq. (2.32) represents exact expressions from which the dispersion of
the electrons can be calculated. The corresponding eigenstates can be determined
by explicitly calculating the coefficients α, β, γ, and δ for spin-up electrons and α˜,
β˜, γ˜, and δ˜ for spin-down electrons, respectively.
14
2.2. Magnetic edge states
Having derived transcendental equations from which the electronic dispersion (and
indirectly the eigenstates) can be determined for semi-infinite as well as finite-strip
systems, we will also introduce an alternative method to calculate the spectrum and
eigenstates of a finite strip.
2.2.2. Numerical finite-difference solution
In addition to solving the exact expression (2.32), we calculate the eigenspectrum
and eigenstates also by using a finite-difference scheme to express Eq. (2.4) [47]. We
discretize Eq. (2.4) for B = 0 and account for the magnetic field by introducing
the Peierls’ phase [48] to describe the vector potential given by Eq. (2.3) and an
additional on-site term to describe the Zeeman term. If only nearest neighbors are
considered and there is no magnetic field, this procedure leads to the Hamiltonian
introduced in Ref. 17.
For reasons of improving the convergence of our calculation, we go beyond the
nearest-neighbor approximation and include the next-nearest neighbors. Due to
translational invariance along the x-direction, the x-coordinate can be Fourier trans-
formed to the reciprocal space and we obtain the Hamiltonian
HˆFD =
∑
k,n,n′
∑
αβ
Hαβ(k;n, n′)cˆ†knαcˆkn′β, (2.33)
where k is the momentum along the x-direction, n and n′ ∈ Z are discrete y-
coordinates, α and β denote the basis states |E ↑〉, |H ↑〉, |E ↓〉, |H ↓〉, and cˆ†knα
(cˆknα) is the creation (annihilation) operator of those states. Furthermore, we have
introduced the matrix
Hαβ(k;n, n′) =
[
C (1)αβ +M (Γ5)αβ −
D (1)αβ + B (Γ5)αβ
a2
F(k,B, n)
+
A
a
(Γ1)αβ G(k,B, n) +
µBB
2
(Γg)αβ
]
δnn′
+


4
[
D (1)αβ + B (Γ5)αβ
]
3a2
+
2iA (n− n′)
3a
(Γ2)αβ


× (δn,n′+1 + δn,n′−1)
−
[D (1)αβ + B (Γ5)αβ
12a2
+
iA (n− n′)
24a
(Γ2)αβ
]
(δn,n′+2 + δn,n′−2) ,
(2.34)
where
F(k,B, n) = 5− 8 cos (ka− a
2n/l2B)
3
+
cos (2ka− 2a2n/l2B)
6
, (2.35)
G(k,B, n) = 4 sin (ka− a
2n/l2B)
3
− sin (2ka− 2a
2n/l2B)
6
, (2.36)
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Figure 2.6.: Calculated energy spectra of (a) a semi-infinite system and (b) a finite
strip of width w = 200 nm for B = 10 T, A = 364.5 meV nm, B = −686.0 meV
nm2, C = 0, D = −512.0 meV nm2, M = −10.0 meV, and ge = gh = 0. Here, the
energy spectra are plotted versus yk = l
2
Bk. The solid and dashed lines represent
s =↑ and s =↓ states, respectively, which have been calculated using the analytical
methods from Sec. 2.2.1 [case (ii) for Fig. (a) and case (iii) for Fig. (b)]. Results
obtained by the finite-difference method from Sec. 2.2.2 are represented by circles
(spin up) and diamonds (spin down) in Fig. (b).
and a denotes the distance between two lattice points in y-direction (see also Ap-
pendix A). However, in the finite-strip geometry considered here, the matrix given
by Eq. (2.34) has to be modified at the edges along the y-direction, where only near-
est neighbors can be used for the approximation of the derivatives with respect to y.
Following these modifications, the eigenspectrum and the eigenstates of the system
in a finite-strip geometry can be determined numerically.
2.2.3. Comparison between the analytical and numerical
solutions
We compare the results obtained by the analytical procedures described in Sec. 2.2.1
with those of the finite-difference method introduced in Sec. 2.2.2. For illustration,
Fig. 2.6 shows the energy spectra of a semi-infinite system [Fig. 2.6 (a)] and a finite
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strip of width w = 200 nm [Fig. 2.6 (b)]. Here, we have chosen the magnetic field
B = 10 T and the parameters A = 364.5 meV nm, B = −686.0 meV nm2, C = 0,
D = −512.0 meV nm2, M = −10.0 meV, and ge = gh = 0, which (apart from the
vanishing g-factors) correspond to the thickness of d = 7.0 nm [17, 4]. Whereas
the energy spectrum of a semi-infinite system is calculated using the transcendental
Eq. (2.31), both procedures described above, solving the transcendental Eq. (2.32)
or diagonalizing the finite-difference Hamiltonian (2.33), can be used to calculate
the eigenspectrum of the Hamiltonian (2.4) in a finite-strip geometry. The finite-
difference calculations for Fig. 2.6 (b) have been conducted for 201 lattice sites along
the y-direction, for which we get a relative error of 10−6-10−5. Figure 2.6 (b) also
clearly illustrates the nearly perfect agreement between the analytical and numerical
solutions. As can be expected if the magnetic length lB is small compared to the
width of the sample w, the energy spectra near the edge as well as the energy spectra
in the bulk are almost identical for the semi-infinite and finite systems as shown
in Figs. 2.6 (a) and 2.6 (b). The bulk Landau levels are perfectly characterized by
Eqs. (2.27)-(2.30).
2.2.4. Results
In this section, we investigate the magnetic field dependence of the energy spectrum
and its corresponding eigenstates in a finite-strip geometry with the width w = 200
nm. The graphs shown in this section have been calculated using the finite-difference
scheme from Sec. 2.2.2 with 201 lattice sites along the y-direction (see also Sec. 2.2.3).
Ordinary insulator regime
First, we examine the quantum-well spectrum in the ordinary insulator regime, that
is, for a thickness d < dc, where the band structure is normal and there are no QSH
states (at zero magnetic field). Figure 2.7 shows the energy spectrum and (selected)
eigenstates at different magnetic fields for the material parameters A = 387 meV
nm, B = −480.0 meV nm2, C = 0, D = −306.0 meV nm2, and M = 9.0 meV,
which correspond to a quantum-well thickness of d = 5.5 nm [4]. As illustrated by
Fig. 2.7 (a) (i), which shows the spectrum for B = 0, only bulk states, but no edge
states can be found [see Figs. 2.7 (a) (ii) and (iii)], a situation which changes little
if small magnetic fields are applied [see Fig. 2.7 (b)]. Only if the magnetic field is
increased further, do Landau levels [given by Eqs. (2.27)-(2.30)] and corresponding
QH edge states begin to form as can be seen in Figs. 2.7 (c) and (d). Comparing
Figs. 2.7 (c) and (d), one can also discern that with increasing magnetic field the QH
edge states become more localized.
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Figure 2.7.: (i) Calculated energy spectrum and (ii), (iii) probability densities
ρ(x, y) = |Ψ(x, y)|2 of selected states for d = 5.5 nm, w = 200 nm, and differ-
ent magnetic fields. Here, solid and dashed lines represent s =↑ and s =↓ states,
respectively. For each magnetic field, the states shown in panels (ii) and (iii) are
marked in the energy spectrum, panel (i), by dots. The velocity with which the
states propagate along the x-direction is given by vk = [∂E(k)/∂k]/~.
QSH regime
In Fig. 2.8, by contrast, the energy spectrum and (selected) eigenstates of a strip with
the width w = 200 nm are presented for the material parameters A = 364.5 meV nm,
B = −686.0 meV nm2, C = 0, D = −512.0 meV nm2, M = −10.0 meV, ge = 22.7,
and gh = −1.21, corresponding to a quantum-well thickness d = 7.0 nm [4, 17],
that is, for parameters in the QSH regime (at B = 0), and several strengths of
the perpendicular magnetic field. The spectra and states in Fig. 2.8 illustrate the
evolution of QSH and QH states in HgTe.
Figure 2.8 (a) (i) shows the spectrum at zero magnetic field. At this magnetic
field, one can observe the QSH state inside the bulk gap, that is, two degenerate
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Figure 2.8.: (i) Calculated energy spectrum and (ii), (iii) probability densities
ρ(x, y) = |Ψ(x, y)|2 of selected states for d = 7.0 nm, w = 200 nm, and differ-
ent magnetic fields. Here, solid and dashed lines represent s =↑ and s =↓ states,
respectively. For each magnetic field, the states shown in panels (ii) and (iii) are
marked in the energy spectrum, panel (i), by dots. The velocity with which the
states propagate along the x-direction is given by vk = [∂E(k)/∂k]/~.
pairs of counterpropagating, spin-polarized edge states, one pair at each edge [see
Figs. 2.8 (a) (ii) and (iii)]. As found in Ref. 38, at k = 0 the wave functions of QSH
edge states with the same spin, but at opposite edges overlap thereby opening up
a gap [see the inset in Fig. 2.8 (a) (i)]. By increasing the width of the strip, the
overlap of the edge-state wave functions with the same spin is diminished and one
can remove this finite-size effect.
For small magnetic fields [Fig. 2.8 (b)], apart from the splitting of spin-up and down
states, the situation is at first glance quite comparable to the one in Fig. 2.8 (a). Most
importantly, one can still find pairs of counterpropagating, spin-polarized states in
the vicinity of each neutrality point [for example, the states shown in Figs. 2.8 (b) (ii)
and (iii)], that is, the crossovers between the lowest (hole-like) conduction band and
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uppermost (electron-like) valence band [marked by dots in Fig. 2.8 (b) (i)]. However,
we stress that these counterpropagating, spin-polarized states which can be found (at
a given edge) if the Fermi level is close to the neutrality points, are not connected with
each other by time-reversal symmetry and are therefore not topologically protected
(for example, against spin-orbit coupling).
Going to B = 1 T [Fig. 2.8 (c)], we can still find counterpropagating, spin-polarized
states near and at the crossovers between the lowest (hole-like) conduction and up-
permost (electron-like) valence bands, which (in the bulk) have evolved into the E↑(0)
and E↓(0) Landau levels. As the center of the orbital motion is given by
√
2lBk, one
can see that those states are now no longer as localized as before at the edges [see
Figs. 2.8 (c) (ii) and (iii)]. Meanwhile, the bulk states from Fig. 2.8 (a) have also
evolved into Landau levels given by Eqs. (2.27) and (2.29) with localized QH edge
as well as bulk states. From Fig. 2.8 (c), one can also discern another feature of
the energy spectrum and eigenstates that develops with an increasing magnetic field,
namely the appearance of ’bumps’ [see the spin-up valence bands in Fig. 2.8 (c) (i)].
If the Fermi level crosses those ’bumps’, one finds states which are localized near
the same edge and carry the same spin, but counterpropagate. This has also been
observed in Ref. 34, where those states gave rise to exotic plateaus in the longitu-
dinal and Hall resistances. As can be seen in Figs. 2.7 (c) and (d) [as well as later
in Figs. 2.8 (d), 2.11 (c), and 2.11 (d)], this behavior can also be found for other
quantum well parameters.
The situation described so far changes for high magnetic fields [Fig. 2.8 (d)], when
the electron-like band described by E↑(0) (in the bulk) is above the hole-like E↓(0)
band. Then, there is no longer any crossover between the dispersions of electron- and
hole-like bands and one consequently cannot find counterpropagating, spin-polarized
states anymore, just QH edge states propagating in the same direction [for example,
the states shown in Figs. 2.8 (d) (ii) and (iii)].
As has been known for a long time, the uppermost (electron-like) valence and the
lowest (hole-like) conduction Landau levels cross at a finite magnetic field Bc in
inverted HgTe/CdTe quantum wells [49, 50, 51]. The transition between the two
situations, the one where counterpropagating, spin-polarized states exist and the one
where they do not, happens exactly at this crossover point: As long as the hole-like
band is above the electron-like band, that is, as long as the band structure remains
inverted, one can find counterpropagating, spin-polarized states in addition to the
QH states. Otherwise, there are only QH states.
This crossover point can be easily calculated from the Landau levels via the condition
E↑(0) = E↓(0), from which we get
Bc =
M
2πB/Φ0 − (ge + gh)µB/4 (2.37)
for the magnetic field at which the transition happens (valid only for Bc > 0). Here,
Φ0 = 2π~/e denotes the magnetic flux quantum. The validity of the result given by
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Figure 2.9.: Magnetic field dependence of the states at k = 0 in a finite strip of
width w = 200 nm compared to the bulk Landau levels given by Eqs. (2.27)-(2.30).
The thinner solid and dashed lines represent bulk Landau levels for s =↑ and s =↓,
respectively. The levels of the finite-strip geometry are displayed by thick lines.
All levels displayed here have been calculated for band parameters corresponding
to d = 7.0 nm.
Eq. (2.37) is also illustrated by Fig. 2.9, which shows the magnetic field dependence of
the energies of the finite strip with width w = 200 nm at k = 0 and of the bulk Landau
levels for the same band parameters as above. As can be expected, the energies at
k = 0 are given by the Landau levels (2.27)-(2.30) at high magnetic fields. Most
importantly, the crossover between the electron-like E↑(0) and the hole-like E↓(0)
bands happens in the region, where the B-dependence of the energy levels at k = 0 is
already described extremely well by those Landau levels and from Eq. (2.37) we find
Bc ≈ 7.4 T, consistent with the numerical result that can be extracted from Fig. 2.9.
Furthermore, one can see how the E↑(0) band is below the E↓(0) band for B < Bc,
and how the situation is reversed for B > Bc.
Therefore, we find that if the magnetic field is not too high, the counterpropagating,
spin-polarized states persist at finite magnetic fields, consistent with the conclusions
in Refs. 32 and 33, where the reduced model (mentioned in Sec. 2.1.3) for HgTe has
been used, and Ref. 34. Only for high magnetic fields, the band structure becomes
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Figure 2.10.: Magnetic field dependence of the states at k = 0 in finite strips with
the widths (a) w = 25 nm, (b) w = 50 nm, (c) w = 75 nm, and (d) w = 100 nm
compared to the bulk Landau levels given by Eqs. (2.27)-(2.30). The thinner solid
and dashed lines represent bulk Landau levels for s =↑ and s =↓, respectively. The
levels of the finite-strip geometry are displayed by thick lines. All levels displayed
here have been calculated for band parameters corresponding to d = 7.0 nm.
normal and one enters the ordinary insulator regime, in which no counterpropagating,
spin-polarized states can be found (see also Ref. 34). We remark that the description
presented in this section also bears out if other widths w & 100 nm of the finite strip
are investigated. For larger widths, the formation of Landau levels sets in already at
lower magnetic fields, whereas higher fields are needed to observe Landau levels in
more narrow strips. If very small samples (w . 50 nm) are investigated, however,
we find that there is no crossover between the electron-like E↑(0) and the hole-like
E↓(0) bands, as illustrated by Fig. 2.10, which shows a comparison between the bulk
Landau levels and the states calculated at k = 0 for band parameters corresponding
to d = 7.0 nm and several small widths w. Only if w & 50 nm, the gap due to
the finite size of the sample at B = 0 is reduced far enough and one can observe a
crossover of the E↑(0) and E↓(0) bands at B = Bc which is then give by Eq. (2.37).
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Figure 2.11.: (i) Calculated energy spectrum and (ii), (iii) probability densities
ρ(x, y) = |Ψ(x, y)|2 of selected states for d = 6.3 nm, w = 200 nm, and different
magnetic fields. Here, solid and dashed lines represent s =↑ and s =↓ states,
respectively. For each magnetic field, the states shown in panels (ii) and (iii) are
marked in the energy spectrum, panel (i), by dots. The velocity with which the
states propagate along the x-direction is given by vk = [∂E(k)/∂k]/~.
Critical regime
Finally, for the purpose of comparison to the discussion above, Fig. 2.11 shows the
energy spectrum and (selected) eigenstates at different magnetic fields for a strip with
the width w = 200 nm and the material parameters A = 373.5 meV nm, B = −857.0
meV nm2, C = 0, D = −682.0 meV nm2,M = −0.035 meV, ge = 18.5, and gh = 2.4,
which correspond to the critical regime at a quantum-well thickness of d = dc = 6.3
nm [4, 18]. For B = 0, instead of edge states, we find states whose probability
densities are spread over the entire width of the strip with a slight preponderance
near one of the edges [see Fig. 2.11 (a)]. with increasing magnetic field the states
become more localized [see Figs. 2.11 (b) and 2.11 (c)] and, finally, one can find QH
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edge states [see Fig. 2.11 (d)].
2.3. Magnetic oscillations
2.3.1. General formalism
In this section, we discuss the magnetization and magnetic oscillations in HgTe quan-
tum wells. Our starting point is the grand potential
Ω (T, µ,B) = −S
β
∫
dǫ ρ(ǫ) ln {1 + exp [−β (ǫ− µ)]} , (2.38)
where β = 1/(kBT ) and T denotes the temperature, kB the Boltzmann constant, µ
the chemical potential, ρ(ǫ) the density of states per unit area, and S is the surface
area.
We make the electron-hole transformation and divide the spectrum in the electron
and hole contributions, ρe(ǫ) = ρ(ǫ)Θ(ǫ − En) and ρh(ǫ) = ρ(ǫ)Θ(En − ǫ), where
En = En(B) denotes the neutrality point. Then, we can rewrite Ω (T, µ,B) as
Ω (T, µ,B) = Ωe (T, µ,B) + Ωh (T, µ,B) + S
∫
dǫ ρh(ǫ) (ǫ− µ) , (2.39)
where
Ωe (T, µ,B) = −S
β
∫
dǫ ρe(ǫ) ln {1 + exp [−β (ǫ− µ)]} (2.40)
and
Ωh (T, µ,B) = −S
β
∫
dǫ ρh(ǫ) ln {1 + exp [β (ǫ− µ)]} (2.41)
denote the grand potentials of electrons and holes, respectively. The total particle
number in the system is given by Ntot = − [∂Ω (T, µ,B) /∂µ]. However, it is more
convenient to distinguish between electrons and holes and to work with the carrier
imbalance N = Ne − Nh (with Ne/h denoting the number of electrons and holes,
respectively). Following Ref. 52, we redefine the grand potential and use
Ω′ (T, µ,B) = Ω (T, µ,B) + Sµ
∫
dǫ ρh(ǫ)
= Ωe (T, µ,B) + Ωh (T, µ,B) + Ω0(B),
(2.42)
where
Ω0(B) = S
∫
dǫ ρh(ǫ)ǫ (2.43)
is the ground-state/vacuum energy. The carrier imbalance is then given by N =
− [∂Ω′ (T, µ,B) /∂µ].
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The magnetization (as a function of the chemical potential, the temperature, and
the magnetic field) can be extracted from Ω′ (T, µ,B) via
Mtot (T, µ,B) = − 1
S
∂Ω′ (T, µ,B)
∂B
= M0(B) +M (T, µ,B) ,
(2.44)
where we have split the magnetization in the vacuum part
M0(B) = − 1
S
∂Ω0(B)
∂B
(2.45)
and the non-vacuum part
M (T, µ,B) = − 1
S
[
∂Ωe (T, µ,B)
∂B
+
∂Ωh (T, µ,B)
∂B
]
. (2.46)
At zero temperature, the magnetization of an undoped system is given by M0(B),
whereas at finite temperatures or in doped systems an additional contribution arises,
namelyM (T, µ,B). The magnetization as a function of the carrier imbalance density
nd = N/S (nd > 0 : n-doped, nd < 0 : p-doped) is given by M [T, µ (T, nd, B) , B],
where the chemical potential is determined by
nd = − 1
S
[
∂Ω′ (T, µ,B)
∂µ
]∣∣∣∣
µ=µ(T,nd,B)
. (2.47)
Finally, we remark that the magnetic susceptibility χtot (T, µ,B) = χ0(B)+χ (T, µ,B)
can also be split in the vacuum part
χ0(B) =
∂M0(B)
∂B
= − 1
S
∂2Ω0(B)
∂B2
(2.48)
and the non-vacuum part
χ (T, µ,B) =
∂Me (T, µ,B)
∂B
+
∂Mh (T, µ,B)
∂B
= − 1
S
[
∂2Ωe (T, µ,B)
∂B2
+
∂2Ωh (T, µ,B)
∂B2
]
.
(2.49)
For the (bulk) Landau levels (and typical parameters of HgTe quantum wells), the
different contributions to the grand potential read as
Ωe (T, µ,B) = − SB
βΦ0
{
ln
[
1 + e−β(E
↑(0)−µ)
]
Θ
[
E↑(0)− E↓(0)]
+ ln
[
1 + e−β(E
↓(0)−µ)
]
Θ
[
E↓(0)− E↑(0)]
+
∞∑
n=1
∑
s=↑,↓
ln
[
1 + e−β(E
s
+(n)−µ)
]}
,
(2.50)
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Ωh (T, µ,B) = − SB
βΦ0
{
ln
[
1 + eβ(E
↓(0)−µ)
]
Θ
[
E↑(0)− E↓(0)]
+ ln
[
1 + eβ(E
↑(0)−µ)
]
Θ
[
E↓(0)− E↑(0)]
+
∞∑
n=1
∑
s=↑,↓
ln
[
1 + eβ(E
s
−(n)−µ)
]}
,
(2.51)
and
Ω0(B) = Ωdis(B) + Ω˜0(B), (2.52)
where the energies are given by Eqs. (2.27)-(2.30) and Φ0 = 2π~/e is the magnetic flux
quantum. In Eq. (2.52), we have split the ground-state potential into a contribution
from the uppermost valence band [which may not be continuously differentiable if
there is a crossover between the hole-like E↓(0) and the electron-like E↑(0) bands
like at the transition point in Fig. 2.9],
Ωdis(B) = E
↓(0)Θ
[
E↑(0)− E↓(0)]+ E↑(0)Θ [E↓(0)− E↑(0)] , (2.53)
and a contribution from the remaining valence bands,
Ω˜0(B) =
∞∑
n=1
∑
s=↑,↓
Es−(n). (2.54)
Since the energies in Eq. (2.54) are not bounded from below (for typical parameters
of HgTe quantum wells), the sum is divergent; following Refs. 53-55, we introduce a
smooth cutoff function which results in a smooth Ω˜0(B) (we refer to the Appendix C
for more details). If there is no crossover between the electron-like E↑(0) band and
the hole-like E↓(0) band, that is, if one deals with an ordinary insulator, then the
total ground-state magnetization M0(B) is continuous. Due to Ωdis(B), which is not
continuously differentiable if the E↑(0) and E↓(0) bands cross (see Fig. 2.9), the
ground-state magnetization is not continuous at the crossover point in this case. For
bulk Landau levels, we find the jumps
∆M0 = lim
δB→0
[M0(Bc + δB)−M0(Bc − δB)] = −2M
Φ0
(2.55)
at the crossover point Bc, where there is a transition from the inverted [E
↑(0) <
E↓(0)] to the normal regime [E↓(0) < E↑(0)].
However, at finite temperatures or doping, the total magnetization is given by the
sum of the ground-state magnetizationM0(B) and the contribution from the electrons
and holes, M (T, µ,B). Analyzing this contribution for the case of a transition from
the inverted to the normal band structure, one finds that M (T, µ,B) vanishes for
zero temperature and zero doping, but otherwise always contains a discontinuity at
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Figure 2.12.: The non-vacuum (a) magnetizationM (T, µ,B) and (b) susceptibility
χ (T, µ,B) corresponding to a quantum-well thickness of d = 7.0 nm plotted versus
1/B for a fixed chemical potential µ = 20 meV and different temperatures (T =
1, 10, 100 K).
Bc which exactly cancels the discontinuity of the intrinsic magnetization. Thus, the
total magnetization is a continuous function. If there is no transition between the
normal and inverted band structures, the non-vacuum contribution and therefore
the total magnetization are also continuous. For a given quantum-well thickness d,
the vacuum contribution M0(B) constitutes the same background for every set of
thermodynamic variables (µ, T ) or (nd, T ) of the system. Thus, the quantity of
interest which allows one to compare different doping levels, chemical potentials or
temperatures of the system is the non-vacuum contribution M (T, µ,B).
Equations (2.45)-(2.52) allow us to calculate the (bulk) magnetization and suscep-
tibility of HgTe quantum wells, the results of which are discussed in the following
section.
2.3.2. Results
In this section, we apply the formalism introduced above to calculate the bulk mag-
netization of HgTe for the parameter set corresponding to a quantum-well thickness
of d = 7.0 nm (nominally the QSH regime; see above), that is, a situation where
there is a crossover between the E↑(0) and E↓(0) bands. Figure 2.12 shows the
magnetic field dependence of the non-vacuum contributions, that is, the contribu-
tion arising from electrons and holes, to the magnetization and the susceptibility for
a fixed chemical potential, several different temperatures, and magnetic fields well
below the crossover point Bc ≈ 7.4 T (compare to Sec. 2.2.4). As different Landau
levels cross the Fermi level with increasing magnetic field, one can observe the de
Haas-van Alphen oscillations in the magnetization as well as in the susceptibility
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Figure 2.13.: Magnetic field dependence of the chemical potential µ (T, nd, B) (cor-
responding to a quantum-well thickness of d = 7.0 nm) for nd = 10
16 1/m2 and
different temperatures (T = 0, 10, 100 K).
whose amplitude decreases with increasing temperature. For high magnetic fields
[see the inset in Fig. 2.12 (b)], the spacing between the energies of spin-up and spin-
down Landau levels (with the same quantum number n) is large enough compared to
thermal broadening to observe spin-resolved peaks in the susceptibility. Fitting the
oscillations of the magnetization to a periodic function, we find that the periodicity
of those oscillations is given by ∆(1/B) ≈ 1.43 1/T [see also the Appendix D, where
Eq. (D.17) yields a period of ∆(1/B) ≈ 1.35 1/T for the main contribution to the
oscillations in the reduced model].
Next, we consider a fixed carrier density nd > 0. The corresponding chemical poten-
tial as a function of the magnetic field is calculated via Eq. (2.47) and is displayed in
Fig. 2.13 for the density nd = 10
16 1/m2 and different temperatures. With varying
magnetic field, the Fermi energy µ (0, nd, B) shows oscillations consisting of a pair of
spin-resolved peaks, where each of those oscillations corresponds to a crossing of a
Landau level with the Fermi level. Higher temperatures result in a smoothening of
the oscillations and a diminution of their amplitudes. Moreover, thermal broadening
leads to a removal of the spin-resolution at small magnetic fields.
Figure 2.14 shows the chemical potential and the combined contribution Mdis(B) +
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Figure 2.14.: Magnetic field dependence of the (a) chemical potential µ (T, nd, B)
and of (b) the contributionMdis(B)+M (T, µ,B) to the magnetization correspond-
ing to a quantum-well thickness of d = 7.0 nm for T = 10 K and different densities
(nd = 10
14, 1015, 1016 1/m2).
M (T, µ,B) to magnetization as functions of the magnetic field for T = 10 K and dif-
ferent carrier densities nd.
1 As above, one can see the de Haas-van Alphen oscillations
in the magnetization [see Fig. 2.14 (b)], which—for fixed carrier densities—follow the
oscillations in the chemical potential [see Fig. 2.14 (a)]. At low densities, on the other
hand, only the lowest conduction Landau level is occupied and the chemical potential
roughly follows this level and there are consequently no oscillations.
For the sake of comparison to the situation in the inverted regime discussed so far,
Fig. 2.15 show the magnetic field dependence of the non-vacuum contributions to
the magnetization and the susceptibility in the normal regime (corresponding to
the parameters for a quantum-well thickness of d = 5.5 nm as in Sec. 2.2.4) for a
fixed chemical potential and several different temperatures. As in Fig. 2.12, one can
observe the de Haas-van Alphen oscillations. No discernible features are seen when
comparing the inverted and normal regimes in the bulk.
In limiting cases, compact analytical formulas to describe some of the main features
of the magnetization and the susceptibility shown above can be given for the reduced
model and are presented in the Appendix D.
1Here, we have added the discontinuous contribution from the ground-state magnetization,
Mdis(B) = −(1/S)[∂Ωdis(B)/∂B], to the non-vacuum magnetization in order that the disconti-
nuity at B = Bc be canceled.
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Figure 2.15.: The non-vacuum (a) magnetizationM (T, µ,B) and (b) susceptibility
χ (T, µ,B) corresponding to a quantum-well thickness of d = 5.5 nm plotted versus
1/B for a fixed chemical potential µ = 20 meV and different temperatures (T =
1, 10, 100 K).
2.4. Magneto-optical conductivity
2.4.1. General formalism
In this section, we compute the (bulk) magneto-optical conductivity of a HgTe quan-
tum well described by the effective Hamiltonian (2.4), that is, of a 2D system without
any confinement (in the xy-plane). As a first step, we calculate the (charge) current
I = −e
∫
dxdy je(x, y), (2.56)
where the current density is given by Eq. (E.5) in the Appendix E.2 By promoting
the wave functions in Eq. (E.5) to field operators, using the bulk Landau states given
in the Appendix B as a basis, and computing the integrals over the position, one can
write the current operator as
Iˆ = −e
∑
n,k,sλ,λ′
dsλλ′(n)cˆ
†
nkλscˆn+1,kλ′s + h.c., (2.57)
where n refers to the Landau level, k to the momentum in x-direction, s to the spin
quantum number, and λ and λ′ to the conduction (λ = +) or valence bands (λ = −).
Here and in the following, the sum over the Landau levels n and the band labels
2Here, the vector potential A(r) from Eq. (2.3) has to be inserted into Eq. (E.5) to describe the
presence of a static magnetic field perpendicular to the quantum-well plane. Moreover, we have
omitted the contribution from the internal current density ji(x, y) given by Eq. (E.6), which is
small compared to the external current density.
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λ and λ′ should be understood in the sense that for n = 0, the summation over λ
(but not λ′) is omitted because for each spin species, there is only one zero mode
(see Sec. 2.2.1 and the Appendix B). The components of the dipole-matrix elements
dsλλ′(n) are given by d
s,x
λλ′(n) = d
s
λλ′(n) and d
s,y
λλ′(n) = id
s
λλ′(n), where
d↑λλ′(n) =
2 (D + B)
~lB
√
n+ 1
2
v↑nλv
↑
n+1,λ′ +
2 (D − B)
~lB
√
n
2
u↑nλu
↑
n+1,λ′ +
A
~
v↑nλu
↑
n+1,λ′
(2.58)
and
d↓λλ′(n) =
2 (D + B)
~lB
√
n
2
v↓nλv
↓
n+1,λ′ +
2 (D − B)
~lB
√
n+ 1
2
u↓nλu
↓
n+1,λ′ −
A
~
u↓nλv
↓
n+1,λ′
(2.59)
for n ≥ 1 and
d↑λ′(0) =
2 (D + B)
~lB
√
1
2
v↑1λ′ +
A
~
u↑1λ′ (2.60)
and
d↓λ′(0) =
2 (D − B)
~lB
√
1
2
u↓1λ′ −
A
~
v↓1λ′ (2.61)
for n = 0. Here, v↑nλ, u
↑
nλ, v
↓
nλ, and u
↓
nλ are given by Eqs. (B.4) and (B.8) in the
Appendix B.
Having determined an expression for the (paramagnetic) current operator, we next
derive a Kubo formula for the magneto-optical conductivity. If a uniform electric field
E(t) is applied to the system governed by Eq. (2.4), the effect of this external field
can be described by including the additional vector potential Aext(t) with E(t) =
−∂Aext(t)
∂t
. In this situation, the total Hamiltonian of the system can be written as
Hˆ + Hˆext(t), with Hˆ being given by Eq. (2.4) and the perturbation by
Hˆext(t) = e
∫
dxdy jˆe(x, y) ·Aext(t) = −Iˆ ·Aext(t). (2.62)
Applying the theory of linear response [56, 57, 58] and conducting a Fourier transfor-
mation, we find that the nonequilibrium current density δ〈Iˆα(ω)〉/S in the presence
of the external perturbation Hˆext(t) reads as
1
S
δ〈Iˆα(ω)〉 = i
∑
β
ΠRαβ(ω)
S~ω
Eβ(ω), (2.63)
where S denotes the surface area of the 2D HgTe system and α and β refer to the x-
and y-coordinates. Moreover, we have introduced the retarded current-current corre-
lation function ΠRαβ(ω), which can be determined from the imaginary-time correlation
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function
Παβ (iωn) = −
~β∫
0
dτ
〈
T
[
Iˆα(τ)Iˆβ(0)
]〉
eiωnτ (2.64)
via the formula ΠRαβ (ω) = Παβ (ω + i0
+) [56, 57, 58]. Here, iωn denotes a bosonic
frequency, τ an imaginary time, T the imaginary time-ordering operator, 〈...〉 the
thermal average, and β = 1/(kBT ). The (real part of the) magneto-optical conduc-
tivity can be extracted from Eq. (2.63) and reads as3
σαβ(ω) = Re
[
iΠRαβ(ω)
S~ω
]
= −Im
[
ΠRαβ(ω)
]
S~ω
. (2.65)
Hence, we are left with the calculation of the retarded current-current correlation
function, which can be determined from Eq. (2.64). In this section, we investi-
gate a simple model: We assume that scattering by impurities can be described by
a constant, phenomenological scattering rate Γbr/~ and do not consider any other
processes such as, for example, electron-phonon coupling. Next, we introduce the
spectral function, which in the case considered here is given by
Anλs(ω) = 2~Γbr
[~ω − Esλ(n) + µ]2 + Γ2br
, (2.66)
where the (bulk) Landau levels Esλ(n) are given by Eqs. (2.27) and (2.29) for n ≥ 1
and by Eqs. (2.28) and (2.30) for n = 0.4 Furthermore, we note that Eq. (2.66) does
not depend on k because the Landau levels are k-independent, as is Γbr in our model.
If we ignore vertex corrections in Eq. (2.64), express the Green’s functions in the
resulting equation with the help of the spectral function (2.66), and calculate the sum
over bosonic frequencies, we obtain the real parts of the magneto-optical conductivity
tensor
σxx(ω) =σyy(ω) =
e2
8π2~ωl2B
{ ∑
n,λ,λ′,s
[dsλλ′(n)]
2
∫
dω′ [nF (~ω′)− nF (~ω′ + ~ω)]
× [Anλs(ω)An+1,λ′s(ω + ω′) +Anλs(ω + ω′)An+1,λ′s(ω)]
}
(2.67)
3Strictly speaking, there would also be a diamagnetic contribution to the magneto-optical con-
ductivity, not just the paramagnetic contribution considered here. However, this contribution
is purely imaginary and, since we are only interested in the real part of the magneto-optical
conductivity, we have omitted the diamagnetic contribution for the sake of brevity.
4In the case n = 0, there is also no dependence on the band index because there is only one Landau
level with n = 0 for a given spin.
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Figure 2.16.: Real parts of the (a) longitudinal magneto-optical and (b) optical Hall
conductivities in a HgTe quantum well (corresponding to a quantum-well thickness
of d = 7.0 nm) plotted versus E = ~ω for a fixed temperature T = 1 K, chemical
potential µ = 20 meV, broadening Γbr = 1 meV, and different magnetic fields
(B = 0.1, 1, 10 T). The peaks at ~ω ≈ 57.9 meV and ~ω ≈ 81.6 meV originate
from the transitions (n = 0, s =↓) → (n = 1, s =↓, λ = +) and (n = 0, s =↑) →
(n = 1, s =↑, λ = +), respectively. The transitions (n = 2, s =↓, λ = −) → (n =
1, s =↓, λ = +) and (n = 2, s =↑, λ = −) → (n = 1, s =↑, λ = +) correspond to
the pair of peaks at ~ω ≈ 171.4 meV and ~ω ≈ 182.4 meV.
and
σxy(ω) =− σyx(ω) = e
2
8π3~ωl2B
{ ∑
n,λ,λ′,s
[dsλλ′(n)]
2
∫
dω′dω′′ [nF (~ω′)− nF (~ω′′)]
×Anλs(ω′)An+1,λ′s(ω′′)
[
P 1
ω′ − ω′′ + ω − P
1
ω′ − ω′′ − ω
]}
,
(2.68)
where nF (ǫ) = 1/ [exp(βǫ) + 1] with β = 1/(kBT ) (see Refs. 56, 57, 58 for more
details on the derivation of this formulas). The imaginary parts of the magneto-
optical conductivity (without the diamagnetic contribution) can be derived either
from Re
[
ΠRαβ(ω)
]
/(S~ω) or from applying Kramers-Kronig relations on Eqs. (2.67)
and (2.68). In fact, in our numerical calculations, σxy(ω) is calculated by first com-
puting the imaginary part of the off-diagonal component of the magneto-optical con-
ductivity tensor, which is given by an expression very similar to Eq. (2.67), and using
a Kramers-Kronig relation subsequently.
Finally, Eqs. (2.67) and (2.68) also make it clear that—in the lowest order—only
transitions between neighboring Landau levels, that is, transitions from n to n ± 1,
are permitted. Furthermore, the spin has to be preserved during this transition.
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Hence, transitions are governed by the selection rules5
(n, s, λ)→ (n± 1, s, λ′). (2.69)
Here, the only restriction on λ and λ′ is that, at low temperatures, the transition
has to occur from an occupied band, that is, a band below the Fermi level, to an
unoccupied band, that is, a band above the Fermi level.
2.4.2. Results
In the following, we briefly discuss results obtained numerically for the magneto-
optical conductivities derived in the previous section, Eqs. (2.67) and (2.68), for
parameters corresponding to a quantum-well thickness d = 7.0 nm, that is, the QSH
regime. (Unless explicitly stated otherwise, the parameters for d = 7.0 nm are used
throughout this section). The integrals over the frequencies have been calculated on
a discrete 1D grid with ∆(~ω) = 0.5 meV.
Figure 2.16 shows the magneto-optical conductivities for different magnetic fields
and a fixed temperature T = 1 K, chemical potential µ = 20 meV, and broadening
Γbr = 1 meV as a function of the frequency. (Here and in the following, the magneto-
optical conductivity is given in units of σ0 = e
2/~.) For the case of B = 10 T, one
can observe peaks in σxx [see Fig. 2.16 (a)] that correspond to transitions between
occupied and unoccupied Landau levels. At this magnetic field, the first (and most
pronounced) pair of peaks originates from the transitions (n = 0, s =↓) → (n =
1, s =↓, λ = +) and (n = 0, s =↑) → (n = 1, s =↑, λ = +), respectively. As far as
the remaining peaks are concerned, one can distinguish between two different types
of peaks: On the one hand, one can find pronounced peaks (such as, for example,
the pair of peaks at ~ω ≈ 140.1 meV and ~ω ≈ 151.3 meV) which correspond to
transitions (n, s, λ = −) → (n − 1, s, λ = +) with n ≥ 2. Besides those peaks, on
the other hand, there are also much less pronounced peaks (such as, for example,
the pair of peaks at ~ω ≈ 171.4 meV and ~ω ≈ 182.4 meV) which arise due to
transitions (n, s, λ = −) → (n + 1, s, λ = +) with n ≥ 1. The real part of the off-
diagonal magneto-optical conductivity σxy at B = 10 T vanishes for zero frequency
and exhibits an oscillatory behavior at higher frequencies as can be discerned from
Fig. 2.16 (b).
If the strength of the magnetic field is reduced to B = 1 T, the peaks in σxx as well
as the amplitudes of the oscillations in σxy diminish. Moreover, since the spacing
between neighboring Landau levels at B = 1 T is smaller than that for B = 10 T,
the resolution of the peaks originating from transitions between the different Landau
5In addition to the selection rules for n and s, the momentum in x-direction k has also to be
preserved during the transition. Since the bulk Landau levels do not depend on k, this circum-
stance cannot be seen explicitly in Eqs. (2.67) and (2.68), but can be discerned from looking at
the contractions that occur in 〈T [Iˆα(τ)Iˆβ(0)]〉.
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Figure 2.17.: Real parts of the (a) longitudinal magneto-optical and (b) optical Hall
conductivities in a HgTe quantum well (corresponding to a quantum-well thickness
of d = 7.0 nm) plotted versusB for a fixed temperature T = 1 K, chemical potential
µ = 100 meV, broadening Γbr = 1 meV, and ~ω = 200 meV.
levels is no longer as sharp as for B = 10 T and the behavior of σxx for higher
frequencies (~ω & 50 meV) can better be described as oscillating around a residue
value determined by the impurity broadening Γbr [see Fig. 2.16 (a)]. At B = 1 T,
one can also more clearly see that the amplitudes of the oscillations in both σxx and
σxy decrease with increasing frequencies.
If the magnetic field is eventually reduced further to B = 0.1 T, the impurity broad-
ening Γbr is so large compared to the spacing between neighboring Landau levels
that—apart from a peak at ~ω = 0—one can no longer observe any peaks or oscilla-
tions at finite frequencies in σxx [see Fig. 2.16 (a)]. The behavior of σxx at B = 0.1 T
already exhibits the main properties on can expect of the optical conductivity σxx at
zero magnetic field: There is a Drude peak at zero frequency, after which σxx tends
to zero, and there is a gap of approximately 2|µ| in the absorption spectrum.6 The
(real parts of the) off-diagonal elements of the magneto-optical conductivity also no
longer exhibit any oscillations as can be seen in Fig. 2.16 (b).
Figure 2.17 shows the magneto-optical conductivity as a function of the magnetic
field for a fixed frequency ~ω = 200 meV as well as for a fixed temperature, chemical
potential, and broadening. Similar to their frequency dependence, with varying mag-
netic field, σxx and σxy exhibit pronounced peaks and oscillations, respectively. The
height of the peaks in σxx as well as the amplitude of the oscillations in σxy increases
with increasing magnetic field. While for low magnetic fields, one can only identify
the peaks of transitions (n, s, λ = −) → (n − 1, s, λ = +) with n ≥ 2, for higher
6The statement that there is a gap of 2|µ| in the absorption spectrum holds only for |µ| > |M|.
If |µ| < |M|, the width of the gap in the absorption spectrum would be 2|M| at zero magnetic
field.
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Figure 2.18.: Real parts of the (a) longitudinal magneto-optical and (b) optical Hall
conductivities in a HgTe quantum well (corresponding to a quantum-well thickness
of d = 7.0 nm) plotted versus E = ~ω for a fixed magnetic field B = 10 T, chemical
potential µ = 20 meV, broadening Γbr = 1 meV, and different temperatures (T =
1, 100, 200, 300 K).
magnetic fields, B & 4 T, one can also find less pronounced peaks which correspond
to transitions (n, s, λ = −)→ (n+ 1, s, λ = +) with n ≥ 1 (see above).
The temperature dependence of the magneto-optical conductivity is illustrated in
Fig. 2.18, which shows σxx [Fig. 2.18 (a)] and σxy [Fig. 2.18 (b)] as functions of
the frequency for a fixed magnetic field, chemical potential, and broadening. The
main feature observed in Fig. 2.18 is that with increasing temperature, additional
transitions become possible (or better: more probable) which then give rise to new
peaks—mainly at low frequencies. For higher frequencies, on the other hand, the
magneto-optical conductivity remains largely unaffected, although the peaks and
oscillations are slightly reduced.
In Fig. 2.19, the dependence of the magneto-optical conductivity on the chemical
potential is displayed for n-doped quantum wells. As can be seen in Fig. 2.19 (a), at
low frequencies and for large chemical potentials, σxx has a huge peak, whose height
increases with increasing chemical potential and which originates from transitions
near the Fermi level. With increasing frequency, the magneto-optical conductivity
tends to zero as there are no transitions possible from the valence to the conduc-
tion Landau levels for those energies. Only if the energy is beyond a certain value,
namely the energy of the first allowed transition (see the selection rules at the end
of Sec. 2.4.1) whose energy exceeds 2µ, can a non-vanishing magneto-optical conduc-
tivity σxx be observed (for low temperatures). For frequencies above this threshold
value, σxx exhibits exactly the same behavior as the magneto-optical conductivity
σxx at lower chemical potentials because at these energies, the same transitions can
also occur for any lower chemical potential.
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Figure 2.19.: Real parts of the (a) longitudinal magneto-optical and (b) optical
Hall conductivities in a HgTe quantum well (corresponding to a quantum-well
thickness of d = 7.0 nm) plotted versus E = ~ω for a fixed temperature T = 1 K,
magnetic field B = 1 T, broadening Γbr = 1 meV, and different chemical potentials
(µ = 20, 100, 200 meV).
Having studied the parameters corresponding to the QSH regime, we conclude this
section with the remark that the same qualitative behavior as discussed above can
also be found for the regime of ordinary insulators, that is, d < dc ≈ 6.3 nm. For
comparison, Fig. 2.20 shows the (real part of the) magneto-optical conductivity as a
function of the frequency for the same magnetic fields, chemical potential, impurity
broadening, and temperature as in Fig. 2.16, but for a quantum-well thickness d = 5.5
nm.
2.5. Conclusions
We have derived analytical formulas to calculate the energy spectra of HgTe quantum
wells in infinite, semi-infinite, and finite-strip systems in the presence of perpendicular
magnetic fields and hard walls. Complementary to the analytical formulas, we have
also used a finite-difference scheme to investigate the magnetic field dependence of
the energy spectra and their respective eigenstates in a finite-strip geometry for
parameters corresponding to the normal (d < dc), inverted (d > dc), and critical
regimes (d ≈ dc). In the inverted regime (d > dc), we found that for magnetic
fields below the crossover point between the uppermost (electron-like) valence and
lowest (hole-like) conduction Landau levels, one can still observe counterpropagating,
spin-polarized states at finite magnetic fields, although these states are no longer
protected by time-reversal symmetry. Above the crossover point, the band structure
becomes normal and one can no longer find those states. This situation is similar
for parameters corresponding to the normal regime (d < dc), where one cannot find
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Figure 2.20.: Real parts of the (a) longitudinal magneto-optical and (b) optical Hall
conductivities in a HgTe quantum well (corresponding to a quantum-well thickness
of d = 5.5 nm) plotted versus E = ~ω for a fixed temperature T = 1 K, chemical
potential µ = 20 meV, broadening Γbr = 1 meV, and different magnetic fields
(B = 0.1, 1, 10 T).
counterpropagating, spin-polarized states even for zero or weak magnetic fields.
Furthermore, we have studied the bulk magnetization and susceptibility in HgTe
quantum wells and have investigated their dependence on the magnetic field, chem-
ical potential, and carrier density. In the case of fixed chemical potentials as well
as in the case of fixed densities, the magnetization (for both the normal as well as
the inverted regime) exhibits characteristic de Haas-van Alphen oscillations, which
in the case of fixed carrier densities follow the oscillations in the chemical potential.
Corresponding to those oscillations of the magnetization, on can also observe oscil-
lations in the magnetic susceptibility. With increasing temperature, the amplitude
of these oscillations decreases. Furthermore, we found that, if the band structure
is inverted, the ground-state magnetization (and consequently also the ground-state
susceptibility) is discontinuous at the crossover point between the uppermost valence
and lowest conduction Landau levels. At finite temperatures and/or doping, how-
ever, this discontinuity is canceled by the contribution from electrons and holes and
the total magnetization and susceptibility are continuous.
Finally, we have calculated the magneto-optical conductivity for HgTe quantum wells,
and have studied its dependence on the magnetic field, chemical potential, and tem-
perature. We have found that for large magnetic fields, when the spacing between
neighboring Landau levels is large compared to the lifetime broadening, one can ob-
serve pronounced peaks and oscillations in the magneto-optical conductivity, while
this structure is smeared out for weak magnetic fields. We, moreover, find that with
increasing temperature, additional peaks appear at low frequencies as new transitions
become more probable.
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graphene
3.1. Graphene
Since it was first isolated in 2004 [59], graphene, a material which is composed of
a single layer of carbon atoms arranged in a 2D honeycomb lattice, has attracted
immense attention [1, 2]. Whereas graphene has only recently been observed exper-
imentally, its electronic band structure has been known since the work of Wallace
more than 60 years ago [60]. At that time, studies in graphene were intended as a
starting point for the calculation of the band structure of graphite, whose electronic
properties were described successfully by the Slonczewski-Weiss-McClure model in
the following decade [61, 62].
However, with its experimental realization, the focus has shifted to graphene and
enormous effort, both experimentally [1] and theoretically [2], has been put into the
investigation of this material. One of the main reasons for this interest is that its
low-energy excitations can be described by a 2D Dirac-like Hamiltonian of massless
fermions with an effective speed of light vF ≈ 106 m/s, which essentially allows one
to study quantum electrodynamics in (2+1) dimensions by studying the electronic
properties of graphene [1, 2, 63].
One particular field which has received considerable attention, both experimen-
tally [64, 65, 66, 67] as well as theoretically [68, 69, 70, 71, 72, 73, 74, 75, 76, 77,
78, 79, 80], is the optical (or ac) conductivity in graphene, that is, the frequency-
dependent conductivity in the presence of an alternating electric field, the measure-
ment of which can provide valuable information about the dynamics of the charge
carriers in graphene. The main feature that can be observed in the optical conduc-
tivity is that for frequencies larger than twice the chemical potential µ, the optical
conductivity is roughly given by σ0 = e
2/(4~), the so-called universal ac conductiv-
ity [64, 65]. For frequencies below 2µ, the optical conductivity is greatly reduced,
which can be explained within a single-particle model where transitions induced by
photons with energies ~ω < 2µ are forbidden due to Pauli’s exclusion principle (see
Fig. 3.1). In experiments, however, one does not observe the optical conductivity to
vanish completely, as one would expect from the simple single-particle argument given
above. To describe this behavior, mechanisms involving disorder and/or phonons,
both of which can account for a finite absorption below 2µ, have been studied the-
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Figure 3.1.: Optical transitions in n-doped graphene if only the electronic single-
particle states are considered. Since energy as well as momentum need to be
conserved and there is no transfer of momentum from the photon to the electronic
system, there can only be vertical transitions. Due to Pauli’s exclusion principle,
there can, furthermore, only be transitions from occupied to unoccupied states,
that is, from states below the Fermi level EF to states with an energy E > EF.
Thus, only transitions with energies larger than 2EF are allowed.
oretically [72, 73, 74, 75, 78]. In addition to these single-electron effects, excitonic
effects [79] as well as effects arising from the Coulomb interaction [80] have also been
considered.
Closely related, the magneto-optical conductivity, that is, the optical conductivity in
the presence of a magnetic field, has also been investigated theoretically if disorder
described by a phenomenological scattering rate [81, 82, 83] and coupling between
electrons and Einstein phonons [84] are included.
Besides these aforementioned studies on the optical conductivity, the role played by
several different phonons has, for example, also been studied in the context of the
optical absorption [85] and transport [86] in carbon nanotubes, the current saturation
in graphene [87], as well as the relaxation of optically excited carriers in graphene [88].
As mentioned above, phonon-assisted transitions induced by photons with energies
~ω < 2µ become possible due to electron-phonon coupling (see Fig. 3.2). Our main
goal in this chapter is to study the optical conductivity in the presence of phonons.
Since it has been shown in Ref. 73 that—in contrast to the dc conductivity—the
effect of acoustic phonons on the optical conductivity is negligible (see below), we
restrict ourselves to optical as well as surface polar phonons (SPP). These SPPs are
due to polar substrates onto which the graphene sheet is applied and for which we
use SiO2 as a specific material in our model. While the impact of optical phonons
has been studied in several earlier works [72, 73, 74, 75, 78], the effect of SPPs
on the optical conductivity in graphene is yet to be examined. Here, we use the
linear response theory to derive a Kubo formula for the optical conductivity and
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(a) Transition from valence band (b) Transition from conduction band
Figure 3.2.: Optical transitions in n-doped graphene if single-particle states and
interaction between electrons and phonons are considered. A (a) valence- or (b)
conduction-band electron absorbs or emits a phonon and the electronic system
reaches a virtual state. By absorbing or radiating a photon, the electronic system
then reaches its final state. Energy and momentum conservation has to be satisfied
only when comparing the initial and final states. Note that reverse processes where
a photon is first absorbed to arrive at a virtual state and the final state is reached
by absorption or emission of a phonon are also possible.
evaluate this formula for several different combinations of phonons, including SPPs.
Moreover, we include the effect of disorder on a phenomenological level. This chapter
consists of two main parts, Sec. 3.2, which gives a brief overview of the model and
the theoretical background of the formalism we employ here, and Sec. 3.3, which is
devoted to the discussion of the effect of optical and surface polar phonons on the
optical conductivity. A brief summary and outlook conclude the chapter.
3.2. Model
3.2.1. Hamiltonian and electron Green’s function
Graphene consists of carbon atoms which are arranged in a 2D honeycomb lattice,
that is, the hexagonal structure shown in Fig. 3.3 (a). This hexagonal structure is
described by a 2D Bravais lattice with the vectors
a1/2 =
a
2
(
3
±√3
)
, (3.1)
where a ≈ 1.42 A˚ denotes the distance between two carbon atoms, and by a basis
consisting of two carbon atoms, labeled A and B. Its reciprocal lattice is also a
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Figure 3.3.: (a) Real and (b) reciprocal lattices of graphene as well as the (c)
energy spectrum obtained within the tight-binding description of graphene. Here,
a ≈ 1.42 A˚ is the distance between two carbon atoms.
hexagonal lattice [see Fig. 3.3 (b)] which is spanned by the unit vectors
b1/2 =
2π
3a
(
1
±√3
)
. (3.2)
The electronic band structure of graphene can be described within a tight-binding
approach [2, 60] and one finds that the valence and conduction bands touch each
other at
K =
2π
3a
(
1
1/
√
3
)
and K′ =
2π
3a
(
1
−1/√3
)
. (3.3)
In the following, we use the nearest-neighbor tight-binding Hamiltonian, which can
be written as
Hˆe = −t
∑
k,s
[
Φ∗ (k) aˆ†ksbˆks + Φ(k) bˆ
†
ksaˆks
]
(3.4)
in momentum space [2, 60]. Here, t is the nearest-neighbor hopping energy and aˆ†ks
(bˆ†ks) and aˆks (bˆks) denote the creation and annihilation operators of electrons at
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sublattice A (B) with momentum k and spin s. Equation (3.4) contains the complex
function
Φ (k) = 1 + exp (−ik.a1) + exp (−ik.a2) , (3.5)
where a1 and a2 denote the unit vectors of the hexagonal lattice introduced above. As
can be seen from Eq. (3.4), the spin and the momentum are good quantum numbers
and diagonalization of the electronic Hamiltonian yields
Hˆe =
∑
k,s,λ
ελ (k) cˆ
†
λkscˆλks, (3.6)
with the energies εc/v (k) = ±t |Φ (k)| of the conduction (c, λ = +1) and valence (v,
λ = −1) bands [shown in Fig. 3.3 (c)] and the corresponding creation and annihilation
operators cˆ†λks and cˆλks. In particular, one finds εc/v (K) = εc/v (K
′) = 0 for the
energies at the K and K’ points.
Since the goal of this chapter is to study and compare the effects of several different
phonons on the optical conductivity of graphene, we need to take into account the
presence of those phonons. A general phononic Hamiltonian reads as
Hˆph =
∑
q,Λ
~ωΛ (q) pˆ
†
qΛpˆqΛ, (3.7)
where different phonon branches are labeled as Λ, the phonon momentum as q, and
the corresponding frequencies and creation (annihilation) operators as ωΛ (q) and
pˆ†qΛ (pˆqΛ). Whereas Eqs. (3.4) and (3.7) describe isolated systems of electrons and
phonons, respectively, the coupling between those systems is given by
Hˆe−ph =
∑
k,s,λ,λ′
∑
q,Λ
Mλλ
′
kqΛ
(
pˆ†−qΛ + pˆqΛ
)
cˆ†λ(k+q)scˆλ′ks, (3.8)
where Mλλ
′
kqΛ is the electron-phonon coupling matrix element [56].
Hence, the total Hamiltonian of our model reads as
Hˆ = Hˆe + Hˆph + Hˆe−ph (3.9)
and we use standard diagrammatic perturbation theory to calculate the electronic
Matsubara Green’s function
Gλλ′,s (k, iνn) = −
~β∫
0
dτ
〈
T
[
cˆλks(τ)cˆ
†
λ′ks(0)
]〉
eiνnτ , (3.10)
where τ and iνn denote the imaginary time and (fermionic) frequency, 〈...〉 the thermal
average, T the imaginary time-ordering operator, and β = 1/(kBT ) with T and kB
being the temperature and the Boltzmann constant, respectively [56, 57, 58]. By
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solving the corresponding Dyson equation, we can express the electronic Green’s
function via the self-energy Σλλ′ (k, iνn) and obtain the matrix elements
Gvv,s (k, iνn) = 1
G˜−1v (k, iνn)− Σvc (k, iνn) Σcv (k, iνn) G˜c (k, iνn) /~2
,
Gcc,s (k, iνn) = 1
G˜−1c (k, iνn)− Σvc (k, iνn) Σcv (k, iνn) G˜v (k, iνn) /~2
,
Gvc/cv,s (k, iνn) =
Σvc/cv/~
G˜−1c (k, iνn) G˜−1v (k, iνn)− Σvc (k, iνn) Σcv (k, iνn) /~2
,
(3.11)
where
G˜−1c/v (k, iνn) = iνn −
εc/v (k)− µ+ Σcc/vv (k, iνn)
~
. (3.12)
Here, µ = µ(T ) denotes the chemical potential at the temperature T . Calculating
the self-energy up to the first non-vanishing order, we obtain
Σss′ (k, iνn) ≈ 1
~
∑
Λ,q,s˜
M ss˜(k−q)qΛM
s˜s′
k,−qΛ
{
nqΛ + 1− f [ǫs˜ (k− q)]
iνn − [ǫs˜ (k− q)− µ] /~− ωΛ(q)
+
nqΛ + f [ǫs˜ (k− q)]
iνn − [ǫs˜ (k− q)− µ] /~+ ωΛ(q)
}
,
(3.13)
with the Fermi-Dirac and Bose-Einstein distribution functions, fFD (ε) = nFD (ε− µ)
and nqΛ = nBE [~ωΛ(q)], where nFD/BE(ε) = 1/[exp(βε)± 1].
Equation (3.13) shows that the total phononic contribution to the self-energy is
obtained by summation over the different phonon branches of the system. In the
following, we will briefly discuss the different phonons investigated within this chap-
ter. One can distinguish between two types of phonons which couple to the electrons
in graphene: intrinsic graphene phonons and surface polar phonons (SPP), that is,
phonons in polar substrates which interact with the electrons in graphene via the
electric fields those phonons cause.
As shown in Ref. 73, the effect of (graphene) acoustic phonons on the ac conduc-
tivity is negligible.1 Hence, we only consider the (graphene) optical phonons as well
as SPPs in this chapter. There are two branches of optical phonons, longitudinal-
optical (LO) and transverse-optical (TO) phonons. In the vicinity of the Γ point,
the dispersion of both LO and TO phonons (denoted by ΓLO and ΓTO) can be ap-
proximated by the constant energy ~ωΓ ≈ 197 meV. Moreover, we need to know
the products of the electron-phonon coupling matrix elements entering Eq. (3.13),
1In the lowest order, acoustic phonons scatter elastically with electrons and their contribution is
similar to that of Coulomb impurity scattering, where the latter is, however, much stronger. By
introducing a finite lifetime broadening later on, we therefore also include the effect of acoustic
phonons on a phenomenological level.
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M˜Λ = M
λλ˜
(k−q)qΛM
λ˜λ′
k,−qΛ. Since nqΓTO = nqΓLO , we can use
M˜ΓLO + M˜ΓTO =
~D2
Γ
2NMcωΓ
(1 + λλ′) , (3.14)
with the carbon mass Mc, the number of unit cells N , and DΓ ≈ 11.2 eV/A˚ [89,
90, 91, 92, 93]. Near the K and K ′ points, on the other hand, only the TO phonon
(denoted by KTO) has a nonnegligible electron-phonon coupling [87] and contributes
to the electron self-energy and its dispersion in this region can again be assumed
as constant, ~ωK ≈ 157 meV. The coupling of the KTO phonons to the electrons in
graphene is described by
M˜KTO =
~D2
Γ
2NMcωK
[
1 + λλ′ − λ˜ (λe−iϑ + λ′eiϑ)] , (3.15)
where ϑ = Θk −Θk−q and eiΘk = Φ(k) / |Φ (k)| [85, 89, 90].
Moreover, SPPs originating from a polar substrate on which graphene is prepared
are included in our model. Typically, there are two longitudinal surface optical (SO)
phonons in polar substrates that interact with the electrons in graphene and whose
dispersion can again be approximated by constant frequencies ωSO1 and ωSO2 [87].
The SPP coupling matrix elements read as [94, 95]
M˜Λ =
π2e2F 2
Λ
NAq
e−2qz0
[
1 + λλ′ + λ˜
(
λe−iϑ + λ′eiϑ
)]
, (3.16)
where A = 3
√
3a2/2 is the area of the unit cell, z0 ≈ 3.5 A˚ is the van der Waals dis-
tance between the graphene sheet and the substrate, and the parameter F 2
Λ
describes
the magnitude of the polarization field, which in turn depends on the substrate ma-
terial [96]. In this work, we use SiO2 as specific substrate for our model with the
parameters ~ωSO1 = 58.9 meV, F
2
1
= 0.237 meV, ~ωSO2 = 156.4 meV, and F
2
2
= 1.612
meV. Other polar substrates, such as HfO2, SiC, or hexagonal BN, can be treated
in exactly the same way by using the appropriate substrate-specific values for the
parameters ~ωΛ and FΛ (see Table I in Ref. [87]).
The above matrix elements have been derived under the assumption that the electric
fields caused by the SPPs and interacting with the electrons in graphene are not
screened. If we take into account that those electric fields are screened, we need to
replace M˜Λ in Eq. (3.16) by M˜Λ/[ǫ(q, ω)]
2, where ǫ(q, ω) is the dielectric function [95].
In this chapter, we focus on the qualitative effect of screening on the optical con-
ductivity in the presence of SPPs and restrict ourselves to a simple model: The
dielectric function is approximated by the static, low temperature dielectric function
obtained from the Dirac Hamiltonian of graphene and the random-phase approxima-
tion (RPA). Within the RPA, the dielectric function is given by
ǫ(q, ω) = 1− 2πe
2
κq
Πg (q, ω) , (3.17)
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where κ is the background dielectric constant and Πg (q, ω) the polarization function
of graphene [97, 98]. Here, we use the background dielectric constant κ = 2.5 [95, 98].
At low temperatures, the static polarization function is given by [97, 98]
Πg(q, 0)
νg
= 1 + Θ
(
q
2kgF
− 1
)
q
4kgF

arccos(2kgF
q
)
− 2k
g
F
q
√
1−
(
2kgF
q
)2 . (3.18)
Here, kg
F
denotes the Fermi wave vector and νg the density of states at the Fermi level
in graphene.
In the following section, we will write down a Kubo formula for the optical con-
ductivity in graphene and express the resulting correlation functions in terms of the
phonon-dressed electron Green’s function calculated above.
3.2.2. Kubo formula for the optical conductivity
Our starting point in the derivation of a Kubo formula for the optical conductivity is
the current operator. As explained in Ref. 74, one way to obtain the current operator
Iˆ in the tight-binding description of graphene is to describe the effect of a uniform
electric field
E(t) = −∂A(t)
∂t
(3.19)
by the uniform vector potential A(t) and by introducing the vector potential via
the Peierls’ phase [48] in the Hamiltonian Hˆ. After that, this modified Hamiltonian
is expanded in powers of the vector potential up to the first order. If the vector
potential/electric field is oriented along the x-direction and contributions due to
Hˆe−ph are disregarded, this procedure yields
Iˆx = Iˆ
d
xAx(t) + Iˆ
p
x , (3.20)
which consists of the paramagnetic current operator
Iˆpx =
ievF
3
∑
k,s
{
[Φ∗ (k)− 3] aˆ†ksbˆks − h.c.
}
(3.21)
and the diamagnetic current operator IˆdxAx(t), where
Iˆdx = −
e2v2
F
9t
∑
k,s
{
[Φ∗ (k) + 3] aˆ†ksbˆks + h.c.
}
(3.22)
and vF = 3at/(2~). Up to the first order, the effect of the electric field can be
described by
Hˆext = −Iˆp.A(t) = −IˆpxAx(t), (3.23)
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with the total Hamiltonian of the system in the presence of a uniform external electric
field being Hˆ + Hˆext.
Using linear response theory (for the unperturbed Hamiltonian Hˆ and the perturba-
tion Hˆext) and conducting a Fourier transformation with respect to the time [56, 57,
58], we find that the current density due to the external field is given by
δ〈jˆx(ω)〉 = 1
S
[
〈Iˆdx〉 −
1
~
ΠRxx (ω)
]
Ax(ω) (3.24)
with S = NA being the surface area of the graphene sample and ΠRxx (ω) being the
(Fourier transformed) retarded current-current correlation function. The retarded
correlation function ΠRxx (ω) can be related to the imaginary-time correlation function
Πxx (iωn) = −
~β∫
0
dτ
〈
T
[
Iˆpx(τ)Iˆ
p
x(0)
]〉
eiωnτ (3.25)
by ΠRxx (ω) = Πxx (ω + i0
+), that is, by replacing iωn with ω + i0
+ in Eq. (3.25) [56,
57, 58]. Here, iωn denotes a bosonic frequency. Hence, the Kubo formula for the
conductivity reads as
σxx (ω) =
−i〈Idx〉
Sω
+
iΠRxx(ω)
~Sω
. (3.26)
We are interested in the real part of the conductivity, which can be extracted from
Eq. (3.26) and reads
Re [σxx (ω)] = −
Im
[
ΠRxx(ω)
]
~ωS
, (3.27)
where we have also used that the thermal average 〈Idx〉 is a real number.
If Eq. (3.21) is inserted into Eq. (3.25) and vertex corrections are ignored, we find
Πxx (iωn) =
(evF
6
)2∑
k,s
∑
λ1...λ4
d (k, λ1, λ2, λ3, λ4)
1
β~
∑
iνn′
Gλ1λ2 (k, iνn′ + iωn)Gλ3λ4 (k, iνn′) ,
(3.28)
where the phonon-dressed Green’s functions are given by Eq. (3.11) and the dipole
matrix element by
d (k, λ1, λ2, λ3, λ4) = |Φ (k)− 3|2 (λ1λ2 + λ3λ4)
− e2iΘk [Φ∗ (k)− 3]2 λ1λ3 − e−2iΘk [Φ (k)− 3]2 λ2λ4.
(3.29)
By expressing the Green’s functions in Eq. (3.28) via their spectral functions,
Aλλ′ (k, ω) = −2Im [Gλλ′ (k, ω + i0+)] , (3.30)
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and computing the resulting sum over the fermionic frequencies, we then obtain
Πxx (iωn) =
(evF
6
)2∑
k,s
∑
λ1...λ4
∫
dω′dω′′
(2π)2
nFD (~ω
′)− nFD (~ω′′)
iνn + ω′ − ω′′ d (k, λ1, λ2, λ3, λ4)
×Aλ1λ2 (k, ω′′)Aλ3λ4 (k, ω′)
(3.31)
for the correlation function [56]. Equation (3.31) is an extension of the expression
found for the current-current correlation function in Ref. 72, Eq. (34), to the case of
a general, not necessarily diagonal self-energy.
If the self-energy is diagonal, the spectral function reads Aλλ′ (k, ω) = δλλ′Aλ (k, ω)
and one can simplify the expression for the imaginary part of the retarded correlation
function,
Im
[
ΠRxx (ω)
]
= −
(evF
6
)2∑
k
∑
λ,λ′
∫
dω′
2π
[nFD (~ω
′)− nFD (~ω + ~ω′)]
× d (k, λ, λ, λ′, λ′)Aλ (k, ω + ω′)Aλ′ (k, ω′) .
(3.32)
In order to obtain Eq. (3.32), we have used that d (k, λ, λ, λ′, λ′) is real. By insertion
of Eq. (3.32) into Eq. (3.27), we arrive at
Re [σxx (ω)] =
(evF
6
)2 1
~ωS
∑
k
∑
λ,λ′
∫
dω′
2π
[nFD (~ω
′)− nFD (~ω + ~ω′)]
× d (k, λ, λ, λ′, λ′)Aλ (k, ω + ω′)Aλ′ (k, ω′)
(3.33)
if the self-energy is diagonal.
The main focus of this chapter is on the ac conductivity and consequently on the
contribution arising due to the imaginary part of the correlation function, Πxx, in
Eq. (3.27). In order to calculate the optical conductivity numerically, we proceed
as follows: First the self-energy due to electron-phonon coupling is computed via
Eq. (3.13), from which the Green’s and spectral functions can then be extracted
by way of Eqs. (3.11) and (3.30). Inserting the spectral functions obtained by this
procedure into Eq. (3.31) and taking the imaginary part of the resulting correlation
function yields the conductivity.
3.3. Results
In the following, we investigate the dependence of the optical conductivity on the
temperature and doping levels if the coupling between electrons and several differ-
ent phonons is included. For simplicity, effects of renormalization of the chemical
potential due to the real part of the self-energy are not considered, as are the effects
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Figure 3.4.: Frequency dependence of the contributions (a) due to the KTO, ΓLO
and ΓTO optical phonons and (b) due to the the SPP at ~ωSO1 = 58.9 meV (for a
SiO2 substrate) to the imaginary part of the (retarded) self-energy Σλλ (k, ω) near
the K point (t|Φ(k0)| ≈ 5 meV) for µ = 0.3 eV, several different temperatures,
and λ = +.
of the offdiagonal elements of the self-energy, which at least in the case of optical
phonons is a very good approximation. This can also be discerned from the fact
that, if one uses the effective Dirac Hamiltonian of graphene instead of the tight-
binding Hamiltonian (3.4), the contribution from optical phonons to the offdiagonal
self-energy (3.13) is identically zero.
As mentioned above, we consider the graphene sheet to be on a SiO2 substrate, a
widely used material for experiments with graphene. Moreover, a SiO2 substrate is
polar and has optical polar modes that produce electric fields affecting the electrons
in graphene (see above). Numerical integrations over ω have been conducted on a
grid with ∆(~ω) = 0.25 meV and a cutoff ~|ω| < 4 eV. Likewise, sums and integrals
over k have been computed on a lattice with a spacing of ∆(~vFk) = 0.25 meV along
the directions given by b1 and b2 and an energy cutoff t|Φ(k)| < 1 eV.
Typical contributions to the imaginary part of the (retarded) self-energy Σλλ (k, ω)
are shown in Fig. 3.4, where the contributions from the optical phonons and the SPP
at ~ωSO1 = 58.9 meV of the substrate SiO2 are displayed for λ = +. As can be seen
in Fig. 3.4, for each optical phonon or SPP (denoted by Λ) the self-energy is very
small in the region −~ωΛ < ~ω < ~ωΛ at low temperatures. Indeed, the self-energy
vanishes in this region at T = 0, a consequence of the Fermi-Dirac and Bose-Einstein
distribution functions entering in Eq. (3.13). At higher temperatures, the self-energy
in this region increases as can be seen in Fig. 3.4 (a) for optical phonons. The same
behavior can be observed for the imaginary part of the (diagonal) self-energy due to
SPPs. A major difference that can be seen between the optical phonons and the SPPs
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Figure 3.5.: Frequency dependence of the optical conductivity for T = 1 K, µ = 0.3
eV, and several different phonon contributions (solid lines): (a) optical phonons,
(b) optical phonons and SPPs, (c) optical phonons and screened SPPs. For com-
parison, the optical conductivity in the absence of disorder and phonons is included
in each figure (dashed lines). The insets in Figs. (a) and (c) illustrate the details
of the phonon sidebands.
is that the imaginary part increases with increasing absolute value of the frequency,2
whereas the absolute value of the imaginary part of the self-energy contribution tends
to zero with increasing |ω|, a consequence of the exponential decay of the SPP matrix
element 3.16. In the case of unscreened SPPs, there is furthermore a singularity at
~ω ≈ −~ωΛ−µ+t|Φ(k)| [if k is not exactly at theK orK ′ points, where Φ(k) = 0 and
the singularity does not arise]. By including screening, this singularity is canceled,
which can be seen in Fig. 3.5 (b).
2Strictly speaking, this is only true if |ω| is not too large. In essence, the imaginary part of the self-
energy due to optical phonons can be written as a combination of Fermi-Dirac and Bose-Einstein
distribution functions and the graphene density-of-states evaluated at different energies. The
density of states vanishes for energies |ǫ| > 3t in the tight-binding model, which also means that
the imaginary part of the self-energy due to phonons vanishes for large frequencies.
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Figure 3.6.: Frequency dependence of the optical conductivity for T = 300 K,
µ = 0.3 eV, and several different phonon contributions (solid lines): (a) optical
phonons, (b) optical phonons and SPPs, (c) optical phonons and screened SPPs.
For comparison, the optical conductivity in the absence of disorder and phonons
is included in each figure (dashed lines).
In Fig. 3.5, the optical conductivity for a fixed chemical potential µ = 0.3 eV, the
temperature T = 1 K, and several different combinations of phonons is shown: Fig-
ure 3.5 (a) depicts the combined effect of the KTO, ΓLO and ΓTO optical phonons,
whereas Figs. 3.5 (b) and (c) depict the combined effects if optical phonons as well as
both SPPs due to the substrate SiO2 are taken into account. The results for the case
where no screening is included in the model are shown in Fig. 3.5 (b) and the results
obtained by including the static screening as introduced in Sec. 3.2.1 are shown in
Fig. 3.5 (c).
The profiles in Fig. 3.5 (a) illustrate the main features of the effect electron-phonon
coupling has on the optical conductivity (if no other scattering mechanisms are con-
sidered): Whereas there is a gap with the width 2µ in the absorption spectrum of
the purely electronic single-particle model, where direct transitions between the elec-
tronic states in the conduction and valence bands are forbidden for those energies
51
3. Optical conductivity of graphene
due to Pauli blocking, there is a finite absorption in the region 0 < ~ω < 2µ in the
presence of phonons. For energies exceeding the lowest phonon energy—~ω = 157
meV for KTO phonons—phonon-assisted transitions are possible, giving rise to the
phonon sideband seen in the inset of Fig. 3.5 (a). Only for energies at least twice
the chemical potential, direct transitions are possible, resulting in a steep rise of the
optical conductivity to the universal saturation value σ0 = e
2/(4~). Figure 3.5 (a)
also shows that electron-phonon coupling smears out the sharp transition at 2µ. Due
to the finite imaginary part of the self-energy originating from the electron-phonon
coupling, there is also a very narrow (∆ω . 4 meV) Drude peak at ω = 0. An-
other noticeable feature seen in Fig. 3.5 (a) is that the optical conductivity in the
saturation regime ~ω > 2µ is no longer perfectly smooth due to the electron-phonon
coupling, an effect which has also been observed in Ref. 73.
If SPPs are included in addition to the optical phonons [see Fig. 3.5 (b)], absorption
is possible already at ~ωSO1 = 58.9 meV and the maximal value for the absorption
in the gap rises from σmax ≈ 0.02σ0 to σmax & 0.25σ0. Furthermore, the optical
conductivity does not increase at ≈ 2µ as steeply as in the clean case or the case
where only optical phonons are included. A more realistic approach is to take into
account screening for the SPPs, the result of which is shown in Fig. 3.5 (c). Here,
the maximal value for the absorption in the gap is slightly larger compared to the
maximal value one obtains if only optical phonons are included and one can clearly
see the additional phonon sideband originating from the SPP at ~ωSO1 = 58.9 meV.
If the temperature is increased to T = 300 K (see Fig. 3.6), one can see that the peak
at ω = 0 is broadened as more phonons become available and electron-phonon scat-
tering becomes more probable. Furthermore, the profiles of the optical conductivity
are much smoother compared to T = 1 K and only in the presence of unscreened SPPs
can one still observe a peak from the SPP at ~ωSO2 = 156.4 meV [see Fig. 3.6 (b)].
Comparing Figs. 3.6 (a) and (c), one can also see how the optical conductivity at low
energies, ~ω ≈ 0.1 eV, is increased in the presence of screened SPP compared to the
case when only optical phonons are included.
Until now, our discussion has been restricted to the case of a clean system, where
only phonons have been included. In the following, we take into account disorder by
introducing a constant, phenomenological broadening parameter Γbr in the imaginary
part of the self-energy. Figure 3.7 shows the profiles of the optical conductivity at
T = 300 K for Γbr = 5 meV and the same combination of phonons as in Figs. 3.5
and 3.6. If no phonons are included (dashed lines), one can observe a broad Drude
peak at ω = 0 as well as finite absorption for the entire region 0 < ~ω < 2µ. As can
be seen in Figs. 3.7 (a) and (c), the effect of optical phonons and screened SPPs is to
increase the absorption for ~ω . 2µ, although the main contribution arises due to the
finite lifetime broadening, and to decrease the optical conductivity in the saturation
regime. The same behavior can be found if unscreened SPPs are included, but as in
the case of a clean system, the effects are much more pronounced here.
Figure 3.8 shows the optical conductivity at low temperatures for several different
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Figure 3.7.: Frequency dependence of the (real part of the) optical conductivity of
graphene for T = 300 K, µ = 0.3 eV, Γbr = 5 meV, and several different phonon
contributions (solid lines): (a) optical phonons, (b) optical phonons and SPPs, (c)
optical phonons and screened SPPs. For comparison, the optical conductivity in
the absence phonons, but with Γbr = 5 meV is included in each figure (dashed
lines).
combinations of phonons and different chemical potentials. Apart from the trends in
the behavior of the optical conductivity discussed above, one can clearly see different
gaps in the absorption spectrum, given by 2µ for each chemical potential. Another
feature that can be discerned from Fig. 3.8 is that the maximal value of the phonon
sideband increases with increasing chemical potential. This behavior can be observed
for Γbr = 0 as well as for Γbr = 5 meV.
The values of the optical conductivity at ~ω = µ and ~ω → 0 as functions of
the temperature and for fixed chemical potentials and Γbr = 5 meV are shown in
Fig. 3.9 for the same combinations of phonons as above. At low temperatures, the
midgap absorption does not depend strongly on the temperature. If the temperature
is further increased, on the other hand, an increase of the optical conductivity at
~ω = µ can be observed [see Fig. 3.9 (a)]. The smaller the chemical potential,
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Figure 3.8.: Frequency dependence of the (real part of the) optical conductivity of
graphene for T = 1 K, (a)-(c) Γbr = 0 and (d)-(f) Γbr = 5 meV, several chemical
potentials, and several different phonon contributions: (a)/(d) optical phonons,
(b)/(e) optical phonons and SPPs, (c)/(f) optical phonons and screened SPPs.
the earlier a noticeable increase of the optical conductivity sets in. As before, the
effect is most profound for unscreened SPPs. The conductivity at ~ω → 0, shown in
Fig. 3.9 (b), decreases with increasing temperature as more phonons become available
for scattering with electrons, thereby reducing the transport time and thus σ(0).
3.4. Conclusions and outlook
In this chapter, we have investigated the effect that optical phonons as well as SPPs
have on the optical conductivity in graphene. To do so, we have written down a
Kubo formula to describe the optical conductivity in the tight-binding description
of graphene. Our focus has been on the absorption at frequencies ~ω < 2µ, where
transitions are forbidden due to Pauli blocking in a clean system, but which can occur
if phonons are present, giving rise to one or more phonon sidebands. We have studied
the temperature dependence of this absorption if just optical phonons are considered
and if a combination of optical and SPPs is included in the model. Furthermore,
we have used the static, zero-temperature dielectric function calculated within the
RPA to qualitatively describe the effect of screening on the electronic coupling of
SPPs. In the presence of (unscreened) SPPs, we observe a significant absorption
for frequencies ~ω < 2µ, which suggests that considering unscreened SPPs is not an
adequate description of the optical conductivity observed experimentally. For optical
phonons and screened SPPs, we observe finite absorption in the region 0 < ~ω < 2µ,
but not as large as in the case where screened SPPs are included. If we also take
into account a finite lifetime broadening for the electrons by means of introducing a
phenomenological scattering rate, we find that—apart from the case where SPPs are
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Figure 3.9.: Temperature dependence of the optical conductivity at (a) ~ω = µ and
(b) ~ω → 0 for several different chemical potentials µ and several combinations of
phonons if Γbr = 5 meV. The legend in Fig. (a) also refers to Fig. (b).
used without screening—the main absorption arises due to the lifetime broadening
with an additional contribution to absorption arising from the phonons.
In the future, we plan to refine the present model by including a more realistic
(energy-dependent) model to account for impurity scattering instead of the phe-
nomenological constant. Moreover, in the case where screening is accounted for in
the coupling between electrons and SPPs, the static dielectric function used so far
should be replaced by the full temperature-dependent dielectric function.
55

4. Theory of thermal spin-charge
coupling in electronic systems
4.1. Introduction
The central theme in spintronics is the generation and control of nonequilibrium
electron spin in solids [8, 9, 99, 100]. So far, the spin generation has been done by
optical, magnetic, and, most important for device prospects, electrical means [9, 101].
In a typical device, spin-polarized electrons from a ferromagnetic conductor are driven
by electromagnetic force to a nonmagnetic conductor. There the spin accumulates,
with the steady state facilitated by spin relaxation. There are also novel ways to
generate pure spin currents, without accompanying charge currents [102, 103, 104,
105, 106]. The concept of electrical spin injection was first proposed by Aronov [107],
and experimentally confirmed by Johnson and Silsbee [108], who also formulated the
problem from a nonequilibrium thermodynamics and drift-diffusion view [109, 110].
An equivalent description in terms of quasichemical potentials, convenient to treat
discrete (junction) systems, was formulated systematically by Rashba [111]. This
model, which we call the standard model of spin injection, is widely used to describe
electrical spin injection into metals and semiconductors [8, 9, 101] and can also be
extended to ac currents [112].
Until recently, one particularly interesting possibility of generating spin, by spin-heat
coupling, has been largely neglected. The generation of nonequilibrium spin by heat
currents and the opposite process of generating heat currents by spin accumulation
has already been proposed by Johnson and Silsbee [109] based on nonequilibrium
thermodynamics concepts (see also Ref. 113). The spin-heat coupling is now the
central point of spin caloritronics (or spin calorics) [114, 115, 7]. Although the theory
of thermoelectricity has long been known [116, 117], only experimental improvements
over the past few years have made its application in the context of generating and
transporting spin appear possible [118, 119, 120, 121, 122].
At the heart of spin caloritronics is the spin Seebeck effect [123, 124, 125]. The con-
ventional Seebeck effect, also called thermopower [117], describes the generation of
an electric voltage when a thermal gradient is applied to a conductor. In analogy, the
spin Seebeck effect describes the generation of spin accumulation in ferromagnets by
thermal gradients. The effect was originally observed in the ferromagnetic conductor
NiFe [123, 126], where indication of spin accumulation over large length scales (mil-
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Figure 4.1.: Schematic illustrations of the (a) Seebeck and (b) spin-dependent See-
beck effects. Here, ∆T is the temperature difference, V the voltage, j the charge
current, js the spin current, and vertical arrows denote up and down spin projec-
tions.
limeters), independent of the spin-relaxation scales in the ferromagnet, was found.
Since it also exists at room temperature, the spin Seebeck phenomenon may have
some technological applications [127].
Inspired by the conventional (charge) Seebeck effect, the spin Seebeck effect was orig-
inally thought to be driven by free electrons. Therefore, the first interpretation of the
effect was made by generalizing thermoelectric concepts to account for the spin degree
of freedom, as described in Refs. 123 and 126 and illustrated in Fig. 4.1. However, the
spin Seebeck effect is not limited to metals. It has also been observed in ferromag-
netic insulators [125] as well as in the ferromagnetic semiconductor (Ga,Mn)As [128].
This suggests that the spin Seebeck effect does not need to be connected with charge
flow. In (Ga,Mn)As the sample was even cut preventing charge redistribution over
the whole slab; the spin Seebeck signals were unaffected and in both cases, of com-
pact and disconnected samples, the Pt stripes pick up the same inverse spin Hall
signals [129, 130]. The evidence points to a mechanism of magnon-assisted spin
pumping from the ferromagnet into the Pt, producing spin currents there. A theory
for this spin pumping from a ferromagnetic insulator was suggested in Ref. 131. It
was predicted that phonons can play an important role in the spin Seebeck effect,
leading to its huge enhancement [132]. Recent measurements of the spin Seebeck
effect in multiple (Ga,Mn)As samples also suggest that such an effect can be driven
by phonons [133]. In order to explain the main trends of the observed temperature
and spatial dependence of the spin Seebeck effect in (Ga,Mn)As, a phenomenological
model involving phonon-magnon coupling was introduced [133].
As already demonstrated by this brief discussion of the correct interpretation of the
spin Seebeck effect, the field of spin caloritronics is now no longer restricted to adopt-
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ing thermoelectrical concepts and incorporating the spin degree of freedom into them,
but has become much wider. Following Ref. 7, one can classify spin caloritronic ef-
fects into three categories: (i) independent electron effects, that is, effects that can
be described by combining thermoelectricity and collinear magnetoelectronics, (ii)
collective effects, that is, effects that originate from the collective dynamics of the
magnetic order parameter, and (iii) relativistic effects, that is, effects which arise from
thermoelectric generalizations of relativistic corrections, such as the anomalous Hall
and spin Hall effects. Whereas the original interpretation of the spin Seebeck effect
would fall in category (i), the most likely interpretation of this effect mentioned above
would fall in category (ii). Considering the quite confusing, but historically grown
nomenclature for certain spin caloritronic effects, a nomenclature to systematically
distinguish between these different categories has been introduced in Ref. 7. Accord-
ing to this nomenclature, single-electron effects as in category (i) should properly
be labeled as spin-dependent thermoelectric effects. For example, the phenomenon
of a spin current (carried by free electrons and) driven by a temperature gradient
(see Fig. 4.1), that is, the original interpretation of the spin Seebeck effect and the
obvious spin caloritronics analog to the Seebeck effect, is properly referred to as spin-
dependent Seebeck effect in this nomenclature. In this chapter, we try to follow these
conventions.
In addition to the Seebeck effect, there is also another thermoelectric effect, the
Peltier effect, which refers to the evolution of heat across an isothermal junction
of two different materials due to an electric current being passed through the junc-
tion [116, 117]. Recently, a spin caloritronics analog to the Peltier effect, termed
spin-dependent Peltier effect, has been predicted and experimentally observed in
a permalloy (Ni80Fe20)(PY)/copper/PY valve stack [134, 135]. The spin-dependent
Peltier effect describes the heating or cooling at the interface between a ferromagnetic
and normal conductor driven by a spin current (see Fig. 4.2).
Another fascinating discovery is that of the thermally driven spin injection from a
ferromagnet to a normal conductor [136]. In this experiment, thermal currents in
permalloy drive spin accumulation into copper, which is then detected in a non-local
geometry [9, 101]. The structures were of submicron sizes, so it is plausible that
the effects are electronic in nature and are a manifestation of the spin-dependent
Seebeck effect, although magnon contributions to such thermal spin-injection setups
could also be sizable. A practical model was introduced in Refs. 137, 134 to find, with
a finite elements numerical scheme, the profiles of temperature and spin accumula-
tion in the experimental devices. Recently, yet another form of thermal spin flow,
coined Seebeck spin tunneling, has been demonstrated in ferromagnet-oxide-silicon
tunnel junctions [138]. Here, a temperature difference between the ferromagnet and
silicon causes a transfer of spin angular momentum across the interface between both
materials.
An important goal for both theory and experiment of the spin(-dependent) Seebeck
phenomena is to decipher the roles of the electronic and non-electronic contributions.
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Figure 4.2.: Schematic illustrations of the (a) Peltier and (b) spin-dependent Peltier
effects, where j and js denote the charge and spin currents. The thermal current jq
is different in each region. Small vertical arrows denote up/down spin projections.
It is yet unclear under which circumstances the electronic contribution may dominate.
It seems likely that when going to smaller, submicron structures in which the spin
accumulation will be a bulk effect, the spin phenomena carried by electrons will
become important. Similarly, in materials with strong magnon damping, such that
magnons are in local equilibrium with the given temperature profile, electrons may
ultimately carry the entire spin(-dependent) Seebeck effect. It is thus important to
set the benchmarks for the electronic contributions in useful device geometries. This
is what we do in this chapter: we explore the role of the electronic contributions
in F/N and F/N/F junctions, which are subjected to thermal gradients, and derive
useful analytical formulas for various spin-injection efficiencies.
Our purpose is twofold: First, we use the drift-diffusion framework of the standard
model of spin injection presented in Refs. 8, 9, 101 and generalize it to include elec-
tronic heat transport and thereby derive a theory for charge, spin, and heat transport
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in electronic materials.1 Second, we apply this theory to describe F/N and F/N/F
junctions placed in thermal gradients. While the Peltier and Seebeck effects in such
structures have been investigated in Ref. 139, we focus here on the description of
thermal spin injection and the investigation of the corresponding spin accumulation.
We also look at the spin injection in the presence of both electric and thermal cur-
rents, and find the conditions under which the resulting spin current in N vanishes.
In all junctions studied, we present, as general as possible, analytical formulas for the
spin-accumulation and spin-current profiles, as well as for the thermal spin-injection
efficiency and the nonequilibrium (spin-accumulation-driven) spin Seebeck coefficient.
Moreover, we look at several different setups of the Peltier and spin-dependent Peltier
effects and calculate their respective contributions to the heating or cooling at the
interfaces in F/N and F/N/F junctions.
This chapter is organized as follows: Following the introduction of the formalism
and the basic equations in Sec. 4.2, the electronic contribution to the spin Seebeck
effect in a ferromagnetic metal is discussed within the framework of this formalism in
Sec. 4.3, while Secs. 4.4 and 4.5 are devoted to the discussion of thermal spin injection
and related thermoelectric effects in F/N and F/N/F junctions, respectively. A short
summary concludes the chapter.
4.2. Spin-polarized transport in the presence of
thermal fluctuations
4.2.1. Spin-unpolarized transport equations
As a first step, we will restrict ourselves to the description of transport in an electronic
system that consists only of electrons of one species, that is, either of spin up or spin
down electrons (denoted by the subscript λ =↑ or λ =↓ throughout this chapter).
The derivation presented here is a textbook matter [117, 140] and is given here
to introduce the terminology needed for the spin-polarized case and to match the
concepts from the standard spin-injection model of Ref. 9.
If this system is in thermodynamic equilibrium, the temperature T and the chemical
potential η(T ) are uniform throughout the system. Knowing the chemical potential,2
one can calculate the density of the respective electron species under consideration
from
n0λ [η(T ), T ] =
∫
dε gλ (ε) f0
[
ε− η(T )
kBT
]
, (4.1)
1This means that our model and the effects investigated in this chapter fall into category (i) of
the aforementioned division of spin caloritronic effects.
2The chemical potential is not only a function of the temperature but also of the total electron
density.
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where kB denotes the Boltzmann constant, gλ (ε) the electronic density of states at
the energy ε, and f0 the equilibrium Fermi-Dirac distribution function. Similarly,
the equilibrium energy density is given by
e0λ [η(T ), T ] =
∫
dε εgλ (ε) f0
[
ε− η(T )
kBT
]
. (4.2)
The system is not in equilibrium if an electric field −∇ϕ(x) is present in its bulk.
In this case the chemical potential becomes space dependent. This is taken into ac-
count by replacing η(T ) with η(T )+eµλ(x), where the quasichemical potential µλ(x)
now contains the space dependence.3 Since we want to incorporate the effects of
thermal gradients into our formalism, we furthermore allow for different local equi-
librium temperatures by replacing the constant temperature T by a space-dependent
temperature T (x). As a consequence, there is an additional position dependence of
the chemical potential due to the temperature, that is, η(T ) has to be replaced by
η [T (x)]. Thus, the total chemical potential is given by η [T (x)] + eµλ(x).
Assuming the local nonequilibrium distribution function to be only energy dependent
because momentum relaxation happens on length scales much smaller compared to
the variation of the electric potential ϕ(x), one obtains
fλ(ε, x) = f0
{
ε− η [T (x)]− eµλ(x)− eϕ(x)
kBT (x)
}
. (4.3)
Therefore, the nonequilibrium electron and energy densities read as
nλ(x) =
∫
dε gλ (ε) fλ(ε, x) = n
0
λ {η [T (x)] + eµλ(x) + eϕ(x), T (x)} , (4.4)
eλ(x) =
∫
dε εgλ (ε) fλ(ε, x) = e
0
λ {η [T (x)] + eµλ(x) + eϕ(x), T (x)} . (4.5)
The electrostatic field gives rise to an electric current. This charge current consists
of two parts: the drift current, proportional to the electric field E(x) = −∇ϕ(x) and
the diffusion current, proportional to the gradient of the local electron density.
Since the proportionality factor of the diffusion current, the diffusivity Dλ(ε), is
energy dependent, it is convenient to treat electrons with different energies separately.
The spectral diffusion current density reads as
jDλ(x, ε)dε = eDλ(ε)∇ [gλ(ε)fλ(ε, x)] dε, (4.6)
3In general, µλ also depends on the temperature T . If we consider different, space-dependent
local equilibrium temperatures T (x), the gradient of the quasichemical potential reads as
∇µλ [x, T (x)] = ∂µλ∂x + ∂µλ∂T ∇T . Since we are only interested in first order effects, the tem-
perature dependence of µλ, which leads to a second order contribution (in the nonequilibrium
quantities µλ [x, T (x)], ϕ(x), and ∇T (x)), can be omitted.
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from which the complete diffusion current can be obtained by integrating over the
entire energy spectrum. The total charge current for electrons of spin λ is given by
jλ(x) = −σλ∇ϕ(x) + e
∫
dε Dλ(ε)gλ(ε)∇fλ(ε, x), (4.7)
where σλ is the conductivity. By inserting Eq. (4.3) into Eq. (4.7), using the Einstein
relation,4 and keeping only terms linear in the nonequilibrium quantities µλ(x) and
ϕ(x), we find
jλ(x) = σλ∇
{
η [T (x)]
e
+ µλ(x)
}
− Sλσλ∇T (x). (4.8)
Here, the conductivity is given by the Einstein relation
σλ = e
2
∫
dε Dλ(ε)gλ(ε)
(
−∂f0
∂ε
)
≈ e2Dλ(εF)gλ(εF) (4.9)
and the Seebeck coefficient by
Sλ = − e
σλ
∫
dε Dλ(ε)gλ(ε)
(
−∂f0
∂ε
)
ε− η [T (x)]
T (x)
≈ −LeT (x)
[
g′λ(εF)
gλ(εF)
+
D′λ(εF)
Dλ(εF)
]
.
(4.10)
In both cases, the integrals are calculated to the first non-vanishing order in the
Sommerfeld expansion [117]. The Lorenz number is L = (π2/3)(kB/e)2 and g′λ(εF)
and D′λ(εF) are the derivatives of the density of states and the diffusivity with respect
to the energy evaluated at the Fermi level εF.
In addition to the charge current, there is a heat current in nonequilibrium. A
treatment similar to that of the charge current above yields
jq,λ(x) = SλσλT (x)∇
{
η [T (x)]
e
+ µλ(x)
}
− LσλT (x)∇T (x). (4.11)
If the charge and heat currents are defined as in Eqs. (4.8) and (4.11), currents
jλ(x) > 0 and jq,λ(x) > 0 flow parallel to the x direction.
At sharp contacts, the chemical potential and the temperature are generally not
continuous. Thus, instead of Eqs. (4.8) and (4.11), discretized versions of these
equations are used. The charge current at the contact (C) is given by
jλc = Σλc
(
1
e
∆ηc +∆µλc
)
− SλcΣλc∆Tc (4.12)
and the heat current by
jqλc = TSλcΣλc
(
1
e
∆ηc +∆µλc
)
− LTΣλc∆Tc, (4.13)
4The Einstein relation is obtained by requiring that jλ = 0 if ∇
{
η[T (x)]
e
+ µλ(x)
}
= 0 and
∇T (x) = 0.
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where ∆ηc + e∆µλc and ∆Tc denote the drops of the total chemical potential and
the temperature at the contact, respectively. The (effective) contact conductance
and the contact thermopower are given by Σλc and Sλc, respectively, while T is the
average temperature of the system.
4.2.2. Spin-polarized transport equations
We now consider spin-polarized systems, which we treat as consisting of two subsys-
tems, one of spin-up and one of spin-down electrons; each subsystem is described by
the equations from Sec. 4.2.1.
Energy as well as particles can be exchanged between the two spin pools (by colli-
sions and spin-flip processes, respectively). As energy relaxation (tens of femtosec-
onds) happens usually on much shorter time scales than spin relaxation (picosec-
onds to nanoseconds), we assume that a local equilibrium exists at each position x.
Consequently, both subsystems share a common local equilibrium chemical poten-
tial η [T (x)] and temperature T (x). On the other hand, the local nonequilibrium
quasichemical potentials µλ(x) can be different for each spin subsystem.
From Eq. (4.4), we obtain
n(x) = n0↑ {η [T (x)] + eµ↑(x) + eϕ(x), T (x)}+ n0↓ {η [T (x)] + eµ↓(x) + eϕ(x), T (x)}
(4.14)
for the complete local electron density of the system. By expanding the electron
density up to the first order in the local nonequilibrium quantities, µ↑(x), µ↓(x), and
ϕ(x), and using the Sommerfeld expansion subsequently to calculate the integrals
that enter via Eq. (4.1), we can write the electron density as
n(x) = n0 + δn(x). (4.15)
Here, we have introduced the local equilibrium density, n0 = n
0
↑{η [T (x)] , T (x)} +
n0↓{η [T (x)] , T (x)}, and the local nonequilibrium electron density fluctuations,
δn(x) = eg [µ(x) + ϕ(x)] + egsµs(x). (4.16)
Additionally, we have introduced the quasichemical potential, µ = (µ↑ + µ↓)/2, the
spin accumulation, µs = (µ↑ − µ↓)/2, as well as the densities of states g = g↑(εF) +
g↓(εF) and gs = g↑(εF) − g↓(εF) at the Fermi level. We further assume that there is
no accumulation of charge inside the conductor under bias ϕ(x). This assumption
of local charge neutrality is valid for metals and highly doped semiconductors and
requires n(x) = n0.
5 Hence, Eq. (4.15) yields the condition
δn(x) = 0. (4.17)
5In non-degenerate semiconductors one can relax this condition and obtain the resulting nonlinear
current-voltage characteristics and bias-dependent spin-injection efficiency [141, 142, 143].
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The local spin density,
s(x) = n0↑ {η [T (x)] + eµ↑(x) + eϕ(x), T (x)} − n0↓ {η [T (x)] + eµ↓(x) + eϕ(x), T (x)} ,
(4.18)
can be evaluated analogously to the local electron density: First, Eq. (4.18) is ex-
panded in the local nonequilibrium quantities up to the first order. The resulting
integrals are performed employing the Sommerfeld expansion up to the first non-
vanishing order and, as a final step, the charge neutrality condition, Eq. (4.17), is
used to simplify the result. This procedure yields
s(x) = s0(x) + δs(x), (4.19)
with the local equilibrium spin density being given by s0(x) = n
0
↑{η [T (x)] , T (x)} −
n0↓{η [T (x)] , T (x)} and the local nonequilibrium spin density by
δs(x) = e
g2 − g2s
g
µs(x). (4.20)
It is important to note that s0(x) is determined by the local temperature T (x), as a
result of the rapid energy relaxation as compared to the spin relaxation.
The same procedure can be applied to calculate the energy density from Eq. (4.5),
e(x) = e0↑ {η [T (x)] + eµ↑(x) + eϕ(x), T (x)}+ e0↓ {η [T (x)] + eµ↓(x) + eϕ(x), T (x)} ,
(4.21)
which can be split in a local equilibrium energy density, e0(x) = e
0
↑{η [T (x)] , T (x)}+
e0↓{η [T (x)] , T (x)}, and local energy density fluctuations δe(x), that is,
e(x) = e0(x) + δe(x). (4.22)
By calculating δe(x) in the same way as δs(x), we find that
δe(x) = 0, (4.23)
consistent with our assumption of fast energy relaxation to the local quasiequilibrium.
Next, we consider the currents flowing through the system. Since our goal is to calcu-
late the quasichemical and spin quasichemical potentials, as well as the temperature
profile, we not only derive transport equations based on Eqs. (4.8) and (4.11), but
also continuity equations for each of the currents considered, that is, charge, spin,
and heat currents.
The charge current consists of the electric currents carried by spin up and spin down
electrons,
j(x) = j↑(x) + j↓(x)
= σ∇
{
η [T (x)]
e
+ µ(x)
}
+ σs∇µs(x)− 1
2
(Sσ + Ssσs)∇T (x),
(4.24)
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where the conductivities are given by σ = σ↑+σ↓ and σs = σ↑−σ↓, and the Seebeck
coefficients by S = S↑ + S↓ and Ss = S↑ − S↓. In nonmagnetic materials σs = 0 and
Ss = 0. In our model we consider a steady state, which requires
∇j(x) = 0, (4.25)
that is, a uniform electric current, j(x) = j.
The spin current is the difference between the electric currents of spin up and spin
down electrons,
js(x) = j↑(x)− j↓(x)
= σs∇
{
η [T (x)]
e
+ µ(x)
}
+ σ∇µs(x)− 1
2
(Ssσ + Sσs)∇T (x).
(4.26)
As we have seen, the spin density s(x) deviates from its local equilibrium value s0(x).
Unlike charge, spin is not conserved and spin relaxation processes lead to a decrease
of the local nonequilibrium spin to s0(x). Therefore, the continuity equation for the
spin current is given by
∇js(x) = eδs(x)
τs
, (4.27)
where τs is the spin relaxation time. We will not distinguish between different spin-
relaxation mechanisms in our model. Instead, we treat τs as an effective spin-
relaxation time, which incorporates all the different spin-relaxation mechanisms.
We stress that spin-relaxation processes bring the nonequilibrium spin s(x) to the
(quasi)equilibrium value s0(x), defined locally by T (x). Here, we deviate from the
treatment given in Ref. 126.
The heat current,
jq(x) = jq,↑(x) + jq,↓(x)
=
T (Sσ + Ssσs)
2
∇
{
η [T (x)]
e
+ µ(x)
}
+
T (Ssσ + Sσs)
2
∇µs(x)− LTσ∇T (x),
(4.28)
is the heat carried through the system by the electrons of both spin species. Closely
related is the energy current,
ju(x) = jq(x)−
{
η [T (x)]
e
+ µ(x)
}
j − µs(x)js(x). (4.29)
By inserting Eqs. (4.24), (4.26), and (4.28) and using that the divergence of the
charge current vanishes in a steady state, that is, Eq. (4.25), we find
∇ju(x) = T (x)
2
∇ [Sj + Ssjs(x)]− µs(x)∇js(x)
−∇
[
LσT (x)
(
1− S
2 + S2s + 2SSsPσ
4L
)
∇T (x)
]
− j
2
↑(x)
σ↑
− j
2
↓(x)
σ↓
,
(4.30)
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where Pσ = σs/σ is the conductivity spin polarization. The above formula contains
Thomson (first term) as well as Joule heating (final two terms). Equation (4.23) can
be used to formulate the continuity equation for the energy current by enforcing the
energy conservation,
∇ju(x) = 0. (4.31)
Thus, if j is treated as an external parameter, the transport equation for the charge
current, Eq. (4.24), as well as the transport and continuity equations for the spin
and heat currents, Eqs. (4.26), (4.27), (4.28), and (4.31), form a complete set of
inhomogeneous differential equations to determine the quasichemical potentials µ(x)
and µs(x), the temperature profile T (x), as well as the currents js(x) and jq(x).
The solution to this set of differential equations, that couple charge, spin, and heat
transport, will be discussed in the next section.
4.2.3. Spin-diffusion equation and its general solution
In the following, the general solutions to the equations introduced in Sec. 4.2.2 will be
discussed. Inserting Eq. (4.26) into the spin-current continuity equation (4.27), and
using Eqs. (4.20), (4.24), and (4.25) generalizes the standard [144, 145] spin-diffusion
equation,
∇2µs(x) = µs(x)
λ2s
+
1
2
∇ · [Ss∇T (x)] . (4.32)
Here, we have introduced the spin-diffusion length [8, 9]
λs =
√
τsgσ(1− P 2σ )/ [e2 (g2 − g2s)]. (4.33)
As we are primarily interested in linear effects, we neglect the position-dependence
of the spin Seebeck coefficient Ss, which enters via T (x), and arrive at a simplified
diffusion equation for the spin accumulation,
∇2µs(x) = µs(x)
λ2s
+
Ss
2
∇2T (x), (4.34)
where Ss is evaluated at the mean temperature T . In order to solve this equation,
we need the temperature profile which can be determined from Eq. (4.31). If only
first order effects are taken into account, Eq. (4.31) gives the differential equation
∇2T (x) = 2Ss(1− P
2
σ )
λ2s (4L − S2 − S2s − 2SSsPσ)
µs(x), (4.35)
deforming the typically linear profile of T (x). The solution to the coupled differential
Eqs. (4.34) and (4.35) reads as
µs(x) = A exp
(
x
λ˜s
)
+B exp
(
− x
λ˜s
)
, (4.36)
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T (x) =
2Ss(1− P 2σ )
4L − (S + SsPσ)2µs(x) + Cx+D, (4.37)
with the modified spin-diffusion length
λ˜s = λs
√
4L − S2 − S2s − 2SSsPσ
4L − (S + SsPσ)2 . (4.38)
Integration of Eq. (4.24) yields the total chemical potential
η [T (x)]
e
+ µ(x) =
j
σ
x− Pσµs(x) + S + SsPσ
2
T (x) + E. (4.39)
The integration constants A, B, C, D, and E have to be determined by including
the respective boundary conditions of the system under consideration.
If Sλ ≪
√L (see the next section), it is often possible to assume a uniform temper-
ature gradient, that is,
T (x) = Cx+D. (4.40)
Then, Eq. (4.34) reduces to the standard spin-diffusion equation and its solution is
given by
µs(x) = A exp
(
x
λs
)
+ B exp
(
− x
λs
)
, (4.41)
while integration of Eq. (4.24) yields the total chemical potential
η [T (x)]
e
+ µ(x) =
(
j
σ
+
S + SsPσ
2
C
)
x− Pσµs(x) + E. (4.42)
As before, A, B, C, D, and E are integration constants to be specified by boundary
conditions. However, assuming a constant temperature gradient in ferromagnets is
not consistent with Eq. (4.31) and therefore this approximation cannot be used in
situations that depend crucially on the heat current profile (see next section).
The spin and heat currents can be obtained by inserting the solutions found above
into Eqs. (4.26) and (4.28).
4.2.4. Contact properties
To find the specific solution for a system consisting of different materials, such as a
F/N junction, we have to know the behavior of the currents at the interfaces between
two different materials. The currents at a contact can be obtained by applying
Eqs. (4.12) and (4.13), giving
jc = j↑c + j↓c = Σc
(
1
e
∆ηc +∆µc
)
+ Σsc∆µsc − 1
2
(ScΣc + SscΣsc)∆Tc, (4.43)
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jsc = j↑c − j↓c = Σsc
(
1
e
∆ηc +∆µc
)
+ Σc∆µsc − 1
2
(SscΣc + ScΣsc)∆Tc, (4.44)
jqc =jq↑c + jq↓c =
T
2
(ScΣc + SscΣsc)
(
1
e
∆ηc +∆µc
)
+
T
2
(SscΣc + ScΣsc)∆µsc − LTΣc∆Tc,
(4.45)
where ∆Tc is the temperature drop at the contact, and ∆ηc, ∆µc, and ∆µsc are
the drops of the local equilibrium chemical, quasichemical and spin quasichemical
potentials. Moreover, the contact conductances Σc = Σ↑c + Σ↓c and Σcs = Σ↑c − Σ↓c
as well as the contact thermopowers Sc = S↑c + S↓c and Ssc = S↑c − S↓c have been
introduced.
Equations (4.43)-(4.45) will be used in Secs. 4.4 and 4.5 to fix the integration con-
stants of the general solutions (4.40)-(4.42) and Eqs. (4.36)-(4.42) found in Sec. 4.2.3.
4.3. Ferromagnet placed in a thermal gradient
As a first example, we consider a ferromagnetic metal F of length L (−L/2 < x <
L/2) subject to a thermal gradient under open-circuit conditions, that is, j = 0. The
gradient is applied by creating a temperature difference ∆T = T2− T1 between both
ends of the metal, which are held at temperatures T1 and T2, respectively, as shown
in Fig. 4.3.
At the ends of the ferromagnet, we impose the boundary conditions T (−L/2) = T1,
T (L/2) = T2, and set js(±L/2) = 0. Since we consider only first-order effects, the
Seebeck coefficients are assumed to be constant over the length of the ferromagnet
and are evaluated at the mean temperature T = (T1 + T2)/2. Using the above
boundary conditions and Eqs. (4.36)-(4.39) yields the spin accumulation
µs(x) =
Ss
2
λ˜s
∆T
L
sinh(x/λ˜s)
cosh(L/2λ˜s)
4L − (S + SsPσ)2
N(L)
, (4.46)
and the spin current
js(x) = −Ss
2
λ˜s
R˜
∆T
L
[
1− cosh(x/λ˜s)
cosh(L/2λ˜s)
]
4L − S2 − S2s − 2SSsPσ
N(L)
, (4.47)
where R˜ = λ˜s/ [σ(1− P 2σ )] and
N(L) = 4L − S2 − S2s − 2SSsPσ + S2s
(
1− P 2σ
) tanh(L/2λ˜s)
L/2λ˜s
. (4.48)
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Figure 4.3.: A schematic illustration of a ferromagnet metal placed in a thermal
gradient, which leads to the generation of a spin current.
If a constant temperature gradient is assumed and the reduced model given by
Eqs. (4.40)-(4.42) is used, the spin accumulation reads as
µs(x) =
Ss
2
λs
∆T
L
sinh(x/λs)
cosh(L/2λs)
, (4.49)
and the spin current
js(x) = −Ss
2
λs
R
∆T
L
[
1− cosh(x/λs)
cosh(L/2λs)
]
, (4.50)
where R = λs/ [σ(1− P 2σ )] is the effective resistance of the ferromagnet.
For metals Sλ ≪
√L and Eqs. (4.46) and (4.47) reduce to Eqs. (4.49) and (4.50),
that is, the assumption of a uniform temperature gradient ∇T = ∆T/L is justified.
Only at the boundaries of the sample both temperature profiles differ (insignificantly)
as there is a small exponential decay within the spin-diffusion length λ˜s ≈ λs if the
full model is used compared to a perfectly linear temperature profile of the reduced
model.
Equations (4.49) and (4.50) from the reduced model correspond to the profiles of the
spin accumulation and spin current found in Ref. 146, where a Boltzmann equation
approach has been used to describe thermoelectric spin diffusion in a ferromagnetic
metal.
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Figure 4.4.: Profiles of the (a) spin accumulation, the (b) total chemical potential,
and the (c) spin current for Ni81Fe19 at T = 300 K with L = 100 nm and ∆T = 100
mK. The solid lines show the results obtained if a constant temperature gradient
∇T = ∆T/LF is assumed, while the dashed lines (fully overlapping with the solid
ones) show the results obtained if the temperature profile is determined by∇ju = 0.
In Fig. 4.4, the results calculated for a model Ni81Fe19 film with realistic parame-
ters [126] [λs = 5 nm, σ = 2.9×106 1/Ωm, S0 = (S↑σ↑+S↓σ↓)/(σ↑+σ↓) = −2.0×10−5
V/K with Pσ = 0.7 and PS = (S↑ − S↓)/(S↑ + S↓) = 3.0] at a mean temperature
T = 300 K are displayed. The length of the sample is L = 100 nm and the tempera-
ture difference is ∆T = 100 mK. As can be seen in Fig. 4.4, the agreement between
both solutions is very good.
Figure 4.4 (b) shows an almost linear drop of the total chemical potential between
both ends of the ferromagnet. Only at the contacts is this linear drop superimposed
by an exponential decay. It is also at the contacts that nonequilibrium spin accumu-
lates and decays within the spin-diffusion length [see Figs. 4.4 (a) and 4.4 (c)]. Thus,
only near the contacts is there an electronic contribution to the spin voltage and our
electronic model does not reproduce the linear inverse spin Hall voltage observed in
this system [123], which suggests that a mechanism different from electronic spin
diffusion is responsible for the detected spin Hall voltage [146]. Also, the “entropic”
terms in the spin accumulation as introduced in Ref. 126, which would lead to a
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Figure 4.5.: A schematic illustration of a F/N junction placed in a thermal gradient.
uniform decay of the spin accumulation across the whole sample, not just at the
distances of the spin-diffusion lengths off of the edges, do not arise in our theory.
4.4. F/N junctions
4.4.1. F/N junctions placed in thermal gradients
In this section, we investigate an open (j = 0) F/N junction under a thermal gradient.
The F/N junction consists of a ferromagnet and a nonmagnetic conductor, denoted
by the additional subscripts F and N in the quantities defined in the previous sections.
The extension of the ferromagnet is given by −LF < x < 0, whereas the nonmagnetic
conductor is described by values 0 < x < LN. We also assume that the properties of
the contact region C, located at x = 0, are known. By coupling the F and N regions
to reservoirs with different temperatures, T2 and T1, respectively, a temperature
gradient is created across the junction. The model investigated in the following is
summarized in Fig. 4.5.
As in the previous section, we can assume uniform (but for each region different) tem-
perature gradients∇TF and∇TN and use the simplified spin-diffusion equation (4.34),
and the corresponding solutions (4.40)-(4.42), to describe the total chemical poten-
tial, the spin accumulation, and the temperature profile in each region separately.
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The integration constants are solved invoking the following boundary conditions:
T (−LF) = T1, T (LN) = T2, and js(−LF) = js(LN) = 0. Furthermore, we use
Eqs. (4.43)-(4.45) and assume, as in the standard spin-injection model [9], that the
charge, spin, and heat currents are continuous at the interface, giving us five ad-
ditional equations for the integration constants. From this set of equations, the
integration constants, including the gradients ∇TF and ∇TN, can be obtained. De-
pending on the choice of the direction of the gradient, one finds that spin is either
injected from the F region into the N region or extracted from the N region by a pure
spin current, that is, a spin current without accompanying charge current.
In order to measure the efficiency of the thermal spin injection [js(0) < 0] and ex-
traction [js(0) > 0] at the interface, we calculate the thermal spin-injection efficiency
κ = js(x = 0)/∇TN, which corresponds to a spin thermal conductivity. Our model
gives
κ =− σN tanh (LN/λsN)
2 [RF tanh (LN/λsN) +Rc tanh (LN/λsN) tanh (LF/λsF) +RN tanh (LF/λsF)]
× {tanh (LF/λsF)SscRc (1− P 2Σ)+ [1− cosh−1 (LF/λsF)]SsFRF (1− P 2σF)} ,
(4.51)
with the effective resistances for the F, N, and contact regions,
RN = λsN/σN, (4.52)
RF = λsF/
[
σF(1− P 2σF)
]
, (4.53)
Rc = 1/
[
Σc(1− P 2Σ)
]
, (4.54)
and the contact conductance spin polarization
PΣ = Σsc/Σc. (4.55)
Equation (4.51) has been derived in the limit of SλF/N/c ≪
√L, in which the tem-
perature gradients are given by
∇TF = ∆T
σFRFN , (4.56)
∇TN = ∆T
σNRFN , (4.57)
where
RFN = LF
σF
+
1
Σc
+
LN
σN
. (4.58)
If the sample sizes are large, that is, if LF ≫ λsF and LN ≫ λsN, as is usually the
case (but not in Figs. 4.6 and 4.7 where LN < λsN), the situation at the interface is
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not sensitive to the boundary conditions far away from the interface and Eq. (4.51)
reduces to
κ = −σN
2
SscRc (1− P 2Σ) + SsFRF (1− P 2σF)
RF +Rc +RN
= −σN
2
〈Ss(1− P 2σ )〉R,
(4.59)
where 〈...〉R denotes an average over the effective resistances. The above expressions
for the spin-injection efficiency and the gradients, Eqs. (4.51)-(4.59), could have also
been obtained by using Eqs. (4.36)-(4.39) to calculate the profiles and taking the
limit SλF/N/c ≪
√L. Equation (4.59) is the spin-heat coupling equivalent of the
well-known formula for the electrical spin-injection efficiency [8, 9].
Using the spin-injection efficiency, Eq. (4.51) [or Eq. (4.59) for large devices], the
profiles of the spin current and accumulation in the N region (0 < x < LN) can be
written compactly as
js(x) = −κ∇TN sinh [(x− LN)/λsN]
sinh(LN/λsN)
(4.60)
and
µs(x) = −RNκ∇TN cosh [(x− LN)/λsN]
sinh(LN/λsN)
, (4.61)
which reduce to
js(x) = κ∇TN exp (−x/λsN) (4.62)
and
µs(x) = −RNκ∇TN exp (−x/λsN) (4.63)
for LN ≫ λsN. In particular, at the contact the spin accumulation in the nonmagnetic
material can be calculated as
µs(0
+) = −RNκ∇TN coth (LN/λsN) . (4.64)
Equation (4.51) also makes it clear that whether there is spin injection or extraction
depends not only on the direction of the temperature gradient, but also on the specific
materials chosen.
Another quantity of interest is the total drop of the chemical potential across the
F/N junction,
∆ (η/e+ µ) = [η(T2)− η(T1)] /e+ µ(LN)− µ(−LF), (4.65)
because, in analogy to the calculation of the total resistance of the F/N junction
in the case of the electrical spin injection [9], it allows us to define the total See-
beck coefficient S of the device, which can be separated into an equilibrium and a
nonequilibrium contribution:
∆ (η/e+ µ) ≡ S∆T ≡ (S0 + δS)∆T. (4.66)
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Figure 4.6.: Profiles of the (a) spin accumulation and the (b) total chemical potential
for a Ni81Fe19/Cu junction at T = 300 K with LF = LN = 50 nm and ∆T = −100
mK. The solid lines show the results for Rc = 1× 10−16 Ωm2, the dashed lines for
Rc = 1× 10−14 Ωm2.
Here,
S0 =
(SF + SsFPσF)
LF
σF
+ (Sc + SscPΣ)
1
Σc
+ SN
LN
σN
2RFN (4.67)
denotes the Seebeck coefficient of the F/N junction in the absence of spin accumula-
tion, whereas
δS =
PσF [µs(−LF)− µs (0−)] + PΣ [µs (0−)− µs (0+)]
∆T
(4.68)
is the nonequilibrium contribution to the Seebeck coefficient due to spin accumula-
tion. If the extensions of the F/N junction are much larger than the spin-diffusion
lengths, the nonequilibrium Seebeck coefficient can be expressed as
δS =
SsFλsF(PΣ−2PσF)
2σF
+ κ[(PΣ−PσF)RF+PΣRN]
σN
RFN . (4.69)
For illustration, the profiles of the total chemical potential and the spin accumulation
are displayed in Fig. 4.6 for a junction consisting of Ni81Fe19 (see Sec. 4.3 for the
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Figure 4.7.: Profiles of the (a) spin current and the (b) heat current for a
Ni81Fe19/Cu junction at T = 300 K with LF = LN = 50 nm and ∆T = −100
mK. The solid lines show the results for Rc = 1× 10−16 Ωm2, the dashed lines for
Rc = 1× 10−14 Ωm2.
corresponding parameters) and Cu (λsN = 350 nm, σN = 5.88 × 107 1/Ωm, SN =
1.84× 10−6 V/K) with a temperature difference ∆T = T2 − T1 = −100 mK between
both ends of the junction and the mean temperature T = 300 K [136, 147, 126].
Figure 4.7 shows the spin and heat currents for the same system. In Figs. 4.6 and 4.7
we have chosen Rc = 1 × 10−16 Ωm2 and Rc = 1 × 10−14 Ωm2, as well as PΣ = 0.5,
Sc = −1.0× 10−6 V/K, and Ssc = 0.5Sc [147]. There is a drop of the total chemical
potential across the junction [see Fig. 4.6 (b)]. For the chosen parameters, spin is
injected from the F region into the N region, where nonequilibrium spin accumulates
at the F/N interface and decays within the spin-diffusion length [see Figs. 4.6 (a)
and 4.7 (a) where LN < λsN]. By applying the temperature difference ∆T into the
opposite direction, that is, by choosing T1 < T2, the situation reverses and spin
would be extracted from the N region. Figure 4.6 (a) also illustrates that the spin
accumulation in the N region decreases with increasing contact resistance. The heat
current flows from the hot to the cold end of the junction [jq(x) > 0], as can be seen
in Fig. (4.7) (b). Furthermore, one can observe that in the F region the heat current
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is not perfectly constant and decreases at x = −LF as well as at the contact,6 while
in the N region the heat current remains constant.
We now discuss two important cases: transparent and tunnel contacts in large F/N
junctions where LF ≫ λsF and LN ≫ λsN. For transparent contacts Rc ≪ RF, RN
and the spin-injection efficiency reduces to
κ = −σN
2
SsFRF (1− P 2σF)
RF +RN
. (4.70)
Thermal electronic spin injection from a ferromagnetic metal to a semiconductor,
that is, the case of RN ≫ RF, would suffer from the same ”conductivity/resistance
mismatch problem” [8, 109, 148, 149] as the usual electrical spin injection does. The
nonequilibrium Seebeck coefficient can then be written as
δS = − SsFλsFPσF
2σF (LF/σF + LN/σN)
(
1 +
RN
RF +RN
)
. (4.71)
In this case, κ and δS are restricted only by the individual effective resistances RF
and RN of the F and N regions. Moreover, the spin accumulation µs is continuous at
transparent contacts, that is, µs(0
+) = µs(0
−) and Eq. (4.64) yields the expression
found in Ref. 136 for µs(0)/∇TF.7
Tunnel contacts, on the other hand, have very large effective resistances Rc ≫ RF, RN
for which Eqs. (4.59) and (4.69) reduce to
κ = −σN
2
Ssc
(
1− P 2Σ
)
(4.72)
and
δS =
SsFλsF(PΣ−2PσF)
2σF
+
Ssc(1−P 2Σ)[PσFRF−PΣ(RF+RN)]
2
RFN . (4.73)
The thermal spin-injection efficiency for the tunnel junction is determined by the
spin-polarization properties of the contact and the conductivity mismatch issue does
not arise in this case. A similar result has also been obtained recently in Ref. 150.
4.4.2. Interplay between thermal gradients and simultaneous
charge currents
Another interesting effect is the interplay between a thermal gradient across the F/N
junction and a simultaneous charge current (see Fig. 4.8). To analyze this process,
we take Eqs. (4.40)-(4.42), this time with a finite charge current j, and replace the
6This is due to the assumption of constant temperature gradients and would not be the case if the
full model was used.
7Here, we use that ∇TN = (σF/σN)∇TF.
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Figure 4.8.: A schematic illustration of a F/N junction placed in a thermal gradient
with a charge current being simultaneously driven through the junction.
boundary condition for the spin current at x = −LF by js(−LF) = PσFj while leaving
the boundary conditions for the temperature unchanged and also taking js(LN) = 0
as before. By choosing the charge current j = jcom appropriately, the effects of the
charge current and the thermal gradient, each by itself applicable for injecting spin
into the N region or extracting spin from it, can cancel each other out. As a result,
we find that for LF ≫ λsF, a charge current
jcom =
RF (1− P 2σF)SsF +Rc (1− P 2Σ)Scs
2RFN (RFPσF +RcPΣ) ∆T (4.74)
extracts (injects) the spin injected (extracted) through a given temperature difference
∆T with no net spin current in the N region.
This effect is shown in Figs. 4.9 and 4.10 for the Ni81Fe19/Cu junction investigated
in this section (see above). We find that a current density of jcom = 7.6 × 107
A/m2 (jcom = 1.9 × 107 A/m2) is needed to compensate a temperature difference
of ∆T = −100 mK if Rc = 1 × 10−16 Ωm2 (Rc = 1 × 10−14 Ωm2). Figures 4.9 (a)
and 4.10 (a) show that there is no spin accumulation and no spin current in the
nonmagnetic material under the compensating electric current condition. The drop
of the chemical potential across the F/N junction is shown in Fig. 4.9 (b) and the
heat current flowing from the hot to the cold end of the junction in Fig. 4.10 (b).
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Figure 4.9.: Profiles of the (a) spin accumulation and the (b) total chemical potential
for a Ni81Fe19/Cu junction at T = 300 K with LF = LN = 50 nm and ∆T = −100
mK if an electric current compensates the spin accumulation due to the thermal
gradient. The solid lines show the results for Rc = 1×10−16 Ωm2, the dashed lines
for Rc = 1× 10−14 Ωm2.
The spin-injection compensation should be useful for experimental investigation of
the purely electronic contribution to the spin Seebeck effect.
Moreover, we remark that jcom can be used to describe the efficiency of thermal spin
injection if one investigates an open-circuit F/N junction (j = 0) placed in a thermal
gradient as above. In this case, the spin current at the interface js(x = 0) is described
by Eqs. (4.51) or (4.59), respectively. We can then define the ratio between the spin
current at the interface and the charge current one would have to drive through the
junction to cancel the thermal spin injection, P = js(x = 0)/jcom. For large devices
and SλF/N/c ≪
√L, this ratio can be calculated as
P = −〈Pσ〉R, (4.75)
which represents the negative spin-injection efficiency of the electrical spin injec-
tion [9].
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Figure 4.10.: Profiles of the (a) spin current and the (b) heat current for a
Ni81Fe19/Cu junction at T = 300 K with LF = LN = 50 nm and ∆T = −100
mK if an electric current compensates the spin accumulation due to the thermal
gradient. The solid lines show the results for Rc = 1×10−16 Ωm2, the dashed lines
for Rc = 1× 10−14 Ωm2.
4.4.3. Peltier effects in F/N junctions
As mentioned above, the spin-dependent Peltier effect describes the heating or cooling
at the interface between a ferromagnetic and normal conductor driven by a spin
current [135]. In the following, we study several different setups in which a spin
current passes through the interface of an isothermal (or nearly isothermal) F/N
junction and which therefore give rise to the spin-dependent Peltier effect.
For every setup investigated in this section, we assume LN/F ≫ λsN/F. The first setup
considered is the electrical spin injection in a F/N junction: An electric current is
driven across an isothermal F/N junction, that is, ∇T = 0 [see Fig. 4.11 (a)]. Since
the entire junction is kept at constant temperature, the continuity of the heat and
energy current [Eq. (4.31)] does not apply and it is sufficient to solve just Eqs. (4.24),
(4.26), and (4.27), that is, the formulas obtained for the electrical spin injection can
be used. The spin current at the interface is given by [9]
js(0) =
PσFRF + PΣRc
RF +Rc +RN
j = 〈Pσ〉Rj. (4.76)
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Figure 4.11.: A schematic illustration of a F/N junction in the electrical spin-
injection setup, where (a) refers to an isothermal junction and (b) to the situation
where jq(x) = 0. The fact that in (b) the temperature at one end of the junction
is not given as an external boundary condition, but has to be calculated from the
model is implied by “?”.
For constant temperature profiles the heat current, Eq. (4.28), is not continuous at
the interface and reads as
jq(x) =
TSF
2
j +
TSsF
2
js(x), x < 0 (4.77)
and
jq(x) =
TSN
2
j, x > 0. (4.78)
Therefore, the total heat produced (dissipated) per time at the interface is given by
Γtotq = jq(0
−)− jq(0+) = Γq + Γsq, (4.79)
where
Γq =
T (SF − SN) j
2
(4.80)
and
Γsq =
TSsF〈Pσ〉Rj
2
(4.81)
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denote the rates of heat production (dissipation) due to the conventional (charge)
Peltier and spin-dependent Peltier effects.
If the temperature is fixed at just one end of the junction, a temperature drop
arises across the F/N junction due to the heat evolution at the interface. In order
to estimate this temperature drop, we follow the approach used in Ref. 135 and
investigate the hypothetical situation where no heat enters or leaves the F/N junction
and no heat is generated inside the junction, that is, jq(x) = 0 [see Fig. 4.11 (b)].
For Sλ ≪
√L, the profiles of the chemical potential, the spin accumulation, and the
spin current are nearly identical in the cases of an isothermal F/N junction and a
F/N junction with jq(x) = 0 (see the following), and Eq. (4.82) should give a good
estimate for the temperature difference arising across the junction due to the heating
or cooling at the interface.
Thus, instead of ∇T = 0, we apply the condition jq(x) = 0 for any x. This situation
requires us to solve the full system of differential equations given by Eqs. (4.24),
(4.26), (4.27), (4.28), and (4.31). Since this situation depends crucially on the heat
current [via jq(x) = 0], the full solution given by Eqs. (4.36)-(4.39) has to be used,
which, in contrast to the assumption of constant gradients in each region, ensures
constant heat currents. The temperature far away from the interface is fixed at a
given value for one region [for example, at T1 in the F region as shown in Fig. 4.11 (b)].
At the interface, we impose the boundary conditions that the charge, spin, and heat
currents given by Eqs. (4.43)-(4.45) have to be continuous. As before, we assume
that LN/F ≫ λsN/F, in which case the situation at the interface is not sensitive to the
boundary conditions far away from the interface. Thus, we choose lim
x→±∞
µs(x) = 0
as boundary conditions for convenience.
The quantity we are interested in is the temperature drop across the entire junction,
which can be obtained as
∆T = ∆Tch +∆Ts. (4.82)
As usual, SλF/N/c ≪
√L and the conventional contribution to the temperature drop
then reads as
∆Tch =
[
(SF + SsFPσF)LF
2LσF +
Sc + SscPΣ
2LΣc
SNLN
2LσN
]
j, (4.83)
while the contribution due to the spin accumulation in the region around the interface
can be obtained from
∆Ts =
SsF (1− P 2σF)
2L µs
(
0−
)
+
Ssc (1− P 2Σ)
2L
[
µs
(
0+
)− µs (0−)] . (4.84)
In this limit, the spin current at the interface is given by the same expression as in
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Figure 4.12.: Profiles of the (a) spin accumulation and the (b) spin current for a
Ni81Fe19/Cu junction with LF = LN = 1 µm, Rc = 1 × 10−16 Ωm2, and j = 1011
A/m2. The solid lines show the results obtained for an isothermal junction at
T = 300 K, whereas the dashed lines show the results obtained for a junction with
jq(x) = 0 and T (−L1) = 300 K.
Eq. (4.76) and we find
∆Ts =
SsF (1− P 2σF)
2L RF (〈Pσ〉R − PσF) j
+
Ssc (1− P 2Σ)
2L [RFPσF − (RF +RN) 〈Pσ〉R] j.
(4.85)
In Fig. 4.12, we display the profiles of the spin accumulation [Fig. 4.12 (a)] and
the spin current [Fig. 4.12 (b)] in Ni81Fe19/Cu junctions (LF = LN = 1 µm, and
Rc = 1 × 10−16 Ωm2) across which a current j = 1011 A/m2 is driven. As can be
seen in Fig. 4.12, the agreement between the solutions of an isothermal junction at
T = 300 K and those of a junction where jq(x) = 0 and T (−LF) = 300 K is very
good, that is, for Sλ ≪
√L the behavior of the spin accumulation and current is
relatively insensitive in these cases.
Having studied the spin-dependent Peltier effect in situations where the spin current
is driven by an accompanying charge current, we now turn to a different scenario
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Figure 4.13.: A schematic illustration of a F/N junction in the Silsbee-Johnson
spin-charge coupling setup, where (a) refers to an isothermal junction and (b) to
the situation where jq(x) = 0. The fact that in (b) the temperature at one end
of the junction is not given as an external boundary condition, but has to be
calculated from the model is implied by “?”.
in which we are dealing with a pure spin current (j = 0) and there, consequently,
is no contribution from the conventional Peltier effect. First, we study heating or
cooling effects at the interface of a F/N junction in the Silsbee-Johnson spin-charge
coupling setup [108, 151], that is, we investigate the heat generated at the F/N
interface while keeping the temperature constant across the entire structure, ∇T = 0
[see Fig. 4.13 (a)]. The inverse process of spin injection, the Silsbee-Johnson spin-
charge coupling, describes the generation of an electromotive force across the junction
due to the presence of nonequilibrium spin in the proximity of the ferromagnet for
j = 0. This nonequilibrium spin in the N region generates a spin current, which then
drives the spin-dependent Peltier effect. For ∇T = 0 and the boundary conditions
µs (−∞) = 0 and µs (∞) 6= 0 (modeling the spin accumulation in the N region) the
standard model of electrical spin injection yields
js(0) =
µs (∞)
RF +Rc +RN
(4.86)
for the spin current at the interface [9, 101]. Equations (4.77) and (4.78), which
apply to any case of ∇T = 0, show that the heat current vanishes in the N region
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and the rate of heat flowing to or away from the interface is given by
Γtotq = Γ
s
q =
TSsF
2
µs (∞)
RF +Rc +RN
. (4.87)
Finally, we look at the Silsbee-Johnson spin-charge coupling setup, but instead of
keeping the junction at a constant temperature, we impose the condition jq(x) = 0
while keeping one end at a fixed temperature and calculate the temperature drop
across the junction [see Fig. 4.13 (b)]. By applying the additional boundary condi-
tions lim
x→−∞
µs(x) = 0 and requiring the currents to be continuous at the interface,
we can use Eqs. (4.82)-(4.84) with j = 0. Thus, ∆Tch = 0 and the temperature
drop across the junction is entirely due to the spin current and spin accumulation,
∆T = ∆Ts. We find that the spin current at the interface is given by Eq. (4.86) for
SλF/N/c ≪
√L and thus the temperature drop across the junction is given by
∆T =
〈Ss(1− P 2σ )〉R
2L µs (∞) = −
κ
LσNµs (∞) , (4.88)
where κ is the thermal spin-injection efficiency of the F/N junction as defined in
Eq. (4.59). Equation (4.88) is the thermal analog of the Silsbee-Johnson spin-charge
coupling. The sign of the temperature drop changes when changing the spin accu-
mulation µs(∞) from parallel to antiparallel to κ.
4.5. F/N/F junctions
4.5.1. F/N/F junctions placed in thermal gradients
The procedure that we used in the previous section to describe spin injection in a F/N
junction can also be applied to more complex structures. Here, we will discuss spin
injection in a F/N/F junction consisting of two ferromagnets F1 and F2 (denoted by
the additional subscripts 1 and 2) of lengths L1 and L2 and a nonmagnetic conductor
N (denoted by the additional subscriptN) of length LN between the ferromagnets. By
adjusting the orientations of the magnetization in each ferromagnet independently,
the junction can be either in a parallel (↑↑) or antiparallel (↑↓) configuration, that is,
we restrict ourselves to collinear configurations. The interfaces C1 and C2 between
the ferromagnets and the nonmagnetic material are located at x = 0 and x = LN. In
Ref. 139 the influence of electric currents on the temperature profile in such structures
has been investigated if both ends of the device were held at the same temperature.
Here, we consider a different situation: We investigate an open curcuit geometry (j =
0) in which both ends of the device are coupled to different temperature reservoirs.
Holding the opposite ends of the device at different temperatures, T2 and T1, gives
rise to temperature gradients across the junction. Figure 4.14 gives a schematic
overview of this geometry.
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Figure 4.14.: A schematic illustration of a F/N/F junction placed in a thermal
gradient.
The chemical potential, the spin accumulation, and the spin current are calculated
as in the previous section: Assuming uniform temperature gradients ∇T1, ∇T2, and
∇TN, we use the simplified spin-diffusion equation (4.34) and fix the integration
constants by the boundary conditions T (−L1) = T1, T (LN+L2) = T2, and js(−L1) =
js(LN+L2) = 0. Each of the contact regions C1 and C2 is characterized by Eqs. (4.43)-
(4.45) and we require that the currents are continuous at each interface. This allows
us to obtain the profiles of the chemical potential, the spin accumulation, and the
spin current.
As in the case of the F/N junction, spin is either injected or extracted at the interfaces
between the ferromagnets and the nonmagnetic material. We investigate the spin-
injection efficiencies, κ1 = js(0)/∇TN and κ2 = js(LN)/∇TN, at the contacts C1 and
C2. In general, the expressions for κ1 and κ2 are quite unwieldy, but can be simplified
somewhat if we assume the case of L1 ≫ λs1 and L2 ≫ λs2:
κi = κ
0
iR
i
FN
RN coth (LN/λsN) +Rcj +Rj
D0
+ κ0jR
j
FN
RN
D0 sinh (LN/λsN)
(4.89)
with i, j = 1, 2 and i 6= j, the thermal spin-injection efficiencies of the individual
F/N junctions,
κ0i = −
σN
2
SsciRci (1− P 2Σci) + SsiRi (1− P 2σi)
Ri +Rci +RN
, (4.90)
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as defined in Eq. (4.59), their effective resistances,
RiFN = Ri +Rci +RN, (4.91)
and
D0 = R
2
N+(Rc1+R1)(Rc2+R2)+ coth (LN/λsN) (R1 +Rc1 +Rc2 +R2)RN. (4.92)
Comparing the thermal and electrical [101] spin-injection efficiencies of the F/N/F
junction, we find that the structure of Eq. (4.89) is similar to the structure of the
electrical spin-injection efficiency. Here, the temperature gradient in the N region
reads as
∇TN = ∆T
σNRFNF , (4.93)
where
RFNF = L1
σ1
+
1
Σc1
+
LN
σN
+
1
Σc2
+
L2
σ2
. (4.94)
For a given temperature gradient, Eq. (4.89) can be used to determine whether there
is spin injection [js(0) < 0 or js(LN) > 0] or extraction [js(0) > 0 or js(LN) < 0] at
the interface Ci. The profiles of the spin current and the spin accumulation in the N
region (0 < x < LN) are
js(x)
∇TN =
κ2 sinh (x/λsN)− κ1 sinh [(x− LN) /λsN]
sinh (LN/λsN)
(4.95)
and
µs(x)
RN∇TN =
κ2 cosh (x/λsN)− κ1 cosh [(x− LN) /λsN]
sinh (LN/λsN)
. (4.96)
If LN ≫ λsN, Eq. (4.89) reduces to Eq. (4.59), that is, the spin-injection efficiency of
a simple F/N junction.
In analogy to the procedure employed in Sec. 4.4, we can calculate the drop of the
chemical potential across the F/N/F junction
∆ (η/e+ µ) = [η(T2)− η(T1)] /e+ µ(LN + L2)− µ(−L1) (4.97)
and relate this drop to the Seebeck coefficient S of the entire device
∆ (η/e+ µ) ≡ S∆T ≡ (S0 + δS)∆T, (4.98)
which we split into the equilibrium contribution S0 and a nonequilibrium contribution
δS due to spin accumulation. By investigating the chemical potential drops in the
different regions and at the contacts we obtain the equilibrium and nonequilibrium
Seebeck coefficients
S0 =
1
2RFNF
[
(S1 + Ss1Pσ1)L1
σ1
+
Sc1 + Ssc1PΣ1
Σc1
+
SNLN
σN
+
Sc2 + Ssc2PΣ2
Σc2
+
(S2 + Ss2Pσ2)L2
σ2
] (4.99)
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Figure 4.15.: Profiles of the (a) spin potential, the (b) total chemical potential,
and the (c) spin current for a Ni81Fe19/Cu/Ni81Fe19 junction at T = 300 K with
L1 = L2 = 100 nm, LN = 50 nm, and ∆T = −100 mK. The solid lines show
the profiles for the parallel configuration, the dashed lines for the antiparallel
configuration.
and
δS =
1
RFNF
{
PΣ1
[
R1κ1
σN
+
Ss1λs1
2σ1
− λsNκ2 − κ1 cosh(LN/λsN)
sinh(LN/λsN)
]
+PΣ2
[
R2κ2
σN
+
Ss2λs2
2σ2
− λsNκ1 − κ2 cosh(LN/λsN)
sinh(LN/λsN)
]
−Pσ1
(
κ1R1
σN
+
Ss1λs1
σ1
)
− Pσ2
(
κ2R2
σN
+
Ss2λs2
σ2
)}
.
(4.100)
Once more, Eq. (4.100) has been derived in the limit of L1 ≫ λs1 and L2 ≫ λs2,
which usually applies to most devices.
Figure 4.15 shows the profiles for a symmetric F/N/F junction consisting of Ni81Fe19
as ferromagnets and Cu as the nonmagnetic material (for the corresponding param-
eters see Secs. 4.3 and 4.4) for T = (T1 + T2)/2 = 300 K and ∆T = T2 − T1 = −100
mK. Here, the lengths of the individual constituents are chosen to be L1 = L2 = 100
nm and LN = 50 nm. The contact parameters are Rc1 = Rc2 = 1 × 10−16 Ωm2,
Sc1 = Sc2 = −1.0 × 10−6 V/K, and PΣ1 = ±PΣ2 = 0.5 and Ssc1 = ±Ssc2 = 0.5Sc1
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depending on whether the parallel (+) or antiparallel (−) configuration is investi-
gated. As shown in Figs. 4.15 (a) and (c), spin is injected into the N region from
both F regions in the antiparallel configuration. If the F/N/F junction is in the
parallel configuration, spin is injected into the N region from one F region, while at
the opposite interface, spin is extracted from the N region. Changing the sign of
∆T would lead to spin extraction from the N region in the antiparallel configura-
tion, whereas spin would still be injected at one interface and extracted at the other
interface. In Fig. 4.15 (b), one can observe a drop of the total chemical potential
across the F/N/F junction for both, the parallel and antiparallel configurations. If
an asymmetric F/N/F junction (for example, by choosing different lengths L1 and
L2 or different materials for F1 and F2) is considered, the qualitative properties of
Fig. 4.15 will remain the same, although the graphs will be distorted compared to
the symmetric case.
Next, we look at the difference between the drops of the chemical potential [given by
Eq. (4.97)] in the parallel and antiparallel configurations (denoted by the superscripts
i =↑↑, ↑↓ in the following), as a quantitative measure of the spin accumulation in
the N region (thermal analog of the giant magnetoresistance). If one analyzes the
temperature profile T (x) and the local equilibrium chemical potential η [T (x)], one
finds that within our model they are the same for the parallel and antiparallel con-
figurations (in the limit Sλj ≪
√L). Hence, the difference between the drops of the
chemical potential is just the drop of the quasichemical potentials, that is,
∆ (η/e+ µ)↑↑ −∆(η/e+ µ)↑↓ = ∆µ↑↑ −∆µ↑↓, (4.101)
where ∆µi = µi(LN +L2)− µi(−L1). Moreover, the equilibrium Seebeck coefficients
given by Eq. (4.99) are the same for both configurations and consequently
∆µ↑↑ −∆µ↑↓ = (δS↑↑ − δS↑↓)∆T, (4.102)
which, in the limit of L1 ≫ λs1 and L2 ≫ λs2, yields
∆µ↑↑ −∆µ↑↓ = λsN∇TN
D0 sinh (LN/λsN)
[(
Ss1λs1
σ1
+
Ssc1
Σc1
)
(R2P2 +Rc2PΣ2)
+
(
Ss2λs2
σ2
+
Ssc2
Σc2
)
(R1P1 +Rc1PΣ1)
]
,
(4.103)
if Eq. (4.100) is inserted for each of the nonequilibrium Seebeck coefficients. In
Eq. (4.103) as well as in the following, we choose to express the system parameters
in terms of the parallel configuration (for example, P2 = P
↑↑
2 etc.). As mentioned
before, in our approximation the temperature gradient in the N region, given by
Eq. (4.93), does not depend on whether the system is in its parallel or antiparallel
configuration.
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The charge neutrality condition (4.17) enables us to relate ∆µi to the voltage drop
measured across the junction, ∆ϕi = ϕi(LN+L2)−ϕi(−L1). Using this, the difference
between the voltage drops in both configurations can be written as
∆ϕ↑↑ −∆ϕ↑↓ =gs1
g1
(
µ↑↑sL − µ↑↓sL
)
− gs2
g2
(
µ↑↑sR + µ
↑↓
sR
)
− (∆µ↑↑ −∆µ↑↓) , (4.104)
where the shorthand notations µisL = µ
i
s(−L1) and µisR = µis(LN + L2) have been
introduced. For L1 ≫ λs1 and L2 ≫ λs2, the contributions to Eq. (4.104) originating
from the spin accumulation at x = −L1 and x = LN + L2, µ↑↑sL − µ↑↓sL and µ↑↑sR + µ↑↓sR,
are small compared to ∆µ↑↑ −∆µ↑↓ and consequently
∆ϕ↑↑ −∆ϕ↑↓ ≈ − (∆µ↑↑ −∆µ↑↓) . (4.105)
Thus, one can also measure the difference between the quasichemical potential drops
electrostatically, namely as the difference between the voltage drops across the F/N/F
junction.
Figure 4.16 shows the dependence of ∆µ↑↑−∆µ↑↓ on the length of the N region, LN,
for a symmetric Ni81Fe19/Cu/Ni81Fe19 junction similar to the one considered above
(apart from LN, Rc1, and Rc2 the parameters are the same as in Fig. 4.15) for the
contact resistances Rc1 = Rc2 = 1×10−16 Ωm2 and Rc1 = Rc2 = 1×10−14 Ωm2. With
increasing length of the N region, the amplitude of the voltage difference decreases
until, for very large N regions with LN ≫ λsN, there is no difference between the
voltage drops in the parallel and antiparallel configurations and ∆µ↑↑ − ∆µ↑↓ → 0.
If LN is comparable or even smaller than the spin-diffusion length (λsN ≈ 350 nm
in Cu), the voltage drops across the F/N/F junction are different for the different
configurations with ∆µ↑↑ −∆µ↑↓ given by Eq. (4.103).
4.5.2. Peltier effects in F/N/F junctions
The section on F/N/F junctions is concluded by a brief discussion of Peltier effects
in such structures in the limit of Sλj ≪
√L and L1/2 ≫ λs1/2.
Figure 4.17 (a) summarizes the first system considered: A charge current j is driven
across an isothermal F/N/F junction and there is heating or cooling of the interfaces.
Similarly to Sec. 4.4.3, the electrical spin-injection efficiencies at the interfaces Pj1 =
js(0)/j and Pj2 = js(LN)/j are given by the standard model of electrical spin injection
and, as described in detail in Ref. 101, read as
Pjk = P
0
jkR
k
FN
RN coth (LN/λsN) +Rcl +Rl
D0
+ P 0jlR
l
FN
RN
D0 sinh (LN/λsN)
, (4.106)
where D0 is given by Eq. (4.92) and k, l = 1, 2 and k 6= l. The effective resistances
of the individual F/N junctions RkFN are given by Eq. (4.91) and their electrical
90
4.5. F/N/F junctions
0 1 2 3 4
LN/λsN
0
1
2
3
4
5
6
7
∆µ
↑↑
-
 
∆µ
↑↓
 
[1
0-8
 
V
]
R
c1=Rc2=10
-16Ωm2
R
c1=Rc2=10
-14Ωm2
Figure 4.16.: Difference between the chemical potential drops of the parallel and
antiparallel configurations, ∆µ↑↑−∆µ↑↓, as a function of the length of the N region,
LN, for a Ni81Fe19/Cu/Ni81Fe19 junction at T = 300 K with L1 = L2 = 100 nm
and ∆T = −100 mK.
spin-injection efficiencies by
P 0jk =
PΣkRck + PσkRk
Rk +Rck +RN
. (4.107)
As noted above, the electrical spin-injection efficiencies (4.106) of a F/N/F junction
are composed of the electrical spin-injection efficiencies of the individual F/N junc-
tions in the same way the thermal spin-injection efficiencies [Eq. (4.89)] are composed
of the thermal spin-injection efficiencies of the individual F/N junctions.
Consequently, the rates of heat production or dissipation at contacts C1 and C2 read
as
Γtotq1 = jq(0
−)− jq(0+) = Γq1 + Γsq1, (4.108)
Γtotq2 = jq(L
−
N)− jq(L+N) = Γq2 + Γsq2 (4.109)
and consist of contributions from the conventional Peltier effect
Γq1 =
T (S1 − SN) j
2
, (4.110)
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Figure 4.17.: A schematic illustration of a F/N/F junction in the electrical spin-
injection setup, where (a) refers to an isothermal junction and (b) to the situation
where jq(x) = 0. The fact that in (b) the temperature at one end of the junction
is not given as an external boundary condition, but has to be calculated from the
model is implied by “?”.
Γq2 =
T (SN − S2) j
2
, (4.111)
as well as contributions from the spin-dependent Peltier effect
Γsq1 =
TSs1Pj1j
2
, (4.112)
Γsq2 = −
TSs2Pj2j
2
. (4.113)
Figure 4.18 illustrates this situation for an isothermal Ni81Fe19/Cu/Ni81Fe19 junction
(in parallel and antiparallel configurations) at T = 300 K with L1 = L2 = 100
nm, LN = 50 nm, Rc1 = Rc2 = 1 × 10−16 Ωm2, Sc1 = Sc2 = −1.0 × 10−6 V/K,
PΣ1 = ±PΣ2 = 0.5, Ssc1 = ±Ssc2 = 0.5Sc1, and j = 107 A/m2. The profiles of the
heat current in Fig. 4.18 show that, for the parameters chosen, there is cooling at C1
(x = 0) as heat flows away from it, while heat flows to C2 and leads to heating in the
region around the C2 (x = LN). The widths of those regions of heating or cooling
are given by the individual spin-diffusion lengths.
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Figure 4.18.: Profiles of the heat current for an isothermal Ni81Fe19/Cu/Ni81Fe19
junction at T = 300 K with L1 = L2 = 100 nm, LN = 50 nm, and j = 10
7 A/m2.
The solid line shows the profile for the parallel configuration, the dashed line for
the antiparallel configuration.
The second system considered is a F/N/F junction where jq(x) = 0 and across
which an electric current j is driven and one end of which is anchored at a fixed
temperature [see Fig. 4.17 (b)]. Requiring the charge, spin, and heat currents given by
Eqs. (4.43)-(4.45) to be continuous and imposing the additional boundary conditions
lim
x→±∞
µs(x) = 0, we find that the temperature drop across the junction ∆T = ∆Tch+
∆Ts is composed of a drop due to the conventional Peltier effect
∆Tch =
[
(S1 + Ss1Pσ1)L1
2Lσ1 +
Sc1 + Ssc1PΣ1
2LΣc1 +
SNLN
2LσN
+
Sc2 + Ssc2PΣ2
2LΣc2 +
(S2 + Ss2Pσ2)L2
2Lσ2
]
j,
(4.114)
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and a contribution due to the spin accumulation in the region around the interfaces
∆Ts =
Ss1 (1− P 2σ1)
2L µs
(
0−
)− Ss2 (1− P 2σ2)
2L µs
(
L+N
)
+
Ssc1 (1− P 2Σ1)
2L
[
µs
(
0+
)− µs (0−)]
+
Ssc2 (1− P 2Σ2)
2L
[
µs
(
L+N
)− µs (L−N)] .
(4.115)
Here, we are mainly interested in the difference between those temperature drops
in configurations of parallel and antiparallel magnetizations of the ferromagnets (de-
noted by the superscripts i =↑↑, ↑↓ as in Sec. 4.5.1). With the temperature drop due
to the conventional Peltier effect being the same for both configurations, this differ-
ence is exclusively due to the spin accumulation, that is, ∆T ↑↑−∆T ↑↓ = ∆T ↑↑s −∆T ↑↓s ,
which can be calculated as
∆T ↑↑ −∆T ↑↓ = RNjLD0 sinh (LN/λsN)
[(
Ss1λs1
σ1
+
Ssc1
Σc1
)
(R2P2 +Rc2PΣ2)
+
(
Ss2λs2
σ2
+
Ssc2
Σc2
)
(R1P1 +Rc1PΣ1)
]
,
(4.116)
where we have expressed the system parameters in terms of the parallel configuration
(see Sec. 4.5.1).
For illustration, the temperature profiles of a Ni81Fe19/Cu/Ni81Fe19 junction at T =
300 K with jq(x) = 0, L1 = L2 = 100 nm, LN = 50 nm, Rc1 = Rc2 = 1× 10−16 Ωm2,
Sc1 = Sc2 = −1.0 × 10−6 V/K, PΣ1 = ±PΣ2 = 0.5, Ssc1 = ±Ssc2 = 0.5Sc1, and
j = 1011 A/m2 are shown in Fig. 4.19 (a) for both, parallel and antiparallel magneti-
zations in the ferromagnets. While the main (linear) contribution to the temperature
drop originates from the charge Peltier effect and is the same for both configurations,
the spin accumulation near the interfaces is different for each configuration and ac-
counts for different temperature profiles. Figure 4.19 (b), which depicts the difference
between the temperature profiles of the parallel and antiparallel configurations, also
shows that this difference in the temperature profiles arises in the F regions near the
interfaces and within the spin-diffusion lengths. Outside these regions, the tempera-
ture difference remains constant.
4.6. Conclusion
We have generalized the standard model of spin injection as explained in Refs. 8, 9, 101
to describe the coupling between charge, spin, and heat transport in metals. The
formalism has then been used to describe the electronic contribution to the spin(-
dependent) Seebeck effect in such materials, where we found that only at the bound-
aries of the ferromagnet is there significant electronic spin accumulation, which, how-
ever, decays within the spin-diffusion length and can therefore not be responsible for
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Figure 4.19.: Temperature profile (a) of a Ni81Fe19/Cu/Ni81Fe19 junction with with
jq(x) = 0, T1 = 300 K, L1 = L2 = 100 nm, LN = 50 nm, and j = 10
11 A/m2. The
solid line shows the profile for the parallel configuration, the dashed line for the
antiparallel configuration. The profile of the temperature difference between the
parallel and antiparallel configurations is shown in the inset (b).
the linear inverse spin Hall voltage measured by Uchida et al. [123]. Furthermore,
we have analyzed F/N and F/N/F junctions. For F/N junctions, we have shown
that a temperature difference between both ends of the junction generates pure spin
currents, which can be used to extract or inject spin at the interface between the F
and N regions. We have also derived a formula to measure the efficiency of the spin
injection (extraction). In the case of a F/N/F junction, a temperature difference
can also be used to extract or inject spin into the N region if the junction is in a
antiparallel configuration. Moreover, a formula has been derived to calculate the dif-
ference between the voltage drops across the junction in the parallel and antiparallel
configurations. Finally, we have investigated the Peltier and spin-dependent Peltier
effects in F/N and F/N/F junctions and derived analytical formulas to describe their
respective contributions to the heating or cooling in these systems.
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5. Outlook
In this thesis, we have dealt with several different topics. The main results of each
topic have already been summarized at the end of the respective chapters, so we
restrict ourselves to presenting a brief outlook on how the different topics we have
worked on could be extended.
The first part of this thesis has been devoted to HgTe/CdTe-based quantum wells.
Using analytical formulas as well as a finite-difference scheme, we have studied the
magnetic field dependence of the energy spectra and magnetic edge states of those
structures in the presence of perpendicular magnetic fields and hard walls for the
band-structure parameters corresponding to the normal (d < dc) and inverted (d >
dc) regimes. We have found that up to a certain value of the magnetic field (Bc ≈ 7.4
T) counterpropagating, spin-polarized states can still be observed in the inverted
regime, although these states are then no longer protected by time-reversal symmetry.
Furthermore, the bulk magnetization in HgTe quantum wells and their characteristic
de Haas-van Alphen oscillations have been studied, as well as the bulk magneto-
optical conductivity in such structures.
An obvious next step to extend the results for the magnetization and magneto-
optical conductivity (summarized in Sec. 2.5) would be to investigate how the results
change when edge states are taken into account. To do so, one can employ either the
analytical formalism derived in Sec. 2.2.1 or the finite-difference scheme introduced
in Sec. 2.2.2 and calculate the spectrum and states in the presence of hard walls, from
which one can then calculate the density of states and the dipole matrix elements for
semi-infinite or finite systems. This density of states can then be used to compute
the grand potential numerically [see Eqs. (2.40) and (2.41)], which in turn allows
one to obtain the magnetization. The dipole matrix elements can—in conjunction
with the spectrum—be used to calculate the magneto-optical conductivity in the
presence of hard walls via Kubo formulas similar to Eqs. (2.67) and (2.68). Besides
this, one could also use the analytical formalism from Sec. 2.2.1 to calculate so-
called snake orbits, that is, magnetic edge states induced by a nonhomogeneous
magnetic field [152]. Moreover, the finite-difference scheme could be employed to
study topological p-n junctions [153] or the effect of (magnetic) impurities in HgTe
quantum wells numerically.
In the second part of this thesis, we have investigated the effect that optical phonons
and SPPs have on the optical conductivity in graphene and have found that those
phonons increase the absorption in the region 0 < ~ω < 2µ. As mentioned in Sec. 3.4,
one way to refine the present model is by including dynamical screening and energy-
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dependent lifetime broadening (arising, for example, from Coulomb scattering or
acoustic phonons). Instead of graphene situated on a substrate, one could also use
the formalism introduced in Sec. 3.2 to investigate suspended graphene. While there
are no SPPs in this case, flexural phonons might, on the other hand, influence the
optical properties of graphene in this case. Moreover, one could also generalize the
formalism from Sec. 3.2: It might be useful to investigate the optical conductivity, not
only for a uniform system, but also at finite momentum q. At finite momenta, a study
of plasmon modes might of course also be worthwhile. Another possible continuation
of this work would be to extend the formalism to include finite magnetic fields, that
is, to calculate the magneto-optical conductivity in graphene.
Finally, we have formulated a phenomenological model in the spirit of the stan-
dard model of electrical spin injection to describe the electronic mechanism coupling
charge, spin, and heat transport and employed this model to analyze several different
geometries containing ferromagnetic and nonmagnetic regions: F, F/N, and F/N/F
junctions which are subject to thermal gradients. Furthermore, we have studied the
Peltier and spin-dependent Peltier effects in F/N and F/N/F junctions and presented
analytical formulas for the heat evolution at the interfaces of isothermal junctions.
We have presented analytical formulas for the spin accumulation and spin current
profiles in those junctions that are valid for both tunnel and transparent (as well
as intermediate) contacts. For F/N junctions, we have calculated the thermal spin
injection efficiency and the spin accumulation induced nonequilibrium thermopower.
We have found conditions for countering thermal spin effects in the N region with
electrical spin injection. This compensating effect should be particularly useful for
distinguishing electronic from other mechanisms of spin injection by thermal gradi-
ents. For F/N/F junctions, we have analyzed the differences in the nonequilibrium
thermopower (and chemical potentials) for parallel and antiparallel orientations of
the F magnetizations, as evidence and a quantitative measure of the spin accumula-
tion in N.
Just like the standard model of electrical spin injection, the phenomenological model
introduced in Chap. 4 can be employed to analyze not only the geometries presented
in this work, but also more complex, non-local geometries (which are, for example,
used to detect spin accumulation in experiments). Furthermore, one could refine the
model by including effects like spin-orbit coupling or the interplay of thermal and spin
currents with the magnon and spin-phonon drags in the heterostructures investigated
above. To study these effects on a microscopic level, one would, however, have to go
beyond the phenomenological model and use procedures such as the Boltzmann or
Kubo formalisms.
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A. Finite-difference method
The basic idea of any method involving finite differences to solve a system of differ-
ential equations is to discretize the space a continuous function f(r) is defined on by
creating a grid of points rl on this space. While functions of r are simply evaluated on
the grid, derivatives have to be replaced by finite-difference schemes. By substituting
the derivatives with a finite-difference scheme, the system of differential equations is
reduced to a system of algebraic equations which can then be solved numerically.
In general, there are several different finite-difference formulas commonly used to ex-
press derivatives. For our numerical calculations, we have used the central-difference
scheme, which will be briefly introduced in the following. Here, we restrict ourselves
to the case of a one-dimensional function f(x) for convenience.
Consider the Taylor expansion of the function f(x) at the points x± a,
f(x+ a) = f(x) +
df(x)
dx
a+
1
2
d2f(x)
dx2
a2 +O(a3) (A.1)
and
f(x− a) = f(x)− df(x)
dx
a+
1
2
d2f(x)
dx2
a2 +O(a3). (A.2)
By subtracting Eq. (A.2) from Eq. (A.1), keeping only terms up to a3, and solving
for df(x)/dx, we find
df(x)
dx
=
f(x+ a)− f(x− a)
2a
+O(a2). (A.3)
Likewise, we can take the sum of Eqs. (A.1) and (A.2), keep only terms up to a4,
and solve for d2f(x)/dx2, which reads as
d2f(x)
dx2
=
f(x+ a)− 2f(x) + f(x− a)
a2
+O(a2). (A.4)
If a is chosen as the ’lattice constant’ of the grid used to describe the function f(x),
Eqs. (A.3) and (A.4) enable us to replace the first and second derivatives of f(x)
at x = xl = al by combinations of f(xl+1) = f(xl + a), f(xl−1) = f(xl − a), and
f(xl). Therefore, Eqs. (A.3) and (A.4) connect the derivatives at a grid point xl to
the values of the function at xl itself and at directly adjacent grid points xl±1.
In order to improve the convergence of the scheme introduced above, one can also
consider points beyond the nearest grid points. If next-nearest grid points xl±2 =
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xl± 2a are to be considered, in addition to Eqs. (A.1) and (A.2), we also look at the
Taylor expansions
f(x+ 2a) = f(x) + 2
df(x)
dx
a+ 2
d2f(x)
dx2
a2 +O(a3) (A.5)
and
f(x− 2a) = f(x)− 2df(x)
dx
a+ 2
d2f(x)
dx2
a2 +O(a3). (A.6)
Equations (A.1), (A.2), (A.5), and (A.6) can then be solved for df(x)/dx and
d2f(x)/dx2 and we obtain
df(x)
dx
=
−f(x+ 2a) + 8f(x+ a)− 8f(x− a) + f(x− 2a)
12a
+O(a4) (A.7)
and
d2f(x)
dx2
=
−f(x+ 2a) + 16f(x+ a)− 30f(x) + 16f(x− a)− f(x− 2a)
12a2
+O(a4).
(A.8)
Now, the derivatives at xl are calculated by including also the values of the function
at the next-nearest grid points xl±2.
The scheme introduced above can be generalized easily to higher-dimensional spaces
by using Eqs. (A.7) and (A.8) [or Eqs. (A.3) and (A.4), respectively] to rewrite the
derivatives for each coordinate.
A finite-difference Hamiltonian for Eq. (2.4) can be derived from the Schro¨dinger
equation Hˆ0Ψ(x, y) = EΨ(x, y) by discretizing the wave function Ψα(x, y), where
α refers to the four bands |E ↑〉, |H ↑〉, |E ↓〉, |H ↓〉 and the Hamiltonian for zero
magnetic field Hˆ0, given by Eq. (2.1). One can then write down a Hamiltonian for the
discrete wave function Ψα(xl, ym) using the finite-difference formulas (A.7) and (A.8)
and including the effect of the magnetic field by introducing the Peierls’ phase to
describe the vector potential given by Eq. (2.3) and an additional on-site term to
describe the Zeeman term.1 The resulting Hamiltonian is then defined in real space,
that is, on a grid (xl, ym). In general, this Hamiltonian has to be used to calculate
the energy spectrum and eigenstates of the system.
However, if the gauge (2.3) is used, the momentum k along the x-direction is a good
quantum number and we can use the ansatz
Ψα(xl, ym) = (e
ikla/
√
L)ψα(ym), (A.9)
where a is the distance between two grid points in the x-direction, to reduce this real-
space Hamiltonian to the Hamiltonian (2.34) for a given k. Here, we note that in
1Another way to derive a finite-difference Hamiltonian for Eq. (2.4) would have been to already
start with the Schro¨dinger equation HˆΨ(x, y) = EΨ(x, y) instead of Hˆ0Ψ(x, y) = EΨ(x, y) and
then discretize the vector potential in Hˆ instead of including the Peierls’ phase.
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Figure A.1.: Calculated probability density, ρ(x, y) = |Ψ(x, y)|2, of a spin-up bulk
state for a HgTe quantum well with width w = 200 nm and L = 200 nm at B = 0
if a single point-like impurity is put in the center of the geometry. The parameters
of the quantum well correspond to d = 7.0 nm.
writing down the Hamiltonian (2.34), the grid has been chosen such that the distance
between two grid points in the y-direction is equal to the distance between two grid
points in the x-direction.
If we consider the function ψα(y) to be defined on the interval [−w/2, w/2], where w
is the width of the interval, we can divide this interval into N ∈ N smaller intervals,
each of width a = w/N . The grid points are then given by yl = −w/2 + al with
l = 0, 1, ..., N and the discretized wave function by ψα(yl). Since we look for wave
function that satisfy the boundary condition ψα(±w/2) = 0, we require ψα(y0) =
ψα(yN) = 0. Thus, our task is to determine the remaining 4(N − 1) of ψα(yl)
(for 1 ≤ l ≤ N − 1 and the four bands) from the algebraic equations obtained by
applying the finite-difference scheme introduced above. However, one should note
that Eqs. (A.7) and (A.8) cannot be used to evaluate derivatives at x1 and xN−1
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because only the nearest grid points x0 and xN , respectively, are known at the edges.
Hence, one has to use Eqs. (A.3) and (A.4) to connect x1 and xN−1 only to their
nearest neighbors, x0 and x2 for x1 and xN−2 and xN for xN−1.
Finally, as an example for the 2D finite-difference scheme, Fig. A.1 shows the proba-
bility density of a spin-up bulk state (in the lowest bulk conduction band) for a HgTe
quantum well with width w = 200 nm and L = 200 nm at B = 0, where a single
point-like impurity (of strength 1013 eV) is put in the center of the geometry. Due to
this impurity, translational invariance is broken for the x- and y-directions and one
can no longer reduce the problem to a 1D problem as in Sec. 2.2, but has to solve
the problem in 2D. As in Sec. 2.2, periodic boundary conditions are applied along
the x-direction and hard-wall boundary conditions are invoked for the y = ±w/2.
For the computation of the density, 51× 51 grid points have been used to discretize
the 2D structure. Figure A.1 illustrates how the probability density near the impu-
rity is increased. Finally, we remark that there is also a spin-down state with the
same energy and the same probability density and we refer to the Appendix E for an
illustration of the current densities associated with the density shown in Fig. A.1.
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In the absence of any confining potential, we require the wave functions given by
Eqs. (2.21) and (2.22) to vanish for ξ → ±∞, which can only be satisfied if the
indices of the parabolic cylindrical functions are non-negative integers n. As above,
we first consider spin-up electrons. Then, Eqs. (2.13) and (2.19) reduce to the ansatz
f↑(ξ) = v1φn(ξ/
√
2) and g↑(ξ) = v2φn−1(ξ/
√
2), (B.1)
valid for n ≥ 1. For convenience, we have expressed the parabolic cylindrical func-
tions Dn(ξ) by the eigenfunctions of the one-dimensional harmonic oscillator,
φn(ξ
′) = Dn(
√
2ξ′)/
√
n!
√
π = e−ξ
′2/2Hn(ξ
′)/
√
2nn!
√
π, (B.2)
where Hn(ξ
′) is the n-th Hermite polynomial. Inserting Eq. (B.1) into Eq. (2.10) and
using the recurrence relations for the parabolic cylindrical functions (2.11) and (2.12)
leads to the eigenvalue problem

[
C +M− (D+B)(2n+1)
l2B
+ geµBB
2
]
−
√
2nA
lB
−
√
2nA
lB
[
C −M− (D−B)(2n−1)
l2B
+ ghµBB
2
]

( v1
v2
)
= E
(
v1
v2
)
.
(B.3)
By determining the eigenvalues of Eq. (B.3) and their corresponding eigenvectors,
we find the Landau levels (2.27) and their respective (normalized) eigenstates
Ψ↑,±n,k (x, y) =
eikx√
L


v↑n±√
lB
φn
(
y−kl2B
lB
)
u↑n±√
lB
φn−1
(
y−kl2B
lB
)
0
0


=
eikx√
L


(
√
2nA/lB∓∆↑,n/2)−[M−(2Bn+D)/l2B+(ge−gh)µBB/4]√
∆↑,n(∆↑,n∓2
√
2nA/lB)
√
lB
φn
(
y−kl2B
lB
)
(
√
2nA/lB∓∆↑,n/2)+[M−(2Bn+D)/l2B+(ge−gh)µBB/4]√
∆↑,n(∆↑,n∓2
√
2nA/lB)
√
lB
φn−1
(
y−kl2B
lB
)
0
0


,
(B.4)
103
B. Landau levels
where
∆↑,n = 2
√
2nA2
l2B
+
(
M− 2Bn+D
l2B
+
ge − gh
4
µBB
)2
. (B.5)
Whereas Eqs. (B.1) and (B.4) are valid for n ≥ 1, one can also choose n = 0 to
satisfy the boundary conditions. Instead of Eq. (B.1), one then has the ansatz
f↑(ξ) = v1φ0(ξ/
√
2) and g↑(ξ) = 0, (B.6)
which yields the single Landau level given by Eq. (2.28) and its corresponding (nor-
malized) eigenstates
Ψ↑0,k(x, y) =
eikx√
L
1√
lB
φ0
(
y − kl2B
lB
)
1
0
0
0

 . (B.7)
If a similar procedure is applied for the spin-down states, one finds the Landau levels
given by Eq. (2.29) with the eigenstates
Ψ↓,±n,k (x, y) =
eikx√
L


0
0
v↓n±√
lB
φn−1
(
y−kl2B
lB
)
u↓n±√
lB
φn
(
y−kl2B
lB
)


=
eikx√
L


0
0
−(
√
2nA/lB±∆↓,n/2)−[M−(2Bn−D)/l2B−(ge−gh)µBB/4]√
∆↓,n(∆↓,n±2
√
2nA/lB)
√
lB
φn−1
(
y−kl2B
lB
)
−(
√
2nA/lB±∆↓,n/2)+[M−(2Bn−D)/l2B−(ge−gh)µBB/4]√
∆↓,n(∆↓,n±2
√
2nA/lB)
√
lB
φn
(
y−kl2B
lB
)


,
(B.8)
where
∆↓,n = 2
√
2nA2
l2B
+
(
M− 2Bn−D
l2B
− ge − gh
4
µBB
)2
, (B.9)
and the single Landau level given by Eq. (2.30) with the eigenstate
Ψ↓0,k(x, y) =
eikx√
L
1√
lB
φ0
(
y − kl2B
lB
)
0
0
0
1

 . (B.10)
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As mentioned in Sec. 2.3.1, the ground-state energy (2.52) can be split in a—possibly
not continuously differentiable—contribution from the uppermost valence band, that
is, Ωdis(B) given by Eq. (2.53), and a contribution from the remaining valence bands,
Ω˜0(B) given by Eq. (2.54). Likewise, one can divide the magnetization of the ground
state into
Mdis(B) = − 1
S
∂Ωdis(B)
∂B
(C.1)
and
M˜0(B) = − 1
S
∂Ω˜0(B)
∂B
. (C.2)
Figure C.1 (a) shows the contribution to the magnetization from the uppermost va-
lence band, Mdis (B), for parameters corresponding to the quantum-well thickness
of d = 7.0 nm, that is, the inverted regime. Here, one can clearly see the disconti-
nuity of Mdis (B) at B = Bc. Comparing Mdis (B) to the non-vacuum contribution
M (T, µ,B) which is shown in Fig. C.1 (b) for T = 10 K and different densities
illustrates how the discontinuity of M (T, µ,B) is canceled by the discontinuity of
Mdis (B). The resulting magnetization can be seen in Fig. 2.14 (b) in Sec. 2.3.2.
Apart from the contribution of Mdis (B) +M (T, µ,B), there is also a contribution
arising from the remaining valence bands, M˜0(B). When using the effective model
for HgTe quantum wells given by Eq. (2.4), the valence band Landau levels are
not bounded from below and, thus, the sum over them is divergent. However, the
effective model used in this work is only valid for low energies and there should be
a lower bound for the valence band Landau levels of the real band structure. To
remedy this, we adopt the approach from Refs. 53-55 and introduce a smooth cutoff
function gco(ǫ) = E
α
co/(ǫ
α+Eαco) which we include in the thermodynamical quantities
to smoothly cut off the respective summation over the Landau levels. Here, Eco and
α denote the energy cutoff for the valence band Landau levels and a positive integer,
respectively. Figure C.2 shows the contribution from M˜0(B) for α = 10, several
different energy cutoffs Eco, and band parameters in the inverted (d = 7.0 nm) and
normal (d = 5.5 nm) regimes. The main feature in these graphs is the decay of the
magnetization with increasing magnetic field, indicating a negative susceptibility and
therefore diamagnetism.
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Figure C.1.: Magnetic field dependence of the magnetizations (a) Mdis (B) and (b)
M (T, µ,B) corresponding to a quantum-well thickness of d = 7.0 nm. The non-
vacuum magnetization M (T, µ,B) is shown for T = 10 K and different densities
(nd = 10
14, 1015, 1016 1/m2)
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Figure C.2.: Magnetic field dependence of the vacuum magnetization M˜0 (B) cor-
responding to quantum-well thicknesses of (a) d = 7.0 nm and (b) d = 5.5 nm and
α = 10.
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model
In the following, we briefly discuss the magnetization for the special case of the
reduced model for Eq. (2.4) mentioned in Sec. 2.1.3. If one chooses C = 0, the bulk
Landau levels (2.27)-(2.30) reduce to
E↑/↓(0) = ±M (D.1)
and the degenerate levels
E
↑/↓
± (n) = ±
√
2nA2
l2B
+M2 (D.2)
in this case.
If the simplified expressions (D.1) and (D.2) are used, the different contributions to
the grand potential, Ω′ (T, µ,B), Eqs. (2.50), (2.51), and (2.52), read as
Ωe (T, µ,B) =
1
2
f(0) +
∞∑
n=1
f(n), (D.3)
Ωh (T, µ,B) = Ωe (T,−µ,B) , (D.4)
and
Ω0(B) =
1
2
g(0) +
∞∑
n=1
g(n), (D.5)
where
f(x) = −2SB
βΦ0
ln
[
1 + e
−β
(√
2xA2/l2B+M2−µ
)]
(D.6)
and
g(x) = −2SB
Φ0
√
2xA2
l2B
+M2. (D.7)
In the following, we will look at the behavior of the magnetization in the regime of
2(Aβ/lB)2 ≪ 1 as well as the de Haas-van Alphen oscillations within the model given
by Eqs. (D.1) and (D.2). For both cases, we assume to be in the degenerate limit,
that is, β|µ| ≫ 1. Since the Landau levels of this reduced model correspond to those
of 2D Dirac fermions, most notably those of (monolayer) graphene, one can apply
the same procedures as in these cases.
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’Weak’ magnetic fields
For magnetic fields with 2(Aβ/lB)2 ≪ 1, we follow the classic Landau approach [154]
and use the Euler-Maclaurin formula to express Ωe (T, µ,B) as
Ωe (T, µ,B) ≈
∞∫
0
dx f(x)− 1
12
df(x)
dx
∣∣∣∣
x=0
. (D.8)
When conducting the transformation x/l2B → x, one can see that the integral in
Eq. (D.8) [denoted as F (T, µ) in the following] does not depend on the magnetic
field and one arrives at
Ωe (T, µ,B) ≈ F (T, µ)− SA
2
12πl4B |M|
1
eβ(|M|−µ) + 1
. (D.9)
By the same procedure [and assuming a cutoff for g(x)], we obtain
Ω0 (B) ≈ c0 + SA
2
12πl4B |M|
, (D.10)
where c0 does not depend on the magnetic field. Then, the grand canonical potential
can be written as
Ω′ (T, µ,B) = Ω0(B) + Ωe (T, µ,B) + Ωe (T,−µ,B)
≈ F˜ (T, µ) + SπA
2B2
3Φ20 |M|
sinh (β |M|)
cosh (β |M|) + cosh (βµ) ,
(D.11)
where the different B-independent contributions have been combined in the func-
tion F˜ (T, µ). Note, that the expansion used to arrive at Eq. (D.11) is valid for
2(Aβ/lB)2 ≪ 1.
Consequently, we find for the magnetic susceptibility
χtot (T, µ) = − 2πA
2
3Φ20 |M|
sinh (β |M|)
cosh (β |M|) + cosh (βµ) , (D.12)
implying that the system is diamagnetic. This result generalizes the zero-temperature
formula of graphene found in Ref. 54, but also the M = 0 model of Pb1−xSnxTe
interface states found in Ref. 28.
De Haas-van Alphen oscillations
To calculate the de Haas-van Alphen oscillations for |µ| > |M|, we only need to
look at the non-vacuum contributions Ωe (T, µ,B) and Ωh (T, µ,B). We again follow
Ref. 154 as well as Ref. 155 and use Poisson’s summation formula to write
Ωe (T, µ,B) ≈
∞∫
0
dx f(x) + 2Re

 ∞∑
k=1
∞∫
0
dx f(x)e2piikx

 , (D.13)
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where the first and second terms describe the non-oscillating and oscillating parts
of the grand potential, respectively. Here, we are interested in the oscillating part
[denoted by Ωe
osc
(T, µ,B) in the following]. This part can be rewritten as
Ωe
osc
(T, µ,B) = −4SB
βΦ0
Re


∞∑
k=1
1
2πikξ
∞∫
|M/µ|
dy
e2piikx(y)
e[y−sgn(µ)]/ξ + 1

 , (D.14)
where
x(y) =
1
2
(
µlB
A
)2(
y2 − M
2
µ2
)
(D.15)
and ξ = 1/(β|µ|).
We first consider the case µ > |M|. In this case, a major contribution to the integral
originates from the vicinity of the Fermi level, that is, from y ∼ 1, whereas the
integrand is damped for values y & 1. Therefore, we expand x(y) around y = 1 and
replace the lower boundary of the integral by y → −∞. Changing the integration
variable to x = (y − 1)/ξ, we find that the oscillating part of the grand potential is
given by
Ωe
osc
(T, µ,B) =
2SB
πΦ0β
Re
{ ∞∑
k=1
ieipik(lB/A)
2(µ2−M2)
k
∞∫
−∞
dx
e2pii(µlB/A)
2ξkx
ex + 1
}
. (D.16)
Computing the integral, we can write the oscillating part of the electronic contribu-
tion to the grand potential as
Ωe
osc
(T, µ,B) =
2SB
Φ0β
∞∑
k=1
cos [πk(lB/A)2 (µ2 −M2)]
k sinh [2π2kξ(µlB/A)2] , (D.17)
with µ > |M|. For µ < |M|, the contribution from the oscillating part of the elec-
trons is much smaller than Eq. (D.17) and in the case of µ < −|M|, the main con-
tribution arises from the hole contribution given by Ωh
osc
(T, µ,B) = Ωe
osc
(T,−µ,B).
Thus, the total oscillating part of the grand potential is given by Eq. (D.17) for any
|µ| > |M|. By taking the derivative, one obtains the oscillating part of the total
magnetization, which is periodic in 1/B.
Finally, we emphasize that this reduced model discussed here cannot describe a
transition between inverted and normal band structures and can thus only be used
for magnetic fields well below the crossover point (or for situations where there is no
crossover at all).
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E. Current densities
For an arbitrary magnetic field, Eq. (2.4) has to be replaced by
Hˆ = C1+MΓ5 + µB [∇×A(r)]Γg
2
− D1+ BΓ5
~2
{
[pˆx − Ax(r)]2 + [pˆy − Ay(r)]2
}
+
AΓ1
~
[pˆx − Ax(r)] + AΓ2
~
[pˆy − Ay(r)] ,
(E.1)
where Γg =
(
Γxg ,Γ
y
g,Γ
z
g
)
and the additional 4× 4 matrices
Γxg =
(
0 g‖1
g‖1 0
)
,Γyg =
(
0 −ig‖1
ig‖1 0
)
, (E.2)
as well as the effective in-plane g-factor g‖ have been introduced [17].
For an arbitrary (normalized) state Ψ(x, y), the corresponding energy expectation
value as a functional of the vector potential A(r) is given by
E [A] =
∑
αβ
∫
d2r Ψ∗α(x, y)HαβΨβ(x, y), (E.3)
where the sums over α and β refer to the four bands considered, that is, |E ↑〉, |H ↑〉,
|E ↓〉, |H ↓〉. The particle current density j(r) of this state Ψ(r) can be determined
by a variational method:
δE = E [A+ δA]− E [A] = e
∫
d2r j(x, y)δA(r). (E.4)
This procedure yields the current density j(x, y) = je(x, y) + ji(x, y) composed of the
external current density,
je(x, y) =∑
αβ
{
i
~
[
D (1)αβ + B (Γ5)αβ
]
[Ψ∗α (∇Ψβ)− (∇Ψ∗α)Ψβ]
+A
~
(Γ)αβ Ψ
∗
αΨβ − 2e~2
[
D (1)αβ + B (Γ5)αβ
]
Ψ∗αΨβA
}
,
(E.5)
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Figure E.1.: Calculated current densities j(x, y) of the same (a) spin-up and (b)
spin-down states as in Fig. A.1.
where Γ = (Γ1,Γ2, 0), and the internal current density,
ji(x, y) =
µB
2e
∇×
[∑
αβ
Ψ∗α (Γg)αβ Ψβ
]
. (E.6)
As we are dealing with a 2D system, Eqs. (E.5) and (E.6) are to be read as applying
only to the x- and y-components.
We note that the external current density could also have been obtained by calcu-
lating the velocity operator vˆ =
[
rˆ, Hˆ
]
/i~ and using j = [Ψ∗ (vˆΨ) + (vˆΨ)∗Ψ] /2.
However, such a procedure would not have taken into account the presence of the
internal current.
As an example of the current density, Fig. E.1 shows the current densities for the
spin-up bulk state shown in Fig. A.1 and the corresponding spin-down state with the
same energy and density. Figure E.1 also illustrates that electrons with opposite spins
move in opposite directions. We find that the contribution from the internal current
ji(x, y) is roughly two orders of magnitudes smaller than je(x, y), which therefore
gives the dominant contribution to the total current density.
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