This paper is concerned with the problem of following a trajectory from an infeasible "warm start" solution of a linear programming problem, directly to an optimal solution of the linear programming problem. A class of trajectories for the problem is defined, based on the notion of a -balanced solution to the "warm start" problem. Given a prespecified positive balancing constant , an infeasible solution x is said to be P-balanced if the optimal value gap is less than or equal to [3 times the infeasibility gap. Mathematically, this can be written as cTx -z* < 34Tx, where the linear form t x is the Phase I objective function. The concept of a -balanced solution is used to define a class of trajectories from an infeasible points to an optimal solution of a given linear program. Each trajectory has the property that all points on or near the trajectory (in a suitable metric) are -balanced. The main thrust of the paper is the development of an algorithm that traces a given -balanced trajectory from a starting point near the trajectory to an optimal solution to the given linear programming problem in polynomial-time. More specifically, the algorithm allows for fixed improvement in the bound on the Phase I and the Phase II objectives in O(n) iterations of Newton steps.
shifted-barrier problem. In [5] , complexity bounds on the use of Newton's method for solving this problem were developed, but they depend very much on the availability of very good dual information. The potential reduction algorithms for the combined Phase I -Phase II problem have not in general lent themselves to analyzing trajectories, since there is no one natural trajectory associated with the two potential functions.
In this paper, we develop a class of trajectories for the combined Phase I -Phase II problem that borrows heavily from the development of the notion of a a-balanced infeasible solution from [9] . Given a prespecified positive balancing constant 3, an infeasible solution x is said to be P-balanced if the optimal value gap is less than or equal to 13 times the infeasibility gap. Mathematically, this can be written as
where c is the linear programming objective function vector, z* is the optimal value of the linear program, and the linear form Tx is the Phase I objective function. As discussed in [9] , there are some practical linear programming problems where it may be very appropriate to set large, and other practical problems where it may be very appropriate to set to be quite small. [9] contains a further discussion and motivation for the 3-balancing criterion.
In this paper, the concept of a 13-balanced solution is used to define a class of trajectories from an infeasible points to an optimal solution of a given linear program. Each trajectory has the property that all points on or near the trajectory (in a suitable metric) are -balanced. The main thrust of the paper is the development of an algorithm that traces a given P-balanced trajectory from a starting point near the trajectory to an optimal solution to the given linear programming problem in polynomial-time. More specifically, the algorithm allows for fixed improvement in the bound on the Phase I and the Phase II objectives in O(n) iterations of Newton steps. The paper is organized as follows. Section 2 develops notation, standard forms, and assumptions for the problem at hand. In Section 3, the -trajectories are defined, and the metric for measuring the closeness of points to a given trajectory is developed. In Section 4, the algorithm for tracing a given -trajectory is presented, and basic properties of this algorithm are proved. In Section 5, the main complexity result regarding convergence of the algorithm is stated and proved. Section 6 contains an analysis of a particular set of almost-linear equations that is used in Notation. The notation used is standard for the most part. The vector of ones is denoted by e = (1, 1, ..., 1)T, where the dimension is n. For any vector x ,, X denotes the diagonal matrix whose diagonal components correspond to x. If v E Rn, II v II denotes the Euclidean norm.
The Phase I -Phase II Problem. Following
Anstreicher [1] , this paper will work with a linear (There are a number of straightforward ways to convert an arbitrary linear programming problem with an initial infeasible "warm start" solution into an instance of (LP) above, by placing all of the infeasibilities of the initial "warm start" solution into the single constraint T x = 0, see, e.g., Anstreicher [21, or [9] . At the end of this section, we will discuss this issue further.) If x is feasible for the Phase I problem and z* is the optimal value of the Phase II problem (LP), then T x measures the feasiblility gap and (cT x -z*) 4 b 0 measures the optimal value gap. Note that the feasibility gap is always nonnegative; but due to the infeasibility of x in (LP), the optimal value gap (cT x -z*) can be positive, negative, or zero. The combined Phase I-Phase II approach to solving (LP) is to generate values of x = xk that are feasible for the Phase I problem and for which Txk ~ 0 and cTxk -z -O0 as k --oo,where (xk } is the sequence of iteration values.
1-Balance. Let = 0 be a given parameter. If x is feasible for the Phase I problem, we say that x is " P-balanced" if x satisfies: ctx -z* < Tx , (2.1) and an algorithm for solving (LP) is "3-balanced" if all iteration values xk satisfy (2.1).
Inequality (2.1) has the following obvious interpretation. The left-hand-side is the optimal value gap, and the right-hand-side is times the feasibility gap. Therefore x is 1-balanced if the optimal value gap is less than or equal to the feasibility gap times the parameter 13.
We call the "balancing parameter" because it measures the balance or tradeoff between the twin goals of attaining feasibility (Phase I) and of obtaining optimality (Phase II). Suppose that (2.1) is enforced for all iteration values of a given algorithm. If the value of P is set very high, then even near feasible solutions to (LP) can have a possibly large optimal value gap. Then if the algorithm is set to stop when the feasibility gap is reduced to a given tolerance , the optimal value gap might possibly still be quite large. If the value of P is set very low, then even very infeasible solutions cannot have a large positive optimal value gap. In this case, even if the tolerance value is not very small, (2.1) will ensure that the optimal value gap is very small (positive) or negative. As discussed in [91, there are some practical instances of (LP) where it may be very appropriate to set 3 large, and other practical instances of (LP) where it may be very appropriate to set 3 to be quite small.
[9] contains a further discussion and motivation for the -balancing criterion.
In order to enforce (2.1) in an algorithm for solving (LP), the value of z* needs to be known, which is not generally the case in practice. Instead, suppose that we are given a lower bound B on the optimal value z of (LP), and that we impose the following constraint on iteration values of x:
Then because B < z*, (2.1) will be satisfied automatically as a consequence of (2.2). If xk } and {Bk} are a sequence of primal iteration values and lower bounds on z* and that (2.2) is satisfied for all iterations k, then (2.1) will be satisfied for all iterations k as well. In particular, we will assume that we are given an initial lower bound B and that the initial value x together with B satisfies (2.2). (At the end of this section, we will discuss how to convert any linear program into the form of (LP) that will also satisfy (2.2) for the initial primal values x and the initial lower bound B.)
Based on this discussion, we can now state our assumptions regarding the linear programming problem (LP), as follows: Assumptions A(i), A(ii), and A(iii) are based on the discussion up to this point.
Assumption A(iv) states that the set of optimal solutions to (LP), if it exists, is a bounded set. This assumption is necessary in order to process many interior-point algorithms for linear programming, although there are ways to avoid the assumption, see, e.g. Anstreicher [3] or Vial 211 . Assumption A(v) ensures that the rows of the equations of (LP) are linearly independent, and that the objective function is not constant over the entire feasible region of (LP), in which case it is not important to distinguish between Phase I and Phase II. The linear independence of the rows of (LP) is assumed for convenience, and could be removed with the additional burden of more cumbersome notation in the use of projections, etc.
Conversions: Here we briefly describe how to convert a linear programming problem into an instance of (LP) satisfying the five assumptions A(i)-A(v). Suppose that the given linear program is of the form:
where x is a given "warm start" vector that is hopefully near-feasible and near--0
optimal. Also suppose that B is a given known lower bound on z , and that the set of optimal solutions of () is assumed to be a bounded (possible empty) set. Then Section 2 of (
The set of optimal solutions of PB is nonempty and bounded. We will refer to Tp as the "-trajectory" for the linear program LP.
In this study, we develop an algorithm that will trace the 1f-trajectory T , i.e., the algorithm will generate a sequence of approximate solutions x to PRB for a sequence of strictly increasing values of B that converge linearly to z* . More specifically, the algorithm will generate a sequence (xk) of approximate solutions to PRBk for a sequence of strictly increasing lower bounds Bk with the property that xk is feasible for the problem PRBk and xk nearly solves the optimality conditions of PRBk (where the sense of approximation is developed later in this section.)
Furthermore, we will show that if LP has a feasible solution (i.e., z* < + ), then Bk z , Txk 0 , and cTxk e z*, as k -o , and the convergence is linear, with fixed improvement in O (n) iterations. Therefore the algorithm is of the O (nL)-iteration variety of algorithms for linear programming.
Although our goal is to trace the set of optimal solutions x (B) of PRB in R n for BE [B, z ) , it will be convenient from a mathematical point of view to make a transformation of program PRB to an equivalent problem in R + 1 , and instead perform our analysis on this transformed problem, as follows.
Suppose BE [B, z) and x is feasible for PRB . Then from Proposition 3.1 (ii), JTx > 0 , and so consider the following elementary (nonscaled) projective transformation: . .
III course, one complication in working with TRB is that the parameter B is part of the constraint matrix of TRB , as opposed to being part of the RHS-vector of PRB , and this is more difficult to deal with.) Program TRB is a strictly convex program, and so will have a unique optimal solution, as the next result states.
Proposition 3.3. If z < and BE [BO, z*), then PRB and TRB have unique optimal solutions x (B) and (z (B), y (B)), respectively.
Proof: Suppose B E [BO, z*) . From Proposition 3.1(i), PRB has a feasible solution, so TRB does as well. Now, TRB is an analytic center problem, and so will have a unique optimal solution if the feasible region is bounded, see for example [8] . We thus only need to show that the feasible region of TRB is bounded. contradicts assumption A(iv). Thus, the feasible region of TRB is bounded, and so TRB and PRB each have a unique optimal solution.
Concentrating our attention on TRB , suppose (z, y) is feasible for TRB Then the Karush-Kuhn-Tucker (K-K-T) conditions are both necessary and sufficient for (z, y) to be an optimal solution to TRB The K-K-T conditions are equivalent (after arithmetic substitution) to the existence of (z, y) and multiplier vectors (I, , 0, s, g) that satisfy the following equations:
Zs -e = 0, yg-1 = 0 (3.10g)
Therefore (z, y) solves TRB if and only if there exists (, , 0, s, g) so that (3.10a-g) is satisfied. Now let y < 1 be a positive constant. Just as in Tseng [19] and Roos and Vial [15], we will say (z, y) is a y-approximate solution of TRB if the following slight relaxation of (3.10a-g) is satisfied for some (, 6, 0, s, g):
Note that (3.11a-f) is the same as (3.10a-f) and that (3.11g) is just a relaxation of Finally, we end this section with a property of LP that will be needed in the next two sections. for each Bk to produce a feasible solution xk to PRBk that is an approximation to x(Bk) . Since we are working with the program T rather than PRB , the algorithm will produce a feasible solution (zk, yk) to Tk that is a y-approximate solution to T for some fixed constant ye(O, 1) . (We will use y = 1/9 in our analysis to follow.)
In order to motivate the algorithm, suppose B < z* is given and (z, y) is given, and (z, ) is a approximate solution to T, i.e., (z, y) and (, 6, 0, s, g) satisfy (3.1 1a-g) for B = B , for some ( , , 0, ) . We will first increase the lower bound B to a larger value B = B + A, where > is computed (somehow), and so that B = B + A < z , i.e., B is a valid lower bound on z Secondly, we will computer the Newton step (d, y) by taking a quadratic approximation to the objective function of T at (z, y) = (, ) . Thirdly, we will update the values of (z, y) to (, ) = ( + d, y + v) . Fourth, the value of x is updated to x = /y. More formally, the algorithm is as follows:
Algorithm 1 (A, b, , c, P, x 0 , B , y) (O <y < 1) (4.1)
Step 0 (Initialization) q = n + 1, k = 0
Step 1 (Transform to (z, y)-space) z = xO/(0TxO), y = 1/( Tx0) (4.2)
Step 2 (Rename Variables) (, z, y, x) = (Bk, zk, yk, xk) (4.3)
Step Step 5 (New Value in x-space)
Step 6 (Redefine all Variables and Return)/y
Step Here we review the steps in more detail. The data for the algorithm is given in (4.1). The data for LP is (A, b, 4, c) . The balancing parameter > 0 is also data. Furthermore, an initial point x and lower bound BO are inputs as well, and are assumed to satisfy Assumptions A(i) -A(v). Also, the approximateness constant ' is data as well. 
Thus we have (1
It should be noted that this proof, which is based on of the underlying Newton process, is based on constructs proofs in Tseng [19] and Roos and Vial [15] .
Proof Before proving the theorem, we first prove the following proposition regarding a and a: 6. Analysis of Equations (4.4a-h)
In this section, equations (4.4a-h) of Step 3 of the algorithm are analyzed, basic properties are derived, and Theorem 4.2 is proved.
In order to motivate equations (4.4a-h) of Step 3 of the algorithm, suppose we are at the start of Step 3 of the algorithm. We have on hand a lower bound B < z, and we have on hand a -approximate solution (z, y) to TRb . That is, we have the following array of vectors and scalars:
(Band, these values satisfy the following, system (from 3.11):
and these values satisfy the following system (from 3.11): Substituting for x in (6.10a, b) equation (6.11) becomes -T- (6.12) Now note that (6.12) can be solved analytically for A by clearing the denominator and using the quadratic formula on the resulting quadratic equation in A . If there is a solution to (6.12) with A > 0 , then this procedure will find such a solution;
likewise, if there is no solution with A > 0 , this will be uncovered as well. The bulk of the work effort lies in computing the three projections q , f , and w, which can be accomplished in O(n3) operations.
One further point must be made, namely that the denominator of (6.10a) is never zero. To see why this is true, note from Assumption A(v) that the which then has full row rank. Therefore the projections f and w (onto the null space of M) are linearly independent, and so the denominator of (6.10a) does not vanish.
Because the denominator of (6.10a) does not vanish, we have: This contradicts the definition of z* , and so LP must be infeasible. Gonzaga [12] , or [4] , it can be shown that in finitely many iterations of Newton's method augmented with a line-search, that a -approximate solution of TRB o will be generated. In fact, using analysis in [8] , one can bound the number of iterations of the Newton process by Complexity. The lack of provable monoticity of the feasibility gap has forced the complexity analysis of the algorithm to rely on analysis of the potential functions F(x) or G (z, y) . And using these potential functions, we are only able to prove constant improvement in the feasibility gap in O(n) iterations. Most other trajectory-following algorithms can be shown to achieve constant improvement in O (vW) iterations. In fact, the bulk of the theoretical research on combined Phase IPhase II methods has led to O(n) iteration algorithms for constant improvement, and only quite recently has Ye et. al [23] shown 0 (fT) iteration algorithm for problems of this type.
Good Values of . As argued in [9] , there are many instances of linear programming problems for which the intuitive choice of the balancing constant might be very .
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