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Firstly, we tackle the nonlinear convective term in the incompressible Navier-
Stokes equations in three different approaches: explicit, implicit and semi-implicit
schemes using the HDG method. The explicit scheme is simple and inexpensive
to implement since the Stokes formulation is employed to solve the full Navier-
Stokes equations. However, the time step is highly restricted to the grid spacing
and the velocity of the flows. As a result, small time steps are required to avoid
instability. In the implicit scheme, the Newton Raphson method is applied to
linearize the nonlinear convective term, and therefore the larger time step can be
utilized. However, the implicit scheme is costly since the Jacobian matrix must
be formed at each time step. The disadvantages of the explicit and implicit ap-
proaches motivate the idea of combining the two schemes. In the semi-implicit
approach, the explicit formulation is imposed on large elements while the im-
plicit formulation is applied to small elements. As such, we are able to employ
a large time step and save the computational cost for problems with extremely
small elements.
We then extend our proposed method to problems defined on deformable
domains using arbitrary Lagrangian-Eulerian approach. In this approach, the
time-dependent mesh is mapped into a fixed reference domain. As such, re-
meshing the entire domains at each time step can be avoided. We also propose an
algorithm to implement the geometric conservation law into the incompressible
Navier-Stokes flows to satisfy the incompressible constraint.
Secondly, we propose a procedure to obtain optimal convergence for partial
differential equations that are defined on domains bounded by high-curvature
boundaries. Super-parametric elements are imposed on areas adjacent to the
curved boundaries while iso-parametric elements are placed on areas not con-
nected to the curved boundaries. This choice of finite element types can remedy
the error that arises from using low-order polynomial functions to approximate
high-order curvature geometries. We show that the hybridizable discontinuous
Galerkin method can fully achieve optimal accuracy even for curved elements.
v
Finally, we tackle problems with non-smooth solutions defined on complex
geometries including interfaces. The discontinuities in the solution and in the flux
across the interface can be derived from the physical constraints of the problems.
With few modifications on the weak formulation, we are able to achieve optimal
convergence rates although the solutions are non-smooth across the interfaces.
Moreover, we develop a fast solver which is a combination of the FFT and
the GMRES for solving the system of linear equations. The computation cost
is almost linearly proportional to the total degrees of freedom in the stiffness
system. This fast solver allows us to comfortably tackle large-scale problems
with millions of degrees of freedom in a personal computer. In addition, our fast
solver can be used to solve multi-viscosity problems that other approaches like
the immersed interface method and the immersed boundary method may still
find a challenge to take on.
vi
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In this thesis, we develop a numerical method for solving non-smooth solution
problems with the focus on low Reynolds numbers. The problems of interest
contain interfaces which divide the entire domains into separate regions. The
solution and/or the flux may experience a jump across the separate regions due
to density forces along the interfaces. We also aim at incompressible flows with
different viscosity properties. Many potential applications can be found in bio-
engineering.
In the literature, the immersed boundary method (IBM) [32] and the im-
mersed interface method (IIM) [21, 22] are the two common approaches for
solving problems with interfaces. They employ a set of nodal points to represent
an interface which is immersed inside a uniform Cartesian grid system. The
interface is not required to be exactly conforming to the uniform grid. A major
advantage of these two methods is the application of the fast Fourier transforms
(FFT) for solving the resulting matrix system. However, the application of the
FFT for multi-material problems is still under intense investigation.
The IBM is point-wise first-order accurate due to the utility of Dirac delta
functions to represent discontinuities in the solution. The IIM is point-wise
second-order accurate since suitable jump conditions are defined and imposed
along the interfaces to account for the discontinuities. The IIM requires a fairly
complex set of jump conditions, including jumps in the first- and second-order
1
spatial derivatives of the velocity and pressure, that must be derived from the
physical attributes of the problems to render a solution. This somehow restricts
the IIM from more sophisticated interface problems like multi-viscosity incom-
pressible flows. Both the IBM and IIM face challenging null-space issues when
dealing with Stokes flows with fully Dirichlet conditions or Poisson problems
with fully Neumann conditions. The solutions in the infinite set are different
from each other by a constant value. Since the IBM and IIM use the point-wise
approximation, the singularity of the resulting stiffness matrix makes both meth-
ods very difficult to characterize the null-space. As a result, it is time-consuming
and sometimes impossible to obtain a desirable solution.
Our proposed method is expected to overcome the null-space issues. In ad-
dition, the proposed method must satisfy the three following tests: accuracy,
cost, and efficiency. Finite element methods in general appear to be a good
approach to avoid the null-space obstacles because of their functional represen-
tation of the solution. We consider two different branches in the finite element
context: continuous and discontinuous Galerkin methods. Continuous Galerkin
(CG) methods are unstable for Stokes flows in the use of equal-order polynomials
for the basis of the velocity and pressure. In contrast, discontinuous Galerkin
(DG) methods [2] are stable but extremely expensive due to the double-degrees
of freedom along the boundaries of each element in the triangulation.
Recently, the so-called hybridizable discontinuous Galerkin (HDG) method
developed by Nguyen et al. [29] not only retains the stability of the DG methods
but also inherits the low computational cost of the CG methods. In fact, the
computational cost of the HDG method is comparable to that of the CG methods
for elliptic partial differential equations like Poisson and convection-diffusion
problems. In some cases like incompressible Stokes and Navier-Stokes flows, the
HDG method is somewhat even less expensive than the CG methods [27]. The
reason is the reduced number of the coupled degrees of freedom in the stiffness
system of the HDG approach. Unlike the conventional DG methods [2] where
double-degrees of freedom are imposed on the internal elemental boundaries of
the triangulation, the HDG method only employs a single-degree of freedom on
the internal boundaries of the triangulation. As such, the size of the stiffness
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system in the HDG method is comparable to that of the CG methods if one uses
low-order polynomial functions in the solution spaces. Moreover, the stiffness
system in the HDG method does not include any unknown inside the volume
of each element. If one goes for higher-order basis functions, the HDG method
outperforms the CG methods due to the reduction of the unknowns inside the
volume of the finite elements. In addition, the accuracy of the HDG method
is optimal both in the solution and in the flux. The reconstruction step in the
HDG method allows us to further increase the accuracy of the current solution
to a rate higher than the optimal rate [27, 28].
The second test that the HDG method has to meet is the cost for solving
interface problems. As we employ a non-conforming mesh as in the IBM and
IIM, we are able to incorporate the FFT into the GMRES iterative solver to
enhance the computational performance. The utility of the FFT can reduce
CPU memory requirements since a major portion of the stiffness matrix can be
implicitly built and operated. Our HDG method with the immersed interface
approach is slightly more expensive than the IBM and IIM since a small part
of the stiffness matrix has to be explicitly formed. However, our fast solver
can be easily extended for truly multi-material interface problems with different
properties and thus more versatile than the IBM and IIM.
Finally, the efficiency of our proposed approach is investigated. For the
interface problems of interest, the jump conditions in the solution and in the
flux across an interface are usually provided in advance or can be derived from
the physical constraints of the problems. Since computational tasks are mostly
operated on inter-elemental boundaries of the approximate triangulation, the
jump conditions across these inter-elemental interfaces are easily incorporated
into the HDG weak formulation in a natural manner. Hence, the HDG method is
an efficient approach for solving problems with immersed interfaces. Moreover,
the HDG approach only requires a priori the jump conditions in the solution and
the flux to render a non-smooth solution; the jump conditions for the first- and
second-order spatial derivatives of the velocity and pressure are inessential. As
such, the HDG method is deemed much less complex than the IIM method in
terms of the jump condition requirement. In addition, most of the calculation
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in the HDG method is computed within the so-called local solvers at elemental
scales. Therefore, the cost involved in the local solvers is only proportional to
the total number of unknowns in a single element. It is interesting to note that
these local solvers can be independently and separately executed. Therefore, the
codes can be easily parallelized.
1.2 Outline and Contributions of the Thesis
In Chapter 2, we discuss in detail the hybridizable discontinuous Galerkin (HDG)
method proposed by Nguyen et al. [27] for solving partial differential equations
with smooth-solutions. We shall consider Poisson equations, Stokes equations,
and incompressible Navier-Stokes flows in regular domains bounded by linear
functions. The nonlinear convective term in Navier-Stokes equations is dis-
cretized using the fully-implicit and fully-explicit methods. In the fully-implicit
approach, the cost involved of constructing the Jacobian matrix is not inex-
pensive and it is quite memory intensive to store the stiffness system. In the
fully-explicit approach, the size of the time step is strictly limited by the CFL
condition which makes the system of linear equations become very stiff for cases
with the small grid spacing and high velocity. Thus, we develop the so-called
semi-implicit approach to discretize the nonlinear convective term in incompress-
ible Navier-Stokes flows. In our proposed approach, the problem is still stable
although the time step is larger than the critical value provided by the CFL con-
dition. In addition, the Jacobian matrix is only re-constructed locally on small
elements where we impose the fully-implicit formulation.
In Chapter 3, we develop the arbitrary Lagrangian-Eulerian (ALE) formula-
tion [30] for incompressible flows on deformable domains using the HDG method.
The time-dependent physical domains are mapped into a fixed reference domain
where all of the calculation are executed. This approach disposes of the mesh
generation at each time step. We also propose a procedure to implement the ge-
ometric conservation law to ensure the stability and the accuracy of the mapping
for incompressible flows. We show an example of a vertical oscillating cylinder in
a fluid flow. We also tackle a slightly more complicated case where we simulate
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the locomotion of a flapping plate by simultaneously solving a coupled system
of the Navier-Stokes equations and the Newton’s second law equation.
It may be noted that numerical examples in Chapter 2 are evaluated on
regular domains that are bounded by linear functions. Therefore, L2 errors of
the solutions in Chapter 2 exactly converge with the optimal rates. However, we
have found in this thesis that the L2 errors fail to converge optimally at areas
connected to high-curvature boundaries and/or interfaces. The errors arise from
the inappropriate representation of the physical domains bounded by curved
lines. As such, in Chapter 4, we propose employing super-parametric elements
around the curved boundaries to maintain the optimal accuracy of the HDG
method.
In Chapter 5, we extend the HDG method for solving Poisson, Stokes, and
Navier-Stokes problems with non-smooth solutions defined on complex geome-
tries including interfaces. With few modification suggested in the weak formu-
lation, we successfully capture the discontinuities in the solution and the flux
across the interfaces. We claim that the HDG method is a natural approach
for solving interface problems due to the flexibility of employing different types
of jump boundary conditions on the interfaces. Several examples are executed
to test the accuracy of our proposed method for solving non-smooth solution
problems.
In Chapter 6, we develop a fast solver based on the fast Fourier transforms to
accelerate the computational process for solving Poisson, Helmholtz, and Stokes
equations. We temporarily limit our fast solver FFT to regular domains with
suitable periodic boundary conditions in this chapter. The computational time is
linearly proportional to the total number of unknowns in the weak formulation.
Thus, our proposed solver FFT out-performs several conventional methods like
the LU decomposition and the QR factorization. As shown in several numerical
examples in this chapter, we can easily tackle problems with millions of unknowns
since we do not need to explicitly build and store the stiffness matrix.
In Chapter 7, we develop an algorithm to incorporate the FFT into the GM-
RES for solving interface problems with the assumption of constant material
property on the entire domain. The immersed HDG method coupled with our
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proposed fast solver gives encouraging results in terms of accuracy, cost, and
efficiency in comparison with the IBM and the IIM. Several examples are com-
puted to show the computational time which is almost linearly proportional to
the total number of unknowns in the stiffness system.
In Chapter 8, we extend the fast solver to tackle interface problems with
multi-material properties. To the best of our knowledge, there is no similar fast
solver FFT available for multi-viscosity flows at the moment. The fast solver
allows us to deal with more realistic physical applications. Finally, we conclude





We discuss in detail the hybridizable discontinuous Galerkin (HDG) method pro-
posed by Nguyen et al. [27]. In the HDG method, the gradient, velocity, and
pressure converge with optimal rates. The stiffness system of linear equations
only involves the degrees of freedom of the numerical trace of the velocity de-
fined along inter-elemental faces and the unknowns of the mean of the pressure
defined in each element. Several examples will be presented to demonstrate the
performance of the HDG method.
2.1 Problem Formulation
2.1.1 Governing equations in conservative form
We consider the following two-dimensional (2-D) time-dependent incompressible
Navier-Stokes equations in conservative form
∂u
∂t
+∇ · (−ν∇u+ pI+ u⊗ u) =s, in Ω× (0,∞),
∇ · u =0, in Ω× (0,∞),
(2.1)
with the Dirichlet and Neumann boundary conditions
u = hD, on ∂ΩD, (2.2)
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(−ν∇u+ pI)n = hN , on ∂ΩN , (2.3)
and the initial condition
u(x, t = 0) = u0, in Ω, (2.4)
where Ω is a bounded domain with Lipschitz boundary ∂Ω ≡ ∂ΩD
⋃
∂ΩN ; u
is a column vector of velocity variables with two components; p is a pressure
variable; ν is a kinematic viscosity; I is the second-order identity tensor; s is a
source term; and n is an outward unit normal vector on the boundary. We apply
the hybridizable discontinuous Galerkin method proposed by Nguyen et al. [27]
to solve the system (2.1). We first introduce an auxiliary variable Q = ∇u,
which is a second-order velocity gradient tensor, into (2.1) as follows
Q−∇u =0, in Ω× (0,∞),
∂u
∂t
+∇ · (−νQ+ pI+ u⊗ u) =s, in Ω× (0,∞),
∇ · u =0, in Ω× (0,∞).
(2.5)
Note that we reduce the second-order partial differential equations in (2.1) into
the first-order partial differential equations in (2.5). This approach was pro-
posed by Cockburn et al. [11] for solving Stokes equations using local discontin-
uous Galerkin methods. Backward difference formulations or diagonally implicit
Runge-Kutta methods can be used for the time derivative term of the velocity
in (2.5). However, we temporarily ignore the time-dependent term for the sake
of simplicity. We will briefly discuss the implementation of the HDG method for
the steady state solutions to equations (2.5). Readers may refer to [27, 28, 29]
for details on proofs. Note that the Neumann boundary condition (2.3) specifies
a particular value for the pressure. Therefore, we do not have to set the mean
of the pressure on the entire domain to a constant value to render a solution.
If there is only one Dirichlet type boundary condition imposed along the en-
tire boundary, the compatible condition on the Dirichlet condition is required
to avoid the instability of the incompressible Navier-Stokes system and the con-
straint of the mean of the pressure on the entire domain must be considered to
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render a solution.
For simplicity, we only consider the Navier-Stokes equation at its steady state
and rewrite the system (2.5) into a more general format
Q−∇u =0, in Ω,
∇ · F =s, in Ω,
∇ · u =0, in Ω,
(2.6)
where F := −νQ + pI + u ⊗ u; F is a general flux tensor whose components
are the flux vectors. Note that Stokes equations and elliptic equations can be
written in a similar format as in (2.6) by choosing the appropriate components in
the flux vector F. In the Stokes flow cases, for example, we pick F := −νQ+ pI
which excludes the nonlinear convective term as seen in the Navier-Stokes cases.
In the Poisson problems, we obtain the following governing equations
q−∇u =0, in Ω,
∇ · (−νq) =s, in Ω,
(2.7)
where u is a scalar variable and q is a spatial gradient vector. In this case, we
ignore the incompressible constraint which is the third equation in (2.6).
We use the following conventional rules to define our vectors and tensors.
Assume that all the test cases are considered in two dimensions. We define a
























In the HDG method, we introduce new technical terms and new approximation
spaces, and we therefore require several common notations. We denote Th a
collection of disjoint elements K in Ω, ∂Th := {∂K : K ∈ Th}, and Eh the set
of elemental faces. Now let Pk(D) denote the space of polynomials of degree at
most k on a domain D and L2(D) the space of square integrable functions on












W : V, ∀W,V ∈ [L2(K)]2×2,
where W : V = tr(WTV) with a trace operator tr. Analogously, we define the












W : V, ∀W,V ∈ [L2(∂K)]2×2.
Next, we introduce discontinuous finite element approximation spaces for the
gradient, the velocity, the pressure, the trace of the velocity, and the mean of
the pressure, respectively, as follows
Υh = {G ∈ [L2(Th)]2×2 : G|K ∈ [Pk(K)]2×2,∀K ∈ Th},
Vh = {v ∈ [L2(Th)]2 : v|K ∈ [Pk(K)]2, ∀K ∈ Th},
Ph = {q ∈ L2(Th) : q|K ∈ Pk(K), ∀K ∈ Th},
Mh = {µ ∈ [L2(Eh)]2 : µ|F ∈ [Pk(F )]2,∀F ∈ Eh},
Ψh = {r ∈ L2(∂Th) : r ∈ P0(∂K), ∀K ∈ Th}.
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The last two unconventional spaces Mh and Ψh are defined solely for utility in
the HDG method. We emphasize that the numerical trace of the velocity is only
valid along the boundary of disjoint elements and thus belongs to Mh while the
mean of the pressure is a constant value defined within each disjoint element and
thus belongs to Ψh. The mean of a polynomial function along the boundary of






q, q ∈ Ph, (2.8)
where |∂K| denotes the length of the boundary of the element K. We also set
Mh(hD) = {µ ∈Mh : µ = PhD on ∂ΩD},
where P is the L2-projection operator.
2.2 Numerical Trace and Mean of the Pressure
2.2.1 Weak formulation
The key point of the HDG method lies on the so-called local solvers. Consider
an element K and assume that the numerical trace of the velocity ûh and the
mean of the pressure ρh on the element boundary ∂K are prescribed, we can
locally solve (2.6) to obtain the gradient, the velocity, and the pressure inside K
as follows
Q−∇u = 0, in K,
∇ · F = s, in K,
∇ · u = 0, in K,
u = ûh, on ∂K,
p¯ = ρh.
(2.9)
Recall that the mean of the pressure ρh is evaluated along the boundary ∂K
as shown in (2.8). With the given pair (ûh, ρh), we see that the local solver
(2.9) is well-posed. In other words, if we know the velocity and the mean of
the pressure on the boundary of the element K, we are able to locally compute
the solution inside this element. As a result, if we solve (2.6) for (ûh, ρh) on all
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the inter-elemental faces Eh first, we can locally solve for the solution within all
K ∈ Th later. Multiply (2.9) by test functions and do integration by parts, we
come up with the following weak formulation
(Qh,G)K + (uh,∇ ·G)K − 〈ûh,Gn〉∂K = 0,
−(Fh,∇v)K + 〈F̂hn, v〉∂K = (s, v)K ,
−(uh,∇q)K + 〈ûh · n, q − q¯〉∂K = 0,
p¯h = ρh,
(2.10)
for all (G, v, q) ∈ [Pk(K)]2×2 × [Pk(K)]2 × Pk(K), where
F̂hn = Fhn+ τ(uh − ûh). (2.11)
Here τ is the stabilization parameter that determines the accuracy and stability
of the HDG method. In this thesis, we choose τ = 1. More choices of τ are
presented in [27, 28, 29]. The system (2.10) is the weak formulation of the local
solver of the element K. We add q¯ into the third equation in (2.10) because we
want to enforce the identity 〈ûh · n, q − q¯〉∂K = 0 for q ∈ Ψh. Next, we sum the
contribution of (2.10) over all the elements to derive the weak formulation for
the entire domain.
Consider the entire discrete triangulation of Ω, we seek the solution approxi-
mation (Qh,uh, ph, ûh, ρh) ∈ Υh×Vh×Ph×Mh(hD)×Ψh for all K ∈ Th, which
are the solutions to the following system
(Qh,G)Th + (uh,∇ ·G)Th − 〈ûh,Gn〉∂Th = 0,
−(Fh,∇v)Th + 〈F̂hn, v〉∂Th = (s, v)Th ,
−(uh,∇q)Th + 〈ûh · n, q − q¯〉∂Th = 0,
p¯h = ρh,
〈ûh · n, ψ〉∂Th = 0,
〈F̂hn,µ〉∂Th\∂Ω + 〈F̂bhn,µ〉∂ΩN = 〈hN ,µ〉∂ΩN ,
〈ûh,µ〉∂ΩD = 〈hD,µ〉∂ΩD ,
(2.12)
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(a) Qh,uh (b) ph
Figure 2.1: Global coupled unknowns for conventional DG methods.
(a) ûh (b) p¯h
Figure 2.2: Global coupled unknowns for the HDG method.
for all test functions (G, v, q,µ, ψ) ∈ Υh ×Vh × Ph ×Mh(0)×Ψh, where
F̂hn = Fhn+ τ(uh − ûh), (2.13)
F̂bhn = F
b
hn+ τ(uh − ûh). (2.14)
We notice that the formulation of the boundary flux F̂bh is constructed from
the prescribed Neumann boundary condition. Readers may refer to [28] for
reference of common types of Neumann boundary conditions and the appropriate
expressions of F̂bh. We add three equities in (2.12). The fifth equation in (2.12)
is needed for the consistency of the HDG method and ensures that the velocity
is weakly and locally divergence-free. The sixth equation in (2.12) enforces the
continuity condition of the normal components of the numerical trace of the flux
F on the inter-elemental faces and the Neumann boundary. The last equation
in (2.12) results from the imposition of the Dirichlet boundary condition (2.2)
on ∂ΩD
ûh = PhD, on ∂ΩD. (2.15)
Note that we need to project the Dirichlet boundary condition hD into the space
Mh to obtain optimal convergence rates in the solution.
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We observe that the system (2.12) encompasses many unknowns which makes
it practically infeasible to be solved directly. In the HDG method, the choice of
the numerical trace of the flux F as presented in (2.13) allows us to eliminate
the variables (Qh,uh, ph) to shrink (2.12) into a much smaller system that only
includes the variables (ûh, ρh). The number of degrees of freedom of (ûh, ρh) as
shown in Figure 2.2 is much less than that of (Qh,uh, ph) as shown in Figure
2.1. Notice that the unknowns of (ûh, ρh) on any face in Eh are locally connected
to their neighbors located on the surrounding elemental faces only, and thus the
stiffness matrix structure is as sparse as that from continuous Galerkin finite
element methods. Having determined the numerical trace ûh and the mean of
the pressure ρh, we solve for the gradient, velocity, and pressure at the elemental
level. This solution construction step can be locally and separately performed in
each single element. The complexity involved in the local solvers is proportional
to the total number of unknowns in a single element. This construction step
also gives rise to the implementation of parallelization techniques to speed up
the computational time.
2.2.2 Local solvers
Before shedding light into the structure of the global matrix, we introduce three




h,∇ ·G)K = 0,




for all (G, v, q) ∈ Υh(K)×Vh(K)×Ph(K). Simply by setting ûh = 0 and ρh = 0
in (2.10), we obtain (2.16).





h,∇ ·G)K = 0,




for all (G, v, q) ∈ Υh(K) × Vh(K) × Ph(K). On choosing s = 0, ûh = 0, and
ρh = 1 in (2.10), we get (2.17).




h,∇ ·G)K = 〈η,Gn〉∂K ,
−(Fηh,∇v)K + 〈Fηhn, v〉∂K + 〈τuηh, v〉∂K = 〈τη, v〉∂K ,
−(uηh,∇q)K = −〈η · n, q − q¯〉∂K ,
p¯ηh = 0,
(2.18)
for all (G, v, q) ∈ Υh(K) ×Vh(K) × Ph(K). To derive (2.18), we select s = 0,
ûh = η, and ρh = 0 in (2.10). Solve (2.16), (2.17), and (2.18) for ∀K ∈ Th, we
have solutions for the three local solvers. The next step is to build the stiffness
system which only involves (ûh, ρh).
2.2.3 Global system of linear equations
Details in the derivation and proof of the stiffness system with respect to (ûh, ρh)
are presented in [27]. In this section, we only show the final step of the elimina-
tion procedure. Let (λh, %h) ∈ (Mh,Ψh) satisfy the following equations
ah(λh,µ) + bh(%h,µ) = `h(µ), ∀µ ∈Mh,
ch(λh, ψ) = 0, ∀ψ ∈ Ψh,
(2.19)
where
ah(η,µ) =− 〈Fηhn+ τ(uηh − η),µ〉∂Th\{∂ΩD,∂ΩN}
− 〈Fbηh n+ τ(uηh − η),µ〉∂Th⋂ ∂ΩN + 〈η,µ〉∂ΩD ,
(2.20)
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bh(ψ,µ) = −〈Fρhn+ τuρh,µ〉∂Th\{∂ΩD,∂ΩN} − 〈Fbρh n+ τuρh,µ〉∂Th⋂ ∂ΩN , (2.21)
ch(η, ψ) = −〈η · n, ψ〉∂Th , (2.22)
`h(µ) =〈hN ,µ〉∂ΩN + 〈Fshn+ τush,µ〉∂Th\{∂ΩD,∂ΩN}
+ 〈Fbsh n+ τush,µ〉∂Th⋂ ∂ΩN + 〈hD,µ〉∂ΩD ,
(2.23)
for all η ∈Mh, µ ∈Mh, and ψ ∈ Ψh. We claim that the solutions of (2.19) are




satisfying the system (2.12). Having determined (ûh, ρh), we solve (2.10) to
obtain (Qh,uh, ph). It is worth noting from Figure 2.2 that the size of (2.19)
is smaller than that of the stiffness matrix arising from other conventional DG
methods [2].
2.2.4 Local postprocessing
Local postprocessing was first proposed in [37] to obtain a new velocity approx-
imation u∗h that converges at a rate faster than the velocity approximation uh,
provided uh and Qh converge with optimal rates. In the HDG method, with
the choice of τ = 1, both uh and Qh converge with the order (k + 1) where k is
the order of polynomials spanned the solution spaces. We reconstruct u∗h on the
element K via solving the following system [27]
(∇u∗h,∇v)K = (Qh,∇v), ∀v ∈ [Pk+1(K)]2,
(u∗h, 1)K = (uh, 1)K .
(2.25)
In the HDG method, u∗h converges with the order (k + 2). Note that (2.25)
can be locally and independently solved at the elemental level. As such, the
post-processed velocity is not expensive to compute.
16
2.3 Augmented Lagrangian Approach
We present an efficient procedure to implement the HDG method using an aug-
mented Lagrangian approach [13]. There are three reasons that make this ap-
proach attractive for solving Stokes and Navier-Stokes equations. First, we can
eliminate the mean of the pressure from the local solvers and the final stiffness
system (2.19). As a result, the reduced matrix system has less degrees of free-
dom than the original matrix system because the reduced matrix system only
contains the degrees of freedom of the numerical trace of the velocity. Second,
the augmented Lagrangian approach is a preferred choice for solving saddle point
systems associated with Stokes problems [5]. Third, we can apply fast Fourier
transforms (FFT) to solve the reduced matrix system with lower cost than ap-
plying the FFT for solving the original matrix system. The fast solver using the
FFT will be presented in Chapter 6.
2.3.1 Artificial time derivative of pressure
Following Fortin and Glowinski [13], we introduce the so-called artificial time
derivative of the pressure to the incompressible constraint as follows
∂p(t∗)
∂t∗
+∇ · u(t∗) = 0, in Ω× (0,∞), (2.26)
p(x, t∗ = 0) = p0, (2.27)
where u(t∗) defined as the solution to (2.6) is a function of p(t∗). The initial





Assume a constant time step ∆t∗ and a pressure pm−1h are prescribed, we define
the iterate pmh ∈ Ph as an approximation to p(m∆t∗) such that
(Qmh ,G)Th + (u
m
h ,∇ ·G)Th − 〈ûmh ,Gn〉∂Th = 0,
−(Fmh ,∇v)Th + 〈F̂mh n, v〉∂Th = (s, v)Th ,
1
∆t∗
(pmh , q)Th − (umh ,∇q)Th + 〈ûmh · n, q〉∂Th =
1
∆t∗
(pm−1h , q)Th ,
〈F̂mh n,µ〉∂Th\∂Ω + 〈F̂b,mh n,µ〉∂ΩN = 〈hN ,µ〉∂ΩN ,
〈ûh,µ〉∂ΩD = 〈hD,µ〉∂ΩD ,
(2.28)
for all (G, v, q,µ) ∈ Gh ×Vh × Ph ×Mh(0), where




h − ûmh ), (2.29)




h − ûmh ). (2.30)
HereQmh , u
m
h , and û
m
h are approximations toQh(m∆t
∗), uh(m∆t∗), and ûh(m∆t∗),
respectively. We apply the backward-Euler method for the derivative of the pres-







at the time step (m∆t∗), we advance to the next time level until the following
constraint holds
‖pmh − pm−1h ‖Th
‖pmh ‖Th
< tol, (2.31)
where tol is a solution tolerance. We claim that p
m
h converges exponentially as
proved in [27].
2.3.2 Local solvers for augmented Lagrangian approach





h) ∈ Υh(K)×Vh(K)× Ph(K) satisfying
(Qsh,G)K + (u
s
h,∇ ·G)K = 0,
−(Fsh,∇v)K + 〈Fshn, v〉∂K + 〈τush, v〉∂K = (s, v)K ,
1
∆t∗
(psh, q)K − (ush,∇q)K = 0,
(2.32)
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for all (G, v, q) ∈ Υh(K)×Vh(K)×Ph(K). To obtain (2.32), simply set ûh = 0
and pm−1h = 0 in (2.28).




h,∇ ·G)K = 0,
−(Fρh,∇v)K + 〈Fρhn, v〉∂K + 〈τuρh, v〉∂K = 0,
1
∆t∗





for all (G, v, q) ∈ Υh(K) × Vh(K) × Ph(K). On choosing s = 0, ûh = 0 and
pm−1h = ρ in (2.28), we get (2.33).








h,∇ ·G)K = 〈η,Gn〉∂K ,
−(Fηh,∇v)K + 〈Fηhn, v〉∂K + 〈τuηh, v〉∂K = 〈τη, v〉∂K ,
1
∆t∗
(pηh, q)K − (uηh,∇q)K = −〈η · n, q〉∂K ,
(2.34)
for all (G, v, q) ∈ Υh(K) ×Vh(K) × Ph(K). To derive (2.34), we select s = 0,
ûh = η and p
m−1
h = 0 in (2.28).
2.3.3 Stiffness system for augmented Lagrangian approach
Let λmh ∈Mh satisfy the following equation
ah(λ
m
h ,µ) = `h(µ; p
m−1
h ), ∀µ ∈Mh, (2.35)
where
ah(η,µ) =− 〈Fηhn+ τ(uηh − η),µ〉∂Th\{∂ΩD,∂ΩN}





h ) =〈hN ,µ〉∂ΩN + 〈Fshn+ τush,µ〉∂Th\{∂ΩD,∂ΩN}
+ 〈Fbsh n+ τush,µ〉∂Th⋂ ∂ΩN + 〈Fρhn+ τuρh,µ; pm−1h 〉∂Th\{∂ΩD,∂ΩN}
+ 〈Fbρh n+ τuρh,µ; pm−1h 〉∂Th⋂ ∂ΩN + 〈hD,µ〉∂ΩD ,
(2.37)
for all η, µ ∈ Mh. We claim that λmh ≡ ûmh satisfies the system (2.28). It is
important to point out that the Dirichlet boundary condition (2.2) and Neumann
boundary condition (2.3) are weakly imposed on (2.35). Note that `h(µ; p
m−1
h ) is
a function of pm−1h and is updated at each artificial time step. Having determined








Given pηh in (2.34) and λ
m
h in (2.35), we can compute p
λmh










where M is the total number of unknowns of the numerical trace λmh per element.
Analogously, given pρh in (2.33) and p
m−1












where N is the dimension of the space Pk(K). We repeat solving for (2.35) until
the constraint (2.31) holds. Then, we compute the solution umh and the flux Q
m
h
using the similar procedure as for the pressure pmh .
2.4 Treatments for Nonlinear Convective Term
We apply three different strategies to handle the nonlinear convective term in the
time-dependent Navier-Stokes equations: explicit integration using the Stokes
formulation, fully-implicit integration using the Newton Raphson method, and
the semi-implicit scheme which is a combination of the explicit and implicit
integrations. Assume that the current time is (n∆t) and that all the solutions
in the previous time steps are given.
20
2.4.1 Stokes approach
In the explicit integration or the Stokes approach, we solve the time-dependent




+∇ · (−νQn + pnI) =s+
J∑
j=1







∇ · un =0,
(2.41)
where αj is the weight in the extrapolation formulae for the nonlinear term
and (βi, θ) are parameters chosen from the temporal discretization schemes [3].
We observe from (2.41) that the nonlinear convective term is moved to the
right-hand-side. The convective term is extrapolated from the solutions in the
previous time steps. We use the Adams-Bashforth time stepping scheme to
evaluate the nonlinear convective term. For the second- and third-order time
accurate extrapolation schemes, the constants are {J = 2, α1 = 2, α2 = −1} and
{J = 3, α1 = 23/12, α2 = −16/12, α3 = 5/12}, respectively [3].
The Stokes approach is similar to projection methods [4, 7, 17] but its imple-
mentation procedure is leaner and less complicated than the projection methods.
The computational cost is relatively cheap compared to the fully-implicit inte-
gration because we need to form the stiffness matrix once and reuse it for all
time steps. Only the right-hand-side vector is updated in time. In cases that
the problem is defined on a regular domain and we are using a uniform grid,
we can apply the FFT to solve the system. As such, we do not need to form
the stiffness matrix and thus we are able to tackle huge system with many un-
knowns without bearing the computer memory limitation. The computational
cost is linearly proportional to the number of degrees of freedom. However, the





where hmin denotes the smallest grid size; k is the order of polynomials; ‖umax‖
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is the maximum velocity of the flow; and γ represents a damping constant.
2.4.2 Newton Raphson approach
In the fully-implicit approach, we use the Newton-Raphson method to linearize
the entire nonlinear system [28]. We begin the Newton iterations at the time
step n∆t by setting
(un,0,Qn,0, pn,0) = (un−1,Qn−1, pn−1), (2.43)
where un−1, Qn−1, and pn−1 are computed in the previous time step. The mth
Newton iteration is updated as follows
un,m = un,m−1 + δu,
Qn,m = Qn,m−1 + δQ,
pn,m = pn,m−1 + δp,
(2.44)
where δu, δQ, and δp denote the residuals of the velocity, flux and pressure,
respectively. Replace (2.44) into (2.1) to solve for δu, δQ, and δp, we obtain the
following linear formulation of the nonlinear Navier-Stokes system
δQ−∇(δu) = −(Qn,m−1 −∇un,m−1)
δu
θ∆t +∇ · (−νδQ+ δpI+ δu⊗ un,m−1 + un,m−1 ⊗ δu) = s+ rn,m−1
∇ · (δu) = −∇ · un,m−1,
(2.45)











We loop (2.45) until δu, δQ, and δp are less than a desirable tolerance. Then,
update un, Qn, and pn. In this fully-implicit approach, ∆t does not depend on
the grid size. High-order accuracy both in time and space can be achieved by
using high-order elements and temporal schemes.
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2.4.3 Semi-implicit approach
In the Stokes approach, the CFL condition (2.42) restricts the size of ∆t. For
cases with hmink  1, ∆t must be very small. The explicit system (2.41) be-
comes extremely stiff. In the fully-implicit approach, the entire Jacobian matrix
must be formed many times at each time step and it is quite memory inten-
sive to store the Jacobian matrix system. The advantages and disadvantages of
the explicit and implicit integrations for the nonlinear term give rise to the so-
called semi-implicit scheme which is the combination of the explicit and implicit
formulations.
For elements whose sizes are larger than a critical value defined from the
CFL condition, we impose the explicit scheme for the nonlinear term. On the
contrary, for elements whose sizes are small, we apply the fully-implicit scheme
for the nonlinear term. For example, we apply the fully-implicit scheme for red
elements and the explicit scheme for green elements as shown in Figure 2.15(a).
Linearizing the nonlinear system (2.41) using (2.44), we obtain the semi-
implicit formulation of the momentum equation for the large elements
δu
θ∆t
+∇ · (−νδQ+ δpI) = s+
J∑
j=1










−∇ · (−νQn,m−1 + pn,m−1I). (2.48)
For small elements, we employ the Newton Raphson procedure to linearize the
nonlinear term in the momentum equation as given below
δu
θ∆t












Equations (2.47) and (2.49) form the matrix system for the so-called semi-
23
implicit approach. Note that (2.49) is generated at each time step while the
left-hand side of (2.47) remains unchanged in time. As a result, only a portion
of the entire stiffness matrix with respect to the small elements need to be re-
built. The semi-implicit scheme allows us to choose large ∆t to avoid the CFL
condition imposed on small elements. This approach is highly effective for cases
with few tiny elements in the triangulation.
For cases where there are few extremely small elements like interface problems
in Chapter 7, the time step must be less than an extremely small critical value
due to the CFL condition on using the Stokes approach. Note that one has to
utilize the Stokes approach for the immersed HDG method as the fast solver only
works for the explicit scheme. However, if there are extremely tiny elements in
the interface domain, the advantages of the fast solver cannot take over the cost
of the highly stiff matrix system. Therefore, the semi-implicit scheme becomes
effective in terms of the time step choices. One is still be able to apply the fast
solver for the semi-implicit scheme. The details will be discussed in Chapter 7.
2.5 Examples
2.5.1 Poisson equation
We consider a Poisson equation
q−∇u = 0, in Ω,
∇ · (−q) = 2pi2 sin(pix1) sin(pix2), in Ω,
u = 0, on ∂Ω,
where Ω is a unit square as shown in Figure 2.3(a). The numerical solution of
this Poisson equation is compared to the following analytical expression
u = sin(pix1) sin(pix2).
Figure 2.3(b) shows the numerical trace of the velocity. Figure 2.4(a) and Figure
2.4(b) depict the numerical gradient qh. We observe from Figure 2.4(c) and Fig-
ure 2.4(d) that the post-processed solution u∗h is more accurate than uh although
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(a) Grid of a unit square (b) uˆh
Figure 2.3: Discrete domain and the numerical trace of the velocity in Example
2.5.1 with k = 1 and h = 0.125.
Table 2.1: Convergence of the solution for Example 2.5.1. Errors are measured
in L2 norm.
k h−1 ‖uh − u‖Th Order ‖qh − q‖Th Order ‖u∗h − u‖Th Order
1 4 4.83× 10−02 − 1.00× 10−01 − 3.95× 10−03 −
8 1.26× 10−02 1.94 2.53× 10−02 1.98 4.48× 10−04 3.03
16 3.18× 10−03 1.98 6.34× 10−03 2.00 5.96× 10−05 3.02
2 4 5.02× 10−03 − 1.11× 10−02 − 3.27× 10−04 −
8 6.48× 10−04 2.95 1.41× 10−03 2.98 2.05× 10−05 4.00
16 8.20× 10−05 2.98 1.76× 10−04 3.00 1.28× 10−06 4.00
3 4 4.25× 10−04 − 9.67× 10−04 − 2.33× 10−05 −
8 2.73× 10−05 3.96 6.11× 10−05 3.98 7.29× 10−07 5.00
16 1.72× 10−06 3.99 3.83× 10−06 4.00 2.28× 10−08 5.00
4 4 3.00× 10−05 − 6.91× 10−05 − 1.46× 10−06 −
8 9.60× 10−07 4.96 2.18× 10−06 4.98 2.29× 10−08 6.00
16 3.02× 10−08 4.99 6.83× 10−08 5.00 3.57× 10−10 6.00
5 4 1.80× 10−06 − 4.18× 10−06 − 7.74× 10−08 −
8 2.88× 10−08 5.97 6.60× 10−08 5.99 6.06× 10−10 7.00
16 4.53× 10−10 5.99 1.03× 10−09 6.00 4.73× 10−12 7.00
u∗h is reconstructed from (qh, uh). Table 2.1 shows the history of convergence
of the HDG method. We can see that uh, qh, and u
∗
h converge with the order
(k+1), (k+1), and (k+2), respectively which are optimal rates. It is important
to point out that we are using iso-parametric elements and all the elements are
straight triangles in this example.
2.5.2 Implicit scheme for solving Kovasznay flow
We solve the incompressible Navier-Stokes problem (2.6) with a Reynolds num-
ber Re = 1ν = 10 and the source term s = 0. We compare the numerical solution
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(a) Gradient in x-direction, qhx (b) Gradient in y-direction, qhy
(c) Solution uh (d) Post-processed solution u
∗
h
Figure 2.4: Numerical solution in Example 2.5.1 with k = 1 and h = 0.125.
with the analytical solution derived by Kovasznay in [18] as seen below













2 and Ω = (0, 1)× (0, 1). The constant C is defined
based on the value of the mean of the pressure on the entire domain. The
Dirichlet type boundary condition for the velocity that can be derived from the
analytical solution is imposed along the entire boundary of the domain. Figures
2.5(b), 2.6, and 2.7 illustrate the pressure, the flux, and the velocity of the
Kovasznay flow. Table 2.2 shows that uh, Qh, and ph converge with the optimal
rates (k + 1) and u∗h converges with the order of (k + 2).
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(a) Grid of a unit square (b) ph
Figure 2.5: Domain triangulation with the distribution of the nodal points and
the pressure in Example 2.5.2 with k = 3 and h = 0.25.
(a) Q1 (b) Q2
(c) Q3 (d) Q4
Figure 2.6: Numerical flux Qh in Example 2.5.2 with k = 3 and h = 0.25.
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(a) u1 (b) u2
(c) u∗1 (d) u
∗
2
Figure 2.7: Numerical velocity uh and post-processed velocity u
∗
h in Example
2.5.2 with k = 3 and h = 0.25.
Table 2.2: Convergence of the solution for Example 2.5.2. Errors are measured
in L2 norm.
k h−1 ‖uh − u‖Ω Order ‖Qh −Q‖Ω Order ‖ph − p‖Ω Order ‖u∗h − u‖Ω Order
1 4 3.00× 10−02 − 2.69× 10−01 − 2.71× 10−02 − 1.11× 10−02 −
8 7.45× 10−03 2.01 8.02× 10−02 1.75 6.01× 10−03 2.17 1.56× 10−03 2.82
16 1.85× 10−03 2.01 2.18× 10−02 1.88 1.38× 10−03 2.12 2.11× 10−04 2.89
2 4 4.11× 10−03 − 4.14× 10−02 − 3.29× 10−03 − 1.18× 10−03 −
8 5.17× 10−04 2.99 5.77× 10−03 2.84 3.90× 10−04 3.08 8.39× 10−05 3.81
16 6.46× 10−05 3.00 7.64× 10−04 2.92 4.65× 10−05 3.07 5.58× 10−06 3.91
3 4 4.30× 10−04 − 4.54× 10−03 − 3.33× 10−04 − 9.81× 10−05 −
8 2.72× 10−05 3.98 3.07× 10−04 3.89 2.14× 10−05 3.96 3.28× 10−06 4.90
16 1.70× 10−06 4.00 1.99× 10−05 3.95 1.33× 10−06 4.00 1.06× 10−07 4.95
4 4 3.61× 10−05 − 3.93× 10−04 − 2.84× 10−05 − 6.63× 10−06 −
8 1.15× 10−06 4.97 1.32× 10−05 4.90 8.97× 10−07 4.98 1.11× 10−07 5.90
16 3.61× 10−08 4.99 4.25× 10−07 4.96 2.78× 10−08 5.01 1.79× 10−09 5.95
5 4 2.55× 10−06 − 2.84× 10−05 − 1.92× 10−06 − 4.02× 10−07 −
8 4.06× 10−08 5.97 4.71× 10−07 5.91 3.09× 10−08 5.96 3.33× 10−09 6.92
16 6.38× 10−10 5.99 7.54× 10−09 5.96 4.86× 10−10 5.99 2.67× 10−11 6.97
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Table 2.3: Relation among the Reynolds number, the number of iterations and
the time step in Kovasznay flow with h = 0.25 and k = 3.
Re No. of iterations to steady state ∆t
5 20 2× 10−1
10 36 1× 10−1
20 71 5× 10−2
40 145 2.5× 10−2
80 355 1.25× 10−2
2.5.3 Stokes approach for solving Kovasznay flow
In this example, we reproduce the results in Example 2.5.2 using the explicit
treatment for the nonlinear term in the Navier-Stokes equation. We start the
Stokes solver with an initial guess which is the solution of the Stokes problem at
time t = 0 with the same boundary conditions. Then, we loop the Stokes solver
until the solution reaches to its steady state. Recall that the nonlinear term
is moved to the right-hand-side. We apply the first-order backward difference
formulation to discretize the time derivative term. The higher the Reynolds
number, the smaller ∆t we select. As a result, we need more iterations to obtain
the steady state solution.
In order to show the relation among the number of iterations, the size of
time step and the values of Reynolds number, we solve this Kovasznay flow with
different values of Reynolds number in a fixed mesh. Table 2.3 shows that as
the Reynolds number increases, the number of iterations increases and the time
step decreases.
Table 2.2 and 2.4 show that the results obtained from both implicit and
explicit schemes are the same. Therefore, we can conclude that the explicit
treatment of the nonlinear term is an accurate and stable approach.
2.5.4 Flow past a circular cylinder
We simulate flow past a circular cylinder in a domain Ω ≡ (0, 3)× (0, 1.5). The
cross section of the cylinder is a circle of radius R = 0.05 and center at (1.6, 0.75).
The free-stream velocity is u∞ = (1, 0). Nonslip boundary condition is imposed
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Table 2.4: Convergence of the solution for Example 2.5.3. Errors are measured
in L2 norm.
k h−1 ‖uh − u‖Ω Order ‖Qh −Q‖Ω Order ‖ph − p‖Ω Order ‖u∗h − u‖Ω Order
1 4 3.00× 10−02 − 2.69× 10−01 − 2.71× 10−02 − 1.11× 10−02 −
8 7.45× 10−03 2.01 8.02× 10−02 1.75 6.01× 10−03 2.17 1.56× 10−03 2.82
16 1.85× 10−03 2.01 2.18× 10−02 1.88 1.38× 10−03 2.12 2.11× 10−04 2.89
2 4 4.11× 10−03 − 4.14× 10−02 − 3.29× 10−03 − 1.18× 10−03 −
8 5.17× 10−04 2.99 5.77× 10−03 2.84 3.90× 10−04 3.08 8.39× 10−05 3.81
16 6.46× 10−05 3.00 7.64× 10−04 2.92 4.65× 10−05 3.07 5.58× 10−06 3.91
3 4 4.30× 10−04 − 4.54× 10−03 − 3.33× 10−04 − 9.81× 10−05 −
8 2.72× 10−05 3.98 3.07× 10−04 3.89 2.14× 10−05 3.96 3.28× 10−06 4.90
16 1.70× 10−06 4.00 1.99× 10−05 3.95 1.33× 10−06 4.00 1.06× 10−07 4.95
4 4 3.61× 10−05 − 3.93× 10−04 − 2.84× 10−05 − 6.63× 10−06 −
8 1.15× 10−06 4.97 1.32× 10−05 4.90 8.97× 10−07 4.98 1.11× 10−07 5.90
16 3.61× 10−08 4.99 4.25× 10−07 4.96 2.78× 10−08 5.01 1.79× 10−09 5.95
5 4 2.55× 10−06 − 2.84× 10−05 − 1.92× 10−06 − 4.02× 10−07 −
8 4.06× 10−08 5.97 4.71× 10−07 5.91 3.09× 10−08 5.96 3.33× 10−09 6.92
16 6.38× 10−10 5.99 7.54× 10−09 5.96 4.86× 10−10 5.99 2.67× 10−11 6.97
on the surface of the cylinder. The following Neumann boundary condition is
imposed on the up, bottom, and outflow walls of the domain
−ν(Q+QT )n+ pIn = 0, (2.52)
where the kinematic viscosity ν is computed from the Reynolds number Re =
‖u∞‖2R
ν . The solution and history of the lift and drag coefficients are depicted
in Figure 2.8 and Figure 2.9 for flows with Reynolds 100 and 200, respectively.
Table 2.5 shows that the explicit and implicit schemes perform well for modeling
flow past a circular cylinder. Note that we use a relatively coarse mesh as shown




where fs is the vortex shedding frequency. To obtain fs, we use the fast Fourier
transform functions in MATLAB to convert the history of the lift coefficient into
the frequency domain. Then, we compute the Strouhal number. Note that the





where t is the time used for computation.
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(a) Grid (b) Pressure at time 300
(c) Lift coefficient history (d) Drag coefficient history
Figure 2.8: Fully-explicit scheme. Flow with Reynolds 100 with k = 3, ∆t =
1× 10−3, and BDF2. Strouhal number is 0.1800.
Table 2.5: Lift and drag coefficients for flow past a cylinder.
Re = 100 Re = 200
CL CD CL CD
Braza [6] ±0.250 1.36± 0.015 ±0.75 1.40± 0.050
Liu [24] ±0.339 1.35± 0.012 ±0.69 1.31± 0.049
Calhoun [9] ±0.289 1.33± 0.014 ±0.67 1.17± 0.058
Russell [34] ±0.300 1.38± 0.007 ±0.50 1.29± 0.022
Le [20] ±0.323 1.37± 0.009 ±0.43 1.34± 0.030
Explicit ±0.321 1.32± 0.009 ±0.67 1.32± 0.045
Implicit ±0.321 1.31± 0.009 ±0.64 1.31± 0.042
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(a) Velocity in x-direction at time 300 (b) Velocity in y-direction at time 300
(c) Lift coefficient history (d) Drag coefficient history
Figure 2.9: Fully-implicit scheme. Flow with Reynolds 200 with k = 3, ∆t =
1× 10−2, and BDF2. Strouhal number is 0.2167.
(a) Grid (b) Nodal points around the airfoil
Figure 2.10: Mesh around an airfoil in Example 2.5.5 with k = 3.
(a) Leading edge of the airfoil (b) Trailing edge of the airfoil
Figure 2.11: Leading edge and trailing edge of the airfoil in Example 2.5.5 with
k = 3.
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(a) Velocity in x-direction at time 60 (b) Velocity in y-direction at time 60
(c) Lift coefficient history (d) Drag coefficient history
Figure 2.12: Fully-explicit scheme, Reynolds 500, k = 3, ∆t = 2 × 10−3, and
BDF2 time integration.
2.5.5 High Reynolds flows past an airfoil
In this example, we simulate flows with high Reynolds numbers over an airfoil
in a domain Ω ≡ (−2, 4)× (−2, 2). The purpose of the example is to show that
our Stokes approach is stable even for low viscous flows. We test this problem
with a wide range of Reynolds numbers from 100 to 10000.
We consider an airfoil with a unit chord length and its thickness is ten percent
of the chord length. The free-stream velocity at the inflow boundary is set to
one. The Neumann boundary condition (2.52) is imposed on the up, bottom,
and outflow boundaries of the domain. Figures 2.10 and 2.11 show the mesh and
the nodal-point distribution around the airfoil. We have used the non-uniform
nodal distribution for k ≥ 3. Figure 2.12 illustrates the velocity in the x- and
y-direction of the flow over the airfoil at steady state with a Reynolds number
500. The lift coefficient is almost equal to zero as the angle of attack is zero and
the airfoil is almost symmetric. The drag coefficient is 0.172. The streamline
is smooth around and behind the airfoil because the Reynolds number is low.
Figures 2.13 and 2.14 show the flows with high Reynolds numbers 5000 and
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Figure 2.13: Fully-explicit scheme, Reynolds 5000, k = 5, ∆t = 5 × 10−4, and
BDF2 time integration.
10000, respectively over the airfoil. Vorticity appears behind the airfoil in the
transition period due to low viscosity.
2.5.6 Semi-implicit scheme for Reynolds flows past an airfoil
In Example 2.5.5, if choosing k = 3 and Re = 500, the maximum ∆t is 3× 10−3
on using the Stokes approach (hmin ' 0.022, ‖umax‖ ' 1.35, and a damping
constant γ ' 1.85). If one wants to use a larger ∆t, the semi-implicit scheme
must be deployed. The explicit Stokes approach is imposed on large elements
and the implicit Newton Raphson approach is applied to small elements which
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Figure 2.14: Fully-explicit scheme, Reynolds 10000, k = 5, ∆t = 5 × 10−4, and
BDF2 time integration.
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(a) ∆t = 1.0× 10−2 and k = 3 (b) ∆t = 3.0× 10−2 and k = 3
Figure 2.15: Implicit scheme on red elements while explicit scheme on green
elements.
Table 2.6: Relation between ∆t and the number of implicit elements in Example
2.5.6; Re = 500; hmin = 0.022; total number of elements is 841.
k ∆tcri ∆t Minimum no. of implicit elements
1 8.9× 10−03 1.0× 10−2 12
1 8.9× 10−03 3.0× 10−2 378
1 8.9× 10−03 1.0× 10−1 712
2 4.4× 10−03 1.0× 10−2 229
2 4.4× 10−03 3.0× 10−2 636
2 4.4× 10−03 1.0× 10−1 841
3 3.0× 10−03 1.0× 10−2 378
3 3.0× 10−03 3.0× 10−2 786
3 3.0× 10−03 1.0× 10−1 841
are marked in red as shown in Figure 2.15. As a result, our problem is still stable
although we select ∆t = 1 × 10−2, which obviously violates the CFL condition
(2.42). The result implies that the semi-implicit scheme can overcome the time
barrier which is a serious disadvantage of the explicit Stokes approach.
Table 2.6 shows the relation between ∆t and the number of implicit ele-
ments. If one goes for large ∆t, the number of implicit elements must increase
accordingly. Thus, one has to pay for the higher cost for the Jacobian matrix.
For example, if we choose ∆t = 1 × 10−2 and k = 3, the number of implicit
elements is 378 as shown in Figure 2.15(a). However, if we choose ∆t = 3×10−2





Flows in Moving Domains
In the field of continuum mechanics, there are usually two separate classical
descriptions of motion: the Lagrangian and Eulerian descriptions, each of which
contains different advantages and shortcomings [25]. The attempt to combine
the advantages and avoid the drawbacks of the two classical approaches has
generated the so-called arbitrary Lagrangian-Eulerian (ALE) description [30].
The original development of the ALE description for finite element methods is
found in [8, 12, 16]. In this thesis, we follow the current adoption of the ALE in
the context of discontinuous Galerkin methods from the work of Labeur et al.
[19] and Persson et al. [31].
3.1 ALE Formulation
3.1.1 Mapping
We denote Ω(t) the physical time-varying domain of interest and Ω̂ the time-
invariant reference domain as illustrated in Figure 3.1. Assume that a point X
in Ω̂ is mapped into a point x(t) in Ω(t) by a mapping function Ψ(X, t) defined
as










Figure 3.1: Mapping from a reference domain Ω̂ to a physical domain Ω(t).
and Ψ(X, t) is a smooth differentiable function of t. In the HDG context, the
governing equations require several differential operators of the mapping such as
the deformation gradient J, the Jacobian g, and the mesh velocity vJ given by





The operator ∇X denotes the gradient operator taken in the X coordinate
system. Infinitesimal volume elements and infinitesimal surface elements in the
reference domain dΩ̂ and the physical domain dΩ are related by dΩ = gdΩ̂ and
ndΓ = gJ−T n̂dΓ̂, respectively. Here are some identities that will be used for the




∇x ·w = g−1∇X · (gJ−1w),
(3.2)
where w is a scalar and w is a vector. The operator ∇x denotes the gradient
operator taken in the x variable. Details of these identities are presented in [10].
3.1.2 Governing equations




+∇ · F =s, in Ω(t)× (0,∞),
∇ · u =0, in Ω(t)× (0,∞),
(3.3)
38
where F = −ν∇u + pI + u ⊗ u. All the variables in (3.3) are defined in the x
coordinate system. Since we solve the incompressible Navier-Stokes equations on
the fixed reference domain Ω̂, we need to convert (3.3) in the x coordinate system
to the conservation form in the X coordinate system. We follow the derivation
procedure proposed by Visbal et al. [42] to obtain the ALE formulation of the
incompressible Navier-Stokes equations as follows.












We now consider the second term in the above equation
∫
∂Ω(t)
F · ndΓ =
∫
∂Ω̂
F · (gJ−T n̂)dΓ̂ =
∫
∂Ω̂
(gFJ−T ) · n̂dΓ̂. (3.5)
























[g(u⊗ vJ)J−T ] · n̂dΓ̂.
(3.6)
From equations (3.5) and (3.6), we derive the following Navier-Stokes equation





+∇X · FX = gs, (3.7)
where
FX = gFJ
−T − g(u⊗ vJ)J−T ,
= g(−ν∇xu+ pI+ u⊗ u)J−T − g(u⊗ vJ)J−T .
(3.8)
We apply the chain rule to transform the gradient of u in x into X as ∇xu =
(∇Xu)J−1. Therefore, (3.8) becomes
FX = −gν∇XuJ−1J−T + gpJ−T + [gu⊗ (u− vJ)]J−T . (3.9)
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Apply the chain rule in (3.2) to the continuity equation in (3.3), we obtain a
new formulation of the continuity equation written in the reference variable
∇x · u = 0,
=⇒ g−1∇X · (gJ−1u) = 0,
=⇒ ∇X · (gJ−1u) = 0.
(3.10)
Finally, from (3.7) and (3.10), we obtain the Navier-Stokes system written
in the reference variable as follows
QX −∇Xu =0, in Ω̂× (0,∞),
∂(gu)
∂t
+∇X · FX =gs, in Ω̂× (0,∞),
∇X · (gJ−1u) =0, in Ω̂× (0,∞),
(3.11)
where the transformed total flux in the reference space is given by
FX = −gνQXJ−1J−T + gpJ−T + [gu⊗ (u− vJ)]J−T .
We observe that the ALE formulation of the incompressible Navier-Stokes equa-
tions (3.11) is similar to that of (2.6). Therefore, we can analogously apply the
HDG method presented in Chapter 2 to solve the system (3.11).
3.1.3 Geometric Conservation Law
In the literature, a constant solution may violate the incompressible Navier-
Stokes equations (3.11) in the reference domain due to the inexact calculation
of the Jacobian g. The error from this violation becomes severe for low-order
approximation since the free-stream condition is not exactly preserved. Persson
et al. [31] proposed a minor change in computing the Jacobian g to settle
the Geometric Conservation Law (GCL) for compressible flows. In this thesis,
we propose a different algorithm to strongly impose the GCL condition on the
governing equation (3.11) as follows.
First, assume that u is a constant vector denoted by c. Then, we substitute
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=0, in Ω̂× (0,∞),
∇X · [gJ−1c] =0, in Ω̂× (0,∞).
(3.12)
The second equation in (3.12) is always satisfied with any arbitrary constant







⇐⇒ ∂g∂t c+ ∂c∂t g − c
[∇X · (gJ−1vJ)] = 0,
⇐⇒ c[∂g∂t −∇X · (gJ−1vJ)] = 0.
(3.13)
If we can find ∂g∂t such that it satisfies the following constraint
∂g
∂t
−∇X · (gJ−1vJ) = 0, (3.14)
the last equation in (3.13) holds with an arbitrary c. Therefore, the GCL con-
dition is satisfied. However, the mapping does not always satisfy the GCL con-
straint (3.14) for any arbitrary mapping function. Therefore, we propose the
following steps to implement the GCL condition for the ALE formulation (3.11)
of the incompressible Navier-Stokes flows.
We assume that either the mesh velocity vJ or the mapping function Ψ is
prescribed by an analytical expression. Then, we can compute the deformation
gradient J and the Jacobian g as shown in (3.1). In order to ensure (3.11) meet























in (3.15), the equation
(3.13) is correct and therefore the GCL condition is held. To complete the
implementation of our proposed algorithm, we discretize the time derivative of
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The ALE formulation of the Navier-Stokes equations (3.11) now becomes






+∇X · FX =gs, in Ω̂× (0,∞),
∇X · (gJ−1u) =0, in Ω̂× (0,∞),
(3.17)
where the transformed total flux in the reference space is given by
FX = −gνQXJ−1J−T + gpJ−T + [gu⊗ (u− vJ)]J−T . (3.18)
This step completes our proof and implementation of the GCL condition.
3.2 Numerical Examples
3.2.1 Stokes flow with variable mapping
In this example, we solve a time-dependent Kovasznay flow with a unit Reynolds
number in a square domain Ω = (0, 1) × (0, 1). The mesh velocity is given
according to the following expressions
vJ1 = 0.2pi cos(2pit) sin(2pix1) sin(2pix2),
vJ2 = 0.4pi cos(4pit) sin(2pix1) sin(2pix2).
(3.19)
We use Dirichlet boundary conditions which can be derived from (2.51) on the
entire boundary. The initial velocity on the boundary is chosen to be equal to the
given Dirichlet boundary condition while the initial velocity inside the domain
is set to be zero. We solve this Stokes problem until the solution converges to its
steady state. The GCL condition presented in Section 3.1.3 must be maintained
to enforce the incompressible constraint. Then, we measure the L2 error by
associating the numerical solution with the analytical solution given in (2.51).
We obtain optimal convergence (k + 1) in all cases as shown in Figure 3.3. The
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(a) uh1 on reference mesh (b) uh1 on physical mesh
(c) uh2 on reference mesh (d) uh2 on physical mesh
Figure 3.2: The solution at time t = 0.126 in Example 3.2.1 plotted both in the
reference mesh and in the physical time-varying mesh.
velocity at time t = 0.126 is presented in Figure 3.2. Note that the computational
complexity is computed in the fixed reference domain and the time-varying mesh
is only used for plotting. We could not achieve optimal convergence for the case
with k ≥ 3 since we lose accuracy when mapping highly curvilinear triangles into
the reference triangle. We need to use lots of quadrature points and extremely
small time step to remedy the mapping error that makes it almost impossible to
solve in this case.
3.2.2 Flow past an oscillating cylinder
We simulate a fluid flow with a Reynolds number Re = 100 around an oscillating
cylinder. The motion of the cylinder is prescribed in time by the following
equation
yc(t) = A sin(2pift), (3.20)
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Figure 3.3: Spatial convergence rate of the velocity in Example 3.2.1.
with yc(t) the vertical displacement of the cylinder, A = 1/5 the stroke am-
plitude, and f the oscillation frequency. The geometry of the domain and the
boundary conditions in this example are the same as those used in Example
2.5.4.
Figure 3.4 shows the case with f = 0.1 where the flow is simultaneously shed-
ding vorticities behind the cylinder as it moves up and down. This phenomenon
reflects on the oscillating variations of the lift and drag coefficients as shown in
Figure 3.4(a) and Figure 3.4(b), respectively. On the contrary, Figure 3.5 shows
the case with f = 0.9 where there is only vortex shedding behind the cylinder
at its peak. The drag and life coefficients in this case do not experience the
similar oscillation as in the first case. The difference in the two simulations is
due to the value of the oscillation frequency f . In the second case, the vortex
shedding frequency has locked onto the cylinder oscillation [26]. Notice that the
oscillation frequency 2f = 1.8 in the second case is equal to the Strouhal number
of the flow around a stationary cylinder in Example 2.5.4.
3.2.3 Locomotion of a flapping wing
We reproduce the numerical test of a rigid body of simple shape flapping up and
down within a viscous fluid and free to move horizontally [1, 41]. We consider a
rigid ellipse of major (minor) axis length L (W ), with uniform mass density ρb.
The rigid ellipse translates with velocity ub = (ub1, ub2)
T and does not rotate
in an infinite two-dimensional plane through a viscous fluid of density ρ and
viscosity µ. The vertical motion of the body is prescribed and is a function of
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(a) Time vs CL (b) Time vs CD
(c) u1 at td = 867 (d) p at td = 867
(e) u1 at td = 1000 (f) p at td = 1000
Figure 3.4: Flow past an oscillation cylinder with Re = 100, f = 0.1, and
∆t = 2.5× 10−2.
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(a) Time vs CL (b) Time vs CD
(c) p at td = 37.1 (d) u2 at td = 37.1
(e) p at td = 40 (f) u2 at td = 40
Figure 3.5: Flow past an oscillation cylinder with Re = 100, f = 0.9, and
∆t = 5.6× 10−3.
(a) Entire grid (b) Close-up around the plate
Figure 3.6: Grid of the plate with aspect ratio L : W = 5.
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time
yb(t) = −A cos(2pift), (3.21)
where A is the stroke amplitude and f is the frequency of the flapping body.





where L is a characteristic length and Af is a characteristic velocity. The in-
compressible Navier-Stokes equations of the surrounding fluid read
∂u
∂t
+∇ · (− 1
Refr
∇u+ pI+ u⊗ u) = 0, in Ω× (0,∞),
∇ · u = 0, in Ω× (0,∞),
(3.23)
where u = (u1, u2)
T is the fluid velocity and p the pressure. The horizontal
motion of the rigid body is governed by the fluid force acting at its rigid boundary




= e1 · Ffluid, (3.24)
where M is the mass of the plate with density ρb and e1 = (1, 0)
T . The fluid







(∇u+∇uT ) + pI]n, (3.25)
where n is the outward unit normal vector on the surface of the body. We
note that the Navier-Stokes equations (3.23) are coupled with the Newton’s
second law equation (3.24), and we solve both equations simultaneously. We
set the initial velocity ub1 = 0.01 to trigger the instability effect. After the
initial perturbation grows in time and the fluid motions become asymmetric,
the body sheds vorticities into the fluid and interacts with its vorticities. Then,
the body is allowed to freely translate. The locomotion of the body depends on
many factors including the aspect ratio of the body, the mass of the body, the
Reynolds number, the stroke amplitude, and the frequency.
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Figure 3.7: Pressure distribution of a locomotion of a flapping ellipse of the
aspect ratio 5.
We choose L = 2, A = L/2 = 1, ρb = 32ρ, and Refr = 35. We run a test
for the plate with the aspect ratio L : W = 5. The mesh is given in Figure
3.6. The motion of the plate is depicted in Figures 3.7 and 3.8. Our results are
comparable with the findings in [1].
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Figure 3.8: Pressure distribution of a locomotion of a flapping ellipse of the
aspect ratio 5 (cont.).
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Chapter 4
Error Analysis for Problems
on Curved Domains
Chapter 2 shows that the HDG method gives optimal rates of convergence sub-
ject to the constraint that the domains of interest are precisely approximated
by a linear triangulation. However, this condition is not always guaranteed for
geometries with high-curvature boundaries. The residual in the area between a
real physical domain and its approximate triangulation will result in poor accu-




In this section, we define the formulae for numerical errors which are used in the
thesis to measure the rates of convergence for the HDG method. We measure
the numerical error of u using the L2 norm as follows






where uh and uexact are the approximation and analytical solution of u, respec-
tively. The L2 norm (4.1) is correct if the triangulation Th precisely approximates
the analytical domain Ω. If Ω is a domain constructed by straight lines, a square
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Figure 4.1: Lagrangian approximation Ln(x) of the function f(x).
or a rectangle for example, we can easily define a triangulation Th that is an
exact approximation of Ω. However, if Ω is a domain bounded by curved lines,
a circle or an ellipse for example, the accuracy of Th is up to an order that is
determined by the smoothness of Ω and the polynomials used to build Th. Since
the error in L2 norm is measured on the entire domain, the difference in area
between Th and Ω plays a crucial role in the convergence rates. Therefore, we
redefine the numerical error of u in the L2 norm as follows
‖e‖L2(Ω) = ‖e‖L2(Th) + ‖e‖L2(Ω−Th). (4.2)
In reality, it is almost impossible to compute ‖e‖L2(Ω−Th) accurately if Ω is a
curved domain with an arbitrary curvature. Note that ‖e‖L2(Th) converges with
the order (k + 1). Therefore, if we can somehow bound ‖e‖L2(Ω−Th) and make
it converge with the same rate as ‖e‖L2(Th), we can get rid of it and concentrate
on ‖e‖L2(Th) only.
4.1.2 Analytical error bound for ‖e‖L2(Ω−Th)
Without loss of generality, we assume that (uh−uexact) is a constant value inside
(Ω − Th). Therefore, ‖e‖L2(Ω−Th) converges with the same speed as that of the
square root of the area of (Ω− Th). We now investigate the convergence of the
area of (Ω − Th). Consider a small enough interval (xA, xB) and a curve with
an analytical function f(x) as depicted in Figure 4.1. We denote Ln(x) as the
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xj − xi ,
where xj denotes the coordinate of the interpolation point j. Assume that we
divide the interval (xA, xB) into (n−1) equal segments. The error between Ln(x)
and f(x) converges with a rate as (see [33] for proofs)
|Ln(x)− f(x)| ≤ O(hn), (4.3)
where h = xB−xAn−1 . Note that when (xA, xB) → 0, h ' (xB − xA). We now
estimate the area of the curved strip Tc as shown in Figure 4.1 by integrating
(4.3) over the entire interval (xA, xB). As a result, we obtain the area of Tc as
follows
ATc ' O(hn+1).
Assume that the total number of Tc over the entire triangulation Th is 1h . We
have the total area of (Ω− Th) given below as
AΩ−Th ' O(hn), (4.4)
which leads to the following convergence rate of the error attributed to the
difference between Ω and Th
‖e‖L2(Ω−Th) ' O(h
n
2 ) = O(h k+12 ). (4.5)
Examples 2.5.1 and 2.5.2 in Chapter 2 show that ‖e‖L2(Th) converges opti-
mally with the order (k + 1) even though we are using polynomials of order (k)
to approximate the domain. Note that these problems are defined on a square.
In contrast, the result from (4.5) indicates that if using polynomials of order
(k) to approximate a boundary with a higher-order curvature, the total error of
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the solution over the entire curved domain ‖e‖L2(Ω) converges with order (k+12 )
only. The reason is because Th is not yet a good approximation to Ω. If we
use super-parametric elements whose polynomials of order (2k+ 1) and (k) span
the geometry basis and solution basis, respectively, to approximate the curved
boundary of Ω, we acquire ‖e‖L2(Ω−Th) ' O(hk+1). As such, ‖e‖L2(Ω) converges
with order (k + 1).
4.1.3 Numerical area analysis of (Ω− Th)
In this section, we numerically investigate the convergence rates of AΩ−Th for
some curved geometries. We use polynomial functions with the order k ∈
{1, 2, 3, 4, 5, 6} to represent the curved boundaries of a circle, an ellipse, a geom-
etry which is made of four different ellipses, and a quarter of an ellipse. Below
is the procedure of measuring the area of (Ω− Th) for a circle. First, we gener-
ate a mesh for the circle. If using high-order polynomial approximation k > 1,
we have to project the boundary grid points on the curved face of the curved
elements onto the exact boundary of the circle. For the case with k > 2, we
use the Legendre-Gauss-Lobatto (LGL) point distribution as presented in [15]
to minimize the Lebesque constant in order to achieve more accurate results.
Then, we blend this boundary deformation of each curved face into the element
interiors so that the deformation is zero on the other two faces of each triangle
[14]. Figure 4.2(a) shows the grid of the circle with k = 4. We see that the nodal
points are more crowded near the corners of the elements than in the middle of
the elements.
To measure the rate of convergence of AΩ−Th , we refine the grid in Figure
4.2(a) by half in one (Nref = 1) and two (Nref = 2) times. Then, we compute











Table 4.1 shows that AΩ−Th converges with an order of (2k) with k < 4. For
k ≥ 4, we also obtain order (2k) provided the results are not affected by finite
precision effects. This is shown in Table 4.2 for an ellipse. We may conclude that
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(a) Circle (b) Ellipse
(c) Potato (d) Quarter of an ellipse
Figure 4.2: Girds of four different domains.
AΩ−Th converges with order (2k) which is higher than the analytical convergence
rate (k + 1) in (4.4) because of the symmetry properties of the circle and the
ellipse. However, this is not true. To verify this conclusion, we now investigate
the area of (Ω−Th) for the non-symmetric geometries like a potato which is made
of four different ellipses and a quarter of an ellipse as shown in Figure 4.2(c) and
Figure 4.2(d), respectively. For the circle and ellipse cases, the convergence rate
of AΩ−Th is (2k) while theoretical rate is (k + 1) because the circle and ellipse
are sufficiently smooth objects. We obtain similar findings for the potato shaped
domain and a quarter of an ellipse as shown in Table 4.3 and Table 4.4.
4.2 Iso-parametric Straight Elements
In this section, we will show the effects of curved elements on the accuracy of
the solution in the L2 norm. We solve a Poisson equation on a circular domain
without using any curved element. The circular domain is approximated by
a polygon which is composed of straight elements only (see Figure 4.3). The
homogeneous Dirichlet boundary condition is imposed on the boundary of the
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Table 4.1: Total area of all curved strip Tc on the triangulation of a circle of
radius R = 1. An † marks that the accuracy is impacted by finite precision
effects.
k Nref AΩ−Th Order k Nref AΩ−Th Order
1 0 1.42× 10−01 − 4 0 1.39× 10−07 −
1 3.58× 10−02 1.99 1 1.09× 10−09† 6.99
2 8.97× 10−03 2.00 2 5.84× 10−10† 0.90
2 0 4.88× 10−04 − 5 0 9.45× 10−09 −
1 3.07× 10−05 3.99 1 5.86× 10−10† 4.01
2 1.92× 10−06 4.00 2 5.87× 10−10† −0.00
3 0 3.19× 10−05 − 6 0 6.07× 10−10 −
1 4.87× 10−07 6.03 1 5.75× 10−10† 0.08
2 8.12× 10−09 5.91 2 5.86× 10−10† −0.03
Table 4.2: Total area of all curved strip Tc on the triangulation of the ellipse
with major and minor axes 0.75 and 1, respectively.
k Nref AΩ−Th Order k Nref AΩ−Th Order
1 0 1.57× 10−01 − 4 0 1.70× 10−06 −
1 3.99× 10−02 1.97 1 6.27× 10−09 8.09
2 1.00× 10−02 1.99 2 4.66× 10−10† 3.75
2 0 9.65× 10−04 − 5 0 8.00× 10−08 −
1 6.18× 10−05 3.97 1 5.80× 10−10† 7.11
2 3.89× 10−06 3.99 2 4.37× 10−10† 0.41
3 0 8.82× 10−05 − 6 0 6.10× 10−09 −
1 1.47× 10−06 5.91 1 4.39× 10−10† 3.80
2 2.34× 10−08 5.97 2 4.41× 10−10† −0.01
polygon and not on the circle. Note that we have imposed the given boundary
condition on the wrong place. The prescribed boundary condition is supposed
to be placed on the boundary of the circle. Since we are unable to exactly
approximate the curved boundary of the domain, we somehow have to solve the
wrong problem.
Next, we compare the numerical solution of the wrong problem to the an-
alytical solution in the L2 norm. We note that the L2 errors are computed on
the entire triangulation Th. We do not measure the errors caused by the area
of (Ω− Th) as shown in Section 4.1.2. However, we are able to see the effect of
AΩ−Th on the solution on Th.
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Table 4.3: Total area of all curved strip Tc on the triangulation of the potato
shaped domain which is made of four different ellipses.
k Nref AΩ−Th Order k Nref AΩ−Th Order
1 0 9.24× 10−02 − 4 0 1.63× 10−06 −
1 2.34× 10−02 1.98 1 5.39× 10−09 8.24
2 5.87× 10−03 2.00 2 4.35× 10−10† 3.63
2 0 4.16× 10−04 − 5 0 2.87× 10−08 −
1 2.60× 10−05 4.00 1 5.54× 10−10† 5.70
2 1.63× 10−06 3.99 2 4.17× 10−10† 0.41
3 0 4.59× 10−05 − 6 0 9.33× 10−09 −
1 8.71× 10−07 5.72 1 4.19× 10−10† 4.48
2 1.42× 10−08 5.94 2 4.17× 10−10† 0.01
Table 4.4: Total area of all curved strip Tc on the triangulation of a quarter of
an ellipse with major and minor axes 0.75 and 1, respectively.
k Nref AΩ−Th Order k Nref AΩ−Th Order
1 0 5.29× 10−03 − 4 0 6.44× 10−08 −
1 1.34× 10−03 1.99 1 2.38× 10−10 8.08
2 3.35× 10−04 2.00 2 7.22× 10−11† 1.72
2 0 1.65× 10−05 − 5 0 3.21× 10−10 −
1 1.01× 10−06 4.02 1 7.49× 10−11† 2.10
2 6.38× 10−08 3.99 2 7.24× 10−11†
3 0 1.82× 10−06 − 6 0 2.71× 10−10 −
1 3.59× 10−08 5.67 1 7.12× 10−11† 1.93
2 6.40× 10−10 5.81 2 7.17× 10−11† −0.01
Figure 4.3: Triangulation of the circle of radius R = 1 if using straight-sided
elements only.
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Table 4.5: Convergence of the solution and the flux for the circle of radius R = 1.
Straight-sided elements are used to represent the geometry.
Solution uh Flux qh
k Nref ‖uh − u‖Th Order k Nref ‖qh − q‖Th Order
1 0 3.46× 10−01 − 1 0 4.19× 10−01 −
1 1.03× 10−01 1.76 1 1.32× 10−01 1.66
2 2.70× 10−02 1.93 2 3.57× 10−02 1.89
2 0 1.99× 10−01 − 2 0 3.50× 10−01 −
1 5.11× 10−02 1.96 1 1.29× 10−01 1.44
2 1.28× 10−02 2.00 2 4.59× 10−02 1.49
3 0 1.97× 10−01 − 3 0 3.98× 10−01 −
1 5.10× 10−02 1.95 1 1.51× 10−02 1.40
2 1.28× 10−02 2.00 2 5.45× 10−02 1.47
4 0 1.97× 10−01 − 4 0 4.07× 10−01 −
1 5.11× 10−02 1.95 1 1.55× 10−01 1.39
2 1.28× 10−02 2.00 2 5.62× 10−02 1.47
5 0 1.97× 10−01 − 5 0 4.11× 10−01 −
1 5.11× 10−02 1.95 1 1.57× 10−01 1.39
2 1.28× 10−02 2.00 2 5.69× 10−02 1.47
6 0 1.97× 10−01 − 6 0 4.13× 10−01 −
1 5.12× 10−02 1.95 1 1.58× 10−01 1.38
2 1.28× 10−02 2.00 2 5.72× 10−02 1.47
We consider the following model Poisson equation on a circle of radius R = 1
−∇ · ∇u = s, in Ω, (4.7)
with the homogeneous Dirichlet boundary condition on ∂Ω
u = 0, on ∂Ω, (4.8)
where the source term s is given as
s = −15x2(x2 + y2) 12 − 10(x2 + y2) 32 − 15y2(x2 + y2) 12 , in Ω. (4.9)
The numerical solution is compared to the following analytical solution
u = (x2 + y2)2.5 − 1, in Ω. (4.10)
57
(a) Numerical solution (b) Exact solution
Figure 4.4: Solution of a Poisson equation on a circle with straight-sided ele-
ments.
Table 4.5 shows that the problem is sub-optimal second-order accurate in
the solution uh and super-linear accurate in the flux qh if using straight-sided
elements to represent the curved boundary. The numerical solution and the
exact solution are illustrate in Figure 4.4. We note that the numerical solution
on the boundary of the polygon is totally wrong as depicted in Figure 4.4(a).
This is because we have imposed the given boundary condition on the wrong
place. If we take into account the errors caused by AΩ−Th , as shown in Section
4.1.2, the rate of convergence is min(k∗, k+12 ) for both uh and qh where k
∗ is the
convergence rate shown in Table 4.5. Due to the improper representation of the
curvilinear boundary, the convergence rate is significantly reduced even using
high-order interpolation functions.
Figure 4.5: Red asterisks denote the nodal points of the basis functions for the
geometry and blue dots represent the nodal points of the basis functions for the
solution.
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4.3 Iso-parametric Curved Elements
In order to remedy the sub-optimal rates of convergence in Section 4.2, we need
to project the nodal points on the curved face of the boundary elements onto
the real geometry of the domain, which is the circle of radius R = 1 in this case.
We also need to blend the deformation of the nodal points on the curved face
into the nodal points inside the corresponding curved element. The blending
functions are chosen such that deformation of the nodal points on the other two
faces of the triangle is zero [14]. We note that for the case k > 2, nonuniform
LGL nodal distribution [15] is utilized.
Table 4.6 shows that the rates of convergence are nearly optimal order of
accuracy O(hk+1) for both the solution uh and the flux qh over the triangulation
Th. Hence, we have eliminated the negative impact of the geometry on the
accuracy on Th through the introduction of a curvilinear truly body-conforming
discretization. However, if we consider the errors caused by AΩ−Th as shown in
Section 4.1.2, the order of accuracy on the entire real geometry must be O(hk∗)
with k∗ = min{k+12 , k+1}. Note that we could never be able to exactly evaluate
the errors caused by AΩ−Th . Therefore, this motivates the idea of using super-
parametric elements for the curved elements along the curvilinear boundary that
is presented in Section 4.4 to bound the errors caused by AΩ−Th .
4.4 Super-parametric Curved Elements
As shown in Section 4.1.2, if using iso-parametric elements with order (k), the
area of (Ω−Th) is O(hk+1). If we take into account the errors caused by AΩ−Th ,
the problem will converge with the rate of order O(h k+12 ). Therefore, if we choose
super-parametric elements, order (2k+1) for the geometrical basis functions and
order (k) for the solution basis functions as depicted in Figure 4.5, the area of
(Ω−Th) is O(h2k+2). As a result, the problem will converge optimally with order
O(hk+1). Table 4.7 shows that using super-parametric elements slightly increases
the rates of convergence for the case k = 5. For the case k > 5, the problem fails
to converge optimally due to the inaccuracy of the LGL nodal distribution for
high-order polynomials. The values of Jacobian tend to overshoot at the corner
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Table 4.6: Convergence of the solution and the flux for the circle of radius R = 1.
Iso-parametric curved elements are used to represent the geometry.
Solution uh Flux qh
k Nref ‖uh − u‖Th Order k Nref ‖qh − q‖Th Order
1 0 3.46× 10−01 − 1 0 4.19× 10−01 −
1 1.03× 10−01 1.76 1 1.32× 10−01 1.66
2 2.70× 10−02 1.93 2 3.57× 10−02 1.89
2 0 4.78× 10−02 − 2 0 6.21× 10−02 −
1 6.39× 10−03 2.90 1 8.70× 10−03 2.84
2 7.94× 10−04 3.01 2 1.12× 10−03 2.96
3 0 3.86× 10−03 − 3 0 9.51× 10−03 −
1 2.38× 10−04 4.02 1 7.62× 10−04 3.64
2 1.39× 10−05 4.09 2 6.37× 10−05 3.58
4 0 1.97× 10−04 − 4 0 2.85× 10−04 −
1 5.82× 10−06 5.08 1 8.56× 10−06 5.04
2 1.70× 10−07 5.10 2 2.60× 10−07 5.06
5 0 1.60× 10−05 − 5 0 1.54× 10−04 −
1 2.60× 10−07 5.94 1 3.22× 10−06† 5.58
2 5.82× 10−09† 5.48 2 6.94× 10−08† 5.54
of the elements for the case (k > 5, 2k + 1 > 11) as also shown in [15].
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Table 4.7: Convergence of the solution and the flux in Section 4.4. Super-
parametric curved elements, order (2k + 1) for the geometrical basis functions
and order (k) for the solution basis functions, are used to represent the geometry.
Solution uh Flux qh
k Nref ‖uh − u‖Th Order k Nref ‖qh − q‖Th Order
1 0 3.58× 10−01 − 1 0 4.59× 10−01 −
1 9.78× 10−02 1.87 1 1.36× 10−01 1.76
2 2.48× 10−02 1.98 2 3.59× 10−02 1.92
2 0 4.82× 10−02 − 2 0 6.23× 10−02 −
1 6.41× 10−03 2.91 1 8.71× 10−03 2.84
2 7.96× 10−04 3.01 2 1.12× 10−04 2.96
3 0 3.80× 10−03 − 3 0 4.72× 10−03 −
1 2.35× 10−04 4.02 1 3.05× 10−04 3.95
2 1.38× 10−05 4.09 2 1.86× 10−05 4.03
4 0 2.02× 10−04 − 4 0 2.91× 10−04 −
1 5.93× 10−06 5.09 1 8.69× 10−06 5.06
2 1.72× 10−07 5.11 2 2.61× 10−07 5.06
5 0 1.85× 10−05 − 5 0 3.05× 10−05 −
1 2.54× 10−07 5.96 1 4.91× 10−07 5.95






In this thesis, we address two types of interface problems: conventional interface
problems and embedded interface problems. The first type involves an interface
which divides the entire domain into at least two separate regions; each of which
may contain a different material property. Partial differential equations govern-
ing this type of interface problems usually contain discontinuous parameters. For
example, the thermal conductivity coefficient in a Poisson equation modeling the
heat distribution over a plate made of two different materials is a discontinuous
function. Irregularities in governing equations of interface problems result in
non-smooth solutions. Thus special cares are required to gain optimal accuracy
around the interface vicinity.
The second type of interface problems comes from the expansion of an irreg-
ular domain like a star, a potato, etc... into a regular geometry like a square or a
rectangle. As a result, the boundary of the original irregular domain becomes an
interface immersed inside the larger regular domain. Note that we can apply a
regular uniform Cartesian grid to discretize the entire embedded domain. There
are two reasons that motivate the idea of this cumbersome extension. First,
since we are using the uniform mesh, we can apply fast solvers for example the
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Figure 5.1: Square domain immersed in which is the circle Γ. Material coeffi-
cients ν1 and ν2 are not the same in Ω1 (inside the circle) and Ω2 (outside the
circle).
fast Fourier transforms to solve the matrix system. Second, we can avoid costly
mesh generation for complex objects, especially in three dimensions.
5.1 Problem Formulation
5.1.1 Conventional interface problems
Consider the following system of partial differential equations
Q−∇u = 0, in Ω,
∇ · F = s∗, in Ω,
∇ · u = 0, in Ω,
u = hD, on ∂ΩD,
Fbn = hN , on ∂ΩN ,
(5.1)
over a domain Ω where F is the flux vector whose form is determined by the
physical problems (see Chapter 2 for details). Assume that there is a circular
interface Γ that divides Ω into two separate regions Ω1 and Ω2 as shown in
Figure 5.1. We also assume that the solution and the flux are not smoothly
distributed across Γ. In other words, the solution and the flux may experience a
kink or even a jump across the interface. Thus the source term s∗ in (5.1) may
contain Dirac delta function singularities to reflect the solution discontinuous
distributions along Γ. However, we do not use Dirac delta functions to account
for the discontinuities in this interface problem.
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We define the so-called solution jump condition to characterize the solution
discontinuities along Γ as seen below
[[u]]Γ = u|Γ+ − u|Γ− , (5.2)
where u|Γ+ and u|Γ− are defined along Γ+ ≡ Γ + n and Γ− ≡ Γ − n, respec-
tively. Analogously, we define the so-called flux jump condition to represent the
discontinuities in the flux along Γ as follows
[[FIn]]Γ = F
In|Γ+ − FIn|Γ− , (5.3)
with FI the interface flux whose components are defined by the nature of the
physical problems. For example, for Stokes and full Navier-Stokes interface prob-
lems, FI := −νQ+pI. Note that we ignore the nonlinear convective term inside
FI for the full Navier-Stokes cases because only the jumps in the gradient and
the pressure matter [39]. For Poisson interface problems, FI := −νq. It is im-
portant to emphasize that these two jump conditions (5.2) and (5.3) are given
in advance and only valid along Γ. They disappear everywhere else over the
entire domain. As such, we only need additional attention for inter-elemental
faces that exactly align on Γ.
We rewrite the conventional interface problem as follows
Q−∇u = 0, in Ω\Γ,
∇ · F = s, in Ω\Γ,
∇ · u = 0, in Ω\Γ,
[[u]]Γ = gD, on Γ,
[[FIn]]Γ = gN , on Γ,
u = hD, on ∂ΩD,
Fbn = hN , on ∂ΩN .
(5.4)
Note that we remove the Dirac delta function singularities in the source term
s∗ and replace its role by a set of jump conditions along the interface. In other
words, we can consider a conventional interface problem over a domain Ω\Γ as a
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combination of two separate problems defined in Ω1 and Ω2. These two separate
problems are linked to each other by the relation of the solution, the gradient,
and the pressure along the interface Γ that are prescribed in the jump conditions.
Note that the two jump conditions in (5.4) are sufficient to make the interface
problem well-posed. We do not need to derive the jump conditions in the first-
and second-order spatial derivatives in the velocity, the flux, and the pressure
as required in the immersed interface method [21, 22]. The simple and natural
requirement of the prescribed jump conditions in the HDG context allows us
to tackle more complex problems like multi-viscosity fluid flows without much
difficulty.
5.1.2 Embedded interface problems
In this subsection, we present a procedure to utilize the FFT for solving gen-
eral boundary condition problems which are defined on domains with arbitrary
shapes. For simplicity, we first consider a flow inside a step channel as shown in
Figure 5.2(a) as follows
Q−∇u = 0, in Ω,
∇ · F = s, in Ω,
∇ · u = 0, in Ω,
u = hD, on ∂ΩD,
Fbn = hN , on ∂ΩN .
(5.5)
Assume that the Neumann type boundary condition is imposed along the outflow
boundary ∂ΩN and Dirichlet type boundary condition is imposed along the other
boundaries ∂ΩD of the step channel. The geometry of the domain is not regular
and thus one is not able to apply directly the FFT to solve the problem. We
embed this step channel into a larger rectangle as shown in Figure 5.2(b). As a
result, the boundary of the step channel becomes an interface in the embedded
interface problem. Note that the solution inside the extended region Ω2 as shown
in Figure 5.2(b) is not of our interest. Therefore, we are free to make appropriate
assumptions about the solution in Ω2 for our convenience.
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(a) Domain of a flow inside a step channel
(b) Step channel is embedded in a larger rectangle
Figure 5.2: Domain of the embedded interface problem.
The governing equation of the embedded interface problem reads
Q−∇u = 0, in Ω\Γ,
∇ · F = s, in Ω\Γ,
∇ · u = 0, in Ω\Γ,
u = hD, on Γ
−
D,
Fbn = hN , on Γ
−
N ,
u = 0, on ΠD,
Fbn = 0, on ΠN ,
(5.6)
where Π is the outside boundary of the embedded interface problem in Figure
5.2(b). The boundary condition on Π can be periodic or of any other type. With
the given condition on the interface Γ as shown in (5.6), we see that the solution
inside Ω1 is the same as the solution to the original problem (5.5).
5.2 Implementation of the HDG Method
5.2.1 Conventional interface problems
For this type of interface problems, we assume that [[u]]Γ and [[F
In]]Γ are given
in advance. We blend these jump conditions into the numerical trace for all
faces F ∈ ∂Th ∩ Γ+ to capture the discontinuities in the solution and flux. We
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move the terms related to [[u]]Γ and [[F
In]]Γ to the right-hand side. As such, the






cIh(λh, ψ) = 0, ∀ψ ∈ Ψh,
(5.7)
where
aIh(η,µ) =− 〈Fηhn+ τ(uηh − η),µ〉∂Th\{∂ΩD,∂ΩN}
− 〈Fbηh n+ τ(uηh − η),µ〉∂Th∩∂ΩN + 〈η,µ〉∂ΩD ,
(5.8)
bIh(ψ,µ) = −〈Fρhn+ τuρh,µ〉∂Th\{∂ΩD,∂ΩN} − 〈Fbρh n+ τuρh,µ〉∂Th∩∂ΩN , (5.9)
cIh(η, ψ) = −〈η · n, ψ〉∂Th , (5.10)
`Ih(µ) =〈hN ,µ〉∂ΩN + 〈hD,µ〉∂ΩD + 〈Fshn+ τush,µ〉∂Th\{∂ΩD,∂ΩN}
+ 〈Fbsh n+ τush,µ〉∂Th∩∂ΩN − aIh([[u]]Γ,µ)∂Th∩Γ+ − 〈[[FIn]]Γ,µ〉∂Th∩Γ+ ,
(5.11)
for all η ∈Mh, µ ∈Mh, and ψ ∈ Ψh. We can see that the jumps in the flux is
naturally incorporated into the weak formulation of the numerical trace via the
flux along the inter-elemental faces.
We solve (5.7) for the numerical trace λh on Γ
−, and then update λh on Γ+
as follows
λh|Γ+ = λh|Γ− + [[u]]Γ. (5.12)
Having determined λh|Γ± , we evaluate (Qh,uh, ph) which automatically include
the discontinuities in the solutions and flux without changing the local solvers. It
is important to point out that we do not need to incorporate the jump conditions
into the local solvers. In this way, the HDG method becomes a natural approach
for solving interface problems. Note that in this chapter we impose a body-
conforming mesh to solve the interface problems. We do not yet utilize the
regular mesh which will be discussed in the next three chapters.
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5.2.2 Embedded interface problems
In this section, we show how to derive the stiffness system of the numerical trace
λh from the embedded interface problem (5.6). We explicitly incorporate the
given boundary condition on the immersed interface Γ− into the weak form of
the numerical trace as follows
aEh (λh,µ) + b
E
h (%h,µ) = `
E
h (µ), ∀µ ∈Mh,
cEh (λh, ψ) = 0, ∀ψ ∈ Ψh,
(5.13)
where
aEh (η,µ) =− 〈Fηhn+ τ(uηh − η),µ〉∂Th\{ΠD,ΠN ,Γ−D} + 〈η,µ〉{ΠD,Γ−D}
−〈Fbηh n+ τ(uηh − η),µ〉∂Th∩{ΠN ,Γ−N},
(5.14)





cEh (η, ψ) = −〈η · n, ψ〉∂Th , (5.16)





+ 〈hD,µ〉Γ−D + 〈hN ,µ〉Γ−N ,
(5.17)
for all η ∈Mh, µ ∈Mh, and ψ ∈ Ψh. Having determined the numerical trace λh
on Γ− from (5.13), we update the numerical trace λh on Γ+ using (5.12). Then,
we compute (Fh,uh, ph) from the local solvers.
5.3 Poisson Interface Problems
5.3.1 Dual thermal-conductivity problem
In this example, we simulate the heat distribution at steady state over a plate
made of two types of materials with different thermal conductivities. The gov-
erning equation reads
−∇ · (ν∇u) = s, x ∈ [−1, 1]× [−1, 1], ν =
 1 if x ∈ Ω1100 if x ∈ Ω2 , (5.18)
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where the source term s is given by
s = −10(x21 + x22)3/2 − 15x21(x21 + x22)1/2 − 15x22(x21 + x22)1/2, in Ω. (5.19)
The circular interface Γ of radius R = 1/2 divides the entire domain Ω = [−1, 1]×
[−1, 1] into two separate regions Ω1 and Ω2 as shown in Figure 5.3. The jump
in the solution as well as the jump in the flux are prescribed as follows
[[u]] = 0, on Γ,
[[−ν∇u · n]] = 0, on Γ.
(5.20)
Dirichlet type boundary conditions that can be derived from (5.21) are imposed















5/2 + ( 1ν1 − 1ν2 )R5 if x ∈ Ω2
. (5.21)
We apply super-parametric elements next to the curved interface as shown in
Figure 5.3 to avoid the error caused by the inaccurate approximation Th of the
domain Ω. Table 5.1 shows that we obtain optimal convergence rates (k + 1),
(k + 1), and (k + 2) for uh, qh, and u
∗
h, respectively. Figure 5.4 shows that the
post-processed solution u∗h is more accurate than uh although u
∗
h is reconstructed
from uh and qh. The flux qh is depicted in Figure 5.5. We can see that the
solution uh is continuous but not smooth while the flux qh is discontinuous
across the interface. This is because the material coefficients inside and outside
the interface are different.
5.3.2 Embedded Poisson problem
The purpose of this example is to verify the codes for solving the embedded
interface problems with two different types of jump conditions along the interface
and to show that our proposed method can tackle non-smooth interfaces like a
corner of a square accurately. We consider a Poisson equation defined on a square
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(a) Grid (b) Grid (Close-up view)
Figure 5.3: Iso-parametric and super-parametric elements in the domain trian-
gulation of the Example 5.3.1 with k = 3, k∗ = 2k + 1 = 7 and h = 0.25.
(a) uh (b) u
∗
h
Figure 5.4: Numerical solution in Example 5.3.1 with k = 2 and h = 0.25.
(a) qh1 (b) qh2
Figure 5.5: Numerical flux in Example 5.3.1 with k = 2 and h = 0.25.
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Table 5.1: Convergence rates of the solution and the flux in Example 5.3.1.
Super-parametric elements with the order of k∗ = (2k + 1) for the geometric
basis and the order of (k) for the solution basis. An † marks that the accuracy
is impacted by finite precision effects.
k Nref ‖u− uh‖Th Order ‖q− qh‖Th Order ‖u∗h − u‖Th Order
1 0 1.44× 10−01 − 1.62× 10−02 − 6.31× 10−04 −
1 3.65× 10−02 1.98 4.65× 10−03 1.80 8.95× 10−05 2.82
2 9.16× 10−03 2.00 1.22× 10−03 1.93 1.18× 10−05 2.92
2 0 8.63× 10−03 − 2.22× 10−03 − 6.17× 10−05 −
1 1.08× 10−03 3.00 3.04× 10−04 2.86 4.33× 10−06 3.83
2 1.35× 10−04 3.00 3.88× 10−05 2.97 2.77× 10−07 3.97
3 0 2.42× 10−04 − 1.62× 10−04 − 3.82× 10−06 −
1 1.48× 10−05 4.03 1.06× 10−05 3.93 1.26× 10−07 4.92
2 9.14× 10−07 4.02 6.67× 10−07 4.00 3.98× 10−09 4.99
4 0 8.00× 10−06 − 1.30× 10−05 − 2.48× 10−07 −
1 2.63× 10−07 4.93 4.57× 10−07 4.83 4.45× 10−09 5.80
2 8.90× 10−09 4.88 1.60× 10−08 4.83 8.14× 10−11 5.77
5 0 5.43× 10−07† − 1.31× 10−06† − 2.02× 10−08† −
1 1.52× 10−08† 5.15 3.95× 10−08† 5.05 2.93× 10−10† 6.11
2 5.65× 10−10† 4.76 1.39× 10−09† 4.83 2.69× 10−11† 3.44
domain [−1, 1]× [−1, 1] as follows
−∇ · (∇u) = 5pi
2
4
sin(pix1) sin(0.5pix2), x ∈ [−1, 1]× [−1, 1]. (5.22)
We compare the numerical solution with the analytical solution as given below
u = sin(pix1) sin(0.5pix2), x ∈ [−1, 1]× [−1, 1]. (5.23)
The Neumann type boundary condition is imposed along the side x1 = 1 and the
Dirichlet type boundary condition is imposed on the other sides of the domain
u = − sin(0.5pix2), on Γ1,
−∇u · n = −pi cos(pix1) sin(0.5pix2), on Γ2,
u = sin(0.5pix2), on Γ3,
u = 0, on Γ4.
(5.24)
Next, we embed the square domain [−1, 1] × [−1, 1] into a larger square
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domain [−1.5, 1.5]× [−1.5, 1.5] as shown in Figure 5.6. Therefore, the boundary
of the smaller square becomes the interface in the embedded interface problem.
We note that the jump boundary conditions along the square interface can be
derived from the prescribed boundary conditions of the original problem (5.24)
as shown in Section 5.1.2. Since the solution inside the extended region Ω2 can be
arbitrary and the only solution that matters is the one inside Ω1, we particularly
choose the jump boundary conditions along the interface such that the solution
inside Ω1 remains the same as that of (5.22).
The embedded interface problem therefore reads
−∇ · (∇u) =

5pi2
4 sin(pix1) sin(0.5pix2) if x ∈ Ω1
0 if x ∈ Ω2
, (5.25)
where the jump boundary conditions are defined as
[[−∇u · n]] = 0, on Γ1,Γ3,Γ4,
[[−∇u · n]] = pi cos(pix1) sin(0.5pix2), on Γ2,
u = − sin(0.5pix2), on Γ−1 ,
u = sin(0.5pix2), on Γ
−
3 ,
u = 0, on Γ−4 ,




and the homogeneous Dirichlet type boundary conditions are provided along the
outer boundary Π of the interface domain. In this example, the assumption
u|Γ+2 = 0 and the definition of the jump condition in u as given in (5.2) allow us
to derive the sixth constraint in (5.26). Table 5.2 shows the convergence rates
of this example. The method achieve optimal convergence rates even for k = 5.
This is because we dealt with straight interface and straight boundary in this
case. Figure 5.7(a) shows the solution both inside and outside the interface.
However, the solution of our interest is only inside Γ as illustrated in 5.7(b).
Similar observations for the flux can be found in Figure 5.7.
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Figure 5.6: Domain of the embedded interface Poisson problem.
(a) uh (b) uh inside the interface
(c) qh1 (d) qh1 inside the interface
(e) qh2 (f) qh2 inside the interface
Figure 5.7: Numerical solution and flux in Example 5.3.2 with k = 4 and h = 0.5.
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Table 5.2: Convergence of the solution and the flux for the embedded interface
Poisson problem. Since the interfaces are straight lines, we use iso-parametric
elements everywhere. As a result, the convergence rate is still optimal for k = 5.
k Nref ‖u− uh‖Th Order ‖q− qh‖Th Order ‖u∗h − u‖Th Order
1 0 1.98× 10−01 − 4.45× 10−01 − 3.42× 10−02 −
1 5.30× 10−02 1.90 1.17× 10−01 1.93 4.77× 10−03 2.84
2 1.36× 10−02 1.97 2.99× 10−02 1.96 6.14× 10−04 2.96
2 0 3.35× 10−02 − 7.20× 10−02 − 4.64× 10−03 −
1 4.71× 10−03 2.83 1.00× 10−02 2.84 3.09× 10−04 3.91
2 6.06× 10−04 2.96 1.29× 10−03 2.96 1.96× 10−05 3.98
3 0 5.07× 10−03 − 1.31× 10−02 − 6.60× 10−04 −
1 3.32× 10−04 3.93 8.20× 10−04 4.00 2.05× 10−05 5.01
2 2.11× 10−05 3.97 5.16× 10−05 3.99 6.41× 10−07 5.00
4 0 5.56× 10−04 − 1.13× 10−03 − 4.98× 10−05 −
1 1.94× 10−05 4.84 4.18× 10−05 4.76 8.80× 10−07 5.82
2 6.24× 10−07 4.96 1.35× 10−06 4.96 1.40× 10−08 5.97
5 0 6.70× 10−05 − 1.78× 10−04 − 6.57× 10−06 −
1 1.08× 10−06 5.95 2.68× 10−06 6.05 4.92× 10−08 7.06
2 1.71× 10−08 5.98 4.18× 10−08 6.00 3.80× 10−10 7.01
5.4 Stokes Interface Problems
5.4.1 Stokes conventional interface problem
In this section, we solve a steady incompressible Stokes flow in two dimensions.
The domain of this problem is the same as that considered in (5.18) which is
illustrated in Figure 5.1. The system of the Stokes equations is given as follows
∇ · (−ν∇u+ pI) = s+ F δ, x ∈ Ω,
∇ · u = 0, x ∈ Ω,
(5.27)
with the boundary conditions
u = uD, x ∈ ∂Ω, (5.28)
where u = (u1, u2)
T is the fluid velocity; ν is the viscosity which is selected equal
to one both inside and outside the circular interface; and s is an external force or
source term. Since we are only imposing the Dirichlet type boundary condition
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on ∂Ω, we need the following constraints to render a solution
∫
∂Ω uD · n = 0, x ∈ ∂Ω,∫
Ω p = 0, x ∈ Ω.
(5.29)
The effect of the interface immersed in the fluid results in the total singular force





where X(s, t) is the arc-length parametrization of the fluid interface Γ; f =
(f1, f2)
T is the force density applied along Γ; and δ(·) is a Dirac delta function.
Note that we do not include the Dirac delta function in any computational
process in our method because the Dirac delta function cannot resolve higher
than first-order of accuracy. As a result, we need to find the jump conditions in
the velocity u and the total flux (−ν∇u+ pI) along the interface Γ to represent
the discontinuities. The two jump conditions can be derived by balancing the
forces in the normal and tangential directions on the interface [22]. We have the
two following jump conditions which are defined along the interface only
[[u]] = 0, x ∈ Γ,
[[(−ν∇u+ pI)n]] = f , x ∈ Γ.
(5.31)
The first constraint in (5.31) is the jump condition of the velocity. In this case,
we assume the velocity is continuous across the interface. The second constraint
in (5.31) is the jump condition of the flux.















4 (1− x21) if x ∈ Ω1










8x1)x2 if x ∈ Ω1
0 if x ∈ Ω2
.
The source term s, the jump conditions (5.31), and the boundary conditions
(5.28) are derived from these analytical expressions. This benchmark problem
is considered in the literature [23, 38]. Table 5.3 shows the optimal convergence
of uh, Qh, ph, and u
∗
h for the Stokes flow with the curved interface. Figure 5.8
shows the solution, the flux, and the pressure distributions in this case.
We note that our method only requires the two jump conditions as shown
in (5.31). We need not decouple (5.31) into many other jump conditions like
the jump conditions in the first- and second-order derivative of the pressure and
the velocity as required in the immersed interface method [22, 38] and the im-
mersed finite element method [23]. The simple use of the jump conditions (5.31)
allows us to tackle more complex problems like multi-viscosity flows without any
cumbersome modification [39]. This simple employment of the jump conditions
allows us to apply the fast solver FFT to solve the multi-viscosity Stokes and
Navier-Stokes equations that the IIM and the IBM have been struggling to do
but still not yet fully resolved.
One more distinct point of our approach is the way we solve the Stokes
equations, as well as the Navier-Stokes equations to be shown later. We directly
solve the entire Stokes (Navier-Stokes) system without breaking it into three
steps as required in the projection methods used in the IIM. As such, we are
able to tackle steady Stokes (Navier-Stokes) equations by solving the system
only once. Note that the IIM employs the projection methods to tackle steady
state Navier-Stokes equations, and therefore the IIM has to solve the steady
Stokes (Navier-Stokes) equations many times until the problem converges to the
steady state solution. Another feature of the HDG method is that the stability of
the method does not depend on the choice of the order of polynomial functions
for the velocity and the pressure. Lastly, our method can achieve high-order
accuracy even around highly curved interface or sharp corner areas.
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(a) uh1 (b) uh2 (c) u
∗
h1












Figure 5.8: Solution distribution of the Stokes interface problem in Example
5.4.1.
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Table 5.3: Convergence of uh, Qh, ph, and u
∗
h for the Stokes interface problem.
All the errors are measured in L2 norm. Super-parametric elements with the
order of k∗ = (2k + 1) for the geometric basis functions and the order of (k) for
the solution basis functions. This problem gives optimal convergence even for
k = 5 because the exact solution is up to order 3.
k h−1 ‖uh − u‖Ω Order ‖Qh −Q‖Ω Order ‖ph − p‖Ω Order ‖u∗h − u‖Ω Order
1 0 1.82× 10−01 − 2.42× 10−01 − 1.47× 10−01 − 5.55× 10−02 −
1 4.56× 10−02 2.00 6.41× 10−02 1.92 2.96× 10−02 2.31 7.25× 10−03 2.94
2 1.14× 10−02 2.00 1.64× 10−02 1.97 6.96× 10−03 2.09 9.44× 10−04 2.94
2 0 1.17× 10−02 − 1.63× 10−02 − 1.17× 10−02 − 2.05× 10−03 −
1 1.42× 10−03 3.05 2.25× 10−03 2.85 1.68× 10−03 2.80 1.31× 10−04 3.97
2 1.74× 10−04 3.03 2.91× 10−04 2.95 2.16× 10−04 2.96 8.27× 10−06 3.98
3 0 5.92× 10−04 − 1.26× 10−03 − 1.32× 10−03 − 8.29× 10−05 −
1 3.41× 10−05 4.12 8.43× 10−05 3.90 8.30× 10−05 3.99 2.69× 10−06 4.94
2 1.95× 10−06 4.13 5.16× 10−06 4.03 4.96× 10−06 4.07 8.25× 10−08 5.03
4 0 4.50× 10−05 − 8.42× 10−05 − 8.05× 10−05 − 5.32× 10−06 −
1 1.09× 10−06 5.37 2.06× 10−06 5.35 2.02× 10−06 5.32 5.83× 10−08 6.51
2 2.45× 10−08 5.47 4.68× 10−08 5.46 4.58× 10−08 5.46 6.50× 10−10 6.49
5 0 5.33× 10−06 − 9.36× 10−06 − 9.53× 10−06 − 6.15× 10−07 −
1 6.41× 10−08 6.38 1.11× 10−07 6.39 1.17× 10−07 6.35 3.33× 10−09 7.53
2 7.30× 10−10 6.46 1.26× 10−09 6.46 1.33× 10−09 6.46 5.87× 10−11 5.83
5.4.2 Moffatt flow
In this example, we simulate a viscous flow near a sharp corner at zero-Reynolds
number. The geometry of the wedge is defined on the left corner of Figure 5.9.
The flow is driven by a parabolic forcing velocity along the top of the wedge
(u1 = (1 − x1)(1 + x1)). Non-slip boundary condition is imposed on the other
sides of the wedge. We embedded the wedge into a larger rectangular domain
as shown on the right corner of Figure 5.9. The boundary conditions along the
boundary of the wedge are used to derive the jump boundary conditions in the
embedded interface problem. The result is compared to that from Sherwin [36].
Note that Sherwin solved this Stokes system many times until it converged to
the steady state solution while we solve this Stokes system only once. With
k = 12, we can resolve nine eddy formulations as indicated by Figure 5.11. At
the center of an eddy we expect the transverse velocity to be zero as depicted by
the spikes in Figure 5.11. The velocity, the pressure, and the flux are depicted
in Figure 5.10.
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Figure 5.9: A wedge is embedded in a rectangular domain.













Figure 5.10: Solution distribution of the Moffatt flow.
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(a) uh1 along the centerline (b) Close-up of uh1 along the centerline
Figure 5.11: Absolute values of centerline transverse velocity as a function of
perpendicular height from the top of the wedge (k = 12).
5.5 Navier-Stokes Interface Problems
5.5.1 Single-material rotational flow
In this section, we consider a fixed interface Navier-Stokes problem. Since it
is not easy to derive the analytical solution of this example, the results we get
will be compared to those from the literature [39]. The interface is a circle of
radius R = 0.5, centered at (0, 0), and is immersed in a square [−1, 1]× [−1, 1].
The force density f along the interface is derived from the physical meaning of
the problem. From this, we define the jump conditions in the velocity and the
flux. Assume that the velocity is continuous everywhere and the flux is only
determined by the density forces applied along the interface. The steady state
solution of this problem is similar to the solution of the case in which the rigid
circle rotates inside the domain.
The Navier-Stokes system of governing equations reads
∇ · (−ν∇u+ pI+ u⊗ u) = F δ, x ∈ Ω,
∇ · u = 0, x ∈ Ω,
(5.32)
with the boundary conditions
u = uD, x ∈ ∂Ω,∫
∂Ω uD · n = 0, x ∈ ∂Ω,∫
Ω p = 0, x ∈ Ω,
(5.33)
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and the jump conditions
[[u]] = 0, x ∈ Γ,
[[−ν∇u+ pI]] = f , x ∈ Γ,
(5.34)
where
f = fˆ1n+ fˆ2τ . (5.35)
The vectors n and τ are the normal and tangential unit vectors along the in-
terface, respectively. In this example, we select fˆ1 = 0 and fˆ2 = 10ν with
ν = 0.02. The velocity, the flux and the pressure are illustrated in Figure 5.12.
The solutions match well with those presented by Tan et el. [39].
5.5.2 Two-phase rotational flow
In this section, we simulate a rotational flow in which the viscosity inside the
circle is different from the viscosity outside the circle. Since this problem involves
a two-phase medium, we have to use a slightly different Navier-Stokes equation
as seen below
∇ · (−ν(∇u+∇uT ) + pI+ u⊗ u) = 0, x ∈ Ω,




 ν1 if x ∈ Ω1ν2 if x ∈ Ω2 . (5.37)
The boundary conditions on the outer boundary and the jump conditions along
the interface are the same as those indicated in Section 5.5.1. We consider two
test cases here. In the first case, we choose (ν1 > ν2) while in the second case, we
choose (ν1 < ν2). The velocity, the flux, and the pressure are shown in Figures
5.13 and 5.14. The solutions match well with those in [39]. It is interesting to
point out that we do not need the complex set of jump conditions to render a
solution as required in [39].
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(a) uh1 (b) uh2 (c) u
∗
h1












Figure 5.12: Solution distribution of the Navier-Stokes rotational flow in Exam-
ple 5.5.1.
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(a) uh1 (b) uh2 (c) u
∗
h1












Figure 5.13: Solution distribution of a rotational Navier-Stokes flow in a multi-
viscosity medium with ν1 = 0.1, ν2 = 0.01.
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(a) uh1 (b) uh2 (c) u
∗
h1












Figure 5.14: Solution distribution of a rotational Navier-Stokes flow in a multi-
viscosity medium with ν1 = 0.01, ν2 = 0.1.
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Chapter 6
Fast Fourier Transforms for
Solving Poisson and Stokes
Equations
Several assumptions are made about partial differential equation problems of
interest if we want to apply the FFT to solve them. First, equations governing
the problems of interest must be linear and only contain constant parameters over
the entire domain, for example, Poisson, Helmholtz, and incompressible Stokes
problems with constant viscosities. Second, periodic boundary conditions must
be imposed on the boundary of the domain. We consider two cases of periodicity
in this thesis: two-sided and four-sided periodic boundary conditions as shown in
Section 6.1. Third, the problems of interest must be defined on a regular domain
such as a square or a rectangle because the FFT only works on a structured
mesh. Lastly, we have to number nodal points in the structured mesh so that
the periodic characteristics of the problems are reflected on the structure of the
stiffness matrix.
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Figure 6.1: Uniform mesh of a regular domain Ω.
6.1 Fast Solver: Fast Fourier Transforms
Assume that solving a Poisson, Helmholtz, or Stokes system using the HDG
method results in the following stiffness system
KΛ = F, (6.1)
where Λ is a vector of the numerical traces. The structures of K and F are
determined by the geometry of the domain, the boundary conditions imposed
on the boundary, the mesh, and the numbering of nodal points. We will discuss
these issues later in Sections 6.2 and 6.3. In this section, we show how to apply
the FFT to solve the system (6.1) with the two special structures of K.
6.1.1 Periodicity on two sides of a regular domain
In this subsection, we consider the structure of matrix K for the case of peri-
odic boundary condition imposed along the side E1 and E3 while the Neumann
and Dirichlet type boundary conditions are applied along the side E2 and E4,
respectively, as shown in Figure 6.1. With these assumptions, the structure of





















where A, B, C, and D are called small-matrices and Fn is a small-right-hand-side
vector in F. The periodic structures of the small-matrices and the small-right-




















with n = {1, 2, . . . , N} (N being the total number of block-rows in K) and
m = {1, 2, . . . ,M} (M being the total number of block-rows in B). As such,
there are M sub-vectors like Fmn in a small-vector Fn and there are N small-
vectors like Fn in the global vector F. For example, in Figure 6.2, there are three
block-rows (N = 3) and four sub-vectors (M = 4). In each sub-vector Fmn,
there are nine components (λ1, . . . , λ9) as the order of polynomial is two. The


















It is important to point out that the so-called small-matrices A, B, C, and D
possess periodic structures that permit the application of fast Fourier transforms
for solving (6.1).
The FFT is employed to diagonalize A, B, C, and D. Recall that there are
N block-rows in K and M block-rows in B. We diagonalize B and compute the
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Fjn exp(2piı(m− 1)(j − 1)/M), m = 1, . . . ,M. (6.7)
We can easily diagonalize A, C, and D in the same manner. Following, we
























with n = 1, . . . , N . Next, we focus on solving the Fourier mode system as seen
below
K˜Λ˜ = F˜, (6.9)
to obtain Λ˜. Since the N small-matrices in K˜, for example one of them is D˜n, are
diagonal matrices, K˜ can be solved via M smaller sub-matrix systems as follows.
In each block row of K˜, we pick out one of the M block rows of B˜n, D˜n, A˜n and
C˜n to form a sub-matrix system. For example, we pick the mth sub-matrices
in B˜n, D˜n, A˜n, and C˜n with n = 1, . . . , N in order to form the mth sub-matrix
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with m = 1, . . . ,M . Generally, there are N block-rows of Fourier mode matrices
in each sub-matrix system. We apply the Thomas algorithm to solve (6.10) to
get λ˜mn. Then, we substitute λ˜mn back to their positions in the global unknown
vector Λ˜. Finally, we impose the inverse fast Fourier transforms to recover Λ
which is the solution to (6.1).
6.1.2 Periodicity on four sides of a regular domain
In this subsection, we assume the periodic boundary condition is imposed along
all four sides of the domain as shown in Figure 6.1. The structures of K and F

































The small-matrices A and C have the same structures as those in equation (6.4).
Observe that K in this case has a periodic structure. Therefore, we can basically

























Fj exp(2piı(n− 1)(j − 1)/N), n = 1, . . . , N. (6.15)
Next, we solve the following system using the FFT
K˜Λ˜ = F˜, (6.16)
to obtain the Fourier modes of the numerical traces Λ˜. Note that the condition
of periodicity on four sides of the domain allows us to apply the FFT in two
different stages to diagonalize the matrix system. Therefore, the computational
time for this case is much shorter than that for Subsection 6.1.1.
We notice that A, B, and C are periodic, and so is B˜n in (6.13). The structure















which is obviously periodic. Note that B˜1,mn, B˜2,mn, and B˜3,mn are complex
scalars. As a consequence, we are able to apply the FFT (for complex numbers)
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to diagonalize B˜n with n = 1, . . . , N . The Fourier modes of B˜n and F˜n are
described below

















and they are determined by






F˜jn exp(2piı(m− 1)(j − 1)/M), m = 1, . . . ,M. (6.20)
Now, we solve for the N systems
BˆnΛˆn = F˜n, (6.21)
to obtain Λˆn, n = 1, . . . , N . Having determined Λˆn, we apply the inverse FFT
to Λˆn and then solve (6.16) for Λ˜. Finally, imposing the inverse FFT on Λ˜, we
finally obtain Λ in (6.1).
The computational cost for solving (6.1) using the FFT is linearly propor-
tional to the total degrees of freedom in the global system. Our FFT solver is
faster than the LU and the QR factorization whose costs are super-linearly or
quadratically proportional to the total degrees of freedom [40]. Another advan-
tage of our FFT solver is that we neither have to go through all elements to
construct the stiffness matrix nor store the entire stiffness matrix. As a result,
much larger problems with more than a million unknowns can be handled in a
personal computer.
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Figure 6.2: Numbering of nodal points for Poisson equations in the HDG method.
Notation λj denotes the unknown of the numerical trace of the solution at node
j.
6.2 Poisson Problems
Before we shed light into the numbering algorithm of the nodal points, we define
the Poisson problem of interest. Consider a Poisson equation defined on a regular
domain Ω depicted in Figure 6.1 as follows
q−∇u =0, in Ω,
∇ · (−νq) =s, in Ω,
(6.22)
where ν is constant value on the entire domain. In order to apply the fast solver
FFT, we need to impose either one of the two sets of boundary conditions as
followings. The first set includes the periodic boundary condition on E1 and E3,
Neumann type boundary condition on E2, and Dirichlet type on E4 as shown in
Figure 6.1. The second set includes the periodic boundary condition on all four
sides of the domain.
We convert the system (6.22) into the matrix system with respect to the
numerical trace λh as presented in (2.19). In the HDG method, the global
matrix system only involves the numerical traces of the solution along the inter-
elemental faces in the triangulation. In addition, the degrees of freedom on one
elemental face is linked to the degrees of freedom on its surrounding faces as
shown in Figure 2.2. Therefore, we have to number the nodal points in such a
way that we can take advantages of the periodic characteristics of the problems
as illustrated in Figure 6.2.
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For simplicity and without loss of generality, assume that the order of poly-
nomials spanned the solution spaces is k = 2. Therefore, there are k + 1 = 3
degrees of freedom on one elemental face. The idea is to wrap up the unknowns
on the three faces, including the common face, of the element 1 and element 2
into one block as shown in Figure 6.2. As such, we can take advantages of the
periodic characteristics of the problems. Following the particular numbering of
the nodal points as depicted in Figure 6.2, we obtain the same block-structure of
K as in (6.2) for the two-sided periodicity cases, and in (6.11) for the four-sided
periodicity cases.
6.2.1 Example: Two-sided periodic condition for Poisson equa-
tions
In this example, we solve the Poisson equation (6.22) with ν = 1 over a unit
square [0, 1] × [0, 1]. The periodic boundary condition is imposed on the left
and right sides x1 = 0 and x1 = 1 of the domain. The homogeneous Neumann
boundary condition is imposed on the bottom side x2 = 0 and the homogeneous
Dirichlet boundary condition is applied on the top side x2 = 1. The source term
s is taken as given below
s = 8pi2 sin(2pix1) sin(2pix2). (6.23)
The numerical solution of this Poisson equation is compared to the following
analytical expression
u = sin(2pix1) sin(2pix2).
Figure 6.3(a) and Figure 6.3(b) depict the numerical gradient qh. We observe
from Figure 6.3(c) and Figure 6.3(d) that the post-processed solution u∗h is more
accurate than uh although u
∗
h is reconstructed from (qh, uh). Table 6.1 shows
the history of convergence of the HDG method. We can see that uh, qh, and
u∗h converge with the order (k + 1), (k + 1), and (k + 2), respectively which are
optimal rates.
Figure 6.4(a) shows the structure of K in this example. We observe that
K is a block-tri-diagonal matrix. We can conclude from Figure 6.4(b) that the
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(a) Gradient in x-direction, qhx (b) Gradient in y-direction, qhy
(c) Solution uh (d) Post-processed solution u
∗
h
Figure 6.3: Numerical solution in Example 6.2.1 with k = 1 and h = 0.0714.
(a) Stiffness matrix of a Pois-




































(b) Computational time for solving the global
matrix system using the FFT.
Figure 6.4: Poisson equations with a two-sided periodic condition. The com-
putational time is linearly proportional to the total number of unknowns in the
global matrix system.
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Table 6.1: Convergence of the solution for Example 6.2.1. Errors are measured
in L2 norm.
k h−1 ‖uh − u‖Th Order ‖qh − q‖Th Order ‖u∗h − u‖Th Order
1 10 5.98× 10−02 − 1.26× 10−01 − 1.76× 10−03 −
20 1.53× 10−02 1.97 3.18× 10−02 1.99 2.16× 10−04 3.03
40 3.85× 10−03 1.99 7.96× 10−03 2.00 2.66× 10−05 3.02
80 9.65× 10−04 2.00 1.99× 10−03 2.00 3.30× 10−06 3.01
160 2.42× 10−04 2.00 4.97× 10−04 2.00 4.11× 10−07 3.01
computational time for solving the stiffness system (6.1) in this case is linearly
proportional to the number of unknowns in the system. In other words, the
computational cost is approximately equal to O(N) with N the total number of
unknowns in the stiffness system.
6.2.2 Example: Four-sided periodic condition for Helmholtz equa-
tions
In this example, we solve a Helmholtz equation as follows
q−∇u = 0, in Ω,
∇ · (−q)− γ2u = (32pi2 − 1) sin(4pix1) sin(4pix2), in Ω,
(6.24)
with Ω ≡ [0, 1]× [0, 1] and γ = 1 the Helmholtz coefficient. The periodic bound-
ary condition is imposed on the four boundaries of the square domain. The
numerical solution of this Helmholtz equation is compared to the following ana-
lytical expression
u = sin(4pix1) sin(4pix2).
Figure 6.5 illustrates the solution of the equation (6.24). Table 6.2 shows the
optimal convergence of uh, qh, and u
∗
h. The structure of the global system is
depicted in Figure 6.6(a). We can see that K has a periodic structure and thus
we are able to apply the FFT to solve the entire system. Figure 6.6(b) shows
that the computational cost is equivalent to O(N) with N the total number of
unknowns in the stiffness system.
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(a) qhx (b) qhy (c) uh
Figure 6.5: Numerical solution in Example 6.2.2 with k = 1 and h = 0.05.
Table 6.2: Convergence of the solution for Example 6.2.2. Errors are measured
in L2 norm.
k h−1 ‖uh − u‖Th Order ‖qh − q‖Th Order ‖u∗h − u‖Th Order
1 10 4.47× 10−01 − 9.72× 10−01 − 1.33× 10−02 −
20 1.19× 10−01 1.91 2.51× 10−01 1.95 1.63× 10−03 3.03
40 3.02× 10−02 1.98 6.32× 10−02 1.99 2.01× 10−04 3.02
80 7.60× 10−03 1.99 1.58× 10−02 2.00 2.50× 10−05 3.01
160 1.93× 10−03 2.00 3.96× 10−03 2.00 3.12× 10−06 3.00
(a) Stiffness matrix of a

















(b) Computational time for solving the global
matrix system using the FFT.
Figure 6.6: Helmholtz equations with a four-sided periodic condition. The com-
putational time is linearly proportional to the total number of unknowns in the
global matrix system.
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Figure 6.7: Numbering of nodal points for Stokes equations in the HDG method.
Notations u, v, and p denote the unknowns of the numerical traces of the velocity
in the horizontal direction, the velocity in the vertical direction, and the mean
of the pressure, respectively.
6.3 Stokes Problems
We consider the following Stokes equations defined on a regular domain as seen
below
Q−∇u =0, in Ω,
∇ · F =s, in Ω,
∇ · u =0, in Ω,
(6.25)
where F := −νQ+ pI and ν a constant viscosity on the entire domain. We also
need the periodic boundary condition on E1 and E3, Neumann type boundary
condition on E2, and Dirichlet type on E4 as shown in Figure 6.1 or the peri-
odic boundary condition on all four sides of the domain. Note that for Stokes
equations in two dimensions, Λ is a global variable vector whose components are
the numerical traces of the velocity in x-direction, the numerical traces of the
velocity in y-direction, and the mean of the pressure. In order to maintain the
same block-structure of K as that we get for the Poisson equations, we arrange
the unknowns in Λ as shown in Figure 6.7. Following the particular numbering of
the nodal points as depicted in Figure 6.7, we obtain the same block-structure of
K as in (6.2) for the two-sided periodicity cases, and in (6.11) for the four-sided
periodicity cases.
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(a) Before renumbering (b) After renumbering












































Figure 6.9: CPU time for solving the Stokes equations with the two-sided peri-
odic condition using the FFT. The computational time is linearly proportional
to the total number of unknowns in the global matrix system.
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6.3.1 Example: Two-sided periodic condition for Stokes flows
In this example, we solve the system (6.25) with the periodic boundary condition
on E1 and E3 as shown in Figure 6.1. The domain of interest is a unit square
Ω ≡ [0, 1] × [0, 1]. The viscosity is taken a constant value ν = 0.1. The source
term is given as s1 = x1 and s2 = x2. Homogeneous Dirichlet and Neumann
boundary conditions are imposed on the side E4 and E2, respectively. Figure
6.8(a) shows the structure of the stiffness matrix for the arrangement where we
place the components of the variable vector in the following conventional way
Λ = (λu,λv, ρ)
T ,
where λu, λv, and ρ are the total unknowns of the numerical trace of the velocity
along the horizontal axis, the numerical trace of the velocity along the vertical
axis, and the mean of the pressure, respectively. It is clear that we cannot directly
apply the FFT to solve the stiffness system in Figure 6.8(a). After swapping
these unknowns in the particular order presented in Figure 6.7, we obtain the
particular structure of the matrix as shown in Figure 6.8(b). The solution and
flux are illustrated in Figure 6.10. Figure 6.9 shows that the computational time
of solving (6.1) for the Stokes problem is linearly proportional to the total of
unknowns in the matrix system.
6.3.2 Example: Four-sided periodic condition for Stokes flows
In this example, we solve a Stokes problem which is similar to the one presented
in Example 6.3.1 with ν = 1 and a source term vector
s1 = 2pi sin(2pix2)(cos(2pix1) + 4pi sin(2pix1)),
s2 = 2pi cos(2pix2)(sin(2pix1) + 4pi cos(2pix2)).
The periodic boundary conditions are imposed on the entire four boundaries of
the domain. As such, the global matrix system (6.1) is singular since there is
an infinite set of solutions that satisfies the partial differential equations (2.6).
The solutions are indeed the same to within an addictive constant. In order to
render a solution, at the zero-pivot row in the matrix of the first Fourier mode
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(a) uh1 (b) uh2 (c) u
∗
h1












Figure 6.10: Solution distribution of the Stokes equations with the two-sided
periodic condition. We chose h = 0.0625 and k = 1.
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Table 6.3: Convergence of the solution for Example 6.3.2. Errors are measured
in L2 norm.
k h−1 ‖uh − u‖Ω Order ‖Qh −Q‖Ω Order ‖ph − p‖Ω Order
1 10 8.57× 10−02 − 1.70× 10−01 − 4.77× 10−02 −
20 2.19× 10−02 1.97 4.30× 10−02 1.98 1.13× 10−02 2.08
40 5.53× 10−03 1.99 1.08× 10−02 1.99 2.75× 10−03 2.04
80 1.39× 10−03 1.99 2.69× 10−03 2.00 6.80× 10−04 2.02
160 3.47× 10−04 2.00 6.73× 10−04 2.00 1.69× 10−04 2.01
system (6.21), we replace the zero-pivot by a value equal one. Then we select
an arbitrary constant in the corresponding entry of the right-hand-side vector.
As such, we are able to overcome the singularity of the stiffness system. The
numerical solution of this Stokes equation is compared to the following analytical
expression
u1 = sin(2pix1) sin(2pix2),
u2 = cos(2pix1) cos(2pix2).
Table 6.3 shows the optimal convergence rates of the velocity, flux, and pressure.
Figure 6.12 depicts the solution, flux, and pressure distribution in this example.




















Figure 6.11: CPU time for solving the Stokes equations with the four-sided
periodic condition using the FFT.
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Figure 6.12: Solution distribution of the Stokes equations with the four-sided
periodic condition. We chose h = 0.0625 and k = 1.
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Chapter 7
Fast Fourier Transforms for
Single-material Interface
Problems
In this chapter, we present an algorithm to incorporate the FFT into the GMRES
to solve interface problems with the assumption of the constant viscosity.
7.1 Problem Formulation
Without loss of generality and for simplicity, we shall discuss the implementation
procedure for the Poisson interface problem. The application to Stokes interface
problems follows in a fairly straight forward manner. Consider the following
Poisson system
q−∇u =0, in Ω \ Γ,
∇ · (−νq) =s, in Ω \ Γ,
(7.1)
where Ω is a domain with a regular geometry and suitable boundary conditions
are prescribed on the boundary ∂Ω. Assume that Γ is a circular interface that
divides Ω into two separate regions as shown in Figure 5.1. In the illustration
below, we consider a constant viscosity ν. Assume that the jump conditions in
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(a) (b)
Figure 7.1: Uniform Cartesian mesh is utilized to discretize the domain Ω in-
cluding a circular interface Γ (red lines).
the solution u and the flux q are provided in advance as follows
[[u]]Γ = gD, on Γ,
[[q · n]]Γ = gN , on Γ.
(7.2)
As discussed in Chapter 6, the fast Fourier transforms can be deployed to
solve the Poisson problem for a uniform Cartesian mesh and periodic boundary
conditions. However, the appearance of the (immersed) circular interface Γ in
this case requires additional steps for the implementation of the FFT.
We propose the employment of regular elements away from Γ and irregular
elements connected to Γ. Given the level set function of the interface Γ, we can
easily generate a low cost linear mesh as shown in Figure 7.1. It is important to
point out the use of linear iso-parametric triangular elements in the triangulation.
Thus, the rate of convergence of the spatial accuracy is only first-order if taking
into account the area error arising from the improper discretization of the real
domain as presented in Chapter 4.
7.2 Fast Solver: FFT & GMRES
7.2.1 Enriched unknowns λE and λA
We can observe from Figure 7.1 that the elements away from the interface vicinity
share the same shape and size. We call these regular elements. On the contrary,
the so-called enriched elements directly connected to the interface come with







Figure 7.2: Red line represents the interface. Green, gray, and blue triangles
denote regular, enriched, and half-enriched elements, respectively. Regular un-
knowns λR, enriched unknowns λE , and additional unknowns λA.
mon inter-elemental faces with any enriched element. Enriched elements contain
at least one nodal point on the interface. The sizes of enriched elements are
different from each other because they are formed by the intercrossing between
the uniform Cartesian grid and the position of the interface. In Figure 7.2(a),
green and gray triangles denote the regular and enrich elements, respectively.
We call the elements in the buffer zone between the regular elements and the
enriched elements the half-enriched elements, which are blue triangles in Figure
7.2(a).
We call λR the unknowns of the solution at the nodal points on the entire
regular Cartesian grid including the regular grids at the interface. We denote
λE the unknowns of the solution at the nodal points on the enriched elements,
not including the nodal points on the regular Cartesian grid. Note that λE do
not overlap λR (see Figure 7.2(b) for details) in the interface elements. To solve










Note that the FFT cannot be used to invert the matrix K˜ as the sizes and shapes
of the enriched elements are not consistent.
In order to employ the FFT to solve (7.3), the structure of the stiffness
matrix K˜ in (7.3) has to be transformed into the special format K as presented
in Chapter 6. As such, we introduce the so-called artificial degrees of freedom λA
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on the nodal points of the regular Cartesian grid and belonging to the enriched
elements. Note that λA overlaps λR. In the half-enriched elements, we also
introduce λA into the nodal points of the inter-elemental faces adjacent to the
enriched elements as illustrated in Figure 7.2(b). We emphasize that λR in the
enriched elements is replaced by λA. We can see that λR only talks to λA while
λE only communicates with λA. The links among λR, λE , and λA are built in
the half-enriched elements. Therefore, λA is a linear combination of λR and λE
in the enriched and half-enriched elements. From the relation of λR and λE in
(7.3) given as
K˜λR + E˜1λE = F1, (7.4)
we reconstruct the FFT structure of K˜ via replacing the equation (7.4) by
KλR − λA = F1, (7.5)
and adding the following constraint
(K− K˜)λR − E˜1λE + λA = 0. (7.6)
The new unknowns λA is added into (7.3) and the constraint (7.6) is imposed.
As such, the special structure of K˜ presented in Chapter 6 can be recovered. We
are able to modify the second equation in (7.3) as
R˜2λR + E˜2λE = F2, (7.7)
into the following equation
E2λE + A2λA = F2, (7.8)
with λR being replaced by λA in the enriched and half-enriched interface ele-
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with the matrices, K ∈ RN1×N1 ,R3 ∈ RN3×N1 ,E2 ∈ RN2×N2 , E3 ∈ RN3×N2 ,
A1 ∈ RN1×N3 , A2 ∈ RN2×N3 , and A3 ∈ RN3×N3 and the vectors, F1 ∈ RN1 ,
F2 ∈ RN2 , and F3 ∈ RN3 . The number of regular grid points used on the entire
domain, N1, is usually much larger than the number of the enriched unknowns
N2 and the number of the artificial unknowns N3. We claim that K comprises a
particular structure as presented in Chapter 6. Thus, the matrix-vector product
K−1q can be implicitly evaluated via means of the fast Fourier transforms where
q ∈ RN1 . Note that only A1, A2, A3, E2, E3, and R3 are explicitly built and
stored while K is represented by the FFT. This construction step is relatively
inexpensive since the computational tasks are executed on the enriched and half-
enriched elements only. Finally, one may note that all the matrices in (7.9) are
sparse.
7.2.2 Fast solver
In this subsection, we present an algorithm to implement the FFT and the
GMRES to solve the matrix system (7.9). The entire system (7.9) is converted










where Q = A3−E3E−12 A2 and F˜3 = F3−E3E−12 F2. To solve (7.10) efficiently, λA
is evaluated first. After some simple manipulations, the system (7.10) becomes
(Q− R3K−1A1)λA =F˜3 − R3K−1F1,
λR =K−1(F1 − A1λA).
(7.11)
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The unknown vector λA in (7.11) is computed using the GMRES [35]. In each
GMRES iteration, the most expensive computation task is to perform K−1q.
However, K−1q can be quickly found via fast Fourier transform techniques as
shown in Chapter 6.
Having determined λA with O(N3N1 logN1 +N23 ) operations, the vector λR
in (7.11) is calculated with O(N1 logN1 +N3) operations using the FFT. After
obtaining λR, we compute the enriched unknowns
λE = E−12 (F1 − A2λR),
at the cost of O(N22 +N2N3) operations. For most of the cases, we can assume
that N2 '
√
N1 and N3 '
√
N1 as the total number of interface elements is
one-order lower than the total number of elements on the entire domain. As a
result, we expect the total computational cost of our solver to be order O(N1.51 ).
Compare our solver to some conventional approaches like QR factorization and
LU decomposition whose costs are order O(N21 ) [40], our solver is faster than
these conventional solvers. In practice, the cost to solve for λA is much less than
O(N3N1 logN1 + N23 ) as good initial guess for λA is selected from the solution
in the previous time steps. In cases, where the solution propagates reasonably,
very few GMRES iterations are needed.
We emphasize that the implementation of the fast solver FFT presented
here can be extended to solve for Stokes equations in a straight forward manner.
Since the stiffness system of the Stokes flows involves the mean of pressure in
the enriched elements [27], we introduce new unknowns for the mean of pressure
in the elements which are indicated by the dotted-orange lines shown in Figure
7.3 to fully recover the FFT structure for K˜.
7.3 Examples
7.3.1 Poisson interface problem
In this example, we consider the following Poisson interface problem
−∇ · (∇u) = s, x ∈ [0, 1]× [0, 1]\Γ, (7.12)
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Aρ
Figure 7.3: Additional unknowns for the mean of pressure.
with the periodic boundary condition on the boundaries x1 = 0 and x1 = 1,
the homogeneous Neumann condition on x2 = 0, and the homogeneous Dirichlet
condition on x2 = 1. The interface is a circle of radius R = 1/3 centered at
(0.5, 0.5). The source term is given as
s =
 4pi
2 sin(2pix1)− 4 if x ∈ Ω1
4pi2 sin(2pix1) if x ∈ Ω2
,
The jump conditions in the solution and the flux can be derived from the ana-
lytical solution as follows
u =
 sin(2pix1) + (x1 − 0.5)
2 + (x2 − 0.5)2 if x ∈ Ω1
sin(2pix1) + 2R
2 + 1 if x ∈ Ω2
.
Figure 7.4 illustrates the solution and flux distribution in this example. Note
that the solution here is only first-order accurate since super-parametric elements
are not employed around the curved interface as presented in Chapter 4. The
purpose of this numerical example is to test the computational speed of the
fast solver. The time taken to solve (7.9) is measured while the time to build
(7.9) is ignored. The tolerance for the GMRES to stop is tol = 10
−10. Figure
7.5(a) shows the structure of the matrix system whose format is identical to
that shown in (7.9). As such, we are able to apply the fast solver FFT combined
with the GMRES to solve the entire matrix system. Figure 7.5(b) shows that
the computational time is super-linearly proportional to the total number of
unknowns, O(N1.46).
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(a) uh (b) qh1 (c) qh2
Figure 7.4: Solution and flux distribution of the Poisson interface equation with
the two-sided periodic condition.



































(b) Computational time for solving the global
matrix system using the FFT.
Figure 7.5: Poisson interface problem with two-sided periodic condition in Ex-
ample 7.3.1. The rate of convergence is O(N1.46).
(a) uh (b) qh1 (c) qh2
Figure 7.6: Solution and flux distribution of the Helmholtz interface equation
with the four-sided periodic condition.
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7.3.2 Helmholtz interface problem
In this example, we solve a Helmholtz system of equations as follows
q−∇u = 0, in Ω \ Γ,
∇ · (−q)− γ2u = x1x2, in Ω \ Γ,
(7.13)
with Ω ≡ [0, 1]× [0, 1] and γ = 2 the Helmholtz coefficient. The periodic bound-
ary condition is imposed on the entire boundary of the domain. The interface
is a circle of radius R = 1/3 centered at (0.5, 0.5). The jump conditions in the
solution and the flux are given as follows
[[u]] = 1, on Γ,
[[−∇u · n]] = 2, on Γ.
The solution and flux are shown in Figure 7.6. The structure of the global matrix
is depicted in Figure 7.7(a). The computational time for solving (7.9) is super-
linearly proportional to the total number of unknowns, O(N1.36), as depicted in
Figure 7.7(b).
It is interesting to notice that the computational time taken to solve for
the solution in Example 7.3.2 is three time faster than the computational time
taken in Example 7.3.1. The reason is the four-side periodic boundary conditions
are employed in Example 7.3.2 while two-side periodic boundary conditions are
utilized in Example 7.3.1. The findings here match well with the findings from
Examples 6.2.1 and 6.2.2 in Chapter 6.
7.3.3 Stokes interface problem with two-sided periodic condition
In this example, we investigate the computational time for solving a Stokes
interface problem. Note that the stiffness system for the Stokes problem includes
the degrees of freedom of the two components of the velocity as well as the mean
of pressure. Follow the numbering order as shown in Figure 6.7, we can obtain
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(b) Computational time for solving the global
matrix system using the FFT.
Figure 7.7: Helmholtz interface problem with four-sided periodic condition in
Example 7.3.2. The rate of convergence is O(N1.36).
the special structure of K. Consider the following Stokes equations
Q−∇u =0, in Ω,
∇ · F =s, in Ω,
∇ · u =0, in Ω,






1x2 − 38x2, x ∈ Ω1,




8x1 − 32νx1 − 34x31, x ∈ Ω1,
1
2νx1, x ∈ Ω2.
Inside the domain Ω ≡ [−2, 2]×[−2, 2] is the circular interface of radius R = 4/3.
We have the two following jump conditions which are defined along the interface
only
[[u]] = (1, 0.1)T , x ∈ Γ,










































Figure 7.8: Solution distribution of the Stokes interface problem in Example
7.3.3 with h = 0.2 and k = 1.
The periodic boundary condition is imposed on the two boundaries x1 = −2
and x1 = 2. The homogeneous Dirichlet and Neumann conditions are provided
on x2 = 2 and x2 = −2, respectively. Figure 7.9(a) shows the global matrix of
the Stokes interface problem. We observe that the size of K is much larger than
that of A1, R3, and Q. Since K is represented via the means of the fast Fourier
transform, the operation K−1q can be conducted efficiently. The solutions of
this Stokes problem are illustrated in Figure 7.8. The tolerance for the GMRES
to stop is tol = 10
−8. The computational time to solve (7.9) is super-linearly
proportional to the total number of unknowns, O(N1.39).
7.3.4 Stokes interface problem with four-sided periodic condi-
tion
In this example, we solve a similar Stokes problem to Example 7.3.3. However,
the periodic boundary conditions are imposed on the entire boundary of the
domain. The source term vector s = (s1, s2) is computed from the exact solution
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(b) Computational time for solving the global
matrix system using the FFT.
Figure 7.9: Stokes interface problem with two-sided periodic condition in Exam-
ple 7.3.3. The rate of convergence is O(N1.39).
as follows
u1 =
 sin(2pix1) sin(2pix2), x ∈ Ω1,sin(2pix1) sin(2pix2) + 1, x ∈ Ω2,
u2 =
 cos(2pix1) cos(2pix2), x ∈ Ω1,cos(2pix1) cos(2pix2) + 1, x ∈ Ω2,
p = sin(2pix1) sin(2pix2).
Inside the domain Ω ≡ [−2, 2]×[−2, 2] is the circular interface of radius R = 4/3,
centered at (0, 0). We have the two following jump conditions which are defined
along the interface
[[u]] = (1, 1)T , x ∈ Γ,
[[(−ν∇u+ pI)n]] = (0, 0)T , x ∈ Γ.
Figure 7.10 depicts the solution and the flux in this example. Figure 7.11(a)
shows the mesh with the immersed circle. The tolerance for the GMRES to
stop is tol = 10
−8. The computational time to solve (7.9) is super-linearly
proportional to the total number of unknowns, O(N1.35) as illustrated in Figure
7.11(b).
7.3.5 Fast Fourier transforms for flow past a cylinder
In this example, we simulate a flow past a circular cylinder using the FFT.
The domain and boundary conditions of this example are identical to those in
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(b) Computational time for solving the global
matrix system using the FFT.
Figure 7.11: Stokes interface problem with four-sided periodic condition in Ex-







Figure 7.12: Extended domain of a flow past a circular cylinder.
Figure 7.13: Mesh for the extended domain of a flow past a circular cylinder.
Example 2.5.4. In order to apply the FFT to solve this Navier-Stokes flow whose
boundary conditions are not periodic, the original domain must be extended
towards the left- and right-hand side. As a result, there are three interfaces
immersed inside the extended region: circular interface (Γ2) and two straight-
line interfaces (Γ1,Γ3) as shown in Figure 7.12. The computational mesh is
illustrated in Figure 7.13. Note that the jump conditions in the solution and the
flux along Γ1,Γ2, and Γ3 are not prescribed.
In the original problem, the Dirichlet boundary conditions are imposed on
ΓΩ11 and Γ
Ω1
2 while the Neumann boundary condition is imposed on Γ
Ω1
3 . In
the extended problem, the same boundary conditions are also placed along the
interfaces. However, we emphasize that these boundary conditions are only
considered on the faces that belong to Ω1. As such, the solution inside Ω1 in the
extended problem is exactly the same as the solution in the original problem.
Periodic boundary conditions are impose on the left and right boundaries of the
extended domain.
We have applied a trick while solving for the extended Navier-Stokes equa-
tions. Note that the explicit Stokes approach is deployed in this example and the
solution inside Ω2 is not of our interest. Therefore, we consider the flow inside
Ω2 a Stokes flow while the flow inside Ω1 a Navier-Stokes flow. In the HDG
method, the unknowns inside Ω2 are not connected to the unknowns inside Ω1.
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Figure 7.14: Solution in Ω1 and Ω2, Reynolds 100, k = 1, ∆t = 5 × 10−4, and
BDF2 time integration.
Figure 7.15: Solution in Ω1, Reynolds 100, k = 1, ∆t = 5 × 10−4, and BDF2
time integration.
The solution inside Ω2 is determined by the boundary conditions imposed on
the interfaces. As such, the jump conditions in the solution and the flux across
Γ1,Γ2, and Γ3 are not required to exactly capture the solution inside Ω1. Thus,
the HDG method is an natural approach for solving interface problems.
Figure 7.14 depicts the solution on the entire extended domain, including Ω1
and Ω2. Figure 7.15 illustrates the solution inside Ω1 only. The results show
that we are able to apply the FFT for solving a full Navier-Stokes equation over




Fast Fourier Transforms for
Multi-material Interface
Problems
In this chapter, we propose an algorithm to convert Poisson and Stokes interface
problems with multi-material properties to the forms in which the FFT can be
applied to solve the resulting system of linear equations. The material property
in each separate domain is different from each other.
8.1 Multi-material Poisson Equations
8.1.1 Governing equations
The governing equation of a Poisson interface problem reads
−∇ · (ν∇u) = s, x ∈ Ω\Γ, ν =
 ν1 if x ∈ Ω1ν2 if x ∈ Ω2 . (8.1)
Assume that suitable boundary conditions are imposed on the boundary of the
domain ∂Ω. The jump in the solution as well as the jump in the flux across the
interface Γ are prescribed as follows
[[u]] = gD, on Γ,
[[−ν∇u · n]] = gN , on Γ.
(8.2)
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Note that the governing equation (8.1) contains the material coefficient ν which is
not identical on the entire domain. As a result, the corresponding stiffness matrix
does not have the particular structure for the FFT implementation. Therefore,
we suggest a conversion of the current solution variable as seen below
w = νu, (8.3)
where w is a new solution variable. The governing equation (8.1) and the jump
conditions (8.2) become
−∇ · (∇w) = s, in Ω\Γ,
[[ 1νw]] = gD, on Γ,
[[−∇w · n]] = gN , on Γ.
(8.4)
We observe that the new governing equation in (8.4) does not contain any vis-
cosity coefficient ν. The jump conditions in the new solution w are only valid
along the interface, and thus the difference in viscosity only affects the entries
with respect to λE and λA in the global matrix. As such, we are able to apply
the FFT to evaluate K−1q.
8.2 Multi-viscosity Stokes Flows
In this section, we consider a multi-viscosity Stokes flow whose governing equa-
tions are similar to those presented in Section 5.4.1
∇ · (−ν(∇u+∇uT ) + pI) = s, x ∈ Ω \ Γ,
∇ · u = 0, x ∈ Ω \ Γ,
(8.5)
with the boundary conditions
u = uD, x ∈ ∂ΩD, (8.6)
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where the viscosity is not identical over the entire domain
ν =
 ν1 if x ∈ Ω1ν2 if x ∈ Ω2 . (8.7)
For simplicity and without loss of generality, we assume that the domain is a
square and suitable boundary conditions are imposed on the boundary. The
interface is a circle immersed inside the square. Two jump conditions along the
interface are defined as follows
[[u]] = 0, x ∈ Γ,
[[(−ν∇u+ pI)n]] = 0, x ∈ Γ.
(8.8)
The first equation in (8.8) is the jump condition of the velocity while the second
is the jump condition of the total flux. Note that the difference in the viscosity
ν results in discontinuities in the flux and pressure across the interface Γ.
Analogously, we convert the current solution variable u into w as follows
w = νu, (8.9)
where w is the new solution variable. As a result, the governing equation (8.5)
and the jump conditions (8.8) become
∇ · (−(∇w+∇wT ) + pI) = s, x ∈ Ω \ Γ,
∇ · ( 1νw) = 0, x ∈ Ω \ Γ,
[[ 1νw]] = 0, x ∈ Γ,
[[(−∇w+ pI)n]] = 0, x ∈ Γ.
(8.10)
and the boundary condition reads
w = νuD, x ∈ ∂ΩD. (8.11)
We note that the viscosity ν in the new incompressible constraint can be shifted
to the right-hand side since we assume that ν is not a function in space and
time. As such, the FFT is coupled with the GMRES to solve the system (8.10).
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(a) uh (b) qh1 (c) qh2
Figure 8.1: Solution and flux distribution of the Poisson multi-material interface
problem with the two-sided periodic condition.
The computational cost will be presented in Example 8.3.2.
8.3 Examples
8.3.1 Multi-material Poisson interface problems
We simulate the heat distribution at steady state over a plate made of two types
of materials with different thermal conductivities. The governing equation reads
−∇ · (ν∇u) = s, x ∈ [0, 1]× [0, 1], ν =
 0.5 if x ∈ Ω11 if x ∈ Ω2 , (8.12)






[(x1 − 12)2 + (x2 − 12)2] + ( 1ν2 − 1ν1 )R2
)
sin(2pix1) cos(2pix2) if x ∈ Ω1
1
ν2
R2 sin(2pix1) cos(2pix2) if x ∈ Ω2
.
(8.13)
The circular interface Γ of radius R = 1/3 centered at (0.5, 0.5) divides
the entire domain Ω = [0, 1] × [0, 1] into two separate regions Ω1 and Ω2 as
shown in Figure 5.1. The jump in the solution as well as the jump in the flux
are derived from (8.13). The periodic boundary condition is imposed on the
boundaries x1 = 0 and x1 = 1. The homogeneous Neumann and Dirichlet
boundary conditions are applied on x2 = 0, and x2 = 1, respectively.
The solution is depicted in Figure 8.1. Figure 8.2(a) shows that the special
stiffness matrix structure is successfully retained after u is converted into w.
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(b) Computational time for solving the global
matrix system using the FFT.





















Figure 8.3: CPU time for solving the global matrix system arising from the
multi-viscosity Stokes equation in Example 8.3.2. The rate of convergence is
O(N1.50).
The purpose of this example is to show implementation of the fast solver for
a multi-material Poisson problem. Figure 8.2(b) illustrates the cost of solving
(7.9). We have looped the GMRES solver until the tolerance is less than 10−10.
8.3.2 Multi-viscosity Stokes flows
The interface is a circle of radius R = 4/3, centered at (0, 0), and is immersed
in a square [−2, 2] × [−2, 2]. The viscosity in Ω1 is ν1 = 10 and the viscosity
in Ω2 is ν2 = 1. The periodic boundary conditions are imposed along the two
sides of the domain x1 = −2 and x2 = 2. The tolerance for the GMRES to stop
is tol = 10
−8. The solution and the flux are depicted in Figure 8.4. Figure 8.3
shows that the computational cost is O(N1.50) operations.
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We have proposed the Stokes approach for solving full Navier-Stokes equations.
The linear terms are discretized using the backward implicit integration while the
nonlinear term is explicitly extrapolated from the solution in the previous time
steps. The computational cost involved in the Stokes approach is relatively cheap
compared to the Newton Raphson method as the stiffness matrix is invariant in
time. However, the time step is limited by the grid spacing and the local velocity
of the flow. In order to quickly propagate the solution without bearing the CFL
condition in the Stokes approach, we develop a so-called semi-implicit scheme.
In the semi-implicit approach, the implicit scheme is imposed on small elements
while the explicit scheme is employed on large elements.
The HDG method is combined with the ALE approach for solving incom-
pressible flows on deformable domains. Time-dependent domains are mapped
into a fixed reference domain. Thus, re-meshing is not required at each time step.
For incompressible flows, the CGL condition must be carefully implemented to
satisfy the incompressible constraint and to ensure the stability. However, large
distortion causes accuracy loss due to poor mapping.
We have found that the numerical error arising from the improper representa-
tion of the curved boundaries results in severe accuracy loss in the L2 norm. We
propose using super-parametric elements along the curved boundaries to remedy
the suboptimal rates of convergence.
We have shown that the HDG approach is highly suitable for non-smooth
solution problems. Discontinuities in the solution can be efficiently blended into
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the weak formulation via balancing the normal components of the total flux
across the inter-elemental boundaries in the triangulation.
We have deployed a uniform Cartesian grid to discretize complex geometric
domains including curved interfaces. The FFT is incorporated into the GMRES
to solve Poisson, Stokes, and Navier-Stokes equations. The fast solver can signif-
icantly reduce the computational cost and the memory requirement. In addition,
our fast solver can be extended for problems with different viscosity across the
interfaces. For cases with small elements around the interface vicinity, we have
to employ the semi-implicit scheme to overcome the CFL condition.
However, extremely tiny elements will make the stiffness matrix ill-conditioned
as the condition number of the resulting matrix is linearly proportional to the
ratio between the volume of the largest element to the volume of the smallest
element in the triangulation. Therefore, the GMRES might not converge to a de-
sirable tolerance. More investigation on pre-conditioning in these extreme cases
are essential to speed up the computational cost. The immersed HDG method
is currently first-order accurate in space since we only impose iso-parametric
elements along the curved interfaces. In the future work, the super-parametric
elements will be placed along the curved interfaces. As such, optimal rates of
convergence will be achieved. Nevertheless, the challenge is the complexity of
the mesh generation in the interface areas.
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