We present a method for constructing dynamical systems with robust, stable limit cycles in arbitrary dimensions. Our approach is based on a correspondence between dynamics in a class of differential equations and directed graphs on the n-dimensional hypercube (n-cube). When the directed graph contains a certain type of cycle, called a cyclic attractor, then a stable limit cycle solution of the differential equations exists. A novel method for constructing regulatory systems that we call minimal regulatory networks from directed graphs facilitates investigation of limit cycles in arbitrarily high dimensions.
Introduction
One of the striking characteristics of the living world is the presence of diverse oscillations with periods ranging from milliseconds to a year and in spatial domains that extend from subcellular structures to whole organisms. Examples of well known oscillations include the cell cycle, heartbeat, respiration, circadian rhythm, menstrual cycle and hibernation [Glass & Mackey, 1988; Winfree, 2001] . These rhythms must be robust to a wide range of environmental perturbations. They must also be robust to mutations that occur over evolutionary time scales.
Some basic structural features lead to oscillations. Negative feedback systems, in which a product inhibits its formation, can either display a steady state or oscillation. The inhibition is not necessarily direct or immediate but can occur through several intermediary steps or with a time delay [Goodwin, 1963; Horowitz & Hill, 1989; Thomas & D'Ari, 1990; Novák & Tyson, 2008] . Less well known, but equally powerful, is the concept 4055 of sequential disinhibition. Here the progressive removal of inhibition leads to the generation of stable oscillations, as originally proposed in models of walking in salamanders [Székely, 1965; Kling & Székely, 1968] .
In the 1970s, one of us (LG) developed methods that can be used to identify logical switching networks and homologous smooth ordinary differential equations that can display stable robust oscillations [Glass & Kauffman, 1973; Glass, 1975 Glass, , 1977a Glass & Pasternack, 1978a , 1978b . The basic idea is to first identify synchronous logical switching networks that display a certain type of stable oscillation and then to generate differential equations that capture the logical structure. Additionally, recent work by [Lu & Edwards, 2010] has generalized these earlier results by showing that stable oscillations can exist for a wide class of switching networks.
The underlying logical networks can be identified using a discrete approach. The logical networks and differential equations are determined from a directed graph on an n-dimensional hypercube (ncube). The n-cube has 2 n vertices and n × 2 n−1 edges. If each edge is directed in a unique orientation, there is a 1 : 1 correspondence between logical switching networks with no self-input, and the directed n-cube graphs. Further, a special type of cycle called a cyclic attractor plays a central role. A cyclic attractor, which we define precisely in Sec. 2.1, is a structure on a directed graph that is analogous to a stable limit cycle in a differential equation. Piecewise linear differential equations that incorporate the logical structures defined by the cyclic attractors have robust stable limit cycles [Glass & Pasternack, 1978b; Mestl et al., 1995] . Further, by generalizing the piecewise linear equations by substituting sigmoidal functions for step functions, we generate stable oscillations that also capture the same logical structure of the discrete switching networks [Glass & Pasternack, 1978a] .
This work has relevance to several fields.
Synthetic biology:
Since biological controls regulating gene expression have analogies with switching devices, it has been feasible to synthesize networks with predetermined dynamical behavior that can be predicted based on the dynamics of these networks [Elowitz & Leibler, 2000; Gardner et al., 2000; Benner & Sismour, 2005] .
Circuit design: Hybrid electronic networks with a programmable logic have been built to realize all five-dimensional networks by inputting the truth tables of each element as a tuple of 5 × 16 Boolean digits [Mason et al., 2004] . Consequently, all networks described here can be implemented in hybrid electronic circuits.
Inverse problem in biology:
One of the major biological problems is the determination of molecular biological control circuits based on limited information about the dynamics [Hasty et al., 2001; De Jong, 2002; Perkins et al., 2004] . Likewise, patterns of neural activity may be useful in determining the structure of the underlying neural network [Glass & Young, 1979] . The current paper develops methods to determine minimal networks that display robust dynamical behavior and may thus be useful for practical applications in biology.
Applied mathematics: The paper raises many problems concerning the dynamics in these systems. These include: proof of limit cycles over the range of the steepness parameter of sigmoid functions; analysis of bifurcation patterns for all networks -although most are simple with a single Hopf bifurcation, others are more complex and require more detailed analysis; extension to higher dimensions where the numbers of cyclic attractors vastly increase (we do not know the numbers of cyclic attractors in dimension six and above).
The plan of the paper is as follows. Section 2 introduces the regulatory system of differential equations and establishes the connection with a directed ncube. In Sec. 2.1 we define cyclic attractors and describe several attributes they possess. Section 2.2 addresses the symmetry properties of the n-cube, presenting an explicit representation for the n!2 n symmetry operations. We define the notion of a minimal network in Sec. 2.3 and present an algorithm for obtaining such networks. The concept of a minimal network provides a powerful tool in the task of identifying the logical structure corresponding to a directed n-cube. Section 3 investigates two families of cyclic attractors that exist for all n ≥ 3. First, in Sec. 3.1 we consider a family for which the minimal networks have a cyclic negative feedback structure. Second, in Sec. 3.2 a family of cyclic attractors that have minimal networks corresponding to sequential disinhibition are analyzed. For both families, expressions for the minimal networks in arbitrary dimensions are derived and several properties of the differential equations are proved. A generalization of the piecewise linear regulatory networks called continuous homologues are developed in Sec. 4. We state and discuss several open questions in Sec. 5. In the Appendix, homologous systems for all cyclic attractors in dimensions n = 3, 4, 5 are presented and their bifurcation structure analyzed.
Model and Methods
For concreteness, we consider regulatory networks based on biochemical systems in which the variables of the system are concentrations. The methods presented can, in general, be adapted to other regulatory paradigms. At the core of our approach is a logical model that captures many features of real regulatory networks [Glass & Kauffman, 1973; Glass, 1975] . They are a natural extension of the Boolean networks used by Kauffman [1969 Kauffman [ , 1993 to study properties of simple biochemical networks. For related approaches and reviews see [Thomas & D'Ari, 1990; De Jong, 2002; Edwards & Glass, 2006] . The time evolution of n species is governed by a system of piecewise differential equations:
Species i is degraded at rate γ i and produced at rate g i . We assume that g i depends only on whether y j is high or low relative to a threshold θ j . Defining Y i = α if y i > θ i and Y i = β if y i < θ i then α represents the high state and β the low state. We identify the regulator set R i ≡ {i 1 , i 2 , . . . , i K }, containing the K species that regulate species i. Throughout this work, we assume that species i does not regu-
where X i (t) = H(x i (t)) ∈ {0, 1} with H(·) the Heaviside function. Suitable rescaling of x i restricts B i to the range [−1, 1]. To avoid technical complications that arise, we assume that B i = 0. This condition, along with the restriction on self-input, implies that Eq. (2) possesses a unique, continuous solution. Furthermore, we shall assume that all degradation rates are the same:
The variables X i are constant within any orthant of R n (an orthant is the ndimensional analog of quadrants in two dimensions). Equation (2) is a first-order linear system within an orthant. Starting from initial condition x(0) let {t 1 , t 2 , . . . , t k } denote the times when the solution trajectory crosses an orthant boundary. Then, for t j < t < t j+1 the solution of Eq. (2) is
where t * j is any time in (t j , t j+1 ). Thus, the solution x(t) of Eq. (2) is a sequence of solutions given by Eq. (3). Within each orthant, the trajectory is a straight line from (
. If the focal point lies outside the orthant in which (x 1 (t * j ), x 2 (t * j ), . . . , x n (t * j )) resides, then once the orthant boundary is crossed, the trajectory evolves towards the new focal point associated with the new orthant. Because the focal point is constant for all points (x 1 , x 2 , . . . , x n ) within an orthant, the vector field of Eq. (2) transversally crosses the orthant's boundaries.
A directed graph can be associated with the dynamics of Eq. (2) as follows. The geometric dual of the 2 n orthants is the n-cube graph, denoted by Q n , with each vertex corresponding to an orthant and edges connecting vertices whose orthants share an n − 1 dimensional boundary. Letting V (Q n ) be the vertex set (we will omit the explicit dependence on Q n unless needed), then u ∈ V can be represented by an n-dimensional binary tuple:
The distance between two vertices u, v is the Hamming distance: d H (u, v) , defined to be the number of components that differ between u and v. Letting E(Q n ) be the edge set, it contains pairs of vertices: uv such that d H (u, v) = 1. The edges are the images of the orthant boundaries in phase space. Since Eq. (2) defines a vector field that transversally crosses all the orthant boundaries, we can unambiguously associate a direction (or orientation) to each edge based on the direction of the vector field flow across the boundaries. We let Q n denote a directed n-cube graph, and E(Q n ) be the set of ordered pairs of vertices.
All edge orientations are defined via the regulation functions B 1 , B 2 , . . . , B n in Eq. (2). In particular, the orientation depends only on whether B i > 0 or B i < 0. This motivates us to define functions f i such that f i depends on the same regulators (R i ) as B i , with f i = 0 if B i < 0 and f i = 1 if B i > 0. Additionally, it will be useful to introduce the notation that for
Edge orientations may then be defined as follows. Let u, v ∈ V be two adjacent vertices such that u i = v i for i = j, for some j ∈ [1, n], and u j = 0 (implying v j = 1). The edge is oriented from u to v if f j (u R j ) = 1 and it is oriented v to u if f j (u R j ) = 0. Since j / ∈ R j , we can equivalently determine the edge direction by evaluating f j at vertex v, with the edge oriented from u to v if f j (v R j ) = 1 and from v to u if f j (v R j ) = 0. The orientation of all edges adjacent to a vertex defines the possible flows across the boundaries of that orthant in phase space.
The quantities (R i , f i ) n i=1 define the regulatory structure of Eq. (2), and we will primarily work with f i rather than the functions B i . This is advantageous since many of our results hold for any choice of B i such that the sign of B i is consistent with the definition of f i .
The function f i depends only on the binary states of the R i components of u ∈ V , and as such, can be represented via a truth-table. For example, if R i = {1, 2, 3} then explicitly, f i (u 1 u 2 u 3 ) would be of the form
where a, b, . . . , h ∈ {0, 1}. An equivalent representation is to define f i to be the sequence of values: f i = abc · · · h which along with the ordering R i = {1, 2, 3} uniquely determines a function of this form. Reordering the regulators R i = {3, 1, 2} then necessarily requires a reordering of f i to maintain the same function.
In the particular case of each species being regulated by all n − 1 other species, which we term full regulation, and denote byR i andf i , then one can show that there is a one-to-one map from each element of the truth-table definition of f i and edges in Q n [Glass, 1975] .
Cyclic attractors
The correspondence between Eq. (2) and directed n-cubes goes beyond providing a geometric perspective of the differential equations. Properties of the solutions to Eq. (2) can be inferred from the topology of the directed n-cube [Glass & Pasternack, 1978b; Snoussi & Thomas, 1993; Plahte & Kjøglum, 2005] .
Definition 2.1. Cycles in the n-cube.
• A cycle C in Q n is a sequence of vertices u i ∈ V :
• A directed cycle C in Q n is defined the same as a cycle C, but with the edges u i u i+1 in E(Q n ) (with u L+1 = u 1 ).
• Let C be a directed cycle and u ∈ C. There are (n − 2) vertices adjacent to u that are not in C. If each v / ∈ C that is adjacent to u is such that vu ∈ E for all u ∈ C, then C is a cyclic attractor. An n-dimensional cyclic attractor C is only present in m-cubes with m ≥ n and we only consider the smallest dimension in which it is present.
The concept of cyclic attractors is related to notion of snakes on discrete graphs introduced by Harary et al. [1988] . Directed cycles C = u 1 u 2 · · · u L in n-cubes can be conveniently represented via their coordinate sequence (see [Glass, 1977a; Edwards & Glass, 2000] 
where c i is defined to be the coordinate that differs between u i and u i+1 (with c L the coordinate that changes between u L and u 1 ). The starting vertex u 1 is arbitrary in the definition of c so that cyclical permutations of c are equivalent. The conditions for C to be a cyclic attractor in Definition 2.1 lead to an equivalent set of conditions for the coordinate sequence. Definition 2.2. (From [Glass, 1977a] ) Let C be a directed cycle and c = c 1 c 2 · · · c L the coordinate sequence of C. Then C can be an n-dimensional cyclic attractor if c satisfies the following conditions:
(1) Each coordinate in c must appear an even number of times. (2) For any sequence of consecutive steps of length less than L, at least one coordinate must appear an odd number of times.
(3) For L ≥ 6 then every consecutive subsequence c j c j+1 · · · c j+µ−1 , where µ is an odd integer such that 3 ≤ µ ≤ L − 3, must contain at least three coordinates which appear an odd number of times.
The first two conditions in Definition 2.2 are necessary for c to define a cycle that does not contain any shorter cycles. The third condition ensures that the edges adjacent to the cycle can be directed towards the cycle, making it attracting. This corresponds to the condition in Definition 2.1 that all nonadjacent vertices of the cycle be at least distance 2 apart.
As stated in Sec. 2, the regulatory structure defined by (R i , f i ) n i=1 orients the n-cube. The following lemma establishes a connection between cyclic attractors and the orientation of the n-cube produced by (
be a regulatory structure for Eq. (2). Consider vertex u j in C. The conditions for a cyclic attractor are that the directed edge u j u j+1 be in E(Q n ) and that the remaining n − 1 adjacent edges in E be directed towards u j . Let c j be the component which changes between
for i = c j , since c j is the only component that differs between u j and u j+1 . Hence, we have f i (u
The connection between cyclic attractors and limit cycles was used to prove that if Eq. (2) produces an orientation of the n-cube with a cyclic attractor then a stable limit cycle exists (for n ≥ 3) when B i ∈ {±1} [Glass & Pasternack, 1978b] . In n = 3, 4, 5 dimensions there are 1, 3 and 18 equivalence classes of cyclic attractors, with two cyclic attractors termed equivalent if they are super imposable under a symmetry operation of the ncube. They have all been enumerated and are reported here in Table 1 [Glass, 1977a] . Table 1 . The different equivalence classes of cyclic attractors C in n = 3, 4, 5 dimensions [Glass, 1977a] . For ease in referring to the attractors later, we include an index that enumerates the attractors in each dimension. The coordinate sequence c representation of a cyclic attractor is stated in the third column. In the fourth column we report the number of unique ways that C can appear in Qn. 
Symmetries of the n-cube
The symmetry group of the n-cube graph Q n , denoted O n , consists of n!2 n operations, each of which acts on the vertices V (Q n ) (see [Coxet, 1973] for a detailed description of O n ). With the binary labeling of vertices, the elements of O n can be defined as compositions of two simple operations: permutations and inversions. Letting u ∈ V , we define a permutation operator σ Σ , where Σ is a permutation of {1, 2, . . . , n}, to be σ Σ (u) = u Σ . The inversion operator ψ Ψ , where Ψ ⊆ {1, 2, . . . , n} is such that v = ψ Ψ (u) has v i = u i for i / ∈ Ψ and v i = u i for i ∈ Ψ, where 0 = 1 and 1 = 0. The elements µ of O n are the compositions of the n! permutations and 2 n inversions:
O n is defined entirely in terms of operations on the vertices. The symmetry operations of O n partition oriented n-cubes into equivalence classes. Letting Q n , H n be two directed n-cubes, then they belong to the same equivalence class if there exists µ ∈ O n such that µ(Q n ) = H n , where equality means they have the same edge set. Within an equivalence class, a subset of the symmetry operations are invariant. We define I(Q n ) to be the set of µ ∈ O n such that µ(Q n ) = Q n .
The symmetry operations can also be applied to the coordinate sequence representation of a cyclic attractor. Because the coordinate sequence lists the changing coordinates, they are invariant under the inversion operator. For instance, the coordinate sequences c = 1234512354 and κ = 1254321543 define two cyclic attractors that belong to the same class (the second cyclic attractor in fivedimensions in Table 1 ). The permutation σ Σ with Σ = {5, 4, 3, 2, 1} is such that σ Σ (κ) is equivalent to c, since coordinate sequences can be cyclically shifted and still define the same cyclic attractor. Coordinate sequence κ is obtained from c via the same permutation.
The invariant symmetries I(Q n ) corresponding to a regulatory network of the form in Eq. (2) can provide a method for identifying discrete symmetries of the differential equations. However, in general, Eq. (2) will only share these symmetries when the values of B i possess symmetry properties too. For instance, if B i ∈ {±a} (for a = 0) then µ ∈ I(Q n ) is a symmetry of Eq. (2), with permutations operating on the indices i of x i and inversions X → X replaced by reflections x → −x.
Minimal networks
Thus far we have focused on identifying the directed n-cube arising from the regulatory system Eq. (2) and deducing properties of the differential equations via analysis of the n-cube (cyclic attractors, symmetries, etc.). We now address the inverse problem: Given an orientation of an n-cube, identify the regulatory system: (R i , f i ) n i=1 which produces that orientation. Once identified, any choice of B i that is consistent with f i yields a differential equations system [Eq. (2)]. Lemma 2.1 provides a set of constraints that the regulatory network must satisfy for a given cyclic attractor. One approach is to reformulate the constraints in terms of Boolean satisfiability. Zinovik et al. [2007] used an approach similar to this to obtain lower bounds on the number of equivalence classes of cyclic attractors.
Rather than working directly with Lemma 2.1, our method of solving the inverse problem is based on reducing the admissible set of regulatory equations of the form Eq. (2) which correspond to a directed n-cube. We define a minimal regulatory network to be a set of (R i , f i ) n i=1 which yields the desired orientation of an n-cube such that the number of regulators, |R i |, is minimized for each i (| · | denotes cardinality). Before presenting our algorithm, we discuss two simple examples which illustrate our approach. Consider an n = 3 dimensional system. The discretization of phase space arising results in a 3-cube Q 3 (see Fig. 1 ). From Table 1 , there is only one equivalence class of cyclic attractors in the 3-cube [Glass, 1977a] . For the statement of the inverse problem, we require a specific instance of the cyclic attractor, shown in bold in Figs. 1(a) and 1(b). The cyclic attractor is the directed cycle: C = 000 → 100 → 110 → 111 → 011 → 001 → 000, along with orienting the remaining six edges to make it attracting. With full regulation (R i =R i ) then each edge direction is associated with a single component off i , as shown in Fig. 1(a) . Thus, we find that the fully regulated network is given by:
Inspection of Eq. (4) reveals that in fact eachf i only effectively depends on a single regulator. Removing this superfluous dependence, we obtain the minimal regulatory network:
which is shown in Fig. 1(b) .
Although the analysis and identification of the minimal network for the cyclic attractor shown in Fig. 1 was straightforward in n = 3, in higher dimensions several complications arise. First, not all edges in the n-cube will be oriented by specifying a cyclic attractor. Such partially oriented ncubes can lead to degeneracies in the identification of regulatory functions f i , further complicating the problem of identifying R i such that |R i | is minimal. Second, for n ≥ 5 cyclic attractors can have more than one possible choice for (R i , f i ) that minimizes |R i |. The following cyclic attractor in n = 5 dimensions demonstrates such issues and motivates our algorithm that addresses them. 
shows that a single regulator for each species is sufficient, with f 1 (X 3 ) = 10, f 2 (X 1 ) = 01 and f 3 (X 2 ) = 01.
This is the second five-dimensional attractor in Table 1 , with coordinate sequence c = 2154312543. In Sec. 2.2 the permutation operation that transforms c to 1234512354 (the listing in Table 1 ) was found to be σ Σ with Σ = {5, 4, 3, 2, 1}. Orienting the 5-cube Q 5 such that this cycle is attracting and mapping the edge directions to components off 1 , . . . ,f 5 , under the assumption of full regulation we find: A "·" indicates that the edge was not oriented by the cyclic attractor and hence the component off i can be 0 or 1. If we attempt to specify a network in the form of Eq. (2) with these regulator choices, then there are eight arbitrary components of thef i to choose for each species, amounting to a total of 40. Thus, there are 2 40 ≈ 1 trillion networks that have this cyclic attractor. This motivates us to identify networks with the fewest arbitrary components by minimizing the number of regulators, which results in fewer networks corresponding to a given cyclic attractor.
Assign components off i (being 0, 1 or ·) assuming full regulationR i ; for i = 1 to n do for K = 0 to n do foreach combination R ⊆R i of K regulators do Let f be a truth-table function of K binary variables foreach binary tuple w of length K do Let u be a binary tuple of length n − 1
Algorithm 1. Algorithm for finding the regulators R i and functions f i that orient the edges consistent with a specified Q n . Note that A\B is the set A, minus the elements that are in B.
Proceeding as we did in the previous n = 3 case to identify reduced sets of regulators that yield consistent regulation functions, we find that the regulation off 3 can be simplified to R 3 = {4} with f 3 = 10. For i = 4 we see that R 4 = {5} with f 4 = 10. For species 1 and 2 we find that each requires at least two regulators, with R 1 = {2, 3}, f 1 = 0001 and R 2 = {1, 3}, f 2 = 0111 as the only choices. Thus, for i = 1, 2, 3, 4, by choosing the minimum number of regulators we have also removed all arbitrariness in f i . If we now turn our attention to i = 5, there are no solutions with 1 or 2 regulators. There are two possible choices of regulation that depend on 3 species: R 5 = {1, 2, 3} with f 5 = 1101 · ·00 or R 5 = {1, 2, 4} with f 5 = 1110 · ·00. By considering only minimal networks we have reduced the approximately 1 trillion possibilities to 8 (2 choices for R 5 and 2 2 possibilities for f 5 ).
These two illustrative examples motivate our algorithm for finding minimal networks from (partially) oriented n-cubes, stated in Algorithm 1.
The computational cost of the algorithm is dependent on the minimal number of regulators per species. The worst case occurs when each species has full regulation, requiring us to check
combinations for the regulation of species i. Making use of the binomial expansion, the sum simplifies to 2 n−1 . Since there are n species, there are n2 n−1 possible regulatory combinations that must be considered in the worst case.
Families of Cyclic Attractors
The symmetries of the n-cube create equivalence classes for cyclic attractors, with two attractors being equivalent if they are related by a symmetry operation. Another notion of equivalences can be defined for attractors in different dimensions n, which we call families. A family of cyclic attractors can be defined in terms of properties shared by their coordinate sequence representations. For instance, the first attractors listed in dimensions n = 3, 4 and 5 have the common form c = 12
We show in Sec. 3.1 that this family gives rise to minimal networks that are cyclic, negative feedback systems, which have been well studied in other contexts [Hastings et al., 1977; Thomas & D'Ari, 1990; Mallet-Paret & Smith, 1990; Gedeon, 1998 ]. The second family of attractors considered is defined by a different coordinate sequence characteristic, described in Sec. 3.2. We find that the resulting minimal networks have a form known as sequential disinhibition [Székely, 1965; Kling & Székely, 1968] .
Cyclic, negative feedback
The simplest family of cyclic attractors corresponds to the coordinate sequence c = c 1 c 2 · · · c 2n having the form
where {s 1 , . . . , s n } is a permutation of {1, . . . , n}. From Definition 2.2 this defines a cyclic attractor for n ≥ 2. In Theorem 3.1 we prove that minimal networks for cyclic attractors of the form in Eq. (6) have regulators R i that form a cyclic regulatory system (that is the regulation has the form R i = {i−1} and R 1 = {n}, under suitable relabeling) with the f i functions being either inhibitory (f i = 10) or activating (f i = 01). In Theorem 3.2 we show that there must be an odd number of inhibitory interactions implying that the network is a cyclic, negative feedback system [Thomas & D'Ari, 1990; Gedeon, 1998 ]. The number of different n-cube orientations with this cyclic attractor can be enumerated via the coordinate sequence representation in Eq. (6). There are n! permutations that preserve the structure of Eq. (6). A particular orientation of the cyclic attractor can then be generated by choosing any of the 2 n vertices and constructing the cycle via the coordinate sequence, yielding n!2 n attractors. However, this over counts by a factor of 2n, since shifting the coordinate sequence and shifting the starting vertex of the cycle yields the same cycle. Therefore, there are (n − 1)!2 n−1 unique orientations of the n-cube with the cyclic attractor of Eq. (6) (consistent with the results reported in the fourth column of Table 1 ). 
is the minimal network which orients the n-cube with the cyclic attractor C.
Proof. Assume that C and c are as defined in the Theorem. Throughout this proof, u j is interpreted as u j mod 2n , with 0 mod 2n = 2n. It is readily seen that u
with α = u i s i ∈ {0, 1}. The intervals [i + 1, i + n] and [i + n + 1, i] are interpreted modulo 2n when the right end point exceeds 2n (i.e. [5, 2] with n = 3 is equivalent to [5, 6] 
From Lemma 2.1 we have that f i must be such that f i (u
with a suitable choice of R i . Omitting the R i subscript for the moment, then Eq. (7) implies
for i ∈ [1, n] and an appropriate choice of β ∈ {0, 1}. Equation (8) 
R s i is clearly the minimal set of regulators since it consists of only one regulator, and it is the only regulator that satisfies Eq. (8) 
We define the variable δ i to encode the two situations for f s i . When f s i is activating then δ i = 0 and if f s i is inhibitory then δ i = 1. The two conditions in Eq. (9) can then be expressed as
Letting i take on the values 1 to 2n (with s i = s i mod n ) we obtain a set of 2n equations. However, only n of them are independent. For i = n we observe that u n+1 sn = u 1 sn from the definition of the coordinate sequence c, yielding a set of n equations with n unknowns. Letting α i = u i s i−1 , the n equations are
where we have made use of α = 1 − α mod 2. These n equations can be reduced to the single condition
Since δ i ∈ {0, 1} then there must be an odd number of δ i = 1 in order for there to exist α i (and hence u i s i−1 ) satisfying Eq. (10). δ i = 1 corresponds to f s i being inhibitory, thus there must be an odd number of inhibitory regulation functions present.
We remark that Theorem 3.2 is consistent with studies of regulatory systems which fall outside of the piecewise linear model Eq. (2) (see [Thomas & D'Ari, 1990 ] for example).
Sequential disinhibition
The second family of cyclic attractors we shall consider have minimal regulatory networks known as sequential disinhibition systems [Székely, 1965; Kling & Székely, 1968] . These cyclic attractors have a coordinate sequence c = c 1 c 2 · · · c 2n of the form
where {s 1 , s 2 , . . . , s n } is a permutation of {1, 2, . . . , n}. By construction, Eq. (13) satisfies the requirements of a cyclic attractor given in Definition 2.2.
The number of ways the n-cube can be oriented with this cyclic attractor can be counted via the coordinate sequence representation in Eq. (13). There are n! permutations that preserve the structure of Eq. (13). A particular orientation of the cyclic attractor can then be generated by choosing any of the 2 n vertices as the initial vertex of the cycle and constructing the cycle via the coordinate sequence, yielding n!2 n attractors. However, this results in an over counting by a factor of n, since shifting the coordinate sequence by an even number of positions and shifting the starting vertex of the cycle by the same number of positions yields the same cycle. Therefore, there are (n − 1)!2 n unique orientations of the n-cube with this cyclic attractor (consistent with the results in Table 1 ).
n}. Then the regulatory network with
is a minimal network which orients the n-cube such that C is a cyclic attractor.
Proof. Assume that c = c 1 c 2 · · · c 2n has the form c = s 2 s 1 s 3 s 2 · · · s n s n−1 s 1 s n where {s 1 , s 2 , . . . , s n } is a permutation of {1, 2, . . . , n}. Furthermore, let C = u 1 u 2 · · · u 2n be the vertices of the cyclic attractor. Define χ i such that c χ i = s i and c χ i +3 mod 2n = s i , where 2n mod 2n = 2n. χ i is uniquely defined provided n ≥ 4, while for n = 3 we specify χ 1 = 2, χ 2 = 1, χ 3 = 3. χ i indexes the element in c where component s i changes such that it again changes three steps later in the cycle. We now proceed analogous to the proof of Theorem 3.1. Lemma 2.1 implies that f s i must satisfy
where α ∈ {0, 1} and the intervals are taken modulo 2n (i.e. [5, 2] with n = 3 is equivalent to [5, 6] 
Insertion of Eq. (14) into Lemma 2.1 yields 
To prove this, we must show that Λ i ⊆ R s i (the other inclusion has already been shown). Suppose that Λ i ⊃ R s i . Then, there must be Ω ⊂ Λ i for which R s i = Ω, since Lemma 2.1 guarantees the existence of an R s i .
Assume
We claim that j = χ i and k = χ m + 3 are such that u
This is easily seen if we inspect 
The specification of f s i in Theorem 3.3 is not the most generic one. For n ≥ 5 there are arbitrary components of f s i ; however, the choice in Theorem 3.3 is a consistent choice. Additionally, with c as defined in Eq. (13) there are two particular choices for the initial vertex of the cyclic attractor u 1 which yield particularly simple forms for f i . First, if u 1 is such that u 1 s 1 = 0 and u 1 s i = 1 for i > 1 then f i = 11 · · · 10. That is, f i is a not or function of its regulators R i . Second, if u 1 is such that u 1 s 1 = 1 and u 1 s i = 0 for i > 1 (the inverse of the previous u 1 ) then f i = 100 . . . 0, which is a not and function of its regulators. These two results follow directly from application of Theorem 3.3 to the particular cycles C that are produced from c and the two choices of u 1 .
Continuous Homologues with Stable Limit Cycles
The results of Secs. 3.1 and 3.2 yield regulatory networks that have limit cycle oscillations in arbitrary dimensions. Equation (2) is an approximation to the chemical kinetics that are typically used to describe such systems. In particular, the Heaviside function H(x) may be replaced by a sigmoidal function h(x) that smoothly changes from low to high levels. We make use of a general method (see for example [Glass, 1977b; Glass & Pasternack, 1978a; Plahte et al., 1998; Plahte & Kjøglum, 2005] ) of transforming the piecewise linear equations of Eq. (2) into smooth versions with a piecewise linear limit. Such systems have been termed continuous homologues of Eq. (2) by [Glass & Pasternack, 1978b] .
Assume that B i in Eq. (2) takes on only values ±1. It then follows that B i = 2f i − 1, from the definition of f i . This transforms Eq. (2) intȯ
The first step in constructing the continuous homologue of Eq. (16) is to obtain the min-term expansion of f i [Harrison, 1965] . Observing that f i = 1 if X 1 X 2 = 00, X 1 X 2 = 10 or X 1 X 2 = 11 then from the first combination X 1 X 2 = 00, we obtain the term (1 − X 1 ) × (1 − X 2 ). X 1 X 2 = 10 contributes X 1 × (1 − X 2 ) and X 1 X 2 = 11 contributes X 1 × X 2 . f i is then represented by adding all contributions, yielding f i = (1− X 1 )(1− X 2 )+X 1 (1− X 2 )+X 1 X 2 (omitting the explicit multiplication symbol ×). This simplifies to
The continuous homologue of Eq. (16) is then obtained by replacing X i = H(x i ) in the algebraic expression for f i by X i = h(x i , η). We require h(x, η) to be a smooth sigmoidal function that monotonically increases from 0 to 1 and which approaches the Heaviside function as η → ∞. Defining F i as the function obtained by replacing X i with h i in the min-term expansion of f i , then the continuous homologue of Eq. (2) iṡ
There are several natural choices for h(x, η) (see for example [Glass & Pasternack, 1978a; Hertz et al., 1991] ), such as
In the Appendix the tanh function is used to construct continuous homologues of all the cyclic attractors in n = 3, 4 and 5.
Stable limit cycles in continuous homologues of cyclic negative feedback systems
With mild assumptions on the function h(x, η) used in the derivation of the homologous versions for the cyclic negative feedback networks that were derived in Sec. 3.1 we present a proof that for η sufficiently large then an asymptotically stable limit cycle exists provided it is hyperbolic. Assume that h(x, η) = (1 + Z(x, η))/2 where Z(x, η) is a monotonically increasing function of x from −1 to +1. Additionally, assume Z(x, η) is an odd function of x and that the partial derivative of Z, with respect to x, evaluated at x = 0, is an increasing function of η. This final condition implies that Z(x = 0, η) gets steeper as η increases.
Recall from Theorem 3.1 that f i is either an activating or inhibitory function. Define κ i to be 1 if f i is activating and κ i = −1 if f i is inhibitory. Without loss of generality, assume that R i = {i−1} with R 1 = {n}. Finally, we rescale time by a factor of γ. Then, the cyclic, negative feedback continuous homologue of Eq. (16) iṡ (18) is invariant under the transformation:
where x n+1 = x 1 . This transformation cyclically shifts all indices by 1, and since Z(x, η) is an odd function, then the reflection when κ i = −1 retains the correct sign. Since Eq. (18) is invariant under this operation, so too are fixed point solutions x * . Let M be the transformation described above. Then M has the matrix representation
Thus, x * must satisfy x * = Mx * or equivalently, (I −M )x * = 0 where I is the n by n identity matrix. The determinant of I − M is
The sign of the product is determined by how many κ i are 1. Since there are always an odd number of κ i = −1 then if n is even, there are an odd number of κ i = 1 while if n is odd, there are an even number. Because the product is multiplied by (−1) n it follows that det(I − M ) = 2 for all n. Therefore, x * = (0, 0, . . . , 0) is the unique solution of x * = Mx * . We now characterize the eigenvalue structure of Eq. (18) 
where
is the derivative with respect to x of Z, evaluated at the fixed point x * = 0. In matrix form, Eq. (20) isζ = Aζ, where the matrix A has eigenvalues λ k given by
where i in Eq. (22) is the unit imaginary number. We see that λ 0 and λ n−1 are the complex conjugates with largest real part. At ρ * = (cos(π/n)) −1 they transversally cross the imaginary axis (away from the origin) and thus a Hopf bifurcation occurs. This is closely related to the secant condition that has been studied previously for cyclic feedback systems [Tyson & Othmer, 1978; Thron, 1991; Arcak & Sontag, 2006] . Since ρ is an increasing function of η, it follows that for η sufficiently large, then there are eigenvalues with positive real part. Thus, hyperbolic periodic orbits of Eq. (18) are asymptotically stable.
Discussion
In this paper and the Appendix, we present stable, robust limit cycle oscillations for regulatory systems described by Eq. (2). In the course of this work, we have identified a number of open questions and conjectures, which we briefly discuss.
Symmetries of the n-cube and structure of the regulatory functions
There is an interesting interplay between the symmetries of the n-cube and the minimal regulatory structure (R i , f i ) derived from it. Although two different embeddings of a cyclic attractor may be symmetrically equivalent, the functional form of the regulatory functions can differ. For instance, the cyclic attractor in n = 3 dimensions has eight symmetrically equivalent embeddings in the 3-cube (see Table 1 ). Six of these embeddings correspond to permutations of the minimal network
while the other two embeddings are permutations of
From a regulatory systems perspective, these two networks differ substantially in that the first contains activating (f i = 01) interactions while the second consists of only inhibiting (f i = 10) interactions. In biophysical systems, these differences in the type of regulation can play an important role (see for instance [Mangan & Alon, 2003 ]) even though from a mathematical perspective the networks are in the same equivalence class. The classical feedback inhibition networks of biochemical systems correspond to Eq. (23) [Thomas & D'Ari, 1990; Gedeon, 1998 ], whereas Eq. (24) with three inhibitory elements corresponds to sequential disinhibition [Kling & Székely, 1968; Glass & Young, 1979] . Thus, the underlying logical structure of the repressilator circuit developed by Elowitz and Leibler [2000] which consists of a loop with three elements, each of which inhibits the next in turn, was known to provide a basis for oscillations well before the circuit was synthesized in bacteria.
Equivalence classes of cyclic attractors in high dimensions
For n ≥ 6 the equivalence classes of cyclic attractors have not been found, although some lower bounds have been computed [Zinovik et al., 2007] . A possible approach would be to use the coordinate sequence representation: c, of a cyclic attractor. It is simple to determine if c is a cyclic attractor via Definition 2.2. However, determining if two different coordinate sequences define cyclic attractors that are in the same equivalence class is difficult. Exhaustively searching all n! permutation operations (recall the coordinate sequence representation is invariant to inversions) to see if there exists an operation that maps one to the other, is not computationally feasible for large n. An alternative method is to integrate Eq. (2) assuming it is a cyclic attractor. If the periods of the limit cycles differ, then they do not belong to the same equivalence class. Since the equations are piecewise linear, exact integration can be performed to find the period accurately, subject only to machine precision. However, since two nonequivalent networks might have the same period, further analysis would have to be carried out to check the symmetries of all networks having the same period.
Impact of dimension n on robustness of limit cycles
Analysis of the bifurcation diagrams in the Appendix reveals the following trend: as n increases, the value of η for which a stable limit cycle emerges decreases. This was also identified in Sec. 4.1 for the cyclic negative feedback system (ρ * decreased as n increased). We believe that this suggests that as the dimension n increases the constraints on the flows in phase space needed for stable limit cycles is such that the attracting properties of the cyclic attractors become less important. If this holds, then in high dimensions one could construct robust regulatory networks from cycles that are almost cyclic attractors; having a few adjacent edges that are not directed towards the cycle. This would dramatically increase the number of different regulatory systems exhibiting limit cycle oscillations.
Impact of the properties of Boolean functions on symmetries of the n-cube
There are many different classifications of Boolean functions such as monotone functions [Harrison, 1965] , canalizing functions [Kauffman, 1993; Aldana et al., 2003] , and Post classes [Post, 1921; Shmulevich et al., 2003] . Although there has been some research on the properties of Boolean switching networks when the logical functions are restricted to certain classes [Kauffman, 1993; Aldana et al., 2003 ], we are not aware of similar investigation into the properties of Eq. (2). In particular, it would be worthwhile to investigate connections between the properties of the Boolean functions and the symmetries of the oriented n-cube. For instance, many of the five-dimensional cyclic attractors considered in the Appendix have minimal networks with f i that contain arbitrary components. Depending on how these arbitrary components are chosen the resulting regulatory structure may or may not preserve the invariant symmetries of the cyclic attractor.
Minimal covering formulation of the minimal network problem
In Sec. 2.3 an algorithm for finding the minimal network, given a (partially) oriented n-cube Q n , was described. An alternative formulation of the problem is in terms of disjoint coverings of the n-cube. Recall that the task is to find (
with |R i | minimized, such that for all binary tuples u of length n − 1 withf . By setting m − k of the components of w to be 0 or 1, and the remaining k components set to * , then a k-cube is defined by letting * take on all 2 k possible combinations of 0 and 1. For instance, letting m = 3 and considering a k = 1-cube defined to be w = 0 * 1, the vertices of the 3-cube that are in the subgraph w are 001 and 011, along with the edge between them. We introduce the notion of a k-cube parallel covering of the m-cube (denoted W π ) as follows. Let π be a subset of m−k distinct elements chosen from {1, 2, . . . , m}. Define W π to be the set of all 2 m−k possible ways of defining w such that w i ∈ {0, 1} for i ∈ π and w i = * for i / ∈ π. For instance, returning to the m = 3 example considered with w = 0 * 1, then this 1-cube is one member of W π defined by π = {1, 3}. The remaining three 1-cubes that are in W π would be: 0 * 0, 1 * 0 and 1 * 1. By construction, the k-cube parallel covering W π is a disjoint set of subgraphs that cover the m-cube.
It then follows that for a coloring of the n − 1 cube determined byf i , suppose W π defines a parallel covering of k-cubes, with each k-cube not containing both black and white vertices, and k is the largest such possible value. Then R i = {i π 1 , i π 2 , . . . , i π n−1−k } is a minimal regulator set and the minimal regulatory function f i is defined by the color (if any vertices are colored) of each of the
The problem of finding a k-cube parallel covering of a colored n-cube appears closely related to classic problems in discrete Mathematics on coverings. We are not aware of a precise correspondence between this problem and any that have been previously studied, but would not be surprised if there are connections.
Impact of symmetries on bifurcation structure
In the Appendix we present a listing of the cyclic attractor equivalence classes in dimensions n = 3, 4 and 5. For each cyclic attractor, a particular choice of the oriented n-cube is chosen (from the many symmetrically equivalent ones) and a bifurcation analysis of the corresponding minimal regulatory network is presented. If we transform the regulatory networks via the symmetry operations of the n-cube, is the bifurcation structure preserved? Numerical results (not shown) indicate that the precise properties of the bifurcation structure can change (such as the value of η where a Hopf bifurcation occurs). However, we have observed that the bifurcation diagrams of the different networks obtained via symmetry operations are qualitatively similar. Is there a global result implying that they must be homeomorphic under symmetry transformations of the n-cube?
Conclusions
We have presented a method of constructing and analyzing regulatory systems in arbitrary dimensions that possess stable limit cycles. Existence of robust, stable limit cycles is guaranteed in the case of piecewise linear regulatory systems. However, numerical bifurcation analysis of the continuous homologues derived for each cyclic attractor in dimensions 3-5 also found stable periodic dynamics. These observations support the conjecture that continuous homologue systems obtained from minimal networks for cyclic attractors have robust, stable limit cycles for suitable choices of the sigmoidal functions. The robustness of the dynamics to parameter perturbations highlights the role of the regulatory structure in determining the dynamics.
The analytic tractability of the piecewise linear paradigm allowed construction and insight into the properties of two families of cyclic attractors: cyclical negative feedback in Sec. 3.1 and sequential disinhibition in Sec. 3.2. This approach can be applied to other families of cyclic attractors not considered here. Alternatively, analysis of the continuous homologues can be undertaken either numerically or using the symmetry properties (such as in Sec. 4.1) of the directed n-cube corresponding to the minimal network.
Rich bifurcation structures are identified in several of the attractors in five dimensions (see the Appendix). Typically supercritical Hopf bifurcations lead to stable limit cycles as η is increased. The 12th, 15th, 16th and 18th contain saddle-node limit cycle bifurcations. In these systems, there exists an interval of η with bistable behavior: both a stable fixed point and stable limit cycle exist, along with an unstable limit cycle. For the 12th, 16th and 18th attractors the unstable limit cycle collides with the fixed point in a subcritical Hopf bifurcation (as η is increased) resulting in a unique stable limit cycle. A homoclinic bifurcation occurs in the 14th and 15th attractors, with a stable limit cycle persisting as η increases.
In conclusion, we have developed a method for constructing differential equations that have a transparent logical structure and support robust limit cycles. Our method for constructing these equations is based solely on discrete mathematics and involves the analysis of symmetry properties of directed n-cubes and minimal coverings. Although, the resulting atlas of representative equations for minimal networks contains network architectures such as negative feedback and sequential disinhibition, to the best of our knowledge most of the network architectures that we identify here have never been identified in natural or man-made systems. Thus, the listing of the oscillatory networks in this work provides a basis for identification of such networks in natural systems, as well as providing information that can be used to synthesize these networks using biological or electronic components. Finally, the analysis and numerical studies suggest a large number of questions for future investigations.
Analysis of All Cyclic Attractors in Dimensions 3-5
For the numerical analysis of the cyclic attractors we choose the tanh based sigmoid function given by
with the convention that h i = h(x i , η). Upon choosing specific embeddings of the cyclic attractors (recall that there are many choices for the embedding, listed in Table 1 ), the minimal networks for each of the cyclic attractors in Table 1 are explicitly derived and the continuous homologues presented in Secs. A.1 through A.22. The second cyclic attractor in four dimensions and all attractors but the first one considered in five dimensions have either multiple possible regulator sets to choose from or arbitrary components in the regulatory functions.
A particular set of regulators and assignment of the arbitrary components are chosen, and the resulting minimal regulatory network definition is presented for each attractor. The attractors corresponding to the cyclical negative feedback and sequential disinhibition classes have several embeddings considered, highlighting the theoretical results that were obtained in Secs. 3.1 and 3.2. We summarize the solution structure for each minimal network with a figure containing four panels (a)-(d).
(a) The directed n-cube with the cyclic attractor in bold is shown. The minimal network (
is obtained from the (partially) oriented n-cube arising from orienting the cycle and adjacent edges. The completely oriented n-cube corresponds to the obtained (
Integrated dynamics (using an adaptive second order Runge-Kutta method [Bogacki & Shampine, 1989] ) of the continuous homologue system with η fixed at a value such that stable periodic dynamics are present, based on the results in panel (c). (c) Results of numerical bifurcation analysis of the continuous homologue system obtained using the AUTO-07p software tool [Doedel et al., 2006] . Bifurcations (Hopf, Pitchfork and Homoclinic) are indicated via symbols that are identified in the figure legend. The extremum values of the solution x 1 are plotted as η varies. Fixed point solutions are shown in blue with solid lines stable and dashed unstable. Limit cycle solutions are in black with the maximum and minimum value of the limit cycle trajectory plotted at each η, with solid lines stable and dashed unstable. (d) The period of the limit cycle solution for the continuous homologue system (also obtained via AUTO-07p). Exact integration of Eq. (16) yields the period of the piecewise limit (η → ∞) which is shown by the dashed horizontal line.
In order to present the 4-cubes clearly, we only identify the outer vertex labels. The labels of the inner vertices have the first component being 0 with the last three components the same as the adjacent outer vertex which is labeled. To present the directed 5-cubes that the cyclic attractors are embedded in, we use two 4-cubes. The latter four components of the vertex label are the same as used in the 4-cubes, described above. The left 4-cube has a 0 prefixed to the vertex labels and the right one has a 1. The edge connecting the left and right four-cubes is represented by the vertex being either solid or open. A solid vertex has the edge corresponding to changing the first component of the vertex label directed towards that cube and vice versa for the open vertex symbols. For instance, an open vertex at label 1000 in the left 4-cube implies that the edge connecting 01000 (left 4-cube) to 11000 (right 4-cube) is directed from 01000 to 11000.
A.1. Attractor 1 in three dimensions
The single cyclic attractor in three-dimensions contains either one or three inhibitory interactions (proved in Sec. 3.1). For three inhibitions the regulatory system is
with continuous homologuė
Bifurcation analysis confirms the theoretical results presented in Sec. 4.1 with the Hopf bifurcation occurring at η = 2. The solution structure of Eqs. (A.2) and (A.3) is shown in Fig. 2 . With a single inhibitory interaction, the regulatory system is Trajectory in (b) has η = 3. Refer to the Appendix for an explanation of panels.
The solution structure of Eqs. (A.4) and (A.5) is shown in Fig. 3 .
A.2. Attractor 1 in four dimensions
As for three dimensions, there are two choices for the cyclical negative feedback consisting of either three or one inhibitory interaction. We choose the case of three inhibitions, yielding
(A.6)
Numerical bifurcation analysis of Eq. (A.7) confirms the results of Sec. 4.1 with a supercritical bifurcation taking place. The solution structure of Eqs. (A.6) and (A.7) is shown in Fig. 4 . 
A.3. Attractor 2 in four dimensions
Choosing an embedding of the second cyclic attractor in four dimensions from Table 1 yields
f 3 = 10 R 4 = {1, 2, 3} f 4 = 11011000, (A.8)
The fixed point solution is not constant as was the case for the cyclical negative feedback attractor. However, the bifurcation diagram is similar with a super-critical Hopf bifurcation destabilizing the fixed point yielding a limit cycle. The solution structure of Eqs. (A.8) and (A.9) is shown in Fig. 5. 
A.4. Attractor 3 in four dimensions
The third, four-dimensional cyclic attractor in The embedding shown in Fig. 6(a) , yields the minimal network
consisting of not or functions of two inputs.
The solution structure of Eqs. (A.10) and (A.11) is shown in Fig. 6 .
The second embedding considered is shown in Fig. 7(a) , yielding the minimal network:
(A.12)
The solution structure of Eqs. (A.12) and (A.13) is shown in Fig. 7 . 
A.5. Attractor 1 in five dimensions
We consider only one embedding of the cyclical negative feedback attractor in five dimensions, as the analysis does not differ from that in three and four dimensions.
(A.14)
The solution structure of Eqs. (A.14) and (A.15) is shown in Fig. 8 . 
A.6. Attractor 2 in five dimensions
The solution structure of Eqs. (A.16) and (A.17) is shown in Fig. 9 .
A.7. Attractor 3 in five dimensions
(A.18)
The solution structure of Eqs. (A.18) and (A.19 ) is shown in Fig. 10 . 
A.8. Attractor 4 in five dimensions
f 5 = 1000, (A.20)
The solution structure of Eqs. (A.20) and (A.21 ) is shown in Fig. 11. 
A.9. Attractor 5 in five dimensions
The solution structure of Eqs. (A.22) and (A.23 ) is shown in Fig. 12. A.10. Attractor 6 in five dimensions
The solution structure of Eqs. (A.24) and (A.25) is shown in Fig. 13. 
A.11. Attractor 7 in five dimensions
(A.26)
The solution structure of Eqs. (A.26) and (A.27) is shown in Fig. 14. 
A.12. Attractor 8 in five dimensions
f 5 = 0111, (A.28) The solution structure of Eqs. (A.28) and (A.29) is shown in Fig. 15 .
A.13. Attractor 9 in five dimensions
The solution structure of Eqs. (A.30) and (A.31) is shown in Fig. 16 . 
A.14. Attractor 10 in five dimensions
This cyclic attractor belongs to the sequential disinhibition class. As we did in four dimensions, we consider two embeddings: one yielding the not or functions for f i and the second the not and functions.
(A.33)
The solution structure of Eqs. (A.32) and (A.33) is shown in Fig. 17 . 
(A.34)
The solution structure of Eqs. (A.34) and (A.35) is shown in Fig. 18 .
A.15. Attractor 11 in five dimensions
f 5 = 1001, (A.36)
(A.37) The solution structure of Eqs. (A.36) and (A.37) is shown in Fig. 19 .
A.16. Attractor 12 in five dimensions
(A.38)
(A.39)
The solution structure of Eqs. (A.38) and (A.39) is shown in Fig. 20 .
A.17. Attractor 13 in five dimensions
f 2 = 01110000 
(A.40) 
A.19. Attractor 15 in five dimensions
R 1 = {2, 3, 4, 5} f 1 = 0000010000001100 R 2 = {1, 3, 4, 5} f 2 = 1101000110001100 R 3 = {1, 2, 4, 5} f 3 = 1110001101000100 R 4 = {1, 2, 3, 5} f 4 = 0000011100000000 R 5 = {1, 2, 3, 4} f 5 = 0010110000100000, (A.44) 
