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Abstract
Corrupted data sets containing noisy or missing observations are prevalent in various contemporary applications such
as economics, finance and bioinformatics. Despite the recent methodological and algorithmic advances in high-
dimensional multi-response regression, how to achieve scalable and interpretable estimation under contaminated co-
variates is unclear. In this paper, we develop a new methodology called convex conditioned sequential sparse learning
(COSS) for error-in-variables multi-response regression under both additive measurement errors and random missing
data. It combines the strengths of the recently developed sequential sparse factor regression and the nearest positive
semi-definite matrix projection, thus enjoying stepwise convexity and scalability in large-scale association analyses.
Comprehensive theoretical guarantees are provided and we demonstrate the effectiveness of the proposed methodol-
ogy through numerical studies.
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1. Introduction
Large-scale association analysis is of great importance in many contemporary big data applications since it re-
veals hidden domain knowledge behind the data. For example, in genome-wide association studies, systematically
estimating the genetic correlations between traits is crucial for understanding gene regulatory paths and gene func-
tions, which provides insights into the genetic basis of quantitative variation in complex traits [1]. Similarly, in social
network analyses, exploring the inter-dependency among users is a fundamental problem [24, 29] and has interesting
applications in crisis management [21] and spatial interactions analysis [25].
Many powerful methods based on sparse reduced-rank regression were proposed to facilitate large-scale associa-
tion network analysis. Specifically, the sequential estimation procedures proposed in [18, 26] demonstrate scalability
in large-scale applications by decomposing the estimation of the entire coefficient matrix into unit rank matrix recov-
ery problems and thus guaranteed to stop in a few steps under low-rank structures. However, most of these existing
methods are designed for clean data sets, while corrupted data are often encountered in various fields. Naively ap-
plying the aforementioned methods to analyze the corrupted data can lead to inconsistent and unstable estimates,
thus drawing misleading conclusions. Therefore, it is urgent to develop scalable approaches for high-dimensional
multi-response regression under measurement errors.
To alleviate the impacts of measurement errors, various statistical methods have been proposed. Specifically, there
is a line of work on dealing with measurement errors in univariate response linear regression models, which dates
back to [3] and its extensions include [14, 17]. Further development has been established in high-dimensional error-
in-variables regression. For instance, [20] developed an ℓ1-regularized likelihood approach to handle missing data
by solving a negative log-likelihood optimization problem via EM algorithm. Similarly, [16] proposed a Lasso-type
estimator by replacing the corrupted Gram matrix with unbiased estimates for noisy or missing data. Furthermore,
[2] developed a Dantzig selector-type estimator based on the compensated matrix uncertainty method. However,
the negative likelihood functions are generally not convex after adjusting for the corrupted data and can depend on
some crucial hidden parameters. To address this issue, [9] developed the convex conditioned Lasso (CoCoLasso)
method by replacing the unbiased Gram matrix estimate with the nearest positive semi-definite matrix, thus enjoying
the virtues of convex optimization and nice estimation accuracy in high-dimensional error-in-variables regression.
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The CoColasso was utilized as the initial estimate for statistical inference under sub-Gaussian designs when a fixed
number of covariates are mentioned with errors [13].
Despite the aforementioned progresses, there is relatively few work for high-dimensional error-in-variables re-
gression with multivariate responses. A simple idea is to vectorize both the response matrix and the coefficient matrix
such that the recently developed univariate response error-in-variables regression methods can be applied. However,
it will ignore the multivariate nature of the correlated responses [11] and the appealing structures of the coefficient
matrix such as low rankness and row sparsity. In this article, we develop a new approach called convex conditioned
sequential sparse learning (COSS) to deal with multi-response regression under measurement errors by combining
the strengths of the recently developed sequential sparse factor regression [28] and the nearest positive semi-definite
matrix projection [9], thus enjoying stepwise convexity and scalability in large-scale association analyses.
The major contributions of this paper are threefold. First of all, the proposedmethod COSS is scalable and efficient
in that it recovers the latent factors sequentially from the response matrix, which is not affected by the measurement
errors of covariates. Second, we utilize the recently developed technique, the nearest positive semi-definite matrix
projection, to alleviate the impacts of measurement errors when recovering the high-dimensional coefficient matrix
from the latent factors. Thus, COSS enjoys stepwise convexity in view of either the regularization procedure or the
regular eigenvalue decomposition, which renders it guaranteed computational stability. Last but not least, we provide
comprehensive theoretical properties for the proposed method by establishing consistency in estimation, prediction,
and rank selection. Numerical studies demonstrate the effectiveness of the proposed methodology.
The remainder of the article is organized as follows. Section 2 presents the model setting and the newmethodology.
Theoretical properties including consistency in estimation, prediction, and rank selection are established in Section
3. We provide simulation examples in Section 4. Section 5 concludes with extensions and possible future work. All
technical details are relegated to the Supplementary Material.
2. Multi-response regression under measurement errors
2.1. Model setting
Consider a multi-response regression model
Y = XC∗ + E, (1)
where Y = {y1, . . . , yn}⊤ ∈ Rn×q is a multi-response matrix, X = {x1, . . . , xn}⊤ ∈ Rn×p is a fixed design matrix,
C∗ ∈ Rp×q is an unknown coefficient matrix, and E = {e1, . . . , en}⊤ ∈ Rn×q is an error matrix with each row vectors
ei independent and identically distributed (i.i.d.) as N(0,ΣE) 1. The columns of X are assumed to have a common
ℓ2-norm
√
n and the matrix C∗ is assumed to be jointly low-rank and sparse.
To motivate our new method, we consider the regression coefficient matrix from a latent factor point of view
similar to [18] and [26]. Specifically, based on the SVD of XC∗, we have the following structure that
XC∗ = (XU∗)D∗V∗⊤ = Z∗D∗V∗⊤, (2)
s.t. (
1√
n
XU∗)⊤(
1√
n
XU∗) = V∗⊤V∗ = Ir∗ ,
where C∗ = U∗D∗V∗⊤ ∈ Rp×q, rank(C∗) = r∗, Z∗ = XU∗ = {Xu∗
1
, . . . ,Xu∗r∗ } ∈ Rn×r
∗
, V∗ = {v∗
1
, . . . , v∗r∗ } ∈ Rq×r
∗
,
D∗ = diag{d∗
1
, . . . , d∗r∗} ∈ Rr
∗×r∗ is a diagonal matrix consisting of the singular values, and Ir∗ denotes the r∗ × r∗
identity matrix. In the above decomposition, XU∗ gives r∗ latent predictors/factors and d∗
k
v∗
k
describes the strength
and importance of the kth factor on the responses.
By rewriting the productD∗V∗⊤ as a new matrixV∗⊤ with the singular values in D∗ absorbed into the right singular
vectors, we have
C∗ =
r∗∑
k=1
u∗kv
∗⊤
k =
r∗∑
k=1
C∗k = U
∗V∗⊤, (3)
1The Gaussian assumption can be relaxed as long as similar results to E
(
‖Σ−1/2
E
E⊤‖2
)
≤ √n+ √q can be ensured by the random matrix theory.
See Lemma 4 for details.
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where C∗k = u
∗
k
v∗⊤
k
is the kth layer unit rank matrix of C∗. Then v∗
k
in (3) are no longer of unit length and the
decomposition (3) is a special one that gives uncorrelated latent factors Xu∗
k
similarly as in factor analysis.
However, in many real applications, the design matrix we collect can contain unobserved measurement errors. In
this paper, we consider two kinds of measurement errors associated with the design matrix X listed as follows.
(1) Additive errors. The observed covariatesW = X + A, where the rows of the additive error matrix A = (ai j)n×q
are i.i.d. with mean vector 0 and covariance matrix ΣA.
(2) Multiplicative errors. The observed covariatesW = X ⊙M, where ⊙ denotes the Hadamard product and rows
ofM = (mi j)n×p, are i.i.d. with mean vector µM and covariance matrix ΣM .
Missing data can be viewed as a special case of multiplicative measurement errors with mi j = I(xi j is not missing),
where I(·) denotes the indicator function.
2.2. Scalable estimation by COSS
To get some insights of the proposed method, we first consider the noiseless case where Y∗ = XC∗ with C∗
adopting decomposition (3). Explicitly, the latent factors Z∗k = Xu
∗
k
, 1 ≤ k ≤ r∗, are the top-r∗ eigenvectors of the
regular eigenvalue problem
1
nq
Y∗Y∗⊤Z = λZ,
corresponding to the eigenvalues λk = ‖XC∗k‖2F/nq, and the right singular vectors v∗1, . . . , v∗r can be written as
v∗k =
1
Z∗⊤k Z
∗
k
Y∗⊤Z∗k =
1
n
Y∗⊤Z∗k.
We will make use of the fact that these two equations are not affected by the measurement errors as they mainly
rely on the response Y∗. Specifically, with corrupted data matrix (W,Y), we will recover the coefficient matrix C∗
sequentially in the following steps.
The first step is to solve the regular eigenvalue problem
1
nq
YY⊤Z = λZ, (4)
and get the estimated eigenvectors Ẑk with corresponding eigenvalues λ̂k, where Ẑk are assumed to have a common
normalized ℓ2-norm
√
n, matching that of the true latent predictors Xu∗
k
. Then the right singular vectors v∗
k
can be
estimated as
v̂k =
1
n
Y⊤Ẑk.
The second step is to recover the sparse left singular vectors u∗
k
with data (Ẑk,W). Directly applying Lasso to the
problem by minimizing
1
2n
‖Ẑk −Wu‖22+λ˜k‖u‖1 ⇐⇒
1
2
u⊤(
1
n
W⊤W)u − 1
n
u⊤W⊤Ẑk + λ˜k‖u‖1
is often erroneous if the measurement errors are not ignorable [19]. [16] proposed to construct unbiased surrogates Σ̂
and ρ˜
k
for the unobservable Σ and ρk to alleviate the impacts of the measurement errors, in which Σ = X⊤X/n and
ρk = X⊤Ẑk/n. Here the unbiased surrogates are defined as
Σ̂add = n
−1W⊤W − ΣA, ρ˜kadd = n−1W⊤Ẑk,
for the additive errors setting or
Σ̂mult = n
−1W⊤W ⊘ (ΣM + µMµ⊤M), ρ˜kmult = n−1W⊤Ẑk ⊘ µM ,
3
for the multiplicative errors setting, where ⊘ denotes the element-wise division operator for vectors and matrices.
Similar to [9, 16], matrix ΣA or (ΣM, µM) is assumed to be known for model identifiability
2.
However, the estimate Σ̂ is generally not positive semi-definite in the high-dimensional setting such that the
associated optimization problem can be no longer convex. To overcome the difficulties, we borrow the ideas from
[9] to obtain the sparse left singular vectors ûk by minimizing
ûk = argmin
u
{1
2
u⊤Σ˜u − (˜ρk)⊤u + λ˜k||u||1}, (5)
where λ˜k is the kth regularization parameter controlling sparsity, Σ˜ is a nearest positive semi-definite matrix defined
as
Σ˜ = argmin
Σ≥0
||Σ − Σ̂||max, (6)
which can be efficiently solved by an alternating direction method of multipliers (ADMM). In fact, nonconvex regu-
larization methods such as SCAD [10] can also be applied to recover the singular vector u∗
k
. Please refer to [27] for
the theoretical results of a general class of combined ℓ1 and concave penalties under measurement errors.
Since the true rank r∗is unknown in practice, we can repeat these steps until the kth eigenvalue λ̂k of (4) is no
larger than certain tolerance level µ 3 and then tune the optimal rank r̂ by certain information criterion. Finally, the
estimated coefficient matrix can be obtained by
Ĉ =
r̂∑
k=1
Ĉk =
r̂∑
k=1
ûkv̂
⊤
k .
The implementation of COSS is summarized in Algorithm 1.
The proposed new method COSS enjoys two advantages. First, COSS takes full advantage of the fact that the
response Y is not affected by measurement errors and thus can accurately recover the eigenvectors Z∗k in the first step.
Second, by utilizing the nearest positive semi-definite matrix projection in the second step, we adjust for the measure-
ment errors in a convex way when estimating the sparse left singular vectors. Therefore, COSS is stepwisely convex
in view of either the penalization procedure or the regular eigenvalue decomposition, which renders it computational
stability and estimation accuracy.
3. Theoretical properties
In this section, we will list a few technical conditions and then analyze the theoretical properties of COSS.
3.1. Technical conditions
Condition 1. The entries of measurement error matrices A and M are all independent and identically distributed
sub-Gaussian random variables.
Condition 2. There exist some constant dλ such that the top-r
∗ population eigenvalues λk satisfy λk − λk+1 ≥ dλ,
k = 1, . . . , r∗.
Condition 3. The random error vectors ei ∈ Rq ∼ N(0,ΣE) with the eigenvalues of matrix ΣE bounded by positive
constants γu and γl from above and below, respectively.
Condition 4. The ℓ2 norm of the left and right population singular vectors satisfy ‖u∗k‖2 ≤ U and ‖v∗k‖2/
√
q ≤ V for
any k, k = 1, . . . , r∗ with positive constants U and V.
2In practice, ΣA or (ΣM , µM) can be obtained by repeated measurements or domain experience [8].
3The tolerance level µ is set to be small such that all significant eigenvalues can be kept in the first step of COSS. In the numerical studies, we
set µ = 1 × 10−4 similarly as in [26].
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Algorithm 1: COSS
1 Input: Y ∈ Rn×q,W ∈ Rn×p, ΣA ∈ Rp×p or (ΣM ∈ Rp×p, µM ∈ Rp×1) and a termination parameter µ.
2 set k ← 1, j← 1, Ŷk ← 0
3 (Ẑk, λ̂k)← kth eigenvector and eigenvalue of (nq)−1YY⊤Z = λZ
4 if λ̂k > µ then
5 v̂k ← Y⊤Ẑk/n
6 Ŷk ← Ŷk + Ẑkv̂⊤k
7 k = k + 1
8 end
9 tune the optimal rank r̂ by information criterion (9)
10 Σ̂add = n
−1W⊤W − ΣA or Σ̂mult = n−1W⊤W ⊘ (ΣM + µMµ⊤M)
11 Σ˜ = (Σ̂)+
12 while j ≤ r̂ do
13 ρ˜
j
add
= n−1W⊤Ẑ j or ρ˜
j
mult
= n−1W⊤Ẑ j ⊘ µM
14 û j = argminu 2
−1u⊤Σ˜u − (˜ρ j)⊤u + λ˜ j||u||1
15 Ĉ j = û ĵv
⊤
j
16 j = j + 1
17 end
18 Ĉ =
∑r̂
j=1 Ĉ j
Condition 5. The restricted eigenvalue of the Gram matrix Σ = X⊤X/n satisfy:
0 < Ω = min
u,0,‖uS c ‖1≤3‖uS ‖1
u⊤Σu
‖u‖22
,
where S is a support set of vector u and S c denotes its complementary set.
Condition 1 puts a mild assumption on measurement error matrices since subgaussians are a natural kind of
random variables for which the properties of Gaussians can be extended [5]. Condition 2 is essential for ensuring the
identifiability of the latent factors Z∗k. It requires distinct separation among successive nonzero eigenvalues λk such
that the latent factors are distinguishable. Similar conditions can be found in [23, 26].
Condition 3 imposes upper and lower bounds on the eigenvalues of noise covariance matrix ΣE , which is weaker
than the regular assumptions on the noise vectors utilized in [7, 15, 23] since they need strict diagonal structure of the
noise covariance matrix.
Condition 4 is imposed to give upper bounds on the lengths of the left and right population singular vectors. The
magnitudes of left singular vectors ‖u∗
k
‖2 are O(1), which is reasonable as ‖Xu∗k‖2 are of the magnitude of
√
n given in
(2). Besides, v∗
k
are q-dimensional vectors such that there is an extra factor 1/
√
q in the second inequality. Condition
5 is the restricted eigenvalue condition proposed in [4], and is widely used in lasso related articles. It imposes a
lower bound on eigenvalues of the Gram matrix Σ to constrain the correlations between relatively small numbers of
predictors in the design matrix X.
3.2. Main results
Proposition 3.1. Assume that the distribution of Σ̂ and ρ˜
k
are identified by a set of parameters θ. Then there exist
universal constants C and c, and positive functions ζ and ǫ0 depending on θ and σ
2 such that for any ǫ ≤ ǫ0, Σ̂ and ρ˜k
satisfy the following probability statements:
Pr(| Σ̂i j − Σi j |≥ ǫ) ≤ C exp(−cnǫ2ζ−1) ∀i, j = {1, . . . , p} (7)
Pr(| ρ˜kj − ρkj |≥ ǫ) ≤ C exp(−cnǫ2s−2ζ−1) ∀ j = {1, . . . , p}; k = {1, . . . , r∗}. (8)
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Proposition 3.1 shows that the surrogates Σ̂ (and hence Σ˜) and ρ˜
k
can be sufficiently close to Σ and ρk respectively
in terms of the element-wise maximum norm. The rates of the tail probability bounds for Σ̂ and ρ˜
k
are the same as
those in [9], which were established for univariate response linear regression models with sub-Gaussian distributed
measurements errors. Since the corrupted design matrix W is exactly the same as that in [9], inequality (7) holds
automatically under Condition 1. Our main contribution is equality (8), which shows that ρ˜
k
satisfy the same concen-
tration inequality even if the response vector is replaced with the estimated latent factors Ẑk. In view of the results,
even if ΣA or (ΣM , µM) is replaced with some estimates, our theories are still valid as long as the gap between them is
no more than the magnitude of ǫ.
Theorem 3.1 (Consistency of sequential estimation). Assume that the Conditions 1-5 hold, and max{s
√
(ζ log p)/n,
C˜(
√
n +
√
q)/
√
nq} < λ˜k ≤ min(6ǫ0, 12ǫ0B) with C˜ > 24
√
λ1γu/dλ and B = max1≤k≤r∗ ‖u∗k‖∞. Then for sufficiently
large n and any k, 1 ≤ k ≤ r∗, the following statements hold with probability at least 1 −Cp−c,
‖̂uk − u∗k‖2 ≤ Cu
√
s˜λk,
1√
q
‖Ĉk − C∗k‖F ≤ (VCu + UCv)
√
s˜λk,
1√
n
‖Xûk − Xu∗k‖2 ≤ C˜u
√
s˜λk,
1√
nq
‖XĈk − XC∗k‖F ≤ (VC˜u + Cv)
√
s˜λk,
where s = maxr
∗
k=1
|S k | is the maximum sparsity level with S k the support set of the true left singular vector u∗k, and C,
c, Cu = 4
√
2/Ω, C˜u = 4
√
2/
√
Ω, and Cv =
√
λ1 · C˜ + 2γu are positive constants.
Theorem 3.1 establishes the estimation error bounds for top-r∗ singular vectors u∗
k
, latent factors (Xu∗
k
)/
√
n and
unit rank matrices C∗k/
√
q, and the prediction error bounds for top-r∗ layer matrices XC∗k/
√
nq. From this theorem,
we see that the convergence rates of these bounds are all in the same order of O(
√
s˜λk) with significant probability.
Since s
√
ζ(log p)/n is typically larger than (
√
n +
√
q)/
√
nq when q is of high dimensionality, the convergence rates
here are slower than those established under the clean data setting by a factor of s, in view of the magnitude of the
regularization parameter λ˜k, which is similar to the univariate response setting in [9].
Based on the discussion before, low-rank coefficient matrix C∗ can be accurately recovered as long as the rank is
correctly identified. In particular, we propose the following BIC-type information criterion to tune the true rank.
Theorem 3.2 (Consistency of rank recovery). Suppose that Conditions 2-4 hold, r{(√n + √q)/√nq}1/2 = o(1), r∗
(log n/
√
n)1/2 = o(1), and
√
n/(
√
q log n) = o(1). Then for sufficiently large n, the information criterion is defined as
C(k) = √n logL(k) + k log n, (9)
where L(k) = ‖Y − Ŷk‖2F/nq with Ŷk =
∑k
j=1 Ẑ ĵv
⊤
j . It attains its minimum value when k = r
∗ with probability at least
1 − c0 exp(−n/2) for some positive constant c0.
Theorem 3.2 proposes a BIC-type information criterion (9) to consistently identify the true rank r∗. In fact, since
both the latent factors Ẑ j and the right singular vectors v̂ j only depend on the response Y, the tuning of rank will not
be affected by the corrupted data by utilizing the proposed method. As the multi-response regression is decomposed
into several univariate response regressions in the first step, the optimal sparsity parameters λ˜k in (5) can be tuned by
cross validation or certain information criterion separately.
We have shown that the proposed method COSS can enjoy the appealing asymptotic properties. However, the
aforementioned theoretical results are based on the assumption that the covariance matrix of measurement errors is
known. When ΣA or (ΣM , µM) is unknown and must be estimated from the data, similar results can still hold by
repeated measurements [16]. Moreover, the fixed design is not essential, and similar theoretical conclusions can also
be extend to sub-Gaussian case by using the same argument as that in [13].
4. Simulation studies
In this section, we investigate the finite-sample performance of the proposed method COSS. Two methods de-
signed for clean data sets are employed for comparison to illustrate the impacts of measurement errors if ignoring
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them. One is the rank constrained group lasso (RCGL) [7] and the other is the sequential estimation with eigen-
decomposition (SEED) [26]. The three methods were implemented as follows. RCGL was implemented by the R
package ‘rrpack’ with the regularization parameter tuned by BIC and the rank tuned by the criterion of joint rank
and row selection (JRRS), as suggested in [7]. SEED selected the tuning parameters by minimizing the surrogate
prediction error calculated based on an independent validation set with its size equal to the sample size, similarly as
in [26]. COSS utilized the R package ‘lars’ for sparse regression with the regularization parameter tuned by BIC and
the rank tuned by information criterion (9). Both additive and multiplicative measurement errors are included in the
studies, as well as the missing data case.
We generated 100 data sets from multi-response regression model (1). For each data set, the rows of X ∈ Rn×p
were independent and identically distributed (i.i.d.) vectors from N(0,ΣX) with ΣX = (0.5|i− j|)p×p. Then based on
different types of measurement errors, the corrupted covariates matricesW can be provided respectively as follows.
Additive errors case. The observed covariatesW = X + A, where the rows of A are i.i.d. vectors copied from
N(0, τ2I) with τ = 0.2.
Multiplicative errors case. The observed covariatesW = X ⊙M, where the components of M = ((mi j)) follow
log-normal distribution, meaning that log(mi j)’s are i.i.d. variables fromN(0, τ2) with τ = 0.2.
Missing data case. The observed covariates are defined as wi j = xi jmi j, mi j = I(xi j is not missing), so that the
covariates are missing at random with probability 0.1.
Similarly, the rows of noise matrix E were i.i.d. random vectors from N(0, γΣE) with ΣE = (0.5|i− j|)q×q and
γ = 0.1. The generation of coefficient matrix C∗ was shown as follows. After creating matrix C ∈ Rp×q with about
90 non-zero entries, each of which was i.i.d. from N(0, 1), we find the top-r singular value decomposition of C as
C = USVT . Then we reparameterized the matrix S by replacing the first r diagonal entries of it by 100,99,...,100-
r and the rest by 0. Here we consider settings with (n, q, r) = (200, 300, 10), whose dimensionality p varies in
{200, 400, 600, 800}.
To compare the aforementioned methods, we consider the same performance measures as suggested in [26].
The first two measures are the Normalized Estimation Error (NEE) and the Rank recovery Error (RE), defined as
NEE(Ĉ) = ‖Ĉ−C∗‖F/‖C∗‖F and RE(Ĉ) = |rank(Ĉ)− rank(C∗)|, respectively. Based on an independent test sample of
size 10000, the third measure is Normalized Prediction Error (NPE) defined as NPE(Ĉ) = ‖Ytest − XtestĈ‖F/‖Ytest‖F.
Table 1 summarizes the simulation results of these three performance measures for additive, multiplicative error and
missing data cases. In view of NPE and NEE in Tables 1, it is clear that the performance of COSS is among the best
in terms of either prediction or estimation accuracy.
5. Discussion
In this paper, we have introduced a new methodology COSS to achieve scalable and interpretable estimation
for multi-response error-in-variables regression under both additive and multiplicative measurement errors. It takes
full advantage of recently developed sequential sparse factor estimation and the nearest positive semi-definite matrix
projection, thus enjoying stepwise convexity and scalability in large-scale association analyses. Both the established
theoretical properties and numerical performances demonstrate that the proposed method enjoys nice estimation,
prediction, rank recovery accuracy and high scalability under both additive and multiplicative measurement errors.
Similar theoretical conclusions can also be extend to random sub-Gaussian designs similar as that in [13]. It would be
of interest to study several extensions of COSS to more general model settings such as the time series model and the
generalized linear model, which are beyond the scope of the current paper and demands future studies.
Appendix
Proof of Theorem 3.1. Before the proof of Theorem 3.1, we need to introduce a few additional notations used
subsequently in the proofs that ηk = Ẑk − Xu∗k, B = max1≤i≤r∗ ‖u∗i ‖∞. Denote S k = {1, . . . , sk} the true support set
of k-th singular vectors u∗
k
and write u∗
k
= (u∗⊤
S k
, 0⊤)⊤ and X = (XS k ,XS ck ). Then we can rewrite Xu
∗
k
as XS ku
∗
S k
with
the components of u∗
S k
all non-zero. Since the following argument applies to vectors and unit rank matrix for any k,
1 ≤ k ≤ r∗, we drop the index k for ease of notational presentation. The proof for the bounds on the four quantities is
composed of three parts.
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Table 1: Simulation Results
p
Normalized Normalized Rank
Algorithm Prediction Estimation Recovery
Error(×10−2) Error(×10−2) Error
Additive error case
200
SEED 27.74 (0.12) 22.27 (0.13) 3.70 (0.30)
RCGL 19.98 (0.22) 21.55 (0.21) 0.00 (0.00)
COSS 10.67 (0.05) 11.14 (0.6) 0.00 (0.00)
400
SEED 21.09 (0.34) 24.54 (0.58) 4.06 (0.33)
RCGL 25.78 (0.15) 28.56 (0.21) 0.00 (0.00)
COSS 10.44 (0.06) 11.68 (0.06) 0.00 (0.00)
600
SEED 28.86 (0.32) 32.90 (0.50) 4.20 (0.22)
RCGL 21.11 (0.20) 22.37 (0.27) 0.00 (0.00)
COSS 10.91 (0.05) 11.27 (0.06) 0.00 (0.00)
800
SEED 32.28 (0.24) 33.67 (0.36) 4.02 (0.00)
RCGL 28.97 (0.16) 29.79 (0.23) 0.00 (0.00)
COSS 11.45 (0.07) 12.77 (0.08) 0.00 (0.00)
Multiplicative error case
200
SEED 26.76 (0.78) 26.82 (0.82) 3.54 (0.20)
RCGL 16.28 (0.76) 16.04 (0.78) 0.00 (0.00)
COSS 10.64 (0.40) 10.54 (0.41) 0.00 (0.00)
400
SEED 26.08 (0.75) 25.99 (0.82) 2.20 (0.43)
RCGL 16.57 (1.00) 16.29 (1.01) 0.00 (0.00)
COSS 11.96 (0.35) 12.38 (0.35) 0.00 (0.00)
600
SEED 29.13 (0.64) 32.06 (0.74) 3.40 (0.33)
RCGL 17.16 (0.88) 16.93 (0.89) 0.00 (0.00)
COSS 10.24 (0.35) 10.25 (0.36) 0.00 (0.00)
800
SEED 31.88 (0.81) 34.55 (0.81) 3.20 (0.31)
RCGL 18.78 (0.42) 20.49 (0.51) 0.00 (0.00)
COSS 12.56 (0.40) 12.41 (0.42) 0.00 (0.00)
Missing data case
200
SEED 26.71 (0.37) 27.74 (0.48) 1.53 (0.15)
RCGL 20.45(0.44) 23.86 (0.45) 0.00 (0.00)
COSS 9.90 (0.28) 9.43 (0.29) 0.00 (0.00)
400
SEED 27.62 (0.73) 29.63 (0.98) 1.62 (0.13)
RCGL 20.93 (0.45) 22.10 (0.50) 0.00 (0.00)
COSS 9.13 (0.20) 8.86 (0.20) 0.00 (0.00)
600
SEED 33.88 (1.27) 38.48 (1.32) 2.53 (0.35)
RCGL 21.17 (0.47) 20.52 (0.50) 0.00 (0.00)
COSS 11.86 (0.30) 11.92 (0.40) 0.00 (0.00)
800
SEED 34.52 (1.33) 35.21 (1.25) 3.12 (0.36)
RCGL 22.51 (0.14) 23.24 (0.25) 0.00 (0.00)
COSS 13.30 (0.03) 13.55 (0.03) 0.00 (0.00)
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Part 1: Deriving the uniform bounds on ‖̂u − u∗‖2 and ‖Xû − Xu∗‖2/
√
n. To ease readability, we will finish the
proof in four steps.
Step 1. Denote δ̂ = û− u∗ the estimation error. Since the objective function (5) is convex, the global optimality of
û implies
1
2
û
⊤
Σ˜û − ρ˜⊤û + λ˜‖̂u‖1 ≤ 1
2
u∗⊤Σ˜u∗ − ρ˜⊤u∗ + λ˜‖u∗‖1.
By some simple calculation, we see that
1
2
δ̂
⊤
Σ˜̂δ + λ˜‖̂u‖1 ≤ ‖̂δ‖1‖˜ρ − Σ˜u∗‖∞ + λ˜‖u∗‖1. (10)
By the triangular inequality, we have
‖˜ρ − Σ˜u∗‖∞ ≤ ‖˜ρ − ρ‖∞ + ‖ρ − Σu∗‖∞ + ‖(Σ˜ − Σ)u∗‖∞.
We will then bound the three terms on the right hand successively. For the first term, by the union bounds (8) on
ρ˜ in Proposition 3.1, it holds that for any λ˜ > 0,
Pr(‖˜ρ − ρ‖∞ > λ˜
6
) ≤ p Pr(|˜ρ j − ρ j| >
λ˜
6
) ≤ pC exp(−cnλ˜
2
s2ζ
).
To bound the second term, by the the union bounds (7) on Σ˜, we have
Pr(‖(Σ˜ − Σ)u∗‖∞ > λ˜
6
) ≤ p2 Pr(sB|Σ̂i j − Σi j| > λ˜
12
) ≤ p2C exp(− cnλ˜
2
s2B2ζ
).
For the last term, by the definition of ρ, Σ and notation η = Ẑ−Xu∗, we get ρ−Σu∗ = X⊤η/n. Note that ‖x j‖2/
√
n = 1.
Hence it follows from Lemma 1 that for any λ˜/6 > 4
√
λ1γu(
√
n +
√
q)/(dλ
√
nq),
Pr(‖ρ − Σu∗‖∞ >
λ˜
6
) = Pr(‖1
n
X⊤η‖∞ >
λ˜
6
) ≤ p Pr( 1√
n
‖η‖2 >
λ˜
6
) ≤ p exp(−n
2
).
Combing the three terms and redefining ζ = max(ζ, B2ζ), we have Pr(‖˜ρ− Σ˜u∗‖∞) ≤ 1−Cp2 exp(−cnλ˜2/s2ζ). For
simplicity, we introduce the event F = {‖˜ρ − Σ˜u∗‖∞ ≤ λ˜/2} and assume that all our discussion will be conditioning
on this new event F hereafter. Thus the remainder proofs hold simultaneously with probability at least Pr(F ) =
1 −Cp2 exp(−cnλ˜2/s2ζ). Consequently, plugging ‖˜ρ − Σ˜u∗‖∞ ≤ λ˜/2 into (10) yields
1
2
δ̂
⊤
Σ˜̂δ + λ˜‖̂u‖1 ≤ λ˜
2
‖̂δ‖1 + λ˜‖u∗‖1. (11)
Step 2. To continue, we need to control the term ‖u∗‖1 in (11). Note that δ̂S c = ûS c and ‖u∗‖1 = ‖u∗S ‖1. Therefore, (11)
together with the inequality ‖x‖1 = ‖xS ‖1 + ‖xS c‖1 for any vector x and equality u∗S c = 0 entails that
1
2
δ̂
⊤
Σ˜̂δ + λ˜‖̂uS ‖1 + λ˜‖̂δS c‖1 ≤ λ˜
2
‖̂δS ‖1 + λ˜
2
‖̂δS c‖1 + λ˜‖u∗S ‖1.
Meanwhile, since ‖̂uS ‖1 ≥ ‖u∗S ‖1 − ‖̂δS ‖1, it holds that
δ̂
⊤
Σ˜̂δ + λ˜‖̂δS c‖1 ≤ 3λ˜‖̂δS ‖1. (12)
Through the above two steps, we obtain the inequality (12). Now we are ready to show the following analysis.
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Step 3. Denote by D = Σ − Σ˜. It follows from the inequality ‖uS ‖1 ≤
√
s‖uS ‖2 and the inequality (12) that
δ̂
⊤
Σ̂δ + λ˜‖̂δ‖1 = δ̂
⊤
Σ˜̂δ + λ˜‖̂δS ‖1 + λ˜‖̂δS c‖1 + δ̂
⊤
Dδ̂
≤ 4λ˜‖̂δS ‖1 + δ̂
⊤
Dδ̂ ≤ 4λ˜√s‖̂δS ‖2 + δ̂
⊤
Dδ̂ ≤ 4λ˜√s‖̂δ‖2 + δ̂
⊤
Dδ̂. (13)
Combining the Restricted Eigenvalue Condition 5 with ‖̂δS c‖1 ≤ 3‖̂δS ‖1 and the inequality 4ab ≤ a2/4 + 16b2 yields
4λ˜
√
s‖̂δ‖2 + δ̂
⊤
Dδ̂ ≤ δ̂
⊤
Σ̂δ
4
+
16λ˜2s
Ω
+ |̂δ⊤Dδ̂|. (14)
By similar arguments, the last term |̂δ⊤Dδ̂| is bounded as follows,
|̂δ⊤Dδ̂| ≤ ‖D‖max(‖̂δS ‖1 + ‖̂δS c‖1)2 ≤ 16s‖D‖max‖̂δ‖22. (15)
The inequality (27) in Lemma 2 together with the inequality (7) in Proposition 3.1 gives that for any ǫ ≤ min(ǫ0,Ω/64s)
Pr(16s‖D‖max ≥ Ω
4
) ≤ p2max
i j
Pr(|Σ̂i j − Σi j| ≥ Ω
64s
) ≤ p2 exp(−cnΩ2/s2ζ).
We nowplug the inequality (15) and (14) into (13). Then it holds that with probability at least 1−p2 exp(−cnΩ2/s2ζ)−
p2 exp(−cnλ˜2/s2ζ)
δ̂
⊤
Σ̂δ + λ˜‖̂δ‖1 ≤
δ̂
⊤
Σ̂δ
4
+
16λ˜2s
Ω
+
Ω
4
‖̂δ‖2.
Applying the Restrict Eigenvalue Condition 5 again yields Ω/2‖̂δ‖2
2
+ λ˜‖̂δ‖1 ≤ 16λ˜2s/Ω. Therefore, for any ǫ <
min(ǫ0,Ω/64s), with probability at least 1 − p2 exp(−cnΩ2/s2ζ) − p2 exp(−cnλ˜2/s2ζ), we have
‖̂δ‖1 = ‖̂u − u∗‖1 ≤ 16s˜λ
Ω
‖̂δ‖2 = ‖̂u − u∗‖2 ≤ 4
√
2s˜λ
Ω
. (16)
Step 4. An application of the triangular inequality and the inequality (23) in [22], which is derived from the Karush
− Kuhn − Tucker condition, yields
2
n
‖Xû − Xu∗‖22 ≤ 2λ˜(‖u∗‖1 − ‖̂u‖1) +
2
n
‖X⊤(Ẑ − Xu∗)‖∞ · ‖u∗ − û‖1.
Note that ‖X j‖2 =
√
n. When λ˜ = max{s
√
(ζ log p)/n, C˜(
√
n +
√
q)/
√
nq} with C˜ > 24√λ1γu/dλ, it follows from
Lemma 1 that with probability at least 1 − exp( n
2
),
1
n
‖X⊤(Ẑ − Xu∗)‖∞ ≤ max
1≤ j≤p
‖X j‖2√
n
· ‖Ẑ − Xu
∗‖2√
n
< λ˜.
By combining the above two inequalities, we obtain the desired error bound
1√
n
‖Xû − Xu∗‖2 ≤ 4
√
2s√
Ω
λ˜,
It completes the first part of the proof.
Part 2: Deriving the uniform bound on ‖̂v − v∗‖2/√q. From the definition of v∗ = (1/n)Y∗⊤Xu∗, v̂ = (1/n)Y⊤Ẑ
and assumed notation η = Ẑ − Xu∗, we have
‖̂v − v∗‖2 = 1
n
‖Y∗⊤η − E⊤Ẑ‖2 ≤ ‖Y
∗‖2 · ‖η‖2
n
+
‖E‖2 · ‖Ẑ‖2
n
.
10
It is easy to observe that ‖Y∗‖2 =
√
nqλ1 since nqλk = ‖XC∗k‖2F . Thus, combing the equality ‖Ẑ‖2 =
√
n and the upper
bound (29) for ‖E‖2 in Lemma 4, (26) for ‖η‖2 in Lemma 1, with probability at least 1 − 2 exp(− n2 ) we can get
1√
q
‖̂v − v∗‖2 <
√
λ1 · C˜
( √n + √q
√
nq
)
+ 2γu
( √n + √q
√
nq
)
= Cv
( √n + √q
√
nq
)
,
where Cv = (
√
λ1 · C˜ + 2γu).
Part 3: Deriving the uniform bounds on ‖Ĉ − C∗‖2/√q and ‖XĈ − XC∗‖2/√nq. By definitions of the unit rank
matrices C∗ and Ĉ, we have
C∗ − Ĉ = u∗v∗⊤ − û̂v⊤ = (u∗ − û)v∗⊤ + û(v∗ − v̂)⊤.
Therefore, Condition 4 together with the triangular inequality ‖̂u‖2 ≤ ‖u∗‖2 + ‖̂u − u∗‖2, the upper bound (16) for û
and the above upper bound for v̂ entails that for sufficiently large n,
1√
q
‖Ĉ − C∗‖F < 1√
q
‖u∗ − û‖2 · ‖v∗‖2 + 1√
q
‖̂u‖2 · ‖v∗ − v̂‖2 < (VCu + UCv)
√
s˜λ,
whereCu = 4
√
2/Ω. For the prediction error bound of the unit rank matrix, applying similar analysis, with sufficiently
large n, we have
1√
nq
‖X(C∗ − Ĉ)‖F < 1√
nq
‖X(u∗ − û)‖2 · ‖v∗‖2 + 1√
nq
‖Xû‖2 · ‖v∗ − v̂‖2 < (VC˜u +Cv)
√
s˜λ. (17)
Proof of Theorem 3.2. The proof is composed of three steps. We first derive the deterministic conclusion that
L(k − 1) − L(k) = λ̂k for any k ≥ 0, then verify that information criterion (9) will keep decreasing until the estimated
rank reaches the true rank r∗ and start increasing with high probability in the second and third step respectively.
Step 1. Note that Ẑk is the k-th eigenvector of the problem (4) corresponding to the k-th eigenvalue λ̂k. By the
definition, we have λ̂k = Ẑ
⊤
k YY
⊤Ẑk/n2q. Since L(k) = 1nq‖Y − Ŷk‖2F with Ŷk =
∑k
j=1 Ẑ ĵv
⊤
j . In the kth step, applying
the orthogonality between different eigenvectors Ẑk and replacing v̂k with v̂k = Y
⊤Ẑk/n yield
L(k − 1) − L(k) = 1
nq
(
2
〈
Y − Ŷk−1, Ẑkv̂⊤k
〉
− ‖Ẑkv̂⊤k ‖2F
)
= λ̂k.
We now analyze the information criterion (9). Some algebra gives
C(k − 1) − C(k) = √n log(L(k − 1)/L(k)) − log n. (18)
Since 1 − 1/x ≤ log(x) ≤ x − 1 for x > 0, the lower and upper bounds on log(L(k − 1)/L(k)) can be provided by
L(k − 1) − L(k)
L(k − 1) ≤ log
(L(k − 1)
L(k)
)
≤ L(k − 1) − L(k)L(k) . (19)
Step 2. We show that C(k − 1) > C(k) when 1 ≤ k ≤ r∗. Under Condition 2-3, using the perturbation bound in
Lemma 1 for the eigenvalues λ̂, with probability at least 1 − exp(−n/2) we have
L(k − 1) − L(k) = λ̂k > λk −C
( √n + √q
√
nq
)
. (20)
By the definition of L(k − 1), it holds that
√
L(k − 1) ≤ 1√
nq
( k−1∑
j=1
‖Xu∗jv∗⊤j − Ẑ ĵv⊤j ‖F +
r∗∑
j=k
‖Xu∗jv∗⊤j ‖F + ‖E‖F
)
.
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We will then bound the above three terms respectively. For the first term, by the triangle inequality, we have
1√
nq
‖Xu∗jv∗⊤j − Ẑ ĵv⊤j ‖F ≤
1√
nq
‖Xu∗jv∗⊤j − Ẑ jv∗⊤j ‖F +
1√
nq
‖Ẑ jv∗⊤ − Ẑ ĵv⊤j ‖F .
By the inequality (26) about error bound in Lemma 1 and the assumed condition (4), it holds that with probability at
least 1 − exp(−n/2) ,
1√
nq
‖Xu∗jv∗⊤j − Ẑ jv∗⊤j ‖F ≤
4V
√
λ1γu
dλ
·
√
n +
√
q
√
nq
1√
nq
‖Ẑ jv∗⊤ − Ẑ ĵvTj ‖F ≤ Cv
( √n + √q
√
nq
)
.
Combining above two inequalities leads to
k−1∑
j=1
‖Xu∗
j
v∗⊤
j
− Ẑ ĵv⊤j ‖F√
nq
< (k − 1)Cz
( √n + √q
√
nq
)
, Cz = 4V
√
λ1γu/dλ +Cv.
For the last two terms, since ‖Xu∗
j
v∗⊤
j
‖F =
√
nqλk, the inequality (30) in Lemma 4 entails that with probability at least
1 − exp(−n/2),
1√
nq
r∗∑
j=k
‖Xu∗jv∗⊤j ‖F =
r∗∑
j=k
√
λk,
1√
nq
‖E‖F ≤ γu
(
1 +
1√
q
)
.
Assume that cγ = γu/
√
λr∗ are finite constant. Therefore, it follows from the above three terms that with probability
at least 1 − c0 exp(n/2),
√
L(k − 1) ≤ (r∗ − k + 1 + cγ)
√
λk + (γu + r
∗Cz)
( √n + √q
√
nq
)
,
where the last inequality hold due to cγ
√
λr∗ ≤ cγ
√
λk and c0 is a finite constant.
The above inequality together with the inequality (20) entails that√
L(k − 1) − L(k)
L(k − 1) >=
1
r∗ − k + 1 + cγ
+ O
r∗ √n + √q√
nq
 .
It follows immediately from the assumptions r∗(log n/
√
n)1/2 = o(1), which yields r∗((
√
n+
√
q)/
√
nq)1/2 = o(1), that
for sufficiently large n, we have
√
(L(k − 1) − L(k))/L(k − 1) > 1/(r∗− k+1+ cγ).We now plug the above inequality
and (19) into (18). Then it holds that
C(k − 1) − C(k) = √n log(L(k − 1)L(k) ) − log n >
√
n
(r∗ − k + 1 + cγ)2
− log n > 0,
which means that the information criterion C(k) will keep decreasing until our selected rank k equal to the true rank
r∗.
Step 3. We show that C(k − 1) < C(k) when k > r∗. since λk = 0 for any k > r∗, the inequality (25) in Lemma 1
entails that,
L(k − 1) − L(k) = λ̂k < C
( √n + √q
√
nq
)
. (21)
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Meanwhile, by the definition of L(k) and the triangular inequality, we have
√
L(k) ≥ 1√
nq
(
‖E‖F −
r∗∑
j=1
‖Xu∗jv∗⊤j − Ẑ ĵv⊤j ‖F −
k∑
j=r∗+1
‖Ẑ ĵv⊤j ‖F
)
.
By similar arguments as in step 1, under the assumptions r∗{(√n+√q)/√nq}1/2 = o(1) and r{(√n+√q)/√nq}1/2 =
o(1), for sufficient large n, combining the above three terms and the inequality (21) yields√
L(k − 1) − L(k)
L(k) <
√
C
γl
 √n + √q√
nq
1/2 .
Therefore, applying the inequality (19) gives
C(k − 1) − C(k) ≤ √nL(k − 1) − L(k)L(k) − log n <
C
γ2
l
 √n + √q√
q
 − log n < 0,
where the last inequality is immediate from the assumption that
√
n/(
√
q log n) = o(1). It indicate that the information
criterion will keep increasing once the estimated rank k is larger than r∗. Consequently, with probability at least
1 − c0 exp(−n/2) for sufficiently large n, C(k) will attain its minimum value when k = r∗. Thus, we finish the proof of
Theorem 3.2.
Proof of Proposition 3.1.
Definition. (Sub-Gaussian random vectors) A random vector w is said to be sub-Gaussian if there exists τ > 0 such
that
Pr(|v⊤(w − E(w))| > t) ≤ 2 exp(− 2t
2
2τ2
) (22)
for all t > 0 and ‖v‖2 = 1.
Second, we impose several regularity conditions for the multiplicative setup:
max
i, j
|xi j| = Xmax < ∞, minµM = µmin > 0, (23)
and introduce a few additional notations used subsequently in the proofs that ηk = Ẑk − Xu∗k, B = max1≤i≤r∗ ‖u∗i ‖∞, a j
denotes the j-th column of matrix A, µ j denotes the j-th element of vector µ. Similar notations hold for x j, m j, u
∗
k
.
Since the following argument applies to ρ˜
k
add, ρ˜
k
mul, Ẑk, u
∗
k
, ηk, sk and S k with any fixed k, 1 ≤ k ≤ r∗, we drop the
index k for notation clarity.
Observe that the proof for the inequality (7) are exactly the same as that in [9], so we present the proof for the
inequality (8) here. The proof is composed of two parts.
Part 1: Proof for additive measurement error case. Note that it follows from the definition of vectors ρ˜add =
1/nW⊤Ẑ that
ρ˜add, j − ρ j = (
1
n
W⊤Ẑ) j − (1
n
X⊤Ẑ) j
1
n
{A⊤(XSu∗S + η)} j =
1
n
a⊤j XS u
∗
S +
1
n
a⊤j η.
We will bound the two terms on the right hand side successively.
For the first term, since ‖xi‖2 =
√
n and the entries of a j are independent and Sub-Gaussian with parameter at most
τ2, applying inequality |a⊤
j
XS u
∗
S
| ≤ ‖a⊤
j
XS ‖1 · ‖u∗S ‖∞ over all nodes j in the index sets yielding
Pr(|1
n
a⊤j XS u
∗
S | >
ǫ
2
) ≤ Pr(BΣsi=1|
1
n
a⊤j xi| >
ǫ
2
) ≤ 2 exp(− nǫ
2
8s2τ2B2
),
where the last inequality is immediate from Sub-Gaussian inequality (22).
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For the second term, since |a⊤
j
η| ≤ ‖a j‖2 · ‖η‖2 and ‖a j‖2 ≤ ‖a j‖1, we have
Pr(|1
n
a⊤j η| >
ǫ
2
) ≤ Pr( 1√
n
‖a j‖1 · 1√
n
‖η‖2 > ǫ
2
) = Pr(
1√
n
|1⊤n a j| >
√
nǫ
2‖η‖2
),
where 1n denotes a vector whose elements are all equal to 1. By the Lemma 1 in Section ??, we see that event
‖η‖2 ≤ 4
√
λ1γu(
√
n +
√
q)/dλ
√
q holds with probability at least 1 − exp(−n/2). Then together with inequality (28) in
Lemma 3, we have
Pr(
1√
n
|1⊤n a j| >
√
nǫ
2‖η‖2
) ≤Pr( 1√
n
|1⊤n a j| >
ǫdλ
√
nq
8γu
√
λ1(
√
n +
√
q)
)
+ Pr(‖η‖2 >
4
√
λ1γu(
√
n +
√
q)
dλ
√
q
).
Hence it follows from the Sub-Gaussian inequality (22) that
Pr(|1
n
a⊤j η| >
ǫ
2
) ≤ 2 exp(− qd
2
λ
nǫ2
128τ2γ2uλ1(
√
n +
√
q)2
) + exp(−n
2
).
By the assumption
√
n+
√
q/
√
nq = o(1), combining the results of the above two termswith ζ = max{8τ2B2, 128λ1γ2uτ−2d−2λ }
and C and c generic positive constants, we have
Pr(|˜ρadd, j − ρ j| > ǫ) ≤ C exp(−cǫ2ns−2ζ−1).
Part 2: Proof for multiplicative measurement error case. It follows from the definition of ρ˜mult = 1/nW
⊤Ẑ ⊘ µM
that
ρ˜mult, j − ρ j = (
1
n
W⊤Ẑ ⊘ µM) j − (
1
n
X⊤Ẑ) j =
1
nµ j
(w⊤j − µ jx⊤j )(XS u∗S + η).
By the assumed condition minµM = µmin in (23) and B = max1≤i≤r∗ ‖u∗i ‖∞, it holds that
|˜ρmult, j − ρ j| =
1
µ j
[
1
n
(m j ⊙ x j − µ jx j)⊤(Σsk=1xku∗k + η)
]
≤ B
µmin
s∑
k=1
|1
n
n∑
i=1
xi jxik(mi j − µ j)| + 1
µmin
|1
n
(w j − µ jx j)⊤η|.
By similar arguments as in Part 1, we obtain the results as follows
Pr(
sB
µmin
|1
n
n∑
i=1
xi jxik(mi j − µ j)| ≥ ǫ
2
) ≤ 2 exp(− ǫ
2µ2
min
n
8s2B2τ2X4max
).
Pr(
1
µmin
|1
n
(w j − µ jx j)⊤η| >
ǫ
2
) ≤ 2 exp(− nqǫ
2µ2
min
d2
λ
128λ1γ2uτ
2(
√
n +
√
q)2
) + exp(
n
2
).
Under the assumption (
√
n +
√
q)/
√
nq = o(1), combining the two bounds gives
Pr(|˜ρmult, j − ρ j| > ǫ) ≤ C exp(−cǫ2ns−2ζ−1),
where ζ = max{X4maxτ2B2µ−2min, λ1γ2uτ2µ−2mind−2λ } and C and c denote generic positive constants.
Lemmas and their proofs. The following lemmas are used in the proof of the main theorems.
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Lemma 1. Consider the following eigenvalue problem and its perturbed variant:
1
nq
Y∗Y∗⊤Z = λZ,
1
nq
YY⊤Ẑ = λ̂Ẑ, (24)
whereXu∗
k
and Ẑk are the kth eigenvectors of the problems (24) with respect to the eigenvaluies λk and λ̂k, respectively.
Assume that the conditions 2-3 hold and let 1 ≤ k ≤ r∗. Then with probability at least 1 − exp(−n/2), we have
|̂λk − λk | ≤ C
√
n +
√
q
√
nq
, (25)
1√
n
‖Ẑk − Xu∗k‖2 <
4
√
λ1γu
dλ
(
√
n +
√
q
√
nq
). (26)
where C, γu and dλ are finite constant.
Proof. Since matrix Y is not affected by the measurement errors, the problems (24) are exactly the same as those in
[28, Thereom 1]. Thus based on the proof of [28, Thereom 1] we obtain the results in (25)-(26). Please see [28] for
more discussion.
Lemma 2. For any ǫ > 0 we have
Pr(‖Σ˜ − Σ‖max ≥ ǫ) ≤ p2max
i, j
Pr(|Σ̂i, j − Σi, j| ≥ ǫ
2
). (27)
Proof. By the definition of Σ˜ in (6), we have
‖Σ˜ − Σ‖max ≤ ‖Σ˜ − Σ̂‖max + ‖Σ̂ − Σ‖max ≤ 2‖Σ̂ − Σ‖max.
Further applying this inequality gives
Pr(‖Σ˜ − Σ‖max ≥ ǫ) ≤ Pr(‖Σ̂ − Σ‖max ≥ ǫ
2
) ≤ p2max
i, j
Pr(|Σ̂i j − Σi j| ≥ ǫ
2
),
which completes the proof of Lemma 2.
Lemma 3. Given two events A and B, we have
Pr(A) ≤ Pr(A|B) + Pr(Bc), (28)
where Pr(A|B) is a conditional probability, Bc denotes the opposite event of B.
Proof. By simple probability calculations, we have
Pr(A) = Pr(A ∩ B) + Pr(A ∩ Bc) ≤ Pr(A|B) · Pr(B) + Pr(Bc) ≤ Pr(A|B) + Pr(Bc).
Thus we finish the proof of Lemma 3.
Lemma 4. Under Condition 3, with probability at least 1 − exp(−n/2), the n × q random matrix E = (e1, . . . , en)⊤
with rows ei i.i.d. ∼ N(0,ΣE) satisfies
‖E‖2 ≤ γu(2
√
n +
√
q), (29)
γl
(
1 − 2/√q) ≤‖E‖F/√nq ≤ γu (1 + 1/√q) . (30)
Proof. (i) The proof of the first inequality (29). By simple calculation, we have E(Σ
−1/2
E
ei) = 0 and Cov(Σ
−1/2
E
ei) = I
with I identity matrix for any i, 1 ≤ i ≤ n. Thus the entries of matrix Σ−1/2
E
ei are independent N(0, 1) random variables.
An application of [6, Lemma 3] yields
Pr(‖Σ−1/2E⊤‖2 ≥
√
n +
√
q + t) ≤ exp(− t
2
2
),
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for any t > 0. Taking t =
√
n, the above inequality together with Condition 2 gives
‖E‖2 = ‖E⊤‖2 = ‖Σ1/2Σ−1/2E⊤‖2 ≤ ‖Σ1/2‖2 · ‖Σ−1/2E⊤‖2 ≤ γu(2
√
n +
√
q),
where the last inequality holds with probability at least 1 − exp(− n
2
).
(ii) The proof of the second inequality. Similarly, based on the event that Σ
−1/2
E
ei is a q×nmatrix with independent
zero mean and unit variance entries, an application of the tail bound for χ2 distribution in [12, Lemma 1] gives
‖EΣ−1/2‖2F/nq ≤ 1 +
√
2
q
+
1
q
<
(
1 +
1√
q
)2
, (31)
with probability at least 1 − exp(−n/2). On the other hand, by Condition 3 we can obtain that
‖EΣ−1/2‖2F ≥ ‖E‖2Fλ2min(Σ−1/2) ≥ ‖E‖2F/γ2u.
The above inequality together with (31) gives ‖E‖F/√nq ≤ γu
(
1 + 1/
√
q
)
. Using the similar argument, it is easy to
obtain the desired lower bound that ‖E‖F/√nq ≥ γl
(
1 − 2/√q
)
. Thus we finish the proof of Lemma 4.
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