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Improving Generative Adversarial Networks with
Local Coordinate Coding
Jiezhang Cao∗, Yong Guo∗, Qingyao Wu, Chunhua Shen, Junzhou Huang, Mingkui Tan†
Abstract—Generative adversarial networks (GANs) have shown remarkable success in generating realistic data from some predefined
prior distribution (e.g., Gaussian noises). However, such prior distribution is often independent of real data and thus may lose semantic
information (e.g., geometric structure or content in images) of data. In practice, the semantic information might be represented by
some latent distribution learned from data. However, such latent distribution may incur difficulties in data sampling for GANs. In this
paper, rather than sampling from the predefined prior distribution, we propose an LCCGAN model with local coordinate coding (LCC) to
improve the performance of generating data. First, we propose an LCC sampling method in LCCGAN to sample meaningful points from
the latent manifold. With the LCC sampling method, we can exploit the local information on the latent manifold and thus produce new
data with promising quality. Second, we propose an improved version, namely LCCGAN++, by introducing a higher-order term in the
generator approximation. This term is able to achieve better approximation and thus further improve the performance. More critically, we
derive the generalization bound for both LCCGAN and LCCGAN++ and prove that a low-dimensional input is sufficient to achieve good
generalization performance. Extensive experiments on four benchmark datasets demonstrate the superiority of the proposed method
over existing GANs.
Index Terms—Generative adversarial networks, local coordinate coding, latent distribution, generalization performance
F
1 INTRODUCTION
G ENERATIVE adversarial networks (GANs) [1] have beensuccessfully applied in many computer vision tasks, such
as image generation [2], [3], [4], [5], [6], [7], [8], video prediction
[9], [10], image translation [11], [12], [13] and domain adaptation
[14], [15], [16]. In general, a GAN consists of a generator
and a discriminator to play a two-player game. Specifically, the
generator learns from a simple prior distribution (e.g., Gaussian
distribution [1]) to produce plausible samples to fool the dis-
criminator, while the discriminator distinguishes the fake samples
from the real data. Recently, many studies [2], [3], [17], [18], [19]
have been proposed to improve the performance of GANs, which,
however, suffer from three limitations.
First, many GANs use some simple prior distribution, such as
Gaussian distribution [1] and uniform distribution [17]. However,
such predefined prior distribution is often independent of the
data distribution. Besides, these methods may produce images
with distorted structures without sufficient semantic information.
Although such semantic information can be represented by some
latent distributions, e.g., extracting embeddings using an autoen-
coder [20], how to conduct sampling from these distributions still
remains a largely unsolved problem in GANs.
Second, the correspondence between the semantic information
and the dimension of the latent distribution is not yet fully
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exploited. Most GANs [1], [3] use a global coordinate system to
represent the data manifold and employ random noises as codings
to generate data (See Fig. 1). However, these methods fail to
exploit the underlying geometry and capture the local information
of data. As a result, they are possible to sample meaningless points
in such global coordinate system. For this issue, how to exploit the
semantic information of data and such correspondence is a very
challenging problem.
Third, the generalization ability of GANs w.r.t. the dimen-
sion of the latent distribution remains unclear. In practice, the
performance of GANs is often sensitive to the dimension of
the latent distribution [2]. Unfortunately, it is hard to define the
generalization of GANs and analyze the dimensionality of the
latent distribution, since the prior distribution is independent of
real data. Therefore, how to study the role of the dimension of the
latent distribution and investigate its impact on the generalization
ability become increasingly important.
In this paper, relying on the manifold assumption on im-
ages [21], [22], we propose a novel generative model using local
coordinate coding (LCC) [23] to improve the performance of
GANs. Specifically, we first employ an autoencoder to learn the
embeddings lying on the latent manifold to capture the semantic
information of real data. Then, we develop a new LCC sampling
method for training GANs by exploiting the local information
on the latent manifold. For convenience, we term this method
LCCGAN, which appeared in [2].
Based on LCCGAN, we propose an improved version, namely
LCCGAN++, by introducing a higher-order term to further im-
prove the approximation of a generator. By using this term, the
improved version shows more stable training behavior and is able
to achieve better performance than LCCGAN. More critically, we
analyze the generalization performance for both LCCGAN and
LCCGAN++, and theoretically prove that a low-dimensional input
is sufficient to achieve good generalization performance.
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The contributions of this paper are summarized as follows.
• We propose an LCC sampling method for GANs to capture
the local information of real data. With the LCC sampling
method, the proposed scheme, namely LCCGAN, is able
to sample meaningful points from the latent manifold to
generate new data.
• Based on LCCGAN, we propose an improved version LC-
CGAN++ by introducing a higher-order term to further im-
prove the approximation of a generative model. LCCGAN++
shows more stable training behavior and better performance
than our preliminary work LCCGAN.
• We derive the generalization bound for both LCCGAN and
LCCGAN++ based on Rademacher complexity of the dis-
criminator set and the error w.r.t. the intrinsic dimensionality
of the latent manifold. In particular, we theoretically prove
that a low-dimensional input is sufficient to achieve good
generalization performance.
• Extensive experiments on several real-world datasets demon-
strate the superiority of the proposed method over several
baseline methods. Moreover, our proposed method has good
scalability to generate high-resolution images even when the
input dimension is low.
2 RELATED WORK
Generative adversarial networks. Most generative adversarial
networks (GANs) employ a global coordinate system with some
prior distribution (such as Gaussian distribution or uniform distri-
bution) to generate samples [1], [18], [24]. Unfortunately, using
the global coordinate system may fail to learn the underlying
geometry of data and thus often samples meaningless points to
generate distorted data. Moreover, such prior distributions are
independent of the data distributions, which may lose semantic
information of real data and lead to difficulties in analyzing the
dimension of latent space. To address this, LGAN [25] uses local
coordinate systems and presents a local generator whose input
is sampled from a mixture of Gaussian noises with the discrete
distribution. As a result, LGAN is able to generate images of good
quality. However, this method is difficult to explore the correlation
between the semantic information of real data and the dimension
of a latent distribution. Recently, LCCGAN [2] has employed a
local coordinate system to exploit such correlation and improved
the performance of GANs.
Furthermore, some generative models conduct sampling via
some learned posterior distribution. For example, the variational
autoencoder (VAE) [26] combines a generative model and an
approximate inference model to perform posterior inference.
Moreover, the Wasserstein autoencoder (WAE) [27] builds a
real data distribution by minimizing a term of the Wasserstein
distance between the model distribution and the target distribution,
encouraging the encoded training distribution to match the prior.
In addition, the adversarial autoencoder (AAE) [28] matches
the aggregated posterior distribution to the prior distribution to
perform variational inference. To further improve the performance
of GANs, many methods seek to use neural architecture search
techniques [29], [30] to automatically find good GAN models [31].
However, these methods cannot directly conduct sampling on the
posterior distribution. Moreover, since they globally parameterize
the manifold, they would lose local semantic information or have
difficulty accessing the local geometry along the manifold.
sample sample
manifold
local basis
(a) Global coordinate system
sample sample
manifold
local basis
(b) Local coordinate system
Fig. 1. Comparisons of the global and local coordinate system. (a) In the
global coordinate system, most GANs use a global cooridinate coding
as an input to generate data. In this way, it is hard to learn the underlying
geometry of real data. Therefore, they often sample meaningless points
in such a global coordinate system. (b) In the local coordinate system,
our LCCGANs learn a set of local bases on the manifold to sample new
points. Then, they are able to learn the underlying geometry and capture
the local information of real data. As a result, they can sample a new
point with the semantic information.
Generalization analysis of GANs. Existing methods seek to
improve the generalization performance of GANs. Recently, Dziu-
gaite et al. [32] apply maximum mean discrepancy to improve the
performance of generative models, and provide a generalization
analysis of the models. Moreover, Thanh-Tung et al. [33] show
that discriminators trained on discrete datasets with the original
GAN loss would fail to guarantee good generalization perfor-
mance of GANs and thus provide a zero-centered gradient penalty
to improve the generalization of the discriminator. In addition,
Jiang et al. [34] derive a generalization bound under spectrum
control based on the PAC-learning framework and prove that the
spectrum control is able to improve the generalization ability of
GAN models. However, these generalization analysis methods do
not understand the generalization performance of GANs well from
the rigorous mathematical definition.
To address this shortcoming, Arora et al. [35] formally provide
a definition of the generalization for GANs, and prove that the
neural net distance is able to guarantee the generalization perfor-
mance of GANs. In contrast, the Jensen-Shannon divergence and
the Wasserstein distance do not generalize with any polynomial
number of examples. Based on the definition of the generalization,
Zhang et al. [36] use different evaluation metrics to develop
several generalization bounds between the true distribution and
learned distribution, and prove that the set of discriminators should
be large enough to identify the true distribution and small enough
surpass memorizing samples. Furthermore, Cao et al. [2] employ
the neural net distance to define the generalization w.r.t. the
dimension of the latent distribution. In addition, they develop a
generalization bound related to the Rademacher complexity of
the discriminator set, and prove that a low-dimensional input is
sufficient to achieve good generalization performance. Recently,
Cao et al. [11] extend the definition of the generalization of
GANs to the case of multiple domains. However, this method
is hard to understand the generalization performance of the GANs
w.r.t. the dimension of the latent distribution. To better understand
the generalization performance of GANs, we further study the
relationship between the generalization and the dimension of the
latent distribution in this paper.
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(a) Local function approximation (b) Global function approximation
Fig. 2. A geometric view of the function approximation using the local
coordinate coding. Given a set of local bases, if data lie on a manifold, a
nonlinear function f(x) can be locally approximated by a linear function
w.r.t. the local coordinate coding. Given all bases, we learn many local
coordinate systems on the manifold, then the function f(x) can be
globally approximated.
3 PRELIMINARIES
Notation. Throughout the paper, we use the following notations.
Specifically, we use bold lower-case letters (e.g., x) to denote
vectors and bold upper-case letters (e.g., X) to denote matrices,
and we use calligraphic letters (e.g., X ) for a set or a space.
Let µ and ν be distributions. We denote by the superscript T the
transpose of a vector or matrix, and denote by ‖ · ‖ the Euclidean
norm (`2-norm) on Rd, i.e., ‖x‖=‖x‖2=(
∑
i x
2
i )
1/2.
3.1 Local Coordinate Coding
Based on the manifold assumption on images [21], [22], each data
point x on the manifold can be locally approximated by a linear
combination of its nearby bases, and the linear weights become its
local coordinate coding (LCC) [23]. Specifically, the coordinate
coding can be defined as follows.
Definition 1 (Coordinate coding [23]) A coordinate coding is a
pair (γ, C), where C ⊂ Rd is a set of anchor points (i.e., bases),
and let γ be a map of x ∈ Rd to [γv(x)]v∈C ∈ R|C| such
that
∑
v γv(x) = 1, and the linear approximation of x ∈ Rd
is defined as
r(x) :=
∑
v∈C
γv(x)v. (1)
When a data point lies on a manifold, and the bases are
sufficiently localized, such data point can be approximated by a
linear combination of the anchor points [23]. In practice, such
anchor points (i.e., local bases) form a local coordinate system to
approximate data points.
In addition, we employ some useful properties (e.g., Lipschitz
smoothness) of a function to develop our method when the data
points are in a local region. Specifically, the Lipschitz smoothness
of a function can be defined as follows.
Definition 2 (Lipschitz smoothness [37]) A function f(x) in Rd
is (Lx, Lf , Lν)-Lipschitz smooth if
1) ‖∇f(x)T(x′ − x)‖≤Lx‖x−x′‖,
2) ‖f(x′)−f(x)−∇f(x)T(x′−x)‖≤Lf‖x−x′‖2,
3) ‖f(x′)−f(x)− 12 (∇f(x′)+∇f(x))T(x′−x)‖≤Lν‖x−x′‖3,
where Lx, Lf , Lν>0.
In Definition 2, the Lipschitz constants Lx, Lf and Lν are fi-
nite if the function f(x), the derivative∇f(x) and the Hessian of
f(x) are Lipschitz smooth, respectively. These constants measure
the of smoothness of f(x) at different levels [37].
3.2 Latent Manifold and Data Approximation
Based on the manifold assumption, high-dimensional data
(e.g., images) in the real world often lie on some low dimensional
manifold [21], [22]. Formally, the latent manifold and its intrinsic
dimensionality can be defined as follows.
Definition 3 (Latent manifold [23]) A subset M embedded in
the latent space RdB is called a latent manifold with an intrinsic
dimension d := dM, if there exists a constant cM, such that
given any h ∈ M, there exist d bases (tangent directions)
v1(h), . . . ,vd(h) ∈ RdB such that ∀ h′ ∈M :
inf
γ∈Rd
∥∥∥∥∥∥h′ − h−
d∑
j=1
γjvj(h)
∥∥∥∥∥∥ ≤ cM‖h′ − h‖2, (2)
where γ = [γ1, . . . , γd]T is the local coding of a latent point h
using the corresponding bases.
According to Definition 3, one can learn a latent manifoldM
embedded in the latent space RdB to build a relationship between
the latent distribution and the data distribution. In this sense, we
are able to generate promising images by sampling new points in
the latent manifold. However, how to learn a good latent manifold
is still an important problem.
3.3 Generative Adversarial Networks
Existing studies [1], [3] use the Jensen-Shannon divergence and
Wasserstein distance to measure the similarity between two dif-
ferent distributions. However, these measures cannot generalize
with any polynomial number of examples [35]. To guarantee
the generalization performance of GANs, we apply the following
neural network distance [35] to measure the divergence between
two distributions.
Definition 4 (Neural network distance [35]) Let F be a set of
neural networks from Rd to [0, 1] and φ be a concave measure
function; then, for D ∈ F , the neural network distance w.r.t. φ
between two distributions µ and ν can be defined as
dF,φ(µ,ν) = sup
D∈F
∣∣∣∣ Ex∼µ [φ(D(x))]
+ E
x∼ν
[φ(1−D(x))]
∣∣∣∣−2φ(12
)
,
(3)
where 2φ(1/2) is a constant with the given function φ(·). For
simplicity, we omit this term in practice.
Objective function of general GANs. Let Gu be a generator
and Dv be a discriminator, where u ∈ U and v ∈ V are their
parameters, and U and V are parameter spaces. Based on the
definition of the neural network distance, the objective function
of GANs can be defined as
min
u∈U
max
v∈V Ex∼Dreal
[φ(Dv(x))] + E
x∼DGu
[φ(1−Dv(x))] , (4)
where Dreal is the real distribution and DGu is the distribution
generated by Gu, and φ : [0, 1] → R is any monotone function.
For example, when φ(t)= log(t) and F={f : x→[0, 1]}, then
minimizing dF,φ(µ, ν) is equivalent to the original GAN objec-
tive. When φ(t)=t, f∈F and f is 1-Lipschitz, then dF,φ(µ, ν)
corresponds to the Wasserstein distance.
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Fig. 3. The scheme of the proposed method. We use an autoencoder to learn the embeddings on the latent manifold from real data. Then, we
minimize the objective function of LCC with different q to learn a set of bases such that the LCC sampling can be conducted. Specifically, we train
LCCGAN with q=2 and LCCGAN++ with q=3. Last, LCCGAN takes the constructed LCC codings as an input to generate new data.
4 GENERATIVE MODELS WITH LCC
Most existing methods [1], [3] employ a global coordinate system
to generate data. However, these methods often sample meaning-
less points in such global coordinate system. Besides, it is hard to
exploit the underlying geometry and the local information of data.
To address the above issues, we seek to improve GANs with
LCC. The overall structure of the proposed method, called LCC-
GAN, is illustrated in Fig. 3. Specifically, we use an autoencoder
(AE) to learn the embeddings over a latent manifold of real
data and then employ LCC to learn a set of bases to form local
coordinate systems. After that, we introduce LCC into GANs by
approximating the generator using a linear function w.r.t. a set
of codings (See Section 4.1). Relying on such an approximation,
we propose an LCC-based sampling method to exploit the local
information of data (See Section 4.3).
4.1 Generator Approximation Based on LCC
Based on Definition 3, any point on the latent manifold can be
approximated by a linear combination of a set of local bases. In-
spired by this, if the bases are sufficiently localized, the generator
of GANs can also be approximated by a linear function w.r.t. a set
of codings. Therefore, we approximate the generator as follows.
Lemma 1 (Generator Approximation [2]) Let r(h) =∑
v γv(h)v, and (γ, C) be an arbitrary coordinate coding. Given
an (Lh, LG)-Lipschitz smooth generator Gu, for all h ∈ RdB :∥∥∥Gu (∑
v∈C γv(h)v
)
−
∑
v∈C γv(h)Gu(v)
∥∥∥
≤2Lh‖h−r(h)‖+LG
∑
v∈C |γv(h)|·‖v−r(h)‖
2.
(5)
In Lemma 1, given the local bases and a Lipschitz smooth gener-
ator, the generator w.r.t. the linear combination of the local bases
can be approximated by the linear combination of the generator
w.r.t. local bases. In general, two close latent points often share the
same local bases but with different weights (i.e., local codings),
we thus can simply change these weights to approximate the
generator. In this way, the pieces of generated data are able to
cover the entire manifold seamlessly (See Fig. 2(b)).
4.2 Objective Function of LCCGAN
Based on the generator approximation, we propose a learning
method by exploiting LCC coding to train GAN models. Specifi-
cally, we first learn the LCC coordinate system. Then, we propose
the training objective for the LCCGAN models.
Learning LCC systems. In Step 1 of Fig. 3, we show an
illustration of how to construct bases to form LCC systems. We
first learn an autoencoder to extract the embeddings (i.e., black
points) from real data and map them to a latent manifold. Then,
based on the extracted embeddings, we seek to use LCC by
learning a set of bases to represent the manifold. In this way, any
point located on the manifold of embeddings can be represented
by the coordinate system constructed using these bases [23].
To learn the bases (i.e., gray points in Fig. 3), we optimize
the objective function of LCC, i.e., we minimize the localization
measure to obtain a set of local bases. Specifically, given a set of
the latent points {hi}Ni=1, by assuming h≈r(h) [23], we seek to
address the following optimization problem:
min
γ,C
∑
h
2Lh‖h− r(h)‖+LG
∑
v∈C |γv(h)|·‖v − h‖
2,
s.t.
∑
v∈C γv(h) = 1, ∀h, (6)
where h denotes an embedding learned by an autoencoder
from real data, C denotes the set of local bases, and r(h) =∑
v∈C γv(h)v. In practice, we normalize the weights γ to the
sum of 1 during the training, and update γ and C by alternately
optimizing a LASSO problem and a least-square regression prob-
lem, respectively. After optimizing Problem (6), we can construct
the local bases on the latent manifold.
Training LCCGAN. After solving Problem (6), every latent
point h∈RdB would be close to its physical approximation r(h),
i.e., h≈r(h), then the generator can be approximated by
Gu(h) ≈ Gu(r(h)) , Gw(γ(h)),h ∈ H, (7)
where r(h) = Vγ(h), V = [v1,v2, . . . ,vM ] and γ(h) =
[γ1(h), γ2(h), . . . , γM (h)]
T with M = |C|. Here,H is the latent
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Fig. 4. The geometric views on the LCC sampling method. By learning
embeddings (i.e., black points) that lie on the latent manifold, we use
LCC to learn a set of bases (i.e., gray points) to form a local coordinate
system such that we can sample different latent points (i.e., colored
points) by LCC sampling. As a result, our proposed method can gen-
erate new data that have different attributes.
distribution and w∈W are the parameters of the generator w.r.t. u
and fixed V learned from Problem (6). Note that the input of
the generator Gw(γ(h)) in this paper is local coordinate coding,
which is different from other GANs.
According to Definition 4, we apply the neural network dis-
tance to measure the divergence between the generated distribution
and the empirical distribution. Specifically, given the generator
Gw(γ(h)), we consider optimizing the following objective func-
tion for LCCGAN:
min
Gw∈G
dF,φ
(
D̂Gw(γ(h)), D̂real
)
,h ∈ H, (8)
where G is the class of generators, D̂Gw is the empirical dis-
tribution generated by Gw, and D̂real is the real distribution.
Specifically, Problem (8) can be rewritten as:
min
w∈W
max
v∈V Ex∼D̂real
[φ(Dv(x))] + E
h∼H
[φ (1−Dv (Gw (γ(h))))] ,
where φ(·) is a monotone function. Then, the objective function
can be used in different GANs, such as DCGAN [17] and WGAN-
GP [24]. The detailed algorithm is shown in Algorithm 1.
4.3 LCC Sampling Method
To solve Problem (8), one of the key issues is how to conduct
sampling from the learned latent manifold. Although the latent
manifold can be learned by an autoencoder, it is difficult to sample
valid points on it to train GANs. To address this, we propose
an LCC sampling method to capture the latent distribution on
the learned latent manifold (See Fig. 4). The proposed sampling
method contains the following three steps.
Step 1: Given a local coordinate system, we construct an dB×M
matrix V=[v1,v2, . . . ,vM ] as the local bases. Here, each basis
vi is a dB-dimensional vector and M is the number of bases.
Step 2: With the learned local bases V, we randomly sample a
latent point (specifically, it can be a basis), and then find its d-
nearest neighbors B = {vj}dj=1.
Step 3: To conduct the local sampling method, we construct an
M -dimensional vector γ(h) = [γ1(h), γ2(h), . . . , γM (h)]T as
the LCC coding. The weight γj(h) for the j-th element of γ(h)
can be computed as follows:
γj(h) =
{
zj , vj ∈ B
0 , vj /∈ B , (9)
Algorithm 1 Training Method for LCCGAN.
Require: Training data {xi}Ni=1; a prior distribution p(z), where z ∈
Rd; minibatch size n; q = 2 or q = 3.
1: Learn the latent manifoldM using an autoencoder
2: Construct LCC bases {vi}Mi=1 on H by optimizing:
minγ,C
∑
h2Lh‖h− r(h)‖+ LG
∑
v∈C |γv(h)|·‖v − h‖q
3: for number of training iterations do
4: Do LCC Sampling to obtain a minibatch {γ(hi)}ni=1
5: Sample a minibatch {xi}ni=1 from the data distribution
6: Update the discriminator by ascending the gradient:
∇v 1n
∑n
i=1 φ(Dv(xi)) + φ((1−Dv(Gw(γ(hi)))))
7: Do LCC Sampling to obtain a minibatch {γ(hi)}ni=1
8: Update the generator by descending the gradient:
∇w 1n
∑n
i=1 φ(1−Dv(Gw(γ(hi))))
9: end for
where zj is the j-th element of z∈Rd from the prior distri-
bution p(z). Here, we set p(z) to be the Gaussian distribution
N (0, I) and normalize the sum of γ(h) to be 1 in the training,
i.e.,
∑
j γj(h)=1. In this paper, we use Gaussian distribution for
two reasons. First, Gaussian distribution is an available way for
sampling, which has been widely used in many GANs [1], [3].
In Fig. 4, given the latent manifold, we employ LCC to form
local coordinate systems over the latent manifold, i.e., built with
a set of local bases (i.e., gray points). In the local coordinate
system, we use Gaussian distribution to sample a new point
Vγ(h) (i.e., colored point) by specifying the weights for the local
bases. In this way, we can generate images by exploiting the local
information of data. Second, by using Gaussian distribution for
sampling, it is reasonable and fair to compare LCCGAN with other
GANs. The advantages of LCCGAN using the local coordinate
system over other GANs can be found in Section 6.
Based on Definition 3, the intrinsic dimensionality is deter-
mined by the number of bases in a local region. Thus, we turn the
determination of the intrinsic dimension into an easier problem of
selecting a sufficient number of local bases.
4.4 Effectiveness of LCC Sampling
We first discuss the relationship between LCC and the LCC
sampling method. Then, we analyze the effect of LCC in GANs.
Relationship between LCC and LCC sampling. The LCC
sampling method is closely related to LCC for two reasons. First,
both of them rely on the local coordinate system. In Fig. 4, we
learn a set of bases (i.e., gray points) to form a local coordinate
system by optimizing the objective function of LCC. Second,
both of them can effectively exploit the local information of real
data. Based on the learned bases, we can use the proposed LCC
sampling method to sample different points (i.e., colored points)
in a local area of the latent manifold.
How does LCC improve GANs? When introducing LCC
into a GAN model, we can use the local coordinate system
to exploit the local information of data, and thus improve the
performance of GANs. In contrast, most GANs [1], [3] use a
global coordinate system, which, however, would fail to capture
the semantic information of real data. In this sense, they are
possible to sample meaningless points. To verify this, we show
the advantage of the local coordinate system over the global
coordinate system, as shown in Table 2.
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5 GENERATIVE MODELS WITH IMPROVED LCC
When learning local coordinate systems, the linear combination
of the generator w.r.t. the local bases may be far away from the
manifold. As a result, the generator may sample a meaningful
point such that the image quality is poor. To address this, we
propose an enhanced GAN, called LCCGAN++, to improve the
approximation of the generator. In the following, we first improve
the generator approximation of LCCGAN, and then analyze the
generalization performance.
5.1 Improved Generator Approximation
By minimizing the right-hand side of (5), the generator equipped
with LCC [2] has a small approximation error. However, the local
linear approximation may not necessarily be optimal when the
generator is highly nonlinear. It means that many local bases
are required to achieve better approximation. As suggested by
[37], the higher-order error term would have a better generator
approximation. Thus, we can improve LCC by introducing a
higher-order term. Then, we have the corresponding generator
approximation in the following lemma.
Lemma 2 (Improved generator approximation) Let r(h) =∑
v γv(h)v. Given an arbitrary coordinate coding (γ, C) and an
(Lh, Lν)-Lipschitz smooth generator Gu, for all h:∥∥∥∥∥Gu (r(h))−∑
v∈C
γv(h)
(
Gu(v)+
1
2
∇Gu(v)T(h−v)
)∥∥∥∥∥
≤2Lh‖h−r(h)‖+Lν
∑
v∈C
|γv(h)|·‖v−r(h)‖3. (10)
In Lemma 2, the generator w.r.t. the linear combination of
the local bases can be approximated by introducing gradient
directions. Compared the right-hand side of (5) with (10), the first
term is similar and can be small when h can be well approximated
by a linear combination of local bases, which happens when the
manifold is relatively flat. For the second term, the improved LCC
has a higher-order term which enforces the learned bases to be
close to the linear combination of the local bases.
5.2 Differences between LCCGAN and LCCGAN++
LCCGAN++ is different from LCCGAN in the following aspects.
First, when the number of the local bases is insufficient, the linear
combination of the generator w.r.t. the local bases would be far
away from the manifold. As a result, we have the poor approxima-
tion of the generator. Besides, the generated images of LCCGAN
may have poor quality. Second, the generator w.r.t. the local bases
can be transformed into the locally flat region approximately along
the gradient of the generator. In this way, the linear combination of
the generator w.r.t. the local bases would be close to the manifold.
Therefore, with the linear combination of bases as input, we have
a good generator approximation to generate realistic images.
Compared with LCCGAN, our proposed LCCGAN++ mainly
introduces a higher-order term to improve the approximation of
the generator. Relying on this term, LCCGAN++ has more stable
training behavior and achieves better generalization performance
than LCCGAN.
5.3 Theoretical Analysis
We first provide some necessary notations. Let {xi}Ni=1 be a set of
observed training samples drawn from the real distribution Dreal,
and let D̂real denote the empirical distribution over {xi}Ni=1. Let
DGu be the generated distribution, and D̂Gw be an empirical
generated distribution. Motivated by [35], [36], we define the
generalization of GANs as follows:
Definition 5 (Generalization) The neural network distance
dF,φ(·, ·) between distributions generalizes with N training sam-
ples and error , if for a learned distribution DGu , the following
inequation holds with high probability,∣∣∣dF,φ (D̂Gw ,Dreal)− infG dF,φ (DGu ,Dreal)∣∣∣ ≤ . (11)
From Definition 5, the population distance dF,φ(DGu ,Dreal)
shall be close to the distance dF,φ(D̂Gw ,Dreal). In theory, we
hope to obtain a small dF,φ(DGu ,Dreal) to ensure good gener-
alization ability. In practice, we can minimize the empirical loss
dF,φ(D̂Gw , D̂real) to approximate dF,φ(D̂Gw ,Dreal).
For LCCGAN [2], we have developed a generalization bound
on D̂real. In the following, we further analyze the generalization of
LCCGAN++ relying on the improved generator approximation.
Theorem 1 Suppose that φ(·) is Lipschitz smooth, and bounded
in [−∆,∆]. Given an sample set H in the latent space and an
empirical distribution D̂real with N samples drawn from Dreal, the
following inequation holds with probability at least 1− δ,∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)]− infG EH [dF,φ (DGu ,Dreal)]
∣∣∣∣
≤2RX (F) + 2∆
√
2
N
log
(
1
δ
)
+ 2(dM), (12)
where RX (F) is the Rademacher complexity of F , the error term
(dM)=LφQLh,Lν (γ, C)+2∆, andQLh,Lν (γ, C) has an upper
bound w.r.t. dM which is given in Supplementary materials.
The error term (dM) indicates that a low dimensional input
is sufficient to achieve good generalization. Moreover, the exper-
iments justify that our method is able to generate perceptually
convincing images with low-dimensional inputs.
Note that Theorem 1 is slightly different from the results of
LCCGAN [2] because QLh,Lν (γ, C) is related to the high-order
term. Then, we consider a specific discriminator set to analyze and
understand the generalization performance of LCCGAN++.
Corollary 1 Let X={x∈Rd: ‖x‖≤1}. Assume that the discrim-
inator set F is the set of neural networks with a rectified
linear unit, i.e., F={max{wT[x; 1], 0} : w∈Rd+1, ‖w‖=1},
then with probability at least 1− δ,∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)]− infG EH [dF,φ (DGu ,Dreal)]
∣∣∣∣
≤2∆
√
2
N
log
(
1
δ
)
+
4
√
2√
N
+ 2(dM). (13)
In Corollary 1, using a one-layered ReLU network, the gener-
alization bound of the proposed method is related to the error term
w.r.t. the dimension of the latent distribution. In other words, with
a low dimensional input and sufficient training data, LCCGAN++
is able to obtain better generator approximation, and thus achieves
better generalization performance in practice.
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(a) Generated samples with d=3. The yellow and red boxes denote the similar generated digits with low diversity.
(b) Comparisons of different GANs with the input noise of d=5. Besides, DCGAN with d=100 is considered as the baseline.
Fig. 5. Performance comparisons of various GANs with different dimensions of the latent distribution on the MNIST dataset.
6 EXPERIMENTS
We compare our method with several baseline methods, in-
cluding DCGAN [17], VAE [26], WGAN-GP [24], AGE [38],
StackGAN [39], Progressive GAN [18] and LCCGAN [2]. We
conduct experiments on several benchmark datasets, including
MNIST [40], Oxford-102 [41], LSUN [42], CelebA [43] and
ImageNet [44]. We have made the code for both LCCGAN1 and
LCCGAN++2 available on the internet.
For the quantitative evaluation, we use some widely used met-
rics, i.e., Inception Score (IS) [45] and Fre´chet Inception Distance
(FID) [46] and intra-FID [47], to evaluate the generated samples.
Specifically, IS measures both the single image quality and the
diversity over a large number of samples (i.e., 50k), and a larger
IS value corresponds to the better performance of the method. FID
and intra-FID measure the similarity between real and generated
images, and a smaller value indicates the better performance. Note
that these metrics are highly consistent with human evaluations.
6.1 Comparisons on MNIST
In this experiment, we compare different GANs on MNIST. From
Fig. 5(a), when d=3, DCGAN and StackGAN produce only few
kinds of digits with almost the same shapes. In contrast, LCCGAN
often produces digits with different styles and orientations. Fur-
thermore, LCCGAN++ further produces images with better visual
fidelity and higher diversity. Equipped with LCC, the proposed
method effectively preserves the local information of data and
thus helps the training of GANs.
From Fig. 5(b), when we increase the dimension of input to
d=5, the considered baseline methods often produce the digits
with distorted structures. In contrast, with such a low dimensional
input, LCCGAN is able to produce the images with meaningful
content. Furthermore, LCCGAN++ significantly outperforms the
considered baseline methods and produces sharper images. More
critically, with the help of LCC coding, LCCGAN and LCC-
GAN++ with d=5 are able to achieve comparable or even better
performance than their GAN counterparts with d=100 (See the
red box in Fig. 5(b)). These results show the effectiveness of the
proposed method in training generative models by exploiting the
local information of the latent manifold.
1. https://github.com/guoyongcs/LCCGAN.
2. https://github.com/guoyongcs/LCCGAN-v2.
6.2 Comparisons on Oxford-102
We further evaluate our method on Oxford-102, and investigate
the effect of different input dimensions. The qualitative and
quantitative results are shown in Table 1 and Table 2, respectively.
Qualitative results. From Table 1, we have the following ob-
servations. First, the performance of the baselines highly depends
on the input dimension. For example, given a low dimension with
d=5 or d=10, DCGAN often generates images with a blurred
structure and distorted regions. In contrast, our method is able to
produce realistic images. Second, we further investigate the effect
of the input dimension on the quality of the generated images.
When d=100, LCCGAN++ consistently outperforms LCCGAN
and the considered baselines.
Quantitative results. From Table 2, when d=5, Progressive
GAN obtains slightly better IS and FID than other methods. In
contrast, LCCGAN and LCCGAN++ significantly outperform the
other methods with various d in terms of both IS and FID. More
critically, LCCGAN++ with d=5 achieves even better perfor-
mance than all baselines with d=30 and several methods with
d=100, e.g., DCGAN. It means that our method only requires a
low-dimensional input to achieve good performance. These results
show the effectiveness of our method.
6.3 Comparisons on CelebA
We also conduct experiments on the CelebA dataset [43]. Due
to the difficulty of producing face images, we use a larger input
dimension (e.g., d=30) to train the generative models.
Qualitative results. In Table 5, by introducing LCC sampling
into the training, our method with a low input dimension d=30
produce promising face images with better quality and larger
diversity than DCGAN and Progressive GAN with d=100. More-
over, given the same input dimension, our proposed LCCGAN++
shows better performance than LCCGAN and other baseline meth-
ods. More qualitative results are put in Supplementary materials.
Quantitative results. In Table 6, our LCCGAN yields compa-
rable results with state-of-the-art GANs. With the improved LCC,
LCCGAN++ further improves the performance and outperforms
the other methods with various d. These results imply that our
method is able to generate face images with high quality and large
diversity even when the input dimension is low.
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TABLE 1
Visual comparisons of GANs with different dimensions of the latent distribution on Oxford-102.
TABLE 2
Comparisons of different GANs in terms of IS and FID on Oxford-102.
Methods
d = 5 d = 10 d = 30 d = 100
IS FID IS FID IS FID IS FID
DCGAN [17] 2.355 ± 0.019 187.5 3.262 ± 0.022 204.7 3.050 ± 0.015 186.2 2.683 ± 0.022 182.2
VAE [26] 2.451 ± 0.018 245.6 2.358 ± 0.022 190.6 2.234 ± 0.016 244.0 2.856 ± 0.024 214.8
WGAN-GP [24] 2.719 ± 0.031 185.2 2.891 ± 0.025 179.8 3.081 ± 0.018 136.7 3.458 ± 0.028 160.4
AGE [38] 2.865 ± 0.024 234.1 3.062 ± 0.021 186.7 2.630 ± 0.023 211.8 2.488 ± 0.014 235.9
StackGAN [39] 2.664 ± 0.013 164.2 2.702 ± 0.015 167.7 3.109 ± 0.018 197.0 2.741 ± 0.022 178.8
Progressive GAN [18] 2.844 ± 0.031 128.6 3.295 ± 0.028 128.6 3.196 ± 0.028 106.8 3.532 ± 0.028 114.5
LCCGAN [2] 3.079 ± 0.026 71.2 3.077 ± 0.033 82.7 3.003 ± 0.030 61.9 3.147 ± 0.038 66.7
LCCGAN++ 3.267 ± 0.023 71.0 3.394 ± 0.019 71.1 3.370 ± 0.031 57.7 3.590 ± 0.020 60.7
6.4 Comparisons on LSUN
We conduct experiments on LSUN [42] to evaluate the perfor-
mance of our proposed method.
Qualitative results. In Table 3, given a low dimension of the
input (i.e., d=10), LCCGAN and LCCGAN++ are able to produce
images with sharper structures and richer details, and thus consis-
tently outperform the considered baselines. In contrast, WGAN-
GP and Progressive GAN fail to produce meaningful bedroom
images. More importantly, the quality of generated images by
LCCGAN and LCCGAN++ with d=10 are even better than that
of WGAN-GP and Progressive GAN with d=100.
Quantitative results. In Table 4, the performance of our
method is generally better than the considered baseline methods in
terms of the lowest FID score and comparable IS value. It implies
that our method is able to generate images with high quality and
large diversity. Although Progressive GAN achieves a good IS
with d=10 on LSUN-bedroom, LCCGAN++ achieves the lower
FID score and outperforms Progressive GAN.
6.5 Comparisons on ImageNet
In this experiment, we further evaluate the performance of the pro-
posed LCCGAN++ on the ImageNet dataset. Specifically, since
we focus on unconditional GAN models in this paper, training
1000 models on the ImageNet dataset (1000 categories in total)
is infeasible and impractical. Following the previous studies [19],
[48], we conduct experiments on two categories of the ImageNet
dataset, i.e., Promontory and Volcano.
From Table 8, with a low-dimensional input d=30, our
proposed LCCGAN++ is able to produce promising images for
both Promontory and Volcano. More importantly, the proposed
LCCGAN++ with d=30 has better quality than the considered
baseline methods with a high dimension of d=100 on these two
categories. Therefore, these results demonstrate the effectiveness
of our proposed method with a low dimension of the input.
Moreover, our method has good generalization performance even
when the input dimension is low.
6.6 Effectiveness of the LCCGAN Framework
In this experiment, we verify the effectiveness of the LCCGAN
framework by introducing LCC into different GANs, including
DCGAN, WGAN-GP, StackGAN-v1, StackGAN-v2 and Progres-
sive GAN. Since we build our LCCGAN based on the DCGAN
model (with 3.6M parameters), it seems unfair to directly compare
the LCC based DCGAN with larger GAN models, like StackGAN-
v2 (with 16.5M parameters) and Progressive GAN (with 60.7M
parameters). From Table 7, the resultant models with LCC consis-
tently outperform the baseline models given different dimensions
of the input, which demonstrates the effectiveness of our method.
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TABLE 3
Visual comparisons of different GANs with different input dimensions on the LSUN-bedroom and LSUN-classroom datasets.
TABLE 4
Comparisons with different GANs with different dimensions of the latent distribution in terms of IS and FID on LSUN.
Methods
LSUN-bedroom LSUN-classroom
d = 5 d = 10 d = 30 d = 100 d = 5 d = 10 d = 30 d = 100
IS FID IS FID IS FID IS FID IS FID IS FID IS FID IS FID
DCGAN [17] 1.969 253.7 2.531 193.9 2.409 204.6 2.165 239.7 2.230 272.2 2.204 258.8 2.401 233.1 2.347 271.9
VAE [26] 2.785 198.7 2.967 183.3 3.218 166.3 3.265 178.9 2.195 232.7 2.491 164.0 2.646 182.4 2.740 175.4
WGAN-GP [24] 2.875 172.4 2.834 176.3 2.950 154.2 2.965 172.6 2.595 195.7 2.733 197.6 2.799 169.7 2.701 173.3
AGE [38] 2.031 312.1 2.345 193.8 2.186 219.3 2.602 171.6 2.002 311.0 2.142 267.3 2.278 262.7 1.956 321.5
StackGAN [39] 2.722 237.3 2.637 197.3 2.675 164.5 2.612 238.0 2.292 209.7 1.961 239.0 2.340 256.2 1.855 257.0
Progressive GAN [18] 3.405 161.4 3.763 156.7 3.951 149.3 3.837 154.3 2.673 189.2 3.073 174.9 3.367 170.9 3.176 177.8
LCCGAN [2] 3.254 104.1 3.213 110.3 3.084 139.1 3.350 115.0 2.786 105.3 3.094 103.0 2.974 103.4 2.532 132.2
LCCGAN++ 3.406 98.0 3.683 109.8 3.546 88.1 4.109 110.7 2.866 95.2 3.005 96.6 3.201 102.9 3.273 98.9
TABLE 5
Comparisons of GANs with different dimensions on CelebA.
7 ADDITIONAL EXPERIMENTS
7.1 Demonstration of LCC Sampling
In this experiment, we investigate the effectiveness of the LCC
sampling. Specifically, we first randomly select one latent point in
the coordinate system and find the nearest d bases. Then, we gen-
erate 10 latent points using random weights based on the selected
d bases to produce images. From Table 9, the proposed method is
able to produce images with different orientations or styles. With
the help of LCC sampling, our model generalizes well to unseen
data rather than simply memorizing the training samples. These
results demonstrate the effectiveness of the proposed sampling
method in exploiting the local information of data.
TABLE 6
Comparisons of GANs in terms of IS and FID on CelebA.
Methods
d = 30 d = 100
IS FID IS FID
DCGAN [17] 2.299 ± 0.014 67.2 2.214 ± 0.022 78.5
VAE [26] 2.395 ± 0.017 52.0 2.308 ± 0.019 54.4
WGAN-GP [24] 2.344 ± 0.025 92.0 2.388 ± 0.023 88.9
AGE [38] 2.517 ± 0.025 82.2 2.612 ± 0.026 63.0
StackGAN [39] 2.036 ± 0.016 131.0 2.419 ± 0.014 133.8
Progressive GAN [18] 2.527 ± 0.020 52.8 2.530 ± 0.017 55.2
LCCGAN [2] 2.420 ± 0.027 54.4 2.526 ± 0.025 31.9
LCCGAN++ 2.582 ± 0.018 29.2 2.625 ± 0.017 25.9
7.2 Latent Manifold Interpolations
To further verify the generalization performance of our method,
we conduct latent manifold interpolations on the Oxford-102
dataset. Specifically, we first apply our LCC sampling method
to generate two images in the same local coordinate system,
and we have two corresponding LCC codings. Then, we linearly
interpolate a set of codings between these two LCC codings of
two given images. From Table 10, our proposed method is able to
interpolate realistic and smooth generated images. These results
imply that our method is able to explore the smooth properties of
the generator in the local coordinate system.
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TABLE 7
Effect of the LCC training method on improving the performance of different GANs on Oxford-102.
Method DCGAN WGAN-GP StackGAN-v1 StackGAN-v2 Progressive GANIS FID IS FID IS FID IS FID IS FID
Baseline 2.683 ± 0.022 182.2 3.458 ± 0.028 160.4 2.741 ± 0.022 178.8 3.087 ± 0.027 27.0 3.532 ± 0.028 114.5
with LCC (q=2) 3.003 ± 0.030 61.9 3.496 ± 0.032 155.5 2.895 ± 0.017 177.6 3.088 ± 0.031 23.7 3.571 ± 0.024 111.2
with LCC (q=3) 3.370 ± 0.031 57.7 3.546 ± 0.032 145.9 3.005 ± 0.014 168.2 3.216 ± 0.030 22.2 3.710 ± 0.036 109.6
TABLE 8
Visual comparisons of different GANs on ImageNet, including
Promontory and Volcano. Here, we use LCCGAN++ as our method.
ImageNet-Volcano ImageNet-PromontoryMethods
DCGAN
(𝑑 =100)
StackGAN-v1
(𝑑 =100)
Progressive GAN
(𝑑 =100)
Ours
(𝑑 =30)
LCCGAN-v2
=30)
TABLE 9
Generated images from LCC sampling on MNIST, Oxford-102 and
CelebA. The second column shows the images generated from the
synthesized latent points. In the last column, we use the Pearson
distance to find the closest image in the training data.
7.3 Comparisons of High-resolution Image Generation
We compare the performance of different GAN models equipped
with and without LCC sampling when producing high-resolution
images. In this experiment, we apply the LCC learning method
to several GAN models, such as DCGAN, StackGAN-v2, and
Progressive GAN. From Table 11, with a low input dimension
d=30, the models with the LCC are able to generate more
photo-realistic high-resolution images than the baseline models
with d=100 under the resolutions of 128×128 and 256×256.
It implies that our proposed method is able to generate high-
resolution images even when the input dimension is low.
7.4 Comparisons between Local and Entire Bases
In this experiment, we compare the LCCGAN model with local
bases and the model with entire bases. From Table 12, LCCGAN
with local bases has the largest IS and the lowest FID, and thus
generates the most realistic images (as shown in the last column).
It means that LCCGAN using local bases is able to exploit
local information to improve the quality of generated images. In
contrast, using the entire bases would sample meaningless points
TABLE 10
Interpolations between two generated images on Oxford-102. The first
and the last column show the generated images, and the middle
column is the interpolated images between two corresponding images.
to generate images with poor quality. These results demonstrate
the effectiveness of our method using the local bases.
7.5 Comparisons in terms of Intra-FID
In this experiment, we train a single GAN model over different
classes and evaluate the method using the intra-FID [47]. Such
a metric first computes an FID score separately for each condi-
tion/class and then reports the average score over all conditions.
However, this paper focuses on unconditional GANs and they
have no conditions/labels associated with the generated images.
As a result, we cannot directly compute the intra-FID. To address
this, we first train a classification model to classify the generated
images into different classes, and then obtain the intra-FID score
by computing an FID score for each class.
We train the GAN models on two LSUN classes (i.e., LSUN-
classroom and LSUN-bedroom) and the classification model be-
comes a binary model (with the average accuracy of 95.1%). We
report both FID score for each class and the intra-FID scores of
different methods in Table 13. From these results, our LCCGAN
yields the smallest intra-FID among all the considered methods.
It means that LCCGAN and LCCGAN++ are able to generate
diverse samples by capturing the local information of data for each
class. Moreover, LCCGAN++ achieves better performance than
LCCGAN with the same input dimension because LCCGAN++
has better approximation of generative models.
7.6 Ablation Studies
7.6.1 Effect of Hyper-parameters Lν and Lh
In this experiment, we investigate the impact of the hyper-
parameters Lν and Lh on the performance of the proposed
method. To this end, we compare the performance with different
hyper-parameters on Oxford-102 with d=30. From Table 14, the
performance deteriorates with the increase of Lν . In terms of
Lh, we obtain the best performance with Lh=1. Thus, we set
Lν=0.0001 and Lh=1 in practice.
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TABLE 11
Comparisons of different GAN models equipped with and without the LCC sampling method. Here, we train our method using LCC (q=3).
TABLE 12
Effect of dB and M on the performance of LCCGAN++ on Oxford-102.
Inception score FID
with local bases
Visual results
with entire bases
Methods
Experiment 8
3.140      0.038
∓
3.314 ± 0.043
3.370 ± 0.031
63.2
57.7
TABLE 13
Comparisons with different GANs in terms of intra-FID on LSUN. We
set d=30 for all the experiments.
Methods LSUN-classroom (FID) LSUN-bedroom (FID) Intra-FID
DCGAN 182.38 212.82 197.60
StackGAN-v2 162.05 134.22 148.14
Progressive GAN 178.17 165.01 171.59
LCCGAN 107.19 94.89 101.04
LCCGAN++ 97.87 90.58 94.23
7.6.2 Effect of End-to-end Training
In this experiment, we compare the end-to-end training method
with our multiple-stage training method. In the end-to-end training
scheme, we optimize a joint objective function by combining the
loss of autoencoder, the objective of LCC, and the objective of
a GAN model. From Table 15, the model with the multiple-
stage strategy significantly outperforms the model with end-to-end
manner. In contrast, the end-to-end training method may obtain
inaccurate bases since it has to compensate for the objectives of
autoencoder and GAN. With such inaccurate bases, the perfor-
mance of LCCGAN would deteriorate.
7.6.3 Effect of the Ratio of #class to d
In this experiment, we investigate the ratio of the number of
classes (#class) to the number of local bases d. Specifically, we
fix d to study the impact of the number of classes by varying
#class on Oxford-102 (containing 102 classes). Note that with the
increase of #class, the number of training samples will increase
accordingly. However, it would affect the performance of GANs.
To remove the influence of the number of training samples, we
sample images from different classes and keep the total number of
training samples fixed.
We set N to be the smallest number of training samples in
the case of #class=30, i.e., N=1739. From Table 16, when we
increase the number of classes from 30 to 102, the data become
TABLE 14
Discussion on Lh and Lν on Oxford-102 with d=30.
Settings of Lν 0.0001 0.001 0.01 0.1 1 10
IS 3.370 2.817 2.247 2.949 2.296 2.035
FID 57.7 205.9 255.1 280.8 262.9 269.8
Settings of Lh 0.0001 0.001 0.01 0.1 1 10
IS 1.890 2.228 1.984 3.159 3.370 3.239
FID 247.9 286.8 240 77.1 57.7 58.0
TABLE 15
Effect of end-to-end training for LCCGAN++ on Oxford-102.
Inception score FID
multiple-stage
Visual results
3.140      0.03
65.5 57.7end-to-end
Methods
Experiment 6
3.14
3.140 ± 0.038
65.5
57.73.370 ± 0.031
TABLE 16
Effect of #class on LCCGAN++ in terms of IS and FID.
Input dimension
#class=30 #class=50 #class=70 #class=102
IS FID IS FID IS FID IS FID
d = 3 3.087 104.8 2.902 119.9 2.742 125.8 2.697 130.1
d = 5 3.116 111.3 2.881 125.3 2.655 140.1 2.500 167.6
more complicated and thus need more local bases to represent the
manifold of data. As a result, given a fixed number of local bases
d, the images generated by the LCCGAN++ models tend to yield
worse performance with the increase of #class.
7.6.4 Effect of dB andM
In this experiment, we conduct ablation studies to investigate
the effect of the dimension of latent space (dB) and the num-
ber of bases (M ). From Table 17, when setting dB=100 and
M=128, both LCCGAN and LCCGAN++ yield significantly
better performance than the settings with a low dimension dB=50
or a small number M=64. If we further increase dB and M ,
it would introduce additional computational cost but does not
yield significant performance improvement. Furthermore, we also
provide visual comparisons of the images produced by the models
trained with different dB and M in Table 18. In practice, we set
the dimension of latent space and the number of bases as dB=100
and M=128, respectively.
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TABLE 17
Ablation study on dB and M in terms of IS and FID on Oxford-102. We set d=30 for all the experiments.
Methods
Setting M = 128 Setting dB = 100
dB = 50 dB = 100 dB = 200 dB = 400 M = 64 M = 128 M = 256 M = 512
IS FID IS FID IS FID IS FID IS FID IS FID IS FID IS FID
LCCGAN 2.895 131.5 3.003 61.9 3.104 66.4 3.246 61.6 2.937 99.3 3.003 61.9 3.148 94.0 3.152 93.6
LCCGAN++ 2.673 124.8 3.370 57.7 3.362 62.8 3.276 62.0 3.131 66.3 3.370 57.7 3.068 76.8 3.211 63.3
TABLE 18
Visual comparisons of the images produced by the models trained with different dB and M on Oxford-102.
8 CONCLUSION
We have proposed a novel generative model by using local
coordinate coding (LCC) to improve the performance of GAN
models. Unlike existing methods, we develop an LCC-based
sampling method to exploit the local information on the latent
manifold of real data. Moreover, we also propose an advanced
LCCGAN++ by introducing a higher-order term in the generator
approximation. In this way, we are able to conduct analysis on
the generalization performance of GANs and theoretically prove
that a low-dimensional input is able to achieve good performance.
Qualitative and quantitative experiments on several benchmark
datasets demonstrate the effectiveness of the proposed method
over several baseline methods.
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Supplementary Materials
Improving Generative Adversarial Networks with Local Coordinate Coding
Jiezhang Cao∗, Yong Guo∗, Qingyao Wu, Chunhua Shen, Junzhou Huang, Mingkui Tan†
In the supplementary materials, we provide detailed proofs for all lemmas, theorems and corollary. Besides, we give more experiment
settings and results. We organize our supplementary materials as follows. In Sections A and B, we give the proofs of the generator
approximation and its improved version, respectively. In Sections C, D and E, we provide the generalization analysis for our method.
In Section F, we provide more experimental details. In Section G, we provide more results of our proposed method.
A PROOFS OF LEMMA 3
Based on [2], [23], we first use the definition of Lipschitz smoothness as follows.
Definition 6 [23] A function fθ(x) in Rd is (Lx, Lf )-Lipschitz smooth if ‖f(x′)− f(x)‖2 ≤ Lx‖x− x′‖2 and ‖f(x′)− f(x)−
∇f(x)T(x′ − x)‖2 ≤ Lf‖x− x′‖22, where Lx, Lf > 0.
Using this definition, we then provide the following proposition to complete the proofs of the generator approximation.
Proposition 1 Let (γ, C) be an arbitrary coordinate coding on RdB . Given an (Lh, LG)-Lipschitz smooth generator Gu(h) and an
Lx-Lipschitz discriminator Dv , for all h ∈ RdB :∣∣∣∣∣Dv(Gu(h))−Dv
(∑
v
γv(h)Gu(v)
)∣∣∣∣∣ ≤ LxLh‖h− r(h)‖+ LxLG∑
v∈C
|γv(h)|‖v − r(h)‖2. (14)
Proof Given an (Lh, LG)-Lipschitz smooth generator Gu(h), an Lx-Lipschitz discriminator Dv , and let γv = γv(h) and h′ =
r(h) =
∑
v∈C γvv. We have∣∣∣∣∣D˜v(Gu(h))− D˜v
(∑
v
γv(h)Gu(v)
)∣∣∣∣∣
=
∣∣∣∣∣Dv(Gu(h))−Dv
(∑
v
γv(h)Gu(v)
)∣∣∣∣∣
=
∣∣∣∣∣Dv(Gu(h))−Dv(Gu(h′))−
(
Dv
(∑
v
γv(h)Gu(v)
)
−Dv(Gu(h′))
)∣∣∣∣∣
≤ |Dv (Gu(h))−Dv (Gu(h′))|+
∣∣∣∣∣Dv
(∑
v
γv(h)Gu(v)
)
−Dv (Gu(h′))
∣∣∣∣∣
≤Lx ‖Gu(h)−Gu(h′)‖+ Lx
∥∥∥∥∥∑
v
γv(h)Gu(v)−Gu(h′)
∥∥∥∥∥
≤Lx ‖Gu(h)−Gu(h′)‖+ Lx
∥∥∥∥∥∑
v
γv(h)
(
Gu(v)−Gu(h′)−∆Gu(h′)T (v − h′)
)∥∥∥∥∥
≤Lx ‖Gu(h)−Gu(h′)‖+ Lx
∑
v∈C
|γv|
∥∥∥Gu(v)−Gu(h′)−∆Gu(h′)T(v − h′)∥∥∥
≤LxLh‖h− h′‖+ LxLG
∑
v∈C
|γv|‖v − h′‖2
=LxLh‖h− r(h)‖+ LxLG
∑
v∈C
|γv|‖v − r(h)‖2,
(15)
where D˜v(·) = 1−Dv(·). In the above derivation, the first inequality holds by the triangle inequality. The second inequality uses an
assumption that Dv is Lipschitz smooth w.r.t. the input. The third inequality uses the facts that
∑
v∈C γv(x) = 1 and h
′ =
∑
v∈C γvv.
The last inequality uses the (Lh, LG)-Lipschitz smooth generator Gu, that is∥∥∥Gu(v)−Gu(h′)−∆Gu(h′)T(v − h′)∥∥∥ ≤ LG‖v − h′‖2. (16)

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Lemma 3 (Generator approximation) Let r(h) =
∑
v∈C γv(h)v, and (γ, C) be an arbitrary coordinate coding on RdB . Given a
Lipschitz smooth generator Gu(h), for all h ∈ RdB :∥∥∥∥∥Gu
(∑
v∈C
γv(h)v
)
−
∑
v∈C
γv(h)Gu(v)
∥∥∥∥∥ ≤ 2Lh‖h− r(h)‖+ LG∑
v∈C
|γv(h)|‖v − r(h)‖2. (17)
Proof From Lemma 1, when the discriminator is identity function: Dv(t) = t, that is∣∣∣∣∣Dv(Gu(h))−Dv
(∑
v
γv(h)Gu(v)
)∣∣∣∣∣ =
∥∥∥∥∥Gu(h)−∑
v
γv(h)Gu(v)
∥∥∥∥∥
≤ Lh‖h− r(h)‖+ LG
∑
v∈C
|γv|‖v − r(h)‖2,
(18)
then, we have∥∥∥∥∥Gu
(∑
v∈C
γv(h)v
)
−
∑
v∈C
γv(h)Gu(v)
∥∥∥∥∥ =
∥∥∥∥∥Gu
(∑
v∈C
γv(h)v
)
−Gu (h) +Gu (h)−
∑
v∈C
γv(h)Gu(v)
∥∥∥∥∥
≤
∥∥∥∥∥Gu
(∑
v∈C
γv(h)v
)
−Gu (h)
∥∥∥∥∥+
∥∥∥∥∥Gu (h)−∑
v∈C
γv(h)Gu(v)
∥∥∥∥∥
≤ 2Lh‖h− r(h)‖+ LG
∑
v∈C
|γv(h)|‖v − r(h)‖2,
(19)
where r(h) =
∑
v∈C γv(h)v. 
B PROOFS OF LEMMA 4
Lemma 4 (Improved generator approximation) Let r(h) =
∑
v∈C γv(h)v, and (γ, C) be an arbitrary coordinate coding on RdB .
Given a (Lh, Lν)-Lipschitz smooth generator Gu(h), for all h ∈ RdB :∥∥∥∥∥Gu (r(h))−∑
v∈C
γv(h)
(
Gu(v)+
1
2
∇Gu(v)T(h−v)
)∥∥∥∥∥ ≤ 2Lh‖h−r(h)‖+Lν ∑
v∈C
|γv(h)|·‖v−r(h)‖3, (20)
where r(h)=
∑
v∈C
γv(h)v.
Proof Let h′ = r(h), we have∥∥∥∥∥Gu (r(h))−Gu(h) +Gu(h)−∑
v∈C
γv(h)
(
Gu(v) +
1
2
∇Gu(v)T(h− v)
)∥∥∥∥∥
≤‖Gu (r(h))−Gu(h)‖+
∥∥∥∥∥Gu(h)−∑
v∈C
γv(h)
(
Gu(v) +
1
2
∇Gu(v)T(h− v)
)∥∥∥∥∥
=Lh ‖h− h′‖+
∥∥∥∥∥∑
v∈C
γv(h)
(
Gu(v)−Gu(h)− 1
2
∇Gu(v)T(v − h′) + 1
2
∇Gu(v)T(h− v)
)∥∥∥∥∥
≤Lh ‖h− h′‖+ 1
2
‖∇Gu(h)T(h− h′)‖+
∥∥∥∥∥∑
v∈C
γv(h)
(
Gu(v)−Gu(h)− 1
2
(∇Gu(h) +∇Gu(v))T (v − h)
)∥∥∥∥∥
≤2Lh ‖h− h′‖+
∥∥∥∥∥∑
v∈C
γv(h)
(
Gu(v)−Gu(h)− 1
2
(∇Gu(h) +∇Gu(v))T (v − h)
)∥∥∥∥∥
≤2Lh ‖h− h′‖+ Lν
∑
v∈C
γv(h)‖h− v‖3.
(21)

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C PROOF OF THEOREM 1
First, we introduce the following definition to measure the locality of a coding in LCCGAN++.
Definition 7 (Localization measure) Given Lh, LG, and coding (γ, C), we define the localization measure QLh,LG(γ, C) as
QLh,Lν (γ, C) = 2Lh‖h−r(h)‖+Lν
∑
v∈C
|γv(h)|·‖v−r(h)‖3. (22)
When the latent points lie on a latent manifold and the generator is Lipschitz smooth, we slightly extend Lemma 6 based on [23].
Then, QLh,Lν (γ, C) has a bound as follows.
Lemma 5 If the latent points lie on a compact smooth manifoldM, given an (Lh, Lν)-Lipschitz smooth generator Gu(h) and any
 > 0, then there exist anchor points C ⊂ M and coding γ such that
QLh,Lν (γ, C) ≤
[
2LhcM +
(
1 +
√
dM + 8
√
dM
)
Lν
]
3, (23)
where dM is the dimension of the latent manifold.
Proof Using the conclusion of [23], we directly have this lemma. 
In Lemma 5, the complexity of the local coordinate coding depends on the intrinsic dimension of the latent manifold instead of the
dimension of the basis.
Theorem 1 Suppose that φ(·) is Lipschitz smooth, and bounded in [−∆,∆]. Given an sample set H in the latent space and an
empirical distribution D̂real with N samples drawn from Dreal, the following inequation holds with probability at least 1− δ,∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)]− infG EH [dF,φ (DGu ,Dreal)]
∣∣∣∣ ≤ 2RX (F) + 2∆
√
2
N
log
(
1
δ
)
+ 2(dM), (24)
where RX (F) is the Rademacher complexity of F and (dM) = LφQLh,Lν (γ, C) + 2∆.
Proof Based on Theorem 3 and Lemma 5, we directly finish the proof. 
Corollary 1 Let X be the unit ball of Rd under the `2-norm, i.e., X={x∈Rd: ‖x‖≤1}. Assume that the discriminator set F is the
set of neural networks with a rectified linear unit (ReLU),
F=
{
max{wT[x; 1], 0} : w∈Rd+1, ‖w‖=1
}
,
then with probability at least 1− δ,∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)]− infG EH [dF,φ (DGu ,Dreal)]
∣∣∣∣ ≤ 2∆
√
2
N
log
(
1
δ
)
+
4
√
2√
N
+ 2(dM). (25)
Proof Part of the proof is from [36], [49]. Based on the definition of Rademacher complexity, we first estimate RX (F) as follows,
RX (F) =Eσ
[
sup
‖w‖=1
∣∣∣∣∣ 2N ∑
i
σi max(w
T[xi; 1], 0)
∣∣∣∣∣
]
≤Eσ
[
sup
‖w‖=1
∣∣∣∣∣ 2N ∑
i
σiw
T[xi; 1]
∣∣∣∣∣
]
=
2
N
Eσ
[∥∥∥∥∥∑
i
σi[xi, 1]
∥∥∥∥∥
]
≤2
√
2
N
.
(26)
The second line uses the 1-Lipschitz property of max(x, 0) and the third line follows by Talagrand’s contraction lemma [50]. The last
line holds by the Rademacher complexity of linear functions [51]. Then, we use this inequality and Theorem 1 to to prove the result. 
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D PROOF OF THEOREM 2
First, we introduce the following definition to measure the locality of a coding in LCCGAN [2].
Definition 8 (Localization measure) Given Lh, LG, and coding (γ, C), we define the localization measure QLh,LG(γ, C) as
QLh,LG(γ, C) = 2Lh‖h−r(h)‖+LG
∑
v∈C
|γv(h)|·‖v−r(h)‖2. (27)
When the latent points lie on a latent manifold and the generator is Lipschitz smooth, QLh,LG(γ, C) has a bound as follows.
Lemma 6 (Manifold coding [23]) If the latent points lie on a compact smooth manifold M, given an (Lh, LG)-Lipschitz smooth
generator Gu(h) and any  > 0, then there exist anchor points C ⊂ M and coding γ such that
QLh,LG(γ, C) ≤
[
2LhcM +
(
1 +
√
dM + 4
√
dM
)
LG
]
2. (28)
This lemma shows that the complexity of LCC coding depends on the intrinsic dimension of the manifold instead of the basis.
Based on Lemma 6, we have the following generalization bound on Dˆreal to develop the generalization analysis of LCCGAN.
Theorem 2 Suppose measuring function φ(·) is Lipschitz smooth: |φ′(·)| ≤ Lφ, and bounded in [−∆,∆]. Consider coordinate coding
(γ, C), an example set H in latent space and the empirical distribution D̂real, if the generator is Lipschitz smooth, then the expected
generalization error satisfies the inequality:
EH
[
dF,φ
(
D̂Gŵ(γ(h)), D̂real
)]
≤ inf
G
EH
[
dF,φ
(
DGu(h), D̂real
)]
+ (dM), (29)
where (dM) = LφQLh,LG(γ, C) + 2∆, and generative quality QLh,LG(γ, C) has an upper bound w.r.t. dM in Lemma 6.
Proof Let H(k) =
{
h
(k)
1 ,h
(k)
2 , . . . ,h
(k)
r
}
be a set of r latent samples which lie on the latent distribution. Consider n + 1
independent experiments over the latent distribution, we haveHr,n+1 =
{
H(1),H(2), . . . ,H(n+1)
}
. Recall the optimization problem,
we consider an empirical version of the expected loss:
[w˜] = arg min
[w]
[
1
n
n+1∑
i=1
dF,φ
(
DG
w,H(i) (γ(h)), D̂real
)]
. (30)
Let k be an integer randomly drawn from {1, 2, . . . , n+ 1}. Let
[
ŵ(k)
]
be the solution of
[
ŵ(k)
]
= arg min
[w]
 1
n
n+1∑
i 6=k
dF,φ
(
DG
w,H(i) (γ(h)), D̂real
) , (31)
with the k-th example left-out.
Recall the definition of the neural net distance, we have
dF,φ(µ, ν) = sup
F
∣∣∣∣ Ex∼µ [φ(Dv(x))] + Ex∼ν [φ(D˜v(x))]
∣∣∣∣ ,
where F = {Dv, v ∈ V}. Given the k-th sample experiment, the same real distribution D̂real over the training samples x1,x2, . . . ,xm,
and two different distributions generated by Gŵ(k),H(k) (γ(h)) and Gw˜,H(k) (γ(h)), respectively, the difference value of the neural
net distance between these two generated distributions is:
dF,φ
(
D̂G
ŵ(k),H(k) (γ(h)), D̂real
)
− dF,φ
(
D̂G
w˜,H(k) (γ(h)), D̂real
)
= sup
∣∣∣Ex∈D̂real [φ(Dv(x))] + Eh∈H(k) [φ(D˜v (Gŵ(k),H(k) (γ(h))))]∣∣∣
− sup
∣∣∣Ex∈D̂real [φ(Dv(x))] + Eh∈H(k) [φ(D˜v (Gw˜,H(k) (γ(h))))]∣∣∣
≤ sup
∣∣∣Eh∈H(k) [φ(D˜v (Gŵ(k),H(k) (γ(h))))]− Eh∈H(k) [φ(D˜v (Gw˜,H(k) (γ(h))))]∣∣∣
= sup
∣∣∣∣∣∣ 1∣∣H(k)∣∣
∑
h∈H(k)
[
φ
(
D˜v
(
Gŵ(k),H(k) (γ(h))
))− φ(D˜v (Gw˜,H(k) (γ(h))))]
∣∣∣∣∣∣
≤2∆,
(32)
where D˜v(·) = 1−Dv(·). In the above derivation, the first equality uses the definition of the neural net distance. The last inequality
holds by the assumption that φ(·) is Lφ-Lipschitz and bounded in [−∆,∆].
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By summing over k, and consider any fixed Gu ∈ G, we obtain:
n+1∑
k=1
dF,φ
(
D̂G
ŵ(k),H(k) (γ(h)), D̂real
)
≤
n+1∑
k=1
dF,φ
(
D̂G
w˜,H(k) (γ(h)), D̂real
)
+ 2(n+ 1)∆
≤
n+1∑
h∈H(k),k=1
dF,φ
(
D̂∑
v∈C γv(h)Gu(v), D̂real
)
+ 2(n+ 1)∆
≤
n+1∑
h∈H(k),k=1
dF,φ
(
D̂Gu(h), D̂real
)
+
n+1∑
k=1
LφQLh,LG(γ, C) + 2(n+ 1)∆,
where QLh,LG(γ, C) = Eh
[
Lh‖h− r(h)‖+ LG
∑
v∈C |γv|‖v − r(h)‖2
]
. In the above derivation, the second inequality holds
since w˜ is the minimizer of Problem (30). The third inequality follows from the concavity of φ(·) and Lemma 3:
dF,φ
(
D∑
v∈C,h∈H(k) γv(h)Gu(v)
, D̂real
)
= sup
∣∣∣Ex∈D̂real [φ(Dv(x))] + Eh∈H(k) [φ(D˜v (∑v∈C γv (h)Gu(v)))]∣∣∣
≤ sup
∣∣∣Ex∈D̂real [φ(Dv(x))] + Eh∈H(k) [φ(D˜v (Gu(h)) + Q̂Lh,LG(γ, C))]∣∣∣
≤ sup
∣∣∣Ex∈D̂real [φ(Dv(x))] + Eh∈H(k) [φ(D˜v (Gu(h)))]∣∣∣+ LφQLh,LG(γ, C)
=dF,φ
(
DGu(h), D̂real
)
+ LφQLh,LG(γ, C),
where Q̂Lh,LG(γ, C) = Lh‖h − r(h)‖ + LG
∑
v∈C |γv|‖v − r(h)‖2 and Eh
[
Q̂Lh,LG(γ, C)
]
= QLh,LG(γ, C). In the above
derivation, the firth equality holds by the definition of the neural net distance. The first inequality because of Lemma 3 and the fact that
φ(·) is a concave measuring function. Here, we suppose φ(·) is a monotonically increasing function. The second inequality holds by
the following derivation: ∣∣∣φ(D˜v (Gu(h)) + Q̂Lh,LG(γ, C))− φ(D˜v (Gu(h)))∣∣∣
≤
∣∣∣φ′ (D˜v (Gu(h))) [(D˜v (Gu(h)) + Q̂Lh,LG(γ, C))− D˜v (Gu(h))]∣∣∣
=
∣∣∣φ′ (D˜v (Gu(h)))∣∣∣ Q̂Lh,LG(γ, C)
≤LφQ̂Lh,LG(γ, C),
In the above derivation, the first inequality uses the concavity of measuring function φ(·). The last inequality follows from that
|φ′| ≤ Lφ. Now by taking expectation w.r.t. Hr,n+1, we obtain
EH⊆Hr,n+1
[
dF,φ
(
D̂Gŵ,H(γ(h)), D̂real
)]
≤EH⊆Hr,n+1
[
dF,φ
(
D̂Gu,h∈H(h), D̂real
)]
+ LφQLh,LG(γ, C) + 2∆.
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E PROOF OF THEOREM 3
Theorem 3 Under the condition of Theorem 2, and given an empirical distribution D̂real drawn from Dreal, then the following holds
with probability at least 1− δ,∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)]− infG EH [dF,φ (DGu ,Dreal)]
∣∣∣∣ ≤ 2RX (F) + 2∆
√
2
N
log(
1
δ
) + 2(dM), (33)
where RX (F) = E
σ,X
[
sup
F
1
N
N∑
i=1
σiφ (Dv(xi))
]
and σi ∈ {−1, 1}, i = 1, 2, . . . ,m are independent uniform random variables.
Proof For the real distribution Dreal, we are interested in the generalization error in term of the following neural net distance:∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)]− infG EH [dF,φ (DGu ,Dreal)]
∣∣∣∣
≤
∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)]− EH [infG dF,φ (DGu ,Dreal)
]∣∣∣∣
=
∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)− dF,φ (D̂Gŵ , D̂real)+ dF,φ (D̂Gŵ , D̂real)− infG dF,φ (DGu ,Dreal)
]∣∣∣∣
≤
∣∣∣∣EH [dF,φ (D̂Gŵ ,Dreal)− dF,φ (D̂Gŵ , D̂real)+ infG dF,φ (DGu , D̂real)− infG dF,φ (DGu ,Dreal) + (dM)
]∣∣∣∣
≤2EH
[
sup
G
∣∣∣dF,φ (DGu ,Dreal)− dF,φ (DGu , D̂real)∣∣∣+ (dM)]
=2EH
[
sup
G
∣∣∣∣∣ supDv∈F
∣∣∣∣ E
x∈Dreal
[φ (Dv(x))] + E
x∈DGu
[
φ
(
D˜v(x)
)]∣∣∣∣− sup
Dv∈F
∣∣∣∣∣ Ex∈D̂real [φ (Dv(x))] + Ex∈DGu
[
φ
(
D˜v(x)
)]∣∣∣∣∣
∣∣∣∣∣+ (dM)
]
≤2 sup
Dv∈F
∣∣∣∣∣ Ex∈Dreal [φ (Dv(x))]− Ex∈D̂real [φ (Dv(x))]
∣∣∣∣∣+ 2(dM). (34)
In the above derivation, the first inequality holds by by Jensen’s inequality and the concavity of the infimum function. The second
inequality holds by Theorem 3. The third inequality satisfies when we take supremum w.r.t. Gu ∈ G. The last inequality uses the
definition of the neural net distance and holds by triangle inequality. This reduces the problem to bounding the distance
d′F
(
Dreal, D̂real
)
:= sup
Dv∈F
∣∣∣Ex∈Dreal [φ (Dv(x))]− Ex∈D̂real [φ (Dv(x))]∣∣∣ , (35)
between the true distribution and its empirical distribution. This can be achieved by the uniform concentration bounds developed in
statistical learning theory, and thus the distance d′F
(
Dreal, D̂real
)
can be achieved by the Rademacher complexity. Let x1,x2, . . . ,xN ∈
X be a set of N independent random samples in data space. We introduce a function
h (x1,x2, . . . ,xN ) = sup
Dv∈F
∣∣∣Ex∈Dreal [φ (Dv(x))]− Ex∈D̂real [φ (Dv(x))]∣∣∣ . (36)
Since measuring function φ is Lipschitz and bounded in [−∆,∆], changing xi to another independent sample x′i can change the
function h by no more than 4∆N , that is,
h (x1, . . . ,xi . . . ,xN )− h (x1, . . . ,x′i, . . . ,xN ) ≤
4∆
N
, (37)
for all i ∈ [1, N ] and any points x1, . . . ,xN ,x′i ∈ X . McDiarmid’s inequality implies that with probability at least 1−δ, the following
inequality holds:
sup
Dv∈F
∣∣∣Ex∈Dreal [φ (Dv(x))]− Ex∈D̂real [φ (Dv(x))]∣∣∣
≤E
[
sup
Dv∈F
∣∣∣Ex∈Dreal [φ (Dv(x))]− Ex∈D̂real [φ (Dv(x))]∣∣∣
]
+ 2∆
√
2 log
(
1
δ
)
N
. (38)
From the bound on Rademacher complexity, we have
E
[
sup
Dv∈F
∣∣∣Ex∈Dreal [φ (Dv(x))]− Ex∈D̂real [φ (Dv(x))]∣∣∣
]
≤ 2Eσ,X
[
sup
Dv∈F
1
N
N∑
i=1
σiφ (Dv(xi))
]
= 2RX (F). (39)
Combining the inequalities (34), (38) and (39), we have
EH
[
dF,φ
(
D̂Gŵ ,Dreal
)]
− inf
Gu
EH [dF,φ (DGu ,Dreal)] ≤ 2RX (F) + 2∆
√
2 log(1δ )
N
+ 2(dM).
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F EXPERIMENTAL DETAILS
Implementation Details. In the training, we follow the experimental settings in DCGAN [17]. Specifically, we use Adam [52] with
a mini-batch size of 64 and a learning rate of 0.0002 to train the generator and the discriminator. Following the strategy in [53],
we initialize the parameters of both the generator and the discriminator. We set the hyperparameters Lh=1 and Lν=0.0001. All
experiments are conducted on a single NVIDIA Titan X GPU. For all considered GAN methods, the inputs are sampled from a
d-dimensional prior distribution, and we train the generative models to produce 64× 64 images.
Then, we introduce some details about StackGAN and Progressive GAN. For StackGAN, it is originally devised with an input
text as the condition. However, since there is no text data acting as the condition in our experiments, we remove its module of text
embedding. For Progressive GAN, it is trained with a very large number of iterations and takes about 20 days for the training (reported
in the original paper). However, the other GAN methods are only trained with a limited number of iterations to converge and take
several hours for the training. In this sense, it is unfair to directly compare different GAN methods with different training settings. To
address this, we train different GAN models with the same number of iterations to conduct a fair comparison.
G MORE RESULTS
In Table 19, by introducing LCC sampling into the training, LCCGAN and LCCGAN++ with a low input dimension d=30 produce
promising face images with better quality and larger diversity than DCGAN and Progressive GAN with d=100. Moreover, given the
same input dimension, our proposed LCCGAN++ shows better performance than LCCGAN-v1 and other baseline methods.
TABLE 19
Comparison of GAN methods with different dimensions on CelebA.
