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MAYER-VIETORIS PROPERTY FOR RELATIVE SYMPLECTIC
COHOMOLOGY
UMUT VAROLGUNES
Abstract. In this paper, we construct a Hamiltonian Floer theory based in-
variant called relative symplectic cohomology, which assigns a module over
the Novikov ring to compact subsets of closed symplectic manifolds. We show
the existence of restriction maps, and prove some basic properties. Our main
contribution is to identify a natural geometric situation in which relative sym-
plectic cohomology of two subsets satisfy the Mayer-Vietoris property. This is
tailored to work under certain integrability assumptions, the weakest of which
introduces a new geometric object called a barrier - roughly, a one parameter
family of rank 2 coisotropic submanifolds. The proof uses a deformation argu-
ment in which the topological energy zero (i.e. constant) Floer solutions are
the main actors.
1. Introduction
Denote the Novikov ring and field over Q, by Λ≥0 and Λ, respectively. Let 𝑀
be a closed symplectic manifold. Relative symplectic cohomology 𝑆𝐻𝑀 (𝐾) is a
Z2-graded Λ≥0-module assigned to each compact 𝐾 ⊂𝑀 .
Relative symplectic cohomology satisfies the following properties.
∙ (coordinate independence) Let 𝜑 : 𝑀 →𝑀 be a symplectomorphism, then
there exists a canonical relabeling isomorphism 𝑆𝐻𝑀 (𝐾) → 𝑆𝐻𝑀 (𝜑(𝐾)).
∙ (global sections) 𝑆𝐻𝑀 (𝑀) = 𝐻(𝑀,Z) ⊗ Λ>0 as Z2-graded Λ≥0-modules,
where Λ>0 is the maximal ideal of Λ≥0.
∙ (empty set) 𝑆𝐻𝑀 (∅) = 0.
∙ (restriction maps) For any 𝐾 ′ ⊂ 𝐾, there are canonical graded module
maps, called restriction maps:
𝑆𝐻𝑀 (𝐾) → 𝑆𝐻𝑀 (𝐾 ′).(1.0.0.1)
Moreover, if 𝐾 ′′ ⊂ 𝐾 ′ ⊂ 𝐾, the map 𝑆𝐻𝑀 (𝐾) → 𝑆𝐻𝑀 (𝐾 ′′) is equal to
the composition 𝑆𝐻𝑀 (𝐾) → 𝑆𝐻𝑀 (𝐾 ′) → 𝑆𝐻𝑀 (𝐾 ′′).
We construct 𝑆𝐻𝑀 (𝐾) and prove the properties above in this paper. For further
properties (and their proofs), including:
∙ (Hamiltonian isotopy invariance of restriction maps) Let 𝜑𝑡 : 𝑀 → 𝑀 ,
𝑡 ∈ [0, 1], be a Hamiltonian isotopy such that 𝜑𝑡(𝐾) ⊂ 𝐾 ′ for all 𝑡. We
have a commutative diagram
𝑆𝐻𝑀 (𝐾
′) //
''
𝑆𝐻𝑀 (𝜑1(𝐾))
𝜑−11

𝑆𝐻𝑀 (𝐾).
(1.0.0.2)
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Figure 1. On the left there are two subsets that cannot satisfy
Mayer-Vietoris, and on the right are two that do. The thick circle
on the left divides the sphere into equal areas.
∙ (displaceability condition) Let 𝐾 ⊂ 𝑀 be displaceable by a Hamiltonian
diffeomorphism, then 𝑆𝐻𝑀 (𝐾)⊗Λ≥0 Λ = 0;
as well as a lengthy motivational and historical discussion we refer the reader to
author’s thesis [15]. Similar, but a priori different, invariants with similar properties
have independently appeared in the literature ([5], [16],[8], [2]) and the reader will
find a comprehensive list of references along with the appropriate comparisons in
the aforementioned thesis.
1.1. Mayer-Vietoris property. The main task of this paper is to analyze the
question: does 𝑆𝐻𝑀 (·) satisfy the Mayer-Vietoris property, i.e. for 𝐾1,𝐾2 compact
subsets of 𝑀 , is there an exact sequence
𝑆𝐻𝑀 (𝐾1 ∪𝐾2) // 𝑆𝐻𝑀 (𝐾1)⊕ 𝑆𝐻𝑀 (𝐾2)
uu
𝑆𝐻𝑀 (𝐾1 ∩𝐾2)
[1]
OO
,(1.1.0.1)
where the degree preserving maps are the restriction maps (up to sign)?
A Mayer-Vietoris sequence for their version of symplectic homology, when 𝐾1
and 𝐾2 are Liouville cobordisms inside a Liouville domain𝑀 satisying a number of
conditions (one of them being that their union and intersection is also a Liouville
cobordism) was established by Cieliebak-Oancea in Theorem 7.17 of [2]. The most
rudimentary version of our results Theorem 4.3.3 can be seen as a generalization
of theirs. As far as we know this is the first investigation of a symplectic Mayer-
Vietoris property where the boundaries of the domains under question intersect
non-trivially.
Mayer-Vietoris property does not hold in general. In Figure 1, we see examples
of pairs of subsets inside the two sphere that does and cannot satisfy Mayer-Vietoris
property.
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Remark 1.1.1. Using the displaceability and global sections properties, and the
fact that any symplectic manifold can be covered by displaceable subsets, we get a
conceptual counterexample to any possible notion of locality in the manifold.
One piece of good news is that we can measure the failure of the Mayer-Vietoris
property to hold. Slightly generalizing the situation, let 𝐾1, . . . ,𝐾𝑛 be compact
subsets of𝑀 . Using the full package of Hamiltonian Floer theory, we can construct
a chain complex 𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛): an explicit deformation of the chain complex⨁︀
𝐼⊂[𝑛] 𝑆𝐶𝑀
(︀⋂︀
𝑖∈𝐼 𝐾𝑖
)︀
, w.r.t the |𝐼|-filtration (i.e. the full differential is lower
triangular, and the diagonal entries are the differentials from before). Here 𝐼 being
the empty set means taking the union of 𝐾𝑖’s.
More specifically, in this deformation the part of the differential that increases
|𝐼|-filtration by 1 are given by restriction maps, the ones that increase by 2 are
chain homotopies between compositions of restriction maps in different directions
and so on. The data of 𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛) should be visualized in the following way.
The modules underlying the summands of
⨁︀
𝐼⊂[𝑛] 𝑆𝐶𝑀
(︀⋂︀
𝑖∈𝐼 𝐾𝑖
)︀
are placed on
the vertices of an 𝑛-dimensional cube (with an ordering of its coordinates), and the
differential is the direct sum of maps indexed by the faces (including the vertices)
of the cube, going between the initial and terminal vertices of that face. Such
diagrams will be called cubical diagrams, or 𝑛-cubes (see 2.1.1).
The homology of 𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛) only depends on 𝐾1,𝐾2, . . .𝐾𝑛, therefore the
following definition makes sense.
Definition 1. 𝐾1,𝐾2, . . .𝐾𝑛 satisfies descent, if 𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛) is acyclic.
Satisfying descent implies the existence of a convergent spectral sequence:⨁︁
0̸=𝐼⊂[𝑛]
𝑆𝐻𝑀
(︃⋂︁
𝑖∈𝐼
𝐾𝑖
)︃
⇒ 𝑆𝐻𝑀
(︃
𝑛⋃︁
𝑖=1
𝐾𝑖
)︃
,(1.1.0.2)
which produces a Mayer-Vietoris sequence for 𝑛 = 2 as in Equation 1.1.0.1 above.
Definition 2. Let 𝑍2𝑛−2 be a closed manifold. We define a barrier to be an
embedding 𝑍× [−𝜖, 𝜖] →𝑀2𝑛, for some 𝜖 > 0, where 𝑍×{𝑎} →𝑀 is a coisotropic
for all 𝑎 ∈ [−𝜖, 𝜖]. We call the image of 𝑍 × {0} the center of the barrier, and the
vector field obtained by pushing forward 𝜕𝜖 ∈ Γ(𝑍 × {0}, 𝑇 (𝑍 × (−𝜖, 𝜖)) |𝑍×{0}) to
𝑀 the direction of the barrier.
Theorem 1.1.2. (Mayer-Vietoris sequence) Let 𝐾1,𝐾2 ⊂𝑀 be compact domains.
Assume that 𝜕𝐾1 and 𝜕𝐾2 transversally intersect along a rank 2 coisotropic which,
if non-empty, is the center of a barrier whose direction points out of 𝐾1 and 𝐾2.
Then, 𝐾1 and 𝐾2 satisy descent. Therefore, we have an exact sequence:
𝑆𝐻𝑀 (𝐾1 ∪𝐾2) // 𝑆𝐻𝑀 (𝐾1)⊕ 𝑆𝐻𝑀 (𝐾2)
uu
𝑆𝐻𝑀 (𝐾1 ∩𝐾2)
[1]
OO
,(1.1.0.3)
where the degree preserving maps are the restriction maps (up to signs).
We made the assumption that 𝐾1,𝐾2 ⊂ 𝑀 are domains purely for the sake of
keeping the statement simple. For the actual statement see Theorem 4.6.1. Note
that in dimension 2, the condition is equivalent to boundaries not intersecting, as a
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point in a surface can never be coisotropic (see Figure 1). In dimension 4, it implies
that the intersection is a disjoint union of Lagrangian tori, but unfortunately being
outward pointing is an extra condition in this case, see Corollary 4.7.4.
Coming closer to our starting point of integrable systems, we make the following
definition.
Definition 3. An involutive map is a smooth map 𝜋 : 𝑀 → 𝐵 to a smooth
manifold 𝐵, such that for any 𝑓, 𝑔 ∈ 𝐶∞(𝐵), we have {𝑓 ∘ 𝜋, 𝑔 ∘ 𝜋} = 0
Remark 1.1.3. The most studied examples of involutive maps are Lagrangian
fibrations. These correspond to the case where the image of 𝜋 has half the dimension
of 𝑀 (which is the most it can be).
Theorem 1.1.4. Let 𝜋 : 𝑀 → 𝐵 be an involutive map, and 𝑋1, . . . 𝑋𝑛 be closed
subsets of 𝐵. Then 𝜋−1(𝑋1), . . . 𝜋−1(𝑋𝑛) satisfy descent.
Remark 1.1.5. A fancy way of saying the same thing is that 𝑆𝐶𝑀 (𝜋−1(·)) gives
a homotopy sheaf over the Grothendieck topology of compact subsets on 𝐵
We obtain Theorem 1.1.4 as a corollary of Theorem 4.8.1.
The following corollary of Theorem 1.1.4 (generally referred to as the Stem theo-
rem) was first proven by Entov-Polterovich using a completely different set of tools
[3].
Theorem 1.1.6. Any involutive map admits at least one fiber that is not displace-
able by Hamiltonian isotopy.
Proof. Let
⋃︀
𝐶𝑖 be any finite cover of the image of𝑀 inside 𝐵 by compact subsets.
Theorem 1.1.4, and the global sections property shows that 𝑆𝐻𝑀 (𝜋−1(
⋂︀
𝐽 𝐶𝑖)⊗Λ ̸=
0, for some non-empty 𝐽 ⊂ [𝑛], by a spectral sequence argument. Hence, by the
displaceability property, 𝐶𝑖 is not displaceable for some 𝑖. Now assuming that each
fiber is displaceable easily leads to a contradiction. 
Remark 1.1.7. Even though the tools are different, the logic of our proof is similar
to [3] as the experts will notice. We also refer the reader to [3] for a more detailed
exposition of the corollary above including many interesting examples.
1.2. A remark on relative open string invariants. Let 𝐿 ⊂ 𝑀 be a closed
aspherical Lagrangian (one can be a lot less restrictive, but we choose to be brief
here). Replacing Hamiltonian Floer theory of closed orbits wth Lagrangian Floer
theory of chords with endpoints on 𝐿, we immediately obtain a relative invariant
𝐹𝐻𝐿(𝐾), for any compact subset 𝐾. We leave the discussion of this invariant to
an upcoming paper, but we would like to advertise one result:
Theorem 1.2.1. Any involutive map admits at least one fiber that is not displace-
able from 𝐿 by Hamiltonian isotopy.
This open string version of the Stem theorem seems to be new. Its proof only
notationally differs from the one of Theorem 1.1.6.
1.3. Outline of the thesis. In Section 2, we collect some algebraic facts together
(none of the results are new). In 2.1, we discuss the homotopical algebra of cubical
diagrams. In the sequel 2.2, we consider the relationship between colimits and
homotopy colimits of linear diagrams of chain complexes. In 2.3, we recall the
notions of completion and completeness for modules over the Novikov ring, and
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discuss their interaction with taking homology of chain complexes. We end with a
short summary in 2.4.
In Section 3, first, we list our conventions for Hamiltonian Floer homology in 3.1,
and review Hamiltonian Floer theory in 3.2. In 3.3, we define relative symplectic
cohomology, and show its basic properties as listed in the Introduction. In the last
subsection (3.4), we introduce relative symplectic cohomology of multiple compact
subsets.
Section 4 is where we discuss the Mayer-Vietoris/descent properties. We focus
on the homology level statement for two subsets (i.e. the Mayer-Vietoris sequence)
until the last subsection for better readability. In 4.1, we reduce the problem to
showing the existence of a sequence of (pairs of) Hamiltonians that can be used as
acceleration data for our subsets, which satisfy a dynamical property. In 4.2, we
explain a controlled way of choosing acceleration data, and immediately show the
Mayer-Vietoris property for two domains with non-intersecting boundary in 4.3.
Subsections 4.4 and 4.5 introduce and motivate barriers and some relevant notions.
In 4.6 we prove our main theorem (Theorem 4.6.1). In 4.7, we give examples of
barriers. In the last subsection (4.8), after generalizing the main theorem slightly
(Theorem 4.8.1), we show the descent result for multiple subsets that are preimages
of involutive maps.
In Appendix A, we establish the easy translation from Pardon’s simplicial dia-
grams to our cubical ones. Finally, in Appendix B, we reduce the descent statement
for 𝑛 > 2 subsets to a bunch of others but each involving only 2 subsets.
1.4. Acknowledgements. The first and foremost thanks go to my PhD advisor
Paul Seidel, for suggesting the problem, and numerous enlightening discussions.
I thank Francesco Lin, Mark Mclean, and John Pardon for helpful conversations.
This is an abridged and edited version of my thesis as a PhD student at MIT. This
work was partially supported by NSF grant 1500954 and the Simons Foundation
(through a Simons Investigator award)
2. Algebra preparations
2.1. Homotopical constructions. In this subsection we assume that all our chain
complexes are Z/2-graded. However, whenever there is a Z/𝑁 or Z-grading state-
ments can be modified to take into account those gradings without a problem.
2.1.1. Cubes. Consider the standard unit cube 𝐶𝑢𝑏𝑒𝑛 := {(𝑥1, . . . 𝑥𝑛) | 𝑥𝑗 ∈ [0, 1]} ⊂
R𝑛. Note that the ordering of the coordinates will be part of the data. For
0 ≤ 𝑘 ≤ 𝑛, a 𝑘-dimensional face of 𝐶𝑢𝑏𝑒𝑛 is any subset of 𝐶𝑢𝑏𝑒𝑛 given by set-
ting 𝑛 − 𝑘 of the coordinates to either 0 or 1. Let us call a vertex of a 𝑘-face the
initial vertex if it has the maximum number of zeros and terminal if it has the
maximum number of ones.
Let us call two faces 𝐹 ′ and 𝐹 ′′ adjacent if the terminal vertex of 𝐹 ′ equals the
inital vertex of 𝐹 ′′. We denote this relationship by 𝐹 ′ > 𝐹 ′′. We say that two
adjacent faces form a boundary of a face 𝐹 if 𝐹 is the smallest face that contains
both 𝐹 ′ and 𝐹 ′′.
Let 𝑅 be a commutative ring. We define an 𝑛-cube of chain complexes over
𝑅 in the following way. To 0-dimensional faces (i.e. vertices) of 𝐶𝑢𝑏𝑒𝑛 we associate
an 𝑅-module 𝐶𝜈 , and for any 𝑘-dimensional face (including 𝑘 = 0) 𝐹 we give
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maps 𝑓𝐹 : 𝐶𝜈𝑖𝑛𝐹 → 𝐶𝜈𝑡𝑒𝑟𝐹 from its initial vertex to its terminal vertex, of degree
𝑑𝑖𝑚(𝐹 ) + 1.
These maps are required to satisfy the following relations. For each face 𝐹 we
have: ∑︁
𝐹 ′>𝐹 ′′is a bdry of 𝐹
(−1)*𝐹 ′,𝐹 𝑓𝐹 ′′𝑓𝐹 ′ = 0,(2.1.1.1)
where *𝐹 ′,𝐹 = #𝑣1 + #𝑣01 for 𝑣 = 𝜈𝑡𝑒𝑟𝐹 ′ − 𝜈𝑖𝑛𝐹 ′ considered as a vector inside 𝐹 .
Let us explain this notation a little bit. The coordinates of 𝑣 is a sequence of 0’s
and 1’s of length 𝑑𝑖𝑚(𝐹 ). If 𝑎𝑏𝑐.. is a word of 0’s and 1’s, #𝑣𝑎𝑏𝑐.. is the number
of subsequences of the coordinates of 𝑣 that is equal to 𝑎𝑏𝑐... It’s clear how this
definition would extend to an alphabet with more letters.
In Figure 2.1.1 we present a 3-cube to illustrate the definition. At the corners
there are chain complexes, at the edges chain maps, at the square faces homotopies
between the two different ways of going between the initial and terminal vertices of
that square, and lastly at the codimension 0 face we have one map 𝐻 that satisfies:
−𝑔100 + 𝑔010 − 𝑔001 + 𝑔011 − 𝑔101 + 𝑔110 − 𝑑𝐻 + 𝐻𝑑 = 0,(2.1.1.2)
where 𝑔100 is the composition 𝐶000 → 𝐶100 → 𝐶111 (the second map is the homo-
topy) etc.
𝐶000 𝐶100
𝐶010 𝐶110
𝐶001 𝐶101
𝐶011 𝐶111
Figure 2. A 3-cube
2.1.2. Maps between 𝑛-cubes. A partially defined 𝑛-cube is one where we have chain
complexes at the vertices of 𝐶𝑢𝑏𝑒𝑛, and maps for some of the faces specified so that
whenever it makes sense Equation 2.1.1.1 is satisfied. If this data is extended to a
full 𝑛-cube, we call the extension a filling.
We define a map between two 𝑛-cubes to be a filling of an (𝑛 + 1)-cube where
the two opposite faces {𝑥𝑛+1 = 0} and {𝑥𝑛+1 = 1} are the given 𝑛-cubes.
𝒞 → 𝒞′(2.1.2.1)
An example of a map of 𝑛-cubes is the 𝑖𝑑 map, where the two 𝑛-cubes are connected
to each other with identity maps between the chain complexes at the edges and all
the homotopies are zero. Note that even if we added the new coordinate in a
different place than the last in the ordering, we would get an (𝑛+ 1)-cube this way.
MAYER-VIETORIS PROPERTY FOR RELATIVE SYMPLECTIC COHOMOLOGY 7
A homotopy of two maps of 𝑛-cubes is a filling of an (𝑛 + 2)-cube where two
opposite faces {𝑥𝑛+2 = 0} and {𝑥𝑛+2 = 1} are the given maps of 𝑛-cubes and the
copies of each given 𝑛-cube at those opposite faces are connected to each other with
identity maps.
𝒞 //
𝑖𝑑

𝒞′
𝑖𝑑

𝒞 // 𝒞′
(2.1.2.2)
Let us call an (𝑛 + 2)-cube of such shape an (𝑛 + 2)-slit.
A triangle of maps of 𝑛-cubes is a triple of 𝑛-cubes and maps between them
placed in a partial (𝑛 + 2)-cube in the following manner, and of course a filling of
that cube. We require that the coordinate with the axis parallel to the edges where
we inserted the 𝑖𝑑 map is the last of the 𝑛 + 2 coordinates.
𝒞 //

𝒞′′
𝑖𝑑

𝒞′ // 𝒞′′
(2.1.2.3)
Let us call an (𝑛 + 2)-cube of such shape an (𝑛 + 2)-triangle.
We now give examples of these definitions in low dimensions.
The data of 𝑓0, 𝑓1, ℎ below:
𝐶0
𝑐 //
𝑓0

ℎ
  
𝐶1
𝑓1

𝐶 ′0
𝑐′
// 𝐶 ′1
(2.1.2.4)
such that 𝑓0, 𝑓1 are chain maps, and 𝑐′𝑓0 − 𝑓1𝑐 + ℎ𝑑 + 𝑑ℎ = 0 a map of 1-cubes.
Let 𝑓 ′0, 𝑓 ′1, ℎ′ be another such map. Then a homotopy from the first triple to the
second one (primed ones) would be given by 𝐹0, a chain homotopy between 𝑓0 and
𝑓 ′0, similarly 𝐹1, and also an 𝐻 that satisfies the equation that is associated to the
maximal face of the 3-cube:
𝑐′𝐹0 − 𝐹1𝑐 + ℎ′ − ℎ− 𝑑𝐻 + 𝐻𝑑 = 0,(2.1.2.5)
as a special case of Equation 2.1.1.2.
Finally consider the following homotopy commutative triangle:.
𝐶0
𝑓0 //
𝑔
!!
𝐶1
𝑓1

𝐶2,
(2.1.2.6)
and another map that fills the triangle ℎ : 𝐶0 → 𝐶2 such that,
𝑓1𝑓0 − 𝑔 + 𝑑ℎ + ℎ𝑑 = 0.(2.1.2.7)
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We are thinking of this data as the following 2-cube (with 𝐶1 sitting at the vertex
with coordinates (0, 1)):
𝐶0
𝑔

𝑓0 //
ℎ
!!
𝐶1
𝑓1

𝐶2
𝑖𝑑 // 𝐶2.
(2.1.2.8)
2.1.3. 𝑛-cubes with positive signs. There is a slightly different definition of 𝑛-cubes
where the signs are not present. We define an 𝑛-cube with positive signs to be
one where the signs in the Equation 2.1.1.1 are all +1, in other words * = 0.
Faces of 𝐶𝑢𝑏𝑒𝑛 are in one-to-one correspondence with
{(𝑖1, . . . , 𝑖𝑛) | 𝑖𝑘 ∈ {0, 1,−}},(2.1.3.1)
where − represents the coordinates that vary in the face. Let us denote this as-
signment by 𝐹 ↦→ 𝜇(𝐹 ).
Lemma 2.1.1. Let (𝐶𝑣, 𝑓𝐹 ) be an 𝑛-cube (𝑓{𝑣} are the differentials). There exists
a canonical way of changing the signs of 𝑓𝐹 ↦→ (−1)𝑛(𝐹 )𝑓𝐹 so that (𝐶𝑣, (−1)𝑛(𝐹 )𝑓𝐹 )
is an 𝑛-cube with positive signs.
Proof. We define 𝑛(𝐹 ) := #𝜇(𝐹 )(0−) + #𝜇(𝐹 )0.
Let 𝐹 ′ > 𝐹 ′′ be a boundary of 𝐹 . Let 𝑆 ⊂ [𝑛] be the entries of 𝜇(𝐹 ) that are
equal to −. Then, there is a subset 𝑆′ ⊂ 𝑆 such that 𝜇(𝐹 ′) is obtained by changing
the entries of 𝑆 corresponding to 𝑆′ to 0, and 𝜇(𝐹 ′′) is obtained by changing the
entries corresponding to 𝑆 − 𝑆′ to 1.
We claim that #𝜇(𝐹 )(0−) + 𝑛(𝐹 ′) + 𝑛(𝐹 ′′) + *𝐹 ′,𝐹 is even. The parity of
#𝜇(𝐹 )(0−) + #𝜇(𝐹 ′)(0−) + #𝜇(𝐹 ′′)(0−) is equal to the one of the number of 01’s
in 𝜈𝑡𝑒𝑟𝐹 ′ − 𝜈𝑖𝑛𝐹 ′ considered as a vector inside 𝐹 . Moreover the one of the number
of 1’s in 𝜈𝑡𝑒𝑟𝐹 ′ − 𝜈𝑖𝑛𝐹 ′ considered as a vector inside 𝐹 plus #𝜇(𝐹 ′)0 + #𝜇(𝐹 ′′)0
has the same parity as 𝑑𝑖𝑚𝐹 . This proves the claim because the overall factor
(−1)#𝜇(𝐹 )(0−)+𝑑𝑖𝑚𝐹 can be canceled from the equation. 
2.1.4. Cones of 𝑛-cubes. Recall that the usual cone operation takes a chain map
(i.e. a 1-cube) between two chain complexes, and spits out a single chain complex
(a 0 cube):
(𝐶, 𝑑)
𝑓−→ (𝐶 ′, 𝑑′) −→
[︃
𝐶[1]⊕ 𝐶 ′,
(︂−𝑑 0
𝑓 𝑑′
)︂]︃
.(2.1.4.1)
This can be generalized to all cubes. First, given an 𝑛− 𝑐𝑢𝑏𝑒 with positive signs
and one of the 𝑛 directions, we explain how to construct an (𝑛 − 1) − 𝑐𝑢𝑏𝑒 with
positive signs with the cone construction.
Let (𝐶𝑣, 𝑓𝐹 ) be an 𝑛-cube with positive signs, and 1 ≤ 𝑖 ≤ 𝑛 an integer. If 𝑤
is a sequence of length 𝑛 − 1, we let (𝑤, 𝑖, 𝑎) be the sequence of length 𝑛 with 𝑎
added as the 𝑖th entry to 𝑤. Recall also that we can identify a face 𝐹 with 𝜇(𝐹 )
as defined in the previous subsubsection.
The cone of (𝐶𝑣, 𝑓𝐹 ) in direction 𝑖 is defined by:
𝐶𝑤 = 𝐶(𝑤,𝑖,0)[1]⊕ 𝐶(𝑤,𝑖,1),(2.1.4.2)
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and 𝑓𝐹 : 𝐶𝑖𝑛(𝐹 ) → 𝐶𝑡𝑒𝑟(𝐹 ) is given by the matrix,(︂
𝑓(𝜇(𝐹 ),𝑖,0) 0
𝑓(𝜇(𝐹 ),𝑖,−) 𝑓(𝜇(𝐹 ),𝑖,1).
)︂
(2.1.4.3)
It is readily seen that this defines an (𝑛− 1)-cube with positive signs.
Now, we define cones on 𝑛-cubes by
𝑛− cube→ 𝑛− cube with p. signs→ (𝑛− 1)− cube with p. signs→ (𝑛− 1)− cube
(2.1.4.4)
Note that the signs in the formulas will be different for different directions. We
will call the fact that the cone operation turns an 𝑛-cube into an (𝑛− 1)-cube, the
functoriality of the cone operation.
Lemma 2.1.2. (1) Cone operation in two different directions commute.
(2) The cone operation in a direction 𝑑 other than the last one sends the map
𝒞 𝑖𝑑−→ 𝒞 to 𝑐𝑜𝑛𝑒𝑑(𝒞) 𝑖𝑑−→ 𝑐𝑜𝑛𝑒𝑑(𝒞)
(3) Cones in directions except the last one send (𝑛 + 1)-slits to 𝑛-slits, and
except the last two send (𝑛 + 1)-triangles to 𝑛-triangles.
Proof. (1) The sign change is easily seen to not depend on the order.
(2) The identity maps do not change sign because if the 𝑑th entry is 0 then
they get negated twice, and if it is 1 not at all. The two opposite faces
(connected by 𝑖𝑑) get the same sign changes because their last coordinates
being 0 or 1 do not affect the sign change.
(3) Follows from (2).

We explain this on 2-cubes. There are two cones of the 2-cube in Diagram 2.1.2.4
(called 𝒞): one that contracts the direction parallel to 𝑓 ’s 𝑐𝑜𝑛𝑒𝑓 (𝐶), and the one
that contracts 𝑐′’s 𝑐𝑜𝑛𝑒𝑐(𝐶). Let us write them down explicitly.
𝑐𝑜𝑛𝑒𝑓 (𝐶) =
[︃
𝐶0[1]⊕ 𝐶 ′0,
(︂−𝑑 0
−𝑓1 𝑑
)︂]︃ ⎛⎝−𝑐 0
ℎ 𝑐′
⎞⎠
−−−−−−−−→
[︃
𝐶1[1]⊕ 𝐶 ′1,
(︂−𝑑 0
𝑓2 𝑑
)︂]︃
(2.1.4.5)
𝑐𝑜𝑛𝑒𝑐(𝐶) =
[︃
𝐶0[1]⊕ 𝐶1,
(︂−𝑑 0
𝑐 𝑑
)︂]︃ ⎛⎝𝑓1 0
ℎ 𝑓2
⎞⎠
−−−−−−−−→
[︃
𝐶 ′0[1]⊕ 𝐶 ′1,
(︂−𝑑 0
𝑐 𝑑
)︂]︃
(2.1.4.6)
In both cases, taking the cone in the remaining direction results in 𝐶0⊕ (𝐶1[1]⊕
𝐶 ′0[1])⊕ 𝐶 ′1 with differential: ⎛⎜⎜⎝
𝑑 0 0 0
−𝑐 −𝑑 0 0
𝑓1 0 −𝑑 0
ℎ 𝑐′ 𝑓 𝑑
⎞⎟⎟⎠ .(2.1.4.7)
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2.1.5. Composing 𝑛-cubes. The composition of two chain maps is a chain map. We
generalize this construction to higher dimensional cubes.
Let us start with 2-cubes. Let the two squares below be commutative up to the
given homotopies.
𝐶0
𝑐0 //
𝑓0

𝑔0 !!
𝐶1
𝑓1

𝑐1 //
𝑔1 !!
𝐶2
𝑓2

𝐷0
𝑑0
// 𝐷1
𝑑1
// 𝐷2
(2.1.5.1)
In this case, we say that the two 2-cubes are glued along 𝑓1 a 1− 𝑐𝑢𝑏𝑒.
We can define the composite 2− 𝑐𝑢𝑏𝑒: .
𝐶0
𝑐1𝑐0 //
𝑓0

𝐺
!!
𝐶2
𝑓2

𝐷0
𝑑1𝑑0
// 𝐷2
(2.1.5.2)
where 𝐺 = 𝑔1𝑐0 + 𝑔0𝑐1.
In general, if we are given two 𝑛-cubes glued along an (𝑛−1)-cube, we can define
an 𝑛-cube in a similar fashion. This operation also depends on the ordering, more
precisely, on the place of the special direction in the ordering.
Note that any iterated cone of an 𝑛-cube (remembering its direct sum decompo-
sition) has the same information as the cone itself. Only some signs are different
but we know exactly how the signs change.
Let 𝒞 → 𝒞′ → 𝒞′′ be two 𝑛-cubes 𝒞 → 𝒞′ and 𝒞′ → 𝒞′′ glued along 𝒞′. By
taking the (𝑛 − 1) times iterated cone we get two chain maps glued along a chain
complex 𝑐𝑜𝑛𝑒𝑛−1(𝒞) → 𝑐𝑜𝑛𝑒𝑛−1(𝒞′) → 𝑐𝑜𝑛𝑒𝑛−1(𝒞′′). We of course know how to
compose these two maps, and all we need to do is to de-cone this as described in
the previous paragraph. We omit the explicit formulas. The following is immediate
by definition.
Lemma 2.1.3. ∙ The composition operation is associative. Namely if we
have three cubes glued along linearly, then the final composition is indepen-
dent of the order in which we performed the compositions.
∙ Composition commutes with the cone operation done in a direction parallel
to the glued face.
2.1.6. Rays. We call an infinite sequence of 𝑛-cubes 𝒟1,𝒟2, . . . an 𝑛-ray if they are
glued together to form a half-infinite box, more precisely an (𝑛 − 1)-dimensional
face of 𝒟1 is the same as one of 𝒟2, the opposite face of 𝒟2 is the same as one of
𝒟3, etc. Below is a 1-ray:
𝐶0 → 𝐶1 → 𝐶2 → . . .(2.1.6.1)
And a 2-ray:
𝐶0
𝑐0 //
𝑓0

𝑔0 !!
𝐶1
𝑓1

𝑐1 //
𝑔1 !!
𝐶2 //
𝑓2
   
. . .
𝐷0
𝑑0
// 𝐷1
𝑑1
// 𝐷2 // . . .
(2.1.6.2)
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For an 𝑛-ray, there are 𝑛− 1 finite, and 1 infinite directions. We always think of
the infinite direction as the first in order. We call the faces of the 𝑛-cubes forming
an 𝑛-ray that are perpendicular to the infinite direction the slices of the ray. Slices
are (𝑛− 1)-cubes. We will generally present an 𝑛-ray as
𝒞0 → 𝒞1 → 𝒞2 → . . . ,(2.1.6.3)
where 𝒞𝑖 are the slices.
We define a map between two 𝑛-rays to be an (𝑛+ 1)-ray filling the two 𝑛-rays,
in other words, (𝑛+ 1)-cubes filling the two infinite sequence of 𝑛-cubes which glue
together. The 2-ray above is map between the upper and lower 1-rays.
A homotopy between two maps of 𝑛-rays is again given by a sequence of ho-
motopies for the given maps of 𝑛-cubes that glue together. A triangle of maps is
defined in the same way.
2.1.7. Cones and telescopes of 𝑛-rays. Note that, using functoriality of cones, along
the 𝑛−1 finite directions of an 𝑛-ray we can take cones and end up with an (𝑛−1)−
ray.
Let 𝒞 = 𝐶0 → 𝐶1 → 𝐶2 → . . . be a 1-ray. The telescope 𝑡𝑒𝑙(𝒞) of such a diagram
is defined to be the chain complex with the underlying 𝑅-module
⨁︀
𝑖∈N 𝐶𝑖[1]⊕ 𝐶𝑖
and the differential as depicted below:
𝐶0
𝑑

𝐶1
𝑑

𝐶2
𝑑

𝐶0[1]
−𝑑
WW
id
OO ;;
𝐶1[1]
−𝑑
WW
id
OO ;;
𝐶2[1]
−𝑑
WW
id ...
OO(2.1.7.1)
More generally, the telescope 𝑡𝑒𝑙(𝒞) of an 𝑛-ray 𝒞 is an (𝑛 − 1)-cube. Let 𝒞 be
the 𝑛-ray 𝒞0 → 𝒞1 → 𝒞2 → . . .. Now define the 𝑅-modules at the vertices of 𝑡𝑒𝑙(𝒞)
as the entrywise direct sum
⨁︀
𝑖∈N 𝒞𝑖[1]⊕𝒞𝑖. The maps in the (𝑛−1)-cube structure
are depicted in:
𝒞0 𝒞1 𝒞2
±𝒞0[1]
id
OO ::
±𝒞1[1]
id
OO ::
±𝒞2[1]
id ...
OO(2.1.7.2)
Note that the 𝒞𝑖’s (and the shifted copies) have internal structure that make them
an (𝑛−1)-cube that is taken into account here, and the ± in front means that some
those maps are negated (as described in the next sentence). The pieces formed by
diagonal arrows are the cones of 𝒟𝑖 = 𝒞𝑖−1 → 𝒞𝑖’s in the infinite direction, and the
vertical arrows are the cones of 𝒞𝑖 𝑖𝑑−→ 𝒞𝑖, where 𝑖𝑑 is put as the first coordinate.
In particular, the fact that this is an (𝑛− 1)-cube follows from the functoriality of
cones.
Lemma 2.1.4. ∙ We get a canonical 1-ray from any 𝑛-ray by an (𝑛 − 1)
times iterated cone. This commutes with the telescope.
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∙ Telescopes are functorial in the sense that (1) a map of 𝑛-rays canonically
give a map of the telescopes (which are (𝑛 − 1)-cubes), (2) a homotopy
between two maps give a homotopy, (3) a triangle of maps gives a triangle
of maps.
2.2. 1-rays and quasi-isomorphisms. In this subsection we give a low level dis-
cussion of the fact that the telescope of a 1-ray is the homotopy colimit of the dia-
gram in the appropriate category of chain complexes. Let 𝒞 = 𝐶0 → 𝐶1 → 𝐶2 → . . .
be a 1-ray.
Lemma 2.2.1. There is a canonical quasi-isomorphism
𝑡𝑒𝑙(𝒞) → lim→ (𝐶1 → 𝐶2 → . . .)(2.2.0.1)
Proof. Define 𝐹𝑛(𝑡𝑒𝑙(𝒞)) to be (⨁︀𝑖∈[1,𝑛−1] 𝐶𝑖[1]⊕𝐶𝑖)⊕𝐶𝑛. Notice that 𝑡𝑒𝑙(𝒞) is the
usual direct limit of 𝐹𝑛(𝑡𝑒𝑙(𝒞)). Moreover, there are canonical quasi-isomorphisms
𝐹𝑛(𝒞) → 𝐶𝑛 induced by the given maps 𝐶𝑖 → 𝐶𝑛, 𝑖 ∈ [1, 𝑛] and the zero maps
𝐶𝑖[1] → 𝐶𝑛, 𝑖 ∈ [1, 𝑛− 1], which makes the diagrams
𝐹𝑛(𝑡𝑒𝑙(𝒞))

// 𝐹𝑛+1(𝑡𝑒𝑙(𝒞))

𝐶𝑛 // 𝐶𝑛+1
,(2.2.0.2)
commutative. The induced map 𝑡𝑒𝑙(𝒞) → lim→ 𝐶𝑖 is also a quasi-isomorphism,
since direct limits commute with homology. 
Let 𝑖(0) < 𝑖(1) < 𝑖(2) < . . . be an infinite subsequence of Z>0. Note that by
composing maps we get a unique map 𝐶𝑛 → 𝐶𝑚 for all𝑚 ≥ 𝑛. Then we canonically
obtain a 1-ray 𝒞𝑖 = 𝐶𝑖(1) → 𝐶𝑖(2) → . . .. Let us call this a subray. Let us call the
canonical map of 1-rays 𝒞 → 𝒞𝑖 a compression map:
𝐶1 //

𝐶2

// 𝐶3 //

. . .
𝐶𝑖(1) // 𝐶𝑖(2) // 𝐶𝑖(3) // . . .
(2.2.0.3)
Lemma 2.2.2. The compression map induces a quasi-isomorphism: 𝑡𝑒𝑙(𝒞) →
𝑡𝑒𝑙(𝒞𝑖).
Proof. This follows from the commutativity of the diagram:
𝑡𝑒𝑙(𝒞)

// 𝑡𝑒𝑙(𝒞𝑖)

lim→(𝐶1 → 𝐶2 → . . .) // lim→(𝐶𝑖(1) → 𝐶𝑖(2) → . . .)
,(2.2.0.4)
since bottom horizontal map is a quasi-isomorphism, using that the homology com-
mutes with direct limits and that 𝑖 is a cofinal subsequence of natural numbers. 
This generalizes to higher dimensional rays too. Using the composition operation
as in the subsubsection 2.1.5 we can define the notion of subrays, and compression
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morphisms in exactly the same way. The lemma above holds with 𝑡𝑒𝑙 replaced by
𝑡𝑒𝑙 ∘ 𝑐𝑜𝑛𝑒𝑛−1.
2.3. Completion of modules and chain complexes over the Novikov ring.
Let us start by writing down our conventions for the Novikov field:
Λ = {
∑︁
𝑖∈N
𝑎𝑖𝑇
𝛼𝑖 | 𝑎𝑖 ∈ Q, 𝛼𝑖 ∈ R, and for any 𝑅 ∈ R,(2.3.0.1)
there are only finitely many 𝑎𝑖 ̸= 0 with 𝛼𝑖 < 𝑅}(2.3.0.2)
There is a valuation map 𝑣𝑎𝑙 : Λ → R ∪ {+∞} given by 𝑣𝑎𝑙(∑︀𝑖∈N 𝑎𝑖𝑇𝛼𝑖) =
𝑚𝑖𝑛𝑖(𝛼𝑖 | 𝑎𝑖 ̸= 0) for non zero elements, and 𝑣𝑎𝑙(0) = +∞. We define Λ≥𝑟 :=
𝑣𝑎𝑙−1([𝑟,∞]) and Λ>𝑟 := 𝑣𝑎𝑙−1((𝑟,∞]). Λ≥0 is called the Novikov ring. The
valuation we described makes Λ≥0 a complete valuation ring with real numbers as
the value group.
Lemma 2.3.1. Let 𝐴 be a Λ≥0-module. Then, 𝐴 is flat if and only if it is torsion
free.
Proof. This is true for any valuation ring [12, Tag 0539] 
Corollary 2.3.2. Let 𝐶 be an acyclic chain complex over Λ≥0 with a torsion free
underlying module. Then, 𝐶 ⊗Λ≥0 Λ≥0/Λ≥𝑟, 𝑟 > 0, and 𝐶 ⊗Λ≥0 Λ≥0/Λ>𝑟, for
𝑟 ≥ 0, are also acyclic.
Completion is a functor 𝑀𝑜𝑑(Λ≥0) →𝑀𝑜𝑑(Λ≥0) defined by
𝐴 ↦→ ̂︀𝐴 : lim←−−
𝑟≥0
𝐴⊗Λ≥0 Λ≥0/Λ≥𝑟,(2.3.0.3)
and by functoriality of inverse limits on the morphisms. There is a natural map of
mcdules 𝐴→ ̂︀𝐴.
One can construct the completion in the following way. Let us say that a sequence
(𝑎1, 𝑎2, . . .) of elements of 𝐴
∙ is a Cauchy sequence, if for every 𝑟 ≥ 0 there exists a positive integer 𝑁
such that for every 𝑛, 𝑛′ > 𝑁 , 𝑎𝑛 − 𝑎𝑛′ ∈ 𝑇 𝑟𝐴,
∙ converges to 𝑎 ∈ 𝐴, if for every 𝑟 ≥ 0 there exists a positive integer 𝑁
such that for every 𝑛 > 𝑁 , 𝑎− 𝑎𝑛 ∈ 𝑇 𝑟𝐴.
Then, we have that ̂︀𝐴 is isomorphic to all Cauchy sequences in 𝑀 (with its
natural Λ≥0-module structure) modulo the ones that converge to 0.
In case 𝐴 is free, this description becomes simpler. Choose a basis {𝑣𝑖}, 𝑖 ∈ ℐ.
Then, ̂︀𝐴 is isomorphic to
{
∑︁
𝑖∈ℐ
𝛽𝑖𝑣𝑖 | 𝛽𝑖 ∈ Λ≥0, and for every 𝑅 ≥ 0, there is only(2.3.0.4)
finitely many 𝑖 ∈ ℐ s.t. 𝑣𝑎𝑙(𝛽𝑖) < 𝑅}.(2.3.0.5)
The following lemma is immediate from this description.
Lemma 2.3.3. Let 𝐴 be a free Λ≥0-module. Then
∙ ̂︀𝐴 is torsion free.
∙ The map 𝐴 ⊗Λ≥0 Λ≥0/Λ≥𝑟 → ̂︀𝐴 ⊗Λ≥0 Λ≥0/Λ≥𝑟 is an isomorphism for all
𝑟 ≥ 0.
The completion functor automatically extends to a functor 𝐶ℎ(Λ≥0) → 𝐶ℎ(Λ≥0).
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Lemma 2.3.4. Let 𝐶 be a chain complex over Λ≥0, and 𝑟 > 0. If the underlying
module of 𝐶 is torsion-free and complete (meaning that every Cauchy sequence
converges), then 𝐶 ⊗Λ≥0 Λ≥0/Λ≥𝑟 is acyclic only if 𝐶 is acyclic.
Proof. Let 𝛼 ∈ 𝐶, and 𝑑𝛼 = 0. We need to show that 𝛼 is exact. Our assumption
implies that there exists 𝑎, 𝑏 ∈ 𝐶 such that 𝛼 = 𝑑𝑏 + 𝑇 𝑟𝑎.
We have that 𝑑(𝑇 𝑟𝑎) = 𝑇 𝑟𝑑𝑎 = 0, which implies that 𝑑𝑎 = 0 by torsion-freeness.
Now we repeat the previous step for 𝑎, and keep going. Because of our completeness
assumption this defines a primitive of 𝛼. 
Corollary 2.3.5. (1) Assume that 𝐶 is finitely generated free as a module,
then if 𝐶 ⊗Λ≥0 Λ≥0/Λ>0 is acyclic then so is 𝐶.
(2) Assume that 𝐶 is free as a module, then 𝐶 acyclic implies ̂︀𝐶 acyclic.
(3) Let 𝑓 : 𝐶 → 𝐶 ′ be a chain map. Assume that the underlying modules of 𝐶
and 𝐶 ′ are free. Then 𝑓 : ̂︀𝐶 → ̂︁𝐶 ′ is a quasi-isomorphism if 𝑓 is one.
Proof. For (1), choose a basis for 𝐶 and write 𝑑 as a matrix. There exists a smallest
positive number 𝑟 such that 𝑇 𝑟 has a non-zero coefficient in a matrix entry. Then
our assumption actually implies that 𝐶 ⊗Λ≥0 Λ≥0/Λ≥𝑟 is acyclic.
For (2), combine the previous two lemmas (noting that the completion of a
module is complete), and for (3) use the fact a chain map is a quasi-isomorphism
if its cone is acyclic. 
Even though taking homotopy colimits are better suited for general construc-
tions, sometimes usual direct limits are better for computations. To this end we
show that Lemma 2.2.1 still holds after completions.
Lemma 2.3.6. Let 𝒞 = 𝐶0 → 𝐶1 → 𝐶2 → . . . be a 1-ray. There is a canonical
quasi-isomorphism
𝑡𝑒𝑙(𝒞) → l̂im→ (𝒞).(2.3.0.6)
Proof. We have canonical quasi-isomorphisms
𝑓𝑟 : 𝑡𝑒𝑙(𝒞)⊗Λ≥0 Λ≥0/Λ≥𝑟 → lim→ (𝒞)⊗Λ≥0 Λ≥0/Λ≥𝑟,(2.3.0.7)
that are compatible with each other, using Lemma 2.2.1 and that tensor product
commutes with telescopes and direct limit. We claim that the inverse limit over 𝑟
of these maps give the desired map.
We show that the inverse limit of 𝑐𝑜𝑛𝑒(𝑓𝑟) is acyclic, which is clearly enough.
Note that the maps in this inverse system are all surjective. Therefore we have a
Milnor short exact sequence (see Theorem 3.5.8 in [17]), and the fact that 𝑐𝑜𝑛𝑒(𝑓𝑟)’s
are acyclic implies the desired acyclicity. 
2.4. Acyclic cubes and an exact sequence. Starting from an 𝑛-ray we can
obtain a (𝑛−1)-cube by applying telescope. We can then apply completion functor
to the result. Hence, we obtain an assignment ̂︁𝑡𝑒𝑙 : (𝑛− 𝑟𝑎𝑦𝑠) → ((𝑛− 1)− 𝑐𝑢𝑏𝑒𝑠).
This trivially extends to morphisms, and respects homotopies. It is functorial in the
sense that it also preserves triangles. We can also apply the maximally iterated cone
functor to obtain a chain complex. In fact we could have applied it before the other
two operations and the result would not change: 𝑐𝑜𝑛𝑒𝑛−1 ∘ ̂︁𝑡𝑒𝑙 = ̂𝑐𝑜𝑛𝑒𝑛−1 ∘ 𝑡𝑒𝑙 =
̂𝑡𝑒𝑙 ∘ 𝑐𝑜𝑛𝑒𝑛−1. Note that completion is always applied after telescope.
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Let us call an 𝑛-cube acyclic if its maximally iterated cone is an acyclic chain
complex. Note that by Corollary 2.3.5 Part (1), if the modules in this cube are
finitely generated free, then this acyclicity is equivalent to acyclicity after tensoring
with the residue field.
Lemma 2.4.1. Let 𝒞 be a 𝑛-ray where the underlying modules are free. Assume
that all the slices are acyclic (𝑛− 1)-cubes, then 𝑡𝑒𝑙(𝒞) is acyclic, and hence ̂︁𝑡𝑒𝑙(𝒞)
is also acyclic.
Proof. The first follows because the maximally iterated cone commutes with the
telescope functor, and Lemma 2.2.1. The second part is Lemma 2.3.5 Part (2). 
Lemma 2.4.2. An acyclic 2-cube
𝐶00 //
 ""
𝐶10

𝐶01 // 𝐶11
.(2.4.0.1)
gives rise to an exact sequence,
𝐻(𝐶00)) // 𝐻(𝐶10)⊕𝐻(𝐶01)
vv
𝐻(𝐶11)
[1]
OO
.(2.4.0.2)
where the degree preserving arrows are induced from the ones in the 2-cube.
Proof. The acyclicity implies that 𝐶00 → 𝑐𝑜𝑛𝑒(𝐶10 ⊕ 𝐶01 → 𝐶11) is a quasi-
isomorphism. Then the long exact sequence of homology associated to the cone
finishes the proof. 
3. Definition and Basic properties
In this section, we assume familiarity with Hamiltonian Floer theory at the level
of Pardon [10], Section 10. We also freely use notations and results of the previous
section.
3.1. Conventions. In this short subsection, we put together our conventions in
setting up Hamiltonian Floer theory.
(1) 𝜔(𝑋𝐻 , ·) = 𝑑𝐻.
(2) 𝜔(·, 𝐽 ·) = 𝑔, hence 𝐽𝑋𝐻 = grad𝑔𝐻
(3) Floer equation: 𝐽 𝜕𝑢𝜕𝑠 =
𝜕𝑢
𝜕𝑡 −𝑋𝐻 .
(4) Topological energy of (arbitrary) 𝑢 : 𝑆1 × R→𝑀 for a given Hamiltonian
𝑆1 × R×𝑀 → R:∫︁
𝜔 +
∫︁
𝜕𝑠(𝐻(𝑠, 𝑡, 𝑢(𝑠, 𝑡))𝑑𝑠𝑑𝑡(3.1.0.1)
=
∫︁
𝜔(
𝜕𝑢
𝜕𝑠
,
𝜕𝑢
𝜕𝑡
)𝑑𝑠𝑑𝑡 +
∫︁
[(𝜕𝑠𝐻𝑠) + 𝑑𝑢(𝑠,𝑡)𝐻𝑠,𝑡(
𝜕𝑢
𝜕𝑠
)]𝑑𝑠𝑑𝑡(3.1.0.2)
=
∫︁
𝜔(
𝜕𝑢
𝜕𝑠
,
𝜕𝑢
𝜕𝑡
−𝑋𝐻)𝑑𝑠𝑑𝑡 +
∫︁
(𝜕𝑠𝐻𝑠)𝑑𝑠𝑑𝑡(3.1.0.3)
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(5) Homomorphisms defined by moduli problems always send the generator
of the Floer complex at the negative punctures to the one at the positive
puncture.
(6) We consider all orbits, not just contractible ones.
(7) We always work over Λ≥0. The generators have no action but the solutions
of Floer equations are weighted by their topological energy.
(8) We use Floer-Hofer’s coherent orientations to fix the signs.
(9) The generators have the Z/2 grading given by the Lefschetz sign, and the
Novikov parameter has degree 0.
Remark 3.1.1. Assume that the minimal Chern number of 𝑀 is 𝑘. Then, all our
cochain complexes can be given a Z/2𝑘Z-grading (a Z-grading, if 𝑘 = ∞). All the
statements that we prove can be extended to take into account this grading with no
extra work.
3.2. Hamiltonian Floer theory. Let 𝑀 be a closed symplectic manifold. Take
a one periodic time-dependent Hamiltonian 𝐻 : 𝑀 × 𝑆1 → R with non-degenerate
one-periodic orbits 𝒫(𝐻). Then, there exists choices of a compatible almost com-
plex structure 𝐽 , extra Pardon data 𝑃 (as in Definition 7.5.3 in [10]), and coherent
orientations (as in Appendix C of [10]) so we can define a chain complex over Λ≥0
as follows:
∙ As a Z2-graded module:
𝐶𝐹 (𝐻,𝐽, 𝑃 ) =
⨁︁
𝛾∈𝒫(𝐻)
Λ≥0 · 𝛾,(3.2.0.1)
i.e. 𝐶𝐹 (𝐻,𝐽, 𝑃 ) is freely generated over Λ≥0 by the elements of 𝒫(𝐻). The
grading is given by the Lefschetz sign of the fixed point associated to each
periodic orbit.
∙ We define the differential by the formula:
𝑑𝛾 =
∑︁
𝛾′,𝐴∈𝜋2(𝛾,𝛾′)
#𝑣𝑖𝑟ℳ(𝛾, 𝛾′, 𝐴,𝐻, 𝐽, 𝑃 )𝑇𝜔(𝐴)+
∫︀
𝑆1
𝛾′*𝐻𝑑𝑡−∫︀
𝑆1
𝛾*𝐻𝑑𝑡𝛾′,(3.2.0.2)
and extend it Λ≥0-linearly. Here 𝜋2(𝛾, 𝛾′) denotes homotopy classes of
maps 𝑆1 × 𝐼 → 𝑀 , such that 𝑆1 × {0} → 𝑀 and 𝑆1 × {1}) → 𝑀 are the
defining parametrizations of 𝛾 and 𝛾′. #𝑣𝑖𝑟ℳ(𝛾, 𝛾′, 𝐴,𝐻, 𝐽, 𝑃 ) ∈ Q are
virtual numbers defined as in Pardon. These are virtual counts of genus 0
nodal curves with two ordered punctures in total, where both punctures are
at the same component, mapping into 𝑀 . The component with punctures
is a cylinder and the restriction of the map to it 𝑢 : R × 𝑆1 → 𝑀 satisfies
the equation:
𝐽
𝜕𝑢
𝜕𝑠
=
𝜕𝑢
𝜕𝑡
−𝑋𝐻 ,(3.2.0.3)
with the asymptotic conditions
𝑢(𝑡, 𝑠) →
{︃
𝛾(𝑡), 𝑠→ −∞
𝛾′(𝑡), 𝑠→∞.(3.2.0.4)
The other components of the curve are 𝐽-holomorphic spheres. The homo-
topy class of the map is given by 𝐴.
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A square family of Hamiltonians as de-
picted on the left gives rise to a 2-cube
of chain complexes as below. Note that
the homotopy is defined by counting the
accidental solutions in the one parameter
family of continuation map equations.
𝐶𝐻(𝐻00) //
 &&
𝐶𝐻(𝐻10)

𝐶𝐻(𝐻01) // 𝐶𝐻(𝐻11)
.(3.2.0.6)
The exponent of 𝑇 in the formula, 𝜔(𝐴)+
∫︀
𝑆1
𝛾′*𝐻𝑑𝑡−∫︀
𝑆1
𝛾*𝐻𝑑𝑡, is the
topological energy (as in 4. in subsection 3.1) of 𝑢 plus the integral of 𝜔
along the sphere components. It follows from the well-known computation
presented there that each of these terms, and hence 𝜔(𝐴) +
∫︀
𝑆1
𝛾′*𝐻𝑑𝑡 −∫︀
𝑆1
𝛾*𝐻𝑑𝑡, is always non-negative whenever #𝑣𝑖𝑟ℳ(𝛾, 𝛾′, 𝐴,𝐻, 𝐽, 𝑃 ) ̸= 0.
For a more careful description of the moduli spaces involved see Defini-
tion 10.2.2 for 𝑛 = 0 in [10].
This makes 𝑑 a degree one Λ≥0-module map that squares to zero.
Continuing to follow Pardon, we outline what Hamiltonian Floer theory gives us
for higher dimensional families of Hamiltonians. It will be more convenient to use
cubes, so we give the theory in that framework, instead of the simplices as Pardon
does.
Let 𝐶𝑢𝑏𝑒𝑛 = [0, 1]𝑛 ⊂ R𝑛. Let us consider the Morse function
𝑓(𝑥1, . . . , 𝑥𝑛) =
𝑛∑︁
𝑖=1
cos (𝜋𝑥𝑖).(3.2.0.5)
Critical points of 𝑓 are precisely the vertices of the cube, and its gradient vector
field is tangent to all the strata of the cube.
By an 𝑛-cube of Hamiltonians, we mean a smooth map 𝐻 : 𝐶𝑢𝑏𝑒𝑛 →
𝐶∞(𝑀 × 𝑆1,R), which is constant on an open neighborhood of each of the ver-
tices, and also so that the Hamiltonians at the vertices are non-degenerate. We also
choose a 𝐶𝑢𝑏𝑒𝑛-family of compatible almost complex structures 𝐽 , Pardon data 𝑃 ,
and coherent orientations. Now, for each face 𝐹 of the cube we can consider vir-
tual counts #𝑣𝑖𝑟ℳ(𝛾, 𝛾′, 𝐴,𝐻, 𝐽, 𝑃, 𝐹 ) of Floer trajectories associated to that face,
intuitively counting rigid buildings of bubbled solutions of Equation 3.2.0.3 with
(𝑠, 𝑡)-dependent 𝐻 and 𝐽 prescribed by the gradient flow lines of 𝑓 (see Figure 3
for a picture, and Definition 10.2.2 in [10] for a precise definition). We again weight
these counts by their topological energy.
We want to make three remarks about these virtual counts:
∙ If the compactified moduli space of stable Floer trajectories ℳ¯(𝛾, 𝛾′, 𝐴,𝐻, 𝐽, 𝐹 )
(as in Definition 10.2.3 iv. of [10]) is empty for some homotopy class 𝐴, then
the virtual count is necessarily zero. In particular, if #𝑣𝑖𝑟ℳ(𝛾, 𝛾′, 𝐴,𝐻, 𝐽, 𝑃, 𝐹 ) ̸=
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0, then, by the computation shown in the bullet point numbered 4. of sub-
section 3.1,
𝜔(𝐴) +
∫︁
𝑆1
𝛾′*𝐻 ′ −
∫︁
𝑆1
𝛾*𝐻 ≥
∫︁
|𝜕𝑢
𝜕𝑠
|2𝑑𝑠𝑑𝑡 +
∫︁
(𝜕𝑠𝐻𝑠)𝑑𝑠𝑑𝑡,(3.2.0.7)
such that there exists a broken flow line of 𝑓 in 𝐶𝑢𝑏𝑒𝑛 with intermediate
vertices 𝑣1, . . . , 𝑣𝑖 (possibly equal to each other, 𝑣𝑖𝑛(𝐹 ) or 𝑣𝑡𝑒𝑟(𝐹 )), and 𝑢 :
R× 𝑆1 ⊔ . . . ⊔ R× 𝑆1 → 𝑀 is a building of solutions of continuation map
equations (as dictated by the broken flow line) from 𝛾 to 𝛾1, 𝛾1 to 𝛾2, . . ., 𝛾𝑖
to 𝛾′, for some 𝛾𝑖, a one-periodic orbit of the Hamiltonian at 𝑣𝑖. Note that
we only have an inequality because we are not considering the geometric
energy of the bubbles on the right hand side. We call this the energy
inequality. We have already alluded to a special case of this inequality
once in the discussion of the differential, where the second term on the right
is zero.
∙ If a compactified moduli space of stable Floer trajectories consists of one
point and that point is regular, then the virtual number associated to it is
non-zero. This is a consequence of Lemma 5.2.6 of [10].
∙ If the virtual dimension of a moduli space is not equal to zero, then the
virtual counts necessarily give zero.
The upshot for us is that these (weighted) counts fit together to give an 𝑛-cube:
the chain complexes at the vertices are the Hamiltonian Floer cochain complexes;
at the edges we have what is known as continuation maps; and higher dimensional
faces give a hierarchy of homotopies as in the definition of an 𝑛-cube. Instead of
showing this from scratch, we deduce it from Pardon’s results for simplex families
in Appendix A.
Figure 3. Picture of Floer trajectory (taken from Salamon [11])
Remark 3.2.1. Whenever we pass from a family of Hamiltonians to a diagram of
chain complexes we have to make choices of almost complex structures, Pardon data,
and coherent orientations. Our final statements do not depend on these choices. In
proofs and constructions all we need is their existence. We can handle these choices
in two different ways (1) make a universal choice once and for all, or (2) make the
choices inductively whenever you need one as in Pardon [9]. We generally suppress
these choices and omit them from the labeling of the diagrams.
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Figure 4. On the left is 𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒2 and on the right is 𝑆𝑙𝑖𝑡2. To
obtain 𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑛 and 𝑆𝑙𝑖𝑡𝑛, we take their product with 𝐶𝑢𝑏𝑒𝑛−2
3.2.1. Monotone families.
Definition 4. We call an 𝑛-cube family of Hamiltonians monotone if the Hamil-
tonians are non-decreasing along all of the flow lines of 𝑓 (as defined in (3.2.0.5)).
By the energy inequality (3.2.0.7), a monotone 𝑛-cube of Hamiltonians gives rise
to an 𝑛-cube defined over Λ≥0.
We will also use two other shapes 𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑛 and 𝑆𝑙𝑖𝑡𝑛 which are subsets of
𝐶𝑢𝑏𝑒𝑛. These are used to define 𝑛-triangle and 𝑛-slit families of Hamiltonians.
We define 𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒2 := {𝑥1 ≥ 𝑥2} ⊂ 𝐶𝑢𝑏𝑒2 and 𝑆𝑙𝑖𝑡2 to be the closed region
that lies between the flow lines of 𝑓 that pass through the points (1/3, 2/3) and
(2/3, 1/3), see Figure 4. Then we define 𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑛 and 𝑆𝑙𝑖𝑡𝑛 by taking cartesian
product with 𝐶𝑢𝑏𝑒𝑛−2. The gradient flow of 𝑓 is tangent to 𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑛 and 𝑆𝑙𝑖𝑡𝑛
as well. The notion of monotonicity is defined in the same way as we did for the
cube. Families of Hamiltonians parametrized by these shapes give rise to special
𝑛-cubes as in subsubsection 2.1.2:
∙ 𝑆𝑙𝑖𝑡𝑛 gives two (𝑛 − 2)-cubes, two maps between them, and a homotopy
between the two maps, i.e. an 𝑛-slit.
∙ 𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑛 gives three (𝑛− 2)-cubes, three maps between them as dictated
by the connections in the triangle, and a filling of the remainder of the
diagram, i.e. an 𝑛-triangle.
3.2.2. Contractibility.
Definition 5. We define a homotopy of Hamiltonians with stations to be a
map ℎ : 𝐼 ×𝑀 × 𝑆1 → R, and numbers 𝑠0 = 0 < 𝑠1 < . . . < 𝑠𝑘 < 𝑠𝑘+1 = 1 such
that the Hamiltonians 𝐻 |𝑎, for 𝑎 ∈ {0, 𝑠1, . . . , 𝑠𝑘, 1} ⊂ 𝐼, are non-degenerate. We
say ℎ is monotone if it is increasing in the 𝐼-direction.
We choose non-decreasing functions 𝑙𝑖 : R→ [𝑠𝑖, 𝑠𝑖+1] which are equal to 𝑠𝑖, and
𝑠𝑖+1 near −∞, and +∞, respectively, for every 𝑖. After choosing almost complex
structures this lets us write down a moduli problem for 𝑢 :
⨆︀𝑘
𝑖=0R×𝑆1 →𝑀 , where
the equation corresponding to the 𝑖th component is the continuation map equation
with Hamiltonian term given by𝐻𝑙𝑖(𝑠). Therefore, a homotopy of Hamiltonians with
stations (plus extra auxilary choices as usual) define a map 𝐶𝐹 (𝐻 |0) → 𝐶𝐹 (𝐻 |1)
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by composing 𝐶𝐹 (𝐻 |0) → 𝐶𝐹 (𝐻 |𝑠1) . . . → 𝐶𝐹 (𝐻 |𝑠𝑘) → 𝐶𝐹 (𝐻 |1). If the
homotopy is monotone, the map is defined over Λ≥0.
In the following, by a face of a simplex ∆𝑛 = {(𝑥1, . . . , 𝑥𝑛+1 | 𝑥𝑖 ≥ 0, 𝑥1 +
. . . 𝑥𝑛+1 = 1} ⊂ R𝑛+1 we mean any of its subsets that can be obtained by setting
a subset (possibly empty) of the coordinates to 0. A function on a closed subset
of ∆𝑛 being smooth means that it can be extended to a smooth function on a
neighborhood of it inside R𝑛+1.
Definition 6. We define an 𝑛-simplex family of homotopy of Hamiltonians
with stations between 𝐻0 and 𝐻1 as a smooth map 𝐻 : ∆𝑛×𝐼×𝑀×𝑆1 → R such
that {𝑎} × {0} ×𝑀 × 𝑆1 → R is 𝐻0 for all 𝑎 ∈ ∆𝑛, and {𝑎} × {1} ×𝑀 × 𝑆1 → R
is 𝐻1 for all 𝑎 ∈ ∆𝑛. Moreover, we are given a subset 𝑆 ⊂ ∆ × 𝐼 (the stations)
satisfying the conditions:
∙ There exists numbers 0 < 𝑠1 ≤ . . . ≤ 𝑠𝑘 < 1 and faces 𝐹1, . . . 𝐹𝑘 of ∆𝑛 such
that 𝑆 =
⋃︀𝑘
𝑖=1 𝐹𝑖 × {𝑠𝑖}.
∙ There exists a neighborhood 𝑈 of 𝑆 ∪ ∆ × {0} ∪ ∆ × {1} in ∆𝑛 × 𝐼 such
that for every 𝑥 ∈𝑀 and 𝑡 ∈ 𝑆1, 𝐻 |𝑈×{𝑥}×{𝑡} is locally constant.
We say such family is monotone if it is increasing in the 𝐼-direction.
Remark 3.2.2. Note that there is a cosmetic difference between a 0-simplex family
of homotopy of Hamiltonians and a homotopy of Hamiltonians (as in the first defi-
nition of this subsubsection, which we gave as a warm-up) related to how we choose
to turn the data into a form that lets us write down the corresponding Floer equa-
tion (the next paragraph versus the paragraph right after Definition 5). Definition
6 is the one we use in practice.
Let us denote the coordinate in the 𝐼-direction by 𝑟. Given 𝑛 > 0 integer and
an 𝑆 as above, we fix a function 𝑔𝑛,𝑆 : ∆𝑛 × 𝐼 → R such that:
∙ 𝑔𝑛,𝑆 ≥ 0,
∙ 𝑔𝑛,𝑆 vanishes precisely along 𝑆,
∙ all the integral curves of the vector field 𝑔𝜕𝑟 are defined for all times
(−∞,∞).
We also want these functions to be compatible in the sense that if 𝐹 is a face
of ∆𝑛, 𝑔𝑛,𝑆 |𝐹= 𝑔𝑑𝑖𝑚𝐹,𝑆∩𝐹 . It is possible to make such choices (see the proof of
Lemma 3.2.4).
Families of homotopies of Hamiltonians are then used to define homotopy coher-
ent diagrams of maps from 𝐶𝐹 (𝐻 |0) to 𝐶𝐹 (𝐻 |1), which are defined over Λ≥0, if
the family is monotone. This follows from the gluing results of [10]. See Figure 5
for an example.
Remark 3.2.3. Succintly, we defined an (∞, 1) category where the objects are
non-degenerate Hamiltonians, and the Hom sets are Kan complexes given by the
simplex families as above. In the monotone version, Hom sets are the monotone
simplex families (which might be empty of course). The following lemma says that
the non-empty Hom sets are contractible in either case. Floer theory constructs an
∞− functor from these categories to the ∞ category of chain complexes (over Λ≥0
in the monotone case).
A family of homotopy of Hamiltonians with stations on the boundary of ∆𝑛 is
a ∆𝑛−1-family of homotopy of Hamiltonians with stations defined on each 𝑛 − 1
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Figure 5. A family of Hamiltonians with stations as on the left
gives rise to a diagram as on the right. Note that in the right pic-
ture there is a face in the back, and by a double edge we mean the
identity map. Moreover, all faces carry homotopies, in particular
the maximal dimensional face. We omit writing down the equa-
tions.
dimensional face of ∆𝑛−1 so that the Hamiltonians glue together to a continuous
function 𝜕∆𝑛×𝐼×𝑀 ×𝑆1 → R (we also have stations but no conditions on them).
Note that this implies that 𝜕∆𝑛 × 𝐼 ×𝑀 × 𝑆1 → R is in fact smooth (this is not
hard, see Lemma 16.8 of [7] for example).
Lemma 3.2.4. Any family of homotopy of Hamiltonians with stations that is de-
fined on the boundary of a simplex can be extended to the interior of the simplex.
Crucially, if the initial family is monotone, the extension can be made monotone.
Proof. First we note that we do not add more stations, so the new 𝑆 is simply the
union of old ones considered as a subset of ∆𝑛.
This is an application of Whitney Extension theorem [17], more accurately of
the construction that is involved in proving it. We refer to Subsections VI.2.2 and
VI.2.3 in [13] for the construction (i.e. Equation (8) in [13]) and its properties.
The only property that the construction does not immediately satisfy is constancy
near the stations. This is easy to fix. Let us call the extension so far 𝐹 . We first
define a function 𝐶 in a neighborhood 𝑁 of 𝑆 via extending by constants. Then,
we take a positive partitions of unity 𝑓1 + 𝑓2 = 1, where 𝑓1 is supported inside 𝑁 ,
and is equal to 1 in a neighborhood of 𝑆. We then define our final extension to
be 𝐹 = 𝑓1𝐹 + 𝑓2𝐶. It is easy to see that 𝐹 satisfies all the properties, including
monotonicity. 
The upshot of this discussion informally is that any partially defined homotopy
coherent diagram of maps 𝐶𝐹 (𝐻) to 𝐶𝐹 (𝐻 ′) can be filled, even over Λ≥0. Instead
of trying explain this more rigourously, we give an example.
Example. Assume that we have Hamiltonians defined on the boundary of the
𝐶𝑢𝑏𝑒3, which are also increasing along the vector field that we use to define mono-
tonicity. This almost defines a 3-cube of chain complexes over Λ≥0 except that we
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do not yet have the map associated to the top dimensional face. Note that what
we are given can be repackaged as a family of homotopies of Hamiltonians with
stations that is defined on the boundary of a hexagon. We can now triangulate our
hexagon and fill in the inside (we could directly fill the hexagon too, but we say it
in this way to be consistent with the general framework). Floer theory then gives
us the desired map to complete our initial diagram to a 3-cube.
3.3. Construction of the invariant.
3.3.1. Cofinality. Let 𝑋 be a closed smooth manifold, and 𝐴 ⊂ 𝑋 be a compact
subset. We define 𝐶∞𝐴⊂𝑋 := {𝐻 ∈ 𝐶∞(𝑋,R) | 𝐻 |𝐾< 0}. Note that 𝐶∞𝐴⊂𝑋 is a
directed set, with the relation 𝐻 ≥ 𝐻 ′ if 𝐻(𝑥) ≥ 𝐻 ′(𝑥) for all 𝑥 ∈ 𝑋.
Lemma 3.3.1. Let 𝐻1 ≤ 𝐻2 ≤ . . . be elements of 𝐶∞𝐴⊂𝑋 . They form a cofinal
family if and only if 𝐻𝑖(𝑥) → 0, for 𝑥 ∈ 𝐴, and 𝐻𝑖(𝑥) → ∞, for 𝑥 ∈ 𝑋 − 𝐴, as
𝑖→∞.
Proof. The only if direction is trivial, we prove the if direction. Take any 𝑓 ∈ 𝐶∞𝐴⊂𝑋 ,
we need to show that there exists an 𝑖 > 0 such that 𝑓 ≤ 𝐻𝑖.
By compactness (and Dini’s theorem), there is a 𝑗 > 0 such that 𝑓 < 𝐻𝑗 on 𝐴.
But, then there has to be a neighborhood 𝑈 of 𝐴 such that 𝑓 < 𝐻𝑗 on 𝑈 .
Again, by compactness, there is a 𝑗′ > 0 such that 𝑓 < 𝐻𝑗′ on 𝑋−𝑈 . Choosing,
𝑖 = 𝑚𝑎𝑥(𝑗, 𝑗′) finishes the proof. 
3.3.2. Definition and basic properties. Let𝑀 be a closed symplectic manifold, 𝐾 ⊂
𝑀 be a compact subset. We call the following data an acceleration data for 𝐾:
∙ 𝐻1 ≤ 𝐻2 ≤ . . . a cofinal family in 𝐶∞𝐾×𝑆1⊂𝑀×𝑆1 , where 𝐻𝑖 are non-
degenerate for all 𝑖 ≥ 1.
∙ Monotone 1-cube of Hamiltonians {𝐻𝑠}𝑠∈[𝑖,𝑖+1], for all 𝑖.
Note that acceleration data gives one R≥0 family of Hamiltonians, which we will
denote by 𝐻𝑠. From an acceleration data, we obtain a 1-ray of chain complexes
over Λ≥0: 𝒞(𝐻𝑠) := 𝐶𝐹 (𝐻1) → 𝐶𝐹 (𝐻2) → . . ..
We define 𝑆𝐶𝑀 (𝐾,𝐻𝑠) := ̂︁𝑡𝑒𝑙(𝒞(𝐻𝑠)).
If 𝐻𝑠 and 𝐻 ′𝑠 are two acceleration data for 𝐾 such that 𝐻𝑛 ≥ 𝐻 ′𝑛 for all 𝑛 ∈ N,
we can produce a map of 1-rays 𝒞(𝐻 ′𝑠) → 𝒞(𝐻𝑠) by filling in the 2-cubes.
𝐶𝐹 (𝐻 ′1) //
 %%
𝐶𝐹 (𝐻 ′2)

//
%%
𝐶𝐹 (𝐻 ′3) //

##
. . .
𝐶𝐹 (𝐻1) // 𝐶𝐹 (𝐻2) // 𝐶𝐹 (𝐻3) // . . .
(3.3.2.1)
This map is unique up to homotopy of maps of 1-rays by filling in the 3-slits.
Therefore we get a canonical map:
𝐻(𝑆𝐶𝑀 (𝐾,𝐻
′
𝑠)) → 𝐻(𝑆𝐶𝑀 (𝐾,𝐻𝑠)).(3.3.2.2)
Moreover, if we have 𝐻𝑛 ≥ 𝐻 ′𝑛 ≥ 𝐻 ′′𝑛 , the canonical triangle is commutative,
this time by filling in the 3-triangles.
Recall that for a 1-ray, we had the notion of a compression morphism, which
induced an isomorphism after applying 𝐻(̂︁𝑡𝑒𝑙(·)) (as in Section 2.2)). A priori this
isomorphism is not induced by Floer theory, so we need to remedy that.
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Let 𝒞(𝐻𝑠)𝑛 = 𝐶𝐹 (𝐻𝑛(1)) → 𝐶𝐹 (𝐻𝑛(2)) → . . . be subray. We can also think of
𝐻𝑛(1) < 𝐻𝑛(2) < . . . as part of another acceleration data 𝐻 ′𝑠.
Lemma 3.3.2. ∙ There is a canonical isomorphism 𝐻(̂︁𝑡𝑒𝑙(𝒞(𝐻𝑠)𝑛)) → 𝐻(̂︁𝑡𝑒𝑙(𝒞(𝐻 ′𝑠))
∙ The diagram commutes:
𝐻(̂︁𝑡𝑒𝑙(𝒞(𝐻𝑠))) //

𝐻(̂︁𝑡𝑒𝑙(𝒞(𝐻𝑠)𝑛))
𝐻(̂︁𝑡𝑒𝑙(𝒞(𝐻 ′𝑠)))
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.(3.3.2.3)
Proof. These follow from the results of the Contractibility subsection. We omit the
details. 
Proposition 3.3.3. The comparison maps (as defined in (3.3.2.2)) 𝐻(𝑆𝐶𝑀 (𝐾,𝐻 ′𝑠)) →
𝐻(𝑆𝐶𝑀 (𝐾,𝐻𝑠)) are isomorphisms.
Proof. We can find subsequences 𝑛(𝑖) and 𝑚(𝑖) of natural numbers such that 𝐻 ′𝑖 <
𝐻𝑖 < 𝐻
′
𝑛(𝑖) < 𝐻𝑚(𝑖). We then get three 2-rays glued to each other.
𝐶𝐹 (𝐻 ′1) //
 ''
𝐶𝐹 (𝐻 ′2)

//
''
𝐶𝐹 (𝐻 ′3) //

$$
. . .
𝐶𝐹 (𝐻 ′1) //
 ''
𝐶𝐹 (𝐻 ′2)

//
''
𝐶𝐹 (𝐻 ′3) //

$$
. . .
𝐶𝐹 (𝐻 ′𝑛(1)) //
 ''
𝐶𝐹 (𝐻 ′𝑛(2))

//
''
𝐶𝐹 (𝐻 ′𝑛(3)) //

$$
. . .
𝐶𝐹 (𝐻𝑚(1)) // 𝐶𝐹 (𝐻𝑚(2)) // 𝐶𝐹 (𝐻𝑚(3)) // . . .
(3.3.2.4)
Now we apply ̂︁𝑡𝑒𝑙 to this diagram. By the previous lemma, the composition of the
first and last two maps is a quasi-isomorphism. The same is true for the second and
third maps for the same reason. Hence all three maps are quasi-isomorphisms. 
Proposition 3.3.4. (1) Let 𝐻𝑠 and 𝐻 ′𝑠 be two different acceleration data, then
𝐻(𝑆𝐶𝑀 (𝐾,𝐻𝑠)) = 𝐻(𝑆𝐶𝑀 (𝐾,𝐻
′
𝑠)) canonically. Therefore we simply de-
note the invariant by 𝑆𝐻𝑀 (𝐾).
(2) For 𝐾 ⊂ 𝐾 ′, there exists canonical restriction maps 𝑆𝐻𝑀 (𝐾 ′) → 𝑆𝐻𝑀 (𝐾).
This satisfies the presheaf property.
(3) Let 𝜑 : 𝑀 → 𝑀 be a symplectomorphism. There exists a canonical iso-
morphism 𝑆𝐻𝑀 (𝐾) = 𝑆𝐻𝑀 (𝜑(𝐾)) by relabeling an acceleration data by
𝜑.
Proof. To construct the maps in (1), we take acceleration data that dominates both
cofinal sequence in question, and use the roof that it gives. The maps in (2), are
defined exactly as the maps 3.3.2.2 were defined. The canonicality of maps in (1)
and (2) are applications of contractibility. (3) is easy as we can relabel all choices
by the symplectomorphism. 
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3.3.3. Computing 𝑆𝐻𝑀 (𝑀) and 𝑆𝐻𝑀 (∅). When 𝐾 = 𝑀 , take a 𝐶2-small non-
degenerate 𝐻 with no non-constant time-1 orbits, which is negative everywhere (see
Lemma 4.2.1). We define 𝐻𝑠 = 𝑠−1𝐻, for 𝑠 ≥ 1, as the acceleration data.
Let 𝐶𝑀(𝐻) be the Morse complex of 𝐻 with Z-coefficients. On the other hand
we denote by 𝐶𝑀(𝐻,Λ≥0) the complex freely generated over Λ≥0 by the critical
points, but with the terms in the differential weighed by 𝑇𝐻(𝑝+)−𝐻(𝑝−).
By Pardon [10] Theorem 10.7.1, we see that the associated diagram for this
acceleration data looks like
. . . 𝐶𝑀(𝐻𝑛,Λ≥0) → 𝐶𝑀(𝐻𝑛+1,Λ≥0) . . . ,(3.3.3.1)
where a generator 𝑝 in the 𝑛th level is sent to 𝑇
−𝐻(𝑝)
𝑛(𝑛+1) 𝑝 by the continuation map,
using 1𝑛(𝑛+1) =
1
𝑛 − 1𝑛+1 .
It is easy to see that the direct limit of this diagram of chain complexes is
𝐶𝑀(𝐻)⊗Z Λ>0 with maps
𝐶𝑀(𝐻𝑛,Λ≥0) → 𝐶𝑀(𝐻)⊗Z Λ>0,(3.3.3.2)
sending 𝑝 to 𝑇
−𝐻(𝑝)
𝑛 𝑝. Completion does nothing to 𝐶𝑀(𝐻) ⊗Z Λ>0. Using that
Λ>0 is flat, we get the result that was stated in the Introduction:
𝑆𝐻𝑀 (𝑀) = 𝐻(𝑀,Z))⊗Z Λ>0.(3.3.3.3)
For 𝐾 = ∅, we start with any non-degenerate 𝐻, and define 𝐻𝑠 = 𝐻 + 𝑠. The
linear diagram for this acceleration data looks like . . . 𝐶 → 𝐶 → . . . for some chain
complex 𝐶, where all the maps are also the same. By the energy inequality, this
map sends 𝐶 to 𝑇𝐶. Now looking at the definition of completed direct limit (using
Lemma 2.3.6), we see that we are computing the inverse limit of 0-modules, which
is also 0.
3.4. Multiple subsets. Let 𝐾1, . . . ,𝐾𝑛 be compact subsets of 𝑀 . For every 𝐼 ⊂
[𝑛], choose a cofinal sequence 𝐻𝐶𝑘 for 𝐶 =
⋂︀
𝑖∈𝐼 𝐾𝑖, such that 𝐻
𝐶
𝑘 ≥ 𝐻𝐶
′
𝑘 whenever
𝐶 ⊂ 𝐶 ′. Here 𝐼 being the empty set means taking the union of 𝐾𝑖’s. For each
𝑘, extend 𝐶𝑢𝑏𝑒𝑛+1, where the vertices are given by 𝐻𝐶𝑘 and 𝐻
𝐶
𝑘+1, to a monotone
(𝑛 + 1)-cube family of Hamiltonians. Let us call this entire 𝑛 + 1 dimensional
familty of Hamiltonians ℋ. Using Hamiltonian Floer theory, this data gives us an
(𝑛 + 1)-ray. The ordering of the coordinates of the slices is given by the ordering
of the subsets. Here is a diagram for how this looks like for 𝑛 = 2:
. . . 𝐶𝐻(𝐻𝐾1∪𝐾2𝑛 ) 𝐶𝐻(𝐻
𝐾1∪𝐾2
𝑛+1 ) . . .
. . . 𝐶𝐻(𝐻𝐾1𝑛 ) 𝐶𝐻(𝐻
𝐾1
𝑛+1) . . .
. . . 𝐶𝐻(𝐻𝐾2𝑛 ) 𝐶𝐻(𝐻
𝐾2
𝑛+1) . . .
. . . 𝐶𝐻(𝐻𝐾1∩𝐾2𝑛 ) 𝐶𝐻(𝐻
𝐾1∩𝐾2
𝑛+1 ) . . .
Applying ̂𝑡𝑒𝑙 ∘ 𝑐𝑜𝑛𝑒𝑛 to this (𝑛+1)-ray, we construct a chain complex 𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛,ℋ).
Note that 𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛,ℋ) depends on the ordering of the subsets.
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The methods of the previous subsection with higher dimensional families of
cubes, triangles, and slits etc. let us show that 𝑆𝐻𝑀 (𝐾1, . . . ,𝐾𝑛) := 𝐻(𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛,ℋ))
is well defined. We omit more details.
4. Mayer Vietoris property
4.1. Zero energy solutions. Let 𝑋,𝑌 ⊂ 𝑀 be two compact subsets. We are
going to show under certain assumptions that 𝑆𝐻(𝑀𝑋,𝑌 ) = 0, which implies a
Mayer-Vietoris sequence by Lemma 2.4.2. We will do this by making a special
choice of ℋ for defining 𝑆𝐶𝑀 (𝑋,𝑌,ℋ). We explain all this from scratch in this
subsection, sometimes at the expense of repeating ourselves.
We can choose acceleration data 𝐻𝐴𝑠 , for 𝐴 = 𝑋 ∩ 𝑌,𝑋, 𝑌,𝑋 ∪ 𝑌 , so that
𝐻𝐴𝑛 ≥ 𝐻𝐵𝑛 , whenever 𝐴 ⊂ 𝐵. We can then construct a 3-ray with 𝒞(𝐻𝐴𝑠 ) at the
four infinite edges:
. . . 𝐶𝐻(𝐻𝑋∪𝑌𝑛 ) 𝐶𝐻(𝐻
𝑋∪𝑌
𝑛+1 ) . . .
. . . 𝐶𝐻(𝐻𝑋𝑛 ) 𝐶𝐻(𝐻
𝑋
𝑛+1) . . .
. . . 𝐶𝐻(𝐻𝑌𝑛 ) 𝐶𝐻(𝐻
𝑌
𝑛+1) . . .
. . . 𝐶𝐻(𝐻𝑋∩𝑌𝑛 ) 𝐶𝐻(𝐻
𝑋∩𝑌
𝑛+1 ) . . .
The 2-cube slices of this 3-ray look like:
𝐶𝐻(𝐻𝑋∪𝑌𝑛 ) //
 ''
𝐶𝐻(𝐻𝑋𝑛 )

𝐶𝐻(𝐻𝑌𝑛 ) // 𝐶𝐻(𝐻
𝑋∩𝑌
𝑛 )
.(4.1.0.1)
We want to show that we can set-up our 3-ray in such a way that all of these
slices are acyclic 2-cubes. This implies that 𝑆𝐻𝑀 (𝑋,𝑌 ) = 0 by Lemma 2.4.1.
Let ℎ0 ≤ ℎ1 be non-degenerate Hamiltonians with a monotone homotopy ℎ𝑠
between them. Let 𝛾0 and 𝛾1 be one-periodic orbits of ℎ0 and ℎ1 respectively. We
make more choices and define the continuation map 𝑐𝑜𝑛 : 𝐶𝐹 (ℎ0) → 𝐶𝐹 (ℎ1). We
consider the matrix coefficient 𝛼 :=< 𝑐𝑜𝑛(𝛾0), 𝛾1 >∈ Λ≥0.
Lemma 4.1.1. ∙ If 𝑣𝑎𝑙(𝛼) = 0, then 𝛾0 = 𝛾1, and ℎ𝑠 ∘ 𝛾0 : 𝑆1 → R is
independent of 𝑠.
∙ Assume that ℎ𝑠 is 𝐶∞-wise constant along 𝛾0. Then 𝛾0 is a non-degenerate
one-periodic orbit for ℎ1, and if we take 𝛾1 to be that, 𝑣𝑎𝑙(𝛼) = 0.
Proof. The first statement immediately follows from the energy identity (Equation
(3.2.0.7) in subsubsection 3.2). For the second statement, note that 𝑢(𝑠, 𝑡) = 𝛾0(𝑡)
satisfies the Floer equation. This solution is regular. By the energy identity, it
is the only solution with zero topological energy. Moreover, it is easy to see that
the compactified moduli space of (possibly bubbled and broken) stable Floer tra-
jectories in the homotopy class of the constant solution also consists only of this
solution. This proves the statement by Lemma 5.2.6 of [10]. 
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Let 𝑓 and 𝑔 be two non-degenerate Hamiltonians. We define 𝑈 = {𝑓 < 𝑔} ⊂
𝑀 ×𝑆1 and 𝑉 = {𝑓 > 𝑔} ⊂𝑀 ×𝑆1. The graph of 𝛾 : 𝑆1 →𝑀 is the image of the
map 𝛾 × 𝑖𝑑 : 𝑆1 →𝑀 × 𝑆1.
Proposition 4.1.2. Assume that ?¯? and 𝑉 are disjoint. Then, 𝑚𝑎𝑥(𝑓, 𝑔) and
𝑚𝑖𝑛(𝑓, 𝑔) are smooth functions.
Moreover, assume that no one-periodic orbit of 𝑋𝑓 , 𝑋𝑔, 𝑋𝑚𝑖𝑛(𝑓,𝑔) or 𝑋𝑚𝑎𝑥(𝑓,𝑔)
has a graph that intersects both 𝑈 and 𝑉 (see Figure 6). Then, 𝑚𝑎𝑥(𝑓, 𝑔) and
𝑚𝑖𝑛(𝑓, 𝑔) are non-degenerate, and,
𝐶𝐹 (𝑚𝑖𝑛(𝑓, 𝑔)) //
 ((
𝐶𝐹 (𝑓)

𝐶𝐹 (𝑔) // 𝐶𝐹 (𝑚𝑎𝑥(𝑓, 𝑔))
.(4.1.0.2)
is acyclic, for any choice of monotone 2-cube family of Hamiltonians and extra data
necessary to define the maps.
Proof. Note that if ℎ = ℎ′ on an open set 𝑆, and ℎ𝑠 is a monotone homotopy from
ℎ to ℎ′, then ℎ𝑠 = ℎ on 𝑆 with all derivatives.
The first statement is elementary. Non-degeneracy of 𝑚𝑎𝑥(𝑓, 𝑔) and 𝑚𝑖𝑛(𝑓, 𝑔)
follow from the fact that their one periodic orbits all occur also as orbits of 𝑋𝑓 or
𝑋𝑔 with the same return map, by our assumption.
The one periodic orbits of the 4 Hamiltonians in question fall under 3 groups:
the ones whose graph
(1) intersects 𝑈
(2) intersects 𝑉
(3) lies in 𝑀 × 𝑆1 − (𝑈 ∪ 𝑉 ) = {𝑓 = 𝑔}
The group 3 is common to all of them. 1 of 𝑓 is the 1 of 𝑚𝑖𝑛(𝑓, 𝑔); 2 of 𝑓 is the
2 of 𝑚𝑎𝑥(𝑓, 𝑔); 1 of 𝑔 is the 1 of 𝑚𝑎𝑥(𝑓, 𝑔) and 2 of 𝑔 is the 1 of 𝑚𝑖𝑛(𝑓, 𝑔).
Now set 𝑇 = 0 and use the previous lemma. Note that the homotopy map is
necessarily zero (after 𝑇 = 0). This is because the family of topological energy zero
solutions have virtual dimension 1 and hence the corresponding virtual count is 0.
One can also use the mod 2 grading to reach to the same conclusion since homotopy
map is supposed to have degree 1.
This finishes the proof by Corollary 2.3.5 Part (1). 
Remark 4.1.3. In the applications below 𝑈 and 𝑉 will be of the form ?˜? ×𝑆1 and
𝑉 × 𝑆1. Note that in that case, the condition of not intersecting both 𝑈 and 𝑉 is
empty for constant orbits.
4.2. Boundary accelerators. In this subsection we explain how to choose an
acceleration data so that the interesting Hamiltonian dynamics concentrates near
hypersurfaces that tightly envelop the compact subset in question.
Definition 7. Let 𝐾 be a subset, we say that a sequence of compact domains
𝐷1𝐾 , 𝐷
2
𝐾 , . . . approximate 𝐾 if
∙ ⋂︀𝐷𝑖𝐾 = 𝐾
∙ 𝐷𝑖+1𝐾 ⊂ 𝑖𝑛𝑡(𝐷𝑖𝐾)
Note that every compact subset can be approximated by compact domains.
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Figure 6. A cartoon of the situation in Proposition 4.1.2. The
crossed orbit is not allowed. The other 3 orbits each belong to one
of the 3 groups described in the proof.
Definition 8. A boundary accelerator consists of three pieces of data:
(1) A strictly increasing sequence of positive numbers ∆𝑖 which converge to
infinity as 𝑖→∞.
(2) A sequence of triplets of compact domains {(𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝐾 ), 𝑁 𝑖𝐾 , 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖+𝐾 ))}𝑖∈Z>0
such that
∙ 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝐾 ) ∪𝑁 𝑖𝐾 ∪ 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖+𝐾 ) = 𝑀 .
∙ The interiors of 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝐾 ), 𝑁 𝑖𝐾 , 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖+𝐾 ) are pairwise disjoint
∙ 𝜕𝑁 𝑖𝐾 = 𝜕𝑁 𝑖−𝐾 ⊔ 𝜕𝑁 𝑖+𝐾 , 𝜕𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝐾 ) = 𝜕𝑁 𝑖−𝐾 , 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖+𝐾 ) = 𝜕𝑁 𝑖+𝐾 .
∙ 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝐾 ) approximate 𝐾.
∙ 𝑁 𝑖𝐾 is contained in the interior of 𝑓𝑖𝑙𝑙(𝜕𝑁 (𝑖+1)+𝐾 ).
We call 𝑁 𝑖𝐾 themixing regions, 𝑓𝑖𝑙𝑙(𝜕𝑁
𝑖−
𝐾 ) the inner fillers, and 𝑓𝑖𝑙𝑙(𝜕𝑁
𝑖+
𝐾 )
the outer fillers.
(3) Smooth functions 𝑓𝑖 : 𝑁 𝑖𝐾 → [0,∆𝑖] such that
∙ 𝑓𝑖 has no critical points along 𝜕𝑁 𝑖𝐾 .
∙ 𝑓−1𝑖 (0) = 𝜕𝑁 𝑖−𝐾 and 𝑓−1𝑖 (∆𝑖) = 𝜕𝑁 𝑖+𝐾 .
We call these the excitation functions.
See Figure 7 for a cartoon depicting the situation. We will generally drop the
fillers from notation, but they are always there.
Now we explain how we get a valid acceleration data starting from a boundary
accelerator. An extra property we want is to restrict the points that a non-constant
periodic orbit can pass through to the mixing regions. The following lemma is our
main tool in that respect.
Lemma 4.2.1. Let 𝐻 : 𝑋 → R be a smooth function, where 𝑋 is a manifold with
boundary and 𝐻 is constant along the boundary. For small enough 𝜖 > 0, all time-1
orbits of 𝑋𝜖𝐻 are constant.
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Figure 7. One mixing region in a boundary accelerator, and the
relevant notation.
Proof. This follows from the more general theorem of Yorke [18]. 
Moreover, we will need to perturb the excitation functions to have non-degenerate
orbits, but we will have to perturb in a very controlled fashion. We start with a
preparatory lemma.
Lemma 4.2.2. Let 𝐹 : 𝑀 × [0, 1] → R be a Hamiltonian, and 𝛾 : [0, 1] → 𝑀 a
flow line of 𝑋𝐹𝑡 . Then, for any 𝑡0 ∈ (0, 1), and neighborhood 𝑉 of 𝛾(𝑡0); we have
that for every 𝑣 ∈ 𝑇𝛾(1)𝑀 , there is a smooth one parameter family of functions
𝑓𝑠 : 𝑀 × [0, 1] → R, 𝑠 ∈ [0, 𝜏), for some 𝜏 > 0, such that
∙ 𝑓0 = 0
∙ for some 𝜖 > 0, 𝑓𝑠(𝑥, 𝑡) = 0, for 𝑡 < 𝜖 and 𝑡 > 1− 𝜖 and all 𝑠
∙ 𝑓𝑠 ≥ 0, for all 𝑠
∙ 𝑠𝑢𝑝𝑝(𝑓𝑠) ⊂ 𝑉 , for all 𝑠
∙ The tangent vector to the curve 𝑠 ↦→ 𝜑1𝐹+𝑓𝑠(𝛾(0)) at 𝑠 = 0 is equal to 𝑣.
Proof. We can easily reduce to the case 𝛾([0, 𝑡0]) ⊂ 𝑉 . Moreover, because 𝑋𝐹𝑡
induces a one parameter family of diffeomorphisms, we can in fact assume that the
entirety of 𝛾 is contained in 𝑉 . Using the formula for the Hamiltonion function
inducing the composition of two Hamiltonian functions, we can moreover assume
that 𝛾 is a constant orbit, and the flow of 𝑋𝐹𝑡 is identity in a neighborhood of it.
Finally, we can assume that 𝑀 = C𝑛, 𝐹𝑡 = 0 everywhere, and 𝑉 is an open
ball around the origin. Consider a linear function −𝐽𝑣 · 𝑥 + 𝑐, which is positive
on 𝑉 . By changing its support in the time domain by reparametrizing we can
make it supported away from 0 and 1 while keeping it positive. Call the resulting
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Hamiltionian 𝑓 and define 𝑓𝑠 = 𝑠𝑓 . For any positive cutoff function 𝛽 supported
on 𝑉 and equal to 1 near the origin, 𝛽𝑓𝑠 does the job.

Lemma 4.2.3. Let 𝐻 : 𝑀 × 𝑆1 → R be a Hamiltonian, 𝑛 be a positive integer,
and 𝛿 > 0. Let 𝑈 ⊂ 𝑀 be an open subset, and 𝑓 be any strictly positive smooth
function on 𝑈 . Then there exists a 𝐻 ′ : 𝑀 × 𝑆1 → R such that
∙ 𝑠𝑢𝑝𝑝(𝐻 −𝐻 ′) ⊂ 𝑈 × 𝑆1
∙ |𝐻 ′ −𝐻|𝐶𝑛 < 𝛿
∙ |𝐻 ′ −𝐻| < 𝑓
∙ 𝐻 ≥ 𝐻 ′
∙ All one-periodic orbits of 𝑋𝐻′ which intersect 𝑈 are non-degenerate.
Proof. Let us consider the space 𝐹 all nonnegative functions 𝑀 ×𝑆1 → R that are
supported in 𝑈 ×𝑆1, and is less than 𝑓 , with the 𝐶𝑛 norm. This is a convex subset
of a Banach space.
Consider the open subset 𝒱 of 𝐹 ×𝑀 given by (ℎ, 𝑥), where the Hamiltonian
flow 𝜑𝑡ℎ+𝐻 of ℎ + 𝐻, starting at 𝑥, intersects 𝑈 . We have the map 𝒱 → 𝑀 ×𝑀
given by (ℎ, 𝑥) ↦→ (𝑥, 𝜑1ℎ+𝐻(𝑥)).
The Sard-Smale theory of transversality extends to this setting [1]. The previous
lemma shows that this map is transverse to the diagonal in𝑀×𝑀 in the appropriate
sense, and finishes the proof. 
Whenever we say we make perturbations, or apply perturbation lemma, we will
mean that we are using this lemma. If we want to stress that we are using the
fourth bullet point, we will say that we are making monotone perturbations.
Proposition 4.2.4. Let 𝐾 be a compact subset of a closed symplectic manifold 𝑀 ,
then we can find functions ℎ𝑖 : 𝑀 → R, 𝑖 ∈ Z>0 such that
∙ There exists mixing regions 𝑁 𝑖𝐾 (with fillers) and a sequence of numbers ∆𝑖
so that {(ℎ𝑖 |𝑁𝑖𝐾 , 𝑁 𝑖𝐾 ,∆𝑖)} is a boundary accelerator.∙ The critical points of ℎ𝑖 inside the fillers are non-degenerate as time-1 orbits
of 𝑋ℎ𝑖
∙ All non-constant one-periodic orbits of 𝑋ℎ𝑖 are contained outside of a neigh-
borhood of the fillers of 𝑁 𝑖𝐾 .
∙ There exists a sequence of positive numbers 𝛿𝑖 → 0 such that −𝛿𝑖 < ℎ𝑖 |𝑓𝑖𝑙𝑙(𝜕𝑁𝑖−𝐾 )≤
0, with equality only the boundary, and for 𝑥 ∈ 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝐾 ), ℎ𝑖−1(𝑥) ≤
ℎ𝑖(𝑥).
∙ ∆𝑖 ≤ ℎ𝑖 |𝑓𝑖𝑙𝑙(𝜕𝑁𝑖+𝐾 )< ∆𝑖+1, with equality only on the boundary.
Proof. Using compactness, we first find approximating domains for 𝐾. Then using
tubular neighborhood theorem, we construct boundary accelerators. Lastly, we
extend the excitation functions to the fillers step by step.
(1) We extend the excitation functions to the fillers so that the extension is
negative in the interior of the inner filler, and it is bigger than ∆𝑖 in the
interior of the outer filler.
(2) By making compactly supported perturbations in the interior of the fillers
we can make the functions Morse on the fillers. Note that our perturbation
theorem does not apply to this situation as we used time dependent Hamil-
tonians there. Nevertheless, this is standard, and we omit more details
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(3) Momentarily denote the function restricted to a small neighborhood of the
inner filler by 𝑓 . Let ?˜? : [0,∆𝑖] → [𝜖, 1] be a non-decreasing function which
is equal to 𝜖 in a neighborhood of 0, and to 1 in a neighborhood of ∆𝑖. We
then extend ?˜? ∘ ℎ𝑖 to a function 𝑤 on 𝑀 by constants. If we multiply the
function we had constructed in (2) by 𝑤, it still satisfies all the previous
properties, but now 𝑓 → 𝜖𝑓 . By choosing 𝜖 small enough we can make
sure that there are no non-constant orbits contained in a neighborhood
of the inner filler. We do the same for the outer filler, but this time we
have to think of ∆𝑖 as the zero level, and hence the rescaling results in
𝑓 ↦→ ∆𝑖 + 𝜖(𝑓 − ∆𝑖). Finally notice that choosing 𝜖 small enough also
achieves the extra non-degeneracy condition on the Morse critical points
inside the fillers, as well as the last two conditions from the statement of
the proposition.

Proposition 4.2.5. Let ℎ𝑖 be as in Proposition 4.2.4. We also fix 𝑛 > 0 an integer,
and 𝜏 > 0 a real number.
We can find 𝐻𝑖 : 𝑀 × 𝑆1 → R such that
∙ 𝐻𝑖 = ℎ𝑖 on the fillers.
∙ 𝐻𝑖(𝑖𝑛𝑡(𝑁 𝑖𝐾)) ⊂ (0,∆𝑖).
∙ |𝐻𝑖 − ℎ𝑖|𝐶𝑛 < 𝜏 .
∙ All one-periodic orbits of 𝑋𝐻𝑖 are non-degenerate.
In particular, 𝐻𝑖’s form a non-degenerate cofinal sequence for 𝐾.
Proof. We apply the perturbation lemma with 𝑈 being the interior of 𝑁 𝑖𝐾 ’s. 
See Figure 8 for a summary of this procedure that constructs a cofinal sequence
(and by linear interpolation acceleration data) from boundary accelerators.
Remark 4.2.6. The main gain from this construction is that we obtained an accel-
eration data with no non-constant orbits outside of the mixing region while inside
the mixing regions changing the excitation functions only in very controlled ways
from what they were originally (for example we have not changed the level sets of
the functions inside the mixing regions until the very last step). In the remain-
ing sections, we will have to go through this construction again, trying to do it
for two subsets simultaneously, while satisfying certain extra conditions related to
Proposition 4.1.2. Roughly speaking, the excitation functions will satisfy these extra
conditions by the assumptions, and our goal will be to not ruin it.
4.3. Non-intersecting boundaries. In this subsection we investigate the case
when 𝑋 and 𝑌 are two compact domains with disjoint boundaries.
Definition 9. We say that boundary accelerators (𝑓𝑋𝑖 , 𝑁 𝑖𝑋 ,∆
𝑋
𝑖 ) and (𝑓𝑌𝑖 , 𝑁 𝑖𝑌 ,∆
𝑌
𝑖 )
are compatible if
∙ 𝑁 𝑖𝑋 and 𝑁 𝑖𝑌 are disjoint
∙ ∆𝑋𝑖 = ∆𝑌𝑖
Let us define a standard neighborhood of a compact domain 𝐷 to be a subset
of the form 𝐷 ∪ 𝑉 where 𝑉 is a product neighborhood of 𝜕𝐷.
Proposition 4.3.1. We can find ℎ𝑋𝑖 and ℎ𝑌𝑖 as in Proposition 4.2.4 such that
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Figure 8. This is a summary of the construction of a cofinal se-
quence for 𝐾 via boundary accelerators. 1) Boundary accelerators,
2) Extending excitation functions to smooth functions on the en-
tire manifold, 3) Morsifying inside the fillers without changing the
function along the mixing regions, 4) Scaling the functions in a
neighborhood of the fillers, so that the non-constant one-periodic
orbits are forced to lie inside the mixing region, 5) Making the non-
constant orbits non-degenerate (note that in reality we start using
time dependent Hamiltonians at this step), 6) Two Hamiltonians
constructed in this way for 𝐾 to illustrate how the cofinal family
looks.
∙ The corresponding boundary accelerators are compatible
∙ ℎ𝑋𝑖 = ℎ𝑌𝑖 is satisfied in a compact domain.
∙ 𝑚𝑖𝑛(ℎ𝑋𝑖 , ℎ𝑌𝑖 ) ≤ 𝑚𝑖𝑛(ℎ𝑋𝑖+1, ℎ𝑌𝑖+1) on 𝑓𝑖𝑙𝑙(𝑁 (𝑖+1)−𝑋 ) ∩ 𝑓𝑖𝑙𝑙(𝑁 (𝑖+1)−𝑌 ).
Proof. We start with any pair of compatible boundary accelerators. We extend the
excitation functions to smooth functions as in Step (1) of the proof of Proposition
4.2.4 so that the extensions are the same along a compact domain 𝐷, which is the
complement of standard neighborhood of 𝑁 𝑖𝑋 ⊔𝑁 𝑖𝑌 .. We now want to perturb these
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to achieve Morseness (Step (2)). First, we make some common perturbation inside
𝐷. And then we take a smaller compact domain and seperately apply monotone
perturbations outside of it. We repeat this for outer fillers. All the perturbations
are compactly supported and are away from the mixing regions of the boundary
accelerators. Finally we make the functions very flat (Step (3)) compatibly. 
As the final step, we independently apply the perturbation lemma to obtain 𝐻𝑋𝑖
and 𝐻𝑌𝑖 , again using that the mixing regions are disjoint.
Proposition 4.3.2. (1) 𝑚𝑖𝑛(𝐻𝑋𝑖 , 𝐻𝑌𝑖 ) form a non-degenerate cofinal family
for 𝑋 ∪ 𝑌 . Similarly with 𝑚𝑎𝑥 for the intersection.
(2) These functions can be filled into a 3-ray, which satisfies the conditions of
Proposition 4.1.2.
Proof. We have 𝑚𝑖𝑛(𝐻𝑋𝑖 , 𝐻𝑌𝑖 ) ≤ 𝑚𝑖𝑛(𝐻𝑋𝑖+1, 𝐻𝑌𝑖+1) by construction, and cofinality
follows from subsubsection 3.3.1 (same holds for 𝑚𝑎𝑥). We arranged our functions
so that the region of equality is of the form 𝐷 × 𝑆1 for some domain 𝐷 (as in
Remark 4.1.3). Notice that the mixing regions, which contain all the non-constant
orbits, are disjoint from 𝐷. It follows that the conditions of Proposition 4.1.2 are
satisfied for 𝐻𝑋𝑖 and 𝐻𝑌𝑖 . 
Therefore, we proved:
Theorem 4.3.3. Let 𝑋 and 𝑌 be two compact domains such that 𝜕𝑋 ∩ 𝜕𝑌 is
empty. Then, we have an exact sequence:
𝑆𝐻𝑀 (𝑋 ∪ 𝑌 ) // 𝑆𝐻𝑀 (𝑋)⊕ 𝑆𝐻𝑀 (𝑌 )
uu
𝑆𝐻𝑀 (𝑋 ∩ 𝑌 ),
[1]
OO
(4.3.0.1)
where the degree preserving maps are the restriction maps (up to sign).
4.4. Barriers. We start with an informal discussion. Let us consider the simplest
example with the boundaries of two domains intersecting to explain what goes
wrong for our strategy in general. Take two small disks inside a surface intersecting
in the minimal way in an eye-shaped region. Now the Hamiltonians in the acceler-
ation data coming from boundary accelerators will have periodic orbits that make
circles around the boundary for all 4 subsets in question. It is clear that in this
case no continuation map equation can have topological energy 0 solutions.
Continuing the informal discussion, we now motivate the definition to come in
a slightly simplified setup. Let 𝑁 = 𝑌 × [0, 1] be a symplectic manifold with
boundary, and 𝑓 : 𝑁 → [0, 1] be any Hamiltonian such that 𝑓−1(0) = 𝑌 × {0}
and 𝑓−1(1) = 𝑌 × {1}. Let 𝐷 ⊂ 𝑌 be a compact domain, and consider the subset
𝑆 := 𝐷 × [0, 1] ⊂ 𝑁 . The boundary of 𝑆 has two portions: the horizontal one that
overlaps with the boundary of 𝑁 , and the vertical one coming from the boundary
of 𝐷. We want to come up with a way to guarantee that if an orbit of 𝑋𝑓 intersects
𝑆 then it is contained in it. It appears as though the only feasible way to guarantee
this is to assume that 𝑋𝑓 has some directionality along the vertical boundary of 𝑆,
more precisely, that 𝑋𝑓 cannot be (strictly) inward pointing and (strictly) outward
pointing at different points along the vertical boundary of 𝑆. Let us assume that
it is never strictly outward pointing. See Figure 9 for a depiction of the situation.
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Figure 9. The arrows here point in the direction of the Hamil-
tonian vector field 𝑋𝑓
Using energy conversation at the horizontal boundary, this shows that the flow of
𝑋𝑓 moves 𝑆 into itself. But, since Hamiltonian flows preserve volume, the only way
for this happen is that 𝑋𝑓 should be everywhere tangent to the vertical boundary
as well.
Note that this is a very non-generic situation. Energy levels of 𝑓 will generically
be transverse to the vertical boundary. Elementary symplectic geometry shows
that intersections of these level sets with the vertical boundary then have to be
cosiotropic manifolds of rank 2 (set 𝑋 = level set, and 𝑍 = 𝑋 ∩𝜕𝑆 in the following
lemma).
Lemma 4.4.1. Let 𝑋 ⊂ 𝑀 be a hypersurface. Take another hypersurface 𝑍 ⊂
𝐻. Then, the characteristic line field of 𝑋 is tangent to 𝑍 if and only if 𝑍 is a
coisotropic (rank 2).
Proof. If the characteristic line field is tangent to 𝑍, then the kernel of 𝜔 |𝑍 is
at least one dimensional. By the classification of skew-symmetric bilinear forms
this means that the kernel in question is actually at least two dimensional. By the
non-degeneracy of the symplectic form on 𝑀 , we get that 𝑍 is a coisotropic.
Conversely, if 𝑍 is a coisotropic, then its symplectic orthogonal distribution needs
to contain the characteristic line field of 𝑋. This is because a linear map from a
two dimensional vector space to a one dimensional one has at least one dimensional
kernel. 
We repeat the definition of a barrier from the introduction in light of this dis-
cussion.
Definition 10. Let 𝑍2𝑛−2 be a closed manifold. We define a barrier to be an
embedding 𝑍× [−𝜖, 𝜖] →𝑀2𝑛, for some 𝜖 > 0, where 𝑍×{𝑎} →𝑀 is a coisotropic
for all 𝑎 ∈ [−𝜖, 𝜖]. We call the vector field obtained by pushing forward 𝜕𝜖 ∈ Γ(𝑍 ×
{0}, 𝑇 (𝑍 × (−𝜖, 𝜖)) |𝑍×{0}) to 𝑀 the direction of the barrier.
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Remark 4.4.2. The reader will notice that we lost some generality here. All we
need from the barrier is that the Hamiltonian flow of certain functions, of which
the barrier is not a level set, are tangent to it. The product decomposition into
coisotropics is not necessary but has a more geometric flavor, which we find appeal-
ing. We will come back to the more general statement, which uses a more functional
language, in subsection 4.8 (Theorem 4.8.1), and the proofs are all written so that
no extra work is necessary for the generalization.
Now, we go back to the formal discussion.
Definition 11. We say that a Hamiltonian 𝑓 : 𝑀 → R is compatible with a hy-
persurface 𝑌 (possibly with boundary) if the Hamiltonian vector field 𝑋𝑓 is tangent
to 𝑌 and 𝜕𝑌 .
Let 𝐵 be the image of a barrier 𝑍 × [−𝜖, 𝜖] →𝑀 .
Lemma 4.4.3. Let ℎ : 𝑀 → R be a Hamiltonian. If ℎ is constant along 𝑍 × {𝑎}
for all 𝑎 ∈ [−𝜖, 𝜖], then ℎ is compatible with 𝐵.
Proof. Let 𝑧 ∈ 𝑍×{𝑎}. We know that for any vector 𝑣 at 𝑧 tangent to 𝑍×{𝑎}, the
directional derivative of ℎ along 𝑣 is zero. This is equivalent to 𝜔(𝑣,𝑋ℎ(𝑧)) = 0.
By coisotropicity, 𝑋ℎ(𝑧) is tangent to 𝑍 × {𝑎}, finishing the proof. 
In the following 𝐵 could be any hypersurface with boundary, but we will apply
it when it is the image of a barrier, so we state it in that situation.
Lemma 4.4.4. Take an embedding 𝐵 × [−𝛿, 𝛿] → 𝑀 extending 𝐵 = 𝑖𝑚(𝑍 ×
[−𝜖, 𝜖]) ⊂𝑀 . Let ℎ : 𝑀×[0, 1] → R be a function, and let 𝜑ℎ denote its Hamiltonian
flow. There exists a 𝜏 > 0 such that, if for some 𝐵-compatible ℎ˜, |ℎ𝑡− ℎ˜|𝐶2 < 𝜏 for
all 𝑡 ∈ [0, 1], then no trajectory of 𝜑ℎ starting at a point on 𝐵×{±𝛿} can intersect
𝐵 within time 1.
Proof. This is a simple application of Arzela-Ascoli theorem. Assuming the con-
trary, we find a contradiction to the fact the Hamiltonian flow of a 𝐵-compatible
function is tangent to the barrier and its boundary. 
4.5. Non-degeneracy. This subsection is a long remark on why we cannot restrict
ourselves to barrier compatible Hamiltonians, and can be skipped on first reading.
We start with an elementary lemma.
Lemma 4.5.1. ℎ is compatible with a hypersurface 𝑋, if and only if it is constant
along the characteristic leaves of 𝑋
Proof. Let 𝑋 = {𝑓 = 0} for some function 𝑓 with 𝑑𝑓 ̸= 0 along 𝑋. ℎ is compatible
with 𝑋 iff 𝑑𝑓(𝑋ℎ) = 0 along 𝑋. Moreover, 𝑑𝑓(𝑋ℎ) = {𝑓, ℎ} = −𝑑ℎ(𝑋𝑓 ) = −𝑋𝑓 (ℎ).
The claim follows. 
Using the embedding of the barrier, we can construct compatible Hamiltonians
with the stronger property that they are constant along the rank 2 coisotropics
making up the barrier (as in Lemma 4.4.3). The definition of compatibility does
not impose this a priori, but the lemma above shows that we may be forced to
it nevertheless as there might be characteristic lines of 𝐵, which are dense inside
𝑍 × {𝑎} for almost all 𝑎’s
The upshot for us is that we may not have a single compatible𝑀×𝑆1 → R with
non-degenerate periodic orbits. The problematic orbits are the ones that lie inside
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the barrier. In fact if 𝑑𝑖𝑚(𝑀) ≥ 8, one can show by a Jacobian computation that in
the scenerio described above with the dense characteristic lines we can never make
those orbits non-degenerate for barrier compatible Hamiltonians. Fortunately, we
can be a little more flexible as in Lemma 4.4.4.
4.6. The proof of the main theorem.
Definition 12. We say that a sequence of approximating domains 𝐷𝑖𝑋 and 𝐷
𝑖
𝑌
have barriers if there are barriers 𝑍𝑖 × [−𝜖𝑖, 𝜖𝑖] →𝑀 such that
∙ 𝜕𝐷𝑖𝑋 t 𝜕𝐷𝑖𝑌 = 𝑍𝑖 × {0}
∙ The direction of the barrier points strictly outside of 𝐷𝑖𝑋 and 𝐷𝑖𝑌
Theorem 4.6.1. Assume that 𝑋 and 𝑌 admit a sequence of approximating do-
mains with barriers. Then, we have the following exact sequence:
𝑆𝐻𝑀 (𝑋 ∪ 𝑌 ) // 𝑆𝐻𝑀 (𝑋)⊕ 𝑆𝐻𝑀 (𝑌 )
uu
𝑆𝐻𝑀 (𝑋 ∩ 𝑌 )
[1]
OO
,(4.6.0.1)
where the degree preserving maps are the restriction maps (up to sign).
Our strategy is exactly the same as in the proof of Theorem 4.3.3. We will
construct a cofinal sequence 𝐻𝑋𝑖 and 𝐻𝑌𝑖 satisfying the conditions of Proposition
4.1.2. Of course now we have to deal with the intersection of the mixing regions
using the barrier.
4.6.1. Neighborhoods of intersections of the boundary. Let 𝐾1 and 𝐾2 be two do-
mains such that 𝜕𝐾1 t 𝜕𝐾2 = 𝑍. Let 𝐹 : 𝐷×𝑍 →𝑀 to be an embedding, where
𝐷 is an open disk, and the map is identity at the zero subsection. We can assume
that 𝐷 × {𝑧} is transverse to both 𝜕𝐾1 and 𝜕𝐾2 for all 𝑧 ∈ 𝑍, by restricting the
domain of 𝐹 .
Making compactly supported modifications to a domain 𝐾 inside 𝐹 means
that we find another domain 𝐾 ′ such that outside of a compact subset of 𝑖𝑚(𝑃 )
we have 𝐾 = 𝐾 ′. We will be able to apply this operation as we wish in what is to
come.
We can picture 𝑃−1(𝐾 ∩ 𝑖𝑚(𝑃 )) as the union (over 𝑧 ∈ 𝑍) of regions inside
𝐷×{𝑧}. Possibly restricting 𝑃 to a smaller disk neighborhood we can assume that
all these regions look like one side of a curve, passing through the origin, properly
embedded inside the disk. By making compactly supported modifications and then
restricting to a smaller neighborhood we can make all those curves linear.
Assume that our 𝐹 makes the curves in the disks linear for both 𝐾1 and 𝐾2.
Note that these lines in the disk are all oriented. We can also make the lines
perpendicular to each other for the standard metric on the disk. Note that oriented
lines of 𝐾2 are obtained by making a 90 degrees rotation to the ones of 𝐾1 along
the quadrant which does not belong to either of the subsets in question. On each
connected component of 𝑍, this rotation is either always positive or always negative.
Hence the data of the portion of the sets inside 𝐹 is equivalent to a map 𝑍 → 𝑆1,
and a sign assigned to each connected component of 𝑍. The sign does not play a
role in the following discussion.
By making compactly supported modifications and restricting domains, we can
make this map 𝑍 → 𝑆1 any other one that is homotopic to it. Moreover, if we want
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to, by reparametrizing 𝐹 with a fibrewise rotation diffeomorphism of 𝐷 × 𝑍, we
can make it nullhomotopic. Let us call such an 𝐹 an intersection framing.
4.6.2. Tangentialization. The last ingredient in the proof is a procedure we call
tangentialization. See Figure 10 for a simple cartoon - we will have to be a lot more
careful. We want to construct mixing regions for 𝑋 and 𝑌 which can be rearranged
to mixing regions for 𝑋 ∩ 𝑌 and 𝑋 ∪ 𝑌 (note though that in the end what matters
is the cofinal functions we constructed and that they satisfy Proposition 4.1.2).
Definition 13. Let 𝑍 × [−𝜖, 𝜖] → 𝑀 be a barrier. We call an embedding 𝑍 ×
[−𝜖′, 𝜖′]× [−𝛿, 𝛿] →𝑀 with 𝛿 > 0 and 𝜖′ > 𝜖 extending the barrier a thickening of
the barrier. Let us call the image of the barrier 𝐵, and the image of the thickened
barrier 𝑃 . A subset 𝐴 of 𝑀 is called barrier-friendly if the preimage of 𝐴∩𝑃 in
𝑍 × [−𝜖′, 𝜖′]× [−𝛿, 𝛿] is of the form 𝑍 × 𝑆, where 𝑆 is a subset of [−𝜖′, 𝜖′]× [−𝛿, 𝛿]
for some thickening.
Let 𝐷𝑖𝑋 and 𝐷
𝑖
𝑌 be a sequence of approximating domains with barriers. The
upshot of the discussion in the previous subsection is that, for their defining barrier,
we can assume that 𝐷𝑖𝑋 and 𝐷
𝑖
𝑌 are barrier friendly and the subset of the square
look as in the left picture of Figure 11, because of the outward pointing condition.
Definition 14. We say that the boundary accelerators (𝑓𝑋𝑖 , 𝑁 𝑖𝑋 ,∆
𝑋
𝑖 ) and (𝑓𝑌𝑖 , 𝑁 𝑖𝑌 ,∆
𝑌
𝑖 )
are compatible with barriers if:
∙ ∆𝑋𝑖 = ∆𝑌𝑖
∙ 𝑁 𝑖𝑋 and 𝑁 𝑖𝑌 are barrier-friendly (for the same thickening), with the subsets
of the square as described in the right picture of Figure 11. To elaborate,
we take a curve in [−𝜖′, 𝜖′] × [−𝛿, 𝛿] that is the graph of a non-decreasing
smooth function of 𝛿 that is equal to 0 exactly for [−𝛿/10, 𝛿/10]. We take
one of the subsets as the 𝜅-neighborhood (for the standard metric) of this
curve, and the other subset is obtained by reflecting along the 𝜖′-axis. Let
us call the barrier friendly subset obtained from the rectangle that is the
product of [−𝛿/10, 𝛿/10] on the 𝛿-axis and [−𝜅, 𝜅] ⊂ [−𝜖′, 𝜖′] the plaster.
Finally, 𝑁 𝑖𝑋 and 𝑁
𝑖
𝑌 should not intersect elsewhere.
∙ 𝑓𝑋𝑖 = 𝑓𝑌𝑖 along the plaster, and 𝑓𝑋𝑖 ̸= 𝑓𝑌𝑖 anywhere else on 𝑁 𝑖𝑋 ∩𝑁 𝑖𝑌 .
∙ 𝑓𝑋𝑖 is compatible with the barrier 𝐵𝑖.
Proposition 4.6.2. We can find ℎ𝑋𝑖 and ℎ𝑌𝑖 as in Proposition 4.2.4 such that
∙ The corresponding boundary accelerators are compatible with barriers.
∙ 𝑚𝑖𝑛(ℎ𝑋𝑖 , ℎ𝑌𝑖 ) ≤ 𝑚𝑖𝑛(ℎ𝑋𝑖+1, ℎ𝑌𝑖+1) on 𝑓𝑖𝑙𝑙(𝑁 (𝑖+1)−𝑋 ) ∩ 𝑓𝑖𝑙𝑙(𝑁 (𝑖+1)−𝑌 ).
∙ The region where ℎ𝑋𝑖 = ℎ𝑌𝑖 contains a subset that looks like thee black
region from Figure 12. Let us be more precise. We push 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝑋 ) ∩
𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝑌 ) inwards, hence obtaining a domain with 𝑓𝑖𝑙𝑙(𝜕𝑁
𝑖−
𝑋 )∩𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝑌 )
as a standard neighborhood, and similarly 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖+𝑋 )∩𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖+𝑌 ) outwards
a little (so that they both still intersect the barrier). We also take a (thinner)
thickening of the barrier, which in particular intersects 𝑁 𝑖𝑋 and 𝑁
𝑖
𝑌 only
along the plaster. The union of these three regions is what the black region
represents. We refer to the new (thinner) thickening as the bridge.
∙ The connected components of the complement of the black region fall into
two groups: the ones that contain 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝑌 )−𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝑋 ) (𝑋-dominated),
and the ones that contain 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝑋 ) − 𝑓𝑖𝑙𝑙(𝜕𝑁 𝑖−𝑌 ) (𝑌 -dominated). We
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Figure 10. A cartoon of the tangentialization process. On the left
we see a member of the approximating domains with their barrier,
and on the right the mixing regions that are compatible with the
barrier. Note that all the labels have an 𝑖 superscript which we
dropped from the picture.
Figure 11. Zooming in near the barrier for barrier friendly re-
gions at a slice in the thickening. The left picture shows the bar-
rier compatible approximating domains after making the original
ones barrier friendly by compactly supported perturbations. The
right one shows the barrier compatible mixing regions and the bar-
rier. The plaster is seen as the rectangle in black contained in the
intersection of the slices of the mixing regions.
require that ℎ𝑋𝑖 ≥ ℎ𝑌𝑖 on 𝑋 dominated components, and ℎ𝑌𝑖 ≥ ℎ𝑋𝑖 on the
𝑌 -dominated ones.
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Figure 12. The black region is a subset of the region of equiva-
lence for the two functions we construct. One can also see the 𝑋
and 𝑌 -dominated regions. Notice how the conditions of Proposi-
tion 4.1.2 are going to hold by way of restricting the non-constant
orbits to lie on the mixing regions and using almost barrier com-
patible functions.
Proof. We first construct the boundary accelerators that are compatible with the
barriers. We do compactly supported modifications to barrier friendly neighbor-
hoods of 𝜕𝐷𝑖𝑋 and 𝜕𝐷
𝑖
𝑌 inside the thickening, and get the mixing regions of the
desired shape. We construct the excitation functions so that inside the thickening
they are lifts of functions on the square.
We then extend the excitation functions to smooth functions on𝑀 as in the first
bullet point of the proof of the Proposition 4.2.4, so that their regions of equivalence
is a smoothing of a given black region, and moreover the domination property is
satisfied. Then, we use compactly supported (monotone) Morsifications outside of
the mixing regions (the black region might get slightly smaller at this step) and a
compatible flatting procedure to achieve what we want as before. 
Final step is to make the Hamiltonians non-degenerate. Let us call the intersec-
tion of the bridge with the plaster 𝑇 , and let us also fix a slightly thinner one, and
call the intersection 𝑇 ′.
Proposition 4.6.3. Let ℎ𝑋𝑖 and ℎ𝑌𝑖 be as above. We can find 𝐻𝑋𝑖 : 𝑀 × 𝑆1 → R
and 𝐻𝑌𝑖 : 𝑀 × 𝑆1 → R such that
∙ They satisfy the conditions in Proposition 4.2.5 (with 𝑛 = 3 and a 𝜏 > 0).
∙ 𝐻𝑋𝑖 = 𝐻𝑌𝑖 along 𝑇 ′, and the 𝑋 and 𝑌 domination property still holds,
outside of the new black region where 𝑇 is replaced by 𝑇 ′.
Proof. As before we only do perturbations that are compactly supported in the
corresponding mixing regions. First make a perturbation inside 𝑇 to both functions.
Then do monotone perturbations separately in the complement of 𝑇 ′ ensuring that
the domination property continues to hold. 
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Finally, choose the 𝜏 so that the Lemma 4.4.4 applies with the thickening there
being 𝑇 ′. This finishes the proof of Theorem 4.6.1 by Proposition 4.1.2 as before, be-
cause no periodic orbit can pass from the 𝑋-dominated region to the 𝑌 -dominated
one (and vice versa).
4.7. Instances of barriers. As we have mentioned before, the outward pointing
condition can be relaxed to a more cohomological condition. Namely:
Proposition 4.7.1. Assume that we have a sequence of approximating domains
𝐷𝑖𝑋 and 𝐷
𝑖
𝑌 , and barriers 𝑍
𝑖 × [−𝜖𝑖, 𝜖𝑖] →𝑀 such that
∙ 𝜕𝐷𝑖𝑋 t 𝜕𝐷𝑖𝑌 = 𝑍𝑖 × {0}
∙ The vector field 𝜕𝜖𝑖 has winding number 0 with respect to the homotopy
class of of trivializations of the normal bundle of 𝑍𝑖 induced by 𝐷𝑖𝑋 and
𝐷𝑖𝑌 .
Then there exists a sequence of approximating domains with barriers for 𝑋 and 𝑌 .
When 𝑑𝑖𝑚(𝑀) = 2 the barrier condition can be satisfied only when the bound-
aries of the approximating domains do not intersect. For 𝑑𝑖𝑚(𝑀) = 4, the coho-
mological condition becomes of importance.
Lemma 4.7.2. Consider the standard neighborhood of a Lagrangian torus 𝑇 2 ×
R2𝑝, 𝜔 = 𝑑𝑞1 ∧𝑑𝑝1 +𝑑𝑞2 ∧𝑑𝑝2, where we think of 𝑇 2 = R2𝑞/ ∼. If 𝑇 2 → 𝑇 2×R2 is a
Lagrangian subsection, which is nowhere zero, then the map 𝑇 2 → R2 − {0} → 𝑆1
is nullhomotopic.
Proof. Such Lagrangian sections correspond to closed 1-forms on 𝑇 2. Any nowhere
vanishing 1-form 𝛼 on 𝑇 2 would define a map 𝑇 2 → R2−{0} → 𝑆1, and we can talk
about its homotopy class ℎ𝛼. Notice that ℎ𝛼 only depends on the cooriented foliaton
given by 𝛼. More precisely, we fix an orientation of 𝑇 2 and hence a coorientation of
the foliation induces an orientation. We also fix a trivialization of 𝑇𝑇 2 given by the
coordinates we used in the statement of the Lemma. Then to any embedded loop
𝑆1 → 𝑇 2 we can assign a number that is the winding of the oriented line field given
by the foliation w.r.t to the trivialization of the tangent bundle. This number is the
same for homotopic loops, and the assigment determines the homotopy class ℎ𝛼 in
question. In particular, if we can show that, for 𝑑𝛼 = 0, the number associated to
two non-homotopic non-contractible embedded loops are 0, we will be done.
By an elementary result of Tischler ([6] Theorem 29, which follows from the
proof of [14] Theorem 1), we can find a submersion 𝜃 : 𝑋 → 𝑆1 such that the
foliation given by the fibers is arbitrarily close to the foliation defined by 𝛼. Hence,
we are reduced to showing the statement for 𝛼 = 𝑑𝜃. Notice that we can find an
embedded loop that is transverse to all the fibres of 𝜃. If we can show that the
winding number of the fiber loops and the transverse loop are both zero, we will
be done.
First note that any homotopically non-trivial embedded loop on our torus can
be isotoped through embedded loops into a linear loop. This can be shown by
unfolding the given loop to R2. We draw the straight line between its endpoints,
and by a small isotopy make our curve transverse to the straight line. Then we
cancel intersections between the two curves by isotoping our (curvy) curve along
ribbons, using the Schoenflies theorem. We finish by Schoenflies theorem again.
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This shows that the winding number of the tangent lines of any homotopically non-
trivial embedded loop is zero. Applying this statement to the fiber and transverse
loops finishes the proof. 
Remark 4.7.3. Note that if the subsection is not required to be Lagrangian, mean-
ing that 𝛼 is not necessarily closed, we can realize all homotopy classes of maps
𝑇 2 → 𝑆1 by inserting Reeb components. Our proof above is basically showing that
when 𝛼 is closed there can be no Reeb components in the foliation.
Corollary 4.7.4. Let 𝐷 and 𝐷′ be two domains with transversely intersecting
boundaries along a disjoint union of Lagrangian tori 𝐿. Then, 𝐿 can be extended
to an outward pointing barrier if and only if the intersection (as in subsubsection
4.6.1) and Lagrangian (see [4] for the simple definition) framings of 𝐿 agree.
4.8. Involutive systems. Recall the following definition from the introduction.
Definition 15. We say that compact subsets 𝐾1,𝐾2, . . .𝐾𝑛 of 𝑀 satisfy descent,
if 𝑆𝐶𝑀 (𝐾1, . . .𝐾𝑛) is acyclic.
4.8.1. A slight generalization of the main theorem.
Theorem 4.8.1. Let 𝑓𝑋𝑖 : 𝑀 → R and 𝑓𝑌𝑖 : 𝑀 → R be smooth functions such that
(1) (𝑓𝑋𝑖 )−1((−∞, 0]) and (𝑓𝑌𝑖 )−1((−∞, 0]) approximate 𝑋 and 𝑌 respectively
(2) Let 𝑓 := (𝑓𝑋𝑖 , 𝑓𝑌𝑖 ) : 𝑀 → R2. There exists a smooth curve 𝐶 passing
through the origin once and intersecting only the first and third quadrants
such that
{𝑓𝑋𝑖 , 𝑓𝑌𝑖 } |𝑓−1(𝐶)= 0.(4.8.1.1)
Note that this condition is automatically satisfied if 𝑓−1(𝐶) = ∅.
Then 𝑋 and 𝑌 satisfy descent.
The proof of this version is absolutely the same. 𝑓−1(𝐶) plays the role of a
barrier. It is a little more general in that it admits a map 𝑓−1(𝐶) → R with
coisotropic fibres, but the fibres are possibly singular. We draw the pictures that
we were drawing in the 𝜖𝛿 plane before, for the manipulations near the barrier, in
the target plane of the map 𝑓 near the origin (Figure 13). In this framework, we
can see the entirety of 𝑀 and the subsets in our pictures, which is nice. We make
the subsets tangential by making the subsets inside R2 tangential near the origin,
tangent direction being transverse to 𝐶. We construct the excitation functions as
functions of 𝑓𝑋𝑖 and 𝑓𝑌𝑖 . Such functions are all compatible with 𝑓−1(𝐶), because
of the following lemma (we are using 𝑘 = 2 only here).
Lemma 4.8.2. Let 𝑓1, . . . 𝑓𝑘 : 𝑀 → R, and 𝑔1, 𝑔2 : R𝑘 → R be smooth functions.
Assume that {𝑓𝑖, 𝑓𝑗} = 0 at 𝑥 ∈ 𝑀 , for all 𝑖, 𝑗. Then the functions 𝐺𝑖 : 𝑀 → R,
𝑖 = 1, 2, defined by 𝑥 ↦→ 𝑔𝑖(𝑓1(𝑥), . . . 𝑓𝑘(𝑥)) also satisfy {𝐺1, 𝐺2} = 0 at 𝑥 ∈𝑀 .
Proof. We have that {ℎ, ℎ′} = 𝜔(𝑋ℎ, 𝑋ℎ′). Moreover, 𝑑𝐺𝑖 is a 𝐶∞ linear combi-
nation of 𝑑𝑓1, . . . 𝑑𝑓𝑘, and hence 𝑋𝐺𝑖 is the same linear combination of 𝑋𝑓1 , . . . 𝑋𝑓𝑘 .
This finishes the proof. 
We are able to satisfy the regularity conditions that are required from the excita-
tion functions at the boundary of mixing regions by Sard’s lemma. The construction
proceeds as before.
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Figure 13.
4.8.2. Descent for symplectic manifolds with involutive structure.
Definition 16. An involutive map is a smooth map 𝜋 : 𝑀 → 𝐵 to a smooth
manifold 𝐵, such that for any 𝑓, 𝑔 ∈ 𝐶∞(𝐵), we have {𝑓 ∘ 𝜋, 𝑔 ∘ 𝜋} = 0
Theorem 4.8.3. Let 𝑋1, . . . 𝑋𝑛 be closed subsets of 𝐵. Then 𝜋−1(𝑋1), . . . 𝜋−1(𝑋𝑛)
satisfy descent.
Proof. It suffices to show this for 𝑛 = 2 (see Appendix B for the easy inductive
argument). In that case, we have already proved a stronger version in Theorem
4.8.1, as we can use functions on 𝐵 to get the sequences of functions in Theorem
4.8.1. 
Remark 4.8.4. For multiple subsets, there is a more optimal theorem we could
have proved. First of all, note that for 𝑛 > 2, domains being pairwise equipped with
barriers (generalized or not) is not enough to conclude that the 𝑛 subsets satisfy
descent. Let us stick to 𝑛 = 3 for simplicity. Having a barrier between 𝐷1 and
𝐷2, and 𝐷1 and 𝐷3 does not imply a priori that there is a barrier between 𝐷1
and 𝐷2 ∪ 𝐷3. Apart from the non-matching problem at the triple intersection at
the boundary, there can also be no guaranteed way of gluing the barriers together.
This is because of the outward pointing condition near the triple intersection that
is essential. In this case, it would be enough to assume that the three functions in
question all pairwise commute in a neighborhood of the triple intersection of the
boundaries of the domains. Currently, such generalizations seem to be useless.
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Appendix A. Cubical diagrams from simplicial ones
We show that 𝑛-cube families of Hamiltonians give 𝑛-cubes using Pardon’s results
on simplex families. The main challenge here is to show that the signs work out
correctly.
Let 𝐶𝑢𝑏𝑒 = [0, 1]𝑛, with an ordering of its coordinates. We can cover it by 𝑛!
simplices, one for each permutation (𝑖1, . . . , 𝑖𝑛) of (1, . . . , 𝑛). We can think of such a
permutation as a path that starts at (0, . . . , 0) and takes a unit step in the positive
𝑖𝑘 direction at time 𝑘 = 1, . . . , 𝑛, and ends up at (1, . . . , 1). The corresponding
simplex ∆𝑛 → 𝐶𝑢𝑏𝑒 is the linear map that sends the 𝑖𝑡ℎ vertex of the simplex
to the 𝑖th vertex we encounter on this path. Note also that the function 𝑓 (as in
3.2.0.5) is tangent to all the faces of all these simplices.
Now let 𝐻 be a 𝐶𝑢𝑏𝑒 family of Hamiltonians. Let 𝐹 be a 𝑘-dimensional face of
the 𝐶𝑢𝑏𝑒. 𝐹 itself is a cube with an induced ordering of its coordinates. By the
above procedure it can be covered by 𝑘! simplices. We get a map 𝐶𝜈𝑖𝑛 → 𝐶𝜈𝑡𝑒𝑟 for
each of these simplices by restricting the family of Hamiltonians. We define
𝑓𝐹 =
∑︁
𝑘! simplices
(−1)𝑠𝑖𝑔𝑛𝑓(𝑗1,...,𝑗𝑘),(A.0.0.1)
where (𝑗1, . . . , 𝑗𝑘) is the permutation corresponding to the simplex, and sign is given
by its signature. We claim that these define a cubical diagram. We need to show
that the Equation (2.1.1.1) from subsubsection 2.1.1:∑︁
𝐹 ′>𝐹 ′′is a bdry of 𝐹
(−1)*𝐹 ′,𝐹 𝑓𝐹 ′′𝑓𝐹 ′ = 0,(A.0.0.2)
is satisfied for each face 𝐹 . Recall that *𝐹 ′,𝐹 = #𝑣1 + #𝑣01 for 𝑣 = 𝜈𝑡𝑒𝑟𝐹 ′ − 𝜈𝑖𝑛𝐹 ′
considered as a vector inside 𝐹 . Without loss of generality, we will show the one
for the top dimensional face.
By Pardon (Equation (7.6.5)), we get 𝑛! equations of the form below for the top
dimensional face of each of the simplices in the cover.∑︁
𝑘
(−1)𝑘+1𝑔(1,...,𝑘)𝑔(𝑘,...𝑛) +
∑︁
𝑘
(−1)𝑘𝑔(1,...,?^?,...,𝑛) = 0(A.0.0.3)
We add all of these equations up after multiplying them with (−1)𝑠𝑖𝑔𝑛, where sign is
again the signature of the permutation corresponding to the simplex. The second
group of terms cancel out because the signature of a permutation changes after
one transposition. Using the description of the signature of a permutation via the
number of inversions, we see that we get exactly the equation we wanted from the
first group of terms.
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Appendix B. Descent for multiple subsets
Let 𝐾1, . . . ,𝐾𝑛 be compact subsets of 𝑀 . Let 𝒦 be smallest set of subsets of
𝑀 , which is closed under intersection and union, and contains 𝐾1, . . . ,𝐾𝑛.
Assume that for any 𝑋,𝑌 ∈ 𝒦, 𝑆𝐻𝑀 (𝑋,𝑌 ) = 0. Then, we want to show that
for any 𝑋1, . . . , 𝑋𝑙 ∈ 𝒦, 𝑆𝐻𝑀 (𝑋1, . . . , 𝑋𝑙) = 0. We do this by induction. Assume
that it holds for 𝑙 − 1 ≥ 2.
By the descent for two subsets we have that the natural map
𝑆𝐶𝑀 (𝑋1 ∪ . . . ∪𝑋𝑙)

𝑐𝑜𝑛𝑒(𝑆𝐶𝑀 (𝑋1)⊕ 𝑆𝐶𝑀 (𝑋2 ∪ . . . ∪𝑋𝑙) → 𝑆𝐶𝑀 ((𝑋2 ∩𝑋1) ∪ . . . ∪ (𝑋𝑙 ∩𝑋1)))
(B.0.0.1)
is a quasi-isomorphism.
We also have homotopy commutative diagrams:
𝑆𝐶𝑀 (𝑋2 ∪ . . . ∪𝑋𝑙)

// 𝑆𝐶𝑀 ((𝑋2 ∩𝑋1) ∪ . . . ∪ (𝑋𝑙 ∩𝑋1)))
⨁︀
0̸=𝐼⊂{2,...,𝑙} 𝑆𝐶𝑀
(︀⋂︀
𝑖∈𝐼 𝑋𝑖
)︀
//⨁︀
0 ̸=𝐼⊂{2,...,𝑙} 𝑆𝐶𝑀
(︀⋂︀
𝑖∈𝐼(𝑋𝑖 ∩𝑋1
)︀
,
(B.0.0.2)
and
𝑆𝐶𝑀 (𝑋1)
**
// 𝑆𝐶𝑀 ((𝑋2 ∩𝑋1) ∪ . . . ∪ (𝑋𝑙 ∩𝑋1)))
⨁︀
0̸=𝐼⊂{2,...,𝑙} 𝑆𝐶𝑀
(︀⋂︀
𝑖∈𝐼(𝑋𝑖 ∩𝑋1
)︀
,
(B.0.0.3)
In these two diagrams, by the direct sum we mean the homotopy colimit of the
corresponding homotopy coherent diagram. By the induction hypothesis all the
vertical arrows are quasi-isomorphisms.
By piecing together these diagrams, we see that the cone in (B.0.0.1) is quasi-
isomorphic to
⨁︀
0̸=𝐼⊂{1,...,𝑙} 𝑆𝐶𝑀
(︀⋂︀
𝑖∈𝐼 𝑋𝑖
)︀
in a way that is compatible with the
maps that they receive from 𝑆𝐶𝑀 (𝑋1 ∪ . . . ∪𝑋𝑙). This finishes the proof.
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