Lensless imaging systems have the potential to provide new capabilities for lower size and weight configuration than traditional imaging systems. Lensless imagers frequently utilize computational imaging techniques, which moves the complexity of the system away from optical subcomponents and into a calibration process whereby the measurement matrix is estimated.
INTRODUCTION
Computational imaging systems have taken a broad array of physical forms, but the underlying objective remains constant. Coupling hardware and algorithmic elements enables new solutions that could increase performance, reduce size, weight, and power, or decrease system cost. Computational imaging systems include a broad array of devices such as free form sensors, 1 foveating sensors, 2-4 coded aperture systems, 5, 6 and compressive sensing systems. 7 This work investigates a sub-domain of computational imaging systems that are static lensless imaging systems. These lensless devices share many similarities with coded aperture-based systems, with the exception of the need for a system level calibration. The calibration process, discussed for similar static lensless imaging systems in previous work, 8, 9 entails imaging known patterns and collecting the resulting raw detector data. An optimization process takes the known inputs and measured outputs and finds a system measurement matrix that minimizes error.
We show that designing such non-traditional imaging systems is possible through the use of a GPU-based raytracing application. Complete system simulation, including simulation of the calibration process, measurement matrix estimation and inversion, and calculation of image quality metrics can be performed entirely in simulation. This complete system simulation design paradigm enables testing and evaluating modifications to both hardware and algorithmic elements before building a prototype system. We report on the use of this simulation to develop a computational lensless imaging system. The system utilized a 3D printed static optical element as the random scattering element. The final result of this work is the prototyping and demonstration of a lensless computational imaging system, the reconstruction of test images, and the quantitative analysis of reconstructed image quality.
This document is structured as follows: The process for calibrating a computational imaging system, a description of the simulation tool, examples of the 3D printed optical elements, and a description of the image quality metrics for evaluating reconstructed images. Examples of the 3D printed optical elements are provided followed by a description of the image quality metrics used to evaluate reconstructed test images. General prototype architecture follows, which includes some of the practical lessons learned during this process. Raw data, reconstructed images, and true images are presented for the simulated system, binary targets using a hardware prototype, and more complex grayscale targets using a hardware prototype and slight modification to the image reconstruction algorithm. Finally, quantitative system error is reported, and the next areas of investigation are discussed. The lensless computational imaging system consists of a source array, such as an LED or LCD, a random scattering optical surface, and a detector array. Light from the source passes through the random scattering optical surface and is collected by the detector. Because this system is static, there is a single measurement matrix that describes the relationship between object and image. Inverting this measurement matrix and applying it to the signal collected on the detector plane enables the reconstruction of the input image. Figure 1 shows a simple diagram of the system.
SYSTEM ARCHITECTURE
The system developed in this work utilized a 32×32 pixel organic-LED source, and a random scattering optical element generated via 3D printing. The detector used is a standard visible sensor CCD.
COMPUTATIONAL IMAGING CALIBRATION
In order to reconstruct images passing through the lensless computational imaging system a calibration process is necessary to estimate the system measurement matrix. To achieve this, a Hadamard pattern of size 32×32 was generated and thresholded at zero to split the Hadamard patterns into a positive and negative mapping. These patterns were displayed on the source and corresponding raw detector data was recorded. The Hadamard method was chosen for computational efficiency in the inversion process. After all Hadamard patterns were imaged through the system, the resulting matrix was inverted via the basis pursuit denoising algorithm:
where b is the measured data, X is the array of displayed test images,T is the estimate of the system measurement matrix, and λ is a weighting factor. We use bolded parameters to denote a vector, the hat operator to denote an estimate, and an underline to indicate the variable is a matrix. The inversion is performed on a per detector pixel basis, soT ij is estimated independently for each detector pixel (i, j). Typical uses of BPDN, such as those used in compressive sensing, 11 treat X as an a priori known measurement matrix, and solve directly for the reconstructed image. In this work, we are solving for the physical system measurement matrix,T and define X to be the calibration array. We generate X so that it is a full Hadamard matrix with values [−1, 1]. This approach is computationally efficient since we are able to assume orthonormality on the measurement matrix for the algorithm which allows our chosen implementation of BPDN algorithm to gain efficiency. Since the optical regime limits the display to positive values, we take twice the number of measurements needed for the calibration and difference the measured values. We define the positive and negative Hadamard matrices as
and
we construct X according to
where H − is defined as a nonnegative matrix to enable the physical display of this data in a source. The measured data is constructed by combining the measurements for the positive and negative displays, according to the equation
where the difference is taken to account for the negativity of the Hadamard matrix so we subtract it to simulate the positive and negative values of the true Hadamard matrix. We found other calibration methods, such as raster scanning of a single pixel, to be usable in a simulated system. Ultimately, practical concerns regarding sensor dynamic range led us to use the Hadamard patterns in hardware prototypes since Hadamard patterns have half of the pixels on instead of the singular pixel used in the raster scan method. This enables calibration at realistic signal levels and higher signal-to-noise ratio. We used the Yall1 implementation of equation 1 for this work, 12 though other techniques to solve for the system measurement matrix could be utilized.
SIMULATION TOOL
Simulating a computational imaging system requiring a calibration and algorithmic image reconstruction can be challenging using traditional design tools. The calibration process outlined above for a 32×32 discretized source array requires 1024 positive mapped images and 1024 negative mapped images be passed through the computational imaging device. Traditional optical design tools enable image simulation, but typically rely upon CPU-based raytrace methods that are relatively slow and would take hours to simulate all the calibration images needed to evaluate a single instantiation of the lensless computational imaging system.
To mitigate the challenges with CPU-based raytraces, we developed a custom C++ application which quickly simulates the propagation of photons through modeled optical devices. The simulation tool supports both parametric and mesh-based optical elements. This application makes use of NVidia's OptiX raytracing engine to accelerate the simulation via the GPU. Configuration files specify the geometric configuration of the optical devices as well as parameterization of the simulation internals such as sampling techniques and recursive depth maximums. We used a forward-tracing approach with rays originating at the pixelated emissive array and propagating through the system until rays intercept the detector. Rays were terminated for numerous reasons such as exiting the simulated scene geometry or reaching a minimum threshold of importance after numerous refractions. Since the OptiX raytracing engine allows the user to write custom programs to be run on the GPU at many useful stages of the raytracing pipeline, it was possible to explore specific phenomenon, such as collimated light, or total internal reflection, even when such photons did not propagate fully through the system onto the detector element.
The implementation of this raytrace application enabled calibrating complete systems on the order of tens of seconds, which allowed for the exploration of different computational imaging design parameters using methods more closely related to traditional optical design. Additionally, a streamlined work flow facilitated the testing of the complete computational imager architecture, including the optical raytrace, image calibration, and image reconstruction. This enabled many practical benefits, such as algorithmic debugging, before moving into the space of hardware prototypes.
PROTOTYPE DEVELOPMENT

3D printed optical element
The random scattering optical element was modeled as a simple prism array, with individual facet angles chosen by subdividing a surface mesh of a rectangular volume in a CAD software, and randomly modifying the heights of every vertex in the Z-dimension. Figure 2 (a) shows an example of a random scatterer model generated in this design process.
The scattering element was then manufactured using an Object30 3D printing system with VeroClear-RGD810 material. This material is optically transparent in the visible spectrum, and the manufacturer claims it behaves similar to Poly(methyl methacrylate) (PMMA), a commonly used optical polymer. Figure 2 (b) shows an example of the 3D printed scatterer. To simplify the use of these scatterers, VeroClear-RGD810 random scattering elements were simultaneously 3D printed with optomechanical elements such as lens mount threads using a second material that was optically opaque. The two-material scatterer and mounting element is shown in figure  2 (c).
Image quality metrics
Because the system proposed inherently requires algorithmic processing to reconstruct human-interpretable imagery, image quality metrics must be identified. We utilized two methods to describe the quality of an imaging system. For binary patterns imaged by the system, we use a minimum bit error quality metric whereby a random binary 32×32 pixel image is input into the lensless imager. The measurement matrix as estimated by the calibration process is inverted and applied to the data collected by the image sensor. The bit error between the known test image and reconstructed test image at a given threshold is calculated, shown in equation 6.
Where N is the total number of pixels in the test image x-dimension, M is the total number of pixels in the test image y-dimension, ⊕ denotes the exclusive-or logical operation, and T is a threshold used to binarize the reconstructed test image. Minimum bit error (MBE) corresponds to the threshold value that yielded the lowest bit error for a particular lensless imaging system. MBE was found by evaluating equation 6, with variable T set at all unique values present in the reconstructed test image.
The bit error rate is a convenient method of describing binary signals, but doesn't accurately transfer to the concept of a grayscale image. The minimum bit error rate came about from the scanning of a threshold on the output data. A similar process can be developed for grayscale images, resulting in normalized percent error. This metric defines an array of digitized bins, scans an offset factor over the array similar to the threshold operation in the bit error metric, and also scans the bin width. The equation below shows how the reconstructed test image was evaluated to create a scaled offset image
where I = 2 B − 1, where B is the detector bit depth, and represents the maximum possible pixel value, α is the scale and x o is the offset. The normalized percent error is then calculated from this quantized value according to
This yields a result where we can compare the reconstruction error to the bit error rate, and the error can be understood by comparing to the value of 1/I which is the quantized step size of the error for image reconstructions. Similar to minimum bit error, the minimum percent error can be found by evaluating over a range of thresholds. However, the scale parameter is introduced for grayscale images since the binary threshold operation doesn't necessitate a width parameter. The calibration of a system such as this would ideally consider a large range of either random or a collection of representative scenes when choosing to set a threshold and scale for quantization.
Prototype architecture
A hardware prototype of a lensless computational imager was constructed using a single-board computer, small organic light emitting diode (OLED) display, scientific camera, and 3D printed random scatterer.
In the hardware prototype we implement reconstruction of the scattered image information through the calculation and application of a system measurement matrix. The system measurement matrix is obtained by displaying a series of 32×32 Hadamard calibration images. The calibration patterns are imaged through the scattering device to obtain a 480×640 output on the detector. The series of known calibration inputs and measured detector outputs are sent through an L1 minimization solver to obtain the measurement matrix of the system. Hadamard matrices showed practical feasibility as a calibration test pattern by allowing for nearly the same on-detector illumination for every test pattern, and thus identical camera settings for all calibration images. Alternative calibration methods are also being considered.
Two main factors impact the success of the reconstruction of images passed through the scatterer. First, the amount of light incident on the detector greatly affects the success of the measurement matrix calculation. For this reason, the scatterer is mounted inside of a lens cap and the cap placed on the camera ensuring the maximum amount of light is incident on the detector. The OLED is then positioned to ensure peak detector intensity is centered on the detector.
The second main factor that determines the reconstruction success is residual noise from the source and detector. The detector noise and source refresh behaviors are minimized in the system by averaging multiple images of the same calibration pattern together. The number of images that need to be averaged together for a successful reconstruction is dependent on the system hardware and configuration, though we saw typical values greater than 20 and less than 200 images for low error reconstructions. We found an inherent compressibility to the measured 480×640 raw detector image, and utilized a bicubic interpolation resizing method through the MATLAB imresize command in order to decrease measurement matrix calculation time without incurring detrimental reconstruction effects.
RESULTS
Simulation results
A system with a CAD representation of a random scattering element was modeled in the GPU-based simulation tool, and a raster scan test pattern was imaged through the system to develop a system measurement matrix. The raw data collected on the detector, reconstructed test image, and truth data are shown in figure 3 . Figure 3 : Simulated results for a lensless computational imaging system. The first row shows simulated sensor data on the detector plane. The second row shows reconstructed images computed after applying the measurement matrix inverse to the raw data in each respective column. The third row shows the true test images.
These results indicate that the proposed system architecture, calibration process, and measurement matrix estimation process can result in accurate reconstructed test images.
Hardware prototype results
A random scattering optical element was additively manufactured, calibrated using the methods described above, and test images were reconstructed. Figure 4 shows the raw data collected on the detector plane, the reconstructed test image, and truth data. These results show that binary test targets can be reconstructed with some accuracy, though residual noise is still present in the final reconstructed test images.
In order to reduce the residual noise present in these reconstructed images, correlated double sampling (CDS) was used. CDS is the process of subtracting a detected signal and its inverse. This process amplifies the differences between the signals and minimizes the similarities thus lowering fixed noise and amplifying the desired signal. This method is often used on CCD arrays to minimize signal noise and generate improved images. An image and the inverse image were passed through the scattering optical element. The results of this correlated double sampled data is shown in figure 5 . The data does not match the simulation well, as can be observed qualitatively. One reason for this is that the hardware was produced using a non-optical grade material and fabrication process; the 3D printer used is primarily designed for structural components and prototyping, so surface quality, opacity, and other optical factors aren't well controlled. Figure 5 : Results for a lensless computational imaging system hardware prototype using the CDS reconstruction method. The first row shows the detector plane measurement. The second row shows reconstructed images computed after applying the measurement matrix inverse to the raw data in each respective column. The third row shows the true test images.
These results indicate that reducing residual noise is a key enabler for the reconstruction of complex grayscale images.
Error analysis
To complete the evaluation of the demonstrated lensless computational imaging system, the metrics established in section 5.2 were evaluated against the random binary test target, shown in figure 4 (l), and the face image shown in figure 5 (i) . Figure 6 shows the bit error metric versus threshold value for the random binary image, using both the standard reconstruction method and the CDS reconstruction method. CDS clearly reduces bit error significantly, and ultimately results in an accurate reconstruction of the original binary test pattern. Figure 6 : (a) shows the bit error metric for reconstructed binary pattern using the standard reconstruction method, as seen in figure 4 (h) and, and using the CDS reconstruction method, as shown in figure 5 (h). The standard method has a minimum of X, while the CDS method has a minimum of 0.0%. Figure 7 shows the percent error metric versus threshold for the grayscale face image. CDS significantly reduces percent error in reconstructed grayscale signal, with approximately 3.6% error in the reconstructed grayscale target. We hypothesize that increasing signal-to-noise ratio could further reduce this error. figure 5 (i) . The standard method has a minimum error of 8.8%, while the CDS method has a minimum error of 3.6%.
SUMMARY AND FUTURE WORK
We have demonstrated the simulation and prototype development of a lensless computational imaging system using 3D printed optical elements. We have developed a GPU-based raytrace application that enables the simulation of a complete computational imaging system, including the optical design, calibration, measurement matrix estimation, and image reconstruction. Modeling the entire computational imaging system enables evaluation of preliminary system designs and algorithmic frameworks without the complexities of physical hardware. A 3D printed transparent optical element was generated and used within the lensless imaging system via a calibration process. We demonstrated the reconstruction of both binary signals, and more complex grayscale images.
Future work will investigate using pseudo-random optical elements that maximize the signal-to-noise ratio of the system by refracting light towards the detector. The optimization of both hardware and algorithmic elements within the computational imaging system could also be attempted using a GPU-based raytrace application due to the significant decrease in time to calibrate and evaluate a computational imaging system. Sandia National Laboratories is a multiprogram laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-AC04-94AL85000. SAND2017-2882 C.
