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Resumen
Este proyecto de grado discute el problema de corte (roll-trim o cutting stock) en el
que se busca optimizar la cantidad de material utilizada en un proceso de produccio´n.
Por la naturaleza del problema, el enfoque tradicional de la programacio´n lineal no
es muy efectivo. Una buena solucio´n al problema debe considerar el desperdicio de
material, los cambios de patrones de corte en la ma´quina y la cantidad de material
procesado. Proponemos una solucio´n utilizando un algoritmo gene´tico que tiene en
cuenta las consideraciones anteriores y probamos que su desempen˜o es superior a la
solucio´n obtenida por el enfoque como problema de programacio´n lineal.
Palabras clave: Optimizacio´n multi-objetivo, Algoritmos gene´ticos, Programacio´n
lineal, Problemas de optimizacio´n, Problema de corte.
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Cap´ıtulo 1
Introduccio´n
En los procesos industriales de produccio´n, manejo de recursos, distribucio´n, log´ıstica,
entre otros, se busca en general maximizar las ganancias obtenidas por la empresa,
mediante la optimizacio´n de dichos procesos. Por lo regular, al plantear el modelo
matema´tico de los procesos mencionados, se llega normalmente a problemas de tipo
NP-complejos. Debido a esta situacio´n, normalmente se busca una solucio´n lo su-
ficientemente buena, aunque no sea la o´ptima global. Como ejemplo de este grupo
de problemas, podemos destacar los problemas de corte y el problema de la mochila,
que a su vez caracterizan una gran cantidad de problemas. De este modo, el proble-
ma de corte unidimensional tratado en este proyecto se ubica en la categor´ıa de los
problemas de corte. Los problemas de corte se han abordado por diferentes autores
utilizando recocido simulado [Yen et al., 2004], programacio´n entera [Chauhan et al.,
2006], colonias de hormigas [Levine y Ducatelle, 2006], algoritmos gene´ticos [Tesha-
rima et al., 2006; Onwubolu y Mutingi, 2003; Khalifa et al., 2006], entre otros. Un
modelo de Optimizacio´n Matema´tica consiste en una funcio´n objetivo y un conjunto
de restricciones en la forma de un sistema de ecuaciones o inecuaciones. Los modelos
de optimizacio´n son usados en casi todas las a´reas de toma de decisiones.
Aunque para la produccio´n de cajas de carto´n, por ejemplo, se realiza un corte
transversal y un corte longitudinal para formar un recta´ngulo, el problema aqu´ı tra-
tado se dice unidimensional debido a que dichos cortes ocurren en instantes diferentes
y son realizados por ma´quinas distintas. Es decir, en nuestro problema se busca una
combinacio´n de cortes lineales sobre una la´mina con el fin de obtener tiras de material
que minimicen el desperdicio. Este problema tiene multitud de aplicaciones dentro de
distintas industrias, pues el material de la superficie sobre la que se trabaja puede ser
de diversos tipos, como vidrio, metal, madera, tela, carto´n, etc. Normalmente tras
recibir los pedidos de los clientes y disponer del material necesario, se distribuyen
los patrones de corte en el material, generalmente de forma manual. Si queremos
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automatizar esta etapa del proceso de produccio´n, el sistema a desarrollar debera´
cumplir con los requisitos enunciados a continuacio´n, para que su implementacio´n
sea realmente beneficiosa para la empresa implicada. En primer lugar, la proporcio´n
media del desperdicio de material obtenida por el sistema debe ser menor o igual que
la obtenida por un humano especializado. En segundo lugar, el tiempo de ejecucio´n
para la obtencio´n de un resultado admisible, no debe en ningu´n caso provocar una
ralentizacio´n en el proceso global de produccio´n, pues en tal caso, no proporcionar´ıa
ningu´n beneficio notable para la industria en cuestio´n. Por u´ltimo, a la hora de re-
solver el problema, se deben considerar y aplicar todas las restricciones referentes al
material y productos que se desea obtener. Por ejemplo, en la fabricacio´n de las cajas
de carto´n la orientacio´n del material incide en su resistencia y por tanto debe ser
tenida en cuenta.
Se pretende hallar una solucio´n o´ptima para el problema de corte en una dimen-
sio´n (roll-trim o cutting stock) en el que se busca optimizar la cantidad de material
utilizada en un proceso de produccio´n. Este problema es un caso t´ıpico en los pro-
cesos de manufactura en el sector del carto´n, metalurgia, telas, entre otros. Una
buena solucio´n al problema debe considerar el desperdicio de material, la cantidad
de cambios de patrones de corte en la ma´quina y la cantidad de material procesado
por cada patro´n. Proponemos una solucio´n utilizando algoritmos gene´ticos y otra
solucio´n mediante programacio´n lineal. Posteriormente se hara´ una comparacio´n de
ambos me´todos y se buscara´ un h´ıbrido que pueda explotar las ventajas de cada uno.
El problema de corte es un problema de programacio´n entera que se aplica en la
industria para el corte de papel. El objetivo principal es recortar productos de papel de
diferentes taman˜os de un rollo o una la´mina larga, para cumplir las o´rdenes o pedidos
de los clientes. Un grupo de pedidos generalmente se ejecuta con desperdicio de una
parte del material. El esquema o´ptimo de corte minimiza el desperdicio de papel a
la vez que maximiza la produccio´n. El problema involucra variables enteras en una
funcio´n lineal con restricciones igualmente lineales. Dependiendo de las condiciones,
el espacio de bu´squeda de la solucio´n puede ser altamente complejo.
En el caso que vamos a trabajar se cuenta con la´minas de carto´n de un ancho
espec´ıfico y una longitud que, para efectos del planteamiento teo´rico, se considera
infinita. De estas la´minas se desea recortar recta´ngulos para armar cajas de diferentes
taman˜os. Los pedidos de cajas se especifican con el ancho y largo del recta´ngulo,
as´ı como el nu´mero de cajas requeridas y un co´digo de identificacio´n de pedido. Los
pedidos se introducen al sistema para generar los patrones que se utilizan para cortar el
material. Con el patro´n seleccionado se recorta la la´mina en tiras de anchos diferentes.
Sobre estas tiras se realizan posteriormente los cortes transversales de guillotina para
generar los recta´ngulos de las cajas. La primera ma´quina, cuya programacio´n se
desea optimizar en nuestra investigacio´n, cuenta con un nu´mero dado de cuchillas
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que generan las tiras de carto´n y eliminan los sobrantes o desperdicio. El problema
consiste entonces en minimizar el desperdicio de carto´n y los cambios de posicio´n de
las cuchillas, organizando de la mejor manera posible los patrones de corte que se
programara´n en la ma´quina.
La intencio´n es obtener un modelo general y por tanto las condiciones iniciales
y restricciones del problema deben ser fa´cilmente modificables y no generar ningu´n
impacto negativo en el desempen˜o de la herramienta. As´ı como lo planteamos para
resolver las necesidades propias de la industria de cajas de carto´n, el modelo debera´
ser lo suficientemente general para aplicarse en sistemas similares de otros campos o
industrias.
1.1 Objetivos
1.1.1 Objetivo general
Hallar una solucio´n o´ptima al problema de corte en una dimensio´n, con las restric-
ciones propias del sector del carto´n, pero lo suficientemente general para adaptarse a
las necesidades de diferentes industrias.
1.1.2 Objetivos espec´ıficos
• Ampliar el rastreo bibliogra´fico de las diferentes formas como se ha enfrenta-
do este problema, analizando sus fortalezas y debilidades bajo las condiciones
particulares de nuestro proyecto.
• Mejorar el algoritmo para generar patrones de corte para la programacio´n de
una ma´quina de corte de carto´n basado en Programacio´n Lineal construido
anteriormente.
• Mejorar el algoritmo para generar patrones de corte para la programacio´n de
una ma´quina de corte de carto´n basado en Algoritmos Gene´ticos construido
anteriormente.
• Realizar comparaciones entre los resultados que arrojan ambos me´todos traba-
jados bajo diferentes entradas y situaciones.
• Utilizar nociones de manipulacio´n de matrices dispersas y analizar el impacto
que esto pueda tener en el modelo.
• Utilizar nociones de computacio´n en paralelo y analizar los posibles beneficios
que se puedan lograr en la implementacio´n.
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• Crear un algoritmo h´ıbrido que pueda potenciar las ventajas de cada uno de los
me´todos implementados.
• Construir una herramienta de software que permita generar patrones de corte
para la programacio´n de una ma´quina de corte de carto´n, de fa´cil manejo para
un usuario final y que permita reducir los costos por desperdicio de carto´n, por
tiempo muerto de la ma´quina y por tiempos de generacio´n de patrones de corte.
• Realizar numerosas pruebas del modelo con diferentes sets de datos, analizar y
comparar los resultados para sacar conclusiones.
• Presentar diferentes alternativas de solucio´n y posibles mejoras futuras en la
solucio´n del problema.
• Someter a evaluacio´n para la publicacio´n de los resultados obtenidos con la
investigacio´n en alguna revista internacional o nacional clasificada por Colcien-
cias.
1.2 Alcance y productos
Este proyecto esta´ dirigido al sector de industrial del pa´ıs, en especial al sector de
produccio´n de cajas de carto´n, donde el proyecto podr´ıa suponer grandes beneficios
y un incremento en la productividad de las empresas. El proyecto esta´ destinado
a satisfacer la necesidad de tener un modelo robusto capaz de contemplar todas las
posibilidades conocidas de problemas de corte aplicados en la industria local.
El proyecto, en todas sus fases y etapas, comprendera´: un ana´lisis exhaustivo de
la informacio´n ba´sica disponible acerca del planteamiento y solucio´n de problemas
de este tipo; definicio´n de los requisitos de los productos esperados y redefinicio´n, si
es necesario en cualquier etapa del proyecto; conocimiento de los fundamentos para
el disen˜o de software en Matlab c© y un dominio por parte del estudiante de este
lenguaje; evaluacio´n del modelo con diferentes tipos de pruebas, corriendo numerosas
simulaciones y verificando que los resultados sean consistentes con la teor´ıa y sean
los esperados; y por u´ltimo, el proyecto comprende la documentacio´n de todos los
procesos y fases del proyecto.
El modelo estara´ enmarcado bajo los lineamientos de la gu´ıa SWEBOK (Soft-
ware Engineering Body of Knowledge - Cuerpo de conocimiento de la Ingenier´ıa de
Software), elaborada por la IEEE CS, que recoge los contenidos del conocimiento de
ingenier´ıa del software. La documentacio´n se hara´ bajo la gu´ıa PMBOK (Project Ma-
nagement Body of Knowledge - Cuerpo de conocimiento de la Gerencia de Proyectos)
del PMI (Project Management Institute - Instituto de la Gerencia de Proyectos) de
los Estados Unidos.
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Con el proyecto se pretende dar solucio´n al problema de corte mediante un soft-
ware de fa´cil manejo para el usuario final, adaptado a las necesidades espec´ıficas del
sector del carto´n. Adema´s del software se debe entregar un manual de usuario de la
herramienta y el informe de la investigacio´n con la comparacio´n de los me´todos y el
ana´lisis de los resultados. La lista de productos esperados en el proyecto, es:
• Anteproyecto.
• Documentacio´n recopilada de referencia.
• Diario de actividades e informes de avance.
• Trabajo escrito bajo los lineamientos de la Universidad.
• Presentacio´n oral con material de apoyo visual.
• CD con el proyecto, la presentacio´n y referencias bibliogra´ficas digitales.
Las estrategias de divulgacio´n propuestas, incluyen:
• Exposicio´n de sustentacio´n del trabajo de investigacio´n ante el jurado de eva-
luacio´n designado por la Universidad Eafit.
• Copia del informe final para consultas en la biblioteca de la Universidad Eafit.
• Publicacio´n de un art´ıculo en revistas cient´ıficas acreditadas por Colciencias.
• Exposicio´n en foros, seminarios o congresos de uniones y sociedades relacionadas
con el tema.
El problema de corte es considerado un problema de tipo NP-Dif´ıcil, que puede ser
aplicado en diversos procesos industriales con diferentes condiciones y restricciones.
Dentro del pensum de las carreras de Ingenier´ıa Matema´tica e Ingenier´ıa de Sistemas
se encuentran temas de optimizacio´n, simulacio´n, heur´ıstica, ana´lisis de algoritmos,
programacio´n y muchas otras que construyen bases so´lidas para afrontar este tipo de
problemas.
Asimismo, el proyecto podr´ıa en un futuro beneficiar a una o varias empresas del
sector manufacturero, a las que la implementacio´n de los algoritmos aqu´ı construidos
podr´ıa significar el ahorro de grandes sumas de dinero al optimizar el proceso de corte
de la´minas, automatizando de la mejor manera un proceso que hasta el momento se
lleva a cabo de forma manual en la mayor´ıa de empresas locales, y eliminar al mismo
tiempo la dependencia de la empresa hacia un individuo experto en la programacio´n.
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1.3 Metodolog´ıa
La metodolog´ıa de trabajo consiste comenzar por consultar la bibliograf´ıa disponible
sobre el tema y tener un estado del arte que nos de bases so´lidas para afrontar el
problema. Con la informacio´n recogida, y con base en los conocimientos previos sobre
procesos de optimizacio´n, programacio´n lineal y algoritmos gene´ticos, se construira´n
los diferentes algoritmos en el lenguaje Matlab c© y se hara´n pruebas con diferentes
sets de datos. Luego se analizan los resultados y se construye sobre los algoritmos
para mejorar la solucio´n. Adema´s se elaborara´ una interfaz gra´fica adecuada para su
fa´cil manejo.
Me´todo a utilizar
El me´todo a utilizar se basa en el ciclo PHVA presentado en la figura 1.1, el cual se
fundamenta en la forma como se interrelacionan el problema, control y mejora en un
proyecto para una alta satisfaccio´n del cliente o el interesado. La etapa de planea-
cio´n consiste principalmente en involucrar a la gente necesaria, recopilar los datos
disponibles, comprender las necesidades de los clientes, estudiar exhaustivamente los
procesos involucrados y desarrollar el plan de trabajo o anteproyecto. Hacer se re-
fiere a establecer la mejora, verificando las causas de los problemas y recopilando los
datos apropiados. En la etapa de verificacio´n se analizan y se despliegan los datos; se
comprueba que se hayan alcanzado los resultados deseados, se revisan los problemas y
errores y se analiza que´ queda au´n por resolver. Por u´ltimo, en la etapa de actuacio´n,
se documentan los anteriores procesos, se incorpora la mejora al proceso, se comu-
nica esta mejora a los involucrados del proyecto y se identifican nuevos proyectos o
problemas.
Figura 1.1: Ciclo del me´todo PHVA
El procedimiento sera´ realizar un estudio profundo y anal´ıtico de los conceptos
y principios ba´sicos que sobre este tema presentan los documentos bibliogra´ficos de
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referencia que se han seleccionado. Una vez se haya realizado un procesamiento de
toda la informacio´n recopilada, se procede a plantear y desarrollar una propuesta de
solucio´n al problema; despue´s se implementara´ la propuesta y una vez validada se
repite el ciclo para encontrar posibles errores y/o mejoras. Por u´ltimo se realizara´
una s´ıntesis y una presentacio´n que permita expresar, mediante gra´ficas y textos, las
principales ideas sobre el tema de investigacio´n.
Fase de Planificacio´n
• Definir el tema.
• Recopilar y analizar informacio´n y bibliograf´ıa ba´sica.
• Elaborar la propuesta del proyecto.
• Conseguir bibliograf´ıa especializada sobre el tema.
• Elaborar el primer borrador del anteproyecto de grado para revisio´n y comen-
tarios del asesor y el director.
• Primera retroalimentacio´n del asesor y director al proyecto.
• Editar la versio´n final del anteproyecto de grado, teniendo en cuenta la retroali-
mentacio´n recibida. Entrega final del anteproyecto, para revisio´n y aprobacio´n
por parte de la Universidad.
• Revisar y aprobar el proyecto
Ana´lisis y procesamiento de la informacio´n de referencia
• Complementar la informacio´n y bibliograf´ıa, si se requiere.
• Procesar y analizar con mayor profundidad la informacio´n y bibliograf´ıa reco-
pilada.
• Analizar las experiencias adquiridas con asesores y expertos.
• Identificar las caracter´ısticas de los proyectos que son importantes y que deben
ser tenidas en cuenta para la definicio´n y aplicacio´n del modelo.
• Identificar los principales conceptos y principios fundamentales que deben ser
reconocidos para comprender adecuadamente el modelo de Gerencia de Proyec-
tos.
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Disen˜o del modelo
• Definir requisitos del modelo.
• Identificar los elementos necesarios para plantear la extensio´n del modelo.
• Plantear la solucio´n al problema.
• Hacer pruebas con diferentes simulaciones y sets de datos.
• Optimizar el modelo
Fase de Finalizacio´n
• Revisio´n y complementacio´n del marco teo´rico.
• Estructuracio´n del informe final e iniciacio´n de su elaboracio´n.
• Edicio´n del informe final y entrega al jurado.
• Lectura del informe final por parte del jurado.
• Sustentacio´n del trabajo de investigacio´n ante el jurado.
• Publicacio´n del trabajo de investigacio´n.
1.4 Organizacio´n
En el cap´ıtulo 1 se hace una introduccio´n al proyecto de grado, donde se plantean los
objetivos principales y el alcance del proyecto. En el cap´ıtulo 2 se presentan los con-
ceptos ba´sicos ma´s importantes para la comprensio´n del documento, haciendo que e´ste
sea autocontenido. En este cap´ıtulo se explican algunas nociones ba´sicas del a´lgebra
lineal, de la teor´ıa de complejidad, los problemas de optimizacio´n y los algoritmos de
Programacio´n Lineal y Algoritmos Gene´ticos. Adema´s, se presenta un estudio de la
computacio´n paralela como una posibilidad de optimizacio´n de los mismos algoritmos.
En el cap´ıtulo 3 se estudian los problemas de optimizacio´n, presentando algunos ejem-
plos de problemas cla´sicos y algunos de los me´todos ma´s utilizados en la solucio´n de
este tipo de problemas. En el cap´ıtulo 4 se presenta el caso de estudio y los diferentes
me´todos de solucio´n planteados. En el cap´ıtulo 5 se analizan los resultados obtenidos
en diferentes pruebas, y se construye un nuevo modelo a partir de estos resultados.
Finalmente, en el cap´ıtulo 6 se presentan las conclusiones del proyecto y posibilidades
de trabajo a futuro.
Cap´ıtulo 2
Preliminares
En este cap´ıtulo se presentan algunos elementos ba´sicos fundamentales para lograr
que el desarrollo de los temas requeridos por el proyecto sea ordenado y presentado de
forma armo´nica y entendible, de tal forma que el documento sea autocontenido. Tras
introducir una serie de nociones generales del a´lgebra lineal, presentamos conceptos
claves en el tema de optimizacio´n en la Seccio´n 2.2. Posteriormente se introduce
en las Secciones 2.3 y 2.4 los me´todos de programacio´n lineal y algoritmos gene´ticos
trabajados a lo largo del proyecto.
2.1 Conceptos fundamentales de a´lgebra lineal
Definicio´n (Matriz). Una matriz es un arreglo rectangular de mn nu´meros orga-
nizados en m filas y n columnas, as´ı:
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn

Ejemplo: Una matriz de 2× 3.
A =
(
5 −2 0
2 4 11
)
Definicio´n (Matriz cuadrada). Se dice que la matriz A es cuadrada y de orden
n si m = n.
Ejemplo: Una matriz cuadrada de orden 2.
A =
(
6 4
−1 3
)
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Definicio´n (Vector). Un vector columna es una matriz con una sola columna y un
vector fila es una matriz con una sola fila, es decir, una tupla ordenada de n elementos.
Ejemplo: Vector columna A de m elementos y un vector fila B de n elementos.
A =

a1
a2
...
am
 , B =
(
b1 b2 · · · bn
)
Definicio´n (Diagonal). La diagonal de la matriz son los elementos aij tales que
i = j. Una matriz cuyos elementos diferentes a la diagonal son iguales a cero se llama
matriz diagonal.
Ejemplo: Una matriz diagonal de orden 3.
A =
 3 0 00 4 0
0 0 −2

Definicio´n (Matriz identidad). La matriz identidad es una matriz diagonal cuyos
elementos en la diagonal son todos 1 y se denota I.
Ejemplo: Matriz identidad de orden 3.
I3 =
 1 0 00 1 0
0 0 1

Definicio´n (Transpuesta). La transpuesta de una matriz A, denotada por A′ es
A′ =

a11 a21 · · · am1
a12 a22 · · · am2
...
...
. . .
...
a1n a2n · · · amn

Definicio´n (Matriz triangular). Una matriz A es triangular si aij = 0 para todo
i > j (triangular superior) o si aij = 0 para todo i < j (triangular inferior).
Ejemplo: Matrices triangular superior U y triangular inferior L de orden 4.
U =

u11 u12 u13 u14
0 u22 u23 u24
0 0 u33 u34
0 0 0 u44
 , L =

l11 0 0 0
l21 l22 0 0
l31 l32 l33 0
l41 l42 l43 l44

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Definicio´n (Matriz sime´trica). Una matriz A es sime´trica si A = A′, es decir,
aij = aji para todo i,j.
Ejemplo: Matriz sime´trica de orden 4.
A =

3 −2 0 4
−2 5 7 −1
0 7 3 9
4 −1 9 8

Definicio´n (Producto de matrices). Sea A = [aij ] una matriz de m × n y sea
B = [bij ] una matriz de n× p. Entonces el producto de A y B es la matriz C = [cij ]
de m × p tal que cij = ai1b1j + ai2b2j + · · · + ainbnj . Es decir, el elemento ij-e´simo
de AB = C es igual al producto punto o interno de la i-e´sima fila de A y la j-e´sima
columna de B. El producto entre dos matrices A y B solo puede calcularse cuando el
nu´mero de columnas de A es igual al nu´mero de filas de B. El producto de matrices
no cumple la propiedad conmutativa, es decir AB 6= BA
Ejemplo:
sean A =
(
1 3
−2 4
)
y B =
(
3 −2
5 6
)
C21 = (−2× 3) + (4× 5)
= −6 + 20
= 14
C = AB =
(
18 16
14 28
)
Definicio´n (Menor). SeanA una matriz de n×n yMij la matriz de (n−1)×(n−1)
obtenida al eliminar de A su i-e´sima fila y su j-e´sima columna. A la matriz Mij se
le llama el ij-e´simo menor de A.
Ejemplo: Menor de una matriz de 3× 3.
A =
 4 −2 51 4 −1
0 6 2
 , M32( 4 51 −1
)
Definicio´n (Cofactor). Sea A una matriz de n × n. El ij-e´simo cofactor de A,
denotado por Cij , esta´ dado por Cij = (−1)i+j |Mij |, donde |Mij | es el determinante
del menor Mij .
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Ejemplo: Ca´lculo de un cofactor de una matriz de 3× 3.
A =
 1 4 73 0 5
−1 9 11

C23 = (−1)2+3|M23| = −
∣∣∣∣∣ 1 4−1 9
∣∣∣∣∣ = −13
Definicio´n (Determinante). Un nu´mero denominado el determinante de A es un
valor que se asocia a cada matriz cuadrada y se representa como det(A) o |A|. Para
una matriz A = [a11] de 1× 1, det(A) = a11. Para una matriz de 2× 2, tenemos:
det(A) = |A| =
∣∣∣∣∣ a11 a12a21 a22
∣∣∣∣∣ = a11a22 − a12a21
En general, para cualquier matriz A cuadrada de n× n, tenemos:
det(A) = ai1Ci1 + ai2Ci2 + · · ·+ ainCin
para cualquier fila i. A esta fo´rmula se le conoce como expansio´n en cofactores de la
fila i. Igualmente podemos expresar el determinante como una expansio´n en cofactores
de la columna j. Para cualquier columna j, tenemos:
det(A) = a1jC1j + a2jC2j + · · ·+ anjCnj
Ejemplo: Ca´lculo del determinante de una matriz de 3× 3 por la fila 1.
A =
 1 2 34 5 6
7 8 9

det(A) = a11(−1)2|M11| + a12(−1)3|M12| + a13(−1)4|M13|
= 1
∣∣∣∣∣ 5 68 9
∣∣∣∣∣ − 2
∣∣∣∣∣ 4 67 9
∣∣∣∣∣ + 3
∣∣∣∣∣ 4 57 8
∣∣∣∣∣
= 1(5× 9− 6× 8) − 2(4× 9− 6× 7) + 3(4× 8− 5× 7)
= −3 + 12 − 9
= 0
Definicio´n (Adjunta). Sea A una matriz de n × n. La adjunta de A, denotada
por adj(A) = CT , es una matriz de n× n donde el ij-e´simo elemento corresponde al
ji-e´simo cofactor de A. La adjunta de A es una matriz de cofactores transpuesta.
Ejemplo: Adjunta de una matriz de 2× 2.
A =
(
2 4
−1 9
)
, adj(A) =
(
9 1
−4 2
)
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Definicio´n (Inversa). Sean A y B matrices de n × n, tales que AB = BA = I.
Entonces a la matriz B se le llama inversa de A y se escribe A−1. As´ı, AA−1 =
A−1A = I. Si A tiene inversa se dice que A es invertible o no singular. La inversa
de una matriz A puede calcularse como
A−1 =
(
1
det(A)
)
adj(A)
Otra forma de calcular la inversa de una matriz es mediante el uso de me´todos
nume´ricos como el me´todo de Gauss-Jordan, resolviendo la ecuacio´n AX = I.
Ejemplo: Inversa de una matriz de 2× 2.
AA−1 =
(
2 −4
1 3
)(
3
10
4
10
− 110 210
)
=
(
1 0
0 1
)
= I2
Ejemplo: Inversa de una matriz de 3× 3.
AA−1 =
 2 0 −13 1 2
−1 0 1

 1 0 1−5 1 7
1 0 2
 =
 1 0 00 1 0
0 0 1
 = I3
Definicio´n (Sistema de ecuaciones lineales). Un sistema de ecuaciones lineales
donde x1, x2, . . . , xn son las variables o inco´gnitas y las aij y bj son las constantes,
esta´ dado por
a11x1 + a12x2 + · · · + a1nxn = b1
a21x1 + a22x2 + · · · + a2nxn = b2
...
...
...
...
...
am1x1 + am2x2 + · · · + amnxn = bm
Un conjunto de ecuaciones de este tipo se denomina sistema lineal de m ecuaciones
y n variables. Una solucio´n para un sistema de ecuaciones lineal de m ecuaciones
y n inco´gnitas es un conjunto de valores para las inco´gnitas que satisface al mismo
tiempo las m ecuaciones del sistema. Un sistema de ecuaciones lineales puede ser
representado en forma matricial mediante la ecuacio´n Ax = b, dada por
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
×

x1
x2
...
xm
 =

b1
b2
...
bm

Ejemplo: Sistema lineal que se satisface con x1 = 1, x2 = 2.
x1 + 2x2 = 5
2x1 − x2 = 0
El vector x = [1 2] es una solucio´n al sistema.
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Definicio´n (Sistema de inecuaciones lineales). Un sistema de inecuaciones
lineales donde x1, x2, . . . , xn son las variables o inco´gnitas y las aij y bj son las cons-
tantes, esta´ dado por
a11x1 + a12x2 + · · · + a1nxn ≤ b1
a21x1 + a22x2 + · · · + a2nxn ≤ b2
...
...
...
...
...
am1x1 + am2x2 + · · · + amnxn ≤ bm
Una solucio´n para un sistema de inecuaciones lineal de m inecuaciones y n inco´gnitas
es un conjunto de valores para las inco´gnitas que satisface al mismo tiempo las m
inecuaciones del sistema. Un sistema de inecuaciones lineales con dos inco´gnitas
puede ser representado en un gra´fico bidimensional por medio de l´ıneas rectas y las
regiones comprendidas entre ellas, como se muestra en el ejemplo.
Ejemplo: Sistema lineal de cinco inecuaciones.
(a) x1 ≥ 0
(b) x2 ≥ 0
(c) x1 + x2 ≥ 1
(d) x1 − x2 ≤ 1
(e) −x1 + 2x2 ≤ 0
Este sistema lo podemos expresar en forma matricial como

1 0
0 1
1 1
−1 1
1 −2
×
(
x1
x2
)
≥

0
0
1
−1
0

Queremos determinar el conjunto de puntos (x1, x2) que satisfacen las inecua-
ciones del sistema anterior. En primer lugar podemos observar que las dos primeras
inecuaciones limitan nuestro espacio al cuadrante positivo, u´nicamente los puntos que
contengan coordenadas no-negativas debera´n ser tenidos en cuenta. Cada inecuacio´n
se satisface con los puntos ubicados en alguno de los dos espacios generados al tratar la
inecuacio´n como una ecuacio´n. Para visualizarlo mejor, se pueden dibujar estas l´ıneas
de las igualdades con flechas que indiquen la direccio´n de los puntos que satisfagan la
inecuacio´n. Por ejemplo, para la inecuacio´n (c) dibujamos la recta x1 + x2 = 1. Es
fa´cil ver que el origen (0,0) no satisface la inecuacio´n, por lo cual el espacio de pun-
tos que satisfacen la inecuacio´n (c) estara´ hacia arriba y hacia la derecha de la l´ınea
que hemos dibujado. En la figura 2.1 se puede observar el conjunto de inecuaciones
graficadas en el plano y la regio´n sombreada con los puntos que satisfacen el sistema
de inecuaciones completo.
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Figura 2.1: Solucio´n a un sistema de inecuaciones lineales con dos inco´gnitas
Me´todo de eliminacio´n Gaussiana
En esta seccio´n se trata un me´todo eficiente para resolver un sistema de ecuaciones
lineales, el me´todo de eliminacio´n Gaussiana o Gauss-Jordan. Por medio de este
me´todo, se muestra que cualquier sistema de ecuaciones debe cumplir uno de los
siguientes casos:
1. El sistema no tiene solucio´n.
2. El sistema tiene una sola solucio´n.
3. El sistema tiene una cantidad infinita de soluciones.
El me´todo de Gauss-Jordan es adema´s importante para la definicio´n del algoritmo
S´ımplex, utilizado en la solucio´n de problemas de programacio´n lineal. Para definir el
me´todo de eliminacio´n Gaussiana, es necesario primero definir las operaciones ba´sicas
de fila [Winston, 2005], que son la multiplicacio´n, suma e intercambio de filas, como
se explican a continuacio´n.
Definicio´n (Multiplicacio´n de una fila). La multiplicacio´n de fila se obtiene al
multiplicar cualquier fila de una matriz A por un escalar n diferente de cero.
Ejemplo: Multiplicar por 3 la segunda fila de A.
A =
 1 2 3 41 3 5 6
0 1 2 3
 , A′ =
 1 2 3 43 9 15 18
0 1 2 3

Definicio´n (Suma del mu´ltiplo de una fila). La suma de filas se obtiene al
multiplicar cualquier fila de una matriz A por un escalar n diferente de cero y luego
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sumar el resultado con otra fila de A.
Ejemplo: Multiplicar por 4 la segunda fila de A y sumarla con la tercera fila.
A =
 1 2 3 41 3 5 6
0 1 2 3
 , A′ =
 1 2 3 41 3 5 6
4 13 22 27

Definicio´n (Intercambio de filas). El intercambio de filas se obtiene al intercam-
biar entre s´ı cualquier par de filas de una matriz A.
Ejemplo: Intercambiar la segunda fila de A con la tercera.
A =
 1 2 3 41 3 5 6
0 1 2 3
 , A′ =
 1 2 3 40 1 2 3
1 3 5 6

Definicio´n (Eliminacio´n de Gauss-Jordan). El me´todo de Gauss-Jordan se
basa en el hecho que cualquier sucesio´n de operaciones ba´sicas de fila sobre una
matriz que representa un sistema de ecuaciones Ax = B, genera un sistema A′x = B′
equivalente. El me´todo de Gauss-Jordan resuelve un sistema de ecuaciones lineales
utilizando operaciones ba´sicas de fila de modo sistema´tico. El me´todo se ilustra
mediante la resolucio´n del siguiente sistema lineal:
2x1 + 2x2 + x3 = 9
2x1 − x2 + 2x3 = 6
x1 − x2 + 2x3 = 5
Representamos el sistema mediante la matriz aumentada A|b =M, as´ı:
A|b =
 2 2 12 −1 2
1 −1 2
∣∣∣∣∣∣∣
9
6
5
 =M
En primer lugar vamos a transformar la primera columna de la matriz M en 10
0

Paso 1. Multiplicar el renglo´n 1 de M por 12 . Esta operacio´n ba´sica nos genera
M1 =
 1 1
1
2
2 −1 2
1 −1 2
∣∣∣∣∣∣∣
9
2
6
5

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Paso 2. Sumar a la fila 2 deM1, la fila 1 deM1 multiplicada por -2. El resultado
de esta operacio´n ba´sica es
M2 =
 1 1
1
2
0 −3 1
1 −1 2
∣∣∣∣∣∣∣
9
2
−3
5

Paso 3. Sumar a la fila 3 deM2, la fila 1 deM2 multiplicada por -1. El resultado
de esta operacio´n ba´sica es
M3 =
 1 1
1
2
0 −3 1
0 −2 32
∣∣∣∣∣∣∣
9
2
−3
1
2

La primera columna de la matriz M se ha transformado en 10
0

A continuacio´n transformaremos la segunda columna de M en 01
0

Paso 4. Multiplicar la fila 2 de M3 por − 13 . El resultado de esta operacio´n
ba´sica es
M4 =
 1 1
1
2
0 1 − 13
0 −2 32
∣∣∣∣∣∣∣
9
2
1
1
2

Paso 5. Sumar a la fila 1 deM4, la fila 2 deM4 multiplicada por -1. El resultado
de esta operacio´n ba´sica es
M5 =
 1 0
5
6
0 1 − 13
0 −2 32
∣∣∣∣∣∣∣
7
2
1
1
2

Paso 6. Sumar a la fila 3 deM5, la fila 2 deM5 multiplicada por 2. El resultado
de esta operacio´n ba´sica es
M6 =
 1 0
5
6
0 1 − 13
0 0 56
∣∣∣∣∣∣∣
7
2
1
5
2

La segunda columna de la matriz M se ha transformado en 01
0

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A continuacio´n transformaremos la tercera columna de M en 00
1

Paso 7. Multiplicar la fila 3 de M6 por 65 . El resultado de esta operacio´n es
M7 =
 1 0
5
6
0 1 − 13
0 0 1
∣∣∣∣∣∣∣
7
2
1
3

Paso 8. Sumar a la fila 1 de M7, la fila 3 de M7 multiplicada por − 65 . El
resultado de esta operacio´n ba´sica es
M8 =
 1 0 00 1 − 13
0 0 1
∣∣∣∣∣∣∣
1
1
3

Paso 9. Sumar a la fila 2 deM8, la fila 3 deM8 multiplicada por 13 . El resultado
de esta operacio´n ba´sica es
M9 =
 1 0 00 1 0
0 0 1
∣∣∣∣∣∣∣
1
2
3

La matriz M9 representa el sistema de ecuaciones
x1 = 1
x2 = 2
x3 = 3
De esta forma hemos llegado finalmente a la conclusio´n de que el sistema M9
tiene solucio´n u´nica x1 = 1, x2 = 2, x3 = 3. Como este sistema se obtuvo a partir de
M, entonces el sistema planteado inicialmente tambie´n tiene solucio´n u´nica x1 = 1,
x2 = 2, x3 = 3.
En este ejemplo ba´sico no se ha utilizado la operacio´n de intercambio de filas. Esta
operacio´n es de gran utilidad cuando el intercambio de dos filas de la matriz puede
evitar operaciones futuras en el desarrollo del me´todo.
2.2 Problemas de optimizacio´n
La optimizacio´n es un tema central en cualquier problema que involucre toma de
decisiones, sea en ingenier´ıa, en economı´a o en algu´n otro campo. La toma de deci-
siones supone escoger entre diferentes alternativas, de manera que se tome la mejor
decisio´n. La medida de que´ tan buena es cada alternativa se describe mediante una
funcio´n objetivo o un ı´ndice de desempen˜o. La teor´ıa y los me´todos de optimizacio´n
buscan seleccionar la mejor alternativa en te´rminos de una funcio´n objetivo dada. El
2.2. PROBLEMAS DE OPTIMIZACIO´N 19
a´rea de optimizacio´n ha recibido enorme atencio´n en los u´ltimos an˜os [Chong y Zak,
2001], principalmente por el ra´pido progreso de la tecnolog´ıa en los computadores.
Este campo sigue siendo muy activo en investigacio´n, y nuevos acercamientos son
propuestos constantemente. A continuacio´n damos algunos ejemplos de problemas
pra´cticos de optimizacio´n que se presentan en la industria.
• En una empresa de manufactura se busca producir diferentes art´ıculos de tal
manera que el costo y los tiempos de produccio´n sean mı´nimos, y que el beneficio
o la ganancia adquirida sea la mayor posible.
• Una empresa de transporte debe distribuir la mercanc´ıa en diferentes puntos de
entrega por medio de camiones utilizando el menor tiempo posible o haciendo
que los veh´ıculos recorran la menor distancia posible.
• En una bodega o un contenedor se deben almacenar productos de diferentes
formas y taman˜os utilizando al ma´ximo el espacio disponible o almacenando los
productos que tengan un mayor valor.
• En un laboratorio qu´ımico se deben realizar mezclas de elementos para lograr
un compuesto que cumpla con cierta condicio´n o que genere un costo mı´nimo
de produccio´n.
• En una empresa manufacturera se deben recortar pequen˜as piezas a partir de
la´minas grandes de material, de manera que en el proceso se utilice al ma´ximo
la superficie de dichas la´minas.
Optimizacio´n
Un proceso de optimizacio´n consiste en encontrar la mejor opcio´n entre un conjunto
de posibilidades. En la pra´ctica, uno puede desear el mejor o ma´ximo (e.g., salario)
o el peor o mı´nimo (e.g., costo). As´ı, la palabra o´ptimo puede significar ma´ximo o
mı´nimo segu´n las circunstancias. Existen diferentes tratamientos para los problemas
de optimizacio´n, entre los cuales se tienen [Antoniou y Lu, 2007]:
1. Me´todos anal´ıticos.
2. Me´todos gra´ficos.
3. Me´todos experimentales.
4. Me´todos nume´ricos.
Los me´todos anal´ıticos se basan en las te´cnicas cla´sicas de ca´lculo diferencial. En
estos me´todos el ma´ximo o el mı´nimo segu´n un criterio de desempen˜o, se determinan
encontrando los valores para los para´metros x1, x2, . . . , xn que hacen que las derivadas
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de una funcio´n f(x1, x2, . . . , xn) respecto a x1, x2, . . . , xn tomen valores iguales a cero.
Para poder aplicar estos me´todos, el problema a resolver debe ser descrito en te´rminos
matema´ticos. Estos me´todos pueden no necesitar el uso de un computador, pero no
es posible aplicarlos siempre ni son fa´ciles de utilizar.
Un me´todo gra´fico puede ser utilizado para dibujar la funcio´n a ser optimizada si
el nu´mero de variables no es mayor que dos. Si la funcio´n depende u´nicamente de una
variable x1, un gra´fico de f(x1) versus x1 permite observar inmediatamente el valor
ma´ximo o mı´nimo de la funcio´n. De manera similar, se puede construir un gra´fico
en tres dimensiones cuando el problema tiene dos variables. Sin embargo, el uso de
los me´todos gra´ficos es bastante limitado, puesto que la mayor´ıa de problemas reales
utilizan muchas ma´s variables.
En ocasiones el desempen˜o o´ptimo de un sistema puede obtenerse mediante ex-
perimentacio´n directa. En este me´todo, las variables se ajustan manualmente y la
funcio´n objetivo se evalu´a en cada ajuste. Este me´todo es muy inexacto y puede lle-
var a resultados erro´neos debido al desconocimiento en la interaccio´n de las diferentes
variables.
Los me´todos ma´s importantes de optimizacio´n se basan en me´todos nume´ricos,
en los cuales se utilizan procedimientos nume´ricos iterativos para generar una serie
de soluciones a partir de un estimado inicial. El proceso termina cuando un criterio
de convergencia se satisface, por ejemplo cuando la variacio´n en las variables entre
una iteracio´n y la siguiente se hacen insignificantes. Los me´todos nume´ricos pueden
usarse para resolver problemas de optimizacio´n altamente complejos, del tipo que no
pueden ser resueltos anal´ıticamente.
Definicio´n (Optimizacio´n matema´tica). La optimizacio´n matema´tica es el
estudio de los problemas donde se busca minimizar o maximizar una funcio´n real
mediante la eleccio´n sistema´tica de valores para variables reales o enteras entre un
conjunto de valores posibles. El problema puede ser planteado de la siguiente manera:
dada una funcio´n f : A→ B de un conjunto A a los nu´meros reales, hallar x0 en A tal
que f(x0)≤f(x) para todo x en A (minimizar) o tal que f(x0)≥f(x) para todo x en
A (maximizar). Normalmente, A es un subconjunto del espacio Euclidiano <n, deli-
mitado por un conjunto de restricciones, igualdades o desigualdades que los miembros
de A deben satisfacer. El dominio A de f es llamado el espacio de bu´squeda, mientras
los elementos de A son las posibles soluciones. La funcio´n f es la funcio´n objetivo, o
funcio´n de costo. Una posible solucio´n que minimice (o maximice) la funcio´n objetivo
es llamada una solucio´n o´ptima.
Los primeros me´todos utilizados en la optimizacio´n global fueron te´cnicas deter-
min´ısticas, basadas mayoritariamente en el principio de dividir y conquistar. Estos
me´todos se apoyan en la computacio´n intensiva para explorar el espacio de soluciones
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y encontrar la mejor solucio´n posible. As´ı, en lugar de intentar localizar una solucio´n
o´ptima resolviendo un conjunto de ecuaciones por me´todos algebraicos anal´ıticos, se
intentar´ıa construir una secuencia de soluciones aproximadas que convergiera a la so-
lucio´n del problema al dividirlo en sub-problemas menores. Uno de los me´todos ma´s
comunes que se basan en este principio es el algoritmo de Branch and Bound. Poste-
riormente aparecieron algoritmos estoca´sticos adaptativos de bu´squeda aleatoria, que
hacen parte de los me´todos de optimizacio´n probabil´ısticos. En el campo de la opti-
mizacio´n global estoca´stica aparecen los me´todos de Recocido Simulado (Simmulated
Annealing), Bu´squeda Tabu´ (TS), Simulacio´n de Colonias de Hormigas, entre otros.
Actualmente, los algoritmos de optimizacio´n se dividen en estos dos grandes grupos:
determin´ısticos y estoca´sticos.
Los me´todos determin´ısticos [Liberti, 2008] son aquellos que pueden ser simulados
por un auto´mata de estado finito determinista, es decir, una 5-tupla (Σ, Q, q0, F, δ)
donde Σ es el alfabeto de entrada, Q es el conjunto de estados, q0 ∈ Q el estado inicial,
F ⊆ Q el conjunto de estados finales, y δ : Q × Σ → Q la funcio´n de transicio´n. La
funcio´n de transicio´n es tal que dado el estado actual del auto´mata y una palabra
del alfabeto de entrada, produce el estado siguiente del auto´mata. El hecho de que δ
sea una funcio´n bien definida nos lleva al principio de determinismo. A cualquier par
(estado actual, palabra de entrada) corresponde un u´nico estado siguiente. En otras
palabras, podemos decir que un algoritmo determin´ıstico siempre va a llevar a cabo
la misma secuencia de instrucciones con los mismos valores y producir las mismas
salidas ante una misma entrada.
Por otro lado, los me´todos estoca´sticos enfrentan situaciones donde hay un elemen-
to de aleatoriedad en la eleccio´n del siguiente paso en la computacio´n. Las pruebas de
convergencia para este tipo de algoritmos involucran teor´ıa de la probabilidad. Debi-
do a que los me´todos estoca´sticos se basan en elementos de decisiones aleatorias, no
se tiene la posibilidad de una garant´ıa absoluta de encontrar la solucio´n en un nu´mero
finito de pasos. El me´todo estoca´stico ma´s simple es la bu´squeda aleatoria ba´sica,
donde se generan automa´ticamente N soluciones a un problema dado y se selecciona
la mejor de ellas. El equivalente determin´ıstico de este me´todo ser´ıa recorrer comple-
tamente el espacio de bu´squeda para encontrar la solucio´n o´ptima. Claramente esta
opcio´n no ser´ıa pra´ctica computacionalmente, pues el tiempo para recorrer un espacio
lo suficientemente complejo podr´ıa considerarse infinito, as´ı que la opcio´n estoca´stica
de generar soluciones aleatoriamente y obtener una posible solucio´n en un tiempo
corto nos deja ver los beneficios que los me´todos estoca´sticos pueden traer. Me´todos
como el Recocido Simulado y la Bu´squeda Tabu´ realizan una bu´squeda aleatoria di-
rigida y emplean diferentes te´cnicas para evitar caer en o´ptimos locales en lugar de
acercarse al o´ptimo global.
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La solucio´n a un problema de optimizacio´n por medio de me´todos determin´ısticos
no siempre es posible ni es tarea sencilla, debido a la gran complejidad que pueden
tener los espacios de bu´squeda con numerosas variables y funciones no lineales. Los
me´todos estoca´sticos permiten encontrar una solucio´n aproximada al problema en un
tiempo muy inferior y que en la pra´ctica puede ser lo suficientemente buena.
Problemas de corte
Cuando se cortan piezas pequen˜as a partir de objetos grandes, surgen dos problemas:
el primero es determinar las dimensiones adecuadas para los objetos grandes; y la
segunda es seleccionar la forma como se van a recortar las piezas pequen˜as para hacer
que el desperdicio de material del objeto grande sea mı´nimo. Este es un proceso comu´n
en las industrias de papel, telas, madera y acero [Karelahti, 2001], donde grandes
la´minas del material deban recortarse en recta´ngulos pequen˜os de diferentes taman˜os
para satisfacer las o´rdenes de los clientes. El problema de minimizar el desperdicio de
material se conoce como Trim Loss Problem, mientras que la combinacio´n de ambos
problemas se conoce como Cutting Stock Problem. Como el objetivo principal del
corte es minimizar el desperdicio, en este documento nos referimos al problema de
Trim Loss como el Problema de Corte en general.
El problema de corte se puede dar de diferentes formas, de acuerdo con carac-
ter´ısticas como la forma de los cortes, la variedad de las piezas y, la ma´s importante,
la dimensionalidad. La dimensionalidad es el nu´mero mı´nimo de dimensiones sig-
nificativas en la determinacio´n de una solucio´n. En el caso ma´s simple, solo una
dimensio´n es relevante para la solucio´n. Un ejemplo t´ıpico de un problema de corte
unidimensional es el corte de barras de acero donde el largo de las barras grandes
es fijo. Algunos autores [Karelahti, 2001] se refieren a problemas 1.5-dimensionales
donde el material tiene una dimensio´n fija y otra variable. En los problemas bidimen-
sionales las piezas ordenadas pueden ser ubicadas en el material en dos dimensiones
libres. El caso ma´s simple se da cuando el material y las piezas son rectangulares. En
los problemas bidimensionales, el proceso de corte puede darse en diferentes pasos,
donde el material es recortado en sub-la´minas con a´ngulos rectos para luego recor-
tar las piezas en un segundo corte. Adema´s, cuando los cortes se extienden a trave´s
de todo el largo de la hoja, se dice que los cortes son tipo guillotina. El problema
en tres dimensiones puede ser equivalente a distribuir cajas de diferentes taman˜os
en un contenedor, utilizando al ma´ximo el espacio del contenedor. El problema de
corte tambie´n puede darse en forma multidimensional, haciendo una abstraccio´n del
concepto ba´sico.
La figura 2.2 ilustra el problema de corte en diferentes dimensiones. En esta y las
dema´s figuras del documento, las a´reas sombreadas en gris representan el material
desperdiciado. En la figura 2.2a se muestra el proceso de corte en una dimensio´n,
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Figura 2.2: El problema de corte en diferentes dimensiones
donde se realizan u´nicamente cortes verticales sobre la´minas de igual taman˜o, mientras
que el proceso de la figura 2.2b se dice 1.5-dimensional, ya que el ancho de las la´minas
puede variar. La figura 2.2c representa un problema de corte en dos dimensiones
donde todas las piezas pueden lograrse a partir de cortes de guillotina, mientras la
figura 2.2d ilustra un problema en dos dimensiones donde los cortes no son de tipo
guillotina.
Debido a que incluso los problemas de corte ma´s simples son NP-Completos, es
improbable que exista un algoritmo de tiempo polinomial que lo pueda resolver. Gra-
cias a la compleja naturaleza combinatoria del problema, puede ser considerado el
problema de optimizacio´n ma´s demandante en la industria del carto´n. Diferentes
me´todos heur´ısticos han sido utilizados para obtener soluciones, pero estos me´todos
se utilizan en su mayor´ıa para casos muy espec´ıficos con informacio´n particular de
cada problema, por lo que es dif´ıcil utilizarlos en problemas aparentemente similares.
Aunque minimizar el desperdicio de material es el objetivo principal del problema
de corte, tambie´n existen otros objetivos importantes, como los costos asociados a
cambiar de un patro´n de corte a otro diferente. Incluso pequen˜as mejoras en el pro-
ceso de corte pueden resultar en enormes ganancias cuando la cantidad de material
procesado es muy grande. El problema de corte en las empresas nacionales se resuelve
de forma manual en la mayor´ıa de los casos, generando as´ı soluciones muy por debajo
de la optimalidad.
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Complejidad computacional
Dentro de la teor´ıa de la complejidad computacional se clasifican los problemas en
dos grupos: tratables e intratables. Aunque todos los problemas computables sean,
en teor´ıa, tratables, desde el punto de vista pra´ctico las cosas son diferentes. As´ı, en
la pra´ctica, los problemas con l´ımite temporal polino´mico son considerados tratables
y los que tienen l´ımite temporal exponencial son considerados intratables [Go´mez y
Sicard, 2001]. Para analizar la complejidad de un algoritmo se utiliza la teor´ıa de
la ma´quina de Turing, un modelo computacional introducido por Alan Turing que
formaliza el concepto de algoritmo. Turing construyo´ un modelo formal de compu-
tador, la ma´quina de Turing, y demostro´ que exist´ıan problemas que una ma´quina
no pod´ıa resolver. La ma´quina de Turing consta de un cabezal lector/escritor y una
cinta infinita en la que el cabezal lee el contenido, borra el contenido anterior y escribe
un nuevo valor. Las operaciones que se pueden realizar en esta ma´quina se limitan
a avanzar el cabezal lector/escritor hacia la derecha o hacia la izquierda. Para ma´s
informacio´n sobre ma´quinas de Turing, el lector puede remitirse a Turing [1936] o
Go´mez y Sicard [2001]. En el contexto de la complejidad algor´ıtmica existe una im-
portante clase de lenguajes que se pueden aceptar en modo determinista en tiempo
polino´mico, denominada la clase P .
Definicio´n (Clase P ). Un problema esta´ en P si existe una DTM (Ma´quina de
Turing Determin´ıstica) de complejidad polinomial que lo resuelve. La complejidad
de una DTM esta´ dada por la cantidad de movimientos de la cabeza en funcio´n del
taman˜o de la entrada. Por ejemplo, si determinar el camino o´ptimo que debe recorrer
un cartero que pasa por N casas necesita menos de 50N2 +N segundos, entonces el
problema es resoluble en un tiempo polino´mico. De esa manera, tiempos de 2n2+5n, o
4n6+7n4−2n2 son polino´micos; pero 2n no lo es. Dentro de los tiempos polino´micos,
podemos distinguir los logar´ıtmicos (log(n)), los lineales (n), los cuadra´ticos (n2),
cu´bicos (n3), etc.
Definicio´n (Clase NP ). En esta clase esta´n los lenguajes que se pueden aceptar
en modo no determinista en tiempo polino´mico, es decir, el conjunto de problemas que
pueden ser resueltos en tiempo polino´mico por una ma´quina de Turing no determi-
nista. La importancia de esta clase de problemas de decisio´n es que contiene muchos
problemas de bu´squeda y de optimizacio´n para los que se desea saber si existe una
cierta solucio´n o si existe una mejor solucio´n que las conocidas. Dada su importancia,
se han hecho muchos esfuerzos para encontrar algoritmos que decidan algu´n problema
de NP en tiempo polino´mico. Sin embargo, pareciera que para algunos problemas de
NP (los del conjunto NP-completo) no es posible encontrar un algoritmo mejor que
simplemente realizar una bu´squeda exhaustiva. Desde el punto de vista de los pro-
blemas de decisio´n, es decir, aquellos problemas en los cuales se espera una respuesta
si o no, la diferencia entre las clases P y NP puede ser vista como la diferencia entre
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encontrar la respuesta correcta (clase P ) y probar que una posible respuesta es la
correcta (clase NP ).
Definicio´n (Problemas NP-Complejos). Los problemas NP-Complejos (o
NP-Hard) comprenden la clase de problemas al menos tan dif´ıciles como un problema
NP . Un problema NP puede ser resuelto en tiempo polino´mico por una ma´quina
de Turing no determinista. Los problemas tipo NP-Duros pueden ser problemas de
decisio´n, de bu´squeda, o de optimizacio´n. Por su parte, los problemas NP-completos
pueden ser descritos como los problemas en NP que tienen menos posibilidades de
estar en P . Un ejemplo comu´n de problemas NP-Complejos es el problema del agente
viajero (TSP). Un ejemplo de un problema NP-Completo es el problema de la satis-
factibilidad booleana.
2.3 Nociones ba´sicas de Programacio´n lineal
La programacio´n lineal es un medio matema´tico que permite asignar una cantidad
fija de recursos a la satisfaccio´n de varias demandas, en tal forma que mientras se
optimiza algu´n objetivo se satisfacen otras condiciones definidas [Shamblin y Stevens,
1975]. Los problemas de programacio´n lineal comprenden la optimizacio´n de una
funcio´n objetivo lineal sujeta a un conjunto de restricciones lineales de igualdad o
desigualdad. En otras palabras, los problemas de programacio´n lineal determinan la
manera de alcanzar el mejor resultado (i.e. maximizar ganancia o minimizar costo)
dada una lista de requerimientos representada como una ecuacio´n lineal. Los pro-
blemas de programacio´n lineal se pueden expresar como: maximizar cTx sujeto a
Ax≤b donde x≥0. El vector de variables es representado por x, mientras c y b son
vectores de coeficientes y A es una matriz de coeficientes. La expresio´n a maximizar
o minimizar es la funcio´n objetivo (cTx). Las ecuaciones Ax≤b son las restricciones.
La programacio´n lineal puede ser aplicada a diversos campos, y ha probado su utili-
dad en diferentes tipos de problemas de planeacio´n, rutas, horarios, asignacio´n, entre
otros.
A manera de ejemplo, supongamos que una compan˜´ıa manufacturera fabrica dos
tipos de producto, A y B, y que es lo suficientemente afortunada como para vender
todo lo que puede producir actualmente. Como se muestra en la tabla 2.1, cada
producto requiere un tiempo de manufactura determinado en los tres departamentos.
Cada departamento tiene una cantidad fija de horas-hombre disponibles por semana,
como se indica en la tabla 2.3. El problema consiste en decidir que´ cantidad de cada
producto debe producirse con el objeto de hacer el mejor uso de los medios limitados de
produccio´n. Se supone que la ganancia por unidad de producto A es $1 y de producto
B es $1,50. Se debe entonces asignar los recursos fijos (tiempos de manufactura por
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departamento) con el propo´sito de optimizar algu´n objetivo (maximizar la ganancia) y
satisfacer las condiciones definidas (no exceder las capacidades de los departamentos).
Tabla 2.1: Tiempo de produccio´n por unidad de producto en cada departamento.
Tiempo de produccio´n en horas
Producto Depto. A Depto. B Depto. C
A 2 1 4
B 2 2 2
Tabla 2.2: L´ımites de la capacidad de produccio´n.
Departamento Horas-hombre por semana
A 160
B 120
C 280
Es posible expresar matema´ticamente el objetivo y las restricciones. Como su
nombre lo sugiere, todas las relaciones deben ser lineales. La programacio´n lineal
[Shamblin y Stevens, 1975] es una aplicacio´n del a´lgebra lineal a la solucio´n de estas
ecuaciones mediante la utilizacio´n de algunas reglas especiales para asegurar que la
solucio´n satisface todas las condiciones necesarias y aun permite obtener los mejores
resultados con respecto al objetivo. Lo ma´s importante al utilizar la programacio´n
lineal es tal vez reconocer y formular el problema de manera que pueda desarrollarse
y producir un objetivo para optimizar. Esto requiere imaginacio´n y comprensio´n del
problema y de la te´cnica de solucio´n.
El primer paso en la aplicacio´n de la programacio´n lineal es la evaluacio´n del obje-
tivo. En el ejemplo se decidio´ el objetivo de maximizar la ganancia. Por consiguiente,
es necesario evaluar el problema en te´rminos de la ganancia. En este caso, la ganan-
cia total es la suma de la ganancia obtenida en cada producto. Sea x1 la variable de
decisio´n que representa el nu´mero de unidades de producto A que se fabrican y x2 el
nu´mero de unidades del producto B. Dado que la ganancia por unidad del producto
A es $1 y por unidad del producto B es $1,50, entonces la ecuacio´n de la ganancia es:
Ganancia = C(x1, x2) = 1x1 + 1, 50x2
Esta es la funcio´n lineal objetivo que debe maximizarse. Las condiciones que de-
ben satisfacerse en este problema son aquellas que evitan exceder el tiempo disponible
de produccio´n en cada departamento. Se observa que el tiempo requerido en el depar-
tamento A depende del nu´mero de unidades que sean fabricadas de cada producto,
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donde cada unidad tanto del producto A como B requiere de 2 horas, por tanto,
Tiempo de produccio´n en A = 2x1 + 2x2
Este tiempo no debe exceder la capacidad del departamento A, donde se cuenta
con 160 horas-hombre semanales. As´ı, la primera restriccio´n es:
2x1 + 2x2 ≤ 160
En un ana´lisis similar para los departamentos B y C, tenemos que
x1 + 2x2 ≤ 120 (restriccio´n del departamento B)
4x1 + 2x2 ≤ 280 (restriccio´n del departamento C)
Adema´s, puesto que no es posible fabricar un nu´mero negativo de producto A o
B, estos valores deben ser mayores o iguales a cero,
x1 ≥ 0
x2 ≥ 0
Reuniendo las ecuaciones anteriores podemos representar matema´ticamente el pro-
blema de la siguiente forma:
maxC = x1 + 1, 5x2
Sujeto a las restricciones
2x1 + 2x2 ≤ 160
x1 + 2x2 ≤ 120
4x1 + 2x2 ≤ 280
x1 ≥ 0
x2 ≥ 0
Las u´ltimas dos restricciones de valores no negativos para las variables de decisio´n
siempre esta´n impl´ıcitas. Este problema puede expresarse en te´rminos generales de
la siguiente forma.
Sean
xj = j-e´sima variable de decisio´n
cj = coeficiente de ganancia (o costo) de la j-e´sima variable
z = funcio´n que debe maximizarse (o minimizarse)
aij = coeficiente de la j-e´sima variable en la i-e´sima restriccio´n
bi = limitacio´n de capacidad de la i-e´sima restriccio´n
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Por tanto, para n variables de decisio´n, la funcio´n objetivo se puede expresar como
max z = c1x1 + c2x2 + · · ·+ cjxj + · · ·+ cnxn
Sujeto a las restricciones
a11x1 + a12x2 + · · · + a1jxj + · · · + a1nxn = b1
a21x1 + a22x2 + · · · + a2jxj + · · · + a2nxn = b2
...
...
...
...
...
...
...
ai1x1 + ai2x2 + · · · + aijxj + · · · + ainxn = bi
...
...
...
...
...
...
...
am1x1 + am2x2 + · · · + amjxj + · · · + amnxn = bm
Donde aij , bi, cj son constantes conocidas y m < n. En forma matricial, podemos
plantear el problema de la siguiente manera: min cX sujeto a AX = b y X ≥ 0.
Interpretacio´n Gra´fica
Para problemas que cuenten u´nicamente con dos variables es posible tener una repre-
sentacio´n gra´fica y obtener a partir de all´ı la solucio´n. Esto proporciona una mejor
comprensio´n del problema y facilita la interpretacio´n de algunos pasos de la solucio´n.
Cada restriccio´n define un a´rea que contiene un nu´mero infinito de puntos que no
exceden la desigualdad de la restriccio´n. La figura 2.3 muestra la regio´n factible para
una respuesta, de acuerdo con las 3 restricciones planteadas.
Figura 2.3: Regio´n factible segu´n la combinacio´n de las restricciones.
Cualquier combinacio´n de valores no negativos de x1 y x2 en dicha regio´n es
una posible solucio´n. El problema es entonces seleccionar el punto sobre la regio´n
factible que maximice la funcio´n objetivo. Si se asigna un valor arbitrario a la funcio´n
objetivo, e´sta tambie´n puede graficarse, como se muestra en la figura 2.4. Como la
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funcio´n objetivo es tambie´n lineal, todas las l´ıneas tienen la misma pendiente, en
diferente posicio´n.
Figura 2.4: Representacio´n gra´fica de la funcio´n objetivo z.
Sobreponiendo la regio´n factible, como se muestra en la figura 2.4, podemos de-
terminar el ma´ximo valor de z que se encuentra en la regio´n factible. Segu´n esto,
podemos llegar a que la solucio´n es:
x1 = 40
x2 = 40
z = 40 + 1, 5(40) = 100
La solucio´n se encuentra en la interseccio´n de las dos primeras restricciones, as´ı que
ambas restricciones esta´n siendo llevadas a su l´ımite, mientras en la tercera restriccio´n
hay una capacidad no utilizada o de holgura. Podemos verificar adema´s que esta
solucio´n cumple todas las restricciones,
(1) 2x1 + 2x2 ≤ 160
2(40) + 2(40) = 160 correcto
(2) x1 + 2x2 ≤ 120
40 + 2(40) = 120 correcto
(3) 4x1 + 2x2 ≤ 280
4(40) + 2(40) = 240 ≤ 280 correcto
Es importante comprender que si las restricciones y la funcio´n objetivo son lineales,
la respuesta factible o´ptima debe estar en una esquina formada por la interseccio´n de
dos o ma´s restricciones. So´lo en el caso de que la funcio´n objetivo sea paralela a una
restriccio´n es posible que el problema tenga infinitas soluciones, en cuyo caso estara´n
todas sobre dicha restriccio´n, incluyendo la interseccio´n con alguna otra restriccio´n.
Si se utilizaran tres variables, estas podr´ıan representarse en una gra´fica tridi-
mensional en la cual las restricciones y la funcio´n objetivo ser´ıan representadas por
superficies planas. No es posible representar gra´ficamente el problema en ma´s de tres
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dimensiones, pero la analog´ıa es au´n va´lida y se dice que las restricciones y la funcio´n
objetivo son hiperplanos en el espacio n-dimensional.
Solucio´n algebraica
Como hemos visto, la solucio´n al problema es un punto que se encuentra en la in-
terseccio´n de dos o ma´s l´ıneas, as´ı que puede ser resuelto por medios algebraicos.
Como las restricciones no son ecuaciones sino desigualdades, es necesario modificar-
las para expresarlas como ecuaciones. Esto se efectu´a agregando a cada restriccio´n
una variable ma´s, denominada variable de holgura. La variable de holgura para la
i-e´sima restriccio´n la vamos a representar con el te´rmino ui. Las variables de holgura
representan el valor no negativo requerido para hacer que exista igualdad en cada
restriccio´n. Si convertimos las restricciones del ejemplo anterior, tenemos
(1) 2x1 + 2x2 + u1 = 160
(2) x1 + 2x2 + u2 = 120
(3) 4x1 + 2x2 + u3 = 280
Esto constituye un sistema de ecuaciones lineales simulta´neas que pueden resol-
verse con los medios ordinarios del a´lgebra. Sin embargo, en este caso hay un nu´mero
infinito de soluciones, puesto que hay un total de cinco inco´gnitas y solo tres ecuacio-
nes. Por lo menos dos variables deben ser iguales a cero para que exista una solucio´n
u´nica. Este realmente era el caso de la solucio´n gra´fica presentada anteriormente.
La respuesta o´ptima estaba en la interseccio´n de la primera y la segunda restriccio´n.
Para estos valores u1 = u2 = 0 y u3 = 40. Este valor de u3 representa la capaci-
dad no utilizada del departamento C. Teniendo suficiente informacio´n del problema,
podr´ıamos suponer u1 = u2 = 0 y resolver el sistema de ecuaciones
2x1 + 2x2 = 160
x1 + 2x2 = 120
4x1 + 2x2 + u3 = 280
Haciendo una reduccio´n del sistema por eliminacio´n Gaussiana o algu´n otro me´todo
para despejar las variables, obtenemos finalmente los valores
x1 = 40
x2 = 40
u3 = 40
Haciendo cero dos cualesquiera de las cinco variables en las tres ecuaciones se
tendr´ıan 10 soluciones u´nicas diferentes. Sin embargo, solo cinco de ellas lindan con
la regio´n factible, es decir, cumplen todas las restricciones. En este ejemplo sencillo,
se podr´ıan despejar las variables de estas cinco intersecciones y tomar la que tenga el
valor ma´ximo en la funcio´n objetivo. La tabla muestra los valores obtenidos mediante
dicho procedimiento.
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Tabla 2.3: Valores de las variables y la funcio´n objetivo para las posibles soluciones.
x1 x2 u1 u2 u3 z
0 0 160 120 280 0
0 60 40 0 160 90
40 40 0 0 40 100
60 20 0 20 0 90
70 0 20 50 0 70
As´ı pues, un problema de programacio´n lineal puede tratarse con te´cnicas ma-
tema´ticas simples. El u´nico inconveniente consiste en decidir cua´l interseccio´n puede
ser no solamente factible, sino tambie´n dar el valor o´ptimo de la funcio´n objetivo. El
algoritmo S´ımplex es una combinacio´n del a´lgebra lineal y algunas reglas ba´sicas pa-
ra conducir la computacio´n hacia una respuesta o´ptima que cumpla las restricciones
[Shamblin y Stevens, 1975].
El me´todo S´ımplex
En 1947 George Dantzig desarrollo´ en el Departamento de la Fuerza Ae´rea de los
Estados Unidos el algoritmo S´ımplex, un me´todo efectivo para resolver problemas de
programacio´n lineal [Gass, 1969]. El me´todo S´ımplex de programacio´n lineal utiliza los
conceptos ba´sicos del a´lgebra lineal para determinar la interseccio´n de dos o ma´s l´ıneas
o planos. Comienza con alguna solucio´n factible que satisfaga todas las restricciones,
y sucesivamente obtiene soluciones en las intersecciones que ofrecen mejores valores
de la funcio´n objetivo. Finalmente, este me´todo de solucio´n proporciona un indicador
que determina el punto en el cual se logra una solucio´n o´ptima. El algoritmo S´ımplex
permite encontrar una solucio´n factible mı´nima en un nu´mero finito de pasos, donde
cada paso o iteracio´n consiste en encontrar una nueva solucio´n factible cuyo valor
correspondiente de la funcio´n objetivo sea mejor que el valor para la solucio´n anterior.
Definicio´n 2.3.1 Una solucio´n factible al problema de programacio´n lineal es un
vector x = (x1, x2, . . . , xn) que satisface las restricciones del problema. El conjunto
Ω de todas las soluciones factibles a un problema de programacio´n lineal es convexo.
Definicio´n 2.3.2 Una solucio´n factible mı´nima es una solucio´n factible que minimiza
la funcio´n objetivo. El mı´nimo de la funcio´n objetivo se halla en un extremo del
conjunto convexo Ω de soluciones factibles.
Definicio´n 2.3.3 Un vecindario ℵ(S) de una solucio´n S es el conjunto de solucio-
nes obtenidas al realizar un movimiento simple o una pequen˜a perturbacio´n sobre la
solucio´n S.
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Definicio´n 2.3.4 Un mı´nimo local es una solucio´n S cuyo costo es menor al de los
dema´s elementos del vecindario ℵ(S).
Definicio´n 2.3.5 Un mı´nimo global es una solucio´n S cuyo costo es menor al de
todos los dema´s elementos del conjunto Ω de soluciones factibles.
El siguiente procedimiento ha sido tomado de Shamblin y Stevens [1975]. En el
algoritmo S´ımplex los datos se presentan en una matriz, donde se asigna una columna
a cada variable real (las x) y una a cada variable de holgura (las u). Para cada
restriccio´n se asigna una fila. Utilizando el ejemplo anterior, obtenemos la matriz
Tabla 2.4: Matriz 1a
x1 x2 u1 u2 u3 b
2 2 1 0 0 160
1 2 0 1 0 120
4 2 0 0 1 280
Es fa´cil observar que los valores de la matriz vienen de las tres restricciones. Como
se explico´ anteriormente, cuando se tienen n variables y m ecuaciones, con n > m,
debemos suponer que n −m variables (en este caso 5 − 3 = 2 variables) son iguales
a cero. Para un punto inicial que satisfaga las restricciones, suponemos x1 = x2 = 0.
Esta es la primera solucio´n factible, y las ecuaciones representadas en las filas de la
matriz quedan reducidas a
u1 = 160
u2 = 120
u3 = 280
Las variables que esta´n en la solucio´n se dicen variables ba´sicas, mientras que
aquellas que no esta´n en la solucio´n, es decir las que tienen un valor igual a cero, se
dicen variables no ba´sicas [Shamblin y Stevens, 1975]. En el procedimiento S´ımplex
en seguida se despeja otra interseccio´n de las l´ıneas de restriccio´n que proporcione
un mejor valor de la funcio´n objetivo. En te´rminos del a´lgebra lineal, esto se logra
suponiendo que una de las variables ba´sicas es cero y resolviendo el nuevo sistema
de ecuaciones. Para hacer esto en una forma sistema´tica que siempre mejore el valor
de la funcio´n objetivo se requiere agregar una fila adicional a la matriz. Esta fila
esta´ formada por los coeficientes de la misma funcio´n objetivo, como se muestra en
la matriz
Esta fila corresponde a la funcio´n objetivo z = x1 + 1.5x2 + 0u1 + 0u2 + 0u3, que
para los valores x1 = x2 = 0 toma el valor z = 0. En una ecuacio´n lineal, estos
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Tabla 2.5: Matriz 1b
x1 x2 u1 u2 u3 b
2 2 1 0 0 160
1 2 0 1 0 120
4 2 0 0 1 280
1 1.5 0 0 0 0
coeficientes corresponden a las derivadas parciales de la funcio´n z.
∂z
∂x1
= 1,
∂z
∂x2
= 1.5,
∂z
∂u1
= 0,
∂z
∂u2
= 0,
∂z
∂u3
= 0
Por tanto, estos valores representan la pendiente de la funcio´n objetivo con res-
pecto a cada una de las variables. Una pendiente positiva indica un valor creciente
de la funcio´n z a medida que aumenta la variable.
En el ejemplo, la variable que presenta una mayor pendiente es x2, por lo tanto
ser´ıa ma´s conveniente aumentar el valor de x2, es decir, suponer x2 6= 0. La siguiente
decisio´n consiste en determinar cua´l de las variables ba´sicas debe suponerse cero para
que x2 tenga un valor diferente de cero. Este paso requiere comprender el significado
de las variables de holgura y las constantes (columna b). La columna b se obtuvo
a partir de los l´ımites de capacidad de cada departamento. Por lo tanto representa
los recursos disponibles para asignar y no puede tomar valores negativos. Cuando
una variable de holgura es cero, todos los recursos originalmente definidos para dicha
restriccio´n han sido asignados.
Puesto que x2 ha sido seleccionada como la variable a aumentar, el problema
consiste en cua´nto podemos incrementarla. Se puede aumentar x2 hasta alcanzar el
l´ımite ma´ximo de la capacidad de algu´n departamento. Con respecto al problema
original, cada unidad de x2 requiere de 2 horas-hombre en los tres departamentos,
como se puede apreciar en las restricciones del problema. As´ı, para el departamento
1, x2 podr´ıa aumentarse hasta un valor ma´ximo de b1/a12 = 160/2 = 80 unidades.
Similarmente, para las restricciones 2 y 3, el valor ma´ximo que puede tomar x2 es de
60 y 140 unidades respectivamente.
Despue´s de lograr el ma´ximo de cualquier fila, x2 no se puede aumentar sin conver-
tirse en no factible. Por tanto, el primer ma´ximo que se logra define el valor limitante
de x2; en este caso la segunda restriccio´n x2 = 60 es el l´ımite. En este punto, u2 es
ahora cero debido a que toda la holgura se ha eliminado. Finalmente debemos cal-
cular los valores de la interseccio´n donde x1 = u2 = 0. Una vez hecho esto, podemos
actualizar la matriz formando entre x2, u1 y u3 una nueva matriz identidad, es decir,
esta´n en la solucio´n. El co´mputo puede hacerse mediante operaciones de fila de la
matriz para convertir x2 en miembro de la matriz identidad.
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Comenzamos por multiplicar la fila 2 por 12 para obtener 1 en la fila clave (res-
triccio´n l´ımite) y columna clave (nueva variable ba´sica).
Tabla 2.6: Matriz 2a
x1 x2 u1 u2 u3 b
2 2 1 0 0 160
1
2 1 0
1
2 0 60
4 2 0 0 1 280
1 1.5 0 0 0 0
Se efectu´an operaciones con las filas para obtener ceros en todos los otros espacios
de la columna clave (x2). Multiplicamos la fila 2 por −2 y la sumamos a la fila uno,
luego multiplicamos la fila 2 por−2 y la sumamos a la fila 3. Finalmente multiplicamos
la fila 2 por −1.5 y la sumamos a la fila z.
Tabla 2.7: Matriz 2b
x1 x2 u1 u2 u3 b
1 0 1 −1 0 40
1
2 1 0
1
2 0 60
3 0 0 −1 1 160
1
4 0 0 − 34 0 −90
Vemos ahora que en la fila z el valor de x1 es 14 , es decir que por cada unidad de
incremento en x1, la funcio´n objetivo aumenta en 14 . El coeficiente de u2 es − 34 , lo que
nos indica que un aumento en las unidades de u2 causa una disminucio´n en el valor de
la funcio´n objetivo. Esto es apenas lo´gico, puesto que un aumento en u2 supone una
disminucio´n en la variable x2, la fabricacio´n de un producto aprovechable. Los dema´s
coeficientes en z son cero, indicando que no puede obtenerse ganancia modificando
estas variables. El −90 de la columna b representa el valor de z en la solucio´n actual
con signo cambiado. En este caso, z = 1(0) + 1.5(60) = 90.
Ahora nos conviene aumentar la variable x1, puesto que es la que mayor ganancia
nos genera en la funcio´n objetivo. Veamos entonces hasta do´nde es posible aumentar
la variable x1. Siguiendo el mismo procedimiento anterior podemos ver que los l´ımites
actuales de x1, son
(1) x1 = 401 = 40
(2) x1 = 601
2
= 120
(3) x1 = 1603 = 53
1
3
La fila 1 es la que tiene el menor valor permisible, por lo que podemos incremen-
tar x1 hasta un valor ma´ximo de 40. Empleando el mismo procedimiento anterior,
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comenzamos por dividir la fila 1 por el coeficiente de x1. Como en este caso el valor
a11 = 1, entonces no hay cambios en la matriz.
Tabla 2.8: Matriz 3a
x1 x2 u1 u2 u3 b
1 0 1 −1 0 40
1
2 1 0
1
2 0 60
3 0 0 −1 1 160
1
4 0 0 − 34 0 −90
A continuacio´n multiplicamos la fila 1 por − 12 y lo sumamos a la fila 2 para obtener
un cero en la columna clave. Luego multiplicamos la fila 1 por −3 y la sumamos a
la fila 3. Finalmente, multiplicamos la fila 1 por − 14 y la sumamos a la fila z para
obtener ceros en todas las posiciones de la columna clave, excepto por el 1 en la fila
clave.
Tabla 2.9: Matriz 3b
x1 x2 u1 u2 u3 b
1 0 1 −1 0 40
0 1 − 12 1 0 40
0 0 −3 2 1 40
0 0 − 14 − 12 0 −100
La matriz 3b indica que se ha logrado una solucio´n o´ptima debido a que la funcio´n
objetivo no puede incrementarse adicionalmente mediante el incremento de cualquiera
de las 5 variables. En esta solucio´n x1 = 40 y x2 = 40. El valor final de la funcio´n
objetivo es z = x1 + 1.5x2 = 40 + 1.5(40) = 100. Adema´s tenemos que u3 = 40, lo
que indica que en el departamento C hay 40 unidades de capacidad que no se utilizan
completamente.
2.4 Nociones ba´sicas de Algoritmos gene´ticos
Segu´n la teor´ıa ba´sica de la gene´tica, cada individuo se compone de cromosomas
y de material gene´tico, encargados de darle las caracter´ısticas externas e internas
que lo identifican y distinguen de los dema´s. En el ser humano, cada ce´lula posee
23 pares de cromosomas, donde cada cromosoma es una larga mole´cula de ADN. Los
algoritmos gene´ticos modelan el feno´meno natural de herencia gene´tica y la teor´ıa de la
evolucio´n de Darwin, bio´logo autor del libro El Origen de las Especies. Segu´n Darwin,
mediante la evolucio´n biolo´gica, todas las plantas y animales existentes descienden
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de formas anteriores ma´s primitivas. Adema´s, la evolucio´n se basa en la seleccio´n
natural (sobreviven los ma´s fuertes). El fenotipo es resultado de la interaccio´n del
medio ambiente en que se desarrolla un individuo y la herencia que e´ste recibe de sus
ancestros, que va de generacio´n en generacio´n a trave´s de la reproduccio´n.
Los algoritmos gene´ticos (AG) son algoritmos generales de bu´squeda y optimi-
zacio´n inspirados en procesos asociados al mundo natural y la gene´tica, que pueden
aplicarse a una gran variedad de problemas. Los algoritmos gene´ticos fueron inven-
tados por John Holland en los an˜os 60 y han sido aplicados con e´xito en problemas
pra´cticos de medicina, aerona´utica, robo´tica, construccio´n, reconocimiento facial, pro-
gramacio´n, control, entre muchos otros. Un algoritmo gene´tico [Coley, 1999] usual-
mente contiene:
1. Una poblacio´n de posibles soluciones al problema.
2. Una forma de evaluar que´ tan buena es cada posible solucio´n.
3. Un me´todo para combinar las soluciones y crear nuevas soluciones.
4. Un operador de mutacio´n para evitar la pe´rdida de diversidad en las soluciones.
En un problema de optimizacio´n o bu´squeda nume´rica se analiza una lista, tal vez
infinita, de posibles soluciones, para encontrar la mejor solucio´n al problema. Por
ejemplo, se buscan los valores para un conjunto de variables, de tal manera que al
incluirlas en un modelo matema´tico dado, se maximice la potencia de un automo´vil.
Si solamente hubieran dos para´metros ajustables, a y b, se podr´ıa generar un gran
nu´mero de combinaciones y calcular para cada una la potencia p generada por dicha
combinacio´n. Si se dibuja una superficie a partir a, b y p para los ejes x, y y z,
tendr´ıamos una representacio´n gra´fica del espacio de bu´squeda del problema. Cuando
se tienen ma´s de dos inco´gnitas, el espacio de bu´squeda es bastante ma´s dif´ıcil de
visualizar. Sin embargo, el concepto de espacio de bu´squeda sigue siendo va´lido
siempre que se pueda definir una medida de distancia entre las soluciones y se pueda
asignar un valor de adaptacio´n (fitness) a cada solucio´n. Las soluciones con mejor
desempen˜o o ma´s adaptadas ocupara´n los valores ma´s altos (picos) del espacio de
bu´squeda. La figura 2.5 ilustra un espacio de bu´squeda que puede representar la
potencia de un automo´vil, de acuerdo con los para´metros a y b.
En lugar de iniciar desde un u´nico punto del espacio de bu´squeda, los Algorit-
mos Gene´ticos se inicializan con una poblacio´n de posibles soluciones. Por lo general,
estas soluciones se generan aleatoriamente repartidas a lo largo de todo el espacio
de bu´squeda. Un algoritmo t´ıpico utiliza tres operadores, seleccio´n, cruce y muta-
cio´n (en analog´ıa con el mundo natural) para dirigir la poblacio´n (a trave´s de una
serie de pasos en el tiempo o generaciones) hacia la convergencia al o´ptimo global.
T´ıpicamente, la poblacio´n se almacena como cadenas binarias de codificacio´n de las
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Figura 2.5: Ejemplo de espacio de bu´squeda para dos variables
variables reales, aunque no necesariamente se debe utilizar dicha representacio´n. Al
igual que en el mundo natural, en los Algoritmos Gene´ticos los individuos nacen,
mueren, se reproducen e intercambian material gene´tico.
La seleccio´n busca aplicar presio´n sobre la poblacio´n de forma similar a la seleccio´n
natural en los sistemas biolo´gicos. Los individuos con un desempen˜o ma´s pobre van
siendo desechados, y se conservan los individuos ma´s adaptados o de mejor desem-
pen˜o que tienen una probabilidad mayor de preservar su informacio´n a la siguiente
generacio´n.
El cruce permite a las soluciones intercambiar informacio´n de manera similar a
los organismos naturales que tienen reproduccio´n sexual. Un me´todo comu´n de cru-
ce (denominado cruce en un punto) es escoger pares de individuos promovidos por
el operador de seleccio´n, elegir de forma aleatoria un punto sobre la cadena bina-
ria, e intercambiar la informacio´n (d´ıgitos) a la derecha de este punto entre los dos
individuos.
La mutacio´n se utiliza aleatoriamente para modificar el valor de bits u´nicos sobre
las cadenas de los individuos. La mutacio´n se utiliza normalmente con moderacio´n.
Despue´s de aplicar los operadores de seleccio´n, cruce y mutacio´n a la poblacio´n
inicial, una nueva poblacio´n habra´ sido generada y el contador generacional se incre-
menta en uno. Este proceso de seleccio´n, cruce y mutacio´n se continu´a por un nu´mero
fijo de generaciones o hasta que se cumple algu´n criterio de convergencia.
Antes de aplicar algoritmos gene´ticos a un problema espec´ıfico, es necesario tomar
algunas decisiones, como el me´todo de representacio´n de los individuos segu´n las
variables del problema, el operador de cruce a utilizar, el taman˜o de la poblacio´n,
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co´mo aplicar el operador de mutacio´n y el criterio de terminacio´n.
Una forma simple del algoritmo gene´tico ba´sico se aprecia en el Algoritmo 1.
Algoritmo 1 Algoritmo gene´tico ba´sico
1: Generar poblacio´n inicial de soluciones aleatorias
2: repetir
3: Evaluar cada individuo segu´n su adaptacio´n
4: repetir
5: Seleccionar dos individuos con probabilidad proporcional a su adaptacio´n
6: Escoger un punto de cruce aleatorio y generar dos nuevos individuos
7: hasta que Nueva poblacio´n temporal generada
8: Aplicar mutacio´n aleatoria a la poblacio´n temporal
9: Reemplazar la poblacio´n anterior por la nueva poblacio´n temporal
10: Aumentar el contador generacional
11: hasta que Nu´mero ma´ximo de generaciones alcanzado
Ejemplo
A manera de ejemplo vamos a resolver el siguiente problema trivial de optimizacio´n:
Hallar el valor del ma´ximo nu´mero entero que puede ser almacenado en un espacio de
memoria de 8 bits. Para este problema conocemos de antemano la solucio´n o´ptima
x = 255. En el planteamiento matema´tico del problema vamos a utilizar una fo´rmula
diferente que nos lleve al mismo resultado, con el fin de mostrar que un mismo pro-
blema puede tener diferentes abstracciones y representaciones matema´ticas, que nos
lleven hacia el mismo objetivo. As´ı pues, definimos el problema matema´tico como
encontrar el ma´ximo valor de la funcio´n x2 en el espacio de 0 a 255.
max f(x) = x2 ; para x entero y 0 ≤ x ≤ 255
En primer lugar, debemos definir la forma del algoritmo, pues como se ha dicho, los
algoritmos gene´ticos pueden tomar diferentes formas. Para nuestro ejemplo usaremos
el Algoritmo 2.
Sea la poblacio´n inicial:
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Algoritmo 2 Algoritmo gene´tico para un ejemplo ba´sico
1: Generar una poblacio´n de 8 cadenas binarias aleatorias de 8 bits.
2: Decodificar cada cadena binaria a un entero x (i.e. para 00000011, x = 3).
3: Evaluar estos valores como soluciones al problema f(x) = x2 y asignarle un valor
de fitness igual a f(x) a cada individuo.
4: Seleccionar la mitad con mejor fitness para avanzar a la siguiente generacio´n.
5: Seleccionar aleatoriamente pares de estos individuos para realizar cruce en un
punto. Para cada par se escoge un punto al azar y se intercambian los bits a la
derecha de dicho punto entre los dos padres para crear pares de hijos.
6: Aplicar mutacio´n aleatoriamente a los hijos intercambiando un bit al azar, con
probabilidad de 1 en 10.
7: Unir los padres con los hijos para formar una nueva poblacio´n de 8 individuos.
8: Volver al paso 2 y repetir hasta alcanzar 50 generaciones.
individuo cadena x f(x)
1 00101001 41 1681
2 11000101 197 38809
3 00000101 5 25
4 10100101 165 27225
5 10011011 155 24025
6 01001000 72 5184
7 01110101 117 13689
8 10110110 182 33124
Los individuos 2, 8, 4 y 5 tienen el nivel de adaptacio´n (fitness) ma´s alto. Elimi-
nando los 4 individuos restantes, obtenemos una poblacio´n temporal reducida lista
para el cruce.
individuo cadena x f(x)
1 11000101 197 38809
2 10110110 182 33124
3 10100101 165 27225
4 10011011 155 24025
A continuacio´n se escogen pares de individuos al azar. Se selecciona el 1 con el 3 y
el 2 con el 4 para ser cruzados. Ahora se escoge aleatoriamente un punto sobre cada
par y se intercambian los bits a la derecha para generar 4 individuos hijos. La nueva
poblacio´n se muestra a continuacio´n, sin hacer uso au´n del operador de mutacio´n.
40 CAPI´TULO 2. PRELIMINARES
individuo cadena x f(x)
1 11000101 197 38809
2 10110110 182 33124
3 10100101 165 27225
4 10011011 155 24025
5 10000101 133 17689
6 11100101 229 52441
7 10011110 158 24964
8 10110011 179 32041
La poblacio´n inicial tiene un fitness promedio fave = 17970 y el mejor individuo
tiene un fitness fmax = 38809. En la segunda generacio´n el promedio ha subido
a fave = 31289 y el mejor individuo tiene un fitness fmax = 52441. La siguiente
poblacio´n temporal ser´ıa:
individuo cadena x f(x)
1 11100101 229 52441
2 11000101 197 38809
3 10110110 182 33124
4 10110011 179 32041
Esta poblacio´n temporal no contiene ningu´n 1 como el quinto d´ıgito de ninguno
de los individuos, lo que implica que a partir de este momento ninguna cadena podra´
contener dicho d´ıgito, y as´ı el valor ma´ximo que puede obtenerse es 11110111 = 247.
Esto nos demuestra la importancia del operador de mutacio´n como medio para evitar
la dominacio´n por parte de cadenas sub-o´ptimas en la poblacio´n. El operador de
mutacio´n se encarga entonces de preservar la diversidad de la poblacio´n. Agregando
el operador de mutacio´n como una funcio´n para intercambiar un bit aleatoriamente en
los individuos, con una probabilidad dada, se puede obtener tras varias generaciones
el valor o´ptimo 11111111 donde x = 255 y f(x) = 65025.
Este ejemplo nos muestra la utilidad del algoritmo gene´tico para resolver un pro-
blema sencillo como la optimizacio´n de una funcio´n con una sola variable y utilizando
u´nicamente valores enteros. Sin embargo, la utilidad de los algoritmos gene´ticos va
mucho ma´s alla´. Por ejemplo, mediante una transformacio´n lineal se podr´ıa hacer un
mapeo de las cadenas en el ejemplo anterior a valores reales entre -10 y 10 en inter-
valos de 20/255 = 0.0784. De manera similar, para abordar problemas con ma´s de
una inco´gnita, se puede simplemente construir cada individuo como la concatenacio´n
de las cadenas que representan cada inco´gnita. Por ejemplo, si se tienen las variables
x1 y x2, y para una solucio´n cualquiera se tiene x1 = 1101 y x2 = 1001, entonces el
individuo se podr´ıa representar como a⊕ b = 11011001. A continuacio´n se detalla un
poco ma´s sobre los diferentes operadores del algoritmo gene´tico.
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Representacio´n
Al trabajar con Algoritmos Gene´ticos lo primero que se debe definir es la forma como
se representara´n las posibles soluciones al problema dentro del algoritmo, es decir,
los individuos. Para poder definir una representacio´n adecuada de los individuos es
importante conocer el espacio de bu´squeda del problema real, y a partir de all´ı, cons-
truir una representacio´n simple que permita codificar cada posible solucio´n y hacer
un mapeo del espacio de soluciones real y los individuos del algoritmo. En analog´ıa
con el mundo natural, se dice que los individuos de la poblacio´n esta´n compuestos
por genes o material gene´tico. En el caso de los algoritmos gene´ticos, estos genes
corresponden normalmente al valor de las diferentes variables del problema para una
solucio´n dada, es decir, el individuo.
La forma de representacio´n ma´s utilizada en los Algoritmos Gene´ticos se da por
medio del alfabeto binario 〈0, 1〉, que permite pasar fa´cilmente del co´digo al valor
real de la solucio´n, y aplicar diferentes operadores de manera sencilla. En el ejemplo
trabajado en la seccio´n anterior se utiliza la codificacio´n binaria de 8 bits para repre-
sentar los individuos en un espacio de bu´squeda correspondiente a los enteros entre 0
y 255.
Comu´nmente en un problema de Algoritmos Gene´ticos cada individuo es toma-
do como un combinacio´n de para´metros o elementos, donde cada individuo xi es
representado como una tupla ordenada de ellos. Una ristra de genes en un conjun-
to de cromosomas puede ser denotada como xi = {e1, e2, . . . , el}, donde ej ∈ 〈0, 1〉
representa el elemento j-e´simo del individuo. El valor de l representa la cantidad
de elementos o atributos. Un ejemplo de la codificacio´n por ristra de elementos en
binario se muestra a continuacio´n.
xi = { e1 , e2 , . . . , el }
0101 1001 . . . 1100
Aunque la representacio´n en binario es la ma´s comu´n y la ma´s representativa para
los Algoritmos Gene´ticos, diferentes tipos de representacio´n pueden ser utilizados
segu´n sea conveniente en cada problema que se intente resolver. El principal problema
que surge al utilizar representaciones en base 10 o de otros tipos, es la definicio´n de los
operadores de cruce y mutacio´n. Para seleccionar la representacio´n hay que tener en
cuenta que individuos con un grado de adaptacio´n similar tengan una representacio´n
que tambie´n permita ver dicha similitud, pues la bu´squeda de estas similitudes es la
base del algoritmo. Con la codificacio´n en binario, los individuos que representan
nu´meros mayores siempre tendra´n ma´s 1s a su izquierda.
Representacio´n Logar´ıtmica. Para muchos problemas de ingenier´ıa, lo u´nico
importante es la precisio´n relativa de las variables. En estos casos, la codificacio´n del
logaritmo de la variable puede ser ma´s u´til. Esto permite que un espacio de bu´squeda
muy amplio sea recorrido sin utilizar cadenas innecesariamente largas.
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Codificacio´n de Gray. Como se dijo anteriormente, los Algoritmos Gene´ticos
pueden ser ma´s exitosos mientras ma´s cercana sea la codificacio´n al espacio del pro-
blema. Por tanto, un cambio pequen˜o en el fenotipo (la solucio´n) deber´ıa significar
un cambio igualmente pequen˜o en el genotipo (la codificacio´n). Para la representa-
cio´n binaria comu´n, este no es el caso. Dado un genotipo con l = 6 y un fenotipo r
con 0 ≤ r ≤ 63, entonces 011111 = 31 tendr´ıa que cambiar todos sus seis bits para
incrementar el valor del fenotipo en uno, 100000 = 32.
La codificacio´n de Gray evita esto al asegurar que cada par de puntos adyacentes en
el espacio de bu´squeda difieran u´nicamente en un bit en el espacio de la representacio´n.
En la tabla 2.10 se observa esta codificacio´n, en comparacio´n con la codificacio´n
binaria normal para l = 4.
Tabla 2.10: Comparacio´n de codificaciones binaria y de Gray.
Binaria Gray Binaria Gray Binaria Gray Binaria Gray
0000 0000 0100 0110 1000 1100 1100 1010
0001 0001 0101 0111 1001 1101 1101 1011
0010 0011 0110 0101 1010 1111 1110 1001
0011 0010 0111 0100 1011 1110 1111 1000
Adaptacio´n
Para el funcionamiento de los Algoritmos Gene´ticos es necesario establecer un criterio
de comparacio´n que permita decidir cua´les individuos en la poblacio´n son mejores que
otros. Para esto, es necesario definir, para cada individuo, una medida de desempen˜o o
adaptacio´n relativa a los dema´s individuos de la poblacio´n a la que pertenece. A cada
individuo de la poblacio´n se le asigna una sola calificacio´n, que se denomina funcio´n
de adaptacio´n o fitness, denotada por C(xi). Este valor de adaptacio´n es necesario
para tener un criterio de seleccio´n va´lido que permita al algoritmo converger hacia la
solucio´n o´ptima del problema. La funcio´n de adaptacio´n en el Algoritmo Gene´tico es
normalmente un modelo matema´tico que representa la funcio´n objetivo del problema
de optimizacio´n. En el ejemplo que vimos, la funcio´n de adaptacio´n utilizada fue la
misma funcio´n objetivo del problema de optimizacio´n, es decir C(x) = f(x) = x2.
Para problemas de optimizacio´n con restricciones, donde el espacio de bu´squeda
deba ser reducido mediante restricciones que se aplican sobre las soluciones, se utilizan
normalmente funciones de adaptacio´n que incluyan castigos para los individuos que
no cumplan las restricciones. As´ı, para un problema de minimizacio´n, un individuo
que tenga un valor cercano al o´ptimo segu´n la funcio´n objetivo, pero que no cumpla
con alguna de las restricciones, sera´ penalizado suma´ndole una cantidad elevada en su
funcio´n de adaptacio´n, para hacer que dicho individuo no se conserve en las siguientes
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generaciones. En otros casos, estos individuos pueden ser desechados en el momento
que sean generados por la naturaleza aleatoria del algoritmo.
Seleccio´n
Despue´s de haberle dado valores de fitness a los individuos de la poblacio´n, tenemos un
criterio va´lido para comparar el desempen˜o de cada individuo respecto a los dema´s,
y escoger as´ı los mejores individuos para que avancen a la siguiente generacio´n y
puedan reproducirse y generar individuos cada vez mejor calificados. El operador de
seleccio´n es el encargado de escoger un conjunto m de padres segu´n su calificacio´n,
para que transmitan su informacio´n gene´tica a la siguiente generacio´n con el objetivo
que los individuos o soluciones sean cada vez mejores. En otras palabras, el operador
de seleccio´n es el encargado de hacer cumplir la ley natural de supervivencia del ma´s
fuerte.
El operador de seleccio´n utilizado en el primer ejemplo tomaba el mejor 50% de
la poblacio´n para avanzar a la siguiente generacio´n. Este me´todo, conocido como
seleccio´n por rango, es pra´ctico y simple pero no es el mejor, ya que le da la mis-
ma oportunidad a soluciones “buenas” y “muy buenas”, y elimina completamente
las menos buenas sin ninguna oportunidad, reduciendo la diversidad de la poblacio´n.
En la pra´ctica es preferible definir un operador de seleccio´n que incluya variables
estoca´sticas, de manera que incluso los individuos menos aptos tengan alguna posibi-
lidad de sobrevivir, y evitar as´ı la pe´rdida de diversidad en la poblacio´n. Los me´todos
de seleccio´n ma´s utilizados son la seleccio´n por ruleta y la seleccio´n por torneo.
Seleccio´n por ruleta. Una forma muy comu´n del operador de seleccio´n es la
seleccio´n por ruleta o proporcional al fitness. Con este me´todo la probabilidad de
seleccio´n es proporcional a la adaptacio´n de cada individuo. La idea ba´sica de este
me´todo es tomar la suma de las calificaciones de todos los individuos de la poblacio´n
como el 100% de una circunferencia, y asignar a cada miembro de la poblacio´n una
porcio´n de la circunferencia, donde el taman˜o de dicha porcio´n es proporcional a su
adaptacio´n. La analog´ıa con la ruleta viene de que se puede imaginar la circunferencia
como una ruleta de casino con el agujero de cada individuo de un taman˜o proporcional
a su fitness, y donde a cada seleccio´n una bola se lanza para elegir un individuo segu´n
el agujero en que caiga. La probabilidad de que un individuo sea seleccionado esta´
dada por:
P (i) =
C(xi)∑n
j=1 C(xj)
Esta probabilidad es proporcional al nivel de adaptacio´n de cada individuo y es
no-excluyente. El proceso se repite m veces para seleccionar los m padres necesarios.
Este me´todo se ilustra en la figura 2.6 con la poblacio´n inicial del primer ejemplo y
el procedimiento se detalla en el algoritmo 3.
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Figura 2.6: Seleccio´n por ruleta
Algoritmo 3 Operador de seleccio´n por ruleta en un AG
1: fsum =
∑
f(x) (* la suma de los fitness de la poblacio´n *)
2: para j = 1 hasta m hacer
3: r = rand() · fsum (* generar un nu´mero aleatorio r en [0, fsum] *)
4: facum = 0 (* acumular fitness de la poblacio´n hasta r *)
5: i = 1 (* contador de la poblacio´n *)
6: mientras facum < r hacer
7: facum = facum + f(xi) (* generar un nu´mero aleatorio r en [0,1) *)
8: i = i+ 1
9: fin mientras
10: p[j] = i− 1 (* padre seleccionado *)
11: fin para
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Seleccio´n por torneo. La idea del mecanismo de seleccio´n por torneo es tomar
dos individuos de forma aleatoria, donde cada individuo tiene la misma probabilidad
de ser elegido. Posteriormente se realiza una competencia o torneo entre ambos, y
el individuo con mejor fitness es el vencedor y se selecciona para continuar como
padre de la siguiente generacio´n. Este me´todo es bastante sencillo y permite a todos
los individuos de la poblacio´n tener una cierta probabilidad de ser seleccionados. El
algoritmo 4 presenta una forma de seleccio´n por torneo.
Algoritmo 4 Operador de seleccio´n por torneo en un AG
1: para j = 1 hasta m hacer
2: a = rand(1, n) (* generar un nu´mero aleatorio a en [0, n] *)
3: b = rand(1, n) (* generar un nu´mero aleatorio b en [0, n] *)
4: si C(xa) > C(xb) entonces
5: p[j] = a (* padre a seleccionado *)
6: si no
7: p[j] = b (* padre b seleccionado *)
8: fin si
9: fin para
Elitismo. La seleccio´n por ruleta o por torneo no garantizan la seleccio´n de ningu´n
individuo en particular, ni siquiera del mejor. En ocasiones este mejor individuo puede
no ser elegido y perderse para la siguiente poblacio´n, arrojando a la basura la mejor
solucio´n al problema que se ten´ıa. Para evitar perder la mejor solucio´n o incluso un
grupo de las mejores soluciones se puede implementar un operador de elitismo. El
elitismo se puede implementar haciendo una copia exacta del mejor individuo hacia
la siguiente generacio´n sin aplicarle siquiera la mutacio´n. En ocasiones el elitismo
puede utilizarse como un porcentaje que asegure el paso de los mejores ² individuos
intactos o pasando por la mutacio´n.
Cruce
Uno de los factores claves de la evolucio´n de las especies esta´ en la posibilidad de
transmitir las propiedades gene´ticas de los individuos a sus descendientes, compar-
tiendo la informacio´n gene´tica de los padres en la creacio´n de un nuevo individuo. En
los Algoritmos Gene´ticos, el operador de cruce se encarga de combinar soluciones para
obtener nuevos individuos que compartan informacio´n de dos individuos selecciona-
dos de la generacio´n anterior. A los individuos generados se les llama comu´nmente
hijos y los individuos a partir de los cuales fueron generados se les llama padres. El
cruce puede implementarse de diferentes formas, de las cuales se explican algunas a
continuacio´n.
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Cruce en un punto. La forma ma´s simple del operador de cruce es el cruce en
un solo punto, donde se elige un bit al azar y se intercambian los bits a la derecha del
mismo entre los dos padres para generar dos nuevos individuos hijos. Por ejemplo, si
el punto de corte es el bit 4, tenemos:
padres hijos
11100101 1110|1111
11001111 1100|0101
Cruce en dos puntos. Otra forma de definir el operador de cruce es el cruce
en dos puntos, en el que se eligen dos bits al azar y se intercambian los bits que hay
entre ellos en los dos padres para generar dos nuevos individuos hijos. Por ejemplo,
si los puntos de corte son el bit 3 y el 7, tenemos:
padres hijos
11100101 111|011|01
11001111 110|001|11
Cruce uniforme. El cruce uniforme hace que cada bit tenga una probabilidad p
de ser tomado de un padre o del otro. Para cada bit se escoge aleatoriamente el padre
del cual sera´ tomado. Por consiguiente, el otro hijo tomara´ los bits de sus padres en
forma contraria. As´ı, suponiendo que se tomen los bits con una ma´scara 11010110,
donde un 1 significa que se toma el bit del primer padre y un 0 significa que se toma
del segundo, tenemos:
padres hijos
11100101 11001101
11001111 11100111
En la figura 2.7 se aprecia una representacio´n gra´fica de los diferentes tipos de
operadores de cruce que hemos explicado,(a) en un punto, (b) en dos puntos y (c)
uniforme.
Figura 2.7: Tipos de operadores de cruce por (a) un punto, (b) dos puntos y (c)
uniforme.
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Mutacio´n
El operador de mutacio´n le da a los algoritmos gene´ticos la posibilidad de que en
ocasiones no comunes y con cierta probabilidad Pm se produzcan cambios o altera-
ciones en los individuos de la poblacio´n, logrando recorrer por completo el espacio de
bu´squeda y haciendo que el algoritmo no se centre en un individuo controlador que
supondra´ un mı´nimo local y por el contrario, mantenga exploracio´n del dominio del
problema, lo que le permite ir mejorando y variando al individuo controlador hasta
llegar a la solucio´n ideal o cercana.
Para los algoritmos gene´ticos con representacio´n binaria este operador es bastante
simple de implementar. En cada generacio´n, la poblacio´n completa se repasa inter-
cambiando ocasionalmente un bit, es decir cambiar un 1 por un 0 o viceversa. La
probabilidad de mutacio´n Pm es normalmente del orden de 0.001, es decir, se cambia
uno de cada mil bits, aunque al igual que todos los operadores del algoritmo gene´tico,
la correcta definicio´n del operador depende del problema.
Mutacio´n en el bit 4
individuo xi 1 1 0 1 0 0 1 0
↓
mutacio´n de xi 1 1 0 0 0 0 1 0
La mutacio´n es una herramienta muy poderosa pero se debe tener cuidado de
no hacer un uso exagerado de ella, ya que esto puede hacer que la poblacio´n tenga
mucha variabilidad y el algoritmo se quede saltando de un lugar a otro sin realmente
establecer mejoras y sin alcanzar la convergencia, transformando el algoritmo gene´tico
en un me´todo de fuerza bruta. El algoritmo 5 muestra un me´todo sencillo para aplicar
este operador en un algoritmo gene´tico con una poblacio´n de N individuos, cada uno
con L genes o bits.
Algoritmo 5 Operador de mutacio´n en un algoritmo gene´tico
1: para i = 1 hasta N hacer
2: para j = 1 hasta L hacer
3: r = rand() (* generar un nu´mero aleatorio r en [0,1) *)
4: si r ≤ Pm entonces
5: xi(j) = 1− xi(j) (* intercambiar gen j del individuo i *)
6: fin si
7: fin para
8: fin para
Al igual que los dema´s operadores de los Algoritmos Gene´ticos, la mutacio´n puede
efectuarse de diferentes maneras. En la forma ma´s simple, que ya hemos explica-
do, se intercambia el valor de algunos bits seleccionados al azar. Cuando se utiliza
representacio´n binaria, una mutacio´n en el primer bit es mucho ma´s significativa
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que una mutacio´n en el u´ltimo bit. Por ejemplo, para l = 8, si se aplica la mu-
tacio´n sobre el individuo x = 00010111 = 23 en el primer bit, el resultado ser´ıa
x = 10010111 = 151, mientras que si la mutacio´n ocurre en el u´ltimo bit, el resultado
ser´ıa x = 00010110 = 22. Este resultado nos indica que sobre el final de la ejecu-
cio´n del algoritmo, cuando la poblacio´n esta´ cerca de alcanzar los valores o´ptimos,
ser´ıa conveniente restringir la mutacio´n a los bits menos significativos. De igual for-
ma, podr´ıa convenir aplicar la mutacio´n sobre los bits ma´s significativos durante las
primeras generaciones, con el fin de asegurar una exploracio´n amplia del espacio de
bu´squeda. Otra forma del operador de mutacio´n es darle una probabilidad proporcio-
nal a la calificacio´n de cada individuo, con el fin de no modificar las mejores soluciones.
En otros casos, la mutacio´n se aplica u´nicamente cuando el resultado genera una mejor
solucio´n que la original.
2.5 Computacio´n paralela
Desde su creacio´n, los computadores secuenciales han ido mejorando su velocidad
de co´mputo de manera constante, pero ahora se empieza a disminuir esta tendencia.
Para continuar superando los tiempos pasados se acude entonces al uso de grupos
de procesadores para computar datos al mismo tiempo, mejorando la capacidad de
procesamiento, sin elevar los costos tanto como otros tipos de desarrollos en este
campo. Para una revisio´n ma´s detallada del tema ver Kumar [1994]; Sterling et al.
[1995]; Geist [1994]; Vidal y Pe´rez [2004].
El concepto de computacio´n paralela puede definirse como una divisio´n de una ta-
rea entre varios trabajadores que juntos pueden llevarla a cabo en un tiempo menor al
empleado por un u´nico trabajador. As´ı, una tarea espec´ıfica puede ser completada en
menor tiempo si se divide en subtareas que puedan llevarse a cabo simulta´neamente
por diferentes trabajadores, estableciendo entre ellos una comunicacio´n. Las carac-
ter´ısticas ma´s importantes a tener en la cuenta en este tema son: particionamiento
de las tareas, comunicacio´n entre tareas o subtareas, identificacio´n clara de los grados
de paralelismo a los que se puede llegar segu´n sea el problema, distribucio´n de las
actividades y mecanismos de control.
Para un uso eficiente de la computacio´n paralela se deben tener en cuenta [Kumar,
1994] los siguientes aspectos:
Disen˜o de ordenadores paralelos: pensando en la escalabilidad, rendimiento y
soporte de altas velocidades en la comunicacio´n y compartimiento de los datos.
Disen˜o de algoritmos eficientes: es de poca utilidad un computador en paralelo
si no se cuenta con algoritmos paralelos que exploten al ma´ximo su arquitectura.
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Me´todos para evaluar los algoritmos paralelos: debemos tener una forma de
analizar el tiempo de respuesta a problemas y la eficiencia en diferentes escalas.
Lenguajes para ordenadores paralelos: lenguajes lo suficientemente flexibles que
permitan una fa´cil programacio´n e implementaciones eficientes.
Herramientas de programacio´n paralela: alto desarrollo en herramientas para
facilitar la comprensio´n en el momento del desarrollo y la simulacio´n.
Programas paralelos portables: portabilidad, disminucio´n o eliminacio´n de cam-
bios requeridos entre diferentes arquitecturas.
Programacio´n automa´tica de ordenadores paralelos: generacio´n de compila-
dores que paralelicen un co´digo que no haya sido escrito en paralelo expl´ıcitamente.
2.5.1 Modelos de ordenadores paralelos
Tradicionalmente los ordenadores secuenciales se basan en la arquitectura de John
Von Neumann, donde dicha estructura se conforma por una unidad central de control
(CPU) y una memoria. Los ordenadores que adoptan dicha formacio´n se conocen
como single instruction stream, single data stream (SISD). La velocidad de dichos
computadores tiene dos factores limitantes: la tasa de ejecucio´n de instrucciones y
la velocidad a la cual la informacio´n se intercambia entre la memoria y la CPU. La
segunda se puede mejorar mediante el aumento del nu´mero de canales a trave´s de
los cuales los datos son accedidos simulta´neamente, que se logra mediante el uso de
diferentes bancos de memoria que pueden accederse al mismo tiempo. Otra forma de
mejorarla es utilizar memorias cache´, las cuales son memorias pequen˜as, pero de alta
velocidad, que sirven como buffer a la memoria principal. Para mejorar la tasa de
ejecucio´n de instrucciones se utiliza la ejecucio´n en pipeline, donde se pueden ejecutar
instrucciones simulta´neamente en diferentes unidades, sobrelapando la bu´squeda de
una instruccio´n con la ejecucio´n de la anterior. Sin embargo estas mejoras tambie´n
tienen sus l´ımites, y el hardware se hace ma´s costoso para mejoras muy pequen˜as,
por lo que el uso de clusters de computadores para trabajar en paralelo se hace cada
vez ma´s popular.
Taxonomı´a de computadores paralelos
Los computadores paralelos pueden ser construidos de muchas maneras, dependiendo
de los mecanismos de control, la organizacio´n de espacios de direcciones, la red de
interconexio´n y la granularidad de procesadores.
Mecanismos de control: Las unidades de procesamiento en computadores pa-
ralelos pueden operar bajo el control centralizado de una unidad de control o bien
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trabajar de forma independiente. As´ı, se pueden dividir en dos grupos de arquitectu-
ras. La primera (figura 2.8-a) son los computadores single instruction stream, multiple
data stream (SIMD), donde una unidad de control env´ıa instrucciones a cada unidad
de procesamiento. Aqu´ı, una misma instruccio´n es ejecutada sincro´nicamente por
todas las unidades de procesamiento. La segunda (figura 2.8-b) son los computadores
multiple instruction stream, multiple data stream (MIMD), donde cada procesador es
capaz de ejecutar un programa diferente.
Los computadores SIMD requieren menos hardware y menos memoria, y son u´tiles
para programas en donde se requiere aplicar un mismo conjunto de instrucciones a una
gran cantidad de datos. En un computador MIMD cada procesador tiene su propia
unidad de control, pero pueden ser construidos mediante arreglos de computadores de
uso general. As´ı, los computadores MIMD pueden llegar a ser ma´s ra´pidos y baratos
que los SIMD, aunque necesitan mejores algoritmos de sincronizacio´n.
Figura 2.8: Arquitecturas SIMD (a) y MIMD (b)
Redes de interconexio´n: Las redes de interconexio´n pueden ser esta´ticas o
dina´micas. En las esta´ticas o directas la comunicacio´n se da punto a punto con
v´ınculos de comunicacio´n o enlaces (links) entre los procesadores como redes de es-
trella, anillo, a´rbol o hipercubos. Las redes dina´micas o indirectas son construidas
usando switches y enlaces de comunicacio´n para establecer diferentes rutas entre los
procesadores, como las redes basadas en bus, multiestado, o tipo crossbar.
Espacio de direcciones: La programacio´n en paralelo requiere de interaccio´n
entre los procesadores, y e´sta se puede lograr mediante arquitecturas de paso de
mensajes o de espacio de direcciones compartido. La arquitectura de paso de mensajes
tiene que ver con sistemas donde los procesadores esta´n conectados usando una red
de interconexio´n y cada procesador tiene una memoria local (privada), y los procesos
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de intercambio de datos se realizan por medio de paso de mensajes. A este conjunto
de elementos se le suele denominar como multicomputadores. Los computadores con
arquitectura de espacio de memoria compartida, tienen un hardware que soporta
accesos de lectura y escritura de todos los procesadores a los mismos espacios de esta
memoria, aunque en ocasiones se implementa con memorias locales que actu´an como
cache´. El intercambio de informacio´n se da al modificar los registros que pueden ser
le´ıdos por todos los procesadores. Estos equipos se denominan multiprocesadores.
Figura 2.9: Arquitecturas SIMD (a) y MIMD (b)
Granularidad: Los computadores paralelos pueden estar compuestos por pocos
procesadores muy potentes, o muchos procesadores de menor capacidad. Los procesos
de comunicacio´n y sincronizacio´n en la computacio´n paralela crea sobrecargas que
disminuyen las prestaciones. La granularidad se define como el tiempo que se utiliza en
operaciones de comunicacio´n, sobre el tiempo utilizado en la computacio´n de los datos.
As´ı podemos hablar de grano fino, tarea repartida entre muchos procesadores con un
menor taman˜o de cada proceso y un mayor nu´mero de operaciones de comunicacio´n;
o podemos hablar de grano grueso, tarea repartida entre pocos procesadores con un
mayor taman˜o de cada proceso y un menor nu´mero de operaciones de comunicacio´n.
Modelo de un computador paralelo
En un computador paralelo PRAM (parallel random access machine), con memoria
compartida y mu´ltiples procesadores, donde hay un u´nico reloj pero los procesadores
pueden ejecutar direcciones diferentes al mismo tiempo, hay que manejar de alguna
manera las lecturas y escrituras en memoria.
PRAM de lectura exclusiva, escritura exclusiva (EREW): El acceso a una po-
sicio´n de memoria es exclusivo. Es el modelo ma´s de´bil, permitiendo el mı´nimo
de concurrencia en acceso a memoria.
52 CAPI´TULO 2. PRELIMINARES
PRAM de lectura concurrente, escritura exclusiva (CREW): Mu´ltiples lec-
turas a una posicio´n de memoria son permitidas. Accesos mu´ltiples de escritura
son serializados.
PRAM de lectura exclusiva, escritura concurrente (ERCW): Mu´ltiples escri-
turas a una posicio´n de memoria son permitidas. Accesos mu´ltiples de lectura
son serializados.
PRAM de lectura concurrente, escritura concurrente (CRCW): Permite mu´ltiples
accesos de lectura y escritura a una posicio´n de memoria.
Permitir lecturas concurrentes no crea discrepancias sema´nticas en el programa.
Sin embargo, accesos de escritura concurrentes requieren arbitracio´n. Algunos proto-
colos de arbitracio´n son:
• Comu´n: Se permite la escritura concurrente si todos los valores que se intentan
escribir son iguales.
• Arbitrario: Un procesador arbitrario puede escribir. El resto fallan.
• Prioridad: Los procesadores tienen un orden de prioridad preestablecido y el de
mayor prioridad logra la escritura. El resto fallan.
• Suma: Se escribe el total de la suma de todos los intentos de escritura. (modi-
ficable por cualquier operacio´n).
Redes de interconexio´n dina´micas
Consideremos la implementacio´n de un PRAM EREW como un computador de me-
moria compartida con p procesadores y m palabras de memoria. Los procesadores se
conectan a la memoria mediante switches, que determinan la posicio´n accesada por
cada procesador. Para reducir la complejidad del sistema de switches se divide la
memoria en bancos.
Redes de conmutacio´n de barra transversal: Una manera simple de conectar
p procesadores y b bancos de memoria es mediante un interruptor de barra
transversal, que emplea una malla de interruptores o switches. La conexio´n
de un procesador a un banco de memoria no bloquea la conexio´n de otro. El
nu´mero de interruptores necesarios es b por cada procesador, por lo cual se hace
bastante costoso.
Redes basadas en buses: Los procesadores se conectan a una memoria global por
medio de un camino comu´n llamado bus. Cuando un procesador accede a la
memoria hace un requerimiento del bus, luego los datos son devueltos por el
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mismo bus. Este sistema es simple pero solo permite un nu´mero ma´ximo de
datos entre la memoria y los procesadores. Si se aumenta el nu´mero de proce-
sadores, cada uno gastara´ ma´s tiempo esperando por el acceso a memoria. Una
manera de reducir este cuello de botella es utilizando memorias locales cache´ en
cada procesador.
Redes de interconexio´n multietapas: Las redes de interconexio´n multietapas pro-
veen un equilibrio entre costo y rendimiento que no tienen las anteriores. Una
conexio´n comu´n es la red Omega. Esta red contiene log(p) etapas (p el nu´mero
de procesadores y bancos de memoria). Cada etapa es un patro´n de intercone-
xiones donde existen v´ınculos entre una entrada i y una salida j si:
j =
{
2i , para 0 < i < p2 − 1
2i+ 1− p , para p2 < i < p− 1
En cada etapa hay p/2 interruptores, y cada uno puede actuar como directo o
inverso. Las entradas (procesadores) se comunican con las salidas (bancos de
memoria) de manera sencilla: en cada etapa el interruptor actu´a como directo
si los bits en la posicio´n de la etapa en la entrada y la salida son iguales, y como
inverso si son diferentes. En algunos casos se puede presentar un bloqueo de
comunicacio´n cuando se requiere usar un mismo camino entre 2 etapas.
Redes de interconexio´n esta´ticas
Red completamente conectada: Cada procesador tiene comunicacio´n directa con
todos los dema´s. Es un sistema ideal, ya que cada procesador puede enviar
mensajes a otro en un solo paso.
Red estrella: Un procesador actu´a como el procesador central. Los dema´s tienen
v´ınculos de conexio´n con e´ste. El procesador central es un cuello de botella.
Arreglo lineal y anillo: Es una manera simple de conectar los procesadores, donde
cada uno se comunica con otros 2 (excepto los extremos). Cuando se hace
una conexio´n entre los extremos se refiere como anillo. Los procesadores se
comunican enviando mensajes hacia la derecha o izquierda y pasando hasta su
destinatario.
Malla: Una malla bidimensional es una extensio´n del arreglo lineal. Cada procesador
se comunica directamente con otros 4. Cuando se comunican los procesadores
de los extremos se refiere a e´l como torus. Tambie´n se puede extender a una
malla tridimensional.
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Red de a´rbol: En una red de a´rbol existe una u´nica ruta entre dos procesadores.
En un a´rbol esta´tico cada nodo es un procesador, mientras que en los dina´micos
los nodos intermedios actu´an como interruptores y las hojas son procesadores.
Para enviar un mensaje el procesador emisor env´ıa el mensaje hacia arriba en
el a´rbol hasta encontrar el procesador o interruptor del sub-a´rbol ma´s pequen˜o
que contiene al emisor y al receptor. Luego el mensaje es enviado hacia abajo
hasta el receptor. Puede haber cuellos de botella en la parte ma´s alta de los
mismos, por lo que suelen utilizarse ma´s conexiones a medida que se acerca a
la ra´ız.
Hipercubo: Es una malla multidimensional con 2 procesadores en cada dimensio´n.
Un hipercubo d-dimensional contiene p=2d procesadores. Se puede construir
un hipercubo de manera recursiva, as´ı:
- Un hipercubo 0-dimensional es un procesador.
- Un hipercubo 1-dimensional es la conexio´n de 2 procesadores o hipercubos
0-dimensionales.
- Un hipercubo (d + 1)-dimensional es construido conectando los procesadores
correspondientes de dos hipercubos d-dimensionales.
Dos procesadores esta´n conectados directamente si sus representaciones binarias
difieren en un solo bit. Cada procesador de un hipercubo d-dimensional esta´
conectado directamente con d procesadores. El camino con el menor nu´mero de
conexiones entre dos procesadores esta´ dado por la distancia de Hamming, que
consiste en contar el nu´mero de bits que difieren en la representacio´n binaria
de ambos procesadores. Esta distancia en un hipercubo d-dimensional sera´ de
ma´ximo d.
Mecanismos de enrutamiento
Algoritmos eficientes de enrutamiento de mensajes a sus destinos son cr´ıticos para el
desempen˜o de un computador paralelo. Un mecanismo de enrutamiento determina el
camino que un mensaje sigue por la red desde el emisor hasta el destino. Las entradas
son los procesadores fuente y destino, e informacio´n del sistema. Las salidas son uno o
ma´s caminos posibles. Los algoritmos pueden ser de orden mı´nimo o no. Los mı´nimos
escogen siempre el camino ma´s corto y pueden provocar congestio´n. Los no mı´nimos
escogen caminos que pueden ser ma´s largos pero evitan la congestio´n.
El tiempo que tarda la comunicacio´n entre procesadores es un factor importante en
la computacio´n paralela. El tiempo para comunicar un mensaje entre dos procesadores
es la latencia, que incluye la preparacio´n del mensaje para el env´ıo y lo que tarda
en llegar a su destino. Los principales para´metros para determinar la latencia son
el tiempo de arranque, que es el tiempo requerido para manejar el mensaje en el
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procesador fuente incluyendo el algoritmo de enrutamiento; el tiempo por salto, que
es el tiempo que tarda un mensaje para pasar de un procesador al siguiente; y el
tiempo de transferencia por palabra, que es el tiempo que toma una palabra para
atravesar el v´ınculo.
2.5.2 Rendimiento y escalabilidad de sistemas paralelos
Un factor importante en un sistema paralelo, es la medicio´n de los niveles de uso de
los recursos y la posibilidad que se tiene de aumentar el trabajo, buscando mejorar
el desempen˜o, por lo que es de gran importancia comprender y analizar una serie de
para´metros generales que se dan en el momento de la evaluacio´n de los resultados,
tiempos y eficiencias. Los algoritmos secuenciales se evalu´an segu´n el tiempo de
ejecucio´n en funcio´n del taman˜o de la salida, los algoritmos paralelos no solo dependen
de este factor sino tambie´n de su arquitectura y del nu´mero de procesadores. Algunos
de los para´metros que nos ayudan en el ana´lisis sobre determinadas implementaciones,
son los siguientes:
Tiempo de Ejecucio´n: a nivel secuencial, es el tiempo transcurrido entre el inicio y
el final de la ejecucio´n (Ts). En un ambiente paralelo es denominado el run-time
y consiste en el tiempo que transcurre desde el momento en que el ordenador
paralelo comienza, hasta el momento en que el u´ltimo procesador finaliza la
ejecucio´n (Tp).
Aceleracio´n (SpeedUp): es una medida que captura el beneficio relativo de resol-
ver un problema en paralelo, se denomina como Sp y se calcula como Ts/Tp.
Eficiencia: en la teor´ıa la eficiencia de tener p-procesadores es p, pero en la pra´ctica
es dif´ıcil porque no se puede obtener el 100% de la productividad para computar
un algoritmo. La eficiencia es una medida de la fraccio´n de tiempo para la cual
un procesador se mantiene en uso, definido a su vez como una proporcio´n entre
la velocidad y el nu´mero de procesadores. Se denota con Ep y se calcula como
Sp/p. Normalmente la representamos como:
Ep =
100 · Ts
Tp · p
Costo: es el producto entre el tiempo de ejecucio´n en paralelo y el nu´mero de proce-
sadores usados. El costo tambie´n refleja la suma del tiempo que cada procesador
gasta resolviendo un problema. La ley de Amdahl dice que la aceleracio´n de
un programa paralelo se encuentra limitado por la fraccio´n de tiempo que se
consume en realizar operaciones que no se puedan ejecutar en paralelo, por lo
cual la aceleracio´n tambie´n se encuentra limitada por el tiempo necesario para
realizar la comunicacio´n correspondiente a los datos. Tp = Ts/p+ Tc.
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Caracter´ısticas para la evaluacio´n de problemas paralelos
Descenso de la escalabilidad: se da cuando se usan menos procesadores que el
ma´ximo nu´mero posible de ellos al ejecutar un algoritmo paralelo. Un sistema
se determina como escalable, si al incrementar el nu´mero de procesadores y el
taman˜o del problema la eficiencia se mantiene igual.
Taman˜o del problema: consiste en el nu´mero ba´sico de pasos computacionales que
se logra en el mejor algoritmo secuencial para resolver un problema sobre un
simple procesador. En general se da como el orden del problema a nivel secuen-
cial denotado como W y es equivalente al Ts.
Funcio´n de sobrecarga: dicha funcio´n en un sistema paralelo se da como parte
del costo (tiempo de produccio´n del procesador) que no es incurrido por el
algoritmo serial ma´s ra´pido sobre un ordenador secuencial. (Diferencia entre
costo y “run-time” serial). Se calcula como T0(W,p) = p · Tp −W .
Grado de concurrencia: ma´ximo nu´mero de tareas que pueden ser ejecutadas si-
multa´neamente en un algoritmo paralelo. Se denota como C(W ) siendo W el
taman˜o del problema, e indica que no ma´s de esta cantidad de procesadores
puede ser empleada efectivamente.
Fuentes de sobrecarga paralela: se ve caracterizado por algunos aspectos como la
comunicacio´n interprocesador, las cargas desbalanceadas, la extra computacio´n
y la distribucio´n de recursos: disco, memoria, entre otros.
Criterios de sobrecarga para tener en cuenta
• Comunicacio´n entre procesadores: cada procesador gasta un tiempo Tc
efectuando las comunicaciones, por lo que la comunicacio´n entre procesa-
dores contribuye un tiempo Tc · p a la funcio´n de sobrecarga.
• Desbalanceo de cargas: problemas para conocer el taman˜o de las subtareas
asignadas a varios procesadores, generando un desequilibrio en las cargas
que obliga a que algunos procesadores pasen a estados de inactividad, sien-
do este tiempo un contribuyente ma´s a la funcio´n de sobrecarga. Es en-
tonces (p−1)Ws el contribuyente a dicha sobrecarga, dondeWs representa
los componentes secuenciales del algoritmo.
• Extra computacio´n: el algoritmo secuencial ma´s ra´pido conocido puede
ser dif´ıcil de paralelizar, por lo que se dan algoritmos menos buenos. (alto
grado de concurrencia). Entonces ω0−ω es la contribucio´n a la sobrecarga
de trabajo extra que se realiza, donde ω es el tiempo de ejecucio´n del
algoritmo ma´s ra´pido y ω0 el menos bueno.
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2.5.3 Entornos paralelos
Para la computacio´n paralela se debe contar con las herramientas necesarias que
nos permitan optimizar realmente los algoritmos y nos ayuden en la bu´squeda de
soluciones a problemas de gran magnitud. Una forma relativamente barata de hacerlo
es mediante la construccio´n de un cluster de computadoras, utilizando un sistema
operativo Linux con entornos MPI o PVM, todo e´sto de libre distribucio´n.
La llegada de la computacio´n clusterizada siguiendo el estilo Beowulf, [Sterling
et al., 1995] extiende la utilidad de Linux al mundo de la computacio´n paralela de
alto rendimiento. Hoy en d´ıa, estos valiosos clusters basados en PCs esta´n apareciendo
en laboratorios de investigacio´n, departamentos de I+D de empresas, universidades e
incluso pequen˜as facultades. Si un problema informa´tico no puede solucionarse en un
entorno de memoria distribuida flojamente acoplada, un cluster Beowulf puede ser la
respuesta, a un precio que los fabricantes tradicionales de computadoras paralelas no
pueden llegar.
Construccio´n de un Beowulf: Cualquiera puede construir un computador paralelo
adecuado para la ensen˜anza de la programacio´n paralela y la ejecucio´n de progra-
mas paralelos, muchas veces usando PCs sobrantes o ya existentes. Las PCs en un
laboratorio de informa´tica pueden adaptarse para un uso dual gracias a sistemas de
encendido dual que les permiten ser encendidas en Linux o Windows, dependiendo de
las necesidades del momento. Alternativamente, los equipos no utilizados pueden ser
recogidos y fusionados.
Nunca dos clusters Beowulf son iguales. De hecho, sus configuraciones hardware
y software son tan flexibles y adaptables que presentan un amplio abanico de posibi-
lidades. Aunque cada cluster es diferente y las configuraciones esta´n dictadas por las
necesidades de la aplicacio´n, es posible especificar algunos requerimientos mı´nimos.
Un nodo tendr´ıa que contener, como mı´nimo, una CPU 486 y una placa madre
Intel. Los procesadores Intel 386 funcionar´ıan, pero su rendimiento raramente valdr´ıa
la pena. Los requerimientos de memoria dependen de los requerimientos de datos
de la aplicacio´n y del paralelismo, pero un nodo tendr´ıa que contener como mı´nimo
16MB de memoria. La mayor´ıa de aplicaciones necesitaran 32MB o ma´s por nodo.
Usando un espacio de disco centralizado, los nodos se pueden inicializar desde un
disquete, un pequen˜o disco duro o un sistema de archivos en red. Entonces los no-
dos pueden acceder a su particio´n ra´ız desde un servidor de archivos a trave´s de la
red, normalmente usando el Network File System (NFS). Esta configuracio´n funciona
mejor en un entorno con mucho ancho de banda en las conexiones y con un gran
rendimiento en el servidor de archivos. Para un mejor rendimiento bajo otras condi-
ciones, cada nodo tendr´ıa que tener suficiente espacio en el disco local para el sistema
operativo, la memoria virtual y los datos. Cada nodo tendr´ıa que tener como mı´nimo
200 MB de espacio de disco para los componentes del sistema operativo y la memoria
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virtual, pero 400 MB o ma´s permite tener espacio libre que puede ser usado para las
aplicaciones en tiempo de ejecucio´n. Como mı´nimo cada nodo tiene que incluir una
tarjeta de red Ethernet o Fast Ethernet. Alternativamente, interconexiones de ma´s
alto rendimiento, incluyendo la Gigabit Ethernet y la Myrinet, podr´ıan ser usadas en
conjuncio´n con CPUs ma´s ra´pidas. Finalmente, cualquier tarjeta de video, una lecto-
ra de disquetes, la caja y la bater´ıa, completan un nodo funcional. Los teclados y los
monitores solo se necesitan para la carga y configuracio´n inicial del sistema operativo,
a no ser que las ma´quinas individuales sean usadas interactivamente adema´s de servir
como nodos en el sistema paralelo.
Si es posible, los nodos tendr´ıan que estar aislados en una red privada de a´rea local
con su propio hub o switch Ethernet. Esto evitara´ que el tra´fico de la red normal
interfiera en la comunicacio´n entre los nodos y viceversa. Para incrementar au´n ma´s
el ancho de banda entre los nodos, se pueden instalar tarjetas de red adicionales en
los nodos. Hay disponibles para Linux tanto compiladores comerciales como gratui-
tos. En general desarrollar co´digo paralelo requerira´ un paso expl´ıcito de mensajes
entre los procesadores utilizando la PVM (Parallel Virtual Machine - Ma´quina virtual
paralela), MPI (Message Passing Interface - Interfaz de paso de mensajes), u otras
librer´ıas de comunicaciones. Ambas, la PVM y la MPI esta´n disponibles gratuita-
mente y permiten al programador definir fa´cilmente los nodos usados para ejecutar
el co´digo paralelo y pasar datos entre los nodos durante la ejecucio´n usando simples
invocaciones a la librer´ıa.
Uno de los errores ma´s peligrosos es convertir un problema computacional en un
problema de comunicaciones. Esto puede suceder cuando el problema esta´ demasiado
dividido, con lo que el tiempo que se necesita para comunicar los datos entre los nodos
y sincronizarlos sobrepasa el tiempo de computacio´n real de la CPU. En este caso,
usar menos nodos puede resultar en un mejor tiempo de ejecucio´n y una utilizacio´n
ma´s eficiente de los recursos. Este equilibro entre la carga de computacio´n local en
un nodo y las comunicaciones para coordinar esfuerzos entre los nodos tiene que ser
optimizado para cada aplicacio´n paralela.
Finalmente, la heterogeneidad de los clusters juega un papel importante en el
desarrollo de los algoritmos paralelos. Un factor de dos o ma´s entre las velocidades de
las CPUs de los nodos es muy significativo cuando se ejecutan aplicaciones paralelas.
Si el trabajo se distribuye uniformemente entre todas las CPUs de un cluster hete-
roge´neo, las CPUs ma´s ra´pidas tendra´n que esperar a las ma´s lentas para completar
su parte dentro de la tarea global. Los algoritmos disen˜ados correctamente pueden
superar esta heterogeneidad sobre dividiendo la tarea de forma que se puedan asignar
nuevas subtareas a los nodos que completen las anteriores subtareas asignadas.
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La computacio´n paralela se utiliza comu´nmente en problemas donde se manipulan
una gran cantidad de datos. De acuerdo con el alcance inicial planteado en el presen-
te proyecto, se pretend´ıa realizar experimentacio´n con problemas que dieran lugar al
uso de la computacio´n paralela. Sin embargo, dadas las condiciones espec´ıficas de las
empresas que facilitaron su informacio´n para nuestras pruebas, el uso de la compu-
tacio´n paralela no fue necesario, ya que el nu´mero de pedidos en general es pequen˜o,
y por tanto los algoritmos se ejecutan en un tiempo muy corto.

Cap´ıtulo 3
Me´todos de optimizacio´n
En la bu´squeda de soluciones a los problemas que enfrenta el hombre cada d´ıa, la per-
feccio´n es algo inherente al proceso y a la solucio´n misma. La meta de optimalidad
y eficiencia inspira a cient´ıficos, matema´ticos y a todas las personas. Desde el sur-
gimiento de los computadores, los me´todos de optimizacio´n han ido cobrando mayor
importancia al permitir la manipulacio´n de grandes cantidades de datos, y as´ı permi-
tir dar solucio´n a problemas que anteriormente podr´ıan ser considerados intratables.
La evolucio´n en el campo de la optimizacio´n matema´tica ha sido bastante grande en
los u´ltimos cincuenta an˜os. Por consiguiente, cada vez aparecen nuevos retos y nuevos
desaf´ıos, gracias a la evolucio´n de los computadores mismos. Los me´todos de optimi-
zacio´n son fundamentales en la ingenier´ıa y planeacio´n modernas, ya que apoyan los
complejos procesos de toma de decisiones. La optimizacio´n es ba´sica para cualquier
problema que implique toma de decisiones, donde se debe elegir entre diferentes op-
ciones para obtener la mejor alternativa. La optimalidad es el ideal que se persigue,
y de acuerdo al contexto puede ser vista de diferentes maneras. Por ejemplo, en el
a´rea de la computacio´n se busca optimizar los algoritmos mediante la reduccio´n de
los tiempos de ejecucio´n. En el campo de la gerencia de proyectos, el gerente respon-
sable busca optimizar la rentabilidad del proyecto mediante la reduccio´n de costos
y tiempos, a la vez que se maximiza el retorno de la inversio´n. En nuestro caso se
habla de optimizacio´n matema´tica, donde se pretende hallar una solucio´n o´ptima a
un problema expresado en te´rminos matema´ticos donde existen diferentes alternativas
o soluciones posibles. En general, para establecer que´ tan buena es cada una de las
alternativas se utiliza una funcio´n objetivo, que se debe maximizar o minimizar, segu´n
sea el caso. Adema´s, las soluciones deben estar contenidas en un cierto dominio, de
acuerdo con un conjunto de restricciones propias del problema. La optimizacio´n como
a´rea de investigacio´n y aplicacio´n ha recibido una gran atencio´n en los u´ltimos an˜os
gracias al ra´pido progreso de la tecnolog´ıa en la computacio´n.
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Para poder llegar a una decisio´n o´ptima es necesario contar con informacio´n com-
pleta sobre el conjunto de todas las posibles decisiones y el beneficio asociado a cada
una de ellas. Con esta informacio´n podemos elegir la decisio´n que tenga el mayor
beneficio o menor costo, segu´n sea el caso. La calidad de la solucio´n obtenida depen-
de en primera instancia de un buen planteamiento del problema, de su formulacio´n
matema´tica y del proceso de modelacio´n en general. En este proceso se establecen
los diferentes elementos que conforman la informacio´n que da soporte a la toma de
decisiones. Con lo anterior, podemos decir que la representacio´n matema´tica es una
abstraccio´n del problema real que se pretende resolver, pero no siempre es fa´cil eva-
luar cua´l decisio´n es mejor que otra, puesto que pueden existir diferentes criterios para
tener en cuenta en el costo que se le otorga a cada decisio´n y algunos pueden incluso
ser contrarios. Este tipo de situaciones son comunes, incluso en la vida cotidiana,
por ejemplo, al decidir comprar un veh´ıculo entre varias opciones; se tienen diferentes
criterios que pueden afectar la decisio´n, como el precio, la potencia, el consumo de
gasolina, el taman˜o y muchos ma´s. Para tomar la mejor decisio´n se tendr´ıa que asig-
nar un peso o un costo a cada opcio´n, de acuerdo con la importancia que tenga cada
uno de estos criterios para la persona que toma la decisio´n. Con lo anterior podemos
ver que la eleccio´n de una funcio´n objetivo que refleje realmente el criterio de decisio´n
deseado es de suma importancia, ya que la calidad de la solucio´n obtenida depende
de la calidad en la formulacio´n de la funcio´n objetivo. Asimismo, es muy importante
al plantear el problema saber elegir correctamente las restricciones con el fin de no
obtener soluciones que no sean lo que estamos buscando.
3.1 Nociones ba´sicas
Consideremos el problema de optimizacio´n:
minimizar f(x)
sujeto a x ∈ Ω
La funcio´n f : <n → < que se desea minimizar es una funcio´n real-valuada y es
llamada la funcio´n objetivo o funcio´n de costo. El vector x es un vector de n varia-
bles independientes, es decir, x = [x1, x2, ..., xn]T ∈ <n. Las variables x1, ..., xn son
llamadas variables de decisio´n. El conjunto Ω es un subconjunto de <n llamado el
conjunto de restricciones o conjunto de soluciones factibles.
Este problema de optimizacio´n puede ser visto como un problema de decisio´n que
implica encontrar el mejor vector x de variables de decisio´n entre todos los posibles
vectores en Ω. Por el mejor se puede entender el vector que resulte en el menor
valor de la funcio´n objetivo. En caso de que existan varios vectores con el mismo
valor mı´nimo, encontrar uno de ellos sera´ suficiente. Existen tambie´n problemas de
optimizacio´n donde interesa maximizar la funcio´n objetivo, pero e´stos pueden ser
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representados de la misma forma, ya que maximizar f es equivalente a minimizar −f .
El problema que planteamos es un problema general de optimizacio´n con restricciones,
en el caso de que no existan restricciones se puede simplemente asumir Ω = <n.
Para tener una visio´n gra´fica del problema supongamos una funcio´n f : <2 → <
con las restricciones x1 + x2 ≤ 40, 2x1 + x2 ≤ 60 y x1, x2 ≥ 0. Podemos dibujar
el conjunto de puntos que satisfacen estas restricciones como se aprecia en la Figura
3.1. En este caso la regio´n factible corresponde al a´rea coloreada en gris y la solucio´n
o´ptima se hallar´ıa sobre el per´ımetro de dicha a´rea, dependiendo de cua´l sea la funcio´n
objetivo f(x1, x2).
Figura 3.1: Regio´n factible para un problema con dos variables
Supongamos la funcio´n objetivo f(x1, x2) = 2x1 − x2 + 10. Podemos entonces
plantear este problema matema´ticamente de la siguiente forma:
max z = 2x1 − x2 + 10
Sujeto a
x1 + x2 ≤ 40
2x1 + x2 ≤ 60
x1 ≥ 0
x2 ≥ 0
Si evaluamos la funcio´n objetivo en los ve´rtices de la regio´n factible como se
muestra a continuacio´n, es fa´cil ver que la solucio´n o´ptima, es decir el ma´ximo de la
funcio´n objetivo, se encuentra en el punto x1 = 30, x2 = 0 y tiene un valor ma´ximo
de z = 70.
x1 x2 z
0 0 10
0 40 −30
30 0 70
20 20 30
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En el campo de la optimizacio´n matema´tica existen diversos problemas cla´sicos
que han sido tratados de diferentes formas y que poseen gran importancia debido a
la diversidad de situaciones reales en que pueden ser utilizados. A continuacio´n se
describen algunos de estos problemas cla´sicos de optimizacio´n.
3.2 Problemas cla´sicos
En la literatura de los me´todos de optimizacio´n aparecen diferentes problemas t´ıpicos
a partir de los cuales se pueden formular una gran cantidad de problemas reales y
para los cuales existen ya algunos me´todos de solucio´n. En esta seccio´n se presentan
algunos de los me´todos ma´s comunes que agrupan a su vez una gran variedad de
problemas espec´ıficos. Los ejemplos dados en la mayor´ıa de problemas son basados
en los ejemplos de Winston [2005].
3.2.1 El problema de transporte
En general, un problema de transporte se especifica por la informacio´n siguiente:
1. Un conjunto de m puntos de suministro a partir de los cuales se env´ıa un bien.
El punto de suministro i abastece a lo sumo si unidades.
2. Un conjunto de n puntos de demanda a los cuales se env´ıa el bien. El punto de
demanda j debe recibir por lo menos dj unidades del producto enviado.
3. Cada unidad producida en el punto de suministro i y enviada al punto de de-
manda j incurre en un costo variable de cij .
La figura 3.2 muestra una interpretacio´n gra´fica del problema. El planteamiento
matema´tico puede darse as´ı: Sea xij el nu´mero de unidades enviadas desde el punto de
suministro i al punto de demanda j, entonces la formulacio´n general de un problema
de transporte es:
min
m∑
i=1
n∑
j=1
cijxij
sujeto a
n∑
j=1
xij ≤ si (i = 1, 2, ...,m) (restricciones de capacidad)
m∑
i=1
xij ≥ dj (j = 1, 2, ..., n) (restricciones de demanda)
xij ≥ 0 (i = 1, 2, ...,m; j = 1, 2, ..., n)
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Figura 3.2: Representacio´n gra´fica de un problema de transporte.
En general, cuando nu´mero de puntos de suministro y de demanda es muy alto,
la complejidad del problema crece bastante y se hace pra´cticamente intratable sin la
ayuda de un me´todo de optimizacio´n por computador.
Ejemplo
La empresa de refrescos Coco Loco cuenta con tres plantas de produccio´n y cuatro
centros de distribucio´n en el pa´ıs. La produccio´n semanal de las plantas de produccio´n
es de 35, 50 y 40 miles de botellas de refresco por semana respectivamente, mientras
la demanda en cada centro de distribucio´n es de 45, 20, 30 y 30 miles de botellas de
refresco por semana. Los costos de enviar el producto desde una planta de produc-
cio´n hasta un centro de distribucio´n depende de la distancia entre ambos y se puede
apreciar en la tabla 3.1.
Tabla 3.1: Capacidad, demanda y costo de env´ıo entre las plantas y centros de dis-
tribucio´n de la empresa Coco Loco.
A centro de distribucio´n
De 1 2 3 4 Capacidad
Planta 1 $8 $6 $10 $9 35
Planta 2 $9 $12 $13 $7 50
Planta 3 $14 $9 $16 $5 40
Demanda 45 20 30 30
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Solucio´n. Para formular el problema debemos definir las variables de decisio´n
de acuerdo con las decisiones que debe tomar la empresa Coco Loco. En este caso
debemos determinar el nu´mero de refrescos que se env´ıan desde cada planta a cada
centro de distribucio´n. Sea xij el nu´mero (en miles) de botellas de refresco producidos
en la planta i y enviados al centro de distribucio´n j. En te´rminos de estas variables
de decisio´n, el costo total de suministrar los refrescos a cada centro de distribucio´n
se puede escribir como C = 8x11 + 6x12 + 10x13 + 9x14 + 9x21 + 12x22 + 13x23 +
7x24+14x31+9x32+16x33+5x34. Adema´s se cuenta con las siguientes restricciones
de capacidad, de acuerdo con la produccio´n ma´xima de cada una de las plantas
semanalmente:
x11 + x12 + x13 + x14 ≤ 35 (restriccio´n de capacidad de la planta 1)
x21 + x22 + x23 + x24 ≤ 50 (restriccio´n de capacidad de la planta 2)
x31 + x32 + x33 + x34 ≤ 40 (restriccio´n de capacidad de la planta 3)
De la misma manera, se tienen las siguientes restricciones de la demanda que se debe
satisfacer en cada centro de distribucio´n:
x11 + x21 + x31 ≥ 45 (restriccio´n de demanda del centro 1)
x12 + x22 + x32 ≥ 20 (restriccio´n de demanda del centro 2)
x13 + x23 + x33 ≥ 30 (restriccio´n de demanda del centro 3)
x14 + x24 + x34 ≥ 30 (restriccio´n de demanda del centro 4)
Finalmente tenemos la restriccio´n de que cada variable de decisio´n debe tomar un
valor no negativo, as´ı xij ≥ 0 para todo i, j. En la figura 3.3 se puede apreciar una
representacio´n gra´fica de este problema.
La solucio´n o´ptima para este problema es C = 1020 y esta´ dada por x12 = 10,
x13 = 25, x21 = 45, x23 = 5, x32 = 10, x34 = 30.
Problemas de asignacio´n
En un problema de asignacio´n se tienen m recursos (personas o ma´quinas) y n tareas
por completar. Cada recurso i tarda un cierto tiempo cij en completar la tarea
j. Se debe asignar un recurso a cada tarea de manera que el tiempo total para
finalizar todas las tareas sea mı´nimo. Cada recurso debe asignarse exactamente a
una tarea, y a su vez cada tarea debe tener asignado exactamente un recurso. El
problema de asignacio´n puede verse entonces como un problema de transporte donde
los suministros y demandas son iguales a 1. Los recursos pueden verse como puntos
de suministro y las tareas como puntos de demanda. El problema consiste en asignar
de una manera o´ptima los diferentes recursos en un proceso dado. La figura 3.4 ilustra
gra´ficamente este problema.
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Figura 3.3: Representacio´n gra´fica del problema de transporte de la empresa Coco
Loco con capacidad y demanda.
Figura 3.4: Representacio´n gra´fica de un problema de asignacio´n.
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Problemas de transbordo
Un problema de transporte so´lo permite env´ıos que van directamente de un punto
de suministro a un punto de demanda. En muchas situaciones se permiten env´ıos
entre puntos de suministro o entre puntos de demanda. Algunas veces tambie´n puede
haber puntos por los que se podr´ıa hacer el transbordo de los bienes en su viaje de
un punto de suministro a un punto de demanda. Un problema de transbordo cumple
con estas caracter´ısticas, es decir, es un problema de transporte que permite el env´ıo
entre puntos de suministro y entre puntos de demanda, adema´s de contener puntos
de transbordo por los que se podr´ıan enviar los bienes en su trayecto de un punto de
suministro a un punto de demanda. La figura 3.5 ilustra este problema.
Figura 3.5: Representacio´n gra´fica de un problema de transbordo.
Problemas de trayectoria ma´s corta
Una red o grafo se define mediante un conjunto de nodos y un conjunto de arcos.
Sea V el conjunto de ve´rtices o nodos de la red y sea A el conjunto de arcos. Un
arco consiste en un par ordenado de nodos y representa una posible direccio´n de
movimiento que podr´ıa ocurrir entre dichos puntos. Si una red contiene el arco (i, j)
entonces es posible moverse del nodo i al nodo j. Una secuencia de arcos tal que el
nodo terminal de cada arco es ide´ntico al nodo inicial del siguiente es una trayectoria.
Por ejemplo, para una red de cuatro nodos, la secuencia (1, 2)− (2, 3)− (3, 4) es una
trayectoria que representa una forma de viajar del nodo 1 al nodo 4. El problema de
la trayectoria ma´s corta consiste en encontrar la trayectoria con menor costo entre un
nodo de origen y un nodo destino, pasando por diferentes nodos intermedios, donde
cada arco o trayecto tiene un costo asociado. Los problemas de trayectoria ma´s corta
pueden ser considerados como problemas de transbordo, donde se debe minimizar el
costo de enviar una unidad del nodo i al j con los dema´s nodos de la red como puntos
de transbordo. La figura 3.6 ilustra un ejemplo de este tipo de problemas.
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Figura 3.6: Representacio´n gra´fica de trayectoria ma´s corta.
3.2.2 El problema de la mochila
El problema de la mochila es un problema t´ıpico de la programacio´n entera (ver
seccio´n 3.3.2), en la cual todas las variables deben pertenecer al conjunto de los
enteros. Suponga que hay una excursio´n para la cual se puede llevar una mochila
que, lo´gicamente, tiene una capacidad limitada. El problema consiste entonces en
escoger los objetos que se llevara´n en la mochila, de manera que el beneficio obtenido
de ellos sea ma´ximo, sin sobrepasar la capacidad de la mochila. Este problema puede
ser trasladado a diferentes a´mbitos donde se debe elegir entre diferentes opciones con
una u´nica restriccio´n de capacidad. Las variables de decisio´n deben tomar valores
enteros en caso que existan copias ilimitadas de cada tipo de objeto, o incluso estar
restringidos a 1 y 0, en caso que solo exista un objeto de cada tipo. Este tipo de
problema se presenta con cierta frecuencia en los a´mbitos econo´mico e industrial,
donde la mochila suele representar la restriccio´n de presupuesto y donde la utilidad
de los objetos seleccionados se equipara a un beneficio econo´mico por adquirir o llevar
a cabo ciertas acciones. Por ejemplo, puede aplicarse al decidir co´mo invertir las
ganancias de una empresa sobre un portafolio de posibles inversiones. La capacidad
de la mochila equivaldr´ıa al total de dinero disponible para invertir, y cada posible
inversio´n tendr´ıa un costo (es decir, la cantidad que se invierte) y un beneficio esperado
o utilidades. Tambie´n cuando una organizacio´n, por ejemplo, un equipo de fu´tbol,
se plantea realizar una nueva contratacio´n, puede analizar los posibles candidatos
segu´n el salario de cada uno como el costo en la restriccio´n de presupuesto y el aporte
esperado de cada uno de ellos como el beneficio en la funcio´n objetivo.
Ejemplo
Juan esta´ planeando un viaje y tiene una maleta con capacidad de 10Kg en la que
debe llevar productos para vender. Para llenar la maleta Juan cuenta con numerosos
art´ıculos de tres tipos: el producto 1 tiene un peso de 4Kg y un valor de $11, el
producto 2 tiene un peso de 3Kg y un valor de $7 y el producto 3 tiene un peso de
5Kg y un valor de $12. ¿Co´mo puede Juan aprovechar al ma´ximo la capacidad de su
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maleta llevando los productos que mayor valor representen?
Solucio´n. Definimos las variables de decisio´n de la siguiente manera: sea xi el
nu´mero de art´ıculos del producto i que lleva Juan en la mochila. El problema se
puede entonces plantear como:
maxC = 11x1 + 7x2 + 12x3
sujeto a
4x1 + 3x2 + 5x3 ≤ 10
xi ∈ Z
El beneficio ma´ximo que se puede lograr es C = $25 con x1 = 1, x2 = 2 y x3 = 0,
es decir, llevando Juan un art´ıculo del producto A y dos art´ıculos del producto B en
su maleta.
3.2.3 El problema del agente viajero
El problema del agente viajero o TSP (de sus siglas en ingle´s -Traveling Salesman
Problem) consiste en hallar la mejor ruta para un agente viajero que debe visitar n
ciudades de manera que la distancia recorrida (o el costo de recorrer cada trayecto)
sea mı´nimo, visitando cada ciudad exactamente una vez y regresando finalmente al
punto de partida. En este caso la decisio´n que se debe tomar es el orden en que se
visita cada una de las ciudades. El espacio de soluciones de este problema crece en
forma factorial, es decir, para un problema TSP con 12 ciudades se tienen ma´s de
400 millones de posibles soluciones. Este problema es uno de los ma´s estudiados en
el a´mbito de optimizacio´n combinatoria. Este problema tiene numerosas aplicaciones
pra´cticas, adema´s de las ma´s evidentes en a´reas de log´ıstica de transporte, donde
se deben optimizar rutas de reparto. Por ejemplo, en robo´tica, permite resolver
problemas de fabricacio´n para minimizar el nu´mero de desplazamientos al realizar
una serie de perforaciones en una plancha o en un circuito impreso. Tambie´n puede
ser utilizado en control y operativa optimizada de sema´foros. Tambie´n en el a´rea de
telecomunicaciones puede ser aplicado para decidir rutas de propagacio´n de datos y
disen˜o de redes digitales.
Ejemplo
David es el presidente de una compan˜´ıa y debe visitar sus agencias en 5 ciudades para
hacerle seguimiento a su negocio. El valor de los tiquetes entre cada par de ciudades
se puede apreciar en la tabla 3.2. ¿Co´mo puede David minimizar el costo del viaje
visitando las cinco ciudades y finalizando en el mismo lugar?
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Tabla 3.2: Costo de traslado entre las ciudades para el agente viajero.
Armenia Bogota´ Cali Medell´ın Pasto
1. Armenia 0 132 217 164 58
2. Bogota 132 0 290 201 79
3. Cali 217 290 0 113 303
4. Medell´ın 164 201 113 0 196
5. Pasto 58 79 303 196 0
Solucio´n. David debe visitar las cinco ciudades en el orden que le signifique el
menor costo. Definamos:
xij =
{
1 si David viaja de la ciudad i a la j
0 si no sucede as´ı
cij = costo del traslado de la ciudad i a la j
Podemos plantear el problema de la siguiente manera:
minC =
5∑
i=1
5∑
j=1
cijxij
sujeto a
5∑
j=1
xij = 1 (i = 1, 2, ..., 5)
5∑
i=1
xij = 1 (j = 1, 2, ..., 5)
xij ∈ {0, 1} (i = 1, 2, ..., 5; j = 1, 2, ..., 5)
El costo mı´nimo que se puede lograr es C = 668 con x15 = x52 = x24 = x43 =
x31 = 1, es decir, realizando David el recorrido Armenia-Pasto-Bogota´-Medell´ın-Cali-
Armenia.
3.2.4 El problema de corte de material
En el caso general del problema de corte bidimensional, se dispone de una superficie
S de algu´n material con dimensiones L ×W determinadas. Adema´s, se dispone de
un conjunto de n patrones distintos, cada uno de los cuales tiene unas dimensiones
li × wi y un beneficio bi asociado. El problema consiste entonces en encontrar la
distribucio´n de patrones sobre la superficie S que maximice el beneficio obtenido y
minimice el desperdicio de material (i.e., el material sobrante donde no se utiliza
ningu´n patro´n). Este problema puede plantearse en diferentes formas y puede darse
en tres dimensiones o en una sola, como se explico´ en la seccio´n 2.2. Este problema
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se aplica en numerosas industrias, como por ejemplo en el corte de telas para hacer
prendas de vestir, corte de troncos de madera, corte de la´minas meta´licas, corte de
papel, carto´n, entre otros. En la figura 3.7 se aprecian ima´genes del proceso de corte
de cuero animal para producir carteras, bolsos, zapatos y dema´s.
Figura 3.7: El proceso de corte del cuero
Figura 3.8: Ma´quinas de corte
Ejemplo
La empresa Woodstock vende tablas de 3, 5 y 9 metros que recorta a partir de tablones
de 17 metros. Para esta semana Woodstock debe entregar a sus clientes pedidos por
25 tablas de 3m, 20 tablas de 5m y 15 tablas de 9m. ¿Co´mo se deben recortar los
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tablones de 17m de manera que el desperdicio de material sea mı´nimo?
Solucio´n. Las decisiones que debe tomar Woodstock corresponden al modo de
recortar cada uno de los tablones de 17m. Las posibles formas de recortarlos se
muestran en la tabla 3.3. No se consideran patrones con ma´s de 3m de desperdicio,
pues se podr´ıa utilizar dicho desperdicio para recortar tablas u´tiles.
Tabla 3.3: Desperdicio para los posibles patrones en el problema de corte.
Tablas de 3m Tablas de 5m Tablas de 9m Desperdicio
1 5 0 0 2
2 4 1 0 0
3 2 2 0 1
4 2 0 1 2
5 1 1 1 0
6 0 3 0 2
Sea xi el nu´mero de tablones recortados con el patro´n i. Sabemos que lo que in-
teresa minimizar es el desperdicio de material, mientras que las restricciones consisten
en satisfacer los pedidos mı´nimos de los clientes. As´ı, podemos plantear el problema
de la siguiente manera:
minT = 2x1 + 0x2 + x3 + 2x4 + 0x5 + 2x6
sujeto a
5x1 + 4x2 + 2x3 + 2x4 + x5 ≥ 25 (restriccio´n de tablas de 3m)
x2 + 2x3 + x5 + 3x6 ≥ 20 (restriccio´n de tablas de 5m)
x4 + x5 ≥ 15 (restriccio´n de tablas de 9m)
x1, x2, x3, x4, x5 ≥ 0
Al resolver este problema encontramos que el desperdicio mı´nimo que se puede
lograr es de 2m y se obtiene con x2 = 3, x5 = 15 y x6 = 1, es decir, recortando 3
tablones con el patro´n 2, 15 tablones con el patro´n 5 y un tablo´n con el patro´n 6.
El total de tablas que se obtienen son 27 de 3m, 21 de 5m y 15 de 9m, satisfaciendo
plenamente los pedidos de los clientes.
3.3 Algoritmos de optimizacio´n
Los problemas de optimizacio´n presentados en la seccio´n anterior requieren de algorit-
mos robustos y ra´pidos, que proporcionen confiabilidad y agilidad en la bu´squeda de
una solucio´n al problema. Un factor clave para el e´xito de un me´todo de optimizacio´n
es que permita incorporar a su estrategia de bu´squeda el conocimiento disponible de
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su propio dominio. As´ı, para diferentes modelos y problemas existen me´todos y algo-
ritmos de optimizacio´n que pueden ser ma´s u´tiles o eficaces que otros bajo diversas
condiciones. En esta seccio´n se se muestran algunos de los algoritmos de optimizacio´n
ma´s comunes.
3.3.1 Aspectos generales
De acuerdo con sus caracter´ısticas, los me´todos de optimizacio´n pueden clasificarse
de diferentes formas. En te´rminos generales, podemos distinguir dos grandes grupos:
me´todos determin´ısticos y me´todos probabil´ısticos o heur´ısticos. El primer grupo
comprende los me´todos que se basan en decisiones determin´ısticas para llegar a una
solucio´n, es decir, alcanzan la solucio´n ejecutando una cantidad finita de operaciones.
Los me´todos determin´ısticos son generalmente ma´s fa´ciles y ra´pidos de implemen-
tar, pero pueden tener en cuenta todos los elementos necesarios y adecuados en los
modelos, debido a que en general estos me´todos para su solucio´n requieren de una
geometr´ıa muy simple. Adema´s, debido a que en el proceso de solucio´n cada valor ob-
tenido depende de los anteriores, el error de redondeo puede llegar a ser muy grande,
lo que nos llevar´ıa a una solucio´n inadecuada. Los me´todos determin´ısticos no siem-
pre pueden ser aplicados al problema tratado, debido a la gran cantidad de ca´lculos
y recursos computacionales que pueden llegar a requerir. Por otro lado, los me´todos
probabil´ısticos, como su nombre lo indica, son aquellos que se basan en probabilida-
des y variables estoca´sticas para encontrar una solucio´n aproximada a un problema.
Dicha aproximacio´n es por lo general lo suficientemente buena para ser utilizada en
los problemas pra´cticos cotidianos. Es decir, las condiciones propias del problema no
plantean exigencias ma´s alla´ de la calidad de la solucio´n encontrada. Es importante
destacar que una herramienta fundamental para la aplicacio´n de estos me´todos es el
computador, debido a la cantidad de ca´lculos que se deben realizar.
Las algoritmos heur´ısticos son te´cnicas de aproximacio´n que se han utilizado des-
de los comienzos de la investigacio´n de operaciones para resolver dif´ıciles problemas
combinatorios. Con el desarrollo de la teor´ıa de la complejidad a principio de los an˜os
70, se hizo evidente que como la mayor´ıa de estos problemas son de tipo NP-Duros,
habr´ıa pocas esperanzas de hallar eficientemente una solucio´n exacta para ellos. Este
hecho le dio gran importancia a la investigacio´n y desarrollo de me´todos heur´ısticos
de solucio´n [Gendreau, 2002]. Los algoritmos ma´s populares son los algoritmos de
bu´squeda, basados principalmente en la te´cnica de Bu´squeda Local. La bu´squeda
local es un me´todo iterativo que comienza de una solucio´n factible inicial y la mejora
progresivamente aplicando una serie de modificaciones locales. En cada iteracio´n, el
algoritmo se mueve a una mejor solucio´n factible que difiere muy poco de la solucio´n
anterior (i.e., se encuentra en el vecindario de la solucio´n anterior). El algoritmo
termina cuando el mı´nimo local es hallado.
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En 1975, John Holland publica su me´todo de Algoritmos Gene´ticos, un heur´ıstico
basado en la teor´ıa evolutiva de Darwin. En 1983, los autores Kirkpatrick, Gelatt y
Vecchi presentan un nuevo heur´ıstico llamado Recocido Simulado (o Simulated An-
nealing), que demostraba convergencia a una solucio´n o´ptima de un problema com-
binatorio en un tiempo aceptable de computacio´n. En analog´ıa con la estad´ıstica
meca´nica, el recocido simulado puede interpretarse como una caminata aleatoria con-
trolada sobre el espacio de soluciones. Posteriormente, el intere´s de la comunidad
cient´ıfica por crear nuevos me´todos heur´ısticos aumento´, y en los an˜os siguientes se
proponen nuevas analog´ıas con el mundo natural, tales como la Bu´squeda Tabu´, Co-
lonias de Hormigas, entre otros. Junto con los me´todos anteriores, estos me´todos
fueron ganando popularidad desde entonces. Hoy en d´ıa se les conoce con el nombre
de meta-heur´ısticos, y se han convertido en la base de los me´todos heur´ısticos para
resolver problemas de optimizacio´n combinatoria [Gendreau, 2002].
En la Figura 3.9 se presenta una clasificacio´n general de los me´todos de optimiza-
cio´n y a continuacio´n se hace una revisio´n de las principales caracter´ısticas de algunos
de ellos.
Figura 3.9: Me´todos de optimizacio´n
3.3.2 Programacio´n lineal
La programacio´n lineal se presenta con mayor detalle en la seccio´n 2.3. Es un me´todo
de optimizacio´n para problemas donde tanto la funcio´n objetivo como las restric-
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ciones del problema pueden ser expresadas en forma de funciones lineales. Segu´n
Winston [2005], un problema de programacio´n lineal es un problema de optimizacio´n
que cumple lo siguiente:
1. Se intenta maximizar (o minimizar) una funcio´n lineal de las variables de deci-
sio´n. La funcio´n que se desea maximizar (o minimizar) se llama funcio´n objetivo.
2. Los valores de las variables de decisio´n deben satisfacer un conjunto de restric-
ciones. Cada restriccio´n debe ser una ecuacio´n lineal o una desigualdad lineal.
3. Se relaciona una restriccio´n de signo con cada variable. Para cualquier variable
xi, la restriccio´n de signo especifica que xi no debe ser negativa.
4. Hay certeza sobre todos los para´metros, es decir que se conoce con certeza el
valor de todos los coeficientes o la contribucio´n de todas las variables de decisio´n
sobre la funcio´n objetivo y las restricciones.
El algoritmo S´ımplex presentado en la seccio´n 2.3 es un me´todo determin´ıstico
para resolver problemas planteados como problemas de programacio´n lineal. Este
algoritmo ejecuta una serie de pasos fijos con los cuales se encuentra la solucio´n o´ptima
global. Con este me´todo siempre se encuentra la solucio´n o´ptima al problema, si esta
existe.
La programacio´n lineal es ampliamente usada en diferentes problemas cotidianos
que pueden ser planteados fa´cilmente de esta manera. Sin embargo, la gran mayor´ıa
de los problemas que se presentan en las organizaciones tienen una complejidad mayor,
haciendo dif´ıcil plantearlos mediante funciones lineales, y por tanto este me´todo pierde
su utilidad.
Programacio´n entera
En te´rminos generales, un problema de programacio´n entera es un problema de pro-
gramacio´n lineal en el cual se requiere que algunas o todas las variables sean enteros
no negativos y son normalmente ma´s dif´ıciles de resolver que un problema de progra-
macio´n lineal normal. Un problema de programacio´n entera en el cual se requiere que
todas las variables sean enteros se denomina un problema puro de programacio´n con
enteros [Winston, 2005].
Definicio´n (Relajacio´n del PL). El problema de programacio´n lineal obtenido
cuando se omiten todas las restricciones de enteros para las variables en un problema
de programacio´n entera se llama relajacio´n del PL de la programacio´n entera.
Cualquier problema de programacio´n entera puede considerarse como la relajacio´n
del PL ma´s las restricciones adicionales que establecen cua´les variables deben ser
enteros. Por tanto, la relajacio´n del PL es una versio´n de la programacio´n entera
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con menos restricciones, es decir, relajada. Adema´s, la regio´n factible para cualquier
problema de programacio´n entera debe estar contenida en la regio´n factible para la
relajacio´n del PL correspondiente.
Ejemplo. Supongamos el siguiente problema de programacio´n entera:
max z = 21x1 + 11x2
sujeto a
7x1 + 4x2 ≤ 13
x1, x2 ≥ 0
x1, x2 ∈ Z
Como se aprecia en la figura 3.10, la regio´n factible para este problema consiste
en el conjunto de puntos S = {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1)}. Si se calculan y
se comparan los valores de z para cada uno de los seis puntos en la regio´n factible, se
encuentra que la solucio´n o´ptima es z = 33, con x1 = 0 y x2 = 3.
Figura 3.10: Regio´n factible para el problema de PE y la relajacio´n del PL.
En el caso que la regio´n factible del problema de relajacio´n del PL sea acotada,
tendr´ıamos un nu´mero finito de puntos en la regio´n factible del problema de progra-
macio´n entera. Para encontrar la solucio´n o´ptima en este conjunto, se podr´ıa hacer
la enumeracio´n de todas las posibles soluciones y evaluar la funcio´n objetivo con cada
una de ellas. Sin embargo, para problemas reales con millones de posibles soluciones,
este me´todo claramente no es el mejor. Otra pra´ctica comu´n es resolver el problema
de relajacio´n del PL y posteriormente hacer un redondeo de las variables y as´ı cum-
plir con la restriccio´n de los enteros. Lastimosamente, esta tampoco es una buena
opcio´n, ya que las variables redondeadas podr´ıan estar por fuera de la regio´n factible
o, aunque este´n dentro de la regio´n, no ser la solucio´n o´ptima al problema. Para
mayor informacio´n sobre la correcta solucio´n a problemas de programacio´n lineal el
lector puede remitirse a Winston [2005].
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3.3.3 Programacio´n no lineal
En la programacio´n lineal se analizan problemas donde el objetivo es optimizar una
funcio´n lineal sujeta a restricciones lineales. Sin embargo, en muchos de los proble-
mas comunes de optimizacio´n, la funcio´n objetivo es una funcio´n no lineal, o bien,
algunas de las restricciones son funciones no lineales. A este tipo de problemas de
optimizacio´n se les llama problemas de programacio´n no lineal (PNL). Un problema
de programacio´n no lineal general [Winston, 2005] se expresa como sigue:
max z = f(x1, x2, . . . , xn)
sujeto a
g1(x1, x2, . . . , xn) ≤ b1
g2(x1, x2, . . . , xn) ≤ b2
...
...
gm(x1, x2, . . . , xn) ≤ bm
La regio´n factible para el PNL es el conjunto de puntos (x1, x2, . . . , xn) que satis-
facen las m restricciones del problema. Cualquier punto x¯ en la regio´n factible para
el cual f(x¯) ≥ f(x) para todos los puntos x en la regio´n factibles una solucio´n o´ptima
del problema.
Ejemplo
Si se utilizan K unidades de materia prima y L unidades de trabajo, una compan˜´ıa
puede producir KL unidades de un producto dado. La materia prima se puede com-
prar a $4/unidad y la mano de obra a $1/unidad. Se dispone de un total de $8 para
comprar materia prima y mano de obra. ¿De que´ manera puede la empresa maximizar
la cantidad del producto fabricado?
Sea K las unidades de materia prima compradas y L las unidades de mano de
obra contratadas. Entonces el problema se puede plantear de la siguiente manera:
max z = KL
sujeto a
4K + L ≤ 8
K,L ≥ 0
Es fa´cil ver que la funcio´n z = KL es una funcio´n no lineal. La solucio´n o´ptima
a este problema se encuentra en K = 1, L = 4 y toma un valor ma´ximo de z = 4.
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3.3.4 Programacio´n dina´mica
Existe una serie de problemas cuyas soluciones pueden ser expresadas recursivamente
en te´rminos matema´ticos, y posiblemente la manera ma´s natural de resolverlos es
mediante un algoritmo recursivo. Sin embargo, el tiempo de ejecucio´n de la solucio´n
recursiva, normalmente de orden exponencial y por tanto impracticable, puede mejo-
rarse substancialmente mediante la programacio´n dina´mica [Guerequeta y Vallecillo,
2000]. En el disen˜o divide y vencera´s, para resolver un problema, se debe dividir en
subproblemas independientes, los cuales se resuelven de manera recursiva para com-
binar finalmente las soluciones y as´ı resolver el problema original. El inconveniente se
presenta cuando los subproblemas obtenidos no son independientes sino que existe so-
lapamiento entre ellos; entonces es cuando una solucio´n recursiva no resulta eficiente
por la repeticio´n de ca´lculos que conlleva. En estos casos es cuando la programacio´n
dina´mica nos puede ofrecer una solucio´n aceptable. La eficiencia de esta te´cnica con-
siste en resolver los subproblemas una sola vez, guardando sus soluciones en una tabla
para su futura utilizacio´n. La Programacio´n Dina´mica no so´lo tiene sentido aplicarla
por razones de eficiencia, sino porque adema´s presenta un me´todo capaz de resolver
de manera eficiente problemas cuya solucio´n ha sido abordada por otras te´cnicas y
han fracasado. La solucio´n de problemas mediante esta te´cnica se basa en el llamado
principio de o´ptimo enunciado por Bellman en 1957 y que dice: “En una secuencia
de decisiones o´ptima toda subsecuencia ha de ser tambie´n o´ptima”.
La programacio´n dina´mica se utiliza para resolver diversos problemas de optimiza-
cio´n. Por lo general, esta te´cnica llega a la solucio´n trabajando hacia atra´s, partiendo
del final del problema hacia el principio, por lo que un problema enorme e inmanejable
se convierte en una serie de problemas ma´s pequen˜os y manejables. Los problemas de
programacio´n dina´mica cumplen en general con las siguientes caracter´ısticas [Wins-
ton, 2005]:
• Es posible dividir el problema en etapas, y se requiere de una decisio´n en cada
etapa.
• Cada etapa se relaciona con una cierta cantidad de etapas, es decir, las decisiones
que se toman en una etapa dependen del estado obtenido en otras etapas.
• La decisio´n tomada en cualquier etapa describe el modo como el estado en la
etapa actual se transforma en el estado de la etapa siguiente.
• Dado el estado actual, la solucio´n o´ptima para cada una de las etapas restantes
no tiene que depender de los estados ya alcanzados o de las decisiones previas.
• Si los estados del problema se clasifican dentro de uno de T etapas, debe haber
una recursio´n que relacione el costo o la recompensa ganada durante las etapas
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t, t + 1, . . . , T con el costo o la recompensa ganada a partir de las etapas t +
1, t+ 2, . . . , T .
En grandes l´ıneas, el disen˜o de un algoritmo de programacio´n dina´mica consta de
los siguientes pasos:
1. Planteamiento de la solucio´n como una sucesio´n de decisiones y verificacio´n de
que e´sta cumple el principio de o´ptimo.
2. Definicio´n recursiva de la solucio´n.
3. Ca´lculo del valor de la solucio´n o´ptima mediante una tabla en donde se alma-
cenan soluciones a problemas parciales para reutilizar los ca´lculos.
4. Construccio´n de la solucio´n o´ptima haciendo uso de la informacio´n contenida
en la tabla anterior.
La programacio´n dina´mica es un enfoque general para la solucio´n de problemas
en los que es necesario tomar decisiones en etapas sucesivas. Las decisiones tomadas
en una etapa condicionan la evolucio´n futura del sistema, afectando a las situacio-
nes en las que el sistema se encontrara´ en el futuro (denominadas estados), y a las
decisiones que se planteara´n en el futuro. Conviene resaltar que a diferencia de la
programacio´n lineal, el modelado de problemas de programacio´n dina´mica no sigue
una forma esta´ndar. As´ı, para cada problema sera´ necesario especificar cada uno de
los componentes que caracterizan un problema de programacio´n dina´mica. El proce-
dimiento general de resolucio´n de estas situaciones se divide en el ana´lisis recursivo
de cada una de las etapas del problema, en orden inverso, es decir comenzando por
la u´ltima y pasando en cada iteracio´n a la etapa antecesora. El ana´lisis de la primera
etapa finaliza con la obtencio´n del o´ptimo del problema. Un ejemplo cla´sico de un
problema que puede resolverse eficientemente mediante la programacio´n dina´mica es
el ca´lculo del ene´simo te´rmino de la sucesio´n de Fibonacci.
3.3.5 Algoritmos gene´ticos
Los algoritmos gene´ticos se presentan con mayor detalle en la seccio´n 2.4. Los al-
goritmos gene´ticos son algoritmos matema´ticos de optimizacio´n de propo´sito general
basados en mecanismos naturales de seleccio´n y gene´tica, proporcionando excelentes
soluciones a problemas complejos con gran nu´mero de para´metros. Son considerados
una herramienta muy poderosa de optimizacio´n que puede ser usada para resolver
una gran nu´mero de problemas dif´ıciles con gran eficiencia y exactitud, basa´ndose en
la gene´tica natural y la teor´ıa de la evolucio´n de Darwin. Los algoritmos gene´ticos
usan operadores probabil´ısticos, en vez de los t´ıpicos operadores determin´ısticos de
las otras te´cnicas.
3.3. ALGORITMOS DE OPTIMIZACIO´N 81
En la naturaleza los individuos de una poblacio´n compiten entre s´ı en la bu´squeda
de recursos tales como comida, agua y refugio. Incluso, los miembros de una misma
especie compiten a menudo en la bu´squeda de un compan˜ero. Aquellos individuos que
tienen ma´s e´xito en sobrevivir y en atraer compan˜eros tienen mayor probabilidad de
generar un gran nu´mero de descendientes. Por el contrario, individuos poco dotados
producira´n un menor nu´mero de descendientes. Esto significa que los genes de los
individuos mejor adaptados se propagara´n en sucesivas generaciones hacia un nu´mero
de individuos creciente. La combinacio´n de buenas caracter´ısticas provenientes de
diferentes ancestros, puede a veces producir descendientes superiores, cuya adaptacio´n
es mucho mayor que la de cualquiera de sus ancestros. De esta manera, las especies
evolucionan logrando unas caracter´ısticas cada vez mejor adaptadas al entorno en el
que viven.
Los algoritmos gene´ticos usan una analog´ıa directa con el comportamiento natu-
ral. Trabajan con una poblacio´n de individuos, cada uno de los cuales representa
una solucio´n factible a un problema dado. A cada individuo se le asigna un valor o´
puntuacio´n, relacionado con la calidad de dicha solucio´n. En la naturaleza esto equi-
valdr´ıa al grado de efectividad de un organismo para competir por unos determinados
recursos. Cuanto mayor sea la adaptacio´n de un individuo al problema, mayor sera´
la probabilidad de que el mismo sea seleccionado para reproducirse, cruzando su ma-
terial gene´tico con otro individuo seleccionado de igual forma. Este cruce producira´
nuevos individuos, descendientes de los anteriores, los cuales comparten algunas de las
caracter´ısticas de sus padres. Cuanto menor sea la adaptacio´n de un individuo, menor
sera´ la probabilidad de que dicho individuo sea seleccionado para la reproduccio´n, y
por tanto de que su material gene´tico se propague en sucesivas generaciones. De esta
manera se produce una nueva poblacio´n de posibles soluciones, la cual reemplaza a
la anterior y verifica la interesante propiedad de que contiene una mayor proporcio´n
de buenas caracter´ısticas en comparacio´n con la poblacio´n anterior. As´ı a lo largo
de las generaciones las buenas caracter´ısticas se propagan a trave´s de la poblacio´n.
Favoreciendo el cruce de los individuos mejor adaptados, van siendo exploradas las
a´reas ma´s prometedoras del espacio de bu´squeda. Si el algoritmo gene´tico ha sido
bien disen˜ado, la poblacio´n converge hacia una solucio´n o´ptima del problema.
Los algoritmos gene´ticos no necesitan conocimientos espec´ıficos sobre el problema
que intentan resolver y operan de forma simulta´nea con varias soluciones, en vez de
trabajar de forma secuencial como las te´cnicas tradicionales, por lo que resulta suma-
mente fa´cil ejecutarlos en las modernas arquitecturas paralelas. Cuando se usan para
problemas de optimizacio´n, resultan normalmente menos afectados por los ma´ximos
locales que las te´cnicas tradicionales. Sin embargo, se debe tener mucho cuidado al
hacer uso de ellos, puesto que pueden tardar mucho en converger, o no converger en
absoluto, dependiendo en cierta medida de los para´metros y operadores que se utili-
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cen, como el taman˜o de la poblacio´n, nu´mero de generaciones, operadores de cruce,
etc.
3.3.6 Algoritmos de bu´squeda
La mayor´ıa de problemas de optimizacio´n significativos son de complejidad NP-Duros.
Este tipo de problemas no es posible enfrentarlos con te´cnicas determin´ısticas de
enumeracio´n, es decir enumerando todas las posibles soluciones para encontrar la
mejor, sino que debemos utilizar te´cnicas de bu´squeda y aproximacio´n, como las que
se muestran a continuacio´n.
Bu´squeda aleatoria
La bu´squeda aleatoria es el me´todo ma´s ba´sico de bu´squeda para problemas de op-
timizacio´n. La bu´squeda aleatoria pura consiste en generar aleatoriamente un gran
nu´mero de soluciones a un problema de optimizacio´n y seleccionar la mejor de ellas.
La bu´squeda aleatoria es aplicable pra´cticamente a cualquier problema de optimiza-
cio´n, gracias a la facilidad de implementacio´n que representa y los pocos supuestos
que necesita. El esquema ba´sico se observa en el algoritmo 6 para un problema de
minimizacio´n. Este algoritmo consiste ba´sicamente en generar N soluciones aleatorias
que se evalu´an segu´n la funcio´n objetivo o funcio´n de costo y si este valor es mejor
que el o´ptimo actual, se toma dicha solucio´n como la nueva solucio´n o´ptima.
Algoritmo 6 Bu´squeda aleatoria
1: generar S0
2: C0 = costo(S0)
3: Sopt = S0
4: Copt = C0
5: k = 1
6: mientras k ≤ N hacer
7: generar Sk
8: Ck = costo(Sk)
9: si Ck < Copt entonces
10: Sopt = Sk
11: Copt = Ck
12: fin si
13: k = k + 1
14: fin mientras
15: devolver Sopt
El me´todo de generacio´n de soluciones aleatorias puede variar con cada problema,
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aunque por lo general se usan nu´meros aleatorios con distribucio´n uniforme para
garantizar que no se da preferencia a ningu´n tipo de solucio´n.
Bu´squeda local
La bu´squeda local es uno de los me´todos de optimizacio´n ma´s sencillos y antiguos. A
pesar de su simpleza, ha sido u´til con una gran variedad de aplicaciones. El algoritmo
como lo plantean Sait y Youssef [1999] inicia con una solucio´n factible inicial S0 ∈ Ω
y utiliza una subrutina mejorar para buscar una mejor solucio´n en el vecindario de
S0. Si se encuentra una mejor solucio´n S1 ∈ ℵ(S0), entonces la bu´squeda continu´a en
el vecindario ℵ(S1) de la nueva solucio´n. El algoritmo termina cuando encuentra el
o´ptimo local SN . El esquema ba´sico se observa en el algoritmo 7. Este algoritmo parte
de una solucio´n inicial S0, la cual, mediante la rutina mejorar, busca en el vecindario
una mejor solucio´n, sobre la cual se analiza un nuevo vecindario para encontrar una
nueva mejor solucio´n, y as´ı sucesivamente hasta que no se encuentre una solucio´n
mejor en el vecindario de la solucio´n actual. La rutina mejorar se comporta de
acuerdo con la siguiente definicio´n.
mejorar(S) =
{
T ∈ ℵ(S) si el costo(T ) < costo(S)
nulo si no sucede as´ı
Algoritmo 7 Bu´squeda local
Entrada: S0
Salida: Sopt
1: S2 = S0
2: repetir
3: S1 = S2
4: S2 = mejorar(S1)
5: hasta que S2 = nulo
6: devolver S1
La calidad de la solucio´n obtenida por este me´todo depende principalmente de
tres aspectos claves:
1. La solucio´n inicial utilizada.
2. La eleccio´n o definicio´n del vecindario de una solucio´n.
3. El me´todo de bu´squeda sobre el vecindario (i.e. la funcio´n mejorar).
Por ejemplo, como solucio´n inicial se puede utilizar una buena solucio´n obtenida
por algu´n otro me´todo, una solucio´n completamente aleatoria o incluso correr varias
simulaciones con diferentes soluciones iniciales y escoger la mejor solucio´n global que
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se encuentre. La eleccio´n del vecindario requiere de una buena eleccio´n de la funcio´n
de perturbacio´n. De aqu´ı se deriva el taman˜o del vecindario y por ende la velocidad de
ejecucio´n del algoritmo y la calidad de la solucio´n. La decisio´n normalmente se toma
tras analizar diferentes experimentos. La subrutina mejorar puede explorar todo un
vecindario para escoger la mejor solucio´n o simplemente retornar la primera solucio´n
que mejore la anterior. Nuevamente, la decisio´n suele hacerse de manera emp´ırica.
El principal problema de la bu´squeda local radica en la dificultad de poder elegir
correctamente los 3 elementos mencionados. De manera especial, la seleccio´n de la
solucio´n inicial puede llevarnos a resultados muy diferentes para problemas altamente
complejos.
Recocido simulado
El algoritmo de recocido simulado (temple simulado, o en ingle´s, simulated annealing
-SA) es uno de los me´todos iterativos ma´s utilizados en la solucio´n de problemas de
optimizacio´n. La principal caracter´ıstica del me´todo es que tiene una probabilidad de
aceptar soluciones menos buenas que la anterior, lo que le permite salir de mı´nimos
locales para encontrar mejores soluciones. Esta probabilidad var´ıa en cada iteracio´n,
de acuerdo con un concepto denominado la temperatura, que se deriva de la analog´ıa
con el proceso f´ısico del temple del acero. Es un algoritmo de bu´squeda meta-heur´ıstica
para problemas de optimizacio´n global, es decir, encontrar una buena aproximacio´n
al o´ptimo global de una funcio´n en un espacio de bu´squeda grande.
El nombre e inspiracio´n viene del proceso de templado del acero, una te´cnica que
consiste en calentar y luego enfriar de forma controlada un material para aumentar el
taman˜o de sus cristales y reducir sus defectos. El calor causa que los a´tomos se salgan
de sus posiciones iniciales (un mı´nimo local de energ´ıa) y se muevan aleatoriamente;
el enfriamiento lento les da mayores probabilidades de encontrar configuraciones con
menor energ´ıa que la inicial.
En cada iteracio´n, el algoritmo considera algunos vecinos del estado actual S, y
probabil´ısticamente decide entre cambiar el sistema al estado S′ o quedarse en el
estado S. Las probabilidades se escogen para que el sistema tienda finalmente a
estados de menor energ´ıa. T´ıpicamente este paso se repite hasta que se alcanza un
estado suficientemente bueno para la aplicacio´n o hasta que se cumpla cierto tiempo
computacional dado. La probabilidad de hacer la transicio´n al nuevo estado S′ es
una funcio´n P (∆E, T ) de la diferencia de energ´ıa ∆E = E(S′) − E(S) entre los
dos estados, y de la variable T , llamada temperatura. Una cualidad importante del
me´todo es que la probabilidad de transicio´n P es siempre distinta de cero, au´n cuando
∆E sea positivo, es decir, el sistema puede pasar a un estado de mayor energ´ıa (peor
solucio´n) que el estado actual. Esta cualidad impide que el sistema se quede atrapado
en un o´ptimo local. Cuando la temperatura tiende al mı´nimo, la probabilidad tiende
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a cero asinto´ticamente. As´ı, cada vez el algoritmo acepta menos movimientos que
aumenten la energ´ıa. Si ∆E es negativo, es decir, la transicio´n disminuye la energ´ıa,
el movimiento es aceptado con probabilidad P = 1. Otra caracter´ıstica del algoritmo
es que la temperatura va disminuyendo gradualmente conforme avanza la simulacio´n.
Hay muchas maneras de disminuir la temperatura, siendo la ma´s usual la exponencial,
do´nde T disminuye por un factor α < 1 en cada paso.
Un algoritmo general de recocido simulado puede plantearse como se muestra en
el algoritmo 8. Los datos iniciales y para´metros a ser definidos para poder inicializar
el algoritmo, son:
Temperatura inicial (T0) La temperatura inicial T0 debe ser una temperatura que
permita casi todo movimiento, es decir que la probabilidad de pasar del estado
i al j (en ℵ(i)) sea muy alta, sin importar la diferencia c(j)− c(i). Esto es que
el sistema tenga un alto grado de libertad. En problemas como TSP, donde el
input son los nodos de un grafo y las soluciones posibles son distintas formas
de recorrer estos nodos, pude tomarse T0 proporcional a la ra´ız cuadrada de la
cantidad de nodos. En general se toma un valor T0 que se cree suficientemente
alto y se observa la primera etapa para verificar que el sistema tenga un grado
de libertad y en funcio´n de esta observacio´n se ajusta T0.
Solucio´n inicial (i0) La solucio´n factible inicial que llamamos i0 deber´ıa ser una
solucio´n tomada al azar del conjunto de soluciones factibles. En algunos pro-
blemas esto puede hacerse utilizando nu´meros aleatorios provistos por una ma-
quina, pero en muchos casos ya es problema´tico encontrar una solucio´n, por lo
que es imposible tomar una al azar. En estos casos se implementa un algoritmo
greedy tipo bu´squeda local para buscar una solucio´n factible y se toma esta
como i0.
Funcio´n entorno (ℵ(i)) Al igual que en el algoritmo de bu´squeda local, la seleccio´n
de un vecindario de una solucio´n es muy importante para que el algoritmo
funcione correctamente. Por lo general, el vecindario depende de cada problema,
y se genera mediante pequen˜os cambios en la solucio´n.
Factor de enfriamiento Por lo general se toma un factor de enfriamiento geome´trico
del tipo T1 = αT0, con α < 1, muy cercano a 1.
Criterio de cambio de la temperatura Se usan dos para´metros: K = cantidad
de iteraciones que estamos dispuestos a hacer en cada etapa (equivalente a la
cantidad de tiempo que vamos a esperar a que el sistema alcance su equilibrio
te´rmico para una temperatura T ); A= cantidad de aceptaciones que se permiten
hacer en cada etapa. A medida que T disminuye se supone que al sistema le
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resulta ma´s dif´ıcil alcanzar un equilibrio porque es ma´s dificultoso el movimiento,
entonces hay que esperar ma´s tiempo, esto se traduce en aumentar K.
Criterio de parada En general se utiliza un para´metro de congelamiento. Como a
medida que disminuye la temperatura, aumenta el para´metro K y A permanece
constante, la proporcio´n A/K se hace pequen˜a. Asumimos que si A/K < ² el
sistema esta´ congelado (la cantidad de aceptaciones respecto de la cantidad de
iteraciones es muy chica).
Algoritmo 8 Recocido Simulado
Entrada: S0, T0, K0
1: Sopt = S0
2: T = T0
3: K = K0
4: mientras A/K > ² hacer
5: mientras k < K & a < A hacer
6: generar Sak en ℵ(Sopt)
7: si C(Sak)− C(Sopt) < 0 entonces
8: Sopt = Sak
9: a = a+ 1
10: si no
11: r = aleatorio()
12: si r < e(C(Sopt)−C(Sak))/T entonces
13: Sopt = Sak
14: a = a+ 1
15: fin si
16: fin si
17: k = k + 1
18: fin mientras
19: T = αT
20: K = ρK
21: a = 0
22: k = 0
23: fin mientras
24: devolver Sopt
Bu´squeda tabu´
Entre los distintos me´todos heur´ısticos de resolucio´n de problemas combinatorios sur-
ge, en un intento de dotar de inteligencia a los algoritmos de bu´squeda local, el
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algoritmo de bu´squeda tabu´ (o TS, de sus siglas del ingle´s Tabu Search), desarrollada
por Fred Glover en 1986. La bu´squeda tabu´, a diferencia de otros algoritmos basa-
dos en te´cnicas aleatorias de bu´squeda de soluciones cercanas, se caracteriza porque
utiliza una estrategia basada en el uso de estructuras de memoria para escapar de los
o´ptimos locales, en los que se puede caer al moverse de una solucio´n a otra por el
espacio de soluciones. Este algoritmo se dota, por tanto, de una memoria donde se
almacenan los u´ltimos movimientos realizados, y que puede ser utilizada para recor-
dar aquellos movimientos que hacen caer de nuevo en soluciones ya exploradas. La
bu´squeda tabu´ es un me´todo matema´tico de optimizacio´n que hace parte de la clase
de te´cnicas de bu´squeda local. La bu´squeda tabu´ mejora el desempen˜o del me´todo
de bu´squeda local al utilizar estructuras de memoria. Una vez se determina una so-
lucio´n potencial, e´sta se marca como tabu´, de manera que el algoritmo no visite dicha
posibilidad repetidamente.
La bu´squeda tabu´ es un meta-heur´ıstico que puede ser utilizado para resolver pro-
blemas de optimizacio´n combinatoria como el TSP. El algoritmo utiliza una bu´squeda
local o de vecindario para moverse iterativamente de una solucio´n S a una solucio´n
S′ en el vecindario de S (ℵ(S)), hasta satisfacer algu´n criterio de parada. Para evitar
caer en mı´nimos locales, la bu´squeda tabu´ utiliza estructuras de memoria con las que
se determinan las soluciones admitidas en ℵ(S). La lista tabu´, en su forma ma´s sim-
ple, es una memoria de corto plazo que contiene las soluciones que han sido visitadas
recientemente (en las u´ltimas n iteraciones). El algoritmo excluye estas soluciones del
vecindario ℵ(S). Un algoritmo ba´sico de bu´squeda tabu´ [Zolfaghari y Liang, 2002] se
presenta en el algoritmo 9.
Adema´s del uso de una lista tabu´, la bu´squeda tabu´ introduce los conceptos de
intensificacio´n y diversificacio´n en los algoritmos de bu´squeda. La idea detra´s del
concepto de intensificacio´n es que se debe explorar ma´s a fondo en partes del espacio
de bu´squeda que parecen ma´s prometedoras para asegurarse de encontrar las mejores
soluciones de dichas a´reas. As´ı, se pasa algu´n tiempo intensificando la bu´squeda en
una misma regio´n, antes de pasar a un espacio de solucio´n ma´s lejano. Por otro
lado, el concepto de diversificacio´n pretende evitar que el algoritmo caiga en o´ptimos
locales, forzando al algoritmo a buscar en a´reas inexploradas del espacio de bu´squeda,
basado en una memoria de largo plazo. La correcta definicio´n de estos dos elementos
es un punto cr´ıtico en el desempen˜o del algoritmo.
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Algoritmo 9 Bu´squeda Tabu´
1: Inicializacio´n. Leer el taman˜o de la lista tabu´ (lT ) y el intervalo de diversificacio´n
(iD). Iteracio´n t = 0.
2: Solucio´n inicial. Generar una solucio´n inicial y calcular el valor de la funcio´n
objetivo. Hacer la solucio´n actual y el o´ptimo global iguales a la solucio´n inicial.
3: Generacio´n de vecindario. Generar todas las posibles soluciones del vecindario
mediante pequen˜os cambios en la actual. Calcular los valores de la funcio´n obje-
tivo.
4: Bu´squeda en el vecindario. Escoger la mejor solucio´n no-tabu´ en el vecindario
como solucio´n candidata. Si el valor de la solucio´n candidata es mejor que el
o´ptimo global, hacer o´ptimo global igual a la solucio´n candidata.
5: Aspiracio´n. Si no se puede seleccionar una nueva solucio´n, ignorar la lista tabu´ y
seleccionar como candidata a la mejor solucio´n del vecindario.
6: Actualizar lista tabu´. Agregar la solucio´n actual a la lista tabu´. Si la lista tiene
lT elementos, eliminar el ma´s antiguo.
7: Mover. Hacer la solucio´n actual igual a la solucio´n candidata e incrementar el
contador de iteraciones.
8: Diversificacio´n. Si t mod iD = 0, se cumplio´ el intervalo de diversificacio´n, enton-
ces ir a paso 2, si no, ir al paso 9.
9: Terminacio´n. Si se cumplen el criterio de parada, terminar, si no, ir al paso 3.
Cap´ıtulo 4
Caso de estudio
Como ya se ha dicho anteriormente, el problema estudiado durante este proyecto
es el problema de corte en una dimensio´n, aplicado espec´ıficamente a la industria
de carto´n, para la automatizacio´n y optimizacio´n del proceso de corte de carto´n
para elaborar cajas. En general, el problema de corte [Yen et al., 2004] (roll-trim o
cutting-stock) es un problema de programacio´n entera donde el objetivo principal es
recortar productos de algu´n material (e.g. papel, carto´n, tela) de diferentes taman˜os
a partir de un rollo o una la´mina larga, con el fin de cumplir las o´rdenes o pedidos
realizados por los clientes. Los pedidos se hacen por diferentes cantidades y con
distintas dimensiones del producto, por lo cual un grupo de pedidos generalmente se
ejecuta con desperdicio de una parte del material. El esquema o´ptimo de corte es el
que minimiza el desperdicio de material. El planteamiento del problema se hace bajo
las condiciones y restricciones propias del modelo espec´ıfico de una empresa.
4.1 Planteamiento del problema
Se cuenta con la´minas de carto´n de un ancho espec´ıfico y una longitud que para
efectos del planteamiento teo´rico se considera infinita. A partir de estas la´minas se
deben recortar recta´ngulos para armar cajas de diferentes taman˜os, segu´n los pedidos
realizados por los clientes. Los n pedidos de cajas se especifican con el ancho Wi
(width) y largo Hi (height) del recta´ngulo, as´ı como el nu´mero de cajas requeridas Qi
(quantity) y un co´digo de identificacio´n para distinguir cada pedido i = 1, 2, . . . , n.
Los pedidos se introducen al sistema para generar los patrones j = 1, 2, . . . ,m
que se utilizan para cortar el material. Un patro´n de corte consiste en fijar en una
cierta posicio´n las cuchillas de la cizalla (ma´quina de corte) para obtener tiras de
carto´n con anchos espec´ıficos, y se define mediante los co´digos de identificacio´n de los
dos pedidos que hacen parte del patro´n y el nu´mero de tiras de cada pedido que lo
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conforman. Con el patro´n seleccionado se recorta la la´mina en tiras de anchos Wi y
Wi′ de los pedidos i e i′. Los cortes transversales sobre las tiras resultantes en este
proceso son realizados por una ma´quina diferente y no hacen parte del problema de
optimizacio´n. La primera ma´quina, cuya programacio´n se desea optimizar, cuenta
con 7 cuchillas que generan un ma´ximo de 6 tiras de carto´n por corte y eliminan los
sobrantes o desperdicio T (trim-loss). Por las restricciones f´ısicas de la ma´quina, las
6 tiras recortadas en cualquier momento solo pueden ser de 2 anchos diferentes. El
proceso de corte se ilustra en la figura 4.1.
Figura 4.1: Problema de corte unidimensional.
Para realizar el cambio de un patro´n de corte a otro diferente se requiere detener la
cizalla y cambiar la posicio´n de las cuchillas, proceso que toma un tiempo considerable
y en el cual se suspende el proceso de corte. Por otro lado, en este sector industrial
las cantidades ordenadas por los clientes permiten un margen de error del 10%; es
decir, se puede entregar al cliente cualquier cantidad de cajas entre el 90% y 110% de
la cantidad ordenada.
El problema consiste entonces en minimizar el desperdicio de carto´n y los cambios
de posicio´n de las cuchillas, organizando de la mejor manera posible los pares de
cajas que se programara´n en la ma´quina. Denominamos programacio´n al proceso
que se realiza para fijar la posicio´n de las cuchillas en la ma´quina. Para ello vamos
a encontrar el valor xj correspondiente a los cent´ımetros de la´mina que se procesan
con cada patro´n j para minimizar el costo asociado al desperdicio de material y al
tiempo muerto (ecuacio´n 4.1). A la cantidad total que vamos a hallar le asignamos
la inco´gnita X = (x1, x2, . . . , xm) correspondiente a los m patrones procesados en
una programacio´n. La cantidad procesada de cada pedido debe estar entre un 90% y
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110% del pedido (ecuacio´n 4.2), y cada patron definido debe ajustarse al anchoWmax
de la la´mina (ecuacio´n 4.3). El modelo matema´tico que planteamos es el siguiente:
minCT
m∑
j=1
Tjxj + CD
m∑
j=1
δ(xj) (4.1)
Sujeto a las restricciones:
0.9HQi ≤
m∑
j=1
aijxj ≤ 1.1HQi (para i = 1, 2, . . . , n) (4.2)
n∑
i=1
aijWi ≤Wmax (para j = 1, 2, . . . ,m) (4.3)
aij ≥ 0 (4.4)
xj ≥ 0 (4.5)
Donde:
i Representa un pedido. i = 1, 2, . . . , n.
j Representa un patro´n. j = 1, 2, . . . ,m.
aij Elementos de pedido i en el patro´n j.
xj Cent´ımetros de la´mina procesados con el patro´n j.
Tj Cent´ımetros de desperdicio en el patro´n j.
Wi Ancho del pedido i.
Wmax Ancho ma´ximo de las la´minas de carto´n.
HQi Total de cent´ımetros necesarios para armar Q cajas del pedido i con largo H.
CT Costo por cent´ımetro cuadrado de desperdicio.
CD Costo por cambio de posicio´n en las cuchillas para procesar un nuevo patro´n.
δ(xj) =
{
1 si se usa el patro´n j
0 si no se usa
4.2 Solucio´n mediante programacio´n lineal
Como un primer acercamiento a la solucio´n del problema se ha utilizado la progra-
macio´n lineal con diferentes modelos del problema, que var´ıan segu´n la formulacio´n
de la funcio´n objetivo y las restricciones.
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4.2.1 Primera formulacio´n - Me´todo PL1
Como primera formulacio´n del problema en forma de programacio´n lineal, definimos
el siguiente modelo, con el que se pretende minimizar el desperdicio total (ecuacio´n
4.6), restringiendo la programacio´n de todos los pedidos a estar entre un 90% y un
110% del total de la orden.
min
m∑
j=1
Tjxj (4.6)
sujeto a
a11x1 + a12x2 + · · ·+ a1mxm ≤ 1.1HQ1
a21x1 + a22x2 + · · ·+ a2mxm ≤ 1.1HQ2
...
an1x1 + an2x2 + · · ·+ anmxm ≤ 1.1HQn
−a11x1 − a12x2 − · · · − a1mxm ≤ −0.9HQ1
−a21x1 − a22x2 − · · · − a2mxm ≤ −0.9HQ2
...
−an1x1 − an2x2 − · · · − anmxm ≤ −0.9HQn
x1, x2, . . . , xm ≥ 0
donde adema´s
n∑
i=1
aijWi ≤Wmax (para j = 1, 2, . . . ,m) (4.7)
El procedimiento ba´sico utilizado en esta primera formulacio´n se presenta en el
algoritmo 10. En primera instancia se cargan los datos de entrada correspondientes
al ancho ma´ximo (Wmax) de las la´minas de carto´n y la informacio´n sobre los pedidos
de los clientes, incluyendo el co´digo de identificacio´n (ID), el ancho (W ), el largo (H)
y la cantidad de cajas pedidas (Q). A partir de este arreglo se puede saber fa´cilmente
el nu´mero total de pedidos, n. Teniendo estos datos se generan la matriz A y los
vectores T y b utilizados en el planteamiento del problema de programacio´n lineal.
La matriz A corresponde a los coeficientes de las restricciones, donde cada elemento
aij representa el nu´mero de tiras del pedido i que se generan al utilizar el patro´n j.
El vector b corresponde al vector del lado derecho de las restricciones. En este caso,
cada restriccio´n i se refiere al total de cent´ımetros Pi = ai1x1+ai2x2+· · ·+aimxm que
deben procesarse del pedido i, el cual como se explico´ anteriormente, debe cumplir el
total de la orden (expresado en cent´ımetros como HQi) con un margen de error del
10%, es decir, 0.9HQi ≤ Pi ≤ 1.1HQi. Como el problema debe llevarse a la forma
general de un problema de programacio´n lineal, todas las restricciones deben ser de la
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forma ≤, por lo cual se debe tener dos restricciones para cada pedido, una de la forma
Pi ≤ 1.1HQi, y otra de la forma −Pi ≤ −0.9HQi, equivalente a tener Pi ≥ 0.9HQi.
Finalmente, el vector T corresponde al vector de coeficientes de la funcio´n objetivo,
que en nuestro caso representa el desperdicio lineal Tj generado por cada patro´n j,
y al ser multiplicado por la cantidad de cent´ımetros procesados con dicho patro´n, se
obtiene el desperdicio total en cent´ımetros cuadrados.
Algoritmo 10 Programacio´n Lineal - primera formulacio´n.
Entrada: pedidos(ID,W,H,Q), Wmax
1: n = count(pedidos)
2: generar T , A y b (* rutina para generar las matrices necesarias *)
3: X = linprog(T,A, b) (* resolver el problema de programacio´n lineal *)
4: devolver X
Para llevar a cabo la rutina generar que se ejecuta en la segunda l´ınea del algoritmo
se han evaluado dos opciones. En la primera opcio´n, que se muestra en el algoritmo 11,
se producen todas las posibles combinaciones de pedidos va´lidas para formar patrones
cuyo ancho sea menor o igual al ancho ma´ximo de la la´mina. En este caso, el total
de patrones generados y que pueden ser utilizados es cercano a 6n2. Por ejemplo, en
el caso de tener 100 pedidos que deben ser programados, este me´todo genera 59900
patrones posibles, de los cuales en la solucio´n o´ptima con el menor desperdicio se
utilizan 12000.
Como segunda opcio´n, con el objetivo de acotar el problema, se utilizaron u´nica-
mente m = n(n + 1)/2 patrones, correspondientes a la mejor combinacio´n (mı´nimo
desperdicio) que se puede lograr con cada par de pedidos. Es decir, de todos los
posibles patrones que se puedan formar con dos pedidos espec´ıficos, se toma el que
tenga el menor desperdicio. Mediante esta aproximacio´n se reduce bastante el nu´mero
de patrones generados, y a su vez, el nu´mero de patrones utilizados. En este caso,
para el mismo ejemplo de 100 pedidos, se generan 5050 patrones, los cuales se utilizan
todos en la solucio´n o´ptima. Adema´s, el porcentaje total de desperdicio es muy similar
con los dos me´todos.
Independiente del me´todo de generacio´n para T, A y b, con este me´todo se en-
cuentra siempre una combinacio´n que minimiza el desperdicio de carto´n, sujeto a
cumplir con la totalidad de los pedidos dentro del margen permitido. Sin embargo,
los resultados obtenidos no fueron del todo satisfactorios, ya que se esta´ obligando al
sistema a programar el total de los pedidos de los clientes en una sola corrida, cuando
en realidad los pedidos de los clientes no tienen que ser todos evacuados de inmediato,
y podr´ıan en cambio dejarse algunos pedidos pendientes, a la espera que puedan pro-
gramarse posteriormente cuando nuevas o´rdenes ingresen al sistema. Debido a esta
restriccio´n, el desperdicio en algunos de los patrones utilizados es inaceptablemente
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Algoritmo 11 Programacio´n Lineal - generar T,A, b - primer me´todo.
Entrada: pedidos(ID,W,H,Q), Wmax, n
1: t = 1
2: para i = 1 hasta n hacer
3: bi = 1.1 · pedidosi(H) · pedidosi(Q)
4: bn+i = −0.90 · pedidosi(H) · pedidosi(Q)
5: para j = i hasta n hacer
6: para k = 1 hasta 6 hacer
7: para l = 0 hasta 6− k hacer
8: Wcomb = k · pedidosi(W ) + l · pedidosj(W )
9: si Wmax ≥Wcomb entonces
10: Tt =Wmax −Wcomb
11: si i = j entonces
12: Ait = k + l
13: si no
14: Ait = k
15: Ajt = l
16: fin si
17: fin si
18: fin para
19: t = t+ 1
20: fin para
21: fin para
22: fin para
23: devolver T,A, b
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Algoritmo 12 Programacio´n Lineal - generar T,A, b - segundo me´todo.
Entrada: pedidos(ID,W,H,Q), Wmax, n
1: t = 1
2: para i = 1 hasta n hacer
3: bi = 1.1 · pedidosi(H) · pedidosi(Q)
4: bn+i = −0.90 · pedidosi(H) · pedidosi(Q)
5: para j = i hasta n hacer
6: para k = 1 hasta 6 hacer
7: para l = 0 hasta 6− k hacer
8: Wcomb = k · pedidosi(W ) + l · pedidosj(W )
9: si Wmax −Wcomb < Tt AND Wmax ≥Wcomb entonces
10: Tt =Wmax −Wcomb
11: si i = j entonces
12: Ait = k + l
13: si no
14: Ait = k
15: Ajt = l
16: fin si
17: fin si
18: fin para
19: fin para
20: t = t+ 1
21: fin para
22: fin para
23: devolver T,A, b
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elevado.
En otras palabras, con este planteamiento se programan todos los pedidos y se
busca el desperdicio mı´nimo. Sin embargo la solucio´n no es la mejor, ya que hay
pedidos que generan un gran desperdicio y se pueden dejar para ser programados des-
pue´s y de esta manera cumplir de momento los pedidos que dejan menor desperdicio.
Adema´s, al minimizar el desperdicio, la mayor´ıa de pedidos se programan cumpliendo
con el 90% de la cantidad pedida, lo que conlleva a una disminucio´n en las unidades
vendidas por la empresa, y por ende en las utilidades.
Para solucionar este problema se podr´ıa pensar que basta con restringir los pa-
trones a aquellos que tengan un desperdicio por debajo del l´ımite aceptable. Sin
embargo, si el resto del planteamiento permanece igual, no se puede asegurar que
exista siempre una respuesta para el problema de programacio´n lineal con las res-
tricciones y coeficientes que quedan, ya que el cumplimiento mı´nimo de cada pedido
puede que no siempre se cumpla, por lo que no es posible solucionarlo de esta manera.
Si por otro lado se suprime la restriccio´n del mı´nimo de cajas que se requieren para
cada pedido y se mantienen la restriccio´n del ma´ximo y la funcio´n de minimizacio´n
del desperdicio, entonces la respuesta obtenida ser´ıa X = 0, para todos los patrones,
ya que el mı´nimo desperdicio ocurre cuando no se utiliza ningu´n patro´n y no se hace
ningu´n corte.
Ejemplo
Para ilustrar el comportamiento de este me´todo, planteamos el siguiente ejemplo, con
una muestra de solamente 5 pedidos, como se muestra en la tabla 4.1. El me´todo de
generacio´n de patrones utilizados en este caso sera´ el segundo me´todo (algoritmo 12).
Para el ejemplo se asume un ancho ma´ximo de las la´minas, Wmax = 197cm.
Tabla 4.1: Ejemplo con 5 pedidos de cajas.
Pedido Ancho Largo Cantidad
1 65,2 114,3 4000
2 74,2 74,2 6000
3 108,9 96,9 2500
4 85,4 125,7 3000
5 48,1 131,9 5000
Al utilizar el segundo me´todo de generacio´n de patrones, podemos generar un
total de 15 patrones, m = n(n + 1)/2 = 5(6)/2 = 15. Los patrones generados
corresponden a la mejor combinacio´n (menor desperdicio) entre cada par de pedidos
y se pueden apreciar en la tabla 4.2. El significado de las columnas de la tabla es
el siguiente: Patro´n es el nu´mero de identificacio´n del patro´n, j = 1, 2, . . . ,m. Las
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columnas ID1 e ID2 hacen referencia al identificador de los dos pedidos utilizados
en cada patro´n. Q1 y Q2 son la cantidad de elementos de cada uno de estos pedidos
que conforman el patro´n. La u´ltima columna, denotada con T , son los cent´ımetros
lineales de desperdicio que se producen al utilizar cada patro´n. Por ejemplo, con el
patro´n 9, se recortan dos tiras con el ancho del pedido 2 (de 74,2cm) y una tira con el
ancho del pedido 5 (de 48,1cm), para un ancho total de 196,5cm que genera tan solo
0,5cm de desperdicio al ser utilizado.
Tabla 4.2: Patrones generados para el ejemplo de 5 pedidos.
Patro´n ID1 Q1 ID2 Q2 T
1 1 3 1 0 1,4
2 1 1 2 1 57,6
3 1 1 3 1 22,9
4 1 1 4 1 46,4
5 1 2 5 1 18,5
6 2 2 2 0 48,6
7 2 1 3 1 13,9
8 2 1 4 1 37,4
9 2 2 5 1 0,5
10 3 1 3 0 88,1
11 3 1 4 1 2,7
12 3 1 5 1 40,0
13 4 2 4 0 26,2
14 4 1 5 2 15,4
15 5 4 5 0 4,6
A partir de las tablas 4.1 y 4.2 se pueden construir la matriz A y los vectores T y
b. El planteamiento del problema de programacio´n lineal se presenta a continuacio´n.
Funcio´n objetivo:
min 1.4x1 + 57.6x2 + 22.9x3 + 46.4x4 + 18.5x5 + 48.6x6 + 13.9x7 + 37.4x8
+0.5x9 + 88.1x10 + 2.7x11 + 40x12 + 26.2x13 + 15.4x14 + 4.6x15
sujeto a
3x1 + 1x2 + 1x3 + 1x4 + 2x5 ≤ 1.1(457200)
1x2 + 2x6 + 1x7 + 1x8 + 2x9 ≤ 1.1(445200)
1x3 + 1x7 + 1x10 + 1x11 + 1x12 ≤ 1.1(242250)
1x4 + 1x8 + 1x11 + 2x13 + 1x14 ≤ 1.1(377100)
1x5 + 1x9 + 1x12 + 2x14 + 4x15 ≤ 1.1(659500)
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−3x1 − 1x2 − 1x3 − 1x4 − 2x5 ≤ −0.9(457200)
−1x2 − 2x6 − 1x7 − 1x8 − 2x9 ≤ −0.9(445200)
−1x3 − 1x7 − 1x10 − 1x11 − 1x12 ≤ −0.9(242250)
−1x4 − 1x8 − 1x11 − 2x13 − 1x14 ≤ −0.9(377100)
−1x5 − 1x9 − 1x12 − 2x14 − 4x15 ≤ −0.9(659500)
x1, x2, . . . , x15 ≥ 0
Con el problema planteado como programacio´n lineal, se puede utilizar cualquiera
de los muchos paquetes y herramientas que existen para resolver este tipo de pro-
blemas, todos ellos basados en el algoritmo S´ımplex, explicado en la seccio´n 2.3. En
nuestro caso hemos utilizado las funciones de Matlab. Despue´s de ejecutar el algorit-
mo, la solucio´n o´ptima que obtenemos es la que se presenta en la tabla 4.3. En dicha
tabla se muestra cada patro´n generado, el desperdicio T producido al ser utilizado
y el total de cent´ımetros X de carto´n que se deben procesar con cada patro´n para
minimizar el total de desperdicio. Como podemos apreciar, los patrones que menor
desperdicio generan son los ma´s utilizados (patrones 9, 1, 11 y 15), adema´s de los
patrones 13 y 14, los cuales producen un desperdicio mayor, pero fueron necesarios
para completar todas las o´rdenes. Se puede tambie´n observar que de los 15 patrones
generados, solamente fueron utilizados 6 en la solucio´n o´ptima.
Tabla 4.3: Primera solucio´n por PL para el ejemplo con 5 pedidos.
Patro´n T X
1 1,4 137160
2 57,6 0
3 22,9 0
4 46,4 0
5 18,5 0
6 48,6 0
7 13,9 0
8 37,4 0
9 0,5 244860
10 88,1 0
11 2,7 266470
12 40 0
13 26,2 20190
14 15,4 32530
15 4,6 70910
En la tabla 4.4 se muestra el cumplimiento de las o´rdenes que se obtiene mediante
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el uso de la solucio´n o´ptima encontrada. Se puede apreciar que todos los pedidos
se cumplen dentro del margen del 10% permitido. En este caso el porcentaje total
programado fue un 98% de la cantidad ordenada. En total se utilizaron 6 patrones y
el desperdicio de material es del 1.6%. Se observa tambie´n que los pedidos 1, 4, y 5
se cumplen en el 90% y los pedidos 2 y 3 se cumplen al 110%.
Tabla 4.4: Cumplimiento de las o´rdenes con la primera solucio´n por PL.
Pedido Ordenado Producido
1 4000 3600
2 6000 6600
3 2500 2750
4 3000 2700
5 5000 4500
Total 20500 20150
4.2.2 Segunda formulacio´n - Me´todo PL2
Buscando mejorar los resultados obtenidos en la primera aproximacio´n, se cambio´
la formulacio´n del problema y utilizamos nuevamente la programacio´n lineal para su
solucio´n. Esta vez suponemos que no es indispensable cumplir con todas las o´rdenes
en una sola corrida, puesto que mientras algunas o´rdenes son procesadas pueden
llegar nuevos pedidos de los clientes que permitan mejores combinaciones que los
iniciales. Con esta segunda formulacio´n se pretende maximizar la longitud de los
patrones programados en su totalidad (ecuacio´n 4.8), de tal manera que la cantidad
de unidades procesadas no supere el 110% de las pedidas, cumpliendo as´ı la mayor
cantidad posible de los pedidos. El planteamiento utilizado es el siguiente:
max
m∑
j=1
xj (4.8)
sujeto a
a11x1 + a12x2 + · · ·+ a1mxm ≤ 1.1HQ1
a21x1 + a22x2 + · · ·+ a2mxm ≤ 1.1HQ2
...
an1x1 + an2x2 + · · ·+ anmxm ≤ 1.1HQn
x1, x2, . . . , xn ≥ 0
En este caso se restringen los patrones utilizados a aquellos que produzcan un
desperdicio menor a un ma´ximo permitido, asegurando as´ı la minimizacio´n del des-
perdicio. Al comparar este me´todo con el anterior obtenemos una reduccio´n del
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desperdicio bastante significativa, gracias al preprocesamiento que se hace para selec-
cionar u´nicamente los patrones que produzcan un desperdicio inferior a un ma´ximo
permitido. El esquema general en este caso se comporta igual a la primera aproxima-
cio´n, planteada en el algoritmo 10. La rutina para generar la matriz A y el vector b
se muestra en el algoritmo 13.
Algoritmo 13 Programacio´n Lineal - segunda formulacio´n (generar pedidos).
Entrada: pedidos(ID,W,H,Q), Wmax, Wmin, n
1: t = 1
2: para i = 1 hasta n hacer
3: bi = 1.1 · pedidosi(H) · pedidosi(Q)
4: para j = i hasta n hacer
5: para k = 1 hasta 5 hacer
6: para l = 1 hasta 6− k hacer
7: Wcomb = k · pedidosi(W ) + l · pedidosj(W )
8: si Wmin ≤Wcomb AND Wmax ≥Wcomb entonces
9: Tt =Wmax −Wcomb
10: si i = j entonces
11: Ait = k + l
12: si no
13: Ait = k
14: Ajt = l
15: fin si
16: fin si
17: t = t+ 1
18: fin para
19: fin para
20: fin para
21: fin para
22: devolver A, b
Ejemplo
Para ilustrar el comportamiento de este me´todo hemos utilizado el mismo ejemplo
anterior, cuyos datos se muestran en la tabla 4.1. El ancho mı´nimo se ha establecido
en 192cm y el ancho ma´ximo se ha dejado en el mismo valor de 197cm, con lo cual
se establece un desperdicio ma´ximo de 5cm lineales, equivalente a un 2.5%. En la
tabla 4.5 se muestran los patrones que cumplen esta restriccio´n, correspondientes a
los patrones 1, 9, 11 y 15 del ejemplo anterior.
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Tabla 4.5: Patrones generados para el ejemplo de 5 pedidos.
Patro´n ID1 Q1 ID2 Q2 T
1 1 3 1 0 1,4
2 2 2 5 1 0,5
3 3 1 4 1 2,7
4 5 4 5 0 4,6
A partir de las tablas 4.1 y 4.5 se pueden construir la matriz A y el vector b. En
este caso no se utiliza el vectorT por la forma como se define la funcio´n objetivo, donde
todos los coeficientes son 1. Sin embargo, como el problema se presenta en forma de
maximizacio´n, debemos transformarlo en un problema general de programacio´n lineal.
Para ello, la funcio´n objetivo max f se sustituye por min−f , y y se resuelve como un
problema de minimizacio´n. El planteamiento del problema de programacio´n lineal se
presenta a continuacio´n.
Funcio´n objetivo:
min−x1 − x2 − x3 − x4 (4.9)
sujeto a
3x1 + 0x2 + 0x3 + 0x4 ≤ 1.1(457200)
0x1 + 2x2 + 0x3 + 0x4 ≤ 1.1(445200)
0x1 + 0x2 + 1x3 + 0x4 ≤ 1.1(242250)
0x1 + 0x2 + 1x3 + 0x4 ≤ 1.1(377100)
0x1 + 1x2 + 0x3 + 4x4 ≤ 1.1(659500)
x1, x2, . . . , x15 ≥ 0
Con el problema planteado como programacio´n lineal, podemos nuevamente utili-
zar una herramienta para resolverlo automa´ticamente. Despue´s de ejecutar el algorit-
mo, la solucio´n o´ptima que obtenemos es la mostrada en la tabla 4.6. Como podemos
apreciar, los 4 patrones generados fueron utilizados.
Tabla 4.6: Segunda solucio´n por PL para el ejemplo con 5 pedidos.
Patro´n T X
1 1,4 167640
2 0,5 244860
3 2,7 266470
4 4,6 120150
En la tabla 4.7 se muestra el cumplimiento de las o´rdenes que se obtiene mediante
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el uso de la solucio´n o´ptima encontrada. Se puede apreciar que en este caso no to-
dos los pedidos se cumplen dentro del margen del 10% permitido, ya que del pedido
nu´mero 4 se produce so´lo un 70% de las unidades ordenadas, dejando 880 unidades
pendientes para una posterior programacio´n. En este caso el porcentaje total progra-
mado fue un 104% de la cantidad ordenada. En total se utilizaron 4 patrones y el
desperdicio de material es del 1.05%. Adema´s, los cuatro pedidos que se finalizan se
esta´n cumpliendo al 110%.
Tabla 4.7: Cumplimiento de las o´rdenes con la segunda solucio´n por PL.
Pedido Ordenado Producido Pendiente
1 4000 4400 0
2 6000 6600 0
3 2500 2750 0
4 3000 2120 880
5 5000 5500 0
Total 20500 21370 880
Con este ejemplo, el segundo me´todo presenta algunas ventajas frente al primero.
En primer lugar, el nu´mero de patrones utilizados es menor, haciendo uso de cuatro
patrones frente a seis que se utilizaron con el primer acercamiento. Menos patrones
utilizados significan menos cambios en la configuracio´n de la cizalla, y por tanto,
mayor tiempo de produccio´n sin detener la ma´quina. En segundo lugar, la cantidad
total de unidades producidas es mayor en el segundo caso. Aunque es de esperar que
no siempre el total producido sea mayor con este me´todo que con el primero, lo que
s´ı podemos esperar es que cada pedido se intenta programar al ma´ximo permitido,
es decir al 110% para maximizar la produccio´n, mientras que en el primer caso se
programa cercano al mı´nimo permitido, el 90%, con el fin de minimizar el desperdicio
total. Finalmente, la ventaja ma´s importante que arroja este ejemplo para el segundo
me´todo es que el desperdicio total se ha reducido del 1.60% al 1.05%, lo cual en este
caso equivale aproximadamente a 76m2 de material.
4.3 Solucio´n mediante algoritmos gene´ticos
Los algoritmos gene´ticos [Coley, 1999] son me´todos de optimizacio´n nume´rica inspira-
dos en la gene´tica, disen˜ados en los an˜os setenta por John Holland. Su funcionamiento
se basa en la evolucio´n y la biolog´ıa. Estos algoritmos obtienen la solucio´n mediante
la evolucio´n de una poblacio´n de individuos sometida a acciones aleatorias semejantes
a las que actu´an en la evolucio´n biolo´gica (seleccio´n natural, combinacio´n gene´tica
y mutaciones). Aunque la solucio´n encontrada mediante programacio´n lineal parece
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buena, no se tienen en cuenta todas las variables que se deben optimizar: minimizar
los cambios de cuchillas, minimizar el desperdicio y maximizar el cumplimiento de
pedidos sin incurrir en excesos de produccio´n sobre el margen de 10% permitido. Con
este fin, hemos decidido hacer uso de los Algoritmos Gene´ticos, para buscar una so-
lucio´n ma´s cercana a las condiciones reales del problema, donde se tengan en cuenta
todas las variables mencionadas.
4.3.1 Primera formulacio´n - Me´todo AG1
La representacio´n que hemos definido para los individuos tiene la misma estructura
que la utilizada en la programacio´n lineal, es decir un vector X = (x1, x2, . . . , xm) ,
donde cada xj representa la cantidad en cent´ımetros de la´mina que se van a recortar
siguiendo el patro´n j. Los patrones esta´n restringidos al igual que en la segunda
aproximacio´n de la programacio´n lineal, es decir solo se utilizan aquellos que cumplan
con un desperdicio menor a una cantidad dada.
La poblacio´n inicial se genera de manera aleatoria. Primero, calculamos el valor
Cmut = HQ · n/m que se utiliza tambie´n en la funcio´n de mutacio´n. Este valor
corresponde a la media aritme´tica del vector HQ, multiplicada por el factor entre el
nu´mero de pedidos n y el nu´mero de patrones posibles m. Luego se crea la poblacio´n
inicial con valores aleatorios entre 0 y 1, multiplicados por el valor calculado de Cmut.
Como se ha dicho anteriormente, la funcio´n objetivo debe incluir las variables
que midan el desperdicio, el cumplimiento de los pedidos y los cambios de cuchillas.
Adema´s, como no existe una restriccio´n para la cantidad ma´xima procesada con un
patro´n, tambie´n se debe castigar el desperdicio por exceso de corte. En una primera
aproximacio´n se utiliza la funcio´n objetivo que muestra la ecuacio´n 4.10, tambie´n
llamada funcio´n de adaptacio´n, o fitness value.
Sean∑n
i=1 |HQi−Ai∗×X| La distancia de cubrimiento de los pedidos. Es decir, que´ tan
lejos de cumplir el 100% de los pedidos esta´ cada individuo de la poblacio´n.∑m
j=1 Tjxj El desperdicio total en cent´ımetros cuadrados.
nnz(X) El nu´mero de cambios de cuchilla o patrones utilizados (nnz es el nu´mero
de elementos diferentes de cero en una matriz o vector).
Adema´s, a cada te´rmino le damos diferentes pesos dentro de la funcio´n, multipli-
cando por constantes que hagan ma´s importante uno u otro ı´tem de optimizacio´n. La
funcio´n objetivo resultante tiene la forma
α
n∑
i=1
|HQi −Ai∗ ×X|+ β
m∑
j=1
Tjxj + γ · kt · nnz(X) (4.10)
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El u´ltimo te´rmino se multiplica adema´s por una constante kt para convertir el
nu´mero de patrones utilizados en los cent´ımetros de material que se esta´n dejando
de procesar en el tiempo muerto de la ma´quina. Para diferentes valores de α, β, γ
los resultados cambian enormemente. Con un valor muy alto en el primer te´rmino,
el desperdicio se puede hacer muy grande, mientras que si se le da un mayor peso al
u´ltimo te´rmino, la cantidad de material procesada sera´ mucho menor. En las pruebas
se hicieron experimentos con diferentes valores, y aunque los resultados no fueron
del todo malos, se penso´ en una nueva funcio´n objetivo, donde se visualiza mejor
el cumplimiento de los diferentes objetivos de optimizacio´n. El esquema general del
algoritmo gene´tico utilizado se muestra en el algoritmo 14.
Algoritmo 14 Algoritmo Gene´tico.
Entrada: pedidos(ID,W,H,Q), Wmax, Wmin
Entrada: Ngen, Nind, Pm, Pelite
1: n = count(pedidos)
2: Nelite = ceil(NindPelite/100)
3: generar T , A y HQ (* rutina para generar las matrices necesarias *)
4: cromtam = count(T ) (* taman˜o del cromosoma *)
5: maxcosto = max(T ) (* desperdicio ma´ximo de un patro´n *)
6: TotPedidos = HQ ·W (* total de cm2 de los pedidos *)
7: Cmut = mean(pedidosi(H) · pedidosi(Q) · n/m
8: Popini = rand(Nind, cromtam) · Cmut (* poblacio´n inicial *)
9: Popold = Popini
10: call fitness()
11: gen = 0 (* iniciar contador de generaciones *)
12: mientras gen < Ngen hacer
13: Popnew = Popold[1 : Nelite]
14: call cruce() (* funcio´n de cruce *)
15: call mutacion() (* funcio´n de mutacio´n *)
16: call fitness() (* funcio´n de fitness *)
17: sort(Popold) (* ordenar la poblacio´n por el fitness *)
18: gen = gen+ 1 (* incrementar contador de generaciones *)
19: fin mientras
20: devolver Popold[1]
El algoritmo recibe como entrada los datos ba´sicos de las o´rdenes o pedidos,
adema´s del ancho mı´nimo y ma´ximo que pueden tener los patrones. Tambie´n recibe
los para´metros ba´sicos del algoritmo gene´tico, como el nu´mero ma´ximo de generacio-
nes para el criterio de parada (Ngen), el nu´mero de individuos en la poblacio´n (Nind),
la probabilidad de mutacio´n Pm y el porcentaje de elitismo, Pelite. A partir de estos
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datos se generan la matriz A y los vectores T y HQ. Adema´s, se calcula el taman˜o
del cromosoma (nu´mero de patrones generados) y el valor Cmut que se utiliza en la
funcio´n de mutacio´n y al generar la poblacio´n inicial. La generacio´n de A, T y HQ
se presenta en el algoritmo 15, que es similar a la de la programacio´n lineal, algoritmo
13.
Algoritmo 15 Algoritmo Gene´tico - generar matrices.
Entrada: pedidos(ID,W,H,Q), Wmax, Wmin, n
1: t = 1
2: para i = 1 hasta n hacer
3: HQi = pedidosi(H) · pedidosi(Q)
4: para j = i hasta n hacer
5: para k = 1 hasta 5 hacer
6: para l = 1 hasta 6− k hacer
7: Wcomb = k · pedidosi(W ) + l · pedidosj(W )
8: si Wmin ≤Wcomb AND Wmax ≥Wcomb entonces
9: Tt =Wmax −Wcomb
10: si i = j entonces
11: Ait = k + l
12: si no
13: Ait = k
14: Ajt = l
15: fin si
16: fin si
17: t = t+ 1
18: fin para
19: fin para
20: fin para
21: fin para
22: devolver T,A,HQ
La funcio´n de cruce utilizada es del tipo uniforme, para lo cual se genera una
cadena aleatoria de unos y ceros del taman˜o del cromosoma para escoger el padre del
cual se toma cada uno de los genes para crear cada hijo. El criterio de seleccio´n de los
padres es por torneo, donde se seleccionan aleatoriamente dos pares de individuos y
se enfrentan entre s´ı para obtener el mejor de cada par para ser padres de la siguiente
generacio´n. Estas funciones se muestran en el algoritmo 16.
La funcio´n de mutacio´n se define con una probabilidad de mutacio´n Pm. Cada
gen de cada individuo de la poblacio´n tiene asociada una probabilidad Pm de sufrir
una mutacio´n. Para llevar a cabo dicha mutacio´n se suma o resta una cantidad
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Algoritmo 16 Algoritmo Gene´tico - funcio´n de cruce.
Entrada: Popold, Nind, Nelite
1: Nhijos = 0
2: mientras Nhijos +Nelite < Nind hacer
3: r1, r2, r3, r4 = rand() ·Nind (* generar 4 nu´meros aleatorios en [1, Nind] *)
4: patron = rand[cromtam] (* patro´n aleatorio de 1s y 0s taman˜o cromosoma *)
5: si Popold[r1](fitness) > Popold[r2](fitness) entonces
6: padre1 = Popold[r1]
7: si no
8: padre1 = Popold[r2]
9: fin si
10: si Popold[r3](fitness) > Popold[r4](fitness) entonces
11: padre2 = Popold[r3]
12: si no
13: padre2 = Popold[r4]
14: fin si
15: hijo1 = patron · padre1 + (1− patron) · padre2
16: hijo2 = (1− patron) · padre1 + patron · padre2
17: agregar hijo1 e hijo2 a Popnew
18: Nhijos = Nhijos + 2
19: fin mientras
20: devolver Popnew
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aleatoria entre cero y la mitad del valor calculado Cmut al gen mutado. Cuando
un elemento xj de X toma un valor relativamente pequen˜o o un valor negativo (i.e.
xj ≤ 10000), entonces se hace xj = 0, ya que no es rentable utilizar patrones para
procesar cantidades pequen˜as de carto´n, como por ejemplo, procesar 100 metros. El
proceso se ilustra en el algoritmo 17.
Algoritmo 17 Algoritmo Gene´tico - funcio´n de mutacio´n.
Entrada: Popold, Pm, Cmut, Nind, cromtam
1: Nhijos = 0
2: para i = 1 hasta Nind hacer
3: para j = 1 hasta cromtam hacer
4: p = rand()
5: si p < Pm entonces
6: r = rand(−0.5, 0.5) · Cmut
7: Popnew[i, j] = Popold[i, j] + r
8: si no
9: Popnew[i, j] = Popold[i, j]
10: fin si
11: si Popnew[i, j] < 10000 entonces
12: Popnew[i, j] = 0
13: fin si
14: fin para
15: fin para
16: devolver Popnew
La funcio´n objetivo utilizada en esta primera aproximacio´n es la definida en la
ecuacio´n 4.10. El algoritmo 18 muestra la funcio´n para calcular el fitness de cada
individuo, de acuerdo con la funcio´n objetivo.
Algoritmo 18 Algoritmo Gene´tico - funcio´n de fitness 1.
Entrada: Popold, A, T , Nind, cromtam, TotPedidos
1: para i = 1 hasta Nind hacer
2: cubr = suma(|HQ−A× Popold[i]|) (* cubrimiento de pedidos *)
3: desp = T × Popold[i] (* castigo por desperdicio *)
4: used = nnz(Popold[i]) (* castigo por patrones usados *)
5: fit[i] = cubr + desp+ used
6: fin para
7: devolver fit
108 CAPI´TULO 4. CASO DE ESTUDIO
Ejemplo
Para ilustrar el comportamiento del me´todo hemos utilizado el mismo ejemplo anterior
con los datos que se presentan en la tabla 4.1. El ancho mı´nimo es de 192cm y el
ancho ma´ximo es de 197cm. Los patrones que cumplen esta restriccio´n son los mismos
de la tabla 4.5.
Con esta informacio´n se pueden construir la matriz A y los vectores T y HQ. La
matriz A tiene la misma forma que la del ejemplo anterior de la programacio´n lineal,
como se aprecia en las restricciones de la ecuacio´n 4.9. El vector T corresponde al
desperdicio de cada uno de los patrones y el vector HQ a los cent´ımetros lineales que
se deben procesar de cada orden. Adema´s se calcula el para´metro Cmut = HQ·n/m =
436250 · 5/4 = 545312. Se genera una poblacio´n inicial, por ejemplo, como la que se
muestra en la tabla 4.8.
Tabla 4.8: Poblacio´n inicial del AG para el ejemplo con 5 pedidos.
Individuo x1 x2 x3 x4 Fitness
1 211000 485000 109000 246000 11058000
2 160000 390000 220000 25000 5083000
3 519000 381000 322000 401000 17296000
4 62000 287000 367000 446000 12754000
5 530000 231000 242000 447000 16598000
6 212000 358000 429000 338000 10796000
7 378000 493000 471000 398000 17609000
8 223000 220000 153000 340000 9635000
9 230000 215000 123000 110000 5019000
10 516000 443000 201000 509000 21197000
Despue´s de ejecutar el algoritmo, la solucio´n o´ptima que obtenemos es la que se
muestra en la tabla 4.9. Como podemos apreciar, los 4 patrones generados son utili-
zados. En este caso, la solucio´n o´ptima es similar a la solucio´n obtenida mediante la
Programacio´n Lineal. Es bueno recordar adema´s, que debido a la naturaleza proba-
bil´ıstica de los Algoritmos Gene´ticos, en cada ejecucio´n se pueden obtener soluciones
diferentes, en especial para problemas de mayor taman˜o.
En la tabla 4.10 se muestra el cumplimiento de las o´rdenes que se obtiene mediante
el uso de la solucio´n o´ptima encontrada. Se puede apreciar que en este caso no todos
los pedidos se cumplen dentro del margen del 10% permitido, ya que del pedido
nu´mero 4 se produce so´lo un 71% de las unidades ordenadas, dejando 867 unidades
pendientes para una posterior programacio´n, y del pedido 3 se produce poco ma´s del
110%, generando un excedente de 16 cajas de este tipo. En este caso el porcentaje
total programado fue un 104% de la cantidad ordenada. En total se utilizaron 4
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Tabla 4.9: Primera solucio´n por AG para el ejemplo con 5 pedidos.
Patro´n T X
1 1,4 167250
2 0,5 244580
3 2,7 268060
4 4,6 120230
patrones y el desperdicio de material es del 1.15%, contando como desperdicio las
cajas producidas en exceso, o del 1.04% contando solamente el desperdicio normal.
El fitness de la mejor solucio´n es 2384000.
Tabla 4.10: Cumplimiento de las o´rdenes con la primera solucio´n por AG.
Pedido Ordenado Producido Pendiente Exceso
1 4000 4390 0 0
2 6000 6592 0 0
3 2500 2766 0 16
4 3000 2133 867 0
5 5000 5500 0 0
Total 20500 21381 867 16
4.3.2 Segunda formulacio´n - Me´todo AG2
Para mejorar la aproximacio´n anterior, se plantea una nueva funcio´n objetivo donde se
tienen en cuenta todas las variables que nos permiten optimizar el proceso y mantener
congruencia en las unidades utilizadas en los diferentes te´rminos de la funcio´n. Como
se ha dicho anteriormente, la funcio´n objetivo deber´ıa incluir las variables que midan
el desperdicio, el cumplimiento de los pedidos y los cambios de cuchillas. Adema´s,
como no restringimos la cantidad ma´xima procesada de cada pedido, tambie´n se debe
castigar el desperdicio por exceso de unidades. En esta aproximacio´n utilizamos la
siguiente funcio´n objetivo, funcio´n de adaptacio´n, o fitness value:
∑
min(Ai∗X, HQi) ·Wi∑
HQi ·Wi −
∑
TjXj +
∑
max((Ai∗X−HQi) ·Wi, 0) + kt · nnz(X) ·Wi∑
Ai∗X ·Wi
donde
∑
min(Ai∗ ×X,HQi) ·Wi Es el total de carto´n u´til, en cent´ımetros cuadrados que
se procesa, sin contar el exceso.
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∑
HQi ·Wi Es el total de carto´n en cent´ımetros cuadrados que se debe procesar
para cumplir con todas las o´rdenes.∑
TjXj Es el total de cent´ımetros cuadrados en las tiras de desperdicio producidas
al procesar los patrones seleccionados.∑
max((Ai∗×X−HQi) ·Wi, 0) Es el total de desperdicio por exceso de produccio´n
en cent´ımetros cuadrados.
nnz(X)·Wi Es la cantidad de carto´n en cent´ımetros cuadrados que podr´ıa procesarse
durante los cambios de cuchillas segu´n los patrones.
kt =
tp
tcm
Es la cantidad de cent´ımetros lineales que se podr´ıan recortar durante cada
cambio de patro´n en la ma´quina. Corresponde al tiempo que tarda un cambio
de cuchillas, dividido sobre el tiempo que se tarda la ma´quina en recortar un
cent´ımetro de material.
Algoritmo 19 Algoritmo Gene´tico - funcio´n de fitness 2.
Entrada: Popold, A, T , Nind, cromtam, TotPedidos
1: para i = 1 hasta Nind hacer
2: prog = suma(min((A× Popold[i]),HQ) ·W ) (* total programado *)
3: desp = T × Popold[i] (* castigo por desperdicio *)
4: exce = suma(max(A× Popold[i]−HQ, 0) ·W ) (* castigo por exceso *)
5: used = 1000nnz(Popold[i]) ·Wmin (* castigo por patrones usados *)
6: fit[i] = prog/TotPedidos− (desp+ exce+ used)/prog
7: fin para
8: devolver −fit
Ejemplo
Nuevamente se utiliza el ejemplo que se muestra en la tabla 4.1 para ilustrar el compor-
tamiento de este nuevo me´todo. Los patrones utilizados son los mismos presentados
en la tabla 4.5. Como se ha dicho, el u´nico cambio con respecto a la formulacio´n
anterior se encuentra en la funcio´n objetivo o fitness de los individuos. La tabla 4.11
muestra los valores de fitness para la misma poblacio´n inicial del ejemplo anterior.
Despue´s de ejecutar el algoritmo, la solucio´n o´ptima que obtenemos es la mostrada
en la tabla 4.12. Como podemos apreciar, los 4 patrones generados son utilizados.
Nuevamente la solucio´n o´ptima es similar a la solucio´n que se obtiene mediante la
Programacio´n Lineal y a la que se obtiene con la primera formulacio´n de AG.
En la tabla 4.13 se muestra el cumplimiento de las o´rdenes con el uso de la solucio´n
o´ptima encontrada. Nuevamente, no todos los pedidos se cumplen dentro del margen
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Tabla 4.11: Poblacio´n inicial del AG para el ejemplo con 5 pedidos.
Individuo x1 x2 x3 x4 Fitness
1 211000 485000 109000 246000 5,64
2 160000 390000 220000 25000 0,82
3 519000 381000 322000 401000 8,74
4 62000 287000 367000 446000 4,85
5 530000 231000 242000 447000 8,06
6 212000 358000 429000 338000 4,45
7 378000 493000 471000 398000 9,12
8 223000 220000 153000 340000 3,23
9 230000 215000 123000 110000 0,31
10 516000 443000 201000 509000 11,87
Tabla 4.12: Segunda solucio´n por AG para el ejemplo con 5 pedidos.
Patro´n T X
1 1,4 166870
2 0,5 244610
3 2,7 266460
4 4,6 120020
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del 10% permitido, ya que del pedido nu´mero 4 se produce so´lo un 70% de las unidades
ordenadas, dejando 880 unidades pendientes para una posterior programacio´n. En
este caso ninguno de los pedidos se ha producido en exceso. El porcentaje total
programado fue un 104% de la cantidad ordenada. En total se utilizaron 4 patrones
y el desperdicio de material es del 1.05%. El fitness de la mejor solucio´n es −0.9175.
Tabla 4.13: Cumplimiento de las o´rdenes con la segunda solucio´n por AG.
Pedido Ordenado Producido Pendiente Exceso
1 4000 4380 0 0
2 6000 6593 0 0
3 2500 2750 0 0
4 3000 2120 880 0
5 5000 5494 0 0
Total 20500 21337 880 0
4.3.3 Formulacio´n de un me´todo h´ıbrido
Despue´s de hacer algunas pruebas con los me´todos anteriores y analizar las fortalezas
y debilidades de cada uno de ellos, se ha formulado un nuevo me´todo h´ıbrido, que
combine el algoritmo gene´tico y la programacio´n lineal para mejorar el desempen˜o
general del algoritmo. En este caso utilizamos como base el me´todo AG2, agregando a
la poblacio´n inicial algunos individuos generados por medio de la programacio´n lineal
del me´todo PL2 con algunas variaciones pequen˜as para lograr conseguir 4 individuos
diferentes que hacen parte ahora de la poblacio´n inicial, originalmente aleatoria. Si
tenemos en cuenta que el algoritmo gene´tico utiliza la funcio´n de elitismo, estos indi-
viduos tienen una gran posibilidad de sobrevivir durante las primeras generaciones, y
ayudar a mejorar la solucio´n final. Adema´s se utiliza un nuevo te´rmino en la funcio´n
objetivo con el que se busca reducir el nu´mero de pedidos que son programados pero
quedan incompletos. Es decir, se castiga por cada pedido que haya sido producido
en un nu´mero de unidades mayor que cero y menor que el 90% mı´nimo requerido.
Esto con el fin de aumentar el porcentaje de cumplimiento de los pedidos, a la vez
que no se dejan pedidos incompletos faltando una cantidad mı´nima por producir, ya
que esto dificulta la futura programacio´n de dicho pedido y el proceso en general de
produccio´n. En el algoritmo 20 se presenta la nueva funcio´n de fitness utilizada en
este me´todo. Aparte de la funcio´n de fitness y la generacio´n de la poblacio´n inicial,
los dema´s para´metros del algoritmo fueron sintonizados tambie´n durante las pruebas
para lograr el mejor desempen˜o posible en la mayor´ıa de los casos.
Los resultados obtenidos con este me´todo son bastante satisfactorios. En la tabla
4.14 se muestra el cumplimiento de las o´rdenes que se obtiene mediante el uso de la
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Algoritmo 20 Algoritmo Hı´brido - funcio´n de fitness.
Entrada: Popold, A, T , Nind, cromtam, TotPedidos
1: para i = 1 hasta Nind hacer
2: prog = suma(min((A× Popold[i]),HQ) ·W ) (* total programado *)
3: desp = T × Popold[i] (* castigo por desperdicio *)
4: exce = suma(max(A× Popold[i]−HQ, 0) ·W ) (* castigo por exceso *)
5: used = 1000nnz(Popold[i]) ·Wmin (* castigo por patrones usados *)
6: comp = Cc
∑
(0 < A× Popold[i] < 0.9HQ) (* castigo pedidos incompletos *)
7: fit[i] = prog/TotPedidos− (desp+ exce+ used+ comp)/prog
8: fin para
9: devolver −fit
solucio´n o´ptima encontrada para el ejemplo planteado anteriormente en la tabla 4.1.
Se puede apreciar que la solucio´n en este caso es igual a la que se obtuvo anteriormente
con el me´todo PL2. Sin embargo, en las diferentes pruebas realizadas, el nuevo me´todo
h´ıbrido supera tanto a los me´todos de programacio´n lineal como a los algoritmos
gene´ticos.
Tabla 4.14: Cumplimiento de las o´rdenes con el me´todo h´ıbrido.
Pedido Ordenado Producido Pendiente
1 4000 4400 0
2 6000 6600 0
3 2500 2750 0
4 3000 2120 880
5 5000 5500 0
Total 20500 21370 880

Cap´ıtulo 5
Experimentacio´n
Para analizar los resultados que se pueden obtener con los me´todos explicados en el
cap´ıtulo anterior se realizaron una serie de pruebas con diferentes conjuntos de datos
y diferentes condiciones, de acuerdo con las situaciones que se podr´ıan presentar en
un contexto real. En este cap´ıtulo se presentan los resultados obtenidos en dichas
pruebas y se hace un ana´lisis de los resultados obtenidos.
5.1 Pruebas
Para realizar las diferentes pruebas y el subsecuente ana´lisis comparativo se utilizaron
datos reales de una empresa para 120 pedidos. La informacio´n de los pedidos puede
observarse en la tabla A.1 del ape´ndice A. Con estos datos se llevaron a cabo 4 pruebas
diferentes: con 20, 40, 80 y 120 pedidos. Para las pruebas con 20, 40 y 80 pedidos,
se formaron diferentes grupos de pedidos con estas cantidades y se utilizaron los
diferentes me´todos para hallar la mejor combinacio´n. Para la prueba con 120 pedidos
se realizo´ la programacio´n simulando el ingreso de pedidos a la empresa durante 5
d´ıas, es decir, que en cada corrida se utilizan los pedidos que corresponden a ese
d´ıa ma´s los pedidos pendientes de los d´ıas anteriores. En esta prueba se programan
grupos de entre 15 y 30 pedidos. En las tablas A.2 a A.6 se muestran los resultados
de cada prueba individual con los diferentes me´todos. En las tablas 5.1 a 5.4 se
muestra un promedio de los resultados obtenidos con cada me´todo. En cada tabla se
muestra el porcentaje de programacio´n de los pedidos, el porcentaje de desperdicio
de material, el total de patrones utilizados y el porcentaje de los pedidos completados
en las diferentes pruebas.
Los resultados para el primer me´todo de programacio´n lineal (PL1) se muestran
en la tabla 5.1. Como se explico´ anteriormente, al utilizar este me´todo siempre se
cumple con el 100% de los pedidos, cumpliendo en general con un 95% a 97% del total
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de unidades ordenadas. El desperdicio producido se reduce al utilizar este me´todo
con una mayor cantidad de pedidos, gracias al mayor nu´mero de patrones posibles
que se pueden generar. El nu´mero de patrones utilizados es bastante alto, haciendo
un uso promedio de entre 4 y 5 patrones para completar cada pedido.
Tabla 5.1: Resultados de las pruebas para el me´todo PL1
Prueba 20 Prueba 40 Prueba 80 Prueba 120
Programacio´n 95,11% 96,48% 96,31% 95,39%
Desperdicio 4,08% 1,41% 0,70% 2,53%
Patrones 92 168 444 91
Completados 100% 100% 100% 100%
Los resultados para el segundo me´todo de programacio´n lineal (PL2) se muestran
en la tabla 5.2. Se puede observar que el comportamiento del me´todo var´ıa de acuerdo
con el nu´mero de pedidos en la programacio´n. En general, y teniendo en cuenta que
la prueba de 120 pedidos en realidad corresponde a pruebas entre 20 y 30 pedidos, a
mayor nu´mero de pedidos, menor es el desperdicio producido y mayor es el porcentaje
programado. Tambie´n el nu´mero de patrones utilizados crece cuando aumenta el
nu´mero de pedidos, debido a la mayor cantidad de combinaciones que pueden lograrse
dentro de los l´ımites de desperdicio establecidos.
Tabla 5.2: Resultados de las pruebas para el me´todo PL2
Prueba 20 Prueba 40 Prueba 80 Prueba 120
Programacio´n 73,11% 99,24% 107,92% 88,21%
Desperdicio 1,36% 1,45% 1,40% 1,35%
Patrones 23 86 252 40
Completados 68% 86% 98% 75%
Los resultados para el primer me´todo de algoritmos gene´ticos (AG1) se muestran
en la tabla 5.3. Se puede observar que el desperdicio generado por las unidades
producidas en exceso es bastante elevado. El porcentaje de programacio´n es alto,
pero el porcentaje de cumplimiento de los pedidos nos da a entender que dichos
niveles de programacio´n se deben en parte al exceso en la produccio´n.
Los resultados para el segundo me´todo de algoritmos gene´ticos (AG2) se muestran
en la tabla 5.4. Claramente el desperdicio generado por las unidades producidas en
exceso es mucho menor que en el me´todo anterior. En general, este me´todo tiene un
comportamiento muy estable, independiente del nu´mero de pedidos.
Los resultados para el me´todo h´ıbrido (HIB) se muestran en la tabla 5.5. A pesar
que el desperdicio generado es un poco mayor al que se genera al utilizar los me´todos
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Tabla 5.3: Resultados de las pruebas para el me´todo AG1
Prueba 20 Prueba 40 Prueba 80 Prueba 120
Programacio´n 87,03% 107,25% 107,77% 102,67%
Desperdicio Lineal 1,15% 0,97% 0,92% 1,18%
Desperdicio por Exceso 5,64% 3,85% 3,39% 5,85%
Desperdicio Total 6,78% 4,82% 4,32% 7,03%
Patrones 20 62 183 33
Completados 76% 90% 85% 79%
Tabla 5.4: Resultados de las pruebas para el me´todo AG2
Prueba 20 Prueba 40 Prueba 80 Prueba 120
Programacio´n 67,86% 86,03% 87,39% 81,19%
Desperdicio Lineal 1,28% 1,24% 1,17% 1,37%
Desperdicio por Exceso 0,01% 0,13% 0,42% 0,06%
Desperdicio Total 1,28% 1,38% 1,58% 1,43%
Patrones 17 54 160 32
Completados 55% 60% 57% 61%
PL2 y AG2, el porcentaje de cumplimiento es mayor y el nu´mero de patrones utilizados
es bastante bajo. En general, con este me´todo se cumple el propo´sito de aprovechar
las ventajas mostradas por los dema´s me´todos y lograr construir un me´todo mejor.
Tabla 5.5: Resultados de las pruebas para el me´todo HIB
Prueba 20 Prueba 40 Prueba 80 Prueba 120
Programacio´n 85,19% 101,62% 98,90% 91,61%
Desperdicio Lineal 2,11% 2,28% 1,17% 1,68%
Desperdicio por Exceso 0,03% 0,17% 0,28% 0,13%
Desperdicio Total 2,14% 2,45% 1,45% 1,81%
Patrones 18 60 102 29
Completados 81% 91% 86% 80%
5.1.1 Ana´lisis de resultados
A continuacio´n se hace un ana´lisis de los resultados ma´s importantes que arrojan estas
pruebas, comparando los cuatro me´todos de acuerdo a los para´metros evaluados, que
son el porcentaje de programacio´n, el porcentaje de desperdicio, el nu´mero de patrones
utilizados y el porcentaje de pedidos completados.
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Porcentaje de programacio´n
El porcentaje de programacio´n hace referencia al total de cent´ımetros cuadrados pro-
ducidos sobre el total de cent´ımetros cuadrados que se deber´ıan producir, segu´n los
pedidos de los clientes.
Figura 5.1: Porcentaje de Programacio´n
En la figura 5.1 se observa que el me´todo PL1 tiene un buen desempen˜o en este as-
pecto, cumpliendo siempre entre el 90% y el 100% de los pedidos. Los dema´s me´todos
aumentan el porcentaje de programacio´n cuando son utilizados con un mayor nu´mero
de pedidos. Es as´ı como para 80 pedidos es mayor el porcentaje de programacio´n al-
canzado que para solamente 20 pedidos. Este comportamiento es lo´gico si se tiene en
cuenta que para estos me´todos se utiliza u´nicamente un subconjunto de los patrones
que pueden ser utilizados en el me´todo PL1, aquellos que producen un menor desper-
dicio. El algoritmo AG1 parece tener en general un alto porcentaje de programacio´n,
aunque en este porcentaje se incluyen los cent´ımetros cuadrados correspondientes a
la produccio´n en exceso, as´ı que en realidad no toda la produccio´n que se muestra
para este me´todo sera´ produccio´n u´til. El algoritmo PL2 y el algoritmo h´ıbrido tienen
un desempen˜o muy bueno. Por otro lado, el algoritmo AG2 tiene el desempen˜o ma´s
bajo. Esto se debe en gran parte a que se le da un peso importante a minimizar el
nu´mero de patrones utilizados, pero puede ser ajustado de diferentes maneras, segu´n
sea conveniente.
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Porcentaje de desperdicio total
El porcentaje de desperdicio corresponde al total de cent´ımetros cuadrados de desper-
dicio generados sobre el total de cent´ımetros cuadrados de material u´til producidos.
En el desperdicio total se tienen en cuenta tanto el desperdicio lineal que genera cada
patron al ser utilizado, como el exceso de produccio´n por unidades que superan el
110% de la orden.
Figura 5.2: Desperdicio Total
En la figura 5.2 se observa que el me´todo AG1 tiene un desperdicio bastante
elevado, ocasionado principalmente por la produccio´n en exceso que este me´todo
genera. El algoritmo PL1 tambie´n tiene un nivel elevado de desperdicio, aunque en
este caso el desperdicio se reduce cuando el nu´mero de pedidos aumenta, consecuencia
del mayor nu´mero de patrones posibles que se pueden utilizar. Los me´todos PL2 y
AG2 tienen un excelente desempen˜o en este aspecto, con un porcentaje de desperdicio
muy estable y que no supera el 1.6% en ningu´n caso. En general, el algoritmo h´ıbrido
genera un desperdicio mayor a estos dos me´todos, pero au´n dentro de los l´ımites
aceptables.
Nu´mero de patrones utilizados
Como ya se ha sen˜alado anteriormente, es importante minimizar tambie´n el nu´mero
de patrones utilizados, puesto que cada vez que hay un cambio de patro´n, la ma´quina
debe detenerse por unos minutos, por lo que entre ma´s paradas se hagan, menos
tiempo de produccio´n se tiene.
Analizando la figura 5.3, se observa que el me´todo PL1 utiliza un nu´mero de
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Figura 5.3: Nu´mero de patrones de corte utilizados
patrones bastante elevado. En este me´todo se utilizan 3 o ma´s patrones por cada
pedido. Los me´todos que menos patrones utilizan en todos los casos son el AG2 y
el algoritmo h´ıbrido, lo que demuestra la importancia que se le da a este aspecto de
optimizacio´n en estos me´todos.
Porcentaje de pedidos completados
El porcentaje de pedidos completados hace referencia al nu´mero de pedidos que fueron
procesados en ma´s del 90% de las unidades ordenadas, sobre el nu´mero total de
pedidos.
En la figura 5.4 se observa que el me´todo PL1 completa siempre el 100% de los
pedidos como se esperaba, debido a la formulacio´n del me´todo. El me´todo AG2
completa entre un 50% y un 60% de los pedidos en cada prueba, lo cual es bastante
bajo. Los me´todos PL2 y AG1 tienen un comportamiento regular en este aspecto,
superados tambie´n por el me´todo h´ıbrido, con el que se completan normalmente ma´s
del 80% de los pedidos.
Ponderacio´n
Para poder comparar los cinco me´todos planteados y poder decidir cua´l de los me´todos
es ma´s efectivo en la solucio´n de este problema, es necesario analizar los resultados
anteriores da´ndole un peso o nivel de importancia a cada uno de los para´metros
evaluados. A cada me´todo se le da una calificacio´n de 1 a 10 de acuerdo a que´ tan
buen desempen˜o obtuvo en cada aspecto evaluado. Estas calificaciones se multiplican
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Figura 5.4: Porcentaje de pedidos completados
por los pesos correspondientes para obtener el puntaje total de cada me´todo. El
ma´ximo puntaje que se puede obtener es 1000.
Como sabemos, lo ma´s importante es minimizar el desperdicio producido en el
proceso, por lo cual el mayor peso lo tiene el porcentaje de desperdicio total, con
un 45% del puntaje total. El 55% restante se divide entre el nu´mero de patrones
utilizados (30%) y el porcentaje total programado, con un 15% para el porcentaje de
pedidos completados y un 10% para el porcentaje de programacio´n. En la tabla 5.6
se muestra la ponderacio´n de los resultados obtenidos, segu´n la calificacio´n de 1 a 10
que les hemos dado.
Tabla 5.6: Resultados ponderados para los 4 me´todos
Peso PL1 PL2 AG1 AG2 HIB
Programacio´n 10 9 9 7 5 9
Desperdicio 45 4 10 1 10 9
Patrones 30 1 6 8 10 10
Completados 15 10 7 7 4 8
TOTAL 450 825 460 860 915
Segu´n nuestra calificacio´n, el me´todo que mejor puntaje obtiene es el algoritmo
h´ıbrido, con un total de 915 puntos. Este me´todo tiene una calificacio´n de 10 puntos
en el nu´mero de patrones utilizados, 9 puntos en el porcentaje de desperdicio y de
programacio´n, y 8 puntos en el porcentaje de pedidos completados. En segundo lugar
se encuentra el me´todo AG2, con una calificacio´n de 860 puntos. Este me´todo obtuvo
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10 puntos en el nu´mero de patrones utilizados y el porcentaje de desperdicio total. Un
aspecto negativo de este me´todo es que cuenta con el promedio ma´s bajo en cuanto
al porcentaje de programacio´n. En tercer lugar se encuentra el me´todo PL2, con un
total de 825 puntos. El me´todo PL2 obtuvo una calificacio´n de 10 puntos en el ı´tem
de desperdicio y de 9 puntos en cuanto al porcentaje de programacio´n. El punto de´bil
de este me´todo es el elevado nu´mero de patrones que utiliza.
5.1.2 Software
Para facilitar el uso del me´todo propuesto al usuario final, se ha creado una interfaz
de usuario bastante sencilla, que permite controlar los diferentes para´metros del al-
goritmo, ingresar los datos de las o´rdenes de los clientes desde archivos de Excel y
finalmente observar los resultados obtenidos.
Figura 5.5: Vista inicial del programa
La figura 5.5 muestra la ventana principal del programa. En esta ventana se
pueden especificar los valores de algunos para´metros del problema y los para´metros
propios del algoritmo gene´tico. Los para´metros ajustables del problema son el ancho
ma´ximo de una la´mina y el ancho mı´nimo que se permite utilizar, as´ı como la longitud
mı´nima que debe tener cada corte. Para sintonizar el algoritmo gene´tico se cuenta con
los para´metros del taman˜o de la poblacio´n, nu´mero ma´ximo de generaciones, proba-
bilidad de mutacio´n y porcentaje de elitismo. Todos los para´metros esta´n ajustados
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a un valor por defecto seleccionado a partir de los resultados obtenidos en numerosas
pruebas.
Al hacer click en el boto´n Calcular Programacio´n, se abre el dia´logo para seleccio-
nar un archivo, como se muestra en la figura 5.6. U´nicamente pueden seleccionarse
archivos con extensio´n xls. Este archivo debe contener cuatro columnas de datos:
identificador del pedido, ancho de la caja, largo de la caja y cantidad de cajas or-
denadas. Despue´s de ejecutarse el algoritmo, en este mismo archivo se agregan las
columnas del nu´mero de cajas programadas y el nu´mero de cajas pendientes de pro-
gramacio´n.
Figura 5.6: Vista: seleccionar archivo de datos
Despue´s de hacer click en Abrir, el programa se ejecuta automa´ticamente. Mien-
tras el algoritmo esta´ en ejecucio´n, una barra muestra el porcentaje completado, para
tener una idea del tiempo de ejecucio´n restante, como se muestra en la figura 5.7.
Luego de ejecutarse el algoritmo se presenta un resumen de los resultados obteni-
dos, como se aprecia en la figura 5.8. En este cuadro se puede observar el nu´mero de
pedidos completados y el total de pedidos, el nu´mero de unidades (cajas) producidas
y el total ordenadas, el porcentaje de desperdicio producido, el nu´mero de patrones
utilizados, la longitud promedio de cada corte y la longitud total de corte entre todos
los patrones utilizados.
Haciendo uso de los botones ubicados en la parte inferior, se puede acceder a
diferentes vistas de la solucio´n. El primer boto´n muestra la vista de cumplimiento de
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Figura 5.7: Vista: procesamiento de datos
Figura 5.8: Vista: resultados obtenidos
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los pedidos, que se presenta en la figura 5.9. En la tabla se muestra la informacio´n de
cada pedido (id, ancho, largo, cantidad), adema´s del nu´mero de unidades producidas
y el nu´mero de unidades pendientes por producir. Al hacer click en Abrir Archivo,
se puede acceder al archivo de Excel que cuenta con la misma informacio´n, que se
muestra en la figura 5.10.
Figura 5.9: Vista: cumplimiento de los pedidos
El segundo boto´n muestra la vista de los patrones generados, que se presenta en
la figura 5.11. En la tabla se muestra la informacio´n de cada patro´n, es decir los
identificadores de ambos pedidos utilizados, la cantidad de unidades de cada uno que
se utilizan horizontalmente y la longitud total que debe recortarse con dicho patro´n.
Al hacer click en Abrir Archivo, se puede acceder al archivo de Excel que cuenta con
la misma informacio´n, que se muestra en la figura 5.12.
Finalmente, con el boto´n Convergencia se puede acceder a la gra´fica de la conver-
gencia del algoritmo gene´tico. Esta gra´fica muestra el fitness promedio de la poblacio´n
en cada generacio´n.
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Figura 5.10: Archivo de datos de los pedidos
Figura 5.11: Vista: patrones generados
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Figura 5.12: Archivo de patrones generados
Figura 5.13: Vista: convergencia del algoritmo

Cap´ıtulo 6
Conclusiones y trabajo futuro
Los algoritmos gene´ticos desarrollados en este proyecto son una alternativa que ha
superado a los me´todos de la programacio´n lineal cla´sica en cuanto a que logran
optimizar en aspectos donde el otro me´todo se queda corto. El modelo utilizado
en los algoritmos gene´ticos es mucho ma´s completo y cercano al problema real que
los modelos planteados en la programacio´n lineal, debido a que permiten incluir una
mayor cantidad de elementos y condiciones propias del problema. De acuerdo con las
pruebas realizadas, el algoritmo gene´tico inicial presenta debilidad en el porcentaje de
cumplimiento de los pedidos. Para suplir esta falla, presentamos el algoritmo h´ıbrido,
que mejora el desempen˜o del algoritmo gene´tico inicial al apoyarse en la programacio´n
lineal y contar con una funcio´n objetivo ma´s completa.
El algoritmo h´ıbrido utiliza datos obtenidos como resultado de la ejecucio´n de
los algoritmos de programacio´n lineal para generar parte de la poblacio´n inicial del
algoritmo gene´tico, y cuenta adema´s con un nuevo te´rmino en la funcio´n de fitness, que
permite reducir el nu´mero de pedidos incompletos. De acuerdo con nuestras pruebas,
en te´rminos generales, el algoritmo h´ıbrido supera a los dema´s, segu´n el porcentaje
de desperdicio, el nu´mero de patrones utilizados y el porcentaje de programacio´n de
los pedidos. Lo anterior se demuestra con el puntaje obtenido en la ponderacio´n de
los resultados que hemos planteado.
La optimizacio´n multi-objetivo presenta comu´nmente retos importantes debido a
que los diferentes objetivos de optimizacio´n pueden en general ser contradictorios y
dif´ıciles de cuantificar. En nuestro caso hemos logrado una funcio´n objetivo para el
algoritmo gene´tico que optimice en todos los aspectos importantes este proceso pro-
ductivo espec´ıfico, con resultados bastante buenos, a pesar de la aleatoriedad propia
del algoritmo gene´tico.
Gracias al planteamiento del modelo que hemos propuesto, el problema puede ser
escalado a problemas relacionados con el corte de materiales bajo diferentes condi-
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ciones. De forma similar, en problemas de 2 y 3 dimensiones, donde creemos que
los algoritmos gene´ticos y la computacio´n paralela son de gran utilidad, debido a las
dificultades que surgen al aumentar el taman˜o del problema.
El uso de la computacio´n paralela para mejorar el desempen˜o de nuestro algorit-
mo se hab´ıa planteado inicialmente pensando en resolver el problema con una gran
cantidad de datos. Sin embargo, los datos suministrados por las empresas del sector
hacen que el uso de la computacio´n paralela no sea adecuado. No obstante, creemos
que para modelos relacionados con nuestro problema que utilicen una mayor cantidad
de datos, la computacio´n paralela puede ser muy bene´fica en cuanto a la reduccio´n
de tiempos de co´mputo.
La herramienta de software construida facilita el trabajo de un operario y permite
crear en pocos segundos la programacio´n de un conjunto de pedidos que tenga la
empresa. Esta herramienta es simple y permite ajustar los diferentes para´metros del
problema y del algoritmo gene´tico desde la propia interfaz. Adema´s, los archivos de
MS Excel utilizados para adquirir los datos y guardar los resultados facilitan su uso.
Como trabajo a futuro, planteamos tambie´n la posibilidad de construir un Sistema
Experto que emule los procedimientos lo´gicos realizados por un experto en la progra-
macio´n del proceso estudiado y permita dotar de un mayor nivel de inteligencia la
herramienta para la solucio´n del problema. Adicionalmente, ser´ıa conveniente realizar
la comparacio´n con el me´todo de programacio´n lineal multiobjetivo.
A partir de los resultados obtenidos con el desarrollo del presente proyecto, se
produjeron dos art´ıculos cient´ıficos. El primero, “Programacio´n Lineal y Algoritmos
Gene´ticos para la Solucio´n del Problema de Corte Unidimensional” se presento´ a la
Revista Colombiana de Computacio´n en abril de 2008 y esta´ siendo sometido a evalua-
cio´n. El segundo, “Desarrollo de un Me´todo Hı´brido Basado en Algoritmos Gene´ticos
y Programacio´n Lineal para la Solucio´n de un Problema de Corte Unidimensional”
sera´ presentado a la Revista de Ingenier´ıa de la Universidad Eafit.
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Ape´ndice A
Tabla de datos
Tabla A.1: Datos de prueba de 120 pedidos.
Pedido Dı´a Ancho Largo Cantidad Pedido Dı´a Ancho Largo Cantidad
1 1 111,6 225,3 500 24 2 44,8 90,5 1000
2 1 101,6 265,3 500 25 2 43,6 159,7 500
3 1 96,6 195,3 1500 26 2 66,1 171,3 500
4 1 62,7 218,5 500 27 2 71,6 165,3 2500
5 1 38,5 124,3 2000 28 2 75,6 199,3 1000
6 1 56,4 97,3 2000 29 2 32,4 107,3 3000
7 1 43,4 140,5 1500 30 2 42,1 149,3 3000
8 1 53,7 145,9 1500 31 2 38,5 124,3 2000
9 1 49,6 141,3 3000 32 2 43,6 185,3 1000
10 1 106,6 245,3 1000 33 2 51,6 161,3 500
11 1 37,3 120,3 5000 34 2 79,6 185,3 500
12 1 34,1 136,3 4000 35 2 32,6 118,3 3000
13 1 48,0 127,3 500 36 2 34,1 83,3 400
14 1 32,0 96,7 1000 37 2 34,0 83,3 1000
15 1 60,1 146,3 500 38 2 49,1 123,7 1000
16 2 61,8 173,3 500 39 2 47,5 104,7 3000
17 2 57,6 176,3 800 40 2 46,6 118,3 1500
18 2 57,6 177,3 500 41 2 38,7 110,9 500
19 2 47,1 152,3 1000 42 2 42,6 146,3 500
20 2 74,6 220,0 4000 43 2 42,6 146,3 2000
21 2 41,9 140,3 3000 44 2 56,0 123,7 500
22 2 40,1 129,3 1000 45 2 81,5 194,5 500
23 2 45,6 100,9 500 46 3 46,9 158,5 4000
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47 3 61,1 135,3 2000 84 4 122,3 40,7 1000
48 3 103,9 88,1 3000 85 4 39,0 120,1 1500
49 3 56,1 228,3 700 86 4 47,6 221,3 1000
50 3 56,1 228,3 700 87 4 38,6 122,9 2000
51 3 56,1 228,3 700 88 4 57,1 125,3 4000
52 3 38,3 122,9 850 89 4 47,7 128,7 1500
53 3 38,3 122,9 850 90 4 47,1 164,3 2000
54 3 102,1 246,3 500 91 4 55,6 128,3 8500
55 3 103,1 211,3 500 92 4 96,6 195,3 2500
56 3 32,0 96,7 1000 93 4 111,6 225,3 1500
57 3 43,6 185,3 1000 94 4 131,6 285,3 800
58 3 42,5 117,1 1000 95 4 101,6 265,3 700
59 3 53,6 145,3 3000 96 4 153,0 244,0 3000
60 3 49,8 141,7 1000 97 5 65,5 189,9 1500
61 3 38,7 110,9 1000 98 5 57,6 177,3 500
62 3 42,6 146,3 2500 99 5 93,1 217,3 625
63 3 38,1 108,3 800 100 5 39,6 136,9 800
64 3 52,6 127,3 800 101 5 55,8 132,5 5000
65 3 61,4 153,3 500 102 5 35,6 117,3 1000
66 3 42,9 110,9 600 103 5 81,5 194,5 900
67 3 43,1 153,7 2000 104 5 90,6 171,3 500
68 3 40,4 98,3 1000 105 5 58,8 134,1 500
69 4 60,2 174,9 1000 106 5 53,8 139,5 2000
70 4 74,6 227,3 3000 107 5 49,6 141,3 10000
71 4 38,5 124,3 2000 108 5 49,6 141,3 10000
72 4 121,6 221,3 1000 109 5 90,7 181,7 500
73 4 85,8 204,5 500 110 5 50,4 181,9 700
74 4 46,6 118,3 3000 111 5 81,6 245,3 500
75 4 50,6 177,3 500 112 5 49,1 123,7 1000
76 4 36,6 98,5 500 113 5 42,0 118,9 15000
77 4 53,4 123,3 500 114 5 56,9 176,5 1400
78 4 72,6 213,3 500 115 5 53,7 145,9 15000
79 4 93,8 83,5 2000 116 5 56,9 176,5 500
80 4 43,1 125,3 10000 117 5 109,5 222,0 500
81 4 59,0 186,3 1500 118 5 63,1 122,1 1000
82 4 46,9 158,5 4000 119 5 53,6 137,3 700
83 4 73,6 189,3 1000 120 5 37,3 120,3 5000
Tabla A.2: Resultados de las pruebas para el me´todo LP1.
Prueba Programacio´n Desperdicio Patrones Completados
20.1. 93,77% 3,44% 79 100%
20.2. 93,61% 1,95% 97 100%
20.3. 95,53% 2,31% 64 100%
20.4. 96,29% 3,57% 90 100%
20.5. 94,66% 8,93% 115 100%
20.6. 96,81% 4,28% 106 100%
Promedio 20 95,11% 4,08% 92 100%
40.1. 96,04% 0,51% 96 100%
40.2. 97,38% 1,51% 132 100%
40.3. 96,63% 3,36% 342 100%
40.4. 96,04% 0,88% 170 100%
40.5. 96,29% 0,80% 98 100%
Promedio 40 96,48% 1,41% 168 100%
80.1. 94,38% 0,64% 199 100%
80.2. 98,38% 0,73% 884 100%
80.3. 97,52% 0,65% 538 100%
80.4. 95,86% 0,86% 268 100%
80.5. 95,41% 0,64% 331 100%
Promedio 80 96,31% 0,70% 444 100%
Dı´a 1 95,98% 3,63% 30 100%
Dı´a 2 94,31% 1,01% 87 100%
Dı´a 3 94,00% 2,47% 79 100%
Dı´a 4 95,80% 1,76% 95 100%
Dı´a 5 96,88% 3,77% 165 100%
Total d´ıas 95,39% 2,53% 456 100%
Tabla A.3: Resultados de las pruebas para el me´todo LP2.
Prueba Programacio´n Desperdicio Patrones Completados
20.1. 88,29% 1,57% 21 65%
20.2. 90,40% 1,70% 26 80%
20.3. 83,43% 1,25% 27 75%
20.4. 63,27% 1,37% 31 70%
20.5. 68,84% 1,30% 13 65%
20.6. 44,41% 0,94% 18 55%
Promedio 20 73,11% 1,36% 23 68%
40.1. 110,00% 1,53% 88 100%
40.2. 83,41% 1,23% 102 58%
40.3. 87,00% 1,05% 72 73%
40.4. 105,80% 1,60% 82 98%
40.5. 110,00% 1,83% 87 100%
Promedio 40 99,24% 1,45% 86 86%
80.1. 107,99% 2,12% 214 99%
80.2. 105,94% 1,01% 319 96%
80.3. 109,32% 1,07% 251 100%
80.4. 106,49% 1,19% 232 95%
80.5. 109,87% 1,62% 244 100%
Promedio 80 107,92% 1,40% 252 98%
Dı´a 1 98,03% 1,66% 16 73%
Dı´a 2 109,32% 1,36% 61 97%
Dı´a 3 85,82% 1,47% 33 75%
Dı´a 4 88,17% 1,13% 43 79%
Dı´a 5 59,74% 1,12% 48 52%
Total d´ıas 88,21% 1,35% 201 88%
Tabla A.4: Resultados de las pruebas para el me´todo AG1.
Prueba Programacio´n Desperdicio Patrones Completados
20.1. 102,29% 6,33% 20 75%
20.2. 115,05% 10,84% 28 90%
20.3. 89,54% 6,34% 19 85%
20.4. 59,96% 1,77% 22 70%
20.5. 68,25% 1,06% 18 70%
20.6. 87,11% 14,36% 12 65%
Promedio 20 87,03% 6,78% 20 76%
40.1. 111,17% 3,32% 69 95%
40.2. 97,99% 6,20% 58 80%
40.3. 112,24% 7,49% 59 80%
40.4. 104,16% 3,65% 64 95%
40.5. 110,68% 3,46% 62 98%
Promedio 40 107,25% 4,82% 62 90%
80.1. 105,51% 2,37% 171 94%
80.2. 109,47% 5,05% 190 81%
80.3. 109,91% 5,14% 200 86%
80.4. 104,43% 4,29% 176 81%
80.5. 109,52% 4,73% 178 83%
Promedio 80 107,77% 4,32% 183 85%
Dı´a 1 96,10% 1,61% 15 67%
Dı´a 2 108,86% 3,99% 53 94%
Dı´a 3 81,02% 1,44% 23 64%
Dı´a 4 103,05% 7,93% 46 78%
Dı´a 5 124,33% 20,19% 29 91%
Total d´ıas 102,67% 7,03% 166 98%
Tabla A.5: Resultados de las pruebas para el me´todo AG2.
Prueba Programacio´n Desperdicio Patrones Completados
20.1. 82,50% 1,46% 16 55%
20.2. 82,92% 1,54% 20 65%
20.3. 77,33% 1,13% 21 50%
20.4. 55,73% 1,35% 18 55%
20.5. 65,88% 1,27% 16 60%
20.6. 42,79% 0,95% 13 45%
Promedio 20 67,86% 1,28% 17 55%
40.1. 91,81% 1,32% 64 58%
40.2. 68,49% 1,20% 45 50%
40.3. 81,64% 1,38% 40 55%
40.4. 94,82% 1,51% 63 78%
40.5. 93,41% 1,48% 56 60%
Promedio 40 86,03% 1,38% 54 60%
80.1. 95,32% 1,44% 156 75%
80.2. 88,17% 1,90% 166 63%
80.3. 85,60% 1,44% 162 50%
80.4. 86,09% 1,55% 147 48%
80.5. 81,78% 1,57% 171 50%
Promedio 80 87,39% 1,58% 160 57%
Dı´a 1 90,68% 1,86% 13 67%
Dı´a 2 94,72% 1,42% 42 83%
Dı´a 3 84,94% 1,54% 31 59%
Dı´a 4 79,79% 1,26% 44 63%
Dı´a 5 55,83% 1,07% 30 36%
Total d´ıas 81,19% 1,43% 160 79%
Tabla A.6: Resultados de las pruebas para el me´todo h´ıbrido.
Prueba Programacio´n Desperdicio Patrones Completados
20.1. 100,83% 2,77% 22 85%
20.2. 107,84% 2,56% 28 95%
20.3. 77,00% 1,14% 14 70%
20.4. 64,01% 1,52% 21 70%
20.5. 74,05% 2,22% 21 80%
20.6. 87,43% 2,65% 0,25 85%
Promedio 20 85,19% 2,14% 18 81%
40.1. 103,80% 2,32% 63 93%
40.2. 103,95% 2,17% 58 95%
40.3. 90,25% 2,62% 55 75%
40.4. 102,79% 2,85% 64 93%
40.5. 107,31% 2,29% 62 100%
Promedio 40 101,62% 2,45% 60 91%
80.1. 95,62% 0,99% 116 80%
80.2. 100,19% 1,71% 143 89%
80.3. 102,76% 1,45% 145 93%
80.4. 93,35% 1,33% 107 74%
80.5. 102,58% 1,79% 1,42 95%
Promedio 80 98,90% 1,45% 102 86%
Dı´a 1 96,90% 1,63% 11 73%
Dı´a 2 105,33% 1,76% 41 97%
Dı´a 3 93,72% 2,15% 23 75%
Dı´a 4 93,50% 1,82% 45 88%
Dı´a 5 68,61% 1,67% 25 64%
Total d´ıas 91,61% 1,81% 145 92%
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