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ABSTRACT
To properly utilize coupled limited-area models (LAMs), the time scales of the cross-boundary fluxes in the
available lateral boundary data must be assessed. In current operational practice, the update frequencies of
these data are usually determined by common sense guesswork and by technical constraints. This paper
quantifies the required temporal resolution of the lateral boundary conditions. For a mesoscale LAM it is
concluded that in standard forecast cases, coupling updates of about 3 h are sufficient. However, in rare cases
of severe storms, this can lead to errors in the coupling data of about 10 hPa. To avoid such errors, it is found
that one should update the coupling fields with the period given by the time step of the model that provides the
coupling data. However, in most existing operational applications this is not feasible. For those cases, it is
shown that the forecast can be substantially improved by restarting the model run at a forecast range when the
storm has entered the domain. The proper restart time can be detected in an operational suite by an existing
strategy of monitoring the coupling update frequency. Additionally, it is argued that the forecast should then
be initialized by a scale-selective digital filter.
1. Introduction
Limited-area models (LAMs) are ubiquitously used
nowadays in numerical weather prediction, climate mod-
eling, and air quality applications. Because of the limita-
tions of their domain size, they can be run at higher
resolutions than global models for comparable computa-
tional costs and, as a consequence, they are believed to have
more skill in simulating extreme weather situations that are
of primary societal interest, for instance, severe storms.
To run numerical weather prediction (NWP) models
on limited areas, the lateral boundary conditions (LBCs)
have to be specified, but the existing numerical tech-
niques used to impose them in operational models still
exhibit, as Warner et al. (1997) properly address, a
number of potentially serious limitations. A particular
problem discussed in that paper is the one of the LBC
temporal resolution. Warner et al. state that, ‘‘the time
scales of the cross-boundary fluxes must be assessed, and
the temporal resolution of the LBCs should be defined
accordingly.’’
The LBC temporal resolution problem as it will be
specifically studied in the present paper, is, in its most
general form, formulated as follows. The LAM needs
the values of the dynamical fields at its lateral bound-
aries and these data are constructed from the model
output of a coupling model. This is usually a global
model where no LBC problem is present, but which is
run with a coarser resolution. As a consequence, the
time step of this coupling model is larger than the one
required by the dynamical scheme of the LAM. More-
over, in order to keep the input/output (I/O) of the
coupling models within reasonable limits, these data are
usually produced with time intervals that are multiples
of hours. They are then temporally interpolated to get
data with the temporal resolution of the time-stepping
scheme of the LAM.
For instance, in European operational applications,
the LBC data are often created with a coupling update
interval of 3 h from the model output of global models
that are run with time steps of typically 15 min. Meso-
scale LAMs often run with time steps closer to about
5 min or even smaller. The actual lateral boundary data
are created by interpolating the 3-h coupling data to
create time series with 5-min resolution. So although the
LAM effectively uses 5-min data, the used time series
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will not contain any physically meaningful information
on time scales smaller than 3 h.
In fact, this issue has been the source of a problem
studied by Termonia (2003, hereinafter T03) in a meso-
scale forecast of the famous European Lothar storm in
1999 (see Wernli et al. 2002). The use of a coupling up-
date interval of 3 h had a detrimental effect on the
forecast quality of this storm, reducing the depth of the
low by 7–8 hPa compared to the depth of the storm in
the forecast of the coupling model. Indeed, as the analysis
in the present paper will show, variations in pressure of
about this magnitude can occur on a time scale smaller
than 3 h, and the corresponding information is then
completely lost or corrupted by the current practice of
interpolating 3-h coupling interval updates.
Another aspect raised in Warner et al. (1997) is the
current state of the mathematical formulations of the
LBCs, which is still far from accurate. Usually, LAMs
rely on engineering solutions such as, for instance, the
flow relaxation scheme of Davies (1976). Current evo-
lutions in numerical weather prediction (NWP) to
kilometer-scale modeling in Europe have revived the
interest in alternative, more accurate LBC formulations
(see, e.g., McDonald 2005; McDonald 2006; Termonia
and Voitus 2008; Voitus et al. 2009). The temporal fre-
quencies involved at these scales are expected to be
higher than the ones studied up to now in the literature.
This reinforces the need for a more systematic approach
of this LBC temporal resolution problem.
Two guidelines put forth by Warner et al. (1997) are
specifically relevant for the present paper. A first guide-
line is to ‘‘utilize a lateral-boundary buffer zone,’’ that is,
to move the lateral boundaries sufficiently far away from
the area of meteorological interest within the compu-
tational domain such that lateral boundary errors do
not reach this area during the entire forecast range. By
doing so, one hopes that the features reaching it have all
been created within the domain of the LAM. This has
been conventional wisdom since the introduction of
LAMs into operational applications and can be quanti-
fied by various methods [see, e.g., the standard paper
of Baumhefner and Perkey (1982) and more recently
Vannitsem and Chome´ (2005)]. A second guideline in
Warner et al. (1997) is to ‘‘avoid strong forcing at the
lateral boundaries.’’ In that paper this guideline pertains
specifically to strong orographic forcing, and it is rec-
ommended to select the lateral boundaries such that
they do not pass regions of steep orography.
In contrast to these two guidelines, the literature on
the LBC temporal resolution problem is very thin. But a
particular case is the operational forecast of the famous
1999 Lothar storm studied in T03. The occurrence of a
storm of this strength is very rare, but ironically, it is, for
many national meteorological services, one of the main
reasons to rely on LAMs.
A potential solution to this problem has been sug-
gested in a paper subsequent to T03, namely, Termonia
(2004, hereinafter T04). Termonia showed that such
cases can actually be anticipated before the run of the
LAM is carried out, by a strategy of monitoring the
coupling update frequency. This consists of applying a
temporal digital high-pass filter on the surface pressure
field during the run of the coupling model. If the cutoff
time of this digital filter is chosen to be the above-
mentioned coupling update frequency (3 h in the ex-
ample), this high-pass filtered surface pressure (HFSP)
field will provide a good estimate of the high-frequency
part of the signal that is lost after the interpolation to the
time step of the LAM. And, as will be shown in the
present paper, this information can be used to make an
estimate of the potential error introduced by the inter-
polation of the coupling data.
In T04 it was also proposed to approximate this HFSP
by a second-order recursive filter, such that the filter
can be applied during the forecast of the coupling model.
This can be easily implemented within an operational
suite and the resulting HFSP can be supplied as part of
the coupling data for the LAM. In T04 several strategies
for improving the LBC temporal resolution problem
of fast-propagating storms were proposed. One of them
is to restart the forecast at times when the absolute value
HFSP exceeds a predefined critical value. The correct
detection of the restart time will guarantee that the
storm is inside the domain at the time of the restart.
After the restart, the storm will continue to propagate
further within the domain without having been pres-
ent on the boundaries. As will be shown in the present
paper, this can be used to substantially improve the
forecast.
In T03 and T04, the issue of the choice of an adequate
coupling update interval to guarantee a specific quality
of the interpolated coupling data, has not been ad-
dressed, and this is, in today’s operational practices, still
based too much on common sense guesswork. The aim
of the present paper is to provide a quantitative ap-
proach for this problem.
The Lothar storm has been the most extreme one en-
countered in the operational suites of the Aire Limite´e
Adaptation Dynamique De´veloppement International
(ALADIN) LAM (see ALADIN International Team
1997), so the required temporal resolution of the LBCs
for this case must also be adequate in less extreme cases.
Within the studied framework of the ALADIN model,
the present paper shows that this turns out to be the time
step of the coupling model, that is, about 15–20 min.
In many operational applications it is technically not
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feasible to provide coupling data with such high cou-
pling update frequencies.
The present paper proposes a solution by the use of a
nesting strategy that employs the HFSP to detect
boundary errors, and when they occur, it proposes to
carry out restarts of the forecast, henceforth referred to
as boundary error restarts (BERs). Instead of relying on
the LBC data that have been corrupted by the temperal
resolution problem on the lateral boundaries, such a
BER uses the uncorrupted data of the coupling model
when the storm is already inside the domain of the
LAM. This proposal will be elaborated upon in detail
and some crucial subtleties concerning the initialization
will be addressed. It will then be shown that the fore-
casted strength of the storm is substantially improved
after the restart time by the restarted model run. It will
also be concluded that, based on about 2 yr of opera-
tional HFSP data computed within the global Action de
Recherche Petite Echelle Grande Echelle (ARPEGE)
model of Me´te´o-France, BERs are needed only a few
times per year to correct the most extreme storms. So
the operational suites can still be run with 3-h coupling
updates and they will be restarted only very rarely, to
produce better estimates of the strength of the storm.
Based on the studied data, it will be explicitly shown
that with this procedure, the incoming extreme storm
will always be inside the domain at the restart. Such a
storm is a strong forcing, but a dynamical one instead of
an orographic one. Hence, this approach provides a so-
lution for the two guidelines of Warner et al. (1997) of
using a buffer zone and the avoidance of the strong
forcings at the boundaries mentioned above.
This paper is organized as follows. Section 2 will
provide an analysis of the temporal resolution problem
in the case of the above-mentioned Lothar storm, and
will provide an estimate of the required coupling update
frequency. Section 3 will elaborate upon the idea of the
boundary error restarts that has already been briefly
mentioned in T04. A final discussion will be presented in
section 4.
2. The lateral boundary condition temporal
resolution problem
In this section the required temporal resolution for an
adequate coupling for the Lothar storm forecast studied
in T03 will be derived. The model used for the present
study is the ALADIN model developed by the ALADIN
International Team (1997). The same setup of this model
has been used for the studies in T03 and T04, and a more
detailed description of the model data can be found
therein. This scheme is running operationally at the
Royal Meteorological Institute (RMI) of Belgium. In
T04 it is argued that the efficiency of the coupling up-
date frequency has to be examined in the coupling
model. The analysis in this section was thus carried out
using the operational version of the ALADIN model
running at Me´te´o-France, which is the model providing
the coupling data for the operational ALADIN version
at the RMI.
The prognostic variable of the ALADIN model giving
the best signature of a storm is the logarithm of the
surface pressure:P5 lnPs. However, for the sake of this
discussion, the method is applied to the surface pressure
Ps here, because this allows us to identify the required
coupling update frequency in a more physically intuitive
manner. Exactly the same analysis has been carried out
for P and this led to the same conclusions.
In contrast, in the ALADIN model used in T04, the
high-pass digital filter has been applied to its model
variable P instead of Ps. This can also be seen as a kind
of filtering of the surface pressure, albeit indirectly, and
this will, conveniently, also be referred to as the HFSP
henceforth.1
The maximum of the absolute value of this HFSP has
been sought within the dataset that was used in T04 of
the ALADIN Me´te´o-France model output during all the
0000 UTC based forecasts during December 1999. Not
surprisingly, the maximum value was found in the mean
sea level pressure (mslp) of the Lothar storm in the
forecast on 26 December 1999 based on the 0000 UTC
analysis. Figure 1 shows the mslp of this storm. The se-
lected point is indicated in Fig. 1 at the time when the
eye of the storm passed through it.
Figure 2 shows the discrete time series of Pn 5 Ps(tn),
with n 5 0, . . . , N 2 1, at this point during the fore-
cast. The eye of the storm passed through this point
at 0755 UTC. Assuming that the eye lays within the cou-
pling zone of a LAM, the required temporal resolution
will be assessed to adequately represent the signal of Ps.
From a signal processing point of view, the procedure
described in the introduction consists of two steps. The
first is a resampling of the time series with a lower
temporal resolution defined by a time interval T. This is
a multiple of the time step of the coupling model. Thus,
from this series, each time ta 5 aT, with a being an
integer, the coupling data of the LAM are updated from
the output of the coupling model. The second step is
recreating a time series of the higher temporal resolu-
tion corresponding to the time step of the LAM, by
means of an interpolation. The values at times sI 5 IDt,
with I an integer and with Dt the time step of the LAM,
1 In fact, whether HFSP refers to Ps or ln Ps will be always clear
from the context.
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are then obtained by an interpolation such as, for in-
stance, the linear interpolation L,
L
T ,t
P(t)5
T 1 t  t
T
P(t)1
t  t
T
P(t1T), (1)
between time t and time t 1 T, where t is the first time
instant of the interpolation interval.
Note that if the times series were taken in a point
slightly later on the storm track in Fig. 1, that is, the
boundary lay farther to the east, the same type of series
would be found as in Fig. 2, but the minimum of Ps
would have been found later than 0755 UTC. This would
shift the times of the coupling updates ta relatively with
respect to the minimum of Ps. This uncertainty of the
position of the lateral boundaries and the times of the
coupling updates with respect to the time series, should
be taken into account when making an estimate of the
potential error that could be made by the interpolation.
The coupling update interval T should be chosen
small enough to keep the discrepancy between the in-
terpolation and the original time series of the coupling
model below a predefined acceptable maximum. This is
achieved by considering the maximum
Emax(T)5 max
tn2[0h,48hT]
f max
tm2[tn ,tn1T]
½jP
m
L
T,t
n
P(t
m
)jg,
(2)
with Pm a shorthand notation for P(tm), and tm and tm
the mth time level of the coupling model. By choosing T
such that Emax(T) is less than or equal to the pre-
determined accepted maximum, it is ensured that this
maximum will not be exceeded. For example, the max-
imal difference for T 5 3 h in (2) can be seen in Fig. 2. It
occurs at 0755 UTC for the interpolation between t 5
0615 UTC and t 1 T 5 0915 UTC. The difference itself
yields Emax (3 h) 5 11.5 hPa. So this analysis shows that,
as a worst case, using coupling data with a coupling
update frequency of 3 h may potentially cause errors as
large as this. It is also obvious that, for passing depres-
sions as the one in Fig. 2, any interpolation over a too
long time interval will always make the interpolated low
less deep than the original one.
FIG. 1. ALADIN mslp at 0755 UTC 26 Dec 1999. The selected point is indicated by the black
dot at 498579500N, 4829160E in the eye of the storm.
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If the original time series Pn contains frequencies
higher than the Nyquist frequency fN 5 1/(2T), then,
after the resampling, they will be aliased. So, actually
aliased data are then interpolated in LT,tap(SI). The
spectral content in the higher frequencies can be esti-
mated by the spectral decomposition:
~P
k
5
1
N

N1
n50
P
n
e2pif ktn , (3)
for k 5 2N/2, . . . , N/2 and where fk 5 k/(NDt) is the
frequency corresponding to the mode k.
To take a fast Fourier transform (FFT) and its inverse
[see Eq. (5) below], the time series must be made peri-
odic. Following Errico (1985), this can be done by re-
moving a trend before taking the FFT:
Pdetrendedn 5Pn 
n
N  1 (Pn  P0). (4)
So, Eq. (3) is computed using Pdetrendedn instead of Pn.
The label ‘‘detrended’’ will be dropped henceforth. This
does not influence the difference between the linear
interpolation and the time series since the linear inter-
polation of a linear trend is the trend itself.
From the form of the inverse FFT of Eq. (3),
P
n
5 
N1
k50
~P
k
e2pif ktn , (5)
it follows that the discrepancy between the interpolated
and original time series, dT ,tPn 5 Pn  LT ,tP(tn), can be
treated by considering the discrepancy of each mode
exp(2pifktn) separately. For modes with frequencies
j f j # 1/(2T), this difference is always largest in the
middle of the time interval t01T/2 (see Fig. 1 in T04). In
that case,
L
T,t0
e2pftj
t5t01T/2
5 cos(pf T)e2pf (t01T/2). (6)
The information lost by the interpolation can thus be
quantified by 1 2 cos(pfT).
The information in the frequencies j f j . 1/(2T) is
completely lost. So the net information loss of the re-
sampling and the interpolation can be quantified by
means of a high-pass filter:
H
T
( f )5
1  cos(pf T) if jf j# 1
2T
1 if jf j . 1
2T
8
><
>:
. (7)
Besides taking account of the aliasing, this approach of
the filtering with (7) also has the advantage that it can be
implemented as a recursive digital filter. In T04 this
has been approximated2 by a second-order recursive
Butterworth filter applied on the logarithmic surface
pressure. The advantage of this approximation is that
it can be applied in any grid point during a run of the
model that provides the coupling data for the LAM. In a
small zone near the lateral boundaries of the LAM, the
resulting field (i.e., the HFSP) thus provides an estimate
of the maximal potential loss of information made by the
temporal interpolation between any possible coupling
update times t and t 1 T. This information can then be
used in operational suites for monitoring the coupling
update frequency.
The approach of the present paper is different from
that in T04; here, the analysis of the time series is re-
stricted to some specific singular grid points of the do-
main (e.g., the time series in Fig. 2), which allows for the
computation of the information loss exactly by means of
(7). Also, it is impossible to operationally compute Emax
for all grid points within a model run, since to compute
Emax with (2), it would be necessary to store all the
values of the logarithmic surface pressure at all time
steps of the coupling model and the computation could
only be carried out on this huge dataset after the model
run is finished.
From (5), it follows that, for any chosen time with
index n, the absolute value of the filtered signal taken in
the time domain has an upper bound L given by
FIG. 2. Time series of Ps at the point on 498579500N, 4829160E
indicated in Fig. 1. For interpolation time interval T 5 3 h, the
greatest difference between the interpolation and the value of
the times series (solid thick line) occurs at 0755 UTC for the in-
terpolation between t5 0615 UTC and t1T5 0915 UTC (dashed
thick line). The difference between the minimum and the linear
interpolation is 11.5 hPa.
2 See Fig. 2 in T04, comparing the response function of the
recursive filter with HT in Eq. (7) of the present paper.
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j(h
T * P)nj# 
N1
k50
H
T
( f
k
)j ~P
k
j 5 L(T), (8)
where the asterisk denotes the convolution of the signal
with the response function of the high-pass filter in the
time domain. In T04 the digital filter had to be applied to
all of the grid points during the entire model run to make
an estimation of the information loss for a given specific
coupling update interval T. To estimate the information
loss with this method for another value of T, one has to
rerun the model. In contrast, if the analysis is restricted
to the time series of the surface pressure in a specific
selected grid point, in particular the one in Fig. 2, thenL
can be easily obtained for any given T without having to
rerun the model and, thus, the function L(T ) can be
constructed. The quantity L(T ) is a measure of the
maximally possible information loss between the inter-
polation and the original value.
Note that, by construction, L(T) is a monotonically
increasing function. So the maximal possible informa-
tion loss decreases by decreasing the coupling update
interval T of the interpolation. The LAM user can de-
cide what the acceptable maximum of the potential loss
of the data transfer will be and the needed coupling time
interval is then given by T(L).
Figure 3 shows T(L) and T(Emax) for the time series of
the mslp of the Lothar storm run on 26 December 1999
and also, for comparison, T(L) for a run of an anticy-
clonic calm weather type on 18 December 1999. If the
LAM user requires that the temporal error never ex-
ceeds 1 hPa in severe storm cases, Fig. 3 shows that the
user should employ a coupling-update frequency of
about 20 min which is, as discussed in the introduction,
roughly the time step of the currently used global
models. It can also be seen in Fig. 3 that, for the ordinary
case of 18 December, T 5 3 h is sufficient.
For completeness, the same analysis has been carried
out for the temperature (T) and the wind components
(u, y). The same high-pass recursive filter as the one used
for the HFSP has also been applied on the variables T, u,
and y, during the same model runs that were studied in
T04. Within these constructed data, for each of these
three variables, the grid point and the model run have
been identified in which the maximum of the absolute
value of these filtered fields occurred. Figure 4 shows the
model run time series of these variable in the selected
grid points, as well as their corresponding diagrams for
Emax and L. It can be seen from Fig. 4 that to guarantee
that the error in the interpolation of the temperature
does not exceed 1 K, updating with the time step of the
coupling model is a priori necessary. It can also be seen
that for the zonal wind it is even impossible to guarantee
maximum errors of under 1 m s21. However, the wind
components may have a strong gravity wave component.
Since the Davies scheme (Davies 1976) is applied to
filter these gravity waves, they are irrelevant for the
current analysis. The meridional wind in the forecast of 5
December 1999 is more interesting from this point of
view. It contains a slow component that changes direc-
tion at 27-h forecast range. Some fluctuations of an order
of magnitude smaller than this component are super-
posed on this component. In that case the signal repre-
sents much more of the rotational part of the dynamics.
Here, too, coupling with the time interval of the cou-
pling model is necessary to guarantee maximal errors of
the order of a few meters per second.
In conclusion, the only choice of updates that guar-
antees a sufficient data transfer is the time step of the
coupling model. As mentioned in the introduction, this
is often impossible in practice. The coupling model may
be running at another institution and the data have to be
transferred through some telecom system. In the case
where the global model is running on the same com-
puter as the LAM, coupling updates with a time interval
of the time step of the coupling model should be con-
sidered.
The strategy proposed here is first to establish a
baseline coupling update frequency. For the present
setup, 3 h is sufficient. Second, the maximum of the
absolute value of the HFSP in a frame (e.g., see Fig. 5
below) near the lateral boundaries is considered. In the
case of large boundary errors, the user of the LAM can
then either (i) perform a restart of the forecast to have
the storm inside the domain (as was already described in
the introduction) or (ii) download more coupling data in
FIG. 3. The required coupling time interval (h) to guarantee an
upper bound for a maximal potential error T(Emax) (dotted line)
and the information loss T(L) (solid line), for Ps, for the 48-h runs
based on the 0000 UTC 26 Dec 1999 analyses, and, for comparison,
T(L) on 18 Dec 1999 (dashed line).
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the interval where the threshold value was exceeded to
update the boundary conditions with the frequency given
by the time step of the coupling model.
The strategy of carrying out a boundary error restart
(BER) when an error is detected in the interpolation of
the coupling data is most in agreement with the standard
LAM coupling philosophy advocated by Warner et al.
(1997). Indeed, then we are sure to run the model with
the feature of interest inside the domain from the
(re)start and a strong forcing in the lateral boundary
coupling has been avoided. The disadvantage, on the
other hand, is that, in this manner, the small-scale details
already obtained by the preceding part of the LAM
forecast are lost.
In the remaining part of this paper, a nesting proce-
dure will be proposed based on BERs. Additionally, the
following illustrates how this approach works in practice
and we will show how the restarts improve the strengths
of the most severe storms.
3. Boundary error restarts
All ALADIN LAMs are coupled to the ARPEGE
global model of Me´te´o-France, either directly or in a
FIG. 4. Time series of (a) temperature and (b) its guaranteeing update interval for the 0000 UTC 26 Dec 1999 run at
grid point 478429560N, 158359530E at level 27. (c) The zonal wind component and (d) its guaranteeing update interval
for the 0000 UTC 26 Dec 1999 run at grid point 498429290N, 4819500E at level 14. (e) The meridional component and
(f) its guaranteeing update interval for the 0000 UTC 5 Dec 1999 run at grid point 45810910N, 168359460E at level 14.
The same conventions as in Fig. 3 are used.
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double-nesting procedure.3 A decision was made to
implement the computation of the HFSP field within
ARPEGE operationally, with a second-order Butterworth
filter with critical frequency vc 5 0.9p/Dt with Dt 5 3 h,
exactly as proposed in T04. This field is passed via the
coupling data files to the nested and double-nested
ALADIN models. Thus, this HFSP is present in the
coupling data beginning on 21 February 2006. It is studied
here until 21 June 2008.
In T04 the HFSP is spectrally truncated in space4
to avoid the detection of small-scale surface pressure
tendencies that are the result of the orography. Here,
the truncation is up to modes of maximum wavelength
lmax 5 171 km. Figure 5 shows the domain on which the
coupling data are provided. The fields on this domain
have a spatial resolution of 9.5 km. The Davies relaxa-
tion zone of the coupled ALADIN LAM is indicated by
the dashed lines. The coupled ALADIN model has a
grid increment of 7 km. The HFSP is considered within a
frame, of 14 grid points wide, indicated by the solid lines.
It can be seen that this HFSP frame covers the Davies
relaxation entirely. There is a difference in the rotation
of both domains due to a difference in the coordinate
projections between the two models.
Figure 6 shows the maxima within this frame of the
absolute value of the HFSP, for the period 21 February
2006–21 June 2008. The procedure is used to perform a
BER when, for a particular coupling time, this maximum
exceeds a predefined critical value, mc. Henceforth, the
exceedance will be called the boundary sampling error
detection, and its corresponding time the boundary
sampling error detection time. If one wants to select
roughly the 10 strongest storms in this 2-yr dataset, one
needs to perform BERs when the maximum of the HFSP
fields exceeds the value of
m
c
5 0.003. (9)
This is less than the value of 0.004 proposed in T04.
However, the two values cannot be exactly compared
because the choices of the domain and the spectral
truncation were different in that paper. For the current
choice, we found eight boundary sampling error detec-
tion times in about 2 yr, which is relatively rare.
The boundary sampling errors detected in this dataset
are summarized in Table 1. Figures 7 and 8 show the mslp
at all these boundary sampling error detection times. On
24 November 2006 (Figs. 7a and 7b) and 31 December
2006 (Figs. 8a and 8b), there were two subsequent
boundary sampling error detections. It can be seen in
Figs. 7 and 8 that these corresponded to the same storm.
There are three different types of boundary sampling
error detections, corresponding to whether the storm is
(i) incoming, (ii) outgoing, or (iii) tangent to the bound-
ary. Figures 7a and 7b show the mslp at the boundary
sampling error detection times for an incoming storm
in the 0000 UTC 24 November 2006 run. There was a
boundary sampling error detected at the 24- and 27-h
forecast ranges. At 27 h the storm was already mostly
inside the domain. The high maximal HFSP value of
0.0058 was caused by the tail of the storm in the western
part of the HFSP frame. The incoming case on 25 No-
vember 2006 shown in Fig. 7c is actually the same storm
but appears in the forecast that is carried out 24 h later.
This is to be compared to Fig. 7b. The second incoming
case was found in the 0000 UTC 8 December 2007
run and is shown in Fig. 8d. The outgoing case in the
0000 UTC 18 January 2007 forecast in Fig. 8c is actually
the famous Kyrill storm. The boundary sampling error
was detected when the storm left the domain. There was
another case on 1 December 2006, where a storm en-
tered the northeast corner of the domain and left it at
the northern boundary 3 h later (see Fig. 7d). This can be
seen as an incoming case with respect to the western
boundary but at the same time as an outgoing case with
respect to the northern boundary. Figures 8a and 8b
show the tangent case in the 0000 UTC 31 December
FIG. 5. The frame of the coupling model for the monitoring of
the coupling update frequency (solid line) covers the frame of the
Davies zone of the LAM (dashed line) but is slightly larger, and
the two are relatively rotated due to the different coordinate pro-
jections of the coupling and the LAM.
3 For instance, some LAMs are coupled to another LAM of
coarser resolution, which in turn is coupled to the global ARPEGE
model.
4 ALADIN is a spectral limited area model with a structure
similar to that in Haugen and Machenhauer (1993).
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2006 run. Indeed, the storm is following the northern
boundary of the LAM between the 15- and 18-h forecast
ranges. Afterward, it leaves the domain to the north. For
the choice of mc 5 0.003, there were six storms detected
by the boundary sampling error detections in a period of
2 yr; none of them being a false detection.
For the incoming storms in Table 1, it was found that
the use of the corrupted coupling data always led to a
weakening of their strength in the LAM forecast com-
pared to the original one in the coupling model, in pre-
cisely the same manner as the depth of the Lothar storm
was reduced by about 8 hPa relative to the one in the
coupling model in T03 (see their Fig. 3). It will be illus-
trated below, for the cases in Table 1, that carrying out a
restart when a boundary sampling error is detected sub-
stantially improves the strength of such incoming storms.
When a boundary sampling error is detected, a restart
is carried out 3 h later:
BER time5 boundary sampling error
detection time1 3 h. (10)
In the cases of the two subsequent boundary sampling
error detections, this is carried out, in the present paper,
for the first one only. The boundary sampling error de-
tection time is added for all the cases to Table 1. Since
this represents only a few restarts per year, the impact on
an operational suite is very minor, but one is sure to
detect and improve the most extreme ones.
The restarted model run should be initialized, to get a
balanced state after the spatial interpolation of the fields
to the resolution of the LAM. The ALADIN model
is initialized by a digital-filtering initialization (DFI), a
technique that was introduced by Lynch (1990), which
consists of applying a digital low-pass temporal filter on
the initial state of the forecast to remove all modes with
frequencies that are assumed to lie within the time
spectrum of the gravity waves, while also assuming that
the remaining low time frequencies belong to the me-
teorologically relevant part of this state.
Termonia (2008, hereinafter T08) identified a Doppler
effect in the temporal spectrum of the ALADIN fore-
cast of the Lothar storm that shifts the frequencies of the
meteorologically relevant modes. This Doppler effect
occurs when a storm grows on top of a fast-propagating
large-scale flow. The Doppler shift is proportional to its
propagation speed and for sufficiently high velocity this
may shift meteorologically relevant frequencies into the
FIG. 6. The maximum of the HFSP values as computed within the ARPEGE model during
21 Feb 2006–30 Jun 2008, within a 14-gridpoint-wide zone covering the Davies relaxation zone
of the LAM. The horizontal line is the chosen threshold value of 0.003.
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frequency domain that is supposed to be exclusively
occupied by the gravity waves. This was particularly the
case for the Lothar storm studied in T03, T04, and T08,
propagating with a velocity of about 100 km h21. As a
consequence, a DFI similar to that used in Lynch and
Huang (1992) with a cutoff period of 3 h removed about
6–7 hPa from the low of this storm. It was then shown
in T08 that this can be avoided by introducing a scale-
selective DFI (SSDFI).
So, the aim here is to apply a BER to avoid an error of
about 10 hPa caused by the LBC temporal resolution
problem. However, if we then initialize the initial state
of this restarted forecast by means of a standard DFI, we
may, ironically, lose again about 10 hPa due to this
Doppler shift. Therefore, the BERs are initialized by an
SSDFI, with the cutoff period of the filter5 taken to be
1 h and the cutoff wavenumber kc 5 2p 3 10
25 m21,
corresponding to a wavelength Lc5 100 km (see T08 for
details concerning kc and Lc). This filter will be denoted
as SSDFI1h.
The storms detected in Table 1 did not propagate as
fast as the Lothar storm. So, there is not a great need for
an SSDFI in the examples presented here. However, the
propagation speed cannot be anticipated. So a decision
was made to always use SSDFI instead of DFI in order
to be properly prepared for the next storm propagating
with a very high velocity (e.g., ;100 km h21, as the past
Lothar storm).
Figure 9 shows the effects of the SSDFI at 33-h
forecast range for the 0000 UTC 8 December 2007 run
(Fig. 8d) on the balance ratio (Br) introduced by Lynch
and Huang (1992) (see also T08 within the context of
SSDFI),
Br5 100
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giving a measure of the balance of the atmospheric state,
where V is the horizontal wind vector labeled with
gridpoint indices I, J, and L for the vertical sigma level.
Also, DPL denotes the pressure difference between the
two half-levels above and below level L. Indeed, the
SSDFI reduces Br from 17.4 to 10.6. The effect is, albeit
less, comparable to the one that was obtained for the
Lothar storm in T08.
As can be seen from Fig. 9, the effect of the SSDFI is
short. For this particular case, one might even consider
not initializing at all. Nevertheless, it has been checked
(not shown) that SSDFI does not substantially diminish
the low of the storm compared to employing no initial-
ization, but it still provides some initialization in the case
of a Lothar-type storm propagating into the domain.
For the detected boundary sampling error in the
0000 UTC 24 November 2006 run (Figs. 7a and 7b), we
performed a BER at 27-h forecast range. The mslp at
those times are displayed in Fig. 10. The storm enters the
domain at the west side. Figure 10a shows the mslp
at 27-h forecast range. It can be seen in Fig. 10a that, as
a direct consequence of the interpolation error of the
LBC data, the low of this storm (971.1 hPa) was
2.7 hPa less deep in the LAM than that in the coupling
model6 (968.4 hPa) displayed in Fig. 10c. Figure 10e
shows the result of the BER after applying the SSDFI1h.
It can be seen, from comparing this BER with the 27-h
forecast range of the run in Fig. 10a, that the storm is
3 hPa deeper at the restart and that the gradient of the
TABLE 1. Boundary error cases within the period from 21 Feb 2006 to 21 Jun 2008 with their date, boundary sampling error detection
time, HFSP value, their type, and corresponding BER time. There were two times two subsequent boundary sampling error detection
times indicated by the braces. The mslp of these cases are shown in the figures indicated in the last column.
Date
Boundary sampling error
detection time (h) HFSP value Type BER time (h) Figure
24 Nov 2006 124
127

0.0044
0.0058

Incoming 127 7a
7b
25 Nov 2006 16 0.0033 Incoming 19 7c
1 Dec 2006 121 0.0033 Corner (NE) 124 7d
31 Dec 2006 115
118

0.0047
0.0040

Tangent 118 8a
8b
18 Jan 2007 124 0.0045 Outgoing 130 8c
8 Dec 2007 130 0.0041 Incoming 133 8d
5 The tests presented here were carried out with a Dolph–
Chebyshev filter applied with stop-band edge of 1 h, time span of
0.833 h, and ripple ratio r 5 0.05; see Lynch (1997) for an expla-
nation of these parameters.
6 This coupling model was run on the larger domain shown in
Fig. 1. Figure 10c shows its mean sea level pressure interpolated on
the smaller domain of the coupled LAM without initialization.
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mslp around it is much stronger. The strength of the
storm was also substantially improved after the restart
time. For instance, 3 h later, Figs. 10b, 10d, and 10f show
the situation of the 30-h forecast range of the LAM, the
mslp of the coupling model, and the 3-h forecast range of
the BER. The low is 1 hPa deeper, but the gradient is
still much stronger for the run after the BER. For the
same storm in the 0000 UTC 25 December 2006 run in
Table 1, the same conclusions were drawn (not shown).
In the 0000 UTC 8 December 2007 run (Fig. 8d), we
had a boundary sampling error detection at 30-h forecast
range. The mslp at 33-h forecast range is given in Fig. 11a.
Figure 11c shows the mslp of the coupling model, and
Fig. 11e shows the corresponding mslp at the restart of
the BER. In comparison with the previous case, the im-
provement in the mslp gradient is less significant. How-
ever, the depth of the low has been improved by 5.5 hPa.
Figures 11b, 11d, and 11f show the situation 3 h later. By
then, the storm is already weakening but the difference in
pressure is still 4.4 hPa. Note that, because of the appli-
cation of the SSDFI1h, the mslp of the BER in Fig. 11f is
better adjusted to the orography of the Alps than is the
coarser one in the coupling model in Fig. 11d.
The tests presented in this section show that (i) it is
feasible to detect the severest boundary sampling errors
caused by the LBC temporal resolution problem, (ii)
this is feasible in an operational forecast suite, and (iii)
the problem of the initialization mentioned in T08 can
be avoided in the restarts by relying on a scale-selective
digital-filtering initialization. Performing BERs in the
FIG. 7. The mslp during the boundary sampling error detections in the 0000 UTC runs: (a) 24-h forecast range of
the run on 24 Nov 2006, (b) 27-h forecast range of the run on 24 Nov 2006, (c) 6-h forecast range of the run on 25 Nov
2006, and (d) 21-h forecast range of the run on 1 Dec 2006.
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tangent and outgoing cases did not degrade the fore-
casts. This shows that an automated BER procedure
(which, e.g., cannot distinguish incoming from outgoing
cases) will not harm the forecast quality of the storms in
these cases.
4. Discussion
The subject of this paper was the LBC temporal res-
olution problem. The first aim of this paper was to re-
place the guesswork in the operational practice by a
more scientifically justified approach. We recommend
that the choice of the coupling update frequency should
be based on the curves presented in Fig. 3. Such curves
allow the users of the LAM to choose the required
coupling update frequency that guarantees that the
difference between the original and interpolated surface
pressures will never exceed a predetermined maximal
error. For instance, considering Fig. 3 we see that, to
have a guarantee that the error between the interpolated
and original values never exceeds 1 hPa, a coupling
update of 20 min is required, and this is practically the
time step of the coupling model (ARPEGE) in this case.
The same curve was also computed at the same grid
point for the 48-h run on 18 December 1999, also indi-
cated as a dashed line in Fig. 3. This is a normal anti-
cyclonic winter situation without a storm, taken within
the period studied in T04 (in particular, see Fig. 8 of that
paper). It can be seen from Fig. 3 that, in that case,
the commonly used 3-h time interval employed by the
FIG. 8. The mslp during the boundary sampling error detections in the 0000 UTC based runs: (a) 15-h forecast
range of the run on 31 Dec 2006, (b) 18-h forecast range of the run on 31 Dec 2006, (c) 24-h forecast range of the run
on 18 Jan 2007, and (d) 30-h forecast range of the run on 8 Dec 2007.
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operational ALADIN models suffices to guarantee a
maximal error of 1 hPa.
Computing the curves in Fig. 3 is easy and it is thus
easy to repeat the analysis for future storms, if they turn
out to be more severe than the Lothar storm, to adjust
the current ad hoc choice.
If the required temporal resolution is too high to use
in practice, this paper proposes a nesting strategy based
on boundary error restarts to improve the forecasts of
the strength of the severest storms encountered in the
operational suite. It shows how the monitoring of the
coupling update frequency proposed in T04 can be used
to determine the restart time in an operational forecast
suite, before the coupling data are used in the coupled
LAM. To avoid fast-propagating storms becoming cor-
rupted by the Doppler effects identified in T08, these
restarts must be initialized by a scale-selective digital-
filtering initialization.
Of course, after a restart the small-scale part of the
interrupted forecast is lost. In the cases of the storm
forecasts detected in the present paper, the improve-
ment of the low clearly outweighs this, as can be seen in
Figs. 10 and 11. However, this should be studied in more
detail and whether spectral techniques, similar as the
ones introduced by Waldron et al. (1996) and von Storch
et al. (2000), could be used to nudge the small scales to
the ones of the interrupted forecast at the time of the
restart should be investigated. But this lies beyond the
scope of the present paper. The obtained improvements
are sufficient to justify further research along these lines.
Over 2 yr of operational data have been investigated.
Based on a reasonable choice of the threshold value of
the high-pass-filtered surface pressure field within a frame
that covers the Davies relaxation zone, eight boundary
sampling errors were detected, two of them corresponding
to a storm that was already detected 3 h earlier. There
were three incoming cases: one tangent, one outgoing,
and one corner case. In practice, this implies that one
should expect only a few of these BERs per year in the
operational suite of the LAM, including the most ex-
treme storms. For the studied cases, it was indeed ob-
served that using a too long coupling update interval
makes the depressions less deep after they have been
coupled by the interpolated data on the lateral bound-
aries. In the detected cases, it was then shown how this
is corrected for by the BERs.
More BERs could be generated by specifying a lower
value ofmc for the operational suite, but these extra BERs
would correct weaker storms and smaller boundary er-
rors. In the cases with a BER, the restarted forecast could
either replace the model run or it could be carried out as
an additional run to be provided to the forecaster, either
as a better estimation of the strength of the storm or as an
estimate of the error induced by the LBC temporal res-
olution problem. Although the effect is less than for the
Lothar storm forecast studied in T04, the improvements
shown in the detected cases are very substantial.
The proposed nesting strategy does not contradict the
guideline of Warner et al. (1997) to have a sufficiently
large domain to keep the lateral boundaries far enough
from the region of interest such that the corrupted signal
will not contaminate it. The present strategy comple-
ments this approach in two ways: (i) by avoiding the use
of corrupted data at the boundaries and (ii) by the re-
starts guaranteeing that the feature of interest is inside
the domain from the beginning of the forecast.
The other nesting strategy mentioned in T04, of in-
creasing the temporal resolution in cases of boundary
sampling error detections, has not been investigated. In
this case the run of the LAM is not interrupted but the
coupling update frequency would be adapted during the
passage of the feature through the coupling domain.
This does not solve the problem of the strong (dynami-
cal) forcing at the boundaries and may, thus, still induce
a coupling error that will propagate to the interior do-
main. This also has the disadvantage that the forecast of
the LAM can be delayed due to the transmission and I/O
of the extra coupling data.
In operational suites where transmission costs are not
an issue, coupling with the frequency corresponding to
the time step of the coupling model should be seriously
considered. But it should be noted that in those cases,
the coupling model may be slowed considerably in order
to produce these outputs. However, even in that case,
restarts may turn out to be useful. For instance, recent
work of A. McDonald (2006, personal communication)
showed that there may exist critical levels of gravity
FIG. 9. The Br after the 33-h forecast range of the 0000 UTC
8 Dec 2007 forecast (dots) and the BER after the 33-h forecast
range with SSDFI (dashes) and no initialization (solid line).
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FIG. 10. The mslp of the (a) 27-h forecast range (low 971.1 hPa) and (b) 30-h forecast range (970.7 hPa) of the
0000 UTC 24 Nov 2006 forecast. Also shown is the content of the coupling model (ALADIN Me´te´o-France) at
(c) 0300 UTC (968.4 hPa) and (d) 0600 UTC 25 Nov 2006 (969.1 hPa), and the corresponding output of the BER
run performed at the 27-h forecast range at (e) 0300 UTC (968.1 hPa) and (f) 0600 UTC 25 Nov 2006 (970.0 hPa).
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FIG. 11. The mslp of the (a) 33-h forecast range (low 969.5 hPa) and (b) 36-h forecast range (971.1 hPa) of the
0000 UTC 8 Dec 2007 forecast on. Also shown is the content of the coupling model (ALADIN Me´te´o-France) at
(c) 0900 UTC (963.3 hPa) and (d) 1200 UTC 8 Dec 2007 (965.6 hPa), and the corresponding times of the BER
performed at the 33-h forecast range at (e) 0900 UTC (964.0 hPa) and (f) 1200 UTC 8 Dec 2007 (966.7 hPa).
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waves to be imposed in well-posed formulations beyond
which they lose their reliability. A monitoring strategy
with restarts could also turn out to be the solution in that
case.
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