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We report the analogue simulation of an ergodic-
localized junction by using an array of 12 cou-
pled superconducting qubits. To perform the sim-
ulation, we fabricated a superconducting quan-
tum processor that is divided into two domains:
a driven domain representing an ergodic system,
while the second is localized under the effect of
disorder. Due to the overlap between localized
and delocalized states, for small disorder there is
a proximity effect and localization is destroyed. To
experimentally investigate this, we prepare a mi-
crowave excitation in the driven domain and ex-
plore how deep it can penetrate the disordered re-
gion by probing its dynamics. Furthermore, we
performed an ensemble average over 50 realiza-
tions of disorder, which clearly shows the proxim-
ity effect. Our work opens a new avenue to build
quantum simulators of driven-disordered systems
with applications in condensed matter physics and
material science.
Most of today’s technology is based on our ability to
manipulate quantum states of matter. At low tempera-
tures, the collective motion of interacting particles lead
to symmetry-broken phases such as ferromagnets and su-
perconductors [1]. Recently, there is an increasing inter-
est in quantum phases of matter involving global proper-
ties of the energy spectrum that exist beyond this low-
temperature limit [2–5]. Among them, ergodic and local-
ized phases not only play a fundamental role in our under-
standing of statistical mechanics, but they are of utmost
importance in future quantum technologies. For example,
ergodicity is intimately related to recent experiments of
random sampling with superconducting qubits [6, 7], while
localized phases can be used as building blocks for quan-
tum memories [8]. When a many-body system is in its er-
godic phase, interactions distribute the energy among all
the available states and the expectation values of the local
observables can be described by a Gibbs ensemble when
energy is conserved [9, 10]. Contrary to this, in localized
systems, disorder prevents the system from thermalizing
due to the emergence of an extensive number of local con-
served quantities [3–5, 11]. Recent experiments in plat-
forms ranging from superconducting qubits to cold atoms
have shown signatures of ergodic and localized phases in
undriven systems [11–17]. When the system is affected by
an external driving force, however, conserved quantities
such as energy are destroyed and the nature of the ergodic
and localized phases can change dramatically [18–23]. A
low-frequency drive can destroy local conserved quanti-
ties characteristic of a localized phase and bring the sys-
tem to an infinite-temperature state [24, 25]. Similarly,
a high-frequency driving can destroy tunneling in many-
body systems, leading to localization [26, 27].
Recent work has predicted that when disordered and
driven domains are coupled, localization can be destroyed
due to the overlap between localized and delocalized
states [29], as in Fig. 1 a). The localized domain be-
comes unstable and excitations can penetrate regions of
the system that are otherwise forbidden. This induces a
proximity effect: correlations are built up between the two
domains and a portion of the localized domain becomes
ergodic. The latter allows us to explore the stability of
the localized phase when a disordered domain is coupled
to a non-equilibrium environment.
It is important to have an intuitive picture of the prox-
imity effect in mind, so let us consider a particle moving in
stadium and circular billiards, as illustrated in Fig. 1 b).
In the circular billiard, the conservation of energy and an-
gular momentum leads to regular behavior [10]. Ergodic-
ity is broken and the system is only able to explore certain
regions of phase space. In contrast, the stadium billiard
does not preserve angular momentum and the motion be-
comes ergodic [10]. In this case, the system can explore all
the available configurations in phase space with a constant
energy. A natural question that arises is: what happens
if one couples these two types of billiards? As depicted in
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Figure 1. Ergodic-localized junction with superconducting qubits. a) When the driven domain is coupled to a disordered
one, there is an overlap between localized and delocalized states. b) Depicts stadium and circular billiards, which exhibit ergodic
and regular behavior, respectively. If one creates a junction between the two billiards, the destruction of conserved quantities
creates a proximity effect, and the system explores all the available configurations. c) Optical micrograph of the superconducting
chip. There are twelve Xmon variant of transmon qubits arranged in a 1D lattice. Each qubit has a line for the XY control and a
flux bias line for the Z control. In addition, each qubit is dispersively coupled to a resonator for state readout. d) Experimental
waveform sequences to generate the ergodic-localized junctions. The ergodic domain is formed by qubits Q1 − Q6, which are
periodically driven and the localized domain is designed by adding disorder to qubits Q7 −Q12. e) Shows the quasienergy level
statistics [13, 24, 28] of the ergodic-localized junction for an array of L = 12 qubits for several realizations of disorder. For strong
disorder strength W = 10J , where J is the coupling between qubits, the overlap between the two domains is small and the level
statistics P (r) is close to Poisson (blue line), indicating localization. As long as we decrease the disorder W = 3J , the statistics
become close to the circular orthogonal ensemble (red line), which is a signature of the proximity effect [29].
Fig. 1 b), to do this, one needs to break symmetries of the
system and now a particle can explore regions that were
forbidden by conservation rules. This can be interpreted
as a proximity effect [29].
The key issue is how do we explore these ergodic
localized junctions. Superconducting quantum proces-
sors [6, 7, 11, 13, 30–33] provide us with a high degree of
controllability, which makes them a suitable platform to
investigate the dynamics of driven systems. In this work,
we experimentally simulate the proximity effect using a
linear array of N = 12 superconducting qubits, governed
by the Hamiltonian
Hˆ(t) = ~
N∑
l=1
[
gl(t)nˆl +
U
2
nˆl(nˆl − 1)
]
+ ~J
N−1∑
l=1
(aˆ†l aˆl+1 + aˆlaˆ
†
l+1) ,
(1)
where nˆl = aˆ
†
l aˆl is the number operator, while aˆl and aˆ
†
l
are the bosonic annihilation and creation operators of an
excitation at site l, respectively. Figure 1 c) depicts an op-
tical micrograph of the chip designed for our experiment.
The qubit frequencies gl(t)/2pi can be tuned with DC and
pulse signals through the Z control lines. An example of
the pulse sequences used during the experiment is shown
in Fig. 1 d). The nonlinearity U ≈ −250 MHz ≈ −22J is
the strength of the onsite interactions while J/2pi = 11.5
MHz is the hopping strength between nearest-neighbor
sites (see supp. material [34] for further details).
To perform our quantum simulation of the ergodic-
localized junction, we decompose the Hamiltonian (1) in
three pieces: Hˆ(t) = Hˆerg(t) + Hˆloc + Hˆint, where Hˆerg(t)
and Hˆloc are the Hamiltonians of the ergodic and localized
domains, respectively, while Hˆint is the interaction be-
tween them. For a single excitation propagating through
the array, the onsite energies and the hopping play the
role of potential and kinetic energies, respectively. In this
case the Hamiltonian of the ergodic domain with qubits
Q1 −Q6 has the form
Hˆerg(t) = ~
6∑
l=1
gl(t)nˆl + ~J
5∑
l=1
(aˆ†l aˆl+1 + aˆlaˆ
†
l+1) , (2)
where gl(t) = g¯ + [∆0 + ∆1 cos(ωt)] cos(4pil/N) are mod-
ulated in space and time. Here g¯/2pi is the frequency
of the rotating frame while ∆0 and ∆1 are the DC and
AC components of the external drive, respectively. In the
experimental setup, we tuned the drive such that the res-
onance condition 3ω = 2Ω is fulfilled with ∆0 = ∆1 = 3J ,
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Figure 2. Dynamics of the populations and correlations: Comparison between theory and experiment for cosine
and flat potentials of qubits Q7 to Q12. To explore localization due to the competition between kinetic and potential energy,
we consider a cosine potential for the qubits Q7 to Q12. Similarly, to investigate localization due to disorder, we consider a
flat potential for the qubits Q7 to Q12. The panels a1,2) to i1,2) and b1,2) to j1,2) depict the results without (W = 0) and
with disorder (W = 5J), respectively. a1,2) and b1,2) show the qubit frequency setups used in the experiment. c1,2) to f1,2)
depict the population dynamics 〈nˆl〉. Correspondingly, the panels g1,2) to j1,2) show the dynamics of the correlation function
CZZ(l, 7, t). Due to the shape of the cosine potential, the excitation can penetrate a small region of the disordered domain, even
in the absence of disorder. In contrast, the excitation can propagate ballistically for a flat potential in the absence of disorder.
where Ω = 4pi
√
2∆0J/N is the frequency of the small os-
cillations (see supp. material [34] for further details). To
achieve finite-size signatures of parametric resonance [35],
we drive with a frequency ω/2pi = 19.67 MHz. In the
classical model with N  1, stable fixed points become
unstable and as we increase the amplitude of the drive,
the dynamics become chaotic. In the finite system, how-
ever, quantum signatures of the chaotic motion appear in
the level spacings distribution of the quasienergies [24], as
we explain below. Next the localized domain with qubits
Q7 −Q12 is governed by
Hˆloc = ~
12∑
l=7
glnˆl + ~J
11∑
l=7
(aˆ†l aˆl+1 + aˆlaˆ
†
l+1) , (3)
where we consider a spatial modulation of the qubit angu-
lar frequencies with cosine gl = g¯+Gl+∆0 cos(4pil/N) and
flat gl = g¯+Gl+∆0 background potentials. The disorder
Gl ∈ [−W,W ] is drawn from a random uniform distri-
bution with strength W . Finally, we consider a coupling
between the ergodic and localized domains represented by
the Hamiltonian Hˆint = ~J(aˆ†6aˆ7 + aˆ6aˆ
†
7).
The proximity effect appears as a consequence of the
overlap between delocalized and localized states in the er-
godic and disordered domains, respectively. Therefore, to
probe it, we can measure the dynamics of the populations
to determine to which extent an excitation can penetrate
the disordered domain. We start the experiment with the
qubits in their idle frequencies and apply a local X gate
at site l = 3 to create the excitation. In the absence of
disorder, the drive induces transitions between site l = 3
and the qubits Q7 − Q12, which allows the excitation to
penetrate this region [see Fig. 2 c1,2)].
The Z lines allows us to quickly bring the qubits from
the idle to the working point frequencies, while keeping
the excitation localized. To generate an external drive
in the ergodic domain, we apply an AC pulse to qubits
Q1 −Q6 by using the Z control lines. The disordered do-
main is engineered by designing a profile of random work-
ing frequencies for the qubits Q7 − Q12. We chose dif-
ferent modulations of the potential in order to study two
different aspects of localization and their influence on the
proximity effect. A cosine background potential enables
us to study localization due to the potential shape, while
with a flat background potential we explore localization
due to disorder. The comparison between the theoreti-
cal prediction and the experimental results for the pop-
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Figure 3. Ensemble average of population dynamics. Motivated by the discussion on spectral signatures of the proximity
effect, we explore the dynamics of the ensemble averages for a microwave excitations initially prepared at sites l = 3 and l = 9 in
the ergodic and localized domains, respectively. a) Depicts the frequency setup for several realizations of disorder with strength
W = 3J . In average, the potential of qubits Q7 to Q12 is flat. The panels b), d) show the theoretical prediction for the averaged
populations and panels c), e) the experimental result. Although the dynamics for the individual instances can be quite different
due to the local features of the potential, the average clearly shows the proximity effect.
ulation dynamics is shown in Figure 2. The rows a1,2)
to i1,2) and b1,2) to j1,2) depict the dynamics without
(W = 0) and with disorder (W = 5J), respectively. Fig-
ures 2 a1,2) and b1,2) depict the working frequencies for
the qubits. The panels c1,2) and d1,2) show the theoretical
prediction and e1,2) and f1,2) the experimental measure-
ments of the populations 〈nˆl(t)〉 at site l as a function
of time. Our experimental setup also allows us to access
the full correlation matrix of the photons. The correlation
function CZZ(l, 7, t) = 〈σzl (t)σz7(t)〉 − 〈σzl (t)〉〈σz7(t)〉 with
σzl = 2nˆl − 1 reveals signatures of the proximity effect
because it gives a measure of the overlap between local-
ized and delocalized states. Panels g1,2), h1,2) and i1,2),
j1,2) show the theoretical and experimental dynamics of
the correlation function, respectively.
In the case of a cosine potential, even in the absence
of disorder, the states become localized once the kinetic
energy ~J is smaller than the potential energy ~∆0. If we
add disorder with strength W  ∆0 [36], localization is
enhanced because Anderson localization dominates. On
the contrary, in the case of a flat potential, localization
is solely caused by disorder [37, 38]. In the absence of
drive, a localized system exhibit is a set of local conserved
quantities, which are given by the energies. As a conse-
quence, if we couple the localized domain to the ergodic
one, these conserved quantities can be destroyed, as in the
case of the billiards shown in Fig. 1 b). In the absence of
disorder, an initial excitation at site l = 3 can penetrate
up to site l = 8, as one can see in Figs. 2 c1) and e1).
The disorder inhibits the tunneling to the localized do-
main as shown in Figs. 2 d1) and f1). Due to the shape
of the potential, the drive is not resonant with states in
the disordered domain and therefore, the particle cannot
penetrate the localized domain. In the case of a flat poten-
tial, the excitation propagates ballistically in the absence
of disorder as in Figs. 2 c2) and e2). Disorder restrict the
distance that the particle can travel within the disordered
domain as shown in Figs. 2 d2) and f2). For both cosine
and flat potentials, the dynamics of the correlations in
Fig. 2 also show signatures of the proximity effect. The
latter creates an overlap between delocalized and localized
states, which induces correlations between sites in differ-
ent domains. Thus regions in the disordered domain that
cannot be accessed by the microwave excitation remain
uncorrelated from the driven domain.
So far we have discussed dynamical signatures of the
proximity effect that appear in the populations 〈nˆl(t)〉
and the correlations CZZ(l, 7, t). Next, we theoretically
explore spectral signatures of the proximity effect. In or-
der to do this, we numerically construct the Floquet op-
erator Fˆ = Uˆ(T ), where Uˆ(T ) is evolution operator in
a period T = 2pi/ω = 50.84 ns of the drive. By cal-
culating the eigenvalues exp(−iεαT/~) of Fˆ , we obtain
the quasienergies −~ω/2 ≤ εα ≤ ~ω/2 and the statistics
of the ratios rα = min(δα, δα+1)/max(δα, δα+1) between
gaps δα = εα+1−εα [13, 24, 28]. When the system is fully
ergodic, there is a strong level repulsion and the states
are delocalized in space. Thus, ratios rα follow the same
statistics as the circular orthogonal ensemble of random
matrices. Contrary to this, when the states are localized,
the energies are uncorrelated and the statistics follows a
Poissonian distribution. Fig. 1 e) shows the statistics of
levels for our qubit array. For convenience, we perform the
statistical analysis in the case of an average flat potential
of the localized domain. For strong disorderW = 10J , the
driving is not able to destroy localization in the system
and the localized domain remains stable. Therefore, the
statistics is close to a Poissonian distribution (blue curve).
For weaker disorder W = 3J , the distribution resembles
the statistics of the circular ensemble (red curve). This is
a signature of the proximity effect: the drive destroys inte-
grals of motion and the excitations can penetrate regions
in the localized domain that were forbidden.
In the case of a disordered potential, the dynamics of
the populations can be quite different depending on the
chosen instance of disorder. This is because the drive
can induce resonances that appear randomly for each in-
stance, leading to tunneling between resonant sites. For
this reason, it is convenient to average the experimental re-
sults over several realizations. In our experimental setup,
this can be easily achieved by using the control Z lines of
the superconducting quantum processor to define a pro-
5file of random working frequencies. Fig. 3 a) shows the
frequency setup for 50 instances of disorder with strength
W = 3J . To build the ensemble average, we propagate
an excitation initially prepared at site l = 3 for each re-
alization of disorder. After that, we calculate the ensem-
ble average of the measured populations for times up to
t = 150 ns. The evolution time is limited by the relax-
ation T1 and dephasing T ∗2 times of the qubit array. As
we show in the supplemental information [34], the Q9 has
the shortest time scales of T1 = 35.13µs and T ∗2 = 1.79µs.
Figs. 3 b) and c) show the theory and the experiment,
respectively. In contrast to the dynamics of the individ-
ual realizations of disorder, the ensemble average shows
a clear signature of the proximity effect. In average, the
drive destroys localization and the excitation can pene-
trate the disordered domain. Similarly, Figs. 3 d) and e)
show that an excitation initially prepared at site l = 9
has a small probability to travel the ergodic domain. In
the absence of the drive, the tunneling to the domain with
qubits Q1−Q6 is suppressed due to Anderson localization.
In summary, we have simulated the proximity effect by
using a superconducting quantum processor and demon-
strated that its signatures appear in the populations and
correlations at the level of a single realization of disorder.
We go beyond this, and experimentally explore the dy-
namics of the disorder average over 50 realizations. This
shows clear signatures of how a particle in the ergodic do-
main can penetrate the localized domain due to the prox-
imity effect. Our work will inspire future experiments in
platforms such as cold atoms, Rydberg atoms and trapped
ions. We envision potential applications of our results to
quantum memories, as one can in principle store informa-
tion in the localized domain. As long as it is stable, the
information is robust against the coupling to an ergodic
domain. The local control and addressability of the mi-
crowave excitations achieved with our platform will open
a new avenue to explore the stability of other phases of
matter under the effect of quantum baths out of equilib-
rium.
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EXPERIMENTAL DEVICE
Performance
We perform our experiment on a twelve-qubit superconducting quantum processor mounted in a dilution refrigerator
system whose wiring set-up is the same as reported in Ref [6]. As shown in Fig. 1 c) in the main text, the array
is composed by a one-dimensional array of 12 transmon qubits [3–5]. Each Qubit capacitively couples to its nearest
neighbors. The coupling strength between the qubits is designed to be J/2pi = 11.5 MHz, but the experimental
measurements reveal a small deviation of this value for each pair of qubits, as listed in Table S1. Furthermore, our
measurements reveal that the couplings do not change too much as a functions of the qubit’s frequencies [2].
The qubit frequencies can be tuned by using DC and pulse signals through Z control lines. The DC signals allow us
to set the qubits to their idle frequencies (Table S1). This allows us to obtain a better coherence, reduce the crosstalk
between two qubits, and lower the interaction among the adjacent qubits. The energy relaxation time T1 and the
dephasing time T ∗2 of the qubits listed in Table S1 are measured at their idle frequencies. The pulse signals enable the
controlability of the effective coupling strength between the qubits. By tuning the qubits from their idle frequencies to
the working frequencies, we let the system evolve to perform the analogue quantum simulation. Furthermore, each qubit
at site l is dispersively coupled to its exclusive resonator Rl for the state readout. The twelve resonators R1 to R12 are
divided into two groups as R1−R6 and R7 −R12. Each group of resonators inductively couples to a transmission line,
through which the probe signal allows one to measure the state of the corresponding qubits simutaneously. The probe
signals are amplified by two corresponding impedance matching parametric amplifiers(IMPA) [1] with amplification of
14.22 dB and 14.06 dB, respectively. The frequencies of the readout resonators are shown in Table S1.
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2Parameters Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12
ωread/2pi (GHz) 6.375 6.430 6.486 6.521 6.571 6.634 6.687 6.723 6.782 6.835 6.891 6.946
ωmax/2pi (GHz) 4.578 4.572 4.707 4.689 4.614 4.666 4.380 4.485 4.702 4.551 4.469 4.593
ωidle/2pi (GHz) 3.975 4.505 4.070 4.548 4.030 4.656 3.964 4.465 4.004 4.505 4.060 4.570
gcosinel /2pi (GHz) 4.370 4.352 4.318 4.300 4.318 4.352 4.370 4.352 4.318 4.300 4.318 4.352
gflatl /2pi (GHz) 4.370 4.352 4.318 4.300 4.318 4.352 4.352 4.352 4.352 4.352 4.352 4.352
T1 (µs) 55.32 37.95 28.19 39.96 31.85 29.98 74.40 47.80 35.13 32.91 58.54 41.30
T∗2 (µs) 1.95 4.86 1.82 2.37 1.91 9.24 2.33 6.26 1.79 3.63 2.59 11.57
J/2pi(MHz) 11.37 11.73 11.87 11.71 11.47 11.33 11.33 11.29 11.24 11.64 12.00
η/2pi (MHz) -248 -256 -264 -216 -256 -248 -240 -256 -256 -248 -248 -240
χqr/2pi (MHz) 0.13 0.18 0.13 0.16 0.10 0.19 0.11 0.15 0.11 0.25 0.11 0.15
f00 0.88 0.92 0.87 0.92 0.87 0.97 0.92 0.91 0.94 0.97 0.93 0.98
f11 0.85 0.83 0.83 0.87 0.83 0.91 0.83 0.86 0.86 0.89 0.84 0.86
Readout visibility 0.73 0.75 0.70 0.79 0.69 0.88 0.76 0.76 0.80 0.87 0.77 0.83
Integration time (ns) 3900 3500 3500 3000 3500 2700 3100 2500 3200 2800 3400 2800
Table S1. Device parameters: ωread/2pi is the frequency of the readout resonator; ωmax/2pi is the maximum frequency of the
qubit; ωidle/2pi is the qubit’s idle frequency; T1 is the qubit’s energy relaxation time; T ∗2 is the qubit’s dephasing time determined
from Ramsey measurement; J is the nearest-neighbor qubits’ coupling strength, of which values are listed between the neighboring
qubits. The on-site nonlinear interaction U approximates the qubit’s anharmonicity (η ≡ f12− f01, with f12 being the transition
frequency between |1〉 and |2〉 and f01 being the transition frequency between |0〉 and |1〉) measured near the idle points, and
can be considered as a fixed value since it is almost constant with the qubit frequency; χqr is the dispersive shift; f00 (f11) is the
probability of correctly reading out the qubit state when it is prepared in |0〉 (|1〉); the readout fidelity is defined as f00 + f11− 1.
The integration time for measurements of each qubit ranges from 2500 ns to 3900 ns, which results from the optimization of the
readout visibility.
The idle frequencies of the 12 qubits are optimized based on their coherence performance. In addition, we choose
the working frequencies of the two groups of qubits, i.e., Q1 − Q6 and Q7 − Q12, in order to define two different
energy profiles. The first group of qubits Q1 − Q6 has a frequency profile that approximately follows the formula
gcosinel = g¯ + ∆0 cos(4pil/N), where l is the position along the chain, ∆0 is the amplitude of the spatial modulation
and g¯ is the frequency of the rotating frame. As we need to explore two different aspects of localization in the domain
Q7 − Q12, in our experiment, we consider two different frequency profiles for this group. The first one is a frequency
profile with a cosine dependence gcosinel = g¯ + ∆0 cos(4pil/N) without disorder. The second one defines a flat potential
gl = g¯ +Gl + ∆0 under the effect of disorder Gl ∈ [−W,W ], which is drawn from a random uniform distribution with
strength W . In our design, we take into account the limitations of the maximum amplitude of the pulse signals. The
working frequencies in the absence of disorder are listed in Table S1. The strength of the disorder for the second group
of qubits Q7 −Q12 is chosen to be W = 5J .
Fabrication
The fabrication of our device was carried out by following the steps described below [6]:
(1) A 100 nm aluminum thin film is deposited on a 2 inch c-plane degassed sapphire wafer in the electron-beam
evaporation system Plassys MEB 550SL3.
(2) Laser lithography followed by wet etching are applied to defined and construct the transmission lines, control
lines, readout resonators and capacitors
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Figure S1. Experimental waveform sequences used during the experiment. By using the X control line, we create a microwave
excitation at site l = 3. After this, all twelve qubits are quickly detuned to their working frequencies through Z control line. The
group of qubits Q1 − Q6 is used to simulate the ergodic domain. With this aim, we use the local Z control lines to drive the
system. At the end of the evolution, all qubits are measured to obtain the expectation value 〈aˆ†l aˆl〉, which gives us information
about the populations.
(3) The golden alignment marks for electron-beam lithography are fabricated with laser lithography, thermal evapo-
ration and liftoff.
(4) Laser lithography and thermal evaporation of 200 nm SiO2 are used to fabricate the insulation layer of the
crossover.
(5) The bridge of the crossover is built with laser lithography, electron-beam evaporation of 350 nm aluminum film
and liftoff.
(6) The wafer is diced into 10 mm by 10 mm chips.
(7) Electron-beam lithography followed by double-angle evaporation and controlled oxidation in Plassys MEB 550SL3
are applied to designed and fabricate delicate structures such as the Josephson junctions.
(8) The wafer is diced into 8 mm by 8 mm chips.
(9) The processor is wire bonded to a copper sample box.
Waveform sequences
Our setup provide us with a high degree of freedom in controlling of the qubits’ frequencies, which is achieved through
the Z control lines. In our system, we can apply two kinds of signals through Z control lines tuning the frequencies
of the qubits. The first kind is a DC signal, which fixes the qubits’ frequencies to their idle frequencies, and is kept
constant during the experiment. The other kind is a pulse signal, which is used to quickly detune the qubits from their
idle points to working frequencies. In addition, through XY control lines, we can control the state of the qubits and
create microwave excitations at any site along the chain. The local control Zl and XYl lines at site l are depicted in
the optical micrograph of the device shown in Fig. 1 c) in the main text.
4The implementation of our experiment is divided into four steps: initialization, state preparation, designed evolution,
and readout. In the following, we describe in detail the aforementioned steps:
Initialization:- To initialize the processor, we wait for 200 µs in order to let the qubits decay to their ground state
|0〉.
State preparation:-After initializing the qubits to their ground state, we prepare the desired initial state of the qubit
at the l-th site by using local XY control lines. In order to create a single microwave excitation localized at site l, we
apply a pi-rotation along the X-axis that excites the qubit at site l from |0〉l to |1〉l. Afterwards, we apply pulse signals
through the Z control lines to quickly detune all qubits to their working frequencies at time t0, that denotes the initial
time at which we start the quantum simulation.
Designed evolution:- In our experimental setup, the qubits Q1 − Q6 are used to simulate the ergodic domain. In
order to simulate ergodic behavior in this group of qubits, we apply waveforms on Z lines to drive the system. This
allows us to modulate the frequencies of the first group of qubits in the formula of space and time: gl(t) = g¯ +
[∆0 + ∆1 cos(ωt)] cos(4pil/N). The frequency ω/2pi = 19.67 MHz of the modulation is chosen such that it satisfies
the resonance condition mω = 2Ω with m = 3, where Ω = 4pi
√
2∆0J/N is the frequency of the small oscillations, and
∆0 = ∆1 = 3J . In contrast to this, the frequencies of the second group of qubits Q7−Q12 are kept constant during each
experiment to simulate the localized domain. We design different profiles of random working frequencies to simulate
the effect of disorder in this group of qubits. After tuning the qubits from the idle points to their working frequencies
at time t0, we apply pulses through the control Z lines to perform the analogous simulation of the ergodic-localized
junction. With this aim, we let the system evolve for a time interval t0 < τ < t0 + t, where t = 150ns. The pulse
sequences used in our experiment are depicted in Fig. S1.
Readout:- In order to perform a dispersive readout of the qubit, we tune all qubit to their idle frequencies quickly
at time t0 + t. This enables us to maintain the final state after the evolution to make the projective measurements to
obtain 〈aˆ†l aˆl(t)〉.
CALIBRATE ALL QUBITS TO THEIR WORKING FREQUENCIES
In our experiment, we need to apply pulse signals to detune the qubits from their idle points to the working frequencies.
In addition to this, we further need to exploit the Z line control to induce an oscillation around the working frequencies.
However, due to the crosstalk, inaccurate correspondence of pulse amplitude and qubit frequency, it is experimentally
challenging to achieve the desired working frequency profiles. Therefore, we have to perform a calibration to reduce the
deviation from the desired frequency profile, as we describe below.
As a first step, we correct the pulse distortion and pulse cross talk to get standard pulses that are independent of
each other [2]. This procedure enables us to avoid the effect of pulse deformation and other undesired effects. Although
this procedure can significantly reduce the deviation from the desired frequency setup, the deviation can be large when
the working frequencies depend on space, thus we need further calibrations.
Secondly, we perform qubit-qubit swapping between two nearest-neighboring qubits to calibrate their resonant fre-
quency. To do this, we detune the pair of neighboring qubits to their working frequencies, leaving other qubits at their
idle frequencies. Then we compare it with desired frequency spacing and add the 2nd offset pulse for calibration. In
despite of this, there is a residual cross talk from the other qubits that creates a deviation of the qubit from the designed
frequency.
As a third calibration step, we perform an in-situ cross talk calibration [2]. The target qubit to be calibrated and its
two nearest-neighbor qubits are detuned to their corresponding working frequencies. Meanwhile, during the calibration
we keep the rest of the qubits at their idle frequencies. Next, we apply pulses to the neighbors of the target qubit.
Those pulses have an amplitude 0.2 times smaller than the usual one. This procedure shows us the actual frequency of
the target qubit. Subsequently, we calculate the 3rd offset pulse amplitude through the frequency difference between
actual frequency and designed frequency.
In the fourth step of the calibration, we resort on the theoretical model. In order to isolate the possible sources of
errors, we perform a calibration in the absence of modulation pulses. As shown in Fig. S2, we perform experimental
measurements of the populations 〈nˆl(t)〉 without the time dependent modulation, where nˆ = aˆ†l aˆl, by using the static
profile gl of working frequencies. Subsequently, we compare the dynamics of theoretical result 〈nˆl(t)〉theory calculated
with the expected working frequencies with the experimental result 〈nˆl(t)〉exp. Due to experimental errors, the theoret-
ical result shows a deviation of few MHz from the experimental data. In order to find the corrected working frequency
setup, we theoretically explore the parameter space to find the frequency profile that matches the experimental result.
In this way, we think we truly get the actual working frequency setup of the experiment, through which the 4th pulse
offset can be calculated.
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Figure S2. Fourth stage of the calibration procedure. a) Depicts the experimental results before the 4th stage of calibration
and b) the theoretical results calculated using the designed frequency setup. There is a clear deviation between the theory and
experiment. To fix this problem, we theoretically find the actual frequency setup of the array. By using the Z control lines we
apply a pulse offset in such a way that the theory and experiment match, as one can see from figures b) and c), respectively.
After these four calibration steps, the experimental dynamics of the populations without frequency time modulation
is almost the same as the predicted results, as shown in figure S2. This is a good indicator that the experimental
working frequency setup is very close to the designed working frequency setup. Afterwards, we investigate the effect of
time dependent modulation on the frequency profile of the qubits. With this aim, we use the same method as described
above: We experimentally measure the dynamics of the populations and compare it with the expected theoretical
results. Due to the time modulation, further errors appear, and we need to theoretically fit the amplitudes of the
frequency modulation in order to match the measured population dynamics with uncalibrated pulse. With these results
at hand, we can find the offset amplitude to be compensated. However, the compensation seems to have little effect on
the evolution. We speculate that the origin of the deviation from theory is due to additional cross talk of pulse signals
with high frequency, and not just to the individual signal amplitude.
ZZ CORRELATION MEASUREMENT
Our experimental setup give us access to the the full correlation matrix of the photons. In particular, we focus
here on the correlation function CZZ(i, j, t) = 〈σzi (t)σzj (t)〉 − 〈σzi (t)〉〈σzj (t)〉 with σzi = 2nˆi − 1 reveals signatures of the
proximity effect. To measure the ZZ correlation of CZZ(i, j), we jointly readout the states of twelve qubits and get the
population distributions of the 12-qubit states |Q1...Q12〉. Then we measure the probability P00(i, j) that both qubit i
and qubit j are at the state zero, the probability P01(i, j) that qubit i is at the state zero and qubit j is at state one,
the probability P10(i, j) that qubit i is at the state one and qubit j is at state zero, and the probability P11(i, j) that
both qubit i and qubit j are at the state one. We also measure the probabilities P0(i) and P1(i) of the i−th qubit to
be at state 0 and 1, respectively. Similarly, we measure the probabilities P0(j) and P1(j) for the j−th qubit. Once we
have all this information, we can obtain the ZZ Correlation matrix σzi σzj , which is given by
CZZ(i, j) = P00(i, j) + P11(i, j)− P01(i, j)− P10(i, j)− [P0(i)− P1(i)][P0(j)− P1(j)].
FINITE-SIZE SIGNATURES OF PARAMETRIC RESONANCE IN THE GROUP OF QUBITS Q1 −Q6
In this section of the supplemental information, we discuss in detail finite-size signatures of parametric resonance
in our experiment. For this purpose, we theoretically obtain the resonance condition that motivate our choice for the
driving frequency ω/2pi = 19.67 MHz that we use in the experiment.
In our experiment, the qubits Q1 − Q6 are used to simulate the ergodic domain. However, in order to derive a
semiclassical model, it is convenient to consider the Hamiltonian in the limit N  1
6a) b) H(q, p)
Figure S3. Parametric resonance in the semiclassical model. a) The stability diagram of the fixed point (q, p) = (L, 0) as a
function of the driving frequency ω and the amplitude of the drive g1. The coloured regions represent the set parameters for
which the fixed point (q, p) = (L, 0) is stable. Contrary to this, for parameters in the white regions, the system is on parametric
resonance and the fixed point becomes unstable. b) Shows the level contours of the semiclassical potential of the lattice in the
absence of driving and disorder. In the absence of driving and disorder, the semiclassical potential associated to the lattice reads
H(q, p, t) = ~∆0 cos
(
2piq
L
)
+2~J cos
(
bp
~
)
, in the case of a cosine potential. The linearization procedure gives us information about
the stability of the red regions in the contour plot. When the driving is strong and the system is on parametric resonance, it
exhibits chaotic dynamics.
Hˆerg(t) = ~
N/2∑
l=1
gl(t)nˆl + ~J
N/2−1∑
l=1
(aˆlaˆ
†
l+1 + h.c) , (S1)
where gl(t) = g¯ + [∆0 + ∆1 cos(ωt)] cos(4pil/N). In our experiment, we work with a finite system with N = 12 lattice
sites. However, as we show here, we can obtain relevant information about the system by resorting to a semiclassical
description. To derive the semiclassical model, we we assume periodic boundary conditions aˆl+N = aˆN and define a
Fourier transformation aˆj = 1√L
∑
k e
ikbjAk, where the condition kL = 2npi, with integer n, must be satisfied. The
parameter b denotes the lattice constant and L = bN/2 is the length of the chain. In the continuum limit L  1, the
quasimomentum becomes a continuum variable and the Hamiltonian Eq.(S1) in the reciprocal space can be replaced
by an integral over the momentum −~pi/b < p < ~pi/b, where p = ~k, as follows
Hˆerg =
∫ ~pi/b
−~pi/b
Ψ†pHˆerg(qˆ, pˆ, t) τ zpΨp dp , (S2)
where Ψ†p = (A†p, A−p) and qˆ = i~∂p is the position operator in reciprocal space. For convenience, we have introduced the
Pauli matrix τ zp = diag(1,−1) in the particle-hole basis. The Hamiltonian Hˆerg(qˆ, pˆ, t) represents is the Hamiltonian
in first quantization. In addition, if we define the operators Qˆ = 2piqˆ/L and Pˆ = bpˆ/~, we can show that they satisfy
the commutation relation [Qˆ, Pˆ ] = 2pi~i/N , because [qˆ, pˆ] = i~. In the continuum limit N  1, the operators Qˆ and Pˆ
behave like classical variables because their commutation relation scales as 1/N . Note that from here we can extract
the classical Hamiltonian[]
Herg(q, p, t) = ~[∆0 + ∆1 cos(ωt)] cos
(
2piq
L
)
+ 2~J cos
(
bp
~
)
(S3)
in a rotating frame with an angular frequency g¯. The canonical coordinates q and p are related to the mean position and
momentum of the excitation, respectively. In the absence of drive (∆1 = 0) and in despite of the nonlinear character of
the Hamiltonian (S3), the energy is conserved and the system exhibits regular motion.
In order to gain some intuition about parametric resonance, we linearize the Hamiltonian around the fixed point
(q, p) = (L, 0), as follows
Herg(δq, δp, t) = ~[∆0 + ∆1 cos(ωt)]
[
1− 1
2
(
2pi
L
)2
(δq)2
]
+ 2~J
[
1− 1
2
(
b
~
)2
(δp)2
]
, (S4)
7where δq and δp are small deviations of the canonical coordinates about the fixed point. Interestingly, the Hamil-
tonian S4 has the same form as a parametric oscillator, where the angular frequency of small oscillation is given by
Ω = 4pi
√
2∆0J/N . If we now drive the system with an angular frequency ω that is conmensurable with Ω, the system
exhibits parametric resonance and the fixed point becomes unstable. In the experimental setup, we tuned the drive
such that the resonance condition mω = 2Ω with m = 3. Furthermore, as we are working in the parameter regime
∆0 = ∆1 = 3J with J/2pi = 11.5 MHz, we need to drive with a frequency ω/2pi = 19.67 MHz to achieve finite size
signatures of parametric resonance.
FLOQUET THEORY AND QUASIENERGY LEVEL STATISTICS
In our experiment, we simulate a time periodic Hamiltonian, that is, Hˆ(t+T ) = Hˆ(t), where T = 2pi/ω is the period
of the drive. Due to the time-periodic character of the Hamiltonian, Floquet theory is a powerful tool to describe the
dynamics of the system [7–9]. With purpose, we use the Floquet operator Fˆ = Uˆ(T ), which is the evolution operator
Uˆ(t) within one period of the drive. The most important information can be obtained by solving the eigenvalue
problem Fˆ |Φα〉 = e−iεαT/~|Φα〉. The eigenvectors |Φα〉 are known as the Floquet states and −~ω/2 ≤ εα ≤ ~ω/2 are
the quasienergies [7–9].
As a diagnosis of localization, we can resort on the statistics of the ratios rα = min(δα, δα+1)/max(δα, δα+1) with
δα = εα+1 − εα as in Ref. [10]. When the system is localized in space, the quasienergies are uncorrelated and the
statistics of the gaps follows a Poissonian distribution PPoisson(r) = 2/(1 + r)2. Contrary to this, when the system is
in the ergodic phase, there is strong level respulsion and the quasienergy levels become highly correlated [10, 11]. As
a consequence, the spectrum of the Floquet operator exhibits the same statistics as the circular ortogonal ensemble
(COE) of random matrices. In this case, the statistics of ratios follows the distribution [10, 12]
PCOE(r) =
2
3

 sin
(
2pir
r+1
)
2pir2
+ 1
(1 + r)2
+
 sin
(
2pi
r+1
)
2pi

− 2
3

cos
(
2pi
r+1
)
2pir2
+
cos
(
2pir
r+1
)
r(r + 1)
 . (S5)
In figure 1 e) of the main text, we depict the numerical results for the level statistics in order to unveil signatures of
the proximity effect [13].
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