His method is essentially a one-step predictor-corrector method, equivalent to the classial Adams-Moulton multistep method. However, NORDSIECK'S formulation facilitates considerably the problems of stepsize change during the integration, and of starting the integration process.
Optimization of Nordsieck's Method for the Numerical Integration of Ordinary Differential Equations

NORDSIECK introduced in his paper [l2] a numerical integration method for a system of first-order ordinary differential equations
His method is essentially a one-step predictor-corrector method, equivalent to the classial Adams-Moulton multistep method. However, NORDSIECK'S formulation facilitates considerably the problems of stepsize change during the integration, and of starting the integration process.
I t is known that any multistep integration method has a NORDSIECK equivalent. A one-to-one correspondence exists between the values of the free parameters in the NORDSIECK formulation and the multistep processes. I n this article we describe how the Nordsieck parameters must be chosen in order to obtain integration methods with improved properties relative to the original Nordsieck method, as far as truncation error and size of stability region are concerned, and we give the equivalent multistep method. We also analyse the damping characteristics of these modified methods with respect to perturbations.
Most of the complicated calculations in our paper were carried out with the formula-manipulation system REDUCE [7] .
Nordsieck's method
In this paper we restrict our analysis to the Nordsieck method based on a fifth-degree polynomial approximation, m = 5. Both stability and accuracy of this method are satisfactory in a majority of practical applications.
The following working equations define the one-step method with a stepsize h :
The functions a(z), b(z), c(x) and d(z) are the high-order terms of the integration method. 
The unknown y(z + h) is solved from the implicit equation (2c), using iteration with only 2 function-evaluations f(si, yf) : 1
?/I)("
Stability
The characteristic equation ?p(I, p ) = 0, associated with the system ( 2 ) , is a complex fifth-degree polynoniial in I : "principal" root :
(zt is real, or it occurs in complex-conjugate pairs).
We have used various techniques to investigate the stability of NORDSIECK methods: The integration method is absolutely stable, if for all eigenvalues 6 of the Jacobian matrix J , the stability parameter p = h . 
Accuracy
The principal root I , and the truncation error T are related by the formula lv,(p) = ep + T(P).
(15)
Substituting a Taylor series expansion arorindp = 0, for&(p) in the characteristic equation and solving T from (15) give
The coefficient Y can be chosen to minimize the trimcation error (eliniinating ha from (16)):
h7 d7y 
Shifting the extraneous zero-positions
We try to improve stability and accuracy of the m = 5 method by shifting the zero-positions of the extraneous roots, while preserving the structure of NORDSIECK'S method. The idea is, on the one side, to slow down the shift of the extraneous roots towards the unit circle when increasing the value of 1p1 in order to enlarge the region of absolute stability, and on the other side to decrease the value of the truncation coefficient H in order to obtain a more accurate integration method. 
Optimisation
Stability and accuracy of the integration method depend coiiipletely on the zero-positions, chosen froiii one of the faniilies (21). The objective of the optimization is to irrinimize the coefficient of the truncation error The need for sufficient error daniping in Nordsieck methods restricts the class of possible optiriiulri zero-positions to Zero-positions were found, using FORTRAN-routines for niininiizing/niaxirnizing a function, subject to a nuinber of constraints. A combination of two pairs of conjugate-complex extraneous zero-positions (family 3) gave the best results for both stability and accuracy. The following optimum Nordsieck methods were found, satisfying condition HULL and NEWBERY [9] state that a multiplicity of the roots 2% a t their zero-positions increases the speed of their outward motion with growing 1211, if conipared with the outward speed of simple roots. For this reason they reconinlend integration methods of the latter type, i.e. with simple roots. However, this effect only occurs for sniall values of lpl, and therefore it can not serve as an argument for assertions about absolute stability. Instead, the boundary locus method should be used to investigate the stability properties. For this reason our optimal methods (31), (32), (33), which were obtained along these lines, do not correspond with the West-Radial forniulas proposed in [9] as a coiiipotiiise between stability and accuracy.
Behaviour of the high-order terms
The functions a(x), b(x), c(x), d(x) represent the '(memory" of the integration process. Solving series expansions for these quantities from the working equations (2) leads to
-.-.- For the original Nordsieck method (5), (6) (38) The lag in u(x), b(z), c(x) depends on the integration variable z and cannot be expressed in forniiila form, free of z. NORDSIECK stated in his paper
The "lagging behind" is essentially a consequence of stabilizing the working equations. 
Reduction of transients
Transients during integration occur as a result of shocks, such as changing the interval size h, reversing the direction of the start, or a discontinuity in the right-hand side f(x, y) of the differential equations. These disturbances cause oscillations in the high-order terms a(%),
The response of any stable Nordsieck method to a shock is a damping of the oscillations. In practical implementations the method must be given the opportunity to damp the oscillations sufficiently. For this reason the stepsize h must be kept constant for a number of integration steps after a shock has occurred.
We will investigate the influence of the extraneous zero-positions on the transient reduction. OSBORNE [ 141 gives a formula for the error A U , +~ in the high-order terms, as a result of an initial dislurbance dut in xi: The reduction matrix X is a part of the stability matrix M , substituting p = 0 and omitting the first row and the first colunin of M . Then the eigenvalues of X are precisely the extraneous zero-positions of the Nordsieck method. The first part of equation (47): S* . dut is an oscillating contribution to the error, due to the high-order terms.
When all the extraneous zero-positions lie strictly inside the unit circle, this contribution can be made arbitrarily small for a sufficiently large number of steps y.
The second part: Li,*(f, X) . y contains, together with an oscillating part, also a persistent contribution to the error, which can only be reduced by decreasing the stepsize h. For trivial differential equations (right-hand side f R. H. J. GMELIU / C . R. TRAAS : Optimization of Nordsieck's Method and all shock-excited errors will disappear.
in the high-order terms.
The error in the numerical solution y caused by a shock, is smaller by one order h compared to the error du, Only the original Nordsieck iiicthotl m = 6 eliminates S*-oscillations in precisely 4 integration steps. This property is lost if a t least one of the extraneous zero-positions 2% is not in the origin. These methods need an infinite nuniber of steps to daiiip tlie oscillations in the high-order ternis completely. This infinite-interval transient reduction is not rz swious disadvantage during practical riiinierical integration.
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The usynLpfotic rute of the error (lumping is clcterniinetl l)*y ( 
52)
To safeguard the quality of the transient elimination, it should be reconiniended to place the extraneous zeropositions "not too far" froni the origin in the coniplex 1-plane.
The algorithiii for tlie numerical integration is practically identical to NURDS~ECK'S version [ 121. Soiiie inodifications, concerning the start and the stepsize h, are introduced.
An automatic start calculates the high-order ternis u(zo), b(zo), c(xo), d(zo) and deterniines the initial stepsize ho. The user is free i n his choice for the start direction: backward/forward.
A backward start provides natural values for the lags in the high-order functions. However such a start is not always feasible, e.g. for differential equations with singularities backwards of zo.
A forward start is applicable to all problems, hut results in high-order functions running ahead with respect to the nuuierical integration, instead of lagging behind. The lags can be restored, using extrapolation (53) for the quantities a, b, c and d, based on interval sizes h arid h/2. These forniulas are independent of the actual (unknown) values of the lags. ihririg the start large transients occur when reversing the stepdirection.
Shifting the extraneous zero-positions is then less favorable, because of the loss of the finite S4-oscillation reduction.
To avoid this difficulty our computer program uses NORDSIECK'S original method for starting the integration, and one of our optimum methods for the actual solution of the differential equations. After starting the high-order function values can be adapted to their correct lagging values, corresponding to the extraneous z,ero-positions za:
The maximum stepsize is chosen, consistent with local requirements for stability and accuracy. Interval control consists of two tests, indicating whether or not p lies inside the region of absolute stability and whether the global discretisation error is bounded by a prescribed accuracy parameter E (see NORDYIECK [12]).
We do not follow NORDSIECK'S restriction for the factor h ' = B . h , 8 = 1 / 2 or B = 2 (55) when changing the stepsize. Any value of #I is allowed, to insure a flexible adjustment to the local properties of the differential equations.
Numerical experiments
NORDSIECK'S integration method hits been applied to systems of differential equations on a DEC 10 digital computer, using double precision wordtength (LONG REAL) to reduce the effect of roundoff errors. Numerical results confirm the theoretical improvements in stability and accuracy for optimum extraneous zero-positions. The quality of a particular Nordsieck method is determined by the global discretisation error and the number of function evaluations, used for the complete integration (assumed proportional to the CPU-time).
Using a variable stepsize and having shifted the extraneous roots to optimuni zero-positions may lead to a 20% decrease in the number of function evaluations. The interval control mechanism enlarges the stepsize h for methods with smaller truncation coefficients H , resulting in approximately the same global discretisation error and a reduction in the number of function evaluations, compared with NORDSIECK'S original method.
For a fixed stepsize the number of function evaluations over the integration interval is constant. Optimum accurate zero-positions directly result in sirialler discretisation errors for the numerical solution. 
Concluding remarks
Shifting the extraneous zero-positions in the complex I-plane is an attractive way of improving the stability and accuracy of NORDSIECK'S integration method. For large systems of differential equations with complicated righthand sides and long integration intervals, in particular, this technique saves a significant amount of function evaluations, and thus computer time, during numerical integration.
Compared with the approach taken by FEI-ILBERG [3] and HULL [9] , to obtain optimal methods, our method gives a better insight into the consequences of shifting the zero-ppsitions of the extraneous roots. This method can easily be applied to the several implementations of NORDSIECK'S method known from literature, e.g. GEAR [4] , KOHFELD [lo] .
A further development could be the construction of self-adapting methods (see HULL [9] ). These methods modify not only the stepsize h, but also the coefficient values A , B, C and D during the numerical integration, in order to better adapt to the local properties of the differential equations.
