Introduction
This report concerns Deliverable DR. 7.6 of WP7 and contains applications of the Bayes Occupancy Filter (BOF) to tracking mobile obstacles and the development of a simulator for robotics experimentation.
The BOF [5, 7] has proven successful for target tracking in the context of automotive applications. The first chapter describes an improved BOF for target tracking with lower computational costs while retaining the key advantages of the original BOF formulation. The BOF takes the form of a grid based decomposition of the environment. Sensory data provides information on the probability of occupancy for each cell of the BOF grid. In contrast to the original BOF, each cell of the newly proposed BOF contains a distribution over the velocity of the propagating cell occupancy. The distribution of the velocity for each cell occupancy can be estimated using a Bayesian filtering mechanism. An inevitable problem when using a grid space representation especially in dynamic environments is discretization. A method is proposed to deal with the discretization problem. Object based representations does not exist in the BOF grids. However, there are often applications which requires the definition and tracking at the object level. A general grid based clustering and standard target tracking methodology can be applied to obtain this object level representation.
To demonstrate the generality and robustness of the clustering tracking methodology when applied to the BOF framework, experiments based on tracking humans in indoor environment were conducted. The Joint Probabilistic Data Association (JPDA) algorithm has been applied to publicly available data from the European Project CAVIAR, taken from an indoor shopping center.
The second chapter considers the problem of efficient experimentation and simulation in robotics.
Perception and reasoning with dynamic environments is pertinent for mobile robotics and still constitutes one of the major challenges. To work in these environments, the mobile robot needs to perceive the environment using its sensors, where measurements are uncertain and normally treated within the estimation framework. Systems for tracking the evolution of the environment has been traditionally a major component in robotics. The major requirement for such a system is a robust target tracking system. Most of the existing target tracking algorithms uses an object-based representation of the environment. However, these existing techniques have to take into account explicitly data association and occlusion. In view of these problems, a grid based framework, the Bayesian occupancy filter (BOF) [6] [5] , has been proposed.
Motivation
In classical tracking methodology [2] , the problem of data association and state estimation are major problems to be addressed. The two problems are highly coupled together and an error in either portion leads to erroneous outputs. The BOF makes it possible to decompose this highly coupled relationship by avoiding the data association problem, in the sense that data association is to be handled at a higher level of abstraction.
In the BOF model, concepts such as objects or tracks do not exist; they are replaced by more useful properties such as occupancy or risk, which are directly estimated for each cell of the grid using both sensor observations and some prior knowledge.
It might seem strange to have no object representations when objects do exist in real life environments. However, an object based representation is not always required for all applications. In cases where object based representations are not pertinent, we argue that it is more useful to work with a more descriptive and richer sensory representation rather than constructing object based representations along with its relevant complications in data association. For example, to calculate the risk of collision for a mobile robot, the only properties required are the probability distribution on occupancy and velocities for each cell in the grid. Variables such as the number of objects are inconsequential in this respect.
This model is especially useful when there is a need to fuse information from several sensors. In standard methods for sensor fusion in tracking applications, the problem of track-to-track association arises where each sensor contains its own local information. Under the standard tracking framework with multiple sensors, the problem of data association will be further complicated. On top of data association between two consecutive time instances from the same sensor, the association of tracks (or targets) amongst the different sensors will have to be taken into account as well. In contrast, the grid based BOF will not encounter such a problem. A grid based representation provides a conducive framework for performing sensor fusion [15] . Different sensor models can be specified to tailor to the different characteristics of the different sensors and facilitates efficient fusion onto the grids. The absence of an object based representation permits the ease of fusing low level descriptive sensory information onto the grids without implicating data association.
Uncertainties characteristic of the different sensors are specified in the sensor models. This uncertainty is explicitly represented in the BOF grids in the form of occupancy probability. Thanks to the probabilistic reasoning paradigm, which is becoming a key paradigm in robotics, various approaches based on this paradigm have already been successfully used to address several robotic problems, such as CAD modelling [14] or simultaneous map building and localisation (SLAM) [20, 12, 1] .
In modelling the environment with BOF grids, the object model problem is non existent because there are only cells representing the state of the environment at a certain position and time, and each sensor measurement changes the state of each cell. The fact that different kinds of object produces different kinds of measures are handled naturally by the cell space discretization.
Another advantage of BOF grids is its rich representation of dynamic environments. This information includes the description of occupied and hidden areas (i.e. areas of the environment that are temporarily hidden to the sensors by an obstacle). The dynamics of the environment and its robustness relative to object occlusions is addressed using a novel two-step mechanism which permits taking the sensor observations history and the temporal consistency of the scene into account. This mechanism estimates, at each time step, the state of the occupancy grid by combining a prediction step (history) and an estimation step (incorporating new measurements). This approach is derived from the Bayes filters approach [11] ; which explains why the filter is called the Bayesian Occupancy Filter (BOF).
For real time applications, the BOF has been designed in order to be highly parallelized. A hardware implementation on a dedicated chip is possible, which will lead to an efficient real time representation of the environment of a mobile robot.
Contributions
Previous experiments based on the BOF techniques [7] relied on the assumption of a given constant velocity and the problem of velocity estimation in this context has not been addressed. In particular the assumption that there could only be one object with one velocity in each cell was not part of the previous model. In this chapter, a representation that has one probability distribution over velocities for each occupancy cell is presented. This model is similar in concept to optical flow, but with occupancy considerations rather than intensity. The general principle for the estimation of occupancy grids will be to include the velocity estimation in the prediction estimation loop of the classical BOF approach. For each grid in the BOF, the set of velocities that brings a set of corresponding cells in the previous time step to the current grid will be considered. The resulting distribution on the velocity of the current grid is updated by conditioning on the incoming velocities with respect to the current grid and on the observations. An improved approach to estimate both the occupancy states of the grids and the distribution on grid velocity is presented. To avoid confusion, all ideas presented applies to the currently proposed formulation of BOF unless explicitly stated.
When an object level representation is pertinent, we demonstrate that a general clustering tracking approach makes it possible to recover objects and perform tracking at the object level despite having no object representation in the BOF.
The chapter is organized as follow:
• in section 1.1, related work to multiple target tracking systems and occupancy grids are presented.
• in section 1.2, the fundamental concept of Bayesian filtering and the new filtering equations in the grids are presented.
• in section 1.3, we define the solutions and problems of discretization from the spatial and velocity point of view.
• The need for objects arises often and the generic clustering tracking is presented in section 1.4.
• Results are presented in section 1.5. Experiments were conducted in an indoor environment based on data from the European Project CAVIAR.
Related Work

Multi-Target Tracking
The aim of multi-target tracking is to estimate at each time step, the dynamics of each moving object observed by the sensors. Such an estimation is required due to uncertainty in observations i.e. sensor data. The estimation of the dynamics is performed, in a manner that is as robust as possible, after observations are obtained from the sensors. The main difficulty of multi-target tracking is known as the Data Association problem. It includes observation-to-track association and track management problems. The goal of observation-to-track association is to decide whether a new sensor observation corresponds to an existing track.
Track management includes deciding whether existing tracks should be maintained, deleted, or if new tracks should be created. Numerous methods exist to perform data association [3, 9, 19] . The reader is referred to [4] for a complete review of the existing tracking methods with one or more sensors. Urban traffic scenarios are still a challenge in multi-target tracking area: the traditional data association problem is intractable in situations involving numerous appearances, disappearances and occlusions of a large number of rapidly manoeuvring targets.
In [22] , a classical Multiple Hypothesis Tracking technique is used to track moving objects while stationary objects are used for SLAM. Unfortunately, the authors did not explicitly address the problem of the interaction between tracked and stationary objects, e.g. when a pedestrian is temporary hidden by a parked car. One of the aims of the BOF is to overcome such a problem.
Grid Representation of the Environment
The occupancy grids framework [15, 8] is a classical way to describe the environment of a mobile robot. It has been extensively used for static indoor mapping using a 2-dimensional grid [21] . The goal is to compute from the sensor observations the probability of each cell being occupied or empty. To avoid a combinatorial explosion of grid configuration, the cell states are estimated as independent random variables.
More recently, occupancy grids have been adapted to track multiple moving objects [16] . In this approach, spatio-temporal clustering applied to temporal maps is used to perform motion detection and tracking. A major drawback of this work, is that a moving object may be lost due to occlusion effects.
The Bayesian Occupancy Filter
The Bayesian Occupancy Filter (BOF) is represented as a two dimensional planar grid based decomposition of the environment. Each cell of the grid contains two probability distributions. A probability distribution on the occupancy of the cell, and the probability distribution on the velocity of the cell occupancy.
This model of the dynamic grid is different from the approach adopted in the original BOF formulation by Coué et al. [7] . The grid model in [7] is in 4 dimensional space wherereas this report models the grid in 2 dimensional space. The essential difference albeit subtle is that the original model allows the representation for overlapping objects but the model proposed in this chapter does not. However, a common characteristic of the BOF presented in this chapter and that of the original is estimation of the probability distributions of the cell occupancy and velocities by a Bayesian filter given the set of sensor data readings.
Grid Based Bayesian Filtering
The Bayes filter [11] addresses the general problem of recursively estimating the probability distribution, P (X k | Z k ), of the state of a system conditioned on its observation. This expression is also known as the posterior distribution. The posterior distribution is obtained in two stages: prediction and estimation.
The prediction stage computes a priori prediction of the target's current state known as the prior distribution. The estimation stage then computes the posterior distribution by using the prediction with the current measurement of the sensor.
Exact solutions to this recursive propagation of the posterior density do exist for a restricted set of cases. In particular, the Kalman filter [13] [23] is an optimal solution when the measurement and state transition model are linear with additive gaussian noise. But in general, solutions cannot be determined analytically, and hence an approximate solution has to be computed.
In the case of the BOF, the state of the system is given by the occupancy state and velocity of each cell of the grid, and the required conditions for being able to apply an exact solution such as the Kalman filter are not alway verified. In addition, the particular structure of the model (grids) and the realtime constraint coming from most practical robotic applications leads to the development of the BOF.
The application of the Bayes filter to estimate the distribution of grid occupancy and velocities makes it possible to take past sensor observations into account. This is required to make robust estimations in changing environments (i.e. in order to be able to process temporary objects occlusions and detection problems).
It is also possible to focus the computation on the most probable velocities of grids instead of updating the grid occupancy values for every possible velocity in the standard BOF approach. Such an approach is not only more efficient computationally, but provides a more theoretically sound and systematic way of estimating grid velocities.
Bayesian Model
The Bayesian model of the BOF is specified by first defining the joint distribution of all the relevant variables. The join distribution is then decomposed into several subexpressions by assumption of independence between the variables. In the case of the BOF, most of the components of the decomposition are realised in the form of histograms. The BOF can be formulated mathematically as follows:
Probabilistic variable definitions
All the probabilistic variables below are defined within the context of a single cell c of the grid. This subscript is now omitted everywhere to maintain simplicity, except where ambiguity is possible.
• C is an index that identify each 2D cell of the grid.
• A is an index that identify each possible antecedent of the cell c over all the cells in the 2D grid.
• Z t ∈ Z where Z t is the random variable of the sensor measurement relative to the cell c.
• V ∈ V = {v 1 , . . . , v n } where V is the random variable of the velocities for the cell c and its possible values are discretized in n cases.
• 
Joint distributions
The following expression gives the decomposition of the joint distribution of the all the relevant variables according to Bayes' rule and dependency assumptions.
Each sub expression of the joint distribution decomposition can be mapped to a semantic. The semantics of each distribution in the decomposition are interpreted as follows:
• P (A) is the distribution over all the possible antecedent of the cell c. It is chosen to be uniform because the cell is considered reachable from all the antecedents with equal probability.
• P (V |A) is the distribution over all the possible velocities of a certain antecedent of the cell c, its parametric form is in the form of a histogram.
• P (C|V, A) is a distribution that explains if c is reachable from [A = a] with the velocity [V = v].
In discrete spaces, this distribution is a dirac with value equal to one if and only if c x = a x + v x δt and c y = a y + v y δt which follows a dynamic model of constant velocity.
• P (O −1 |A) is the conditional distribution over the occupancy of the antecedents. It gives the probability of the possible previous step of the current cell.
• P (O|O −1 ) is the conditional distribution over the occupancy of the current cell, which depends on the occupancy state of the previous cell. It is defined as a transition matrix: T = 1 − 1 − , which allows the system to take in account the fact that the null acceleration hypothesis is an approximation; in this matrix, is a parameter representing the probability that the object in c does not follow the null acceleration model.
• P (Z|O, V, C) is the conditional distribution over the sensor measurement values. It depends of the state of the cell, the velocity of the cell and obviously the position of the cell.
Filtering Computation and Representation
Th aim of filtering in the BOF grid is to estimate the occupancy and grid velocity distributions for each cell of the grid, P (O, V |Z, C). Figure 1 .1 shows how bayesian filtering is performed in the BOF grids. Bayesian filtering consists of two stages, prediction and estimation, which are performed for each iteration. In the context of the BOF, prediction propagates cell occupation probabilities for each velocity and cell in the BOF grid (P (O, V |C) ). During estimation, P (O, V |C) is updated by taking into account its observation P (Z|O, V, C) to obtain its final bayesian filter estimation P (O, V |Z, C). The result from the bayesian filter estimation will then be used for predcition in the next iteration.
From the implementation point of view, the set of possible velocities are discretized. One way of implementing the computation of the probability distribution is in the form of histograms. The following equations displayed are based on the discrete case. Therefore, the global filtering equation can be obtained by:
Which can be equivalently represented as:
The summation in the above expression represents the prediction and its multiplication with the first term, P (Z|O, V, C), gives the Bayesian filter estimation. The global filtering equation (eqn. 1.2) can actually be separated into three stages. The first stage being the prediction of the probability measure for each occupancy and velocity:
The equation 1.3 is performed for each cell in the grid, and for each velocity. Prediction for each cell is calculated by taking into account the velocity probability and occupation probability of the set of antecedent cells. The set of antecedent cells are cells with a velocity that will propgate itself in a certain time step to the current cell in question.
With the prediction of the grid occupancy and its velocities, the second stage consists of multiplying by its observation sensor model which gives the bayesian filter estimation on occupation and velocity distribution which are not normalized:
Similar to the prediction stage, eqn. 1.4 are performed for each cell occupancy and each velocity. The marginalization over the occupancy values gives the likelihood of a certain velocity:
Finally the normalized bayesian filter estimation on probability of occupancy for a cell C with a velocity v k is obtained by:
The occupancy distribution in a cell can be obtained by the marginalisation over the velocities and the velocity distribution by the marginalisation over the occupancy values:
(1.6)
Velocity Discretization
Discretization is a recurring problem in different domains. In the case of a grid based decomposition of the environment, the occupancy of a cell is considered to be the same for the entire cell, and for some arbitrary displacement of an occupied cell, it is highly likely that the final position does not fall exactly into the geometric confines of another cell 1 . The consequence of permitting such a displacement introduces errors in the prediction step. One way to overcome this error is to assign more believe in the observations. However, this leads to a filter sensitive to false detections and decreases the quality of the filter. Another way would be to assign occupancy probabilities proportionally to the area of overlap with the grid cells. The disadvantage of doing so will be to incur extra geometric computation.
An alternative prediction scheme that we propose for the steps in eq.1.3 and eq. 1.4 is to take the velocity of a cell into account. The key idea is to choose the velocity of a cell, during the prediction, such that it corresponds to a displacement of an exact integer number of cells in the grid during the discretization of velocities. It strongly depends on the time step dt of filtering updates. We consider dt as a constant in this chapter. The consequence is that the grid is regular and we choose a cartesian grid with a constant step size for each dimension: dx and dy in 2D.
Thus the set of possible velocities are:
n allows the consideration of movements of a cell that requires more than one time step to reach another cell totally. For example, a translation of dx which requires 2 time steps corresponds to the velocity vector: ( dx 2dt ; 0) and the corresponding (p, q, n) is (1, 0, 2).
Consequences for observation
The velocity plane with (p, q, n) velocity is thus observed with a frequency of 1 n . The consequence is that all velocity planes are not checked at each time step, in particular slow velocity planes are observed less frequently. Indeed, slow moving objects required less attention than fast moving objects because their location in space change less between 2 time steps. This asynchronous updating scheme reflects an intuitive principle of attention allocation. This form of attention allocation leads to better allocation of computing resources.
The updating process gathers all velocity planes that share the same frequency. Then for each time step, only groups of velocity planes with a frequency that corresponds to the current time step are updated.
Object Representations
There are often times where object level representations are required. The philosophy of the BOF is to delay the problem of data association and as a result does not contain information with respect to objects. A natural approach to obtain an object level representation from the BOF grids is to introduce grid based clustering to extract object hypothesis and an object level tracker to handle the hypothesis extracted.
This section shows how this object level representation can be obtained based on this generalized clustering tracking methodology by illustrating this methodology with a simple clustering and tracking procedure.
Obtaining Object Hypotheses
Object hypotheses can be obtained by performing clustering on the BOF. A simple and naive clustering method would be to connect cells within its four or eight neighborhood that has a sufficiently high occupancy probability. Such clustering methods, although simple, is fast and gives satisfactory results when coupled with an appropriate sensor model. However, it is not difficult to see that more sophisticated clustering algorithms can be constructed by taking occupancy values and velocity distributions into account.
Managing object hypotheses
Recall that one of principal advantages of the BOF is to perform sensor fusion in the grids and inferring velocities for each cell in the BOF grid with relative ease. The data association problem is thus conveniently avoided in this level, which can be complicated further during sensor fusion.
However, with the set of object hypotheses O t = {O 1,t ...O N,t } at time t, it is now imperative to deal with the problem of data association since the notion of an object is now involved. This illustrates the point of delaying the data association to a stage as late as possible. Data association serves to associate object hypotheses O t+1 with object hypotheses at the previous time step O t .
The data association problem can be resolved using classical algorithms such as the joint probabilistic data association (JPDA) algorithm.
JPDA is a well-established data association algorithm that has gained popularity in various tracking applications, including human tracking [18] , aircraft tracking [10] , and visual tracking [17] . Its strength lies in its capability to jointly calculate the likelihood of association hypotheses, which precludes potentially erroneous assignment frequently obtained by greedy association algorithms like the nearest neighborhood (NN).
A screen shot from the running program can be found in Fig.1.2 , which depicts a typical data processing pipeline. In the first step, sensor inputs (image bounding boxes) are projected into the occupancy gridmap and fused together. The BOF then estimates the occupancy state of the surveillance region and the corresponding velocity. Thereafter, the BOF grid is processed by a simple but efficient clustering algorithm. Disconnected occupied regions are extracted from the BOF grid and deemed as observed target reports. These reports are further passed to the JPDA, where they are associated with existing tracks by a calculated likelihood. With such probabilistic association, the object-level representation of targets can be recursively updated over time. 
Track management
The generic JPDA algorithm assumes that the number of targets (tracks) are given, which is not the case in most real-life tracking scenarios. Therefore, mechanisms for track initialization, merging and deleting must be further developed to support the core JPDA algorithm. These mechanisms are referred as 'track management' in this context. In the work of Schulz [18] , the track number is calculated using a Bayesian filter, based on the number in previous iterations, and probabilistic models learned through offline training. This Bayesian filter tries to infer the number of target in current time instance. Although it has demonstrated some promising results, we noticed that its performance degrades considerably in the scenario when target number drastically changes within short period, which is often the case in car tracking. Therefore, in this work, we do not assume the dependency among the target number in different time instances. At each iteration, new tracks are introduced and some old tracks are merged or deleted. The finalized tracks are assumed to be true and used for JPDA in the next iteration.
Track initialization
In JPDA, each report is associated with different tracks by a specific likelihood. Here these likelihoods are summed up and denoted as a, a given threshold is used to examine whether a is sufficiently large. If not, the corresponding report is deemed as 'un-associated' and then a new track is initialized based on this report.
Track termination
In the tracking applications, it is common to set a 'candidature flag' for each new track, so that those not-so-confirmed tracks will not confuse the upper level modules that use the output of data association. However, as has been mentioned, in the vehicle tracking scenario, new targets come into and then left the surveillance region within short period. Consequently, too long a candidature period and often surplus the existence time of a target. For this reason, in this work, a very short confirmation period is employed, i.e., 2 iteration. For each established track, i.e., older than 2 iteration, its log likelihood [2] is calculated using a 'memory window' at the size of 3 iterations. Those tracks whose likelihoods are lower than a pre-defined threshold will be deemed as obsolete and eliminated from the track list.
Track merging
A very common problem of object detection in computer vision is that, one single object in the image can be detected for more than one times in by the search algorithm. This is because that the appearance of one single object and several objects compactly placed often have very similar appearance. In the tracking context, this problem leads to the phenomenon that one single target is represented by several tracks that are compactly located and show very similar maneuvering.
A track merging strategy is employed to handle such situation. At each time instance, for each track, its states within a certain time window (e.g., 3 iterations) are vectorized, the χ 2 test is therefore an natural way to compare the similarity between two tracks. If the χ 2 test reports that the two tracks are too 'dependent', it is reasonable to assert that they actually represent the same object and should be merged into one track. For the merging, we used a very simple strategy which is to keep the 'oldest' one among the similar tracks. Although a more sophisticated fusion scheme may be more robust, we observed that this method is already sufficiently good.
Experiments
Experiments were conducted based on video sequence data from the European project CAVIAR. The selected video sequence presented in this report is taken from the interior of a shopping center in Portugal. An example is shown in the first column of the series of figures (1.3 to 1.7) . The data sequence from CAVIAR, which is freely available from the web 2 gives annotated ground truths for the detection of the pedestrians. In general, two different data sets can be found, one set taken from the entry hall of INRIA Rhône Alpes and the other from a shopping center in Portugal.
Based on this given data, the uncertainties, false positives and occlusions have been simulated. This simulated data is then used as observations for the BOF. The BOF is a representation of the planar ground of the shopping center within the field of view of the camera. With the noise and occlusion simulated bounding boxes which represents human detections, a gaussian sensor model is used. The gaussian sensor model gives a gaussian occupation uncertainty (in the BOF grids) of the lower edge of the image bounding box after being projected onto the ground plane.
Recalling that there is no notion of objects in the BOF, object hypotheses are obtained from clustering and these object hypotheses are used as observations on a standard tracking module based on the joint probabilistic data association (JPDA).
The implementation of the tracker is in the C++ programming language without optimizations. Experiments were performed on a laptop with an Intel Centrino processor with a clock speed of 1.6GHz. It currently tracks with an average frame rate of 9.27 frames/sec. The computation time required for BOF, with a grid resolution of 80 cells by 80 cells takes an average of 0.05 secs. The BOF represents the ground plane of the image sequence taking from a stationary camera, and represents a dimension of 30 meters by 20 meters.
From the equations in section 1.2.2, BOF based tracking on a moving camera or stationary camera does not take into account sensor movement and hence is the same. In the case of the Coué et al. [7] , the tracking of the BOF was on a moving laser sensor, and the tracking is done relative to the sensor frame. The same algorithm applies in the case of stationary or moving sensor, as tracking is performed in the sensor frame. We consider tracking with respect to the world frame, which involves localization or simultaneous localization and mapping (SLAM), a different problem and is beyond the scope. The implementation issue involves taking into account the range of possible velocities on a moving platform being potentially more varied than that of a stationary platform.
The results shown in figures 1.3 to 1.7 is shown in its time sequence. The first column of the figures shows the input image with the bounding boxes, each indicating the detection of a human, after the simulation of uncertainties and occlusions. The second column shows the corresponding visualization of the bayesian occupancy filter. The coloured intensity of the cells represents The characteristics of the BOF can be inferred from the figures (1.3 to 1.7). A diminished occupancy of the person further away from the camera is seen from the data in figures 1.3 and 1.4. This is caused by the simulated occasional instability in human detection. The occupancy in the BOF grids for the missed detection diminshes gracefully with time rather than disappering immediately for classical occupation grids. This mechanism provides a form of temporal smoothing to handle unstable detections.
A more challenging occlusion sequence is shown from figures 1.5 till 1.7. Due to a relatively longer period of occlusion, the occupancy probability of the occluded person becomes weak. However, with an appropriately designed tracker, such problems can be handled at the object tracker level. The tracker manages to track the occlusion at the object tracker level as shown in the last column of figure 1.7. 
A robotic framework for efficient experimentation and simulation Introduction
In this chapter we address the problem of efficient experimentation and simulation in robotics. Experimentation is often considered as the most exciting part of a robotic work, but it is well known that it can be the most time-consuming and nerves-breaking task. For years, scientists have developed frameworks to deal with robotic systems complexity, most of them are libraries that interfaces directly with sensors. This approach gives good result on a single robotic platform but is not easily scalable because of the large variety of sensors and robots. An orthogonal topic that has been addressed in many ways is simulation. It obviously easier to work on a simulator behind your desk than to develop directly on a real robot as the setup procedures are drastically simplified.
Before going into more details we will define four features that we would like to have in a simulation / experimentation framework:
• Hardware Abstraction Layer (HAL): this is the basic function that a robotic framework should offer. Having an HAL for a particular kind of sensor means getting data that does not depend on the sensor manufacturer. It consists in defining a common interface for all the possible sensor variant.
• Simulation: this is not a necessary feature but this is one of the most helpful ones. It allows rapid prototyping of applications and help understanding the influence of parameters. It should be a necessary step before experimenting on real data.
• Record and replay data: this feature represents the last step before experimenting on-line. It is often useful to have real-data test sequence that you can replay, e.g. when you need to demonstrate a particular feature of an algorithm. Instead of reproducing the same scenario any time you need, you can simply record it once and replay it as much as you need.
• Distributed computing: robotic systems are complex integrations of many algorithms. It often means that they need to embed a large amount of computation power. In most cases, they are composed of several computers. Therefore we would like to be able to run different parts of our algorithms on separate processor to redeploy the application differently whenever it is needed.
All these features are the basis of a robotic experimentation protocol. Every researcher follows this protocol in a way. Therefore it is necessary to make transitions between these steps easier. One way to do so is to have the same interface between HAL, simulation and data record/replay layers. Practically it should the code of the application should not be recompiled when switching from simulation to recorded data or to real robots and sensors. This problem has been addressed by several work. In [24] for example, a middleware called DDX is presented. It does not provide a simulation environment but fits the other three items. However the approch used in this work limits the use of complex data type. It is also limited to C language. The problem has also been addressed by the well known trio Player / Stage / Gazebo [26] . This is probably the most famous robotic framework. It fits the four items or our list, however, simulation, especially 3D simulation for cameras are not realistic enough to help understanding the tuning of computer vision algorithms. Moreover, when changing sensor or when switching from simulation to real sensors and robots, you must change our code and recompile it.
Technical approach
In this chapter, we propose a unified approach that rely on a central middleware called Hugr. It allows direct memory communication between processes running on the same machine, and network communication between distant processes. This approach is unified as Hugr middleware allows users to switch from simulation to recorded data, or from simulation to direct sensor data without changing a single line of their code.
We also describe in this article an efficient way to simulate sensor data using GPU. We have developed a simulator that can simulate several kind of sensors in real time and give very realistic and accurate data. A lot of simulators can handle sensors like range finders, GPS, etc. But none of them can simulate accurately cameras and specially omnidirectionnal or fisheye cameras in real time. Our technique, base on a large use of GPU will be described in a second part.
Middleware architecture
The architecture we have chosen is based on a classical approach called "blackboard middleware". It consists in having a shared memory for communications between processes that are located on the same machine. Our middleware is based on System V IPC SHM (Inter Process Communication: Shared Memory) that is available on Linux, MacOS X and Windows platforms.
For remote variables access, we used network communications through eNet protocol. It is a lightweight protocol over UDP that is well suited for this kind of application. At first, it was developed for video games, its characteristics make it a good protocol for real-time communications. As it is based on UDP, it is more reactive than TCP-based protocols (there is no heavy connection scheme). It is also possible to make connections unreliable, it means that you can allow packet loss without reemitting them. This feature is really usefull when variables are streamed on the network, in most cases you may not want to waste time reemitting an old data is there is a newer one pending as it would lead to a bigger latency.
An important feature of our middleware consist in hiding the communication medium to the user. It means that an application can access remote or local data Hugr stores can discover each other using mDNS protocol. the same way. As a consequence, programmers do not need to recompile their applications when switching from simulated data to real data. As a consequence a lot of time is saved since there is only one version of the code to maintain. It also make you sure that the difference of behaviour between simulation and real data are only due to data and not to the code differences. Figure 2 .1 gives an overview of this architecture.
GPU-based simulator
The simulator we have developed is mostly based on GPU. It means that it saves the CPU time, so that it is free for applications. We largely use GPU shaders unit to simulate complex data like fisheye or catadioptric cameras.
Laser range finder simulation
Laser range finders are very common sensors in robotics. It is commonly simulated using raytracing, which cannot efficently be simulated on GPU. Instead of using raytracing, we use OpenGL cameras to make the computation efficient. To compute the distances and intensity for each ray, we use the depth and color buffers of the camera.
Fisheye and catadioptric cameras simulation
Although classical pin-hole-modeled cameras are easily simulated using basic OpenGL cameras, fisheye and catadioptric cameras cannot be simulated with these primitives. To simulate non linearity of these cameras we use the Unified Image Model proposed in [25] . It consists in projecting the scene on a unit sphere an reprojecting it using a classical projective camera using the following equations: 
Conclusions
In this report we illustrated the main results related to the workpackage 7.
The first chapter presented a grid based Bayesian formulation for perception and modelling of dynamic environments known as the Bayesian occupancy filter (BOF). Without the notion of objects in the BOF grids, the grid based framework facilitates ease of sensor fusion. Another resulting advantage is the avoidance of the data association problem at the inter scan data association stage and during the sensor fusion stage.
There are cases where applications require an object level abstraction. We showed that it is possible to do so, using only information from the BOF grids, by using the general clustering tracking approach. A simple clustering and JPDA tracking technique was applied to experimental data from the European project CAVIAR and results were presented.
Further work involves more sophisticated and reliable clustering algorithms. Especially for cases where targets are very close to one another and form connected regions in the BOF grid. The challenge will be to cluster the connected regions in a coherent manner such that the clusters will represent the individual targets correctly. One way of doing so is to involve the tracking module as a form of feedback to the clustering module, which helps the clustering module to intelligently identify the number and positions of potential clusters.
We are also working on adding richer sensory data to complement the BOF. When working especially with camera data, imagery information are a valuable resource for data association, not only at the grid level, but on the tracker level as well. Doing so leads to more robust data association.
Finally, the second chapter illustrated the development of a simulator for thorough experimentation in the frame work of mobile robotics. 
