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ROTA-BAXTER OPERATORS ON WITT AND VIRASORO
ALGEBRAS
XU GAO, MING LIU, CHENGMING BAI, AND NAIHUAN JING*
Abstract. The homogeneous Rota-Baxter operators on the Witt and Virasoro alge-
bras are classified. As applications, the induced solutions of the classical Yang-Baxter
equation and the induced pre-Lie and PostLie algebra structures are obtained.
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1. Introduction
Rota-Baxter operators were originally defined on associative algebras by G. Baxter to
solve an analytic formula in probability [4] and then developed by the Rota school [14].
These operators have showed up in many areas in mathematics and mathematical physics
such as number theory, combinatorics, operads and quantum field theory (see [10, 11] and
the references therein).
Rota-Baxter operators in the context of Lie algebras were developed with different
motivation. In fact, Semenov-Tian-Shansky’s fundamental work [15] shows that a Rota-
Baxter operator of weight 0 on a Lie algebra is exactly the operator form of the classical
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Yang-Baxter equation (CYBE), which was regarded as a “classical limit” of the quantum
Yang-Baxter equation [5], whereas the latter is also an important topic in many fields
such as symplectic geometry, integrable systems, quantum groups and quantum field
theory (see [7] and the references therein).
The study of Rota-Baxter operators on Lie algebras has practical meanings. First, both
Rota-Baxter operators of weight 0 and 1 on a Lie algebra g give rise to solutions of CYBE
on the double Lie algebra g⋉ad∗ g∗ over the direct sum g⊕ g∗ of the Lie algebra g and its
dual space g∗. Note that such a relationship holds for any Lie algebra, which is different
from the correspondence given by Semenov-Tian-Shansky with a strict constraint on the
Lie algebra itself. Second, there are certain interesting algebraic structures coming out of
the Rota-Baxter operators, notably the pre-Lie algebras from Rota-Baxter operators of
weight 0 on Lie algebras and the PostLie algebras from Rota-Baxter operators of weight 1
on the Lie algebras. Pre-Lie algebras are a class of non-associative algebras emerged from
the study of convex homogeneous cones, affine manifolds and deformations of associative
algebras [12, 8, 17]. PostLie algebras were introduced in the context of operads [16].
These two algebraic structures have appeared in many other fields in mathematics and
mathematical physics (see [6, 3] and the references therein).
Most of the study on Rota-Baxter operators has been focused on the finite dimensional
case. For example, a detailed study of Rota-Baxter operators of weight 0 on sl2(C) is
available in [13]. It is natural to consider the infinite dimensional case. As a step in
this direction, we study Rota-Baxter operators on two important infinite dimensional Lie
algebras: the Witt algebra and its central extension the Virasoro algebra. These two Lie
algebras are selected due to their important position in several areas of mathematics and
physics. The following three problems are addressed in this paper:
(1) The classification of homogeneous Rota-Baxter operators of weight 0 and 1 on the
Witt algebra W and the Virasoro algebra V respectively.
(2) The induced solutions of the CYBE on the Lie algebras W ⋉ad∗W ∗ and V ⋉ad∗ V ∗
respectively.
(3) Description of the induced pre-Lie and PostLie algebra structures respectively.
We note that the study in (2) and (3) can be regarded as applications of the classification
results given in (1).
Our results can be briefly summarized as follows. In Section 2, we classify the homo-
geneous Rota-Baxter operators of weight 0 and 1 on the Witt algebra W . In Section 3,
we classify the homogeneous Rota-Baxter operators of weight 0 and 1 on the Virasoro
algebra V . In particular, we find that although homogeneous Rota-Baxter operators with
degree 0 on the Witt algebra and Virasoro algebra are closely related, those operators with
nonzero degree are quite different in the sense that the former operators are not special
cases of the latter, which is primarily a result of the central element C in the Virasoro
algebra. In Section 4, we give the induced solutions of the CYBE on the Lie algebras
W ⋉ad∗W ∗ and V ⋉ad∗ V ∗ respectively. In Section 5, we give the induced pre-Lie algebras
from the Rota-Baxter operators of weight 0 on the Witt algebra W and Virasoro algebra
V respectively. In Section 6, we give the induced PostLie algebras from the Rota-Baxter
operators of weight 1 on W and V respectively.
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2. Homogeneous Rota-Baxter operators on the Witt algebra
Definition 2.1. Let F be a field. A Rota-Baxter operator of weight λ ∈ F on a Lie algebra
g over F is a linear map R : g→ g satisfying
(2.1) [R(x), R(y)] = R([R(x), y] + [x,R(y)]) + λR([x, y]), ∀x, y ∈ g.
Note that if R is a Rota-Baxter operator of weight λ 6= 0, then λ−1R is a Rota-Baxter
operator R of weight 1. Therefore one only needs to consider Rota-Baxter operators of
weight 0 and 1. We also assume that F = C, the complex field since both the Witt and
Virasoro algebras are defined over C.
Definition 2.2. The Witt algebra W is a Lie algebra with the basis {Ln|n ∈ Z} subject
to the following relations:
(2.2) [Lm, Ln] = (m− n)Lm+n, ∀m,n ∈ Z.
There is a natural Z-grading on the Witt algebra W , namely
W =
⊕
n∈Z
Wn,
where Wn = CLn for any n ∈ Z.
Definition 2.3. Let k be an integer. A homogeneous operator F with degree k on the
Witt algebra W is a linear operator on W satisfying
F (Wm) ⊂Wm+k, ∀m ∈ Z.
Therefore, a homogeneous Rota-Baxter operator Rk with degree k on the Witt algebra
W is a Rota-Baxter operator on W of the following form
(2.3) Rk(Lm) = f(m+ k)Lm+k, ∀m ∈ Z,
where f is a C-valued function defined on Z.
2.1. Homogeneous Rota-Baxter operators of weight 0 on the Witt algebra.
Let Rk be a homogeneous Rota-Baxter operator of weight 0 with degree k on the Witt
algebra W satisfying Eq. (2.3). Then by Eqs. (2.1) and (2.2), we see that the function f
satisfies the following equation:
(2.4) f(m)f(n)(m− n) = f(m+ n)(f(m)(m− n+ k) + f(n)(m− n− k)), ∀m,n ∈ Z.
Proposition 2.4. With the notations as above, the Rota-Baxter operator R0 of weight 0
with degree 0 is given by
f(m) = αδm,0, ∀m ∈ Z,
for α ∈ C.
Proof. When k = 0, Eq. (2.4) becomes
(m− n)f(m)f(n) = (m− n)f(m+ n)(f(m) + f(n)), ∀m,n ∈ Z.
Plugging n = 0 in the equation, we have
mf(m)2 = 0.
Thus f(m) = αδm,0 for some α ∈ C. 
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When k 6= 0, taking n = 0 in Eq. (2.4), we have
(2.5) f(m)((m+ k)f(m)− kf(0)) = 0, ∀m ∈ Z.
Proposition 2.5. With the notations as above, when the degree k ∈ Z∗ := Z \ {0} and
f(0) = 0, we have
f(m) = αδm+k,0, ∀m ∈ Z,
where α ∈ C∗ := C \ {0}.
Proof. If f(0) = 0, then by Eq. (2.5), we have
(m+ k)(f(m))2 = 0, ∀m ∈ Z.
Thus, the function f satisfies
f(m) = αδm+k,0, ∀m ∈ Z,
where α ∈ C∗. 
When f(0) 6= 0, if follows from Eq. (2.5) that f(−k) = 0. Moreover, substituting this
into Eq. (2.4) with m = k and n = −k, we have f(k) = 0. For such an f satisfying
Eq. (2.4) so that kf(0) 6= 0, we set
I = {m ∈ Z|f(m) = 0}, J = {m ∈ Z|(m+ k)f(m)− kf(0) = 0}.
Thus −k, k ∈ I and I ∩ J = ∅, I ∪ J = Z.
Lemma 2.6. Let f be a C-valued function defined on Z satisfying Eq. (2.4). Suppose
that f(0) 6= 0 and k 6= 0. If n ∈ J and m 6= n, n+k, then m ∈ I if and only if m+n ∈ I.
Proof. If m ∈ I, m 6= n+ k and n ∈ J , then by Eq. (2.4), we have
(m− n− k)f(n)f(n+m) = 0.
Since n ∈ J , we have f(n +m) = 0. Conversely, if m+ n ∈ I, m 6= n and n ∈ J , then
by Eq. (2.4), we have
(m− n)f(m) = 0.
Hence m ∈ I. 
For an integer m ∈ Z, set
Jm = {n ∈ J |mn ∈ J }, Im = {n ∈ J |mn + k ∈ I}.
Proposition 2.7. With the conditions as above, we have
(1) J0 = J1 = J .
(2) (J \ {− k
2m
}) ∩ Jm ⊂ J−m for every m 6= 0. In particular, J \ {−
k
2
} ⊂ J−1.
(3) (J \ {−k
2
, k
m+1
}) ∩ Jm−1 ⊂ Jm, (J \ {
−k
m+1
}) ∩ J1−m ⊂ J−m for m ≥ 2.
(4) (J \ { k
2m−1
}) ∩ J1−m ⊂ Jm, (J \ {−
k
2
, −k
2m−1
}) ∩ Jm−1 ⊂ J−m for m ≥ 2.
Proof. (1) follows immediately by definition. We only give a proof for (2), as (3) and (4)
can be proved similarly.
In fact, it is straightforward to check that 0 ∈ (J \ {− k
2m
}) ∩ Jm and 0 ∈ J−m for
m 6= 0. Let n 6= 0 and n ∈ (J \ {− k
2m
}) ∩ Jm. To prove (2), we only need to show that
−nm ∈ J . Otherwise, −nm ∈ I. Then by Lemma 2.6, we have nm−nm = 0 ∈ I, which
is a contradiction with the assumption that f(0) 6= 0. 
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Corollary 2.8. With the conditions as above, we have
J \ {−k
2
} ⊂
⋂
m∈Z
Jm.
Proof. We only need to show that J \ {−k
2
} ⊂ Jm ∩ J−m for every m ≥ 1.
By Proposition 2.7, we show that J \ {−k
2
} ⊂ J−1. Moreover, since J1 = J0 = J , we
have J \ {−k
2
} ⊂ J1 ∩ J−1.
By Proposition 2.7 again, we have
J \ {−k
2
, k
3
} ⊂ J2, J \ {
−k
2
, −k
3
} ⊂ J−2, J \ {
k
4
} ∩ J−2 ⊂ J2, J \ {
−k
4
} ∩ J2 ⊂ J−2.
Therefore
J \ {−k
2
, −k
3
, k
4
} = (J \ {k
4
}) ∩ (J \ {−k
2
, −k
3
}) ⊂ (J \ {k
4
}) ∩ J−2 ⊂ J2.
Hence
J \ {−k
2
} = (J \ {−k
2
, −k
3
, k
4
}) ∪ (J \ {−k
2
, k
3
}) ⊂ J2.
Similarly, we show that J \ {−k
2
} ⊂ J−2.
Now assume that J \ {−k
2
} ⊂ Jm−1 ∩ J1−m holds for m > 2. By Proposition 2.7 we
have that
J \ {−k
2
, k
m+1
} = (J \ {−k
2
, k
m+1
}) ∩ (J \ {−k
2
}) ⊂ (J \ {−k
2
, k
m+1
}) ∩ Jm−1 ⊂ Jm,
and
J \ {−k
2
, k
2m−1
} = (J \ { k
2m−1
}) ∩ (J \ {−k
2
}) ⊂ (J \ { k
2m−1
}) ∩ J1−m ⊂ Jm.
Since k
m+1
6= k
2m−1
for m > 2, we have
J \ {−k
2
} = (J \ {−k
2
, k
m+1
}) ∪ (J \ {−k
2
, k
2m−1
}) ⊂ Jm.
Similarly we show that J \ {−k
2
} ⊂ J−m for m > 2. 
Proposition 2.9. With the conditions as above, we have
(1) I0 = J .
(2) J \ {−k
2
, k
m
} ⊂ Im for any m 6= 0.
(3) J \ {−k
2
, −k
2m
} ⊂ Im for any m 6= 0.
Proof. (1) follows from the fact that k ∈ I. We only give a detailed proof of (3) and the
proof of (2) is similar.
Let m be a fixed non-zero integer. Since 0 ∈ J and k ∈ I, we show that 0 ∈ Im. Let
n0 be an arbitrary nonzero integer in J \ {
−k
2
, −k
2m
}. Then we have k +mn0 6= −mn0 and
k +mn0 6= −mn0 + k. By Corollary 2.8, we have −mn0 ∈ J . Hence by Lemma 2.6 and
since mn0 + k −mn0 = k ∈ I, we have mn0 + k ∈ I. 
By Proposition 2.9, we get the following result.
Corollary 2.10. With the conditions as above, we have
J \ {−k
2
} ⊂
⋂
m∈Z
Im.
Proposition 2.11. With the conditions as above, let n ∈ J \ {−k
2
} and n 6= 0. Then we
have n ∤ k, and for any m ∈ Z,
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(1) if m ∈ I, then m+ nZ ∈ I;
(2) if m ∈ J , then m+ nZ ∈ J .
Proof. If m is neither in nZ nor in k+nZ, the conclusion holds due to Lemma 2.6. On the
other hand, by Corollary 2.8, we show that n ∈
⋂
l∈Z
Jl. Hence nZ ⊂ J . Furthermore, by
Corollary 2.10 and the fact that k ∈ I, we have n ∈
⋂
l∈Z
Il. Thus k + nZ ⊂ I. Therefore
for any m ∈ nZ or m ∈ k + nZ, if m ∈ I, then m ∈ k + nZ and hence m+ nZ ∈ I, and
if m ∈ J , then m ∈ nZ and hence m + nZ ∈ J . Moreover n ∤ k. Otherwise we have
nZ = k + nZ ⊂ I ∩ J , which is a contradiction. 
For any m,n ∈ Z (not both zero), let gcd(m,n) denote the greatest common divisor of
m and n.
Corollary 2.12. With the conditions as above, if n1 ∈ J , n2 ∈ J \ {0,
−k
2
}, then
gcd(n1, n2)Z ⊂ J .
Proof. If n1 6=
−k
2
, then by Proposition 2.11, we show that for every m1, m2 ∈ Z, n1m1 +
n2m2 ∈ J . Furthermore, we have gcd(n1, n2)Z = n1Z+ n2Z. Thus gcd(n1, n2)Z ⊂ J .
If n1 =
−k
2
∈ J , then by Proposition 2.11, we show that n1 + n2 ∈ J . On the
other hand, we have n2, n1 + n2 ∈ J \ {
−k
2
}. Hence gcd(n1 + n2, n2)Z ⊂ J . Since
gcd(n1 + n2, n2)Z = gcd(n1, n2)Z, we have gcd(n1, n2)Z ⊂ J . 
Proposition 2.13. Let f be a C-valued function defined on Z satisfying Eq. (2.4). Sup-
pose that f(0) 6= 0 and k 6= 0. If −k
2
∈ Z and −k
2
∈ J , then J = {0, −k
2
}, and in this
case,
(2.6) f(m) = δm,0f(0) + 2δm,−k
2
f(0), ∀m ∈ Z.
Proof. It is obvious that {0, −k
2
} ⊂ J . Conversely, if there exists an n0 ∈ J such that
n0 6= 0,
−k
2
, then by Corollary 2.12, we have gcd(n0,
−k
2
)Z ⊂ J . Since J 6= Z, we have
gcd(n0,
−k
2
) 6= 1. Set d = gcd(n0,
−k
2
). Then d|−k
2
. Hence d|k. By Proposition 2.11, we
show that d = −k
2
. Thus n0 =
k
2
m0 for some m0 6= 0, −1. However, by Lemma 2.6 and
induction on m (note that ±k ∈ I), one can show that k
2
m ∈ I for any m 6= 0, −1. It is
a contradiction. Hence J = {0,−k
2
}. 
Proposition 2.14. Let f be a C-valued function on Z satisfying Eq. (2.4). Suppose that
f(0) 6= 0 and k 6= 0. If −k
2
/∈ J , and {0} $ J , then there exists a non-zero integer l ∈ J ,
l ∤ k such that |l| is minimal. In this case, we have
J = lZ,
and thus
(2.7) f(m) = k
m+k
δm,lZf(0),
where
δm,lZ :=
∑
n∈Z
δm,ln =
{
1 m ∈ lZ;
0 m /∈ lZ.
ROTA-BAXTER OPERATORS ON WITT AND VIRASORO ALGEBRAS 7
Proof. Since {0} $ J , there exists an integer l ∈ J such that l 6= 0, |l| is minimal and
l ∤ k. By Proposition 2.11 and the minimality of |l|, we have m ∈ I for any m /∈ lZ.
On the other hand, since 0 ∈ J and by Proposition 2.11 again, we have lZ ⊂ J . Hence
J = lZ and thus the conclusion holds. 
In summary, we obtain the following classification.
Theorem 2.15. A homogeneous Rota-Baxter operator of weight 0 on the Witt algebra W
must be one of the following operators.
(I) Rαk (Lm) = αδm+2k,0Lm+k, ∀m ∈ Z, where k ∈ Z and α ∈ C.
(II) R
′β
2k(Lm) = (βδm+2k,0 + 2βδm+3k,0)Lm+2k, ∀m ∈ Z, where k ∈ Z
∗ and β ∈ C∗.
(III) Rl,γk (Lm) =
k
m+2k
γδm+k,lZLm+k, ∀m ∈ Z, where k, l ∈ Z∗, l ∤ k and γ ∈ C∗.
Moreover,
(1) {Rα0 |α ∈ C} are all the homogeneous Rota-Baxter operators of weight 0 with degree
0 on the Witt algebra W .
(2) If k 6= 0 and is odd, then
{
Rαk , R
l,β
k
∣∣∣α ∈ C, β ∈ C∗, l ∈ Z∗, l ∤ k} are all the homo-
geneous Rota-Baxter operators of weight 0 with degree k on W .
(3) If k 6= 0 and is even, then
{
Rαk , R
′β
k , R
l,γ
k
∣∣∣α ∈ C, β, γ ∈ C∗, l ∈ Z∗, l ∤ k} are all the
homogeneous Rota-Baxter operators of weight 0 with degree k on W .
Proof. The first part follows from Propositions 2.4, 2.5, 2.13 and 2.14. The second part
can be directly verified. 
Remark 2.16. Note that
Rαk = αR
1
k, R
′β
2k = βR
′1
2k, R
l,γ
k = γR
l,1
k ,
for any α ∈ C and β, γ ∈ C∗. This partly explains our notation in the theorem.
Remark 2.17. It is known that R is a Rota-Baxter operator of weight 0 on a Lie algebra
g if and only if αR is a Rota-Baxter operator of weight 0 on g for 0 6= α ∈ C. So the set
of Rota-Baxter operators of weight 0 on any Lie algebra carries an action of C∗ by scalar
multiplication. In this sense, the above theorem can be rewritten as follows.
A complete set of representatives of all homogeneous Rota-Baxter operators of weight
0 with degree k on the Witt algebra W under the action of C∗ by scalar multiplication is
• RW0 = {R
0
0 = 0, R
1
0}, if k = 0;
• RWk =
{
R0k = 0, R
1
k, R
l,1
k
∣∣∣l ∈ Z∗, l ∤ k}, if k 6= 0 and is odd;
• RWk =
{
R0k = 0, R
1
k, R
′1
k , R
l,1
k
∣∣∣l ∈ Z∗, l ∤ k}, if k 6= 0 and is even.
2.2. Homogeneous Rota-Baxter operators of weight 1 on the Witt algebra.
It is straightforward to show by definition that there does not exist any homogeneous
Rota-Baxter operator of weight 1 with a nonzero degree k on the Witt algebra W .
Let R0 be a homogeneous Rota-Baxter operator of weight 1 with degree 0 on the Witt
algebra W satisfying Eq. (2.3), that is,
(2.8) R0(Lm) = f(m)Lm, ∀m ∈ Z.
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Then by Eqs. (2.1) and (2.2), we show that the function f satisfies the following equation:
(2.9) f(m)f(n)(m− n) = f(m+ n)(f(m) + f(n) + 1)(m− n), ∀m,n ∈ Z.
Let n = 0 in Eq. (2.9), then we have
mf(m)(f(m) + 1) = 0, ∀m ∈ Z.
Set
I1 = {m ∈ Z|f(m) = 0}, I2 = {m ∈ Z|f(m) = −1}.
Lemma 2.18. Let f be a C-valued function defined on Z satisfying Eq. (2.9). If m,n ∈ Z
such that m 6= n and m,n ∈ Ii, then m+ n ∈ Ii (i = 1, 2).
Proof. If m 6= n and m,n ∈ I1, then Eq. (2.9) implies m + n ∈ I1. Similarly, if m 6= n
and m,n ∈ I2, then m+ n ∈ I2. 
Proposition 2.19. With the notations as above, if there exists a nonzero integer m0 such
that m0,−m0 ∈ I1, then I1, I2 must be one of the following cases:
(1) I1 = {m | m 6 1}, I2 = {m | m > 2};
(2) I1 = {m | m > −1}, I2 = {m | m 6 −2};
(3) I1 = Z, I2 = ∅.
Proof. By Lemma 2.18, 0 = m0 + (−m0) ∈ I1. Hence Eq. (2.9) with n = −m 6= 0 implies
f(m)f(−m) = 0, ∀m 6= 0.
Therefore if m 6= 0 and m ∈ I2, then −m ∈ I1.
Let l be the minimal positive integer such that l ∈ I1. Then l = 1. Otherwise, l > 2.
So 1 ∈ I2. Hence −1 ∈ I1. By Lemma 2.18, we show that l − 1 = −1 + l ∈ I1 which
contradicts with the minimality of l. Similarly, −1 ∈ I1.
(1) If 2 ∈ I2, then −2 ∈ I1. Since −1,−2 ∈ I1, by Lemma 2.18 and induction, I1
contains all negative integers. Thus for any m > 2, 2−m ∈ I1. It implies m ∈ I2.
Otherwise, by Lemma 2.18, 2 = (2 − m) + m ∈ I1 which contradicts with the
assumption that 2 ∈ I2. In this case, I1 = {m | m 6 1}, I2 = {m | m > 2}.
(2) Similarly, if −2 ∈ I2, then I1 = {m | m > −1}, I2 = {m | m 6 −2}.
(3) If 2,−2 ∈ I1, then I1 = Z, I2 = ∅.
Hence the conclusion holds. 
Similarly, we have the following conclusion.
Proposition 2.20. With the notations as above, if there exists a nonzero integer m0 such
that m0,−m0 ∈ I2, then I1, I2 are one of the following cases:
(1) I1 = {m | m > 2}, I2 = {m | m 6 1};
(2) I1 = {m | m 6 −2}, I2 = {m | m > −1};
(3) I1 = ∅, I2 = Z.
Proposition 2.21. With the notations as above, if there does not exist a nonzero integer
m such that m,−m ∈ Ii, i = 1, 2, then either
Z+ ⊂ I1,Z− ⊂ I2,
or
Z− ⊂ I1,Z+ ⊂ I2,
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where Z+ (resp. Z−) denotes the set of positive (resp. negative) integers. Moreover,
f(0) ∈ C is arbitrary.
Proof. In this case, f(m) 6= f(−m) for every m 6= 0. Thus m ∈ I1 if and only if −m ∈ I2.
So the conclusion about I1, I2 holds. Moreover, Eq. (2.9) holds automatically when we
set n = 0 or m+ n = 0, that is, f(0) ∈ C is arbitrary. 
Summarizing Propositions 2.19, 2.20 and 2.21 and with a similar discussion as that of
Theorem 2.15, we obtain the following classification.
Theorem 2.22. A homogeneous Rota-Baxter operator of weight 1 with degree 0 on the
Witt algebra W must be one of the following types.
(1) R610 (Lm) =
{
−Lm m > 2;
0 m 6 1.
(2) R>−10 (Lm) =
{
−Lm m 6 −2;
0 m > −1.
(3) R00(Lm) = 0, ∀m ∈ Z.
(4) R>10 (Lm) =
{
−Lm m 6 1;
0 m > 2.
(5) R<−10 (Lm) =
{
−Lm m > −1;
0 m 6 −2.
(6) R∅0 (Lm) = −Lm, ∀m ∈ Z.
(7) R+,α0 (Lm) =

−Lm m < 0;
αL0 m = 0;
0 m > 0,
where α ∈ C.
(8) R−,α0 (Lm) =

−Lm m > 0;
αL0 m = 0;
0 m < 0,
where α ∈ C.
Conversely, the above operators are all the homogeneous Rota-Baxter operators of weight
1 with degree 0 on the Witt algebra W .
Remark 2.23. In the above notation, the first part of the superscript represents the zero
set of the corresponding C-valued function f and the second part, if it exists, is the value
f(0). We use R00 instead of R
Z
0 since it is the same operator as R
0
0 in Theorem 2.15.
Remark 2.24. It is known that R is a Rota-Baxter operator of weight 1 on a Lie algebra
g if and only if so is −R− Id on g, where Id is the identity map on g. Using this, we have
the following correspondences for the Rota-Baxter operators listed in Theorem 2.22:
R610 ⇐⇒ R
>1
0 , R
>−1
0 ⇐⇒ R
<−1
0 , R
0
0 = 0 ⇐⇒ R
∅
0 = −IdW , R
+,α
0 ⇐⇒ R
−,−α−1
0 .
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3. Homogeneous Rota-Baxter operators on the Virasoro algebra
Definition 3.1. The Virasoro algebra V is a Lie algebra with the basis {Lm, C|m ∈ Z}
satisfying the following relations:
(3.1) [Lm, Ln] = (m− n)Lm+n +
m3−m
12
δm+n,0C, ∀m,n ∈ Z.
(3.2) [Lm, C] = 0, ∀m ∈ Z.
The Virasoro algebra V is a central extension of the Witt algebra W , and has a natural
Z-grading as well:
V =
⊕
n∈Z
Vn,
where Vn = CLn for n ∈ Z∗ and V0 = CL0 ⊕ CC.
Remark 3.2. The Witt algebra W is a graded quotient of the Virasoro algebra V . Any
linear graded operator on W can be lifted to that of V by mapping CC to 0. Conversely,
any linear graded operator F on V can be restricted to a linear operator onW by forgetting
the image of CC. If the kernel of F contains the center, then the two can be identified.
Definition 3.3. Let k be an integer. A homogeneous operator F with degree k on the
Virasoro algebra V is a linear operator on V satisfying
F (Vm) ⊂ Vm+k, ∀m ∈ Z.
Hence homogeneous Rota-Baxter operator Rk with degree k on the Virasoro algebra V
is a Rota-Baxter operator on V with the following form:
(3.3) Rk(Lm) = f(m+ k)Lm+k + θδm+k,0C, ∀m ∈ Z;
(3.4) Rk(C) = µLk + νδk,0C,
where f is a C-valued function defined on Z and θ, µ, ν ∈ C.
3.1. Homogeneous Rota-Baxter operators of weight 0 on the Virasoro algebra.
We begin with the following general result.
Theorem 3.4. A homogeneous Rota-Baxter operator R0 of weight 0 with degree 0 on the
Virasoro algebra V must be of the form
Rα,θ,µ,ν0 (Lm) = δm,0(αLm + θC), ∀m ∈ Z,
Rα,θ,µ,ν0 (C) = µL0 + νC,
where α, θ, µ, ν ∈ C are arbitrary. Conversely, the above operators are all the homogeneous
Rota-Baxter operators of weight 0 with degree 0 on the Virasoro algebra V .
Proof. Let R0 be a homogeneous Rota-Baxter operator of weight 0 with degree 0 on V
satisfying Eqs. (3.3) and (3.4). By Eqs. (2.1), (3.1) and (3.2), we have the following
equations:
(3.5) f(m)f(n)(m− n) = (f(m) + f(n))(m− n)f(m+ n)
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for any m+ n 6= 0,
(3.6) 2mf(m)f(−m) = (f(m) + f(−m))
(
2mf(0) + m
3
−m
12
µ
)
, ∀m ∈ Z,
and
(3.7) f(m)f(−m)m
3
−m
12
= (f(m) + f(−m))(2mθ + m
3
−m
12
ν), ∀m ∈ Z.
Let n = 0 in Eq. (3.5). Then f(m) = 0 for any m 6= 0. Write f(0) as α. Then, all the
above equations hold automatically for arbitrary α, θ, µ, ν ∈ C.
Conversely, it is straightforward to check that these operators are homogeneous Rota-
Baxter operator of weight 0 with degree 0 on the Virasoro algebra V . 
Remark 3.5. In view of Remark 2.17, a complete set of representatives of the homoge-
neous Rota-Baxter operators of weight 0 with degree 0 on V under the action of C∗ by
scalar multiplication consists of the following operators:
(1) R0,θ,µ,ν0 (Lm) = θδm,0C, ∀m ∈ Z, and R
0,θ,µ,ν
0 (C) = µL0 + νC, where θ, µ, ν ∈ C
are arbitrary;
(2) R1,θ,µ,ν0 (Lm) = δm,0(Lm + θC), ∀m ∈ Z, and R
1,θ,µ,ν
0 (C) = µL0 + νC, where
θ, µ, ν ∈ C are arbitrary.
Remark 3.6. Let E0,0, Ec,0, E0,c, Ec,c be the standard basis of End(V0) given by
E0,0(L0) = L0, Ec,0(L0) = C, E0,c(L0) = 0, Ec,c(L0) = 0,
E0,0(C) = 0, Ec,0(C) = 0, E0,c(C) = L0, Ec,c(C) = C.
Extending these linear operators of V0 to those of V by mapping Vn(n 6= 0) to 0, we see
that
R1,0,0,00 = E0,0, R
0,1,0,0
0 = Ec,0, R
0,0,1,0
0 = E0,c, R
0,0,0,1
0 = Ec,c.
Then it is clear that
Rα,θ,µ,ν0 = αE0,0 + θEc,0 + µE0,c + νEc,c, ∀α, θ, µ, ν ∈ C.
This partly explains our notation in Theorem 3.4. In this way the homogeneous Rota-
Baxter operators of weight 0 with degree 0 on the Virasoro algebra V can be identified
with the linear operators on V0.
Let Rk be a homogeneous Rota-Baxter operator of weight 0 with a nonzero degree k
on V satisfying Eqs. (3.3) and (3.4). In this case, it is obvious that ν = 0, that is,
Rk(Ln) = f(n+ k)Ln+k + θδn+k,0C, ∀n ∈ Z;
Rk(C) = µLk.
By Eqs. (2.1), (3.1) and (3.2), we have the following equations:
f(m+ k)µ
(
mLm+2k +
(m+k)3−(m+k)
12
δm+2k,0C
)
(3.8)
= µ(m− k) (f(m+ 2k)Lm+2k + θδm+2k,0C) + µ
2m3−m
12
δm+k,0Lk, ∀m ∈ Z;
f(m)f(n)
(
(m− n)Lm+n +
m3−m
12
δm+n,0C
)
(3.9)
= (f(m)(m− n+ k) + f(n)(m− n− k))(f(m+ n)Lm+n + θδm+n,0C)
+
(
m3−m
12
f(m)− n
3
−n
12
f(n)
)
δm+n,kµLk, ∀m,n ∈ Z.
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Proposition 3.7. With the notations as above, if µ = 0, then f and θ belong to one of
the following cases:
(1) f(m) = 0 and θ ∈ C;
(2) f(m) = αδm+k,0, where α ∈ C, and θ = 0;
(3) f(m) = αδm,0 + 2αδm,− k
2
, where α ∈ C, k is even and θ ∈ C.
Proof. If µ = 0, then Eq. (3.8) holds automatically and Eq. (3.9) becomes
(3.10) f(m)f(n)(m− n) = f(m+ n)(f(m)(m− n+ k) + f(n)(m− n− k)), ∀m,n ∈ Z,
and
(3.11) m
3
−m
12
f(m)f(−m) = θ(f(m)(2m+ k) + f(−m)(2m− k)), ∀m ∈ Z.
Note that Eq. (3.10) is exactly Eq. (2.4). By the discussion in the previous section, f
satisfies one of the following equations:
(i) f(m) = δm+k,0f(−k), ∀m ∈ Z;
(ii) f(m) = (δm,0 + 2δm,− k
2
)f(0), ∀m ∈ Z, if k is even;
(iii) f(m) =
∑
n∈Z
k
m+k
δm,lnf(0), where l ∈ Z∗ and l ∤ k.
For (i), Eq. (3.11) implies that either θ = 0 or f(−k) = 0, which corresponds to cases
(2) and (1) respectively.
For (ii), Eq. (3.11) holds automatically. Thus θ ∈ C is arbitrary. It corresponds to case
(3).
For (iii), it does not satisfy Eq. (3.11). 
Proposition 3.8. With the notations as above, if µ 6= 0, then
(3.12) f(m) = −k
2
−1
24
µδm,k, ∀m ∈ Z,
and θ = 0.
Proof. In this case, Eq. (3.8) implies the following equations:
(3.13) (m− k)f(m) = (m− 2k)f(m+ k), ∀m 6= 0,
(3.14) 1
2
f(0) = f(k) + k
2
−1
24
µ
and
(3.15) k
2
−1
12
f(−k) = 3θ.
Eq. (3.9) implies the following equations:
(3.16) f(m)f(n)(m− n) = f(m+ n)(f(m)(m− n + k) + f(n)(m− n− k))
for m+ n 6= k,
(3.17) f(m)f(n)(m− n) = f(k)(2mf(m)− 2nf(n)) + µ
(
f(m)m
3
−m
12
− f(n)n
3
−n
12
)
for m+ n = k and
(3.18) m
3
−m
12
f(m)f(−m) = θ(f(m)(2m+ k) + f(−m)(2m− k)), ∀m ∈ Z.
Let n = 0 in Eq. (3.16). Then we have
f(m)((m+ k)f(m)− kf(0)) = 0, ∀m 6= k.
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Hence for any m 6= k,−k, either f(m) = 0 or
f(m) = k
m+k
f(0).
In addition, f(−k)f(0) = 0.
On the other hand, let m = −k in Eq. (3.13). Then we have
2f(−k) = 3f(0).
Hence f(0) = 0. Therefore f(m) = 0 for any m 6= k. Thus Eqs. (3.13), (3.14), (3.15),
(3.16), (3.17) and (3.18) imply that
f(k) = −k
2
−1
24
µ, θ = 0.
Therefore the conclusion holds. 
Summarizing Propositions 3.7 and 3.8, and with a similar discussion as that of Theo-
rem 2.15, we obtain the following classification.
Theorem 3.9. A homogeneous Rota-Baxter operator of weight 0 with a nonzero degree
on the Virasoro algebra V must be one of the following forms.
(I) Rθck (Lm) = θδm+k,0C, ∀m ∈ Z and R
θc
k (C) = 0, where k ∈ Z
∗ and θ ∈ C.
(II) Rαk (Lm) = αδm+2k,0Lm+k, ∀m ∈ Z and R
α
k (C) = 0, where k ∈ Z
∗ and α ∈ C∗
(III) R
′β+ϑc
2k (Lm) = (βδm+2k,0+2βδm+3k,0)Lm+2k+ϑδm+2k,0C, ∀m ∈ Z and R
′β+ϑc
2k (C) =
0, where k ∈ Z∗, β ∈ C∗ and ϑ ∈ C.
(IV) R→µk (Lm) = −
k2−1
24
µδm,0Lm+k, ∀m ∈ Z, and R
→µ
k (C) = µLk, where µ ∈ C
∗.
Moreover,
(1) If k 6= 0 and is odd, then
{
Rθck , R
α
k , R
→µ
k
∣∣α, µ ∈ C∗, θ ∈ C} are all the homogeneous
Rota-Baxter operators of weight 0 with degree k on the Virasoro algebra V .
(2) If k 6= 0 and is even, then
{
Rθck , R
α
k , R
′β+ϑc
k , R
→µ
k
∣∣∣α, β, µ ∈ C∗, θ, ϑ ∈ C} are all
the homogeneous Rota-Baxter operators of weight 0 with degree k on the Virasoro
algebra V .
Remark 3.10. We remark that the symbol c in case (I) is merely formal, it is treated as
a vector over C. For this reason, we write R0k, R
c
k, R
′β
2k and R
′β+c
2k instead of R
0c
k , R
1c
k , R
′β+0c
2k
and R
′β+1c
2k respectively. This creates no confusion since if one allows α = 0 in case (II),
then the operator R0k agrees with R
0c
k . It is straightforward to verify that
Rθck = θR
c
k, R
α
k = αR
1
k, R
′β+ϑc
2k = βR
′1
2k + ϑR
c
2k, R
→µ
k = µR
→1
k ,
for any α, β, µ ∈ C∗ and θ, ϑ ∈ C.
Also note that although Rαk and R
′β
2k are different from the operators in Theorem 2.15 ,
the operators Rαk , R
′β
2k can be obtained from those in Theorem 2.15 by obvious extension.
Therefore, the operators Rαk , R
′β
2k in the two theorems coincide respectively in the sense of
Remark 3.2.
Remark 3.11. Comparing Theorem 2.15 with Theorem 3.9, we notice that the homoge-
neous Rota-Baxter operators of weight 0 with a nonzero degree on the Witt algebra W
and Virasoro algebra V are quite different, despite V is a central extension of W .
Explicitly, although the operators Rαk , R
′β
2k in Theorem 2.15 coincide with those in 3.4
respectively, not all Rota-Baxter operators on both algebras can be related in this way.
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On one hand, the operators Rl,γk in Theorem 2.15 are inconsistent with the structure of the
Virasoro algebra V . On the other hand, there are more operators (Rθck , R
→µ
k and R
′β+ϑc
2k
with ϑ 6= 0) in Theorem 3.9 that cannot be restricted to the operators in Theorem 2.15.
In summary, all homogeneous Rota-Baxter operators of weight 0 with a nonzero degree
on the Virasoro algebra V cannot be obtained directly from those on the Witt algebra
W nor the latter can be extended to the former, although there are overlaps in certain
special cases.
The main reason for this phenomenon is the (non-zero) central element C in V . In
general, let e be a central extension of the Lie algebra g by one-dimensional center CC.
Then the brackets [·, ·]g and [·, ·]e are related by
[x, y]e = [x, y]g + ǫ(x, y)C, ∀x, y ∈ g,
where ǫ(−,−) is a 2-cocycle on g. Therefore, by Eq. (2.1), a Rota-Baxter operator R on
g can be lifted to e if and only if
ǫ(R(x), R(y)) = 0, ∀x, y ∈ g.
In our case, for a homogeneous Rota-Baxter operator on g defined through the C-valued
function f , the above condition reads
(3.19) m
3
−m
12
f(m)f(n)δm+n,0 = 0 ∀m,n ∈ Z.
Remark 3.12. Note that, in view of Remark 2.17, a complete set of representatives of
all homogeneous Rota-Baxter operators of weight 0 with a nonzero degree k on V under
the action of C∗ by scalar multiplication is given by
• RVk = {R
0
k = 0, R
c
k, R
1
k, R
→1
k }, if k is odd;
• RVk =
{
R0k = 0, R
c
k, R
1
k, R
′1
k + ϑR
c
k, R
→1
k
∣∣ϑ ∈ C}, if k is even.
3.2. Homogeneous Rota-Baxter operators of weight 1 on the Virasoro algebra.
Let Rk be a homogeneous Rota-Baxter operator of weight 1 with degree k on V satisfying
Eqs. (3.3) and (3.4). By Eqs. (2.1), (3.1) and (3.2), we have the following equations:
f(m)f(n)
(
(m− n)Lm+n +
m3−m
12
δm+n,0C
)
(3.20)
= f(m)(m− n + k)(f(m+ n)Lm+n + θδm+n,0C)
+ f(m)m
3
−m
12
δm+n,k(µLk + νδk,0C)
+ f(n)(m− n− k)(f(m+ n)Lm+n + θδm+n,0C)
− f(n)n
3
−n
12
δm+n,k(µLk + νδk,0C)
+ (m− n)(f(m+ n− k)Lm+n−k + θδm+n,kC)
+ (m−k)
3
−(m−k)
12
δm+n,2k(µLk + νδk,0C), ∀m,n ∈ Z.
If k 6= 0, then by Eq. (3.20), we have
(m− n)f(m+ n− k) = 0, ∀m,n ∈ Z.
Thus f(m) = 0 for any m ∈ Z. In this case, by Eq. (3.20) again, we show that θ = 0,
ν = 0 and µ = 0. Hence, any homogeneous Rota-Baxter operator of weight 1 with a
nonzero degree k on V is zero.
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Next let R0 be a homogeneous Rota-Baxter operator of weight 1 with degree 0 on V .
Then Eq. (3.20) becomes
f(m)f(n)
(
(m− n)Lm+n +
m3−m
12
δm+n,0C
)
(3.21)
= (m− n)(f(m+ n)Lm+n + θδm+n,0C)(f(m) + f(n) + 1)
+ m
3
−m
12
δm+n,0(µL0 + νC)(f(m) + f(n) + 1), ∀m,n ∈ Z.
By this equation, we have the following equations:
(3.22) f(m)f(n) = (f(m) + f(n) + 1)f(m+ n), ∀m 6= n,m+ n 6= 0;
(3.23) mf(m)f(−m) = (f(m) + f(−m) + 1)
(
mf(0) + m
3
−m
24
µ
)
, ∀m ∈ Z;
(3.24) m
3
−m
24
f(m)f(−m) = (mθ + m
3
−m
24
ν)(f(m) + f(−m) + 1), ∀m ∈ Z.
Let n = 0 in Eq. (3.22). Then we have
(f(m) + 1)f(m) = 0, ∀m 6= 0.
Hence f(m) = 0 or −1 for m 6= 0.
Set
I1 = {m | f(m) = 0}, I2 = {m | f(m) = −1}.
By Lemma 2.18, we have the following conclusion.
Lemma 3.13. Let f be a C-valued function defined on Z satisfying Eq. (3.22). Ifm,n ∈ Z
such that m 6= n, m+ n 6= 0 and for i = 1, 2, m,n ∈ Ii, then m+ n ∈ Ii.
Let m = 1 in Eqs. (3.23) and (3.24). Then we have
(3.25) f(1)f(−1) = (f(1) + f(−1) + 1)f(0),
(3.26) (f(1) + f(−1) + 1)θ = 0.
Therefore, we can divide the situation into four cases:
(i) 1,−1 ∈ I1;
(ii) 1,−1 ∈ I2;
(iii) 1 ∈ I1,−1 ∈ I2;
(iv) 1 ∈ I2,−1 ∈ I1.
Proposition 3.14. If 1,−1 ∈ I1, then θ = 0 and f, µ, ν for R0 of weight 1 in Eqs.
(3.3-3.4) belong to one of the following cases:
(1) I1 = {m | m 6 1}, I2 = {m | m > 2}, and µ, ν ∈ C are arbitrary;
(2) I1 = {m | m > −1}, I2 = {m | m 6 −2}, and µ, ν ∈ C are arbitrary;
(3) I1 = Z, I2 = ∅ and µ = ν = 0. In this case, R0 = 0.
Proof. When 1,−1 ∈ I1, Eqs. (3.25) and (3.26) become
f(0) = 0, θ = 0.
Thus 0 ∈ I1. Moreover, there are following three cases:
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(1) If 2 ∈ I2, then −2 ∈ I1. Otherwise, if −2 ∈ I2, then Eq. (3.24) implies ν = −1.
Thus Eq. (3.24) becomes
m3−m
24
f(m)f(−m) = −m
3
−m
24
(f(m) + f(−m) + 1), ∀m ∈ Z,
which contradicts with the assumption that 1,−1 ∈ I1. Since −1,−2 ∈ I1, by
Lemma 3.13 and induction, I1 contains all negative integers. Therefore, for any
m > 2, 2 − m ∈ I1. Hence m ∈ I2. Otherwise, by Lemma 3.13, we have
2 = (2−m) +m ∈ I1 which contradicts with the assumption that 2 ∈ I2. Hence
I1 = {m | m 6 1}, I2 = {m | m > 2}.
In this case, Eqs. (3.23) and (3.24) hold automatically for m 6= 0,±1. Thus µ and
ν are arbitrary.
(2) Similarly, if −2 ∈ I2, then I1 = {m | m > −1}, I2 = {m | m 6 −2} and µ and ν
are arbitrary.
(3) If 2,−2 ∈ I1, then I1 = Z, I2 = ∅. In this case, Eqs. (3.23) and (3.24) become
m3−m
24
µ = 0, ∀m 6= 0,±1; ν = 0.
Thus µ = 0 and hence R0 = 0.
Therefore the conclusion holds. 
Similarly, for case (ii) of −1, 1 ∈ I2, we have the following conclusion.
Proposition 3.15. If 1,−1 ∈ I2, then θ = 0 and f, µ, ν for R0 of weight 1 in Eqs.
(3.3)-(3.4) belong to one of the following cases:
(1) I1 = {m | m > 2}, I2 = {m | m 6 1}, and µ, ν ∈ C are arbitrary;
(2) I1 = {m | m 6 −2}, I2 = {m | m > −1}, and µ, ν ∈ C are arbitrary;
(3) I1 = ∅, I2 = Z and µ = 0, ν = −1. In this case, R0 = −Id.
For cases (iii) and (iv), it is straightforward to get the following conclusions.
Proposition 3.16. If 1 ∈ I1,−1 ∈ I2, then Z+ ⊂ I1,Z− ⊂ I2, and f(0), µ, θ, ν ∈ C are
arbitrary.
Proposition 3.17. If 1 ∈ I2,−1 ∈ I1, then Z+ ⊂ I2,Z− ⊂ I1, and f(0), µ, θ, ν ∈ C are
arbitrary.
From the above propositions, we see that the function f is independent from µ, θ and
ν. Moreover, we obtain the following classification.
Theorem 3.18. A homogeneous Rota-Baxter operator of weight 1 with degree 0 on the
Virasoro algebra V is of the form
R∗,θ,µ,ν0 = R
∗
0 + θEc,0 + µE0,c + νEc,c,
where R∗0 is a homogeneous Rota-Baxter operator of weight 1 with degree 0 on the Witt
algebra W and Ec,0, E0,c, Ec,c are the operators on V0 mentioned in Remark 3.6. Moreover,
R∗,µ,θ,ν0 must be one of the following cases.
(1) R61,0,µ,ν0 , where µ, ν ∈ C.
(2) R>−1,0,µ,ν0 , where µ, ν ∈ C.
(3) R0,0,0,00 = 0.
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(4) R>1,0,µ,ν0 , where µ, ν ∈ C.
(5) R<−1,0,µ,ν0 , where µ, ν ∈ C.
(6) R∅,0,0,−10 = −IdV .
(7) R+,α,θ,µ,ν0 , where α, θ, µ, ν ∈ C.
(8) R−,α,θ,µ,ν0 , where α, θ, µ, ν ∈ C.
Conversely, the above operators are all the homogeneous Rota-Baxter operators of weight
1 with degree 0 on the Virasoro algebra V .
Proof. By Eqs. (3.22) and (3.25), the function f is independent from µ, θ and ν. Compar-
ing Eqs. (2.9) with (3.22), we see that the values of f(m) at nonzero m are already given
in Propositions 2.19, 2.20 and 2.21. Moreover, it is easy to check that f(0) given there
also satisfies Eq. (3.25). This shows the first part of the theorem. The second part follows
from Propositions 3.14, 3.15, 3.16 and 3.17. The final part can be directly verified. 
Remark 3.19. Similar to Remark 2.24, we have the following correspondences between
R and −R − Id for the Rota-Baxter operators listed in Theorem 3.18:
R61,0,µ,ν0 ⇐⇒ R
>1,0,−µ,−ν−1
0 ,
R>−1,0,µ,ν0 ⇐⇒ R
<−1,0,−µ,−ν−1
0 ,
R0,0,0,00 = 0⇐⇒ R
∅,0,0,−1
0 = −IdV ,
R+,α,θ,µ,ν0 ⇐⇒ R
−,−α−1,−θ,−µ,−ν−1
0 .
Remark 3.20. Comparing Proposition 2.4 with Theorem 3.4 and Theorem 2.22 with
3.18, we notice that homogeneous Rota-Baxter operators with degree 0 on the Witt al-
gebra W and the Virasoro algebra V are closely related. Explicitly, any homogeneous
Rota-Baxter operator with degree 0 on V can be written as
R∗,θ,µ,ν0 = R
∗
0 + F,
where R∗0 is a homogeneous Rota-Baxter operator with degree 0 on W and F is a cer-
tain linear operator on V0 determined by θ, µ and ν. Moreover, except for case (3) of
Proposition 3.15, all functions in Propositions 3.14, 3.15, 3.16 and 3.17 satisfy Eq. 3.19,
we therefore conclude that all homogeneous Rota-Baxter operators with degree 0 on W
can be lifted to V except for R∅0 = −IdW .
4. Solutions of the CYBE on W ⋉ad∗ W ∗ and V ⋉ad∗ V ∗
First we give some notations. Let g be a Lie algebra. An element r =
∑
i
ai⊗ bi ∈ g⊗ g
is called a solution of the classical Yang-Baxter equation (CYBE) on g if r satisfies
[r12, r13] + [r12, r23] + [r13, r23] = 0 in U(g),
where U(g) is the universal enveloping algebra of g and
r12 =
∑
i
ai ⊗ bi ⊗ 1, r13 =
∑
i
ai ⊗ 1⊗ bi, r23 =
∑
i
1⊗ ai ⊗ bi.
For any r =
∑
i
ai ⊗ bi, set
r21 =
∑
i
bi ⊗ ai.
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It is obvious that r is skew-symmetric if and only if r = −r21.
Let ad : g → gl(g) be the adjoint representation of g defined by ad(x)(y) = [x, y] for
any x, y ∈ g. Let ad∗ : g→ gl(g∗) be the dual representation of the adjoint representation
of g. On the vector space g ⊕ g∗, there is a natural Lie algebra structure (denoted by
g⋉ad∗ g∗) given by
(4.1) [x1 + f1, x2 + f2] = [x1, x2] + ad
∗(x1)f2 − ad
∗(x2)f1, ∀x1, x2 ∈ g, f1, f2 ∈ g
∗.
A linear map is said to be of finite rank if its image has finite dimension. A linear
operator R on g of finite rank can be identified as an element in g ⊗ g∗ ⊂ (g ⋉ad∗ g∗) ⊗
(g⋉ad∗ g∗) as follows. Let {ei}i∈I be a basis of ImR, then for x ∈ g, R(x) can be written
as a linear combination of the basis. In other words, for each i ∈ I there exists a unique
linear functional Ri ∈ g
∗ such that
R(x) =
∑
i∈I
Ri(x)ei, ∀x ∈ g.
Note that I is finite since R is of finite rank. Then we have
(4.2) R =
∑
i∈I
ei ⊗ Ri ∈ g⊗ g
∗ ⊂ (g⋉ad∗ g∗)⊗ (g⋉ad∗ g∗).
Lemma 4.1. [1] Let g be a Lie algebra. A linear operator R on g of finite rank is a
Rota-Baxter operator of weight 0 on g if and only if r = R − R21 is a skew-symmetric
solution of the CYBE on g⋉ad∗ g∗.
Remark 4.2. Note that the above conclusion was originally proved for the finite di-
mensional case and it is not hard to extend it to the infinite dimensional case for linear
operators of finite rank.
For the Witt algebraW , let {L∗n}n∈Z be the dual basis of {Ln}n∈Z. Then the Lie algebra
structure on W ⋉ad∗ W ∗ is given by
(4.3) [Lm, Ln] = (m− n)Lm+n, [Lm, L
∗
n] = (n− 2m)L
∗
n−m, [L
∗
m, L
∗
n] = 0, ∀m,n ∈ Z.
Note that the Rota-Baxter operators of weight 0 on W given in Theorem 2.15 are of
finite rank except for those of type (III). By Lemma 4.1 we obtain the following skew-
symmetric solutions of the CYBE on W ⋉ad∗ W ∗.
(I) rαk = α
(
L−k ⊗ L
∗
−2k − L
∗
−2k ⊗ L−k
)
, where k ∈ Z, α ∈ C;
(II) r
′β
2k = β
(
L0 ⊗ L
∗
−2k − L
∗
−2k ⊗ L0 + 2L−k ⊗ L
∗
−3k − 2L
∗
−3k ⊗ L−k
)
, where k ∈ Z∗
and β ∈ C∗.
For the Virasoro algebra V , let {L∗n}n∈Z ∪ {C
∗} be the dual basis of {Ln}n∈Z ∪ {C}.
Then the Lie algebra structure on V ⋉ad∗ V ∗ is given by
[Lm, Ln] = (m− n)Lm+n +
m3−m
12
δm+n,0C, [Lm, L
∗
n] = (n− 2m)L
∗
n−m,(4.4)
[Lm, C
∗] = −m
3
−m
12
L∗
−m, [L
∗
m, L
∗
n] = [L
∗
m, C] = [Lm, C] = [C
∗, C] = 0, ∀m,n ∈ Z.
Note that the Rota-Baxter operators of weight 0 on V given in Theorems 3.4 and 3.9
are all of finite rank. By Lemma 4.1 we obtain the following skew-symmetric solutions of
the CYBE on V ⋉ad∗ V ∗.
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(0) rα,θ,µ,ν0 = αe0,0 + θec,0 + µe0,c + νec,c, where α, θ, µ, ν ∈ C and
e0,0 = L0 ⊗ L
∗
0 − L
∗
0 ⊗ L0, ec,0 = C ⊗ L
∗
0 − L
∗
0 ⊗ C,
e0,c = L0 ⊗ C
∗ − C∗ ⊗ L0, ec,c = C ⊗ C
∗ − C∗ ⊗ C.
(I) rθck = θ(C ⊗ L
∗
−k − L
∗
−k ⊗ C), where k ∈ Z
∗, θ ∈ C∗ and
(II) rαk , where k ∈ Z
∗, α ∈ C∗.
(III) r
′β+ϑc
k = r
′β
k + r
ϑc
k , where k ∈ Z
∗, β ∈ C∗, ϑ ∈ C.
(IV) r→µk = µ(−
k2−1
24
(Lk ⊗ L
∗
0 − L
∗
0 ⊗ Lk) + Lk ⊗C
∗ −C∗ ⊗ Lk), where k ∈ Z∗, µ ∈ C∗.
Lemma 4.3. [3] Let g be a finite-dimensional Lie algebra and R : g → g a linear map.
Then R is a Rota-Baxter operator of weight 1 on g if and only if both (R−R21) + Id and
(R− R21)− Id21 are solutions of the CYBE on g⋉ad∗ g∗.
Remark 4.4. Since R is a Rota-Baxter operator of weight 1 on a Lie algebra g if and
only if so is −R − Id on g and
((−R − Id)− (−R − Id)21) + Id = −((R − R21)− Id21),
we only list the solutions of the CYBE obtained from (R −R21) + Id.
For infinite dimensional vector spaces V1 and V2, we define the formal tensor product
V1⊗̂V2 to be the space of formal series on the basis of V1 ⊗ V2. Its elements are called
formal tensors. A formal tensor can also be identified as an infinite matrix with the
basis of V1 as its row-index set and the basis of V2 as its column-index set. We will not
distinguish these two presentations in this paper.
For a Lie algebra g, the CYBE on g is an equation of tensors in g ⊗ g. We need to
generalize the notion of CYBE to formal tensors with suitable conditions.
Note that for r =
∑
i,j∈I
aijei ⊗ ej ∈ g⊗g, the CYBE equals to the following equations:
(4.5) [[r]](ei, ej , ek) :=
∑
s,t∈I
(C istasjatk + aisC
j
statk + aisajtC
k
st) = 0, ∀i, j, k ∈ I,
where C irs are the structural coefficients of g. The summation is finite since only finitely
many coefficients of r are nonzero.
An infinite matrix (aij)i∈I,j∈J is said to be row-finite if each row contains only finitely
many nonzero entries. An infinite matrix is said to be column-finite if each column
contains only finitely many nonzero entries. For example, a linear map, viewed as an
infinite matrix, is column-finite and vice versa. An infinite matrix which is both row-
finite and column-finite is said to be row-and-column-finite.
For a formal tensor r =
∑
i,j∈I
aijei ⊗ ej ∈ g⊗̂g, to ensure the summation in Eq. (4.5) is
finite, we need (aij)i,j∈I to be a row-and-column-finite matrix.
Therefore, a formal tensor r =
∑
i,j∈I
aijei ⊗ ej ∈ g⊗̂g is called a solution of the formal
CYBE if it is row-and-column-finite and satisfies Eq. (4.5).
A linear operatorR on g can be identified as an element in g⊗̂g∗ ⊂ (g⋉ad∗g∗)⊗̂(g⋉ad∗g∗)
as follows. Let {ei}i∈I be a basis of g and {e
∗
i }i∈I be its dual defined by
e∗i (ej) = δij , ∀i, j ∈ I.
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By Zorn’s lemma, {e∗i }i∈I can be extended to a basis of g
∗, say {e∗i }i∈I ∪ {fj}j∈J . Then
we have
R =
∑
i∈I
R(ei)⊗ e
∗
i +
∑
j∈J
0⊗ fj ∈ g⊗̂g
∗ ⊂ (g⋉ad∗ g∗)⊗̂(g⋉ad∗ g∗).
If R21 is also column-finite, then we say R is balanced. Both Lemma 4.1 and 4.3 can
be easily extended to the infinite dimensional case for balanced Rota-Baxter operators.
Therefore we have the following conclusion.
Lemma 4.5. Let g be a Lie algebra and R : g→ g a balanced linear map. Then
(1) R is a Rota-Baxter operator of weight 0 on g if and only if r = R − R21 is a
skew-symmetric solution of the formal CYBE on g⋉ad∗ g∗. In particular, when R
is of finite rank, it coincides with the conclusion in Lemma 4.1.
(2) R is a Rota-Baxter operator of weight 1 on g if and only if both (R − R21) + Id
and (R− R21)− Id21 are solutions of the formal CYBE on g⋉ad∗ g∗.
Indeed, by Eq. (4.1), one sees that Eq. (4.5) is trivial except for the cases: [[r]](e∗i , e
∗
j , ek),
[[r]](e∗i , ej, e
∗
k) and [[r]](ei, e
∗
j , e
∗
k) for i, j, k ∈ I. However, for r = (R − R
21) + Id (resp.
r = R − R21), these equations are nothing but Eq. (2.1) with λ = 1 (resp. λ = 0) and
x = ei, y = ej ; x = ei, y = ek; x = ej , y = ek respectively.
Therefore, except for the solutions of CYBE obtained from the Rota-Baxter operators
of weight 0 on W which are of finite rank, Lemma 4.5 (1) gives the following solutions of
the formal CYBE on W ⋉ad∗W ∗ from the Rota-Baxter operators of weight 0 on W which
are of type (III) given in Theorem 2.15:
rl,γk =
∑
m≡−k (mod l)
k
m+2k
γ(Lm+k ⊗ L
∗
m − L
∗
m ⊗ Lm+k),
where k, l ∈ Z∗, l ∤ k and γ ∈ C∗.
Moreover, Lemma 4.5 (2) gives the following solutions of the formal CYBE on W ⋉ad∗
W ∗ from the Rota-Baxter operators of weight 1 on W given in Theorem 2.22. Note that
here IdW =
∑
m∈Z
Lm ⊗ L
∗
m.
(1) r610 =
∑
m61
Lm ⊗ L
∗
m +
∑
m>1
L∗m ⊗ Lm.
(2) r>−10 =
∑
m>−1
Lm ⊗ L
∗
m +
∑
m<−1
L∗m ⊗ Lm.
(3) r00 =
∑
m
Lm ⊗ L
∗
m = IdW .
(4) r>10 =
∑
m>1
Lm ⊗ L
∗
m +
∑
m61
L∗m ⊗ Lm.
(5) r<−10 =
∑
m<−1
Lm ⊗ L
∗
m +
∑
m>−1
L∗m ⊗ Lm.
(6) r∅0 =
∑
m
L∗m ⊗ Lm = Id
21
W .
(7) r+,α0 =
∑
m<0
L∗m ⊗ Lm +
∑
m>0
Lm ⊗ L
∗
m + (α + 1)L0 ⊗ L
∗
0 − αL
∗
0 ⊗ L0, where α ∈ C.
(8) r−,α0 =
∑
m>0
L∗m ⊗ Lm +
∑
m<0
Lm ⊗ L
∗
m + (α + 1)L0 ⊗ L
∗
0 − αL
∗
0 ⊗ L0, where α ∈ C.
We remark that although the summation is infinite, the solution of formal CYBE on
any highest weight irreducible representation of W will be finite.
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Lemma 4.5 (2) also gives the following solutions of the formal CYBE on V ⋉ad∗ V ∗
from the Rota-Baxter operators of weight 1 on V given in Theorem 3.18. Note that here
IdV =
∑
m∈Z
Lm ⊗ L
∗
m + C ⊗ C
∗.
(1) r610 + µe0,c + νec,c + C ⊗ C
∗, where µ, ν ∈ C.
(2) r>−10 + µe0,c + νec,c + C ⊗ C
∗, where µ, ν ∈ C.
(3) r00 + C ⊗ C
∗ i.e. IdV .
(4) r>10 + µe0,c + νec,c + C ⊗ C
∗, where µ, ν ∈ C.
(5) r<−10 + µe0,c + νec,c + C ⊗ C
∗, where µ, ν ∈ C.
(6) r∅0 + C
∗ ⊗ C i.e. Id21V .
(7) r+,α0 + θec,0 + µe0,c + νec,c + C ⊗ C
∗, where α, θ, µ, ν ∈ C.
(8) r−,α0 + θec,0 + µe0,c + νec,c + C ⊗ C
∗, where α, θ, µ, ν ∈ C.
We remark that although the summation is infinite, the solution of the formal CYBE
on any highest weight irreducible representation of V will be a finite expression.
5. Induced pre-Lie algebras on the Witt and Virasoro algebras
Definition 5.1. A pre-Lie algebra A is a vector space A with a bilinear product ∗ satis-
fying
(5.1) (x ∗ y) ∗ z − x ∗ (y ∗ z) = (y ∗ x) ∗ z − y ∗ (x ∗ z), ∀x, y, z ∈ A.
Proposition 5.2. [9] Let (g, [·, ·]) be a Lie algebra with a Rota-Baxter operator R of
weight 0 on it. Define a new operation x ∗ y = [R(x), y] for any x, y ∈ A. Then (g, ∗) is
a pre-Lie algebra.
Let (A, ∗) be a pre-Lie algebra. Then the commutator
(5.2) [x, y]∗ = x ∗ y − y ∗ x, ∀x, y ∈ A
defines a Lie algebra g(A) called the sub-adjacent Lie algebra of A and A is also called a
compatible pre-Lie algebra on the Lie algebra g(A).
Let us denote the commutator of the induced pre-Lie algebra given in Proposition 5.2
by [·, ·]R. If R
′ is another Rota-Baxter operator of weight 0 on g such that αR + βR′ is
such a Rota-Baxter operator for any scalars α and β, then
[·, ·]αR+βR′ = α[·, ·]R + β[·, ·]R′.
Moreover, after rescaling by Lm →
1
α
Lm for α ∈ C∗, the pre-Lie algebras induced by αR
can be identified with that induced by R. Therefore, to give all pre-Lie algebras induced
from Rota-Baxter operators of weight 0 on the Lie algebra g, it suffices to consider only a
complete set of representatives of those operators under the C∗-action (cf. Remark 2.17).
5.1. Induced pre-Lie algebras on the Witt algebra.
Using the construction given in Prop. 5.2, we have the following.
Theorem 5.3. The homogeneous Rota-Baxter operators of weight 0 on the Witt algebra
W obtained in Theorem 2.15 give rise to the following pre-Lie algebras on the underlying
vector space W :
(0) Lm ∗
0 Ln = 0, ∀m,n ∈ Z.
(I) Lm ∗k Ln = (k − n)δm,0Ln−k, ∀m,n ∈ Z, where k ∈ Z.
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(II) Lm ∗
′
2k Ln = (2k − n)δm,0Ln + (2k − 2n)δm+k,0Ln−k, ∀m,n ∈ Z, where k ∈ Z
∗.
(III) Lm ∗
l
k Ln =
(m+k−n)k
m+k
δm,lZLm+n ∀m,n ∈ Z, where k, l ∈ Z∗ and l ∤ k.
Moreover, these pre-Lie algebras are not mutually isomorphic.
Proof. The conclusion follows from Proposition 5.2 by direct computation. Note that the
complete set is chosen to be the union
⋃
k∈ZR
W
k with R
W
k as in Remark 2.17. Moreover,
we also use a degree shifting by for Lm → Lm+2k in (I) and (II), and Lm → Lm+k in
(III) respectively. It is also straightforward to show that these pre-Lie algebras are not
mutually isomorphic. 
The following conclusion is an immediate consequence.
Proposition 5.4. The sub-adjacent Lie algebras of the pre-Lie algebras in 5.3 are given
as follows respectively.
(0) [Lm, Ln]0 = 0 ∀m,n ∈ Z.
(I) [Lm, Ln]R1
k
=
{
(k − n)Ln−k m = 0, n 6= 0;
0 m,n 6= 0;
where k ∈ Z.
(II) [Lm, Ln]R′1
2k
=

(2k − n)Ln m = 0, n 6= 0,−k;
(2k − 2n)Ln−k m = −k, n 6= 0,−k;
kL−k m = 0, n = −k;
0 m,n 6= 0,−k,
where k ∈ Z∗.
(III) [Lm, Ln]Rl,1
k
=

(m+k−n)k
m+k
Lm+n m ∈ lZ, n /∈ lZ;
(m−n)(m+n+k)k
(m+k)(n+k)
Lm+n m,n ∈ lZ;
0 m,n /∈ lZ,
where k, l ∈ Z∗ and l ∤ k.
5.2. Induced pre-Lie algebras on the Virasoro algebra. Similarly in the case of the
Virasoro algebra, we can derive the following pre-Lie algebra structures by Prop. 5.2.
Theorem 5.5. The homogeneous Rota-Baxter operators of weight 0 with degree 0 on the
Virasoro algebra V obtained in Theorem 3.4 give rise to the following pre-Lie algebras on
the underlying vector space V :
(1) Lm ∗(0,0) Ln = C ∗(0,0) Lm = Lm ∗(0,0) C = 0, ∀m,n ∈ Z.
(2) Lm ∗(1,0) Ln = −nδm,0Ln, C ∗(1,0) Ln = Ln ∗(1,0) C = 0, ∀m,n ∈ Z.
(3) Lm ∗(0,1) Ln = 0, C ∗(0,1) Ln = −nLn, Ln ∗(0,1) C = 0, ∀m,n ∈ Z.
(4) Lm ∗(1,1) Ln = −nδm,0Ln, C ∗(1,1) Ln = −nLn, Ln ∗(1,1) C = 0, ∀m,n ∈ Z.
Moreover, these pre-Lie algebras are not mutually isomorphic.
Proof. By Proposition 5.2, the induced pre-Lie algebra from Rα,θ,µ,ν0 is given by
Lm ∗(α,µ) Ln = −nαδm,0Ln, C ∗(α,µ) Ln = −nµLn, Ln ∗(α,µ) C = 0, ∀m,n ∈ Z,
where α, µ ∈ C. For α 6= 0 or µ 6= 0, we use the linear transformation by Lm → 1αLm for
any m ∈ Z or C → 1
µ
C. Then the conclusion follows. 
The following conclusion follows immediately.
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Proposition 5.6. The sub-adjacent Lie algebras of the pre-Lie algebras in Theorem 5.5
are given as follows respectively.
(1) [Lm, Ln](0,0) = [C,Lm](0,0) = 0, ∀m,n ∈ Z.
(2) [Lm, Ln](1,0) = −nδm,0Ln +mδn,0Lm, [C,Ln](1,0) = 0, ∀m,n ∈ Z.
(3) [Lm, Ln](0,1) = 0, [C,Ln](0,1) = −nLn, ∀m,n ∈ Z.
(4) [Lm, Ln](1,1) = −nδm,0Ln +mδn,0Lm, [C,Ln](1,1) = −nLn, ∀m,n ∈ Z.
Theorem 5.7. The homogeneous Rota-Baxter operators of weight 0 with a nonzero degree
on the Virasoro algebra V obtained in Theorem 3.9 provide the following pre-Lie algebras
on the underlying vector space V :
(I) Lm ∗
0 Ln = C ∗
0 Lm = Lm ∗
0 C = 0, ∀m,n ∈ Z.
(II) Lm∗kLn = δm,0
(
(k − n)Ln−k −
k3−k
12
δn,3kC
)
, C ∗kLn = Ln∗kC = 0, ∀m,n ∈ Z,
where k ∈ Z∗.
(III) Lm ∗
′
2k Ln = δm,0(2k − n)Ln + 2δm+k,0
(
(k − n)Ln−k −
k3−k
12
δn,3kC
)
, C ∗′2k Ln =
Ln ∗
′
2k C = 0, ∀m,n ∈ Z, where k ∈ Z
∗.
(IV) Lm∗
→
k Ln = −
k2−1
24
δm,0C ∗
→
k Ln, C ∗
→
k Ln = (k−n)Ln+k+
k3−k
12
δn+k,0C, Ln∗
→
k C =
0, ∀m,n ∈ Z, where k ∈ Z∗.
Moreover, these pre-Lie algebras are not mutually isomorphic.
Proof. The conclusion follows from Proposition 5.2 by a direct computation. Note that
the complete set is chosen to be the union
⋃
k∈Z∗R
V
k with R
V
k as in Remark 3.12 and
that the operators R0k and R
θc
k give the same pre-Lie algebra (I). Moreover, we also use a
degree shifting: Lm → Lm+2k for (II) and (III) respectively. It is also straightforward to
check that these pre-Lie algebras are not mutually isomorphic. 
Proposition 5.8. The sub-adjacent Lie algebras of the pre-Lie algebras in Theorem 5.7
are given as follows respectively.
(I) [Lm, Ln]0 = [C,Lm]0 = 0, ∀m,n ∈ Z.
(II) [Lm, Ln]R1
k
=

−2kL2k −
k3−k
12
C m = 0, n = 3k;
(k − n)Ln−k m = 0, n 6= 0, 3k;
0 m,n 6= 0,
[C,Ln]R1
k
= 0, ∀n ∈ Z, where k ∈ Z∗.
(III) [Lm, Ln]R′1
2k
=

−4kL2k +
k−k3
6
C m = −k, n = 3k;
−kL−k m = −k, n = 0;
2(k − n)Ln−k m = −k, n 6= 0,−k, 3k;
(2k − n)Ln m = 0, n 6= 0,−k;
0 m,n 6= 0,−k,
[C,Ln]R′1
2k
= 0, ∀n ∈ Z, where k ∈ Z∗.
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(IV) [Lm, Ln]R→
k
=

−k
2
−1
24
(
2kL0 +
k3−k
12
C
)
m = 0, n = −k;
−k
2
−1
24
(k − n)Ln+k m = 0, n 6= 0,−k;
0 m,n 6= 0,
[C,Ln]R→
k
=
{
2kL0 +
k3−k
12
C n = −k;
(k − n)Ln+k n 6= −k,
where k ∈ Z∗.
6. Induced PostLie algebras on the Witt and Virasoro algebras
Definition 6.1. [16] A PostLie algebra is a Lie algebra (g, [, ]) with a bilinear product ◦
satisfying the following equations:
(6.1) ((x ◦ y) ◦ z − x ◦ (y ◦ z))− ((y ◦ x) ◦ z − y ◦ (x ◦ z)) + [x, y] ◦ z = 0,
(6.2) z ◦ [x, y]− [z ◦ x, y]− [x, z ◦ y] = 0,
for all x, y, z ∈ g. We denote it by (g, [, ], ◦).
Lemma 6.2. [2] Let (g, [, ]) be a Lie algebra and R : g → g a Rota-Baxter operator of
weight 1. Define a new operation x ◦ y = [R(x), y] on g. Then (g, [, ], ◦) is a PostLie
algebra.
Let (g, [, ], ◦) be a PostLie algebra. Then the following operation (cf. [2])
(6.3) {x, y} = x ◦ y − y ◦ x+ [x, y], ∀x, y ∈ g
defines a Lie algebra structure on g.
6.1. Induced PostLie algebras on theWitt algebra. Direct application of Lemma 6.2
gives the following.
Theorem 6.3. The homogeneous Rota-Baxter operators of weight 1 with degree 0 on
the Witt algebra W provided in Theorem 2.22 give rise to the following PostLie algebras
(W, [, ], ◦), where (W, [, ]) is the Witt algebra.
(1) Lm ◦
61 Ln =
{
−(m− n)Lm+n m > 2;
0 m 6 1.
(2) Lm ◦
0 Ln = 0, ∀m,n ∈ Z.
(3) Lm ◦
>1 Ln =
{
−(m− n)Lm+n m 6 1;
0 m > 2.
(4) Lm ◦
−IdW Ln = −(m− n)Lm+n, ∀m,n ∈ Z.
(5) Lm ◦
+,α Ln =

−(m− n)Lm+n m < 0;
−αnLn m = 0;
0 m > 0,
where α ∈ C.
Moreover, these PostLie algebras are not mutually isomorphic.
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Proof. The conclusion follows from Lemma 6.2 by direct computation. Note that the Rota-
Baxter operators R610 and R
>−1
0 give the PostLie algebra (1); the Rota-Baxter operator
R00, i.e. 0, gives the PostLie algebra (2); the Rota-Baxter operators R
>1
0 and R
<−1
0 give the
PostLie algebra (3); the Rota-Baxter operator R∅0 , i.e. −IdW , gives the PostLie algebra
(4); the Rota-Baxter operators R+,α0 and R
−,α
0 give the PostLie algebras (5). In fact,
the PostLie algebras obtained by R>−10 , R
<−1
0 and R
−,α
0 are isomorphic to the PostLie
algebras obtained by R610 , R
>1
0 and R
+,α
0 respectively through the linear transformation
Lm → −L−m. Moreover, it is also straightforward to show that these PostLie algebras
are not mutually isomorphic. 
Proposition 6.4. The PostLie algebras in Theorem 6.3 give rise to the following Lie
algebras under the bracket {, } defined in Eq. (6.3):
(1) {Lm, Ln}R61
0
=

−2(m− n)Lm+n m,n > 2;
−(m− n)Lm+n m > 2, n 6 1;
0 m,n 6 1.
(2) {Lm, Ln}0 = 0, ∀m,n ∈ Z.
(3) {Lm, Ln}R>1
0
=

−2(m− n)Lm+n m,n 6 1;
−(m− n)Lm+n m 6 1, n > 2;
0 m,n > 2.
(4) {Lm, Ln}−IdW = −2(m− n)Lm+n, ∀m,n ∈ Z.
(5) {Lm, Ln}R+,α
0
=

−2(m− n)Lm+n m,n < 0;
−(m− n)Lm+n m < 0, n > 0;
−(1 − α)mLm m < 0, n = 0;
−αnLn m = 0, n > 0;
0 m > 0, n > 0,
where α ∈ C.
Remark 6.5. It is straightforward to verify the following.
The Lie algebra structures of (W, {, }
R
61
0
) and (W, [, ]) are isomorphic on the subspace⊕
m>1Wm.
The Lie algebra structures of (W, {, }R>1
0
) and (W, [, ]) are isomorphic on the subspace⊕
m61Wm.
The Lie algebra structures of (W, {, }R+,α
0
) and (W, [, ]) are isomorphic on the subspace⊕
m<0Wm.
6.2. Induced PostLie algebras on the Virasoro algebra. For the case of the Virasoro
algebra, the construction of Lemma 6.2 provides the following result.
Theorem 6.6. The homogeneous Rota-Baxter operators of weight 1 with degree 0 on
the Virasoro algebra V given in Theorem 3.18 give rise to the following PostLie algebras
(V, [, ], ◦), where (V, [, ]) is the Virasoro algebra:
(1) Lm ◦
61,µ Ln
{
−(m− n)Lm+n −
m3−m
12
δm+n,0C m > 2;
0 m 6 1,
C ◦61,µ Ln = −µnLn, Lm ◦
61,µ C = 0, ∀m,n ∈ Z, where µ ∈ C.
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(2) Lm ◦
0 Ln = C ◦
0 Ln = Lm ◦
0 C = 0, ∀m,n ∈ Z.
(3) Lm ◦
>1,µ Ln =
{
−(m− n)Lm+n −
m3−m
12
δm+n,0C m 6 1;
0 m > 2,
C ◦>1,µ Ln = −µnLn, Lm ◦
>1,µ C = 0, ∀m,n ∈ Z, where µ ∈ C.
(4) Lm ◦
−IdV Ln = −(m− n)Lm+n −
m3−m
12
δm+n,0C,
C ◦−IdV Ln = Lm ◦
−IdV C = 0, ∀m,n ∈ Z.
(5) Lm ◦
+,α,µ Ln =

−(m− n)Lm+n −
m3−m
12
δm+n,0C m < 0;
−αnLn m = 0;
0 m > 0,
C ◦+,α,µ Ln = −µnLn, Lm ◦
+,α,µ C = 0, ∀m,n ∈ Z, where α, µ ∈ C.
Proof. Note that since the images of Ec,0 and Ec,c lie in the center of the Virasoro algebra
V , the PostLie algebras obtained by a homogeneous Rota-Baxter operator R∗,θ,µ,ν0 of
weight 1 with degree 0 on V is independent from θ and ν. Thus we denote by (V, [, ], ◦∗,µ)
the PostLie algebra given by R∗,θ,µ,ν0 with fixed ∗ and µ .
Then the conclusion follows from Lemma 6.2 by direct computation. Note that the
Rota-Baxter operators R61,0,µ,ν0 , R
>−1,0,µ,ν
0 give the PostLie algebras (1); the Rota-Baxter
operator R0,0,0,00 , i.e. 0, gives the PostLie algebra (2); the Rota-Baxter operators R
>1,0,µ,ν
0 ,
R<−1,0,µ,ν0 give the PostLie algebras (3); the Rota-Baxter operator R
∅,0,0,−1
0 , i.e. −IdV ,
gives the PostLie algebra in (4); the Rota-Baxter operators R+,α,θ,µ,ν0 , R
−,α,θ,µ,ν
0 give the
PostLie algebras (5). In fact, the PostLie algebras obtained by Rota-Baxter operators
R>−1,0,µ,ν0 , R
<−1,0,µ,ν
0 , R
−,α,θ,µ,ν
0 are isomorphic to the PostLie algebras obtained by Rota-
Baxter operators R61,0,µ,ν0 , R
>1,0,µ,ν
0 , R
+,α,θ,µ,ν
0 respectively through the linear transforma-
tion of basis Lm → −L−m, C → −C. Moreover, it is also straightforward to show that
these PostLie algebras are not mutually isomorphic. 
Proposition 6.7. The PostLie algebras in Theorem 6.6 give rise to the following Lie
algebras under the bracket {, } defined in Eq. (6.3):
(1) {Lm, Ln}61,µ

−2(m− n)Lm+n −
m3−m
6
δm+n,0C m, n > 2;
−(m− n)Lm+n −
m3−m
12
δm+n,0C m > 2, n 6 1;
0 m,n 6 1,
{C,Ln}61,µ = −µnLn, ∀m,n ∈ Z, where µ ∈ C.
(2) {Lm, Ln}0 = {C,Ln}0 = 0, ∀m,n ∈ Z.
(3) {Lm, Ln}>1,µ =

−2(m− n)Lm+n −
m3−m
6
δm+n,0C m, n 6 1;
−(m− n)Lm+n −
m3−m
12
δm+n,0C m 6 1, n > 2;
0 m,n > 2,
{C,Ln}>1,µ = −µnLn, ∀m,n ∈ Z, where µ ∈ C.
(4) {Lm, Ln}−IdV = −2(m− n)Lm+n −
m3−m
6
δm+n,0C, {C,Ln}−IdV = 0, ∀m,n ∈ Z.
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(5) {Lm, Ln}+,α,µ =

−2(m− n)Lm+n −
m3−m
6
δm+n,0C m, n < 0;
−(m− n)Lm+n −
m3−m
12
δm+n,0C m < 0, n > 0;
−(1− α)mLm −
m3−m
12
δm,0C m < 0, n = 0;
−αnLn m = 0, n > 0;
0 m,n > 0,
{C,Ln}+,α,µ = −µnLn, ∀m,n ∈ Z , where α, µ ∈ C.
Remark 6.8. It is straightforward to verify the following.
The Lie algebra structures of (V, {, }61,0) and (V, [, ]) are isomorphic on the subspace⊕
m>1 Vm.
The Lie algebra structures of (V, {, }>1,0) and (V, [, ]) are isomorphic on the subspace⊕
m61 Vm.
The Lie algebra structures of (V, {, }−IdV ) and (V, [, ]) are isomorphic.
The Lie algebra structures of (V, {, }+,α,0) and (V, [, ]) are isomorphic on the subspace⊕
m<0 Vm.
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