Neural Network language models (NNLMs) have recently become an important complement to conventional n-gram language models (LMs) in speech-to-text systems. However, little is known about the behavior of NNLMs. The analysis presented in this paper aims to understand which types of events are better modeled by NNLMs as compared to n-gram LMs, in what cases improvements are most substantial and why this is the case. Such an analysis is important to take further benefit from NNLMs used in combination with conventional ngram models. The analysis is carried out for different types of neural network (feed-forward and recurrent) LMs. The results showing for which type of events NNLMs provide better probability estimates are validated on two setups that are different in their size and the degree of data homogeneity.
INTRODUCTION
Having been used for several decades, n-gram language models (LMs) still form the basis of modern language modeling for speech-to-text (STT). There are very few approaches that were shown to systematically bring additional improvements over n-gram baselines and are thus used in large-scale STT systems. Standard n-gram LMs rely on a discrete space representation of the vocabulary, each word being associated with a discrete index, while Neural Network (NN) LMs are based on the idea of word representation in a continuous space.
Recent advances with NNLMs deal either with feedforward (FFNN) or recurrent neural networks (RNNs). The use of FFNNs for language modeling was introduced in [1] and successfully applied to speech recognition in [2] . The complexity of inference and training remains a major difficulty, which depends mainly on the size of training data and the output vocabulary. Thus one of the current research directions deals with the factored representation of the vocabulary and better use of training data [3] . Another direction is the possibility to combine different information within NNLMs, such as morphology or character information [4, 5] . Significant and systematic improvements (in interpolation with baseline Kneser-Ney (KN) n-gram LMs) were reported for state-of-the-art STT systems with the FFNNs cited above.
Elman networks ( [6] ) can be viewed as NNs with the unlimited context. While in FFNNs the current state of the hidden layer depends on the layer formed by projecting a fixed ngram context into a low-dimensional space, in Elman NNs it depends on the last observed word and the state of the hidden layer before this observation. This way, there is no explicitly defined context, and history is captured implicitly by the recurrent nature of the model. Elman NNs have recently been introduced in language modeling for STT under the name of recurrent networks [7] , that is used in this paper. RNNs showed excellent performance on different tasks. Currently the lowest perplexity on the widely-used Penn Treebank corpus is reported with RNNs interpolated with a KN LM [8] .
Results obtained with neural networks in STT systems gave birth to a whole series of publications and currently made NNs one of the most promising directions of research in language modeling. At the same time the question why NNLMs appear to improve over n-gram baselines is still open. Contrary to n-gram models, it is not easy to make predictions of the performance of NNLMs for individual observations. The most common explanations do not go further mentioning that "similar" words, when projected into a lowdimensional continuous space, get similar representations that result in similar probability estimates. This explanation looks rather general and does not give real clues to the question how the combination of NNLMs and n-gram LMs can be improved. That is why the more detailed analysis of NNLM performance, that might be beneficial for research in this direction, is presented in this paper.
UNDERLYING IDEAS
The goal of this work is to give an insight on how the combination of NN and n-gram LMs may be improved. The NNLM performance is analyzed jointly with the baseline ngram LMs. The model supposed to do better for a given event (a word or sentence boundary token in test data) is the one that provides a higher probability.
Our most basic intuition was that NNLMs should do better in cases a KN LM backs off for probability estimation. It is known what backoff level is used by the n-gram LM for each word in test data. Thus, it is possible to analyze separately the way NNLMs performs for the events which probabilities are estimated with an n-gram LM without backoff, with a backoff to trigrams, bigrams or unigrams. We call it backoff levels. It is important to notice that the backoff level is the order used by an n-gram LM to estimate the probability for each given event in test. The statistics investigated are
• percentage of events for which NNLMs provide higher probabilities; • per-level perplexities;
• sum of absolute differences in probabilities provided by NN and KN LMs for each event (showing how important the gain is). The per-level perplexities are computed in such a way that
holds, where N k is the number of events at the given backoff level k, N is the total number of events at all backoff levels, P P L k is the per-level perplexity and P P L is the general perplexity calculated in the usual way. It is easy to see that per-level perplexities are obtained as
where w k are the events in test data estimated with an n-gram LM at the k th backoff level, h k being corresponding histories. It seems necessary to perform a more detailed count-based analysis. This is motivated by the way probabilities are estimated in n-gram LMs. For example, the value of the discount D used in the Kneser-Ney scheme (see [9] ) may in practice be close to 1 which means that all singleton events obtain very low probabilities. In this case NNLMs may provide better predictions. Another special case is the one when the n-gram counts are equal to the history counts. Thus, count-based parameters are introduced in our analysis, such as
EXPERIMENTAL RESULTS

Experimental Setup
Two different setups are used to perform the analysis presented in this paper. English Penn Treebank portion of the Wall Street Journal corpus is a small homogeneous corpus that is commonly used to compare results across research sites. However, it is also important to verify the results on a much larger and much more heterogeneous corpus. The French transcriptions of broadcast conversations were chosen as this larger test corpus. Different in their nature fast transcriptions of broadcast news were chosen for training the models for this setup. These data were preprocessed and normalized by Vocapia Research for LIMSI/Vocapia submission to the Quaero 2011 STT evaluation. Corpora characteristics are presented in Table 1 . More information on STT systems for the Quaero 2010 evaluation can be found in [10] .
The FFNNs are trained with the context length of 3 words, projection and hidden layer sizes equal to 300 and 500. A Table 1 . Characteristics of the corpora.
shortlist of 12k most frequent words is used on the Quaero corpus with resampling of training data with the coefficient 0.25 at each training epoch. The resampling is necessary due to the large size of the training data. No shortlists and resampling are used for the Penn NNs. The recurrent NNs are trained with the BUT RNN toolkit with 500 hidden nodes and back-propagation through time (see [7] for details). The baseline n-gram LMs are KN-discounted (backoff and interpolated versions) 4-gram models trained on all the training data without pruning and cut-offs. Use of the backoff version of Kneser-Ney discounting, as compared to the interpolated one, is motivated by the possibility of having a clearer picture for different backoff levels and counts.
General Analysis
The general statistics for different setups and models are presented in Table 2 where, LM stands for a KN n-gram model with indices b and i corresponding to its backoff and modified interpolated versions. The number of events at each level of backoff (as described in Section 2) is presented in the column #e (excluding OOVs). The percentage of the events for which a NN provides higher probabilities than a KN LM is shown in the column %NN in general and at each backoff level separately. General and per-level perplexities of NN and KN LMs are presented in the columns pp KN and pp NN. The last column corresponds to the sum of differences in probabilities assigned to each event by NN and KN LMs. Positive number means an NNLM provides higher probabilities than an n-gram model for given type of events, and vice versa.
Different NNs provide higher probabilities for about half of the n-grams for both setups (see columns %NN). The percentage grows for the n-grams for which the KN LM backs off. On the Penn corpus NNLMs do steadily better if a deeper backoff is used by the KN LM. On the Quaero corpus the tendency is the same, with the only difference for the backoff version of KN LM, for which a NNLM provides higher probabilities in similar number of cases at trigram and bigram levels. If one looks at the perplexity results at different backoff levels, it is also seen that n-gram LMs are characterized by lower perplexities for the events estimated without backing off (4gr row) and NNLMs, in turn, give better perplexities for the events for which a KN LM is backing off.
We also repeated the experiments in combination with the 3-gram KN LMs and obtained similar results, i.e. n-gram LMs perform better for the events for which no backoff is used and the NNLMs tend to do better as backoff gets deeper.
Count-Based Analysis
Different count-based combinations of parameters mentioned in Section 2 were tried with the focus on the tendencies that hold for all the NNLMs on both setups, in comparison with the interpolated version of the KN LMs. Due to the drastic lack of space in this short paper only the most pronounced ones are presented in Table 3 . During the analysis these results are compared to the general statistics in Table 2 . First, contrary to our expectations, there is no clear evidence that NNLMs do always better for the events that are estimated with KN LM n-grams based on singleton counts (see column "c(hw) = 1"). At the same time, n-gram LMs give better estimates for the n-grams with the count equal to their history counts (see column "c(w, h) = c(h)"). The number of events that get higher probabilities with NNLM (%NN) and probability difference sum (ΔP ) is lower that in general (compare to Table 2 ).
As a generalization of this case, the same tendency holds for the events with a small number of unique words that can follow its n-gram history (see column "N 1+ (h·) < θ" where θ = 10). The other way round, NNLMs tend to do better if many different words were seen for an event's n-gram history in the training data, as seen from the "N 1+ (h·) > θ" column. It is interesting to note that most of this improvement comes from the highest order for which KN LMs are not expected to provide very reliable estimates in such cases. The values of thresholds θ are corpus-dependent and should be tuned for different tasks. Here we illustrate conclusions with θs equal to 10 for the Penn and 100 for the Quaero corpus due to their different sizes. KN LMs provide much higher (than in the general case without count-based constraints) probabilities for the n-grams with high history counts and only one possible word following the history, according to the training data, as can be seen from the column "c(h) > 1, N 1+ (h·) = 1". KN n-gram LMs also perform better for the events that are not singleton and have a limited history count (see "c(hw) >
1, N(h) < θ").
The NNLM performance for the events that obtain (with a KN LM) probabilities higher or lower predefined thresholds was also investigated. The NNLMs do well for the n-grams with a high number of unique words that can follow the history and with low-probabilities assigned by an n-gram model, as shown in the column "P < η,N 1+ (h·) > θ" (as illustrated with η equal to 0.1), both on the level of percentage of the events that obtain higher probabilities with a NNLM (%NN), and the probability difference sum (ΔP ). The other way round, n-gram LMs do better for high-probability nonsingleton n-grams with limited history counts, as illustrated
During the analysis the regularities depending only on event history were of a particular interest. For example, if a NNLM performs better for the events with a particular history count c(h), we could use it to implement context-dependent interpolation weights λ(h) instead of one single λ for each LM, similar as proposed in [11] for the combination of multiple n-gram models built from different sources. However, most cases observed so far when an NNLM does better or worse than in general, as compared to an n-gram model, are conditioned both on the predicted word and its n-gram history. It should also be noted that further count-based analysis tightly coupled with the peculiarities of the KN smoothing scheme may be promising.
Recurrent vs. Feed-Forward NNLMs
The recurrent NNLM performs better than the 4-gram feedforward NNLM. Perplexities of stand-alone and linearly interpolated models are presented in Table 4 (KN stands for the 4-gram interpolated KN LM, FF and R for the feed-forward and recurrent NNLMs) for all n-grams in test (all) and without n-grams ending with an OOV word (-oov). It can be seen that while the interpolation of the FFNN with the RNN helps to improve the stand-alone RNN perplexity, only minor improvements are attained after adding the FFNN to the combination of the KN and RNN LMs (this goes in line with the results reported in [8] ). At the same time, as seen from Tables 2  and 3 , the FFNN and RNN follow similar patterns to improve KN n-gram estimates for different types of events, that points out to the fact that these models are not likely to complement each other when interpolated with an n-gram LM.
CONCLUSIONS AND FUTURE WORK
In this paper we compared the performance of state-of-the-art feed-forward and recurrent NNLMs to that of conventional n-gram LMs. Detailed quantitative analysis on two different corpora was performed and, as a result, the types of cases for which NNLMs systematically provide higher or lower probability estimates as compared to a KN LM were defined. We believe these results are important to better understand the relations between NN and n-gram LMs and implement better interpolation schemes. The most general conclusions are: Table 3 . Count-based example statistics on the combination of NN and n-gram LMs.
• NNLMs improve over n-gram LMs for the cases when the latter backs off to lower orders. The gain tends to increase with the back off depth.
• Recurrent NNLM performs better than the 4-gram feed-forward NNLM. At the same time, both models follow the same patterns to improve n-gram estimates for different types of events, that can hardly make possible gains of using both RNN and FFNN to improve a KN LM additive.
• The above tendencies are valid for both backoff and interpolated versions of smoothing used in n-gram LMs.
• It was shown that there exist regular cases when NNLMs do better or worse than KN models (as compared to the general statistics). These regularities, as shown in Table 3 , are conditioned on different parameters that deal with count characteristics of n-grams according to the training data. However, it should be admitted, that the count-based analysis does not provide a picture that is fully clear and further research in this direction dealing with peculiarities of the KneserNey smoothing may bring new insights. For other directions of future research, we consider addressing the issue of interpolation schemes that take better account of peculiarities of NN and KN LMs that were shown in this paper. Another direction is to perform a systematic stand-alone NNLM analysis (not bounded to the comparison with n-gram LMs) that takes into account word identities and their clustering in a continuous space.
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