Electronic transport and dynamics in correlated heterostructures by Mazza, G. et al.
Electronic transport and dynamics in correlated heterostructures.
G. Mazza,1 A. Amaricci,2 M. Capone,2 and M. Fabrizio1
1Scuola Internazionale Superiore di Studi Avanzati (SISSA), Via Bonomea 265, 34136 Trieste, Italy
2Democritos National Simulation Center, Consiglio Nazionale delle Ricerche,
Istituto Officina dei Materiali (IOM) and Scuola Internazionale Superiore
di Studi Avanzati (SISSA), Via Bonomea 265, 34136 Trieste, Italy
We investigate by means of the time-dependent Gutzwiller approximation the transport properties
of a strongly-correlated slab subject to Hubbard repulsion and connected with to two metallic leads
kept at a different electrochemical potential. We focus on the real-time evolution of the electronic
properties after the slab is connected to the leads and consider both metallic and Mott insulating
slabs. When the correlated slab is metallic, the system relaxes to a steady-state that sustains a
finite current. The zero-bias conductance is finite and independent of the degree of correlations
within the slab as long as the system remains metallic. On the other hand, when the slab is in a
Mott insulating state, the external bias leads to currents that are exponentially activated by charge
tunneling across the Mott-Hubbard gap, consistent with the Landau-Zener dielectric breakdown
scenario.
Correlated materials such as the transition-metal ox-
ides (TMOs) feature an impressive variety of interest-
ing properties, usually caused by presence of electrons
in the partially filled outer d-orbitals of the transition-
metal atoms.1–3 The electrons in these orbitals give rise
to narrow electronic bands, which increase the relevance
of electron-electron interactions with respect to inner or-
bital shells. The competition between the tendency of
the electrons to localise near the ionic position to mini-
mize the potential energy and the energy gained by de-
localising through the lattice is at the heart of the di-
verse and remarkable features of these materials. The
most paradigmatic effect of the strong correlation in the
bulk of TMOs is the Mott metal-insulator transition4,5:
by changing pressure, temperature or chemical doping a
metallic state can be transformed into a partially filled
insulating state.
The effects of the strong correlation are nevertheless
not limited to bulk properties, and they can induce sub-
tle and remarkable effects at the surface or at the inter-
face of materials.6–8 Lately, the quest for a theoretical
understanding of how bulk correlations influence the re-
construction of the surface electronic phase triggered a
great deal of attention.9–11 This is not only motivated
by the advances in the engineering and control of het-
erostructures with potential applications ranging from
electronics to sustainable energy, but it also helps to rec-
oncile contrasting experimental evidences.12 A paradig-
matic example in this sense is provided in the metal-
lic state of the prototypical correlated compound V2O3,
where surface-sensitive photoemission measurements fail
to observe quasiparticle excitations, which are instead
observed in bulk-sensitive experiments.13 This evidence
was theoretically interpreted in Ref. 14, where it has been
shown that for an inhomogeneous correlated system the
metallic character of the surface electronic states gets
strongly suppressed with respect to the bulk.
More recently the development of time-resolved exper-
iments triggered a huge interest into the non-equilibrium
phenomena occurring in correlated systems.15–17 In par-
ticular, the possibility to follow in real time the evolu-
tion of the electronic response offered a new opportu-
nity to understand the formation and the properties of
non-linearities in correlated heterostructures. This is a
necessary step to to improve the design of electronic de-
vices for technological applications. Nonetheless, the dif-
ficulty in the theoretical treatment of system breaking
both space and time translation17 invariance has slowed
down the advance in this field. The initial steps focused
mainly on stationary states in heterostructures, with the
aim to identify the mechanism underlying the formation
or the suppression of conductive channels in the pres-
ence of a sufficiently large potential bias.18–22 The early
stages of the investigation of non-equilibrium dynamics of
strongly correlated systems focused on the real-time evo-
lution of driven homogeneous systems. In this context
important results were obtained using non-equilibrium
formulation of dynamical mean-field theory17 to investi-
gate, e.g., the non-linear response to constant23,24 or pe-
riodic fields25,26 or to address the dielectric breakdown
of Mott insulators.27 Insight into the electronic dynam-
ics of inhomogeneous systems out of equilibrium has been
obtained by mean of Time-Dependent Gutzwiller (TDG)
method.28 The initial focus was on the quench dynam-
ics of a layered system of correlated planes coupled to
phonons.29 The extension of non-equilibrium DMFT to
the inhomogenoeus case allowed to study in more details
the real-time dynamics of driven heterostructures either
in presence of a voltage potential bias30 and after shining
ultra-short light pulses.31
In this work we study the non-equilibrium dynamics of
a strongly correlated heterostructure coupled to external
metallic leads and driven out of equilibrium by a volt-
age potential bias. Using a suitable formulation of the
TDG28 method we study the dynamics of the inhomo-
geneous system and its non-linear transport properties.
In the first part of this work we focus on the correlated
metallic regime where U is smaller than the critical value
for the Mott transition Uc. Here we follow the dynam-
ical formation of surface states with enhanced metallic
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2character after the sudden coupling to external metallic
leads. We show that this effect is associated to a charac-
teristic time scale which diverges at the Mott transition.
Next, we show that the formation of current-carrying sta-
tionary states in presence of a finite voltage bias depends
directly on the value of the coupling between the slab and
the leads. While for small couplings a stationary state
can always be reached, at strong coupling the system
gets trapped in a metastable state caused by an effec-
tive decoupling of the slab from the leads. We study the
current-voltage characteristic of the system and demon-
strate both the existence of a universal behavior with
respect to interaction at small bias and the presence of a
negative differential resistivity for larger applied bias.
In the second part of this paper we focus on the Mott
insulating regime for U > Uc. Following the same anal-
ysis of the metallic case, we study first the dynamical
formation of a metallic surface state in the Mott insulat-
ing regime. Indeed, we show that this is determined by
an avalanche effect leading to an exponential growth of
the quasiparticle weight inside the slab bulk. Such quasi-
particle weight becomes exponentially small in the bulk
over a distance of the order of the Mott transition cor-
relation lenght.14 Finally, we show that for large enough
voltage bias a conductive stationary state can be created
from a Mott insulating slab with an highly non-linear
current-bias characteristics. In particular, we show that
the currents are exponentially activated with the applied
bias and associate this behavior to a Landau-Zener di-
electric breakdown mechanism.32,33
The rest of the paper is divided as follows: In section I
we introduce the inhomogeneous formulation of the TDG
method and briefly discuss the derivation of some impor-
tant relations. The technical aspects of this derivation
and the details of the numerical solutions are outlined
in appendix A. In Sec. II we apply the TDG method
to study the non-equilibrium electronic transport in bi-
ased metallic inhomogeneous systems. We discuss first
on the zero-bias regime and we relate it to the equilib-
rium description of the same system. Then we study
the transport in, respectively, the small- and large-bias
regimes. In section III we present our results for the case
of a driven Mott insulating slab and discuss the prop-
erties of insulating dielectric breakdown caused by the
applied voltage bias. Finally, in Sec. IV we summarize
our results and discuss future perspectives.
I. MODEL AND METHOD
We consider a strongly correlated slab composed by
a series of N two-dimensional layers with in-plane and
inter-plane hopping amplitudes and a purely local in-
teraction term. We indicate the layer index with z =
1, . . . , N while we assume discrete translational symme-
try on the xy plane of each layer. This enables us to
introduce a two-dimensional momentum k so that the
x
y
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U
Figure 1. (Color online) Sketch of the correlated slab sand-
wiched between semi-infinite metallic leads. vL and vR repre-
sent respecitvely left and right slab-leads hybridization cou-
pling.
slab hamiltonian reads
HSlab =
N∑
z=1
∑
k,σ
kd
†
k,z,σdk,z,σ
+
N−1∑
z=1
∑
k,σ
(
tz,z+1 d
†
k,z+1,σdk,z,σ +H.c.
)
+
N∑
z=1
∑
r
(
U
2
(nr,z − 1)2 + Ez nr,z
)
, (1)
where k = −2t
(
cos kx + cos ky
)
is the electronic disper-
sion for nearest-neighbor tight-binding Hamiltonian on a
square lattice, r label the sites on each two-dimensional
layer, tz,z+1 is the inter-layer hopping parameter and Ez
is a layer-dependent on-site energy. In the rest of this
work we assume tz,z+1 = t and we use t = 1 as our
energy unit.
A finite bias ∆V across the system is applied by cou-
pling with an external environment composed by two,
left (L) and right (R), semi-infinite metallic leads de-
scribed by not interacting Hamiltonians with symmetri-
cally shifted energy bands
HLead =
∑
α=L,R
∑
k,k⊥,σ
(
εαk+t
α
k⊥−µα
)
c†kk⊥ασckk⊥ασ, (2)
where k⊥ labels the z−component of the electron mo-
mentum. In Eq. (2) εαk = −2tα
(
cos kx + cos ky
)
,
tαk⊥ = −2tα cos k⊥, where we shall assume tL = tR = t,
and µL/R = ±e∆V/2, with e the electron charge. We
couple the system to the metallic leads through a finite
tunneling amplitude between the left(right) lead and the
3first(last) layer, i.e.
HHyb =
∑
α=L,R
∑
k,k⊥,σ
(
vαk⊥ c
†
kk⊥ασdkzασ +H.c.
)
, (3)
where zL = 1, zR = N and
vαk⊥ =
√
2
N⊥
sin k⊥ vα, (4)
which corresponds to open boundary conditions for the
leads along the z−direction.
The final Hamiltonian is thus the sum of Eqs. (1), (2)
and (3)
H = HSlab +HLeads +HHyb. (5)
We drive the system out-of-equilibrium by suddenly
switching the tunneling between the slab and the leads,
that is vL(t) = vR(t) = vhyb θ(t), and by turning on a fi-
nite bias ∆V (t) = ∆V r(t) according to a time-dependent
protocol r(t) that, if not explicitly stated, we also take
as a step function. We exploit the local energies Ez in
Eq. (1) to model the potential drop between left and
right leads. Even though the profile of the inner poten-
tial should be self-consistently determined by the long
range coulomb interaction, see e.g. Refs. 34 and 35, we
assume that a flat profile Ez = 0 represents a reasonable
choice for the system in its metallic phase, simulating
the screening of the electric field inside the metal. On
the other hand, in the insulating phase we shall assume
a linear potential drop Ez = e∆V (N + 1− 2z)/2(N + 1)
matching the left and right leads chemical potential for
z = 0 and z = N + 1. In the rest of the work we will
assume the units e = 1 and ~ = 1.
Since an exact solution of the time-dependent
Schro¨dinger equation for the model (5) is not feasible we
resort the so called time-dependent Gutzwiller approxi-
mation28 and its extension to inhomogeneous systems.29
While we refer the reader to Ref. 36 for a detailed deriva-
tion, we sketch the main steps that lead to the Gutzwiller
dynamical equations for the present case of an inhomo-
geneous system coupled to semi-infinite leads.
As customary we split the Hamiltonian (5), H = H0 +
Hloc, into a not-interacting term H0 and a purely local
interaction part Hloc
H0 = Hleads +Hhyb +
N∑
z=1
∑
k,σ
k d
†
k,z,σdk,z,σ
+
N−1∑
z=1
∑
k,σ
(
tz,z+1 d
†
k,z+1,σdk,z,σ +H.c.
)
,
(6)
Hloc =
N∑
z=1
∑
r
U
2
(
nr,z−1
)2
+Eznr,z ≡
∑
R
Hloc,R, (7)
where R = (r, z), and define the time-dependent varia-
tional wavefunction
|Ψ(t)〉 =
∏
R
PR(t)|Ψ0(t)〉, (8)
where |Ψ0(t)〉 is a time-dependent wavefunction for which
Wick theorem holds, and PR are linear operators that
act on the local Hilbert space at site R and control,
through a set of time-dependent variational parame-
ters, the weights of the local electronic configurations.
The dynamics of the variational parameters and of the
wavefunction |Ψ0(t)〉 is obtained by applying the time-
dependent variational principle δS = 0 on the action
S = ∫ 〈Ψ| i∂t −H |Ψ〉. Upon imposing the following con-
straints
〈Ψ0(t)| P†R(t)PR(t) |Ψ0(t)〉 = 1,
〈Ψ0(t)| P†R(t)PR(t) d†RσdRσ′ |Ψ0(t)〉
= 〈Ψ0(t)| d†RσdRσ′ |Ψ0(t)〉,
(9)
expectation values can be analytically computed in lat-
tices with infinite coordination number.36 In particular,
if one parametrizes the Gutzwiller operators PR through
site- and time-dependent variational matrices ΦˆR(t) in
the basis of the local electronic configurations, the follow-
ing closed set of coupled dynamical equations are readily
obtained36
i
∂ | Ψ0(t)〉
∂t
= H∗[Φˆ(t)] | Ψ0(t)〉, (10)
i
∂ΦˆR(t)
∂t
= Hloc,RΦˆR(t)
+〈Ψ0(t) | ∂H∗[Φˆ(t)]
∂Φˆ†R(t)
| Ψ0(t)〉. (11)
In Eqs. (10) and (11) H∗[Φˆ(t)] is an effective not-
interacting Hamiltonian that depends parametrically on
the variational matrices ΦˆR(t). Eq. (10) represents an
effective Schro¨dinger equation for non-interacting elec-
trons and is commonly interpreted as a Hamiltonian for
the coherent quasiparticles. The dynamics of the local
variational parameters determined by Eq. (11) can be
associated to the incoherent excitations of the Hubbard
bands. The two dynamical evolutions are coupled in a
mean-field like fashion, each degree of freedom providing
a time-dependent field for the other one. This aspect,
although being an approximation that does not allow to
reproduce a genuine relaxation to a steady state, still
represents a great advantage of the present method with
respect to the standard time-dependent Hartree-Fock.
If we use as local basis at site R the empty state |0〉,
the doubly-occupied one, |2〉, and the singly-occupied
ones, |σ〉 with σ =↑, ↓ referring to the electron spin,
and discard magnetism and s-wave superconductivity,
the matrix ΦˆR(t) can be chosen diagonal with matrix
elements ΦR,00(t) ≡ ΦR,0(t), ΦR,22(t) ≡ ΦR,2(t), and
ΦR,↑↑(t) = ΦR,↓↓(t) ≡ ΦR,1(t)/
√
2. Due to transla-
tional invariance within each xy plane, the variational
matrices depend explicitly only on the layer index z, i.e.
ΦˆR(t) = Φˆz(t), and the constraints (9) are satisfied by
imposing
|Φz,0(t)|2 + |Φz,2(t)|2 + |Φz,1(t)|2 = 1, (12)
4and
δz(t) ≡ |Φz,0(t)|2 − |Φz,2(t)|2
= 1−
∑
kσ
〈Ψ0(t)| d†kzσdkzσ |Ψ0(t)〉, (13)
where δz(t) is the instantaneous doping of layer z.
Through this choice we obtain the following effective
Hamiltonian H∗[Φˆ(t)]
H∗[Φˆ(t)] = HLeads +
N∑
z=1
∑
k,σ
|Rz(t)|2 k d†k,z,σdk,z,σ
+
N−1∑
z=1
∑
k,σ
(
R∗z+1(t)Rz(t) d
†
k,z+1,σdk,z,σ +H.c.
)
+
∑
α=L,R
∑
k,k⊥,σ
(
vk⊥ Rzα(t) c
†
kk⊥ασdkzασ +H.c.
)
,
(14)
where the layer-dependent hopping renormalization fac-
tor reads
Rz(t) =
√
2
1− δz(t)2
(
Φz,0(t)Φ
∗
z,1(t) + Φ
∗
z,2(t)Φz,1(t)
)
.
(15)
Straightforward differentiation of Eq. (14) with re-
spect to Φˆ†z(t) yields the equations of motion for the
variational matrices (11), which together with the ef-
fective Schro¨dinger equation (10) completely determine
the variational dynamics within the TDG approximation.
Though the derivation of the set of coupled dynamical
equations is very simple, the final result is cumbersome
so that we present it in the appendix A together with
details on its numerical integration.
We characterize the non equilibrium behavior of the
system by studying the electronic transport through the
slab. In particular, in the following we shall define the
electronic current flowing from the left/right lead to the
first/last layer of the slab as the contact current with
expression
jα(t) = −i
[∑
kσ
∑
k⊥
vk⊥〈Ψ(t)| d†kzσckk⊥ασ |Ψ(t)〉 − c.c.
]
,
(16)
and the layer current as the current flowing from the z-th
to the z + 1-th layer, i.e.
jz(t) = −i
[∑
kσ
〈Ψ(t)|d†kzσdkz+1σ|Ψ(t)〉 − c.c.
]
. (17)
Within the TDG approximation these two observables
read, respectively,
jα(t) = −i
[
R∗zα(t)
∑
kσ
∑
k⊥
vk⊥〈d†kzσckk⊥ασ〉 − c.c.
]
(18)
and
jz(t) = −i
[
R∗z(t)Rz+1(t)
∑
kσ
〈d†kzσdkz+1σ〉 − c.c.
]
, (19)
where 〈. . .〉 ≡ 〈Ψ0(t)|. . .|Ψ0(t)〉. Notice that, due to the
left/right symmetry, jL = −jR and we need only to con-
sider currents for z ≤ N/2.
II. NON-EQUILIBRIUM TRANSPORT IN THE
STRONGLY CORRELATED METAL
In this section we consider the case of a correlated slab
in its metallic phase, U < Uc where Uc ≈ 16 is the crit-
ical value above which the system is Mott insulating in
equilibrium.
A. Zero-bias dynamics
To start with we shall consider the dynamics at zero-
bias ∆V = 0. In this case we assume that the non-
equilibrium perturbation is the sudden switch of the tun-
nel amplitude vhyb between the correlated slab and the
leads. In the equilibrium regime, the metallic character
at the un-contacted surfaces is strongly suppressed with
respect to the bulk as effect of the reduced kinetic energy.
This suppression, commonly described in terms of a sur-
face dead layer, extends over a distance which is quite
remarkably controlled by a critical correlation length ξ
associated to the Mott transition. Indeed ξ is found to
grow approaching the metal-insulator transition and di-
verges at the transition point.14 In presence of a contact
with external metallic leads the surface state is charac-
terized by a larger quasiparticle weight with respect to
that of the bulk irrespective of its metallic or insulating
character, realizing what is called a living layer.37 As we
shall see in the following, by switching on vhyb it should
be possible to turn the dead layer into the living one on
a characteristic time scale τ : The dynamical counterpart
of the correlation length ξ.
In Fig. 2 we show the time-evolution of the layer-
dependent quasiparticle weight Zz(t) ≡ |Rz(t)|2 for a
N=20 slab and different values of the interaction U . The
dynamics shows a characteristic light-cone effect, i.e. a
constant velocity propagation of the perturbation from
the junctions at the external layers z = 1 and z =N to
the center of the slab. After few reflections the light-cone
disappears leaving the system in a stationary state. The
velocity of the propagation is found to be proportional
to the bulk quasiparticle weight hence it decreases as the
Mott transition is approached for U→Uc.
The boundary layers are strongly perturbed by the
sudden switch of the tunneling amplitude. In particu-
lar, we observe in Fig. 3(a) that the surface dead layers
rapidly transform into living layers with stationary quasi-
particle weights greater than the bulk ones and equal to
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Figure 2. (Color online) Layer-resolved dynamics of the local
quasiparticle weights |Rz(t)|2 for a slab of N = 20 layers and
two values of the interaction U . The slab-lead hybridization
is equal to the inter-layer hopping amplitude vhyb = 1.0.
the equilibrium values for the same set-up.37 This has to
be expected since the energy injected is not extensive.
On the contrary, the bulk layers are weakly affected by
the coupling with the metal leads, see Fig. 3(b). Their
dynamics is only affected by small oscillations and tem-
porary deviations from the stationary values due to the
perturbation propagation described by the light-cone re-
flections.
We characterize the evolution from the dead to the liv-
ing layer by fitting the dynamics of the boundary layer
quasiparticle weight with an exponential relaxation to-
wards a stationary value:
Z(t) = Zdead +
(
Zliving − Zdead
)(
1− e−t/τ
)
. (20)
As illustrated in Fig. 3(b) the dynamics shows a slowing-
down upon approaching the Mott transition. In par-
ticular the dead-layer wake-up time τ diverges as τ ∼
|U−Uc|−ν∗ when we approach the critical value Uc with
a critical exponenent that we estimate as ν∗ = 0.4895,
very close to the mean-field value ν∗=1/2. Such a mean-
field dependence, similar to that of the correlation lenght
ξ∼|U−Uc|−1/2 37 implies, through τ ∼ ξ ζ , a dynamical
critical exponent ζ=1.
B. Small-bias regime
We shall now focus on the the dynamics in the pres-
ence of an applied bias. In the Fig. 4 we report our
results for the real-time dynamics of the currents at the
contacts and layers, defined by Eqs. (19)–(18), after a
sudden switch of the bias ∆V and a flat inner potential.
We observe that the contact and the layer currents dis-
play very similar dynamics, characterized by a monotonic
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Figure 3. (Color online) (a) Dynamics of the local quasi-
particle weight for the first layer. Dashed lines are the fit-
ting curves obtained with Eq. (20). Arrows represent the hy-
bridized slab equilibrium values. Inset: dead layer awakening
time as a function of U . Dashed lines represents the fitting
curve τ = α/|U − Uc|ν∗ with ν∗ ≈ 0.4895 (b) Dynamics of
the local quasiparticle weight for the bulk (z = 10) layer.
Arrows represent the hybridized slab equilibrium values. (c)
Quasiparticle weight profiles at times t = 0 (dotted lines) and
t = 50 (lines).
increase at early times and a saturation to stationary val-
ues at longer times. The stationary dynamics displays
small undamped oscillations around the mean value due
to oscillations of the layer-dependent electronic densities
(see Fig. 4(b)). As we already mentioned, the persistence
of oscillations, i.e.the absence of a true relaxation to a
steady-state, is a characteristic of the essentially mean-
field nature of the method. However, this problem can
be overcome either by time-averaging the signal or, as
shown in the inset of Fig. 4, using a finite-time switching
protocol r(t) for the voltage bias. In both cases we end
up with the same currents and density profiles, which re-
sult almost flat as a function of the layer, as expected in
the metallic case.
We highlight that the non-equilibrium dynamics is
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Figure 4. (Color online) Top: Real-time dynamics of the
currents computed at the slab-lead contact (thick lines) and
between two neighboring layers (light grey lines) after a bias
quench with ∆V = 0.5 and U = 12. for a N = 10 slab
and different values of the slab-leads coupling vhyb. In-
set: Current dynamics for a ramp-like switching protocol
r(t) = [1 − 3/2 cos(pit/τ∗) + 1/2 cos(pit/τ∗)3]/4 compared to
the sudden quench limit (τ∗ = 30). Bottom: Dynamics of the
local electronic densities nz(t) for the 1
st, 3rd and 5th layer
and vhyb = 1.0. Inset: stationary density profile showing an
almost flat density distribution with slighlty doped regions
near the left and right contacts.
strongly dependent on the coupling between the system
(correlated slab) and the external environment (leads),
represented in this case by the slab-lead tunneling ampli-
tude vhyb. This is evident from the stationary value of the
current that increases as a function of vhyb, as expected
since this latter sets the rate of electrons/holes injection
from the leads into the slab. Furthermore, the coupling
to an external environment is essential to redistribute the
energy injected into the system after a sudden perturba-
tion so to lead to a final steady state characterized by a
stationary value of the internal energy. In order to study
the competition between energy dissipation and energy
injection rate we plot, in Fig. 5, the time-dependence of
the relative variation of the slab internal energy with re-
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Figure 5. (Color online) Relative variation of the slab inter-
nal energy as defined in Eq. 21 for the same set of parameters
of Fig. 4. Inset: Stationary current for ∆V = 0.5 as a func-
tion of the hybridization with the leads with a fitting curve
j(vhyb) = j0 v
2
hyb (dashed line).
spect to its equilibrium value:
δ∗(t) ≡ E∗(t)− E∗(t = 0)|E∗(t = 0)| , (21)
where
E∗(t) ≡〈Ψ(t)|HSlab|Ψ(t)〉 ≈ 〈Ψ0(t)|H∗
[
Φˆ(t)
]|Ψ0(t)〉
+
∑
z
Tr
(
Φˆz(t)
†Hloc,zΦˆz(t)
)
.
The last expression holds within the TDG approxima-
tion. We observe the existence of two regimes as a func-
tion of the coupling to the leads vhyb. When the sys-
tem is weakly coupled to the external environment the
energy shows an almost linear increase in time without
ever reaching any stationary value. This signals that the
dissipation mechanism is not effective on the scale of the
simulation time. For larger values of vhyb, the dissipation
mechanism becomes more effective. The internal energy
shows a faster growth at initial times, due to the larger
value of the current setting up through the system. Fur-
ther increasing (see the case vhyb = 1.0 in the figure) the
initial fast rise is of the energhy is followed by a down-
turn towards a stationary value, which in turn is reached
very rapidly. As shown in the inset of Fig. 5 the crossover
between the non-dissipative and dissipative regimes co-
incides with the point in which the current deviates from
linear-response theory – which predicts a quadratically
increasing current j ∝ v2hyb– and bends towards smaller
value.
C. Large-bias regime
The interplay between the energy injection and the dis-
sipation highlighted in the dynamics of the slab internal
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Figure 6. (Color online) (a) Real-time dynamics for the con-
tact currents for the same parameters and values of hybridiza-
tion coupling of Fig. 4 and ∆V = 2.0. (b) Blow-up of the cur-
rents dynamics for vhyb = 0.1 and vhyb = 0.25. (c) Dynamics
of the current time average 〈j(t)〉 as defined in the main text
for vhyb = 0.5 and vhyb = 1.0.
energy (Fig. 5) is a direct consequence of the fact that
in our model these two mechanisms are controlled by the
coupling with the same external environment. Therefore,
we may envisage a situation in which the internal energy
of the slab grows so fast that the leads are unable to dissi-
pate the injected energy preventing a stationary current
to set in. This phenomenon occurs at large values of the
voltage bias (∆V & 1) and of the tunneling amplitude
vhyb, i.e.when the slab is rapidly kicked away from equi-
librium. In order to illustrate this point we report in
Fig. 6 the current dynamics for the same parameters as
in the previous Fig. 4 but for larger value of the voltage
bias ∆V = 2.0. We observe that, while for weak tunnel-
ing (vhyb =0.1) the current flows to a steady state, upon
increasing vhyb the stationary state can not be reached
and strong chaotic oscillations characterize the long-time
evolution.
Indeed, the inability of reaching a steady-state is inter-
twined with the fast increase of the slab internal energy,
as revealed by our results in Fig. 7. In particular, for
vhyb = 1.0 the relative variation of the internal energy
rapidly reaches δ∗(t)≈ 1, after which it starts to oscil-
late chaotically just like the currents does. The same
behavior shows up in the dynamics of the quasiparticle
weight averaged over all layers:
Z∗(t) ≡ 1
N
N∑
z=1
Zz(t) =
1
N
N∑
z=1
|Rz(t)|2 , (22)
which displays fast and large oscillations whereas it is
smooth in the case of small vhyb (see Fig. 8).
This behavior is similar to that observed across the dy-
namical phase-transition in the half-filled Hubbard model
after an interaction quench28,38 occurring when the in-
0 20 40 60 80 100
time
0
0.5
1
1.5
2
2.5
δε
∗
vhyb = 1.00
vhyb = 0.50
vhyb = 0.25
vhyb = 0.10
Figure 7. (Color online) Dynamics of the relative energy
variation for the same parameters in Fig. 6.
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Figure 8. (Color online) Dynamics of the mean quasiparticle
weight for the same parameters in Fig. 6 and vhyb = 0.1 (black
line) and vhyb = 1.0 (red line).
jected energy exceeds a threshold.39,40 This correspon-
dence is further supported by noting that the onset of
chaotic behavior occurs precisely when the internal en-
ergy E∗(t) of the slab reaches zero (see Fig. 9). The
value E∗ = 0 is indeed the energy of a Mott insulating
wavefunction within the Gutzwiller approximation. This
anomalous behavior thus suggests that as soon as the en-
ergy crosses zero E∗(t)≥ 0 the system gets trapped into
an insulating state characterized by a strongly suppressed
tunneling into the metal. This prevents the excess energy
to flow back into the leads and does not allow for the re-
laxation to a metal with a steady current.
We associate this behavior to a shortcoming of the
TDG approximation, does not include all the dissipative
processes and therefore artificially enhances the stability
of such a metastable state. If we want to compare this
behavior with a real system, we can argue that the TDG
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Figure 9. (Color online) Current (a) and internal energy
dynamics (b) for U = 12, vhyb = 1.0 and three values of the
applied bias. The occourence of the breakdown of the station-
ary dynamics due to the dynamical transition is highlighted
by the vertical arrows.
description only describes a transient state produced by
the large initial heating of the slab that is temporarily
pushed into a high-temperature incoherent phase of the
Hubbard model, which takes a long time to equilibrate
back with the metal leads but evidently not the infinite
time that the TDG approximation suggests. This behav-
ior is similar to what has been observed by DMFT in the
case of an homogeneous system driven by a static electric
field in the absence of external dissipative channels.24.
In the case of an interaction quench it was found that,
even though the absence of a true exponential relaxation
is faulty, the time-averaged values of observables as ob-
tained within the TDG approximation might still be rep-
resentative of the true dynamics.28,39 This allows us to
define a sensible current by time averaging the real-time
evolution, i.e.through
〈j(t)〉 = 1
t
∫ t
0
dτj(τ), (23)
which indeed approaches a finite value at long enough
times (see Fig. 6(c)).
D. Current-bias characteristics
The overall picture emerging from our investigation of
the metallic case can be summarized by an inspection
of the evolution of the current as a function of the bias
(current-bias characterisctic) for different values of the
interaction strength.
In the limit of weak coupling to the external environ-
ment, we have seen that the currents display a stationary
dynamics in a wide range of bias values. In Fig. 10 we
report these stationary values as a function of the bias
for vhyb = 0.1 and a wide range of interaction strenghts.
All the curves show a crossover between a linear regime
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Figure 10. (Color online) (a): current-bias characteristics for
a N = 10 slab for different values of U and vhyb = 0.1. (b)
blow-up of the linear part of the current-bias characteristics.
(c): Differential conductance measured respect to the quan-
tum conductance G0 = 1/2pi in our units. Grey line repre-
sents the universal zero-bias value.
at small bias and a monotonic decrease for larger values.
This behavior is similar to what was already observed
in different contexts.24,41–43 We connect the drop of the
current for large biases to the reduction of energy overlap
between the leads and the slab electronic states at large
bias. In the linear regime we find that the zero-bias dif-
ferential conductance G(0) = ∂j/∂∆V |∆V=0 is universal
with respect to the interaction strength21,44 as expected
when the electronic transport is determined only by the
low-energy quasiparticle excitations.
Within the TDG approximation this fact can be easily
rationalized by noting that quasiparticles are controlled
by the non-interacting Hamiltonian H∗ in Eq. (14), char-
acterized by a hopping amplitude renormalized by the
factors |R| ≤ 1. This leads to an enhancement of the
quasiparticle density of states by a factor ν ∼ 1/|R|2
that at low bias compensates the reduction of tunnel-
ing rate into the leads. Conversely, as the bias increases
the current-bias characteristics starts deviating from the
universal low-bias behavior and becomes strongly depen-
dent on the interaction strenght U .21 In particular, the
crossover between the positive and the negative differ-
ential conductance regimes gets shifted towards smaller
values of the bias as U is increased as effect of the shrink-
ing of the coherent quasiparticle density of states.
As discussed in the previous section, increasing the
coupling to the external environment leads to a chaotic
regime at large bias, in a regime where we cannot identify
anymore a stationary current. However, as mentioned
above, we can still extract a meaningful estimate of the
current through its time-average Eq. (23)), restricting
to the range of bias for which the latter is well con-
verged. This is explicitely illustrated in Fig. 11 for the
current-bias characteristics at vhyb =1.0. The open circles
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Figure 11. (Color online) Left: current-bias characteristics
for a N = 10 slab, different values of U and vhyb = 1.0. Plus,
cross and star symbols represents stationary currents values,
while circles represent converged currents time averages val-
ues. Right: blow-up of the linear part of the current-bias
characteristics for vhyb = 0.5 and vhyb = 1.0, showing uni-
versal zero-bias conductivity G/G0 ≈ 0.452 and 1.203 respec-
tively.
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Figure 12. (Color online) Real-time dynamics for the quasi-
particle weights from layer 1 to 5 (from top to bottom) of a
N = 10 Mott insulating slab suddenly coupled to the metallic
leads (vhyb = 1.0). U = 16.5 and U = 17.5. Inset: inverse of
the characteristic time for the exponential quasiparticle for-
mation τ−1 ∼ (U − Uc)−ν∗ , ν∗ ≈ 0.4753.
represent currents computed using converged time aver-
aged while the other symbols represent currents charac-
terized by a stationary dynamics. Our results show that
the curves have qualitatively the same features of the
small vhyb case with a universal linear conductance and
a crossover to a negative conductance regime.
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Figure 13. (Color online) Time-averaged currents for three
slabs with applied bias ∆V = 0.5. U = 16.5 > Uc, vhyb = 1.0
and N = 4, 12, 20 (from top to bottom).
III. DIELECTRIC BREAKDOWN OF THE
MOTT INSULATING PHASE
We now move the discussion to the effect of an ap-
plied voltage bias to a slab which is in a Mott insu-
lating regime because U > Uc. Unlike the metallic
case, we now assume that the field penetrates inside the
slab, leading to a linear potential profile of the form
Ez = ∆V (N + 1 − 2z)/2(N + 1) matching the chemi-
cal potential of the left and right leads for z = 0 and
z = N + 1 respectively.
A. Evanescent bulk quasiparticle
Within the Gutzwiller approximation the Mott insu-
lator is characterized by a vanishing number of doubly
occupied and empty sites as well as by a zero renormal-
ization factor R= 0, leading to a trivial state with zero
energy. However, it has been shown that in the pres-
ence of the metallic leads evanescent quasiparticles 37,45
appear inside the insulating slab. This is revealed by a
finite quasiparticle weight which is maximum at the leads
and decays exponentially in the bulk of the slab with a
characteristic length ξ ∼ (U − Uc)−1/2 which defines the
critical correlation length of the Mott transition.37
In Fig. 12 we show the dynamics of the formation of
evanescent quasiparticles after the sudden switch on of
the coupling to the leads vhyb. We observe a rapid in-
crease of the quasiparticle weight as soon as the coupling
is switched on. The rapid increase can be reasonably
well parameterized as an exponential with a characteris-
tic growth time τ . The results for τ−1 reported in the
inset of the left panel of Fig. 12) clearly show that the
increase of the quasiparticle weight becomes faster as the
Mott transition is approached. Interestingly, the expo-
nential growth is not limited to the boundary layers close
10
to the leads, but it is present throughout the slab, with a
characteristic time τ(z) which is nearly uniform in space.
Such an exponential growth is suggestive of an
avalanche effect, driven by the combined action of the
high-energy excitations (Hubbard bands) and of the
quasiparticles, which within the Gutzwiller approach can
be associated to the variational parameters Φz,n(t) and
to the non-interacting Slater determinant | Ψ0(t)〉, re-
spectively.
As outlined in Appendix B 1, we can reproduce the
long-time approach to the steady state corresponding to
evanescent quasiparticles at equilibrium, considering a
simplified dynamics in which we neglect the dynamics of
the Slater determinant |Ψ0(t)〉 and take into account only
that of Φz,n(t). The latter can be analytically written in
terms of a Klein-Gordon-like equation for the hopping
renormalization factors R(z, t)
1
c2
R¨(z, t)−∇2R(z, t) +m2 c2R(z, t) = 0, (24)
with parameters (see Appendix B 1):
c2 =
U
24
, m2c2 = 6(U − 1) = ξ−2. (25)
As anticipated above the simplified dynamics described
by Eq. 24 correctly captures the long-time behaviour of
the system, but it can not reproduce the short time expo-
nential growth. In the latter regime the time evolution is
indeed governed by the interplay between Hubbard bands
and quasiparticles, responsible for the evenescent quasi-
particle formation into the Mott insulating slab, which is
neglected in the approximation leading to Eq. 24.
The presence of the evanescent bulk quasiparticle pro-
vides a conducting channel accross the slab, possibly
leading to finite currents upon the application of a fi-
nite bias. In particular, we expect that if the slab lenght
smaller than the decay length ξ every finite bias ∆V is
sufficient to induce a finite current through the slab. On
the other hand we expect the current to be suppressed
when the slab is longer than ξ This is confirmed by the
results reported in Fig. 13 where we show the average
current for a bias ∆V = 0.5, in the linear regime in the
metallic case, and different slab sizes N . A finite current
is rapidly injected for small N = 4, whereas it does not
for larger systems (e.g. N=12 or N=20).
B. Dielectric breakdown currents
Increasing the value of the applied bias we observe an
enhancement of the quasiparticle weight throughout the
slab. This effect is illustrated in Fig. 14 where panels
(a-c) show the the dynamics of the quasiparticle weights
in a driven Mott insulating slab with different values of
the bias for three different layers (z = 1, 5, 10). While
the dynamics is characterized by strong oscillations rem-
inescent of the inchoerent dynamics discussed in Sec. II
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Figure 14. (Color online) Layer dependent quasiparticle
weight dynamics for layers 1 (a), 5(b) and 10(c) of a N = 20
slab, U = 16.5, vhyb = 1.0 and two values of the applied
bias ∆V = 1.0(red lines) and ∆V = 4.0 (blue lines). (d):
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Figure 15. (Color online) Time-averaged currents for the same
parameters in Fig. 14 and ∆V = 4.0, 3.0, 2.0 and 1.0 (from
top to bottom). Dashed lines are fitting curves from Eq. (26).
Inset: Real time dynamics of the current for ∆V = 4.0.
for the metallic slab under a large applied bias, the time-
averaged quantities in the long-time limit converge to
stationary values. The spatial distribution as a function
of the layer index shows a strong enhancement in the
bulk upon increasing the bias (Fig. 14d).
Such enhancement results in a finite current flowing.
Indeed, as shown in Fig. 15, the time-averaged current
has a damped oscillatory behavior that converges to-
wards a steady value, although the real-dynamics follows
a seemingly chaotic pattern (see the inset). We extract
the stationary values by fitting the current time-averages
with:
〈j(t)〉 = jsteady + α
t
. (26)
As evident by looking at the results reported in Fig. 15,
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Figure 16. (Color online) Current bias characteristics for U =
16.5 and different values of the slab lenght N = 8, 10, 12, 16
and 20 (from top to bottom). Dashed lines represent fitting
curves with Eq. (27). Insets: threshold bias ∆Vth as a func-
tion of the slab size.
the stationary value of the current has a non-linear be-
havior as a function of the applied bias. This effect can
be better appreciated in the next Fig. 16, where we plot
the current-voltage characteristics for increasing values
of the slab size N .
Interestingly, the current displays an exponential acti-
vated behavior with a characteristic threshold bias which
is well described by
jsteady(∆V ) = γ∆V e
−∆Vth/∆V . (27)
Fitting the data with the above relation we obtain
∆Vth ∝ N (see inset in Fig. 16) so that we can rewrite
Eq. (27) as function of the electric field ∆V/N :
jsteady(∆V )
∆V
= γ e−Eth/E , (28)
which introduces a size-independent threshold field Eth.
This expression is suggestive of a Landau-Zener type of
dielectric breakdown32,33, similar to the results obtained
within DMFT studies of either homogeneous27 and inho-
mogeneous systems.18,30
The Gutzwiller scenario for the dielectric breakdown
is further supported by the simple calculation for the
stationary regime outlined in the Appendix B, which fol-
lows the analysis reported in Ref. 37 for the equilibrium
case, considering a single metal-Mott insulator interface
in the presence of an electrochemical potential µ(z). As
detailed in B, we find that for weak µ(z), the hopping
renormalization factor R(z) satisfies the equation
∇2R(z) =
(
m2c2 − 2µ(z)
2
c2
)
R(z), (29)
which is nothing but the stationary Klein-Gordon equa-
tion (24) in the presence of a field, or alternatively, the
Schrœdinger equation of a particle impinging on a poten-
tial barrier. For a constant electric field µ(z) =E z and
within the WKB approximation, we obtain the station-
ary transmission probability beyond the turning point z∗
of the barrier (see Appendix B):
|R(z > z∗)|2 ∼ exp
(
−Eth
E
)
, (30)
where
Eth =
pi√
8
m2 c3 ∼ ξ−2. (31)
This calculation identifies the transmission probability
(Eq. 30) with the dielectric breakdown currents (Eq. 28)
and predicts via the definition of the correlaton lenght
(Eq. 25) a threshold electric field increasing with the in-
teraction strenght.27
C. Quasiparticle energy distribution
Inspired by the evidence that in our description the
transport activation is driven by an enhancement of the
bulk quasiparticle weight [see Fig. 14(d)] in this section
we focus on the spatial distribution of the quasiparticle
energy throughout the slab. In order to estimate the
time evolution of the quasiparticle energy levels we com-
pute the time-evolution of the layer-dependent chemical
potential in the effective non-interacting model Eq. 14,
introduced by the coupling to external voltage bias. This
quantity can be easily extracted by means of the following
unitary transformation of the uncorrelated wavefunction:
|ϕ0(t)〉≡U(t) |Ψ0(t)〉 , U(t)=
∏
r,z
exp
[
iλz(t) nˆr,z
]
(32)
where λz(t) is the time-dependent phase of the hopping
renormalization parameters Rz(t)≡ρz(t)eiλz(t), with real
ρz(t) ≥ 0. Substituting Eq. (32) into Eq. (10) we ob-
tain a transformed Hamiltonian that now contains only
real hopping amplitudes at the cost of introducing a
time-dependent local chemical potential terms µ∗(z, t),
namely:
i∂t|ϕ0(t)〉 = h∗(t) |ϕ0(t)〉 (33)
where the effective Hamiltonian reads:
h∗(t) = HLeads +
N∑
z=1
∑
k,σ
ρz(t)
2 k d
†
k,z,σdk,z,σ
+
N−1∑
z=1
∑
k,σ
(
ρz+1(t) ρz(t) d
†
k,z+1,σdk,z,σ +H.c.
)
+
∑
α=L,R
∑
k,k⊥,σ
(
vk⊥ρzα(t)c
†
kk⊥ασdkzασ +H.c.
)
+
N∑
z=1
∑
k,σ
µ∗(z, t) d
†
k,z,σdk,z,σ,
(34)
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and with µ∗(z, t)= ∂∂tλz(t) that plays the role of an effec-
tive chemical potential for the quasiparticles under the
influence of the bias.
The time-average of this quantity in the long-time
regime we obtain the energy profile as a function of the
position in the slab of the stationary quasiparticle effec-
tive potential, reported in Fig. 17, locating the energies
of the quasiparticles injected from the leads into the slab.
As expected, for any value of the applied voltage bias the
quasiparticles near the boundaries are injected at ener-
gies equal to the chemical potentials of the two leads,
i.e.µ∗=±∆V/2. On the other hand, the behavior inside
the bulk of the slab depends strongly on the value of the
applied bias.
At a small bias, represented in Fig. 17 by ∆V =
1, a value corresponding to an exponentially suppressed
current, the chemical potential remains essentially flat as
the bulk is approached from any of the two leads, despite
the presence of a linear potential drop Ez. This gives
rise to a step-like chemical potential profile with a jump
∆µ∗≈∆V at the center of the slab. The presence of this
jump suppresses the overlap between the quasiparticle
states on the two sides, preventing the tunneling from the
left metallic lead to the right one and ultimately leading
to an exponential reduction of the current.
On the opposite limit of a large enough bias (e.g.∆V =
4) a finite current flows through the slab, corresponding
to a smoother profile of effective chemical potentials. In-
deed, in the bulk µ∗(z) takes a weak linear drop behavior
as expected for a metal, and slightly reminiscent of the
applied linear potential drop Ez. In this regime the large
overlap between quasiparticle states near the center of
the slab allows quasiparticle to easily tunnel from the
left to the right side, giving rise to a finite current as
outlined in the previous Fig.15.
The disappearence of the effective chemical potential
discontinuity in the middle of the slab for large bias is
determined by the presence of strong oscillations of this
quantity between positive and negative values, as shown
in the inset of Fig. 17. This suggests that, even though
the the quasiparticle chemical potential averages to an
almost zero value at very long times, the quasiparticles
dynamically visit electronic states far away from the lo-
cal Fermi energies. We interpret this behaviour as the
signal of a strong feedback of the dynamics of the lo-
cal degrees of freedom Eq. (11) onto the the quasipar-
ticle evolution, due to the proximity of a resonance be-
tween quasiparticles and the incoherent Mott-Hubbard
side bands. Interestingly, even though in our descprip-
tion there is no high-energy incoherent spectral weight,
this scenario is reminiscent of the formation of coherent
quasiparticle structures inside the Hubbard bands as ob-
served in previous studies using steady-state formulation
of non-equilibrium DMFT.18
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Figure 17. (Color online) Layer-dependent quasiparticle ef-
fective chemical potential profile. Parameters are the same
of Fig. 15 for ∆V = 1 and ∆V = 4. The grey dashed line
represents the applied bias linear profile. Inset: Real-time
dynamics of the quasiparticle chemical potential on the 10th
layer. All data are plotted with respect to the leads’ chemical
potential absolute value ∆V/2.
IV. CONCLUSIONS
We used the out-of-equilibrium extension of the inho-
mogeneous Gutzwiller approximation to study the dy-
namics of a correlated slab contacted to metal leads in
the presence of a voltage bias. On one side this allowed us
to investigate the non-equilibrium counterpart of known
interface effects arising in strongly correlated heterostruc-
tures, such as the dead and living layer phenomena. On
the other we studied the non-linear electronic transport
of quasiparticles injected into the correlated slab under
the influence of an applied bias.
In the first part of the paper we considered a slab in a
metallic state in the absence of the bias, when the cor-
relation strength is smaller than the critical value for a
Mott transition. Initially we focused on the zero-bias
regime and studied the spreading of the doubly occupied
sistes injected into the slab after a sudden switch of a
tunneling amplitude with the metal leads. Specifically
we found a ballistic propagation of the perturbation in-
side the slab, leaving the system in a stationary state
equal to the equilibrium one, with an excess of double
occupancies concentrated near the contacts and a con-
sequent enhancement of the quasiparticle weight at the
boundaries of the slab. We characterized this “awaken-
ing” dynamics of the living layer from the initial dead
one in terms of a characteristic time-scale which diverges
at the Mott transition. This divergence allow us to iden-
tify this timescale as the dynamical counterpart of the
equilibrium correlation lenght ξ.14
In the presence of a finite bias we studied the condi-
tions for the formation of non-equilibrium states, charac-
terized by a finite current flowing through the correlated
slab. We demonstrated that this process is strongly de-
pendent on the coupling with the external environment
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represented by the biased metal leads, which at the same
time act as the source of the non-equilibrium perturba-
tion and as the only dissipative channel. For weak cou-
pling between the leads and the slab we found station-
ary currents flowing in a wide range of bias. Conversely
for large couplings we identified a strong-bias regime in
which the system is trapped into a metastable state char-
acterized by an effective slab-leads decoupling. This is
due to an exceedingly fast energy increase and to the lack
of strong dissipative processes in the Gutzwiller method,
which prevents the injected energy to flow back into the
leads and the current to reach a stationary value. Study-
ing the current-bias characteristics in the range of pa-
rameter for which the system is able to reach a non equi-
librium stationary state, we observed a crossover from a
low-bias linear regime, which we find universal with re-
spect to the interaction U , to a regime with negative dif-
ferential conductance typical of finite bandwith systems.
Considering suitable long-time averages of the current
we have been able to observe the same phenomenology
in the region of parameters for which, due to the afore-
mentioned anomalous heating, the current dynamics does
not lead to an observable stationary value.
In the second part of this work we turned our atten-
tion to the dynamical effect of a bias on a Mott insu-
lating slab, when the interaction strength exceeds the
Mott threshold. Following the analysis carried out in the
metallic case, we considered the formation of a evanes-
cent bulk quasiparticles after a sudden switch of the slab-
leads tunneling amplitude in a zero-bias setup. In this
case, we have found that the living layer formation is ac-
companied by an exponential growth of the quasiparticle
weight, suggestive of an avalanche effect determined by
the interplay between the dynamics of the quasiparticles
and the local degrees of freedom.
In the presence of a finite bias, we studied the con-
ditions under which these evanescent quasiparticles can
lead to the opening of a conducting channel through the
insulating slab. We showed that at very low bias this is
the case only for a very small slab, for which the cor-
relation length ξ is of the same order of the slab size.
For larger samples we found that the currents are ex-
ponentially activated with a threshold bias ∆Vth which
increases with the slab size. This behavior is sugges-
tive of a Landau-Zener type of dielectric breakdown, as
found in previous DMFT studies and in agreement with
equilibrium calculations of the tunneling amplitude for a
quasiparticle thorugh an insulating slab.
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Appendix A: Details on the variational dynamics
A straightforward differentiation of Eq. (14) with re-
spect to the variational matrices Φˆi leads to the equation
of motions
i
∂
∂t
 Φz,0(t)Φz,1(t)
Φz,2(t)
 =
 h00(z, t) h01(z, t) 0h∗01(z, t) 0 h01(z, t)
0 h∗01(z, t) h22(z, t)
 Φz,0(t)Φz,1(t)
Φz,2(t)
 (A1)
with
h00(z, t) =
U
2
− Ez + δz
1− δ2z
{
2 |Rz|2 εz
−
[
R∗z+1Rz ∆z
(
1− δz,N
)
+ c.c.
]
−
[
R∗z−1Rz ∆
∗
z−1
(
1− δz,1) + c.c.
]
+
[
δz,1R
∗
1 ΓL + δz,N R
∗
N ΓR + c.c.
]}
,
(A2)
h22(z, t) =
U
2
+ Ez − δz
1− δ2z
{
2 |Rz|2 εz
−
[
R∗z+1Rz ∆z
(
1− δz,N ) + c.c.
)]
−
[
R∗z−1Rz ∆
∗
z−1
(
1− δz,1
)
+ c.c.
]
+
[
δz,1R
∗
1ΓL + δz,NR
∗
NΓR + c.c.
]}
,
(A3)
h01(z, t) =
√
2√
1− δ2z
[
R∗z εz −R∗z+1 ∆z
(
1− δz,N
)
−R∗z−1 ∆∗z−1
(
1− δz,1
)
+ δz,1 Γ
∗
L + δz,N Γ
∗
R
]
.
(A4)
The quantities appearing in the equations of motion (A2-
A4) are defined by quantum averages of fermionic oper-
ators over the uncorrelated wavefunction |Ψ0(t)〉
εz(t) =
∑
kσ
〈Ψ0(t)| d†kzσdkzσ |Ψ0(t)〉
∆z(t) =
∑
kσ
〈Ψ0(t)| d†kz+1σdkzσ |Ψ0(t)〉
Γα(t) =
∑
kσ
∑
k⊥
vk⊥〈Ψ0(t)| d†kzασckk⊥ασ |Ψ0(t)〉,
(A5)
and their time evolution is determined by the effective
Scro¨dinger equation (10).
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To solve for the dynamics of the effective Hamiltonian
we introduce the Keldysh Greens’ functions on the un-
correlated wavefunction for c and d operators
GKkσ(z, z′; t, t′) = −i 〈TK
(
dkzσ(t) d
†
kz′σ(t
′)
)
〉 (A6)
gKkk⊥ασ(z; t, t
′) = −i 〈TK
(
ckk⊥ασ(t)d
†
kz′σ(t
′)
)
〉(A7)
and express the quantities in Eqs. A5 in terms of their
lesser components computed at equal time
〈d†kzσdkz′σ〉(t) =− iG<kσ(z′, z; t, t)
〈d†kzσckk⊥ασ〉(t) =− i g<kk⊥ασ(z; t, t).
(A8)
We compute the equations of motion for the lesser com-
ponents at equal times, Eq. (A8), using the Heisenberg
evolution for operators c and d with Hamiltonian H∗. In
order to get a closed set of differential equations we have
to further introduce the dynamics for the leads lesser
Green function, which due to the hybridization with the
slab lose its translational invariance in the z-direction[
Gαα
′
kk⊥k′⊥σ
]<
(t, t) = i〈c†kk⊥ασckk′⊥α′σ〉. (A9)
Dropping, for the sake of simplicity, the lesser symbol
and the spin index we get for each k point the following
equations of motion
i∂tGk(z, z′) = k
(
|Rz|2 − |Rz′ |2
)
Gk(z, z′) +
∑
i=±1
R∗z+iRz Gk(z + i, z′)−R∗z Rz+i Gk(z, z′ + i)
+
∑
α=L,R
δz,zα R
∗
zα
∑
k⊥
vαk⊥ g
α
kk⊥(z
′) +
∑
α=L,R
δz′zα Rzα
∑
k⊥
vαk⊥
[
gαkk⊥(z)
]∗
,
(A10)
i∂tg
α
kk⊥(z) =
(
εαk + t
α
k⊥
)
gαkk⊥(z)−R∗z+1Rz gαkk⊥(z + 1)−R∗z−1Rz gαkk⊥(z − 1) + vαk⊥ Rzα Gk(zα, z)
−
∑
α′=L,R
δzα′ ,z
∑
k⊥
vαk⊥ Rzα′ G
αα′
kk⊥k′⊥
,
(A11)
i∂tG
αα′
kk⊥k′⊥
=
(
tαk⊥ − tα
′
k′⊥
)
Gαα
′
kk⊥k′⊥
− vα′k′⊥ R
∗
zα′ g
α
kk⊥(z)− vαk⊥ Rzα′
[
gα
′
kk′⊥
(z)
]∗
. (A12)
The set of differential equations, composed by Eqs. (A10-
A12) and A1, completely determines the dynamics within
the time dependendent Gutzwiller and it is solved using
a standard 4−th order implicit Runge-Kutta method.46
We mention that this strategy for the solution of the
Gutzwiller dynamics correspond to a discretization of the
semi-infinite metallic leads. In principle, the latter can
be integrated-out exactly at the cost of solving the dy-
namics for the lesser(<) and greater(>) component of the
Keldysh Greens’ function on the whole two times (t, t′)-
plane. However, such a route can be extremly costly
from a computational point of view and restric the sim-
ulations to small evolution times. We explicitly checked
that the dynamics using the above leads discretization
coincides with the dynamics obtained with the two time
(t, t′)-plane evolution, up to times for which finite size ef-
fects occour. The latter can be however pushed far away
with respect to the maximum times reachable within the
two time (t, t′)-plane evolution.
Appendix B: Landau-Zener stationary tunneling
within the Gutzwiller approximation
We believe it is instructive to explicitly show how
the Landau-Zener stationary tunnelling across the Mott-
Hubbard gap in the presence of a voltage drop trans-
lates into the language of the TDG approximation. Here,
the gap and the voltage bias are actually absorbed into
layer-dependent hopping renormalization factors Rz(t)
so that, an electron entering the Mott insulating slab
from the metal lead translates into a free quasiparticle
with hopping parameters that decay exponentially inside
the insulator. In other words, quasiparticles within the
Gutzwiller approximation do not experience a tunneling
barrier in the insulating side but rather an exponentially
growing mass.
From this viewpoint, the living layer that appears at
the metal-Mott insulator interface can be legitimately
regarded as the evanescent wave yielded by tunnelling
across the Mott-Hubbard gap. Such a correspondence
can be made more explicit following Ref. 37 and its Sup-
plemental Material.
Specifically, we shall consider a single metal-Mott in-
sulator interface at equilibrium, with the metal and the
Mott insulator confined in the regions z < 0 and z ≥ 0,
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respectively. The new ingredient that we add with re-
spect to Ref. 37 is an electrochemical potential µ(z),
which is constant and for convenience zero on the metal
side, i.e. µ(z < 0) = 0, while finite on the insulating
side, µ(z ≥ 0) 6= 0, thus mimicking the bending of the
Mott-Hubbard side bands at the junction.
If the correlation length ξ of the Mott insulator is
much bigger that the inverse Fermi wavelength, in the
Gutzwiller approach we can further neglect as a first ap-
proximation the z-dependence of the averages of hop-
ping operators over the uncorrelated Slater determinant
|Ψ0〉.37 We can thus write the energy of the system as a
functional of the variational matrices only,
E = − 2
24L
∑
z
R(z)2 − 1
24L
∑
z
R(z)R(z + 1) +
1
2L
∑
z
U(z)
(
|Φ0(z) |2 + |Φ2(z) |2
)
− 1
L
∑
z
µ(z) δ(z), (B1)
where
R(z) =
√
2
1− δ(z)2
(
Φ1(z)
∗Φ0(z) + Φ2(z)∗ Φ1(z)
)
,
is the hopping renormalization factor, and
δ(z) =| Φ0(z) |2 − | Φ2(z) |2,
is the doping of layer z with respect to half-filling, i.e.
n(z) = 1 − δ(z). We have chosen units such that the
Mott transition occurs at U = 1, so that U(z < 0) =
Umetal  1 on the metal side, and U(z ≥ 0) = U & 1 on
the insulating one.
The minimum of E in Eq. (B1) can be always found
with real parameters Φn(z), so that, since
Φ0(z)
2 + Φ1(z)
2 + Φ2(z)
2 = 1,
there are actually two independent variables per layer.
We can always choose these variables as R(z) ∈ [0, 1]
and δ(z) ∈ [−1, 1], in which case
| Φ0(z) |2 + | Φ2(z) |2 = 1
2
(
Ξ
[
R(z), δ(z)
]
+
δ(z)2
Ξ
[
R(z), δ(z)
]),
where
Ξ
[
R(z), δ(z)
]
= 1−
√
1−R(z)2
√
1− δ(z)2
' 1−
√
1−R(z)2 + δ(z)
2
2
√
1−R(z)2,
the last expression being valid for small doping. Mini-
mizing E in Eq. (B1) with respect to δ(z) leads to
δ(z) ' 4µ(z)
U
1−
√
1−R(z)2
1 +R(z)2 +
√
1−R(z)2
, (B2)
for z ≥ 0, and δ(z) = 0 for z < 0.
Through Eq. (B2) we find an equation for R(z) in the
insulating side z ≥ 0 that, after taking the continuum
limit, reads
∂2R(z)
∂z2
= − ∂
∂R(z)
V
[
R(z), z
]
, (B3)
which looks like a classical equation of motion with z
playing the role of time t, R(z) that of the coordinate
q(t), and V that of a time-dependent potential
V
(
q, t
)
= −6U
(
1−
√
1− q2
)
+ 3q2
+
48µ(t)2
U
1−
√
1− q2
1 + q2 +
√
1− q2
. (B4)
On the metallic side R(z < 0) ' Rmetal ' 1, so that
the role of the junction is translated into appropriate
boundary conditions at z = 0.
Far inside the insulator, R(z) 1 and we can expand
V
[
R(z), z
]
'
(
−3U + 3 + 24 µ(z)
2
U
)
R(z)2,
so that the linearized equation reads
∂2R(z)
∂z2
=
[
6U − 6− 48
U
µ(z)2
]
R(z), (B5)
for z > 0, while, in the metal side, z < 0, where R(z) is
approximately constant,
∂2R(z)
∂z2
= 0. (B6)
Equations (B5) and (B6) can be regarded as the
Shrœdinger equation of a zero-energy particle imping-
ing on a potential barrier at z ≥ 0. Within the WKB
approximation, the transmitted wavefunction at z reads
R(z) ∝ exp
(
−
∫ z∗
0
dζ
√
6U − 6− 48
U
µ(ζ)2
)
, (B7)
where, assuming a monotonous µ(ζ), the upper limit of
integration is z∗ = z if 8µ(z)2 ≤ U (U − 1) otherwise is
the turning point, i.e. z∗ such that 8µ(z∗)2 = U (U − 1).
Let us for instance take µ(z) = E z, which corresponds
to a constant electric field. In this case
|E| z∗ =
√
U(U − 1)
8
, (B8)
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so that the transmission probability
|R(z > z∗)|2 ∼ exp
(
− Eth
E
)
, (B9)
where the threshold field
Eth =
pi
2
√
U
48
ξ−2, (B10)
with the definition of the correlation length ξ−1 =√
6(U − 1) of Ref. 37.
We observe that Eq. (B9) has exactly the form pre-
dicted by the Zener tunnelling in a semiconductor upon
identifying
Eg
√
m∗Eg
~2
∼ U − Uc, (B11)
where Eg is the semiconductor gap, m∗ the mass param-
eter and Uc the dimensional value of the interaction at
the Mott transition.
1. Growth of the living layer
The same approximate approach just outlined can be
also extended away from equilibrium. We shall here con-
sider the simple case of constant and vanishing electro-
chemical potential µ(z) = 0. We need to find the saddle
point of the action
S =
∫
dt i
2∑
n=0
∑
z
Φn(z, t)
∗ Φ˙n(z, t) − E(t), (B12)
where E(t) is the same functional of Eq. (B1) where
now all parameters Φn(z, t) are also time dependent. At
µ(z) = 0 we can set
Φ0(z, t) = Φ2(z, t) =
1√
2
eiφ(z,t) sin
θ(z, t)
2
, (B13)
Φ1(t) = cos
θ(z, t)
2
, (B14)
so that the equations of motion read
sin θ(z, t) φ˙(z, t) = −2 ∂E
∂θ(z, t)
, (B15)
sin θ(z, t) θ˙(z, t) = 2
∂E
∂φ(z, t)
. (B16)
Upon introducing the parameters
σx(z, t) = sin θ(z, t) cosφ(z, t), (B17)
σy(z, t) = sin θ(z, t) sinφ(z, t), (B18)
σz(z, t) = cos θ(z, t), (B19)
where σx(z, t) = R(z, t) is the time dependent hopping
renormalizaton, the equations of motion can be written
as
σ˙x(z, t) = −2σy(z, t) ∂E
∂σz(z, t)
=
U
2
σy(z, t), (B20)
σ˙y(z, t) = 2σx(z, t)
∂E
∂σz(z, t)
− 2σz(z, t) ∂E
∂σx(z, t)
= −U
2
σx(z, t)− 2σz(z, t) ∂E
∂σx(z, t)
, (B21)
σ˙z(z, t) = 2σy(z, t)
∂E
∂σx(z, t)
, (B22)
where
∂E
∂σx(z, t)
= −1
6
σx(z, t)− 1
24
(
σx(z + 1, t) + σx(z − 1, t)
)
' −1
4
σx(z, t)− 1
24
∂2σx(z, t)
∂z2
. (B23)
The Eqs. (B20)–(B22) show that the Gutzwiller equa-
tions of motion actually coincide to those of a Ising model
in a transverse field treated within mean-field, as origi-
nally observed in Ref. 28.
Inside the Mott insulating slab we can safely assume
σz(z, t) ∼ 1 and obtain the equation for R(z, t) = σx(z, t)
R¨(z, t) = −U
4
(
U − 1)R(z, t) + U
24
∂2R(z, t)
∂z2
, (B24)
which is the time dependent version of Eq. (B5) and is
just a Klein-Gordon equation
1
c2
R¨−∇2R+m2 c2R = 0, (B25)
with light velocity c and mass m given by
c2 = U/24, (B26)
m2 c2 = 6
(
U − 1) = ξ−2. (B27)
In dimensionless units
z
ξ
→ z, ct
ξ
→ t.
Eq. (B25) reads
R¨−∇2R+R = 0. (B28)
Let us simulate the growth of the ”living layer” by
a single metal-Mott insulator interface and absorb the
role of the metal into an appropriate boundary condition
for the surface z = 0 of the Mott insulator side z ≥
0. Specifically, we shall assume that initially R(z, 0) =
R0(z), with R0(0) = R0 > 0 and R0(z → ∞) = 0,
as well as that, at any time t, the value of R(z, t) at
the surface remains constant, i.e. R(0, t) = R0, ∀t. We
denote as R∗(z) the stationary solution of Eq. (B28) with
the boundary condition R∗(0) = R0, that is
R∗(z) = R0 e−z. (B29)
One can readily obtain a solution of Eq. (B28) satisfying
all boundary condition, which, after defining
φ(x) = R0(x)−R∗(x), (B30)
reads
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R(z, t) = R∗(z) +
φ(z + t) + θ(z − t)φ(z − t)− θ(t− z)φ(t− z)
2
(B31)
− t
2
∫ t
−t
dx
J1
(√
t2 − x2
)
√
t2 − x2
[
θ(x+ z)φ(x+ z)− θ(x− z)φ(x− z)
]
,
where J1(x) is the first order Bessel function. We observe
that for very long times R(z, t → ∞) → R∗(z), namely
the solution evolves into a steady state that corresponds
to the equilibrium evanescent wave with the appropriate
boundary condition. Moreover, Eq. (B31) also shows a
kind of light-cone effect compatible with the full evolution
that takes into account also the dynamics of the Slater
determinant, which we have neglected to get Eq. (B28).
In fact, the missing Slater determinant dynamics is the
reason why the initial exponential growth is not captured
by Eq. B31, which thence has to be rather regarded as
an asymptotic description valid only at long time and
distances.
Another possible boundary condition is to impose that
∂zR(z, t) remains constant at z = 0, rather than its value.
In this case, if
A = −∂R(z, 0)
∂z z=0
= −∂R0(z)
∂z z=0
, (B32)
then we must take R∗(z) = A e−z and still φ(x) =
R0(x)−R∗(x) so that the solution reads
R(z, t) = R∗(z) +
φ(z + t) + θ(z − t)φ(z − t) + θ(t− z)φ(t− z)
2
(B33)
− t
2
∫ t
−t
dx
J1
(√
t2 − x2
)
√
t2 − x2
[
θ(x+ z)φ(x+ z) + θ(x− z)φ(x− z)
]
.
Also in this case R(z, t) evolves towards a stationary value that, in dimensional units, reads
R(z, t→∞) = Aξ e−z/ξ, (B34)
hence growths exponentially at fixed A and z as the Mott
transition is approached.
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