There is an undeniable communication barrier between deaf people and people with normal hearing ability. Although innovations in sign language translation technology aim to tear down this communication barrier, the majority of existing sign language translation systems are either intrusive or constrained by resolution or ambient lighting conditions. Moreover, these existing systems can only perform single-sign ASL translation rather than sentence-level translation, making them much less useful in daily-life communication scenarios. In this work, we fill this critical gap by presenting DeepASL, a transformative deep learning-based sign language translation technology that enables ubiquitous and non-intrusive American Sign Language (ASL) translation at both word and sentence levels. DeepASL uses infrared light as its sensing mechanism to non-intrusively capture the ASL signs. It incorporates a novel hierarchical bidirectional deep recurrent neural network (HB-RNN) and a probabilistic framework based on Connectionist Temporal Classification (CTC) for word-level and sentence-level ASL translation respectively. To evaluate its performance, we have collected 7, 306 samples from 11 participants, covering 56 commonly used ASL words and 100 ASL sentences. DeepASL achieves an average 94.5% word-level translation accuracy and an average 8.2% word error rate on translating unseen ASL sentences. Given its promising performance, we believe DeepASL represents a significant step towards breaking the communication barrier between deaf people and hearing majority, and thus has the significant potential to fundamentally change deaf people's lives.
INTRODUCTION
In the United States, there are over 28 million people considered deaf or hearing disabled [2] . American Sign Language, or ASL in short, is the primary language used by deaf people to communicate with others [3] . Unfortunately, very few people with normal hearing understand sign language. Although there are a few methods for aiding a deaf person to communicate with people who do not understand sign language, such as seeking help from a sign language interpreter, writing on paper, or typing on a mobile phone, each of these methods has its own key limitations in terms of cost, availability, or convenience. As a result, there is an undeniable communication barrier between deaf people and hearing majority.
At the heart of tearing down this communication barrier is the sign language translation technology. Sign language is a language like other languages but based on signs rather than spoken words. A sign language translation system uses sensors to capture signs and computational methods to map the captured signs to English. Over the past few decades, although many efforts have been made, sign language translation technology is still far from being practically useful. Specifically, existing sign language translation systems use motion sensors, Electromyography (EMG) sensors, RGB cameras, Kinect sensors, or their combinations [10, 11, 28, 40, 46] to capture signs. Unfortunately, these systems are either intrusive where sensors have to be attached to fingers and palms of users, lack of resolutions to capture the key characteristics of signs, or significantly constrained by ambient lighting conditions or backgrounds in real-world settings. More importantly, existing sign language translation systems can only translate a single sign at a time, thus requiring users to pause between adjacent signs. These limitations significantly slow down face-to-face conversations, making those sign language translation systems much less useful in daily-life communication scenarios.
In this paper, we present DeepASL, a transformative deep learningbased sign language translation technology that enables non-intrusive ASL translation at both word and sentence levels. DeepASL can be embedded inside a wearable device, a mobile phone, a tablet, a laptop, a desktop computer, or a cloud server to enable ubiquitous sign language translation. As such, DeepASL acts as an always-available virtual sign language interpreter, which allows deaf people to use their primary language to communicate with the hearing majority in a natural and convenient manner. As an example, Figure 1 illustrates an envisioned scenario where DeepASL is in the form of a wearable device, enabling a deaf person and a hearing individual who does not understand ASL to use their own primary languages to communicate with each other face to face. Specifically, from one side, DeepASL translates signs performed by the deaf person into spoken English; from the other side, DeepASL leverages the speech recognition technology to translate English spoken from the hearing individual into text, and projects the text through a pair of augmented reality (AR) glasses for the deaf person to read. DeepASL uses Leap Motion [4] -an infrared light-based sensing device that can extract the skeleton joints information of fingers, palms and forearms -to non-intrusively capture the ASL signs performed by a deaf person. By leveraging the extracted skeleton joints information, DeepASL achieves word and sentence-level ASL translation via three innovations. First, DeepASL leverages domain knowledge of ASL to extract the key characteristics of ASL signs buried in the raw skeleton joints data. Second, DeepASL employs a novel hierarchical bidirectional deep recurrent neural network (HB-RNN) to effectively model the spatial structure and temporal dynamics of the extracted ASL characteristics for word-level ASL translation. Third, DeepASL adopts a probabilistic framework based on Connectionist Temporal Classification (CTC) [19] for sentence-level ASL translation. This eliminates the restriction of pre-segmenting the whole sentence into individual words, and thus enables translating the whole sentence end-to-end directly without requiring users to pause between adjacent signs. Moreover, it enables DeepASL to translate ASL sentences that are not included in the training dataset, and hence eliminates the burden of collecting all possible ASL sentences.
Summary of Experimental Results:
We have conducted a rich set of experiments to evaluate the performance of DeepASL in three aspects: 1) ASL translation performance at both word level and sentence level; 2) robustness of ASL translation under various real-world settings; and 3) system performance in terms of runtime, memory usage and energy consumption. Specifically, to evaluate the ASL translation performance, we have collected 7, 306 samples from 11 participants, covering 56 commonly used ASL words and 100 ASL sentences. To evaluate the robustness, we have collected 1, 178 samples under different ambient lighting conditions, body postures when performing ASL, and scenarios with in-the-scene interference and multi-device interference. To evaluate the system performance, we have implemented DeepASL on three platforms with different computing power: 1) a desktop equipped with an Intel i7-4790 CPU and a Nvidia GTX 1080 GPU (desktop CPU and GPU), 2) a Nvidia Jetson TX1 mobile development board equipped with an ARM Cortex-A57 CPU and a Nvidia Tegra X1 GPU (mobile CPU and GPU), and 3) a Microsoft Surface Pro 4 tablet equipped with an Intel i5-6300 CPU (tablet CPU). Our results show that:
• At the word level, DeepASL achieves an average 94.5% translation accuracy. At the sentence level, DeepASL achieves an average 8.2% word error rate on translating unseen ASL sentences and an average 16.1% word error rate on translating ASL sentences performed by unseen users.
• DeepASL achieves more than 91.8% word-level ASL translation accuracy in various ambient lighting conditions, body postures, and interference sources, demonstrating its great robustness in real-world daily communication scenarios.
• DeepASL achieves 282 ms in runtime performance in the worstcase scenario across three platforms for both word-level and sentence translation. It also demonstrates the capability of supporting enough number of inferences for daily usage on both mobile and tablet platforms.
Summary of Contributions:
The development of sign language translation technology dates back to the beginning of 90s [44] . However, due to the limitations in both sensing technology and computational methods, limited progress has been made over the decades. The innovative solution provided by DeepASL effectively addresses those limitations, and hence represents a significant contribution to the advancement of sign language translation technology. Moreover, the development of DeepASL enables a wide range of applications. As another contribution of this work, we have designed and developed two prototype applications on top of DeepASL to demonstrate its practical value. According to World Health Organization (WHO), there are an estimated 360 million people worldwide having disabling hearing loss [6] . While the focus of this paper is on American sign language translation, since our approach is generic at modeling signs expressed by hands, it can be leveraged for developing sign language translation technologies for potentially any of the three hundred sign languages in use around the world [7] . Given its promising performance, we believe DeepASL represents a significant step towards breaking the communication barrier between deaf people and hearing majority, and thus has the significant potential to fundamentally change deaf people's lives.
BACKGROUND, STATE-OF-THE-ART, AND DESIGN CHOICE

Characteristics of ASL
ASL is a complete and complex language that mainly employs signs made by moving the hands [23] . Each individual sign is characterized by three key sources of information: 1) hand shape, 2) hand movement, and 3) relative location of two hands [23, 29] . It is the combination of these three key characteristics that encodes the meaning of each sign. As an example, Figure 2 illustrates how these three characteristics altogether encode the meaning of two ASL signs: "small" and "big". Specifically, to sign "small", one starts with holding both hands in front of her with fingers closed (i.e., hand shape), and then moves two hands towards each other (i.e., hand movement and relative location). In comparison, to sign "big", one starts with extending the thumb and index fingers to form a slightly bent 'L' shape (i.e., hand shape), and then moves two hands away from each other (i.e., hand movement and relative location). Figure 2 : Illustration on how hand shape, hand movement, and relative location of two hands altogether encodes the meaning of two ASL signs: "small" and "big".
It is worthwhile to note that, for illustration purpose, we have selected two of the most distinctive ASL signs to explain the characteristics of ASL. In fact, there are many ASL signs that involve very subtle differences in the three key characteristics mentioned above. Moreover, in real-world scenarios, ASL signs can be expressed under various conditions such as bright vs. poor lighting conditions, walking vs. standing; and indoor vs. outdoor environments. It is the subtle differences and the real-world factors altogether that makes the task of ASL translation challenging.
State-of-the-Art ASL Translation Systems
Based on the sensing modality the system uses, existing ASL translation systems can be generally grouped into four categories: 1) wearable sensor-based, 2) Radio Frequency (RF)-based, 3) RGB camerabased, and 4) Kinect-based systems. However, each of them has fundamental limitations that prevent it from being practically useful for translating ASL in daily life scenarios. Specifically, wearable sensor-based systems [8, 24-28, 36, 42, 46] use motion sensors (accelerometers, gyroscopes), EMG sensors, or bend sensors to capture the movements of hands, muscle activities, or bending of fingers to infer the performed signs. However, wearable sensor-based systems require attaching sensors to a user's fingers, palms, and forearms. This requirement makes them very intrusive and impractical for daily usage. RF-based systems [32] use wireless signals as a sensing mechanism to capture hand movements. Although this contactless sensing mechanism minimizes the intrusiveness to users, wireless signals have very limited resolutions to "see" the hands. RGB camera-based systems [10, 40, 47] , on the other hand, are capable of capturing rich information about hand shape and hand movement without instrumenting users. However, they fail to reliably capture those information in poor lighting conditions or generally uncontrolled backgrounds in real-world scenarios. Moreover, the videos/images captured may be considered invasive to the privacy of the user and surrounding bystanders. Finally, although Kinectbased systems overcome the lighting and privacy issues of the RGB camera-based systems by only capturing the skeleton information of the user body and limbs [11, 12] , they do not have enough resolution to capture the hand shape information, which plays a critical role on decoding the sign language.
Design Choice
In the design of DeepASL, we use Leap Motion as our sensing modality to capture ASL signs [4] . Leap Motion overcomes the fundamental limitations of existing technologies and is able to precisely capture the three key characteristics of ASL signs under real-world scenarios in a non-intrusive manner. Specifically, Leap Motion uses infrared light as its sensing mechanism. This not only enables it to capture the signs in a contactless manner but also makes it "see" the signs in poor lighting conditions. Moreover, Leap Motion is able to extract skeleton joints of the fingers, palms and forearms from the raw infrared images. This preserves the privacy of the user and bystanders, and more importantly, provides enough resolution to precisely capture hand shape as well as hand movements and locations. As an example, Figure 3 illustrates how the ASL signs of two words "small" and "big" are precisely captured by the temporal sequence of skeleton joints of the fingers, palms and forearms. To sum up, Table 1 compares Leap Motion with other sensing modalities used in existing sign language translation systems. As listed, Leap Motion has shown its superiority over other sensing modalities on capturing the three key characteristics of ASL signs in a non-intrusive manner without the constraint of ambient lighting condition. We leverage this superiority in the design of DeepASL. 
CHALLENGES AND OUR SOLUTIONS
Although Leap Motion has shown its superiority over other sensing modalities on capturing key characteristics of ASL signs, there is a significant gap between the raw skeleton joints data and the translated ASL. In this section, we describe the challenges on transforming the raw skeleton joints data into translated ASL at both word and sentence levels. We also explain how DeepASL effectively addresses those challenges.
ASL Characteristics Extraction: Leap Motion is not designed for ASL translation. Although Leap Motion captures the skeleton joints of the fingers, palms and forearms, the key information that characterizes ASL signs (i.e., hand shape, hand movement, and relative location of two hands) is still buried in the raw skeleton joints data.
To address this challenge, we leverage domain knowledge of ASL to extract spatio-temporal trajectories of ASL characteristics from the sequence of skeleton joints during signing, and develop models upon the extracted ASL characteristics for ASL translation.
ASL Characteristics Organization:
The extracted ASL characteristics are isolated and unorganized, and thus can not be directly used for ASL translation. This problem is exacerbated when the number of ASL signs to be translated scales up. To address this challenge, we propose a hierarchical model based on deep recurrent neural network (RNN) that effectively integrates the isolated low-level ASL characteristics into an organized high-level representation that can be used for ASL translation.
Similarity between Different Signs: Although each ASL sign is uniquely characterized by its ASL characteristics trajectories, many ASL signs share very similar characteristics at the beginning of their trajectories (see Figure 4 as an example). This similarity confuses traditional RNN which is based on a unidirectional architecture. This is because the unidirectional architecture can only use the past information at each time point in the trajectory to infer the sign being performed. To address this challenge, we propose a bidirectional RNN model which performs inference at each point of the trajectory based on both past and future trajectory information.
With the global view of the entire trajectory, our bidirectional RNN model is able to achieve better ASL translation performance. ASL Sentence Translation: To translate ASL sentences, existing sign language translation technologies adopt a framework which requires pre-segmenting individual words within the sentence. However, this framework restricts sign language translation technologies to translate one single sign at a time and thus requires users to pause between adjacent signs when signing one sentence. To address this challenge, we propose to adopt a framework based on Connectionist Temporal Classification (CTC) that computes the probability of the whole sentence directly, and therefore, removes the requirement of pre-segmentation.
ASL Characteristics Extraction
To the best of our knowledge, DeepASL is the first ASL translation framework that addresses these challenges and achieves accurate ASL translation performance at word and sentence levels. Figure 5 provides an overview of the multi-layer system architecture of DeepASL. Specifically, at the first layer, a temporal sequence of 3D coordinates of the skeleton joints of fingers, palms and forearms is captured by the Leap Motion sensor during signing. At the second layer, the key characteristics of ASL signs including hand shape, hand movement and relative location of two hands are extracted from each frame of the sequence, resulting in a number of spatio-temporal trajectories of ASL characteristics. At the third layer, DeepASL employs a hierarchical bidirectional deep recurrent neural network (HB-RNN) that models the spatial structure and temporal dynamics of the spatio-temporal trajectories of ASL characteristics for word-level ASL translation. Finally, at the top layer, DeepASL adopts a CTC-based framework that leverages the captured probabilistic dependencies between words in one complete sentence and translates the whole sentence end-to-end without requiring users to pause between adjacent signs. In the next section, we describe the design of DeepASL in details.
SYSTEM OVERVIEW
SYSTEM DETAILS 5.1 ASL Characteristics Extraction
The skeleton joints data provided by the Leap Motion sensor is noisy in its raw form. As our first step, we apply a simple Savitzky-Golay filter [37] to improve the signal to noise ratio of the raw skeleton joints data. We select the Savitzky-Golay filter because of its effectiveness in smoothing skeleton joints data [16, 48] . Specifically, let
..,T } denote the t-th frame of the temporal sequence of the 3D coordinates of the skeleton joints of fingers, palms and forearms of a single ASL sign, where x, y, z denote the 3D coordinates of the skeleton joints, i is the hand index, j is the skeleton joint index (see Figure 6 for the skeleton joints tracked by the Leap Motion sensor), t is the frame index, N denotes the total number of skeleton joints in one hand, and T denotes the total number of frames included in the temporal sequence. The Savitzky-Golay filter is designed as
(1) where J i, j,t denotes the smoothed 3D coordinates of the skeleton joints in the t-th frame. Based on the smoothed temporal sequence of the skeleton joints data, we extract the key characteristics of ASL signs including hand shape, hand movement and relative location of two hands from each frame of the sequence. Specifically, since hand shape is independent of the absolute spatial location of the hand and is characterized by the relative distances among skeleton joints of palm and fingers, we extract hand shape information of both left and right hands by zerocentering the palm center of the right hand and then normalizing the 3D coordinates of the skeleton joints to it as
By doing this, the information of the relative location of the left hand to the right hand is also encoded in S i=l e f t, j,t . Lastly, we extract hand movement information of both left and right hands as the spatial displacement of each skeleton joint between two consecutive frames defined as
Taken together, the ASL characteristics extracted from each frame of the temporal sequence of 3D coordinates of the skeleton joints result in four spatio-temporal ASL characteristics trajectories that capture information related to: 1) right hand shape, 2) right hand movement, 3) left hand shape (it also encodes the information of the relative location of the left hand to the right hand), and 4) left hand movement, respectively. We denote them as S r iдht , M r iдht , S l ef t , and M l ef t accordingly.
Word-Level ASL Translation
In this section, we first provide the background knowledge of bidirectional recurrent neural network (B-RNN) and Long Short-Term Memory (LSTM) to make the paper self-contained. We then describe our proposed hierarchical bidirectional deep recurrent neural network (HB-RNN) which is designed upon B-RNN and LSTM for single-sign word-level ASL translation. Finally, we describe the architectures of four comparative models that we use to validate the design choice of our proposed model.
A Primer on Bidirectional RNN and LSTM.
RNN is a powerful model for sequential data modeling [18] . It has been widely used and has shown great success in many important tasks such as speech recognition [20] , natural language processing [39] , language translation [41] , and video recognition [15] . Specifically, given an input temporal sequence x = (x 1 , x 2 , ..., x T ), where in our case x t is the t-th frame of the spatio-temporal ASL characteristics trajectories, the hidden states of a recurrent layer h = (h 1 , h 2 , ..., h T ) and the output y = (y 1 , y 2 , ..., y T ) of a RNN can be obtained as:
where W xh , W hh , and W ho are connection weight matrices, b h and b o are bias values, and θ h and θ y are activation functions. The RNN model described above only contains a single recurrent hidden layer and is unidirectional. One limitation of the unidirectional RNN is that it could only look backward and thus can only access the past information at each time point in the temporal sequence for inference. In the context of sign language translation, this limitation could cause translation errors when different signs share very similar characteristics at the beginning of the signs. To address this limitation, we propose to use bidirectional RNN (B-RNN) [38] as the building block in our design. Figure 7 illustrates the network architecture of a B-RNN. As shown, B-RNN has two separate recurrent hidden layers, with one pointing backward (i.e., backward layer) and the other pointing forward (i.e., forward layer). As such, a B-RNN can look both backward and forward, and can thus utilize both the past and future information at each time point in the temporal sequence to infer the sign being performed.
The recurrent structure of RNN enables it to learn complex temporal dynamics in the temporal sequence. However, it can be difficult to train a RNN to learn long-term dynamics due to the vanishing and exploding gradients problem [21] . To solve this problem, Long Short-Term Memory (LSTM) [22] was invented which enables the network to learn when to forget previous hidden states and when to update hidden states given new input. This mechanism makes LSTM very efficient at capturing the long-term dynamics. Given this advantage, we use B-RNN with LSTM architecture in our design to capture the complex temporal dynamics during signing.
Hierarchical Bidirectional RNN for Single-Sign Modeling.
Although four spatio-temporal ASL characteristics trajectories have been extracted from the raw skeleton joints data, they are isolated and at low level, and thus can not be directly used for word-level ASL translation. Therefore, we propose a hierarchical model based on bidirectional deep recurrent neural network with the LSTM architecture (HB-RNN) to integrate the isolated low-level ASL characteristics into an organized high-level representation that can be used for word-level ASL translation. Figure 8 illustrates the architecture of the proposed HB-RNN model. At a high level, our HB-RNN model takes the four spatiotemporal ASL characteristics trajectories as its input, extracts the spatial structure and the temporal dynamics within the trajectories, and combines them in a hierarchical manner to generate an integrated high-level representation of a single ASL sign for wordlevel ASL translation. As shown, our HB-RNN model consists of seven layers including three B-RNN layers (bl 1,2,3 ), two fusion layers (f l 1,2 ), one fully connected layer (f c), and one softmax layer (sm). Each of these layers has different structure and thus plays different role in the whole model. Specifically, in the bl 1 layer, the four spatio-temporal ASL characteristics trajectories that capture information related to the right hand shape (S r iдht ), right hand movement (M r iдht ), left hand shape (S l e f t ), and left hand movement (M l e f t ) are fed into four separate B-RNNs. These B-RNNs capture the spatial structure among skeleton joints and transform the low-level ASL characteristics into new representations of right hand shape, right hand movement, left hand shape, and left hand movement in both forward layer − → h and backward layer ← − h . In the fusion layer f l 1 , we concatenate the newly generated representations of right (left) hand shape and right (left) hand movement
and feed the two concatenations into two B-RNNs in the bl 2 layer separately to obtain an integrated representation of the right (left) hand. Similarly, the two newly generated right and left hand representations are further concatenated together in the fusion layer f l 2 denoted as R t bl 2
. This concatenation is then fed into the B-RNN in the bl 3 layer to obtain a high-level representation in both forward layer and backward layer (denoted as
)) that integrates all the ASL characteristics of a single sign. Finally, we connect
) to the fully connected layer f c. The output of f c is summed up across all the frames in the temporal sequence and then normalized by the softmax function in the softmax layer sm to calculate the predicted word class probability given a sequence J :
where C denotes the total number of ASL words in the dictionary. By accumulating results and normalizing across all the frames, our model is able to make inference based on the information of the entire sequence. More importantly, it allows our model to handle ASL signs that have different sequence lengths as well as sequence length variation caused by signing speed.
Comparative Models.
To validate the design choice of our proposed HB-RNN model, we construct four comparative models as follows:
• HB-RNN-M: a hierarchical bidirectional RNN model with hand movement information only. We compare this model with HB-RNN to prove the importance of the hand shape information.
• HB-RNN-S: a hierarchical bidirectional RNN model with hand shape information only. We compare this model with HB-RNN to prove the importance of the hand movement information.
• SB-RNN: a simple bidirectional RNN model without hierarchical structure. We compare this model with HB-RNN to prove the importance of the hierarchical structure.
• H-RNN: a hierarchical unidirectional RNN model with forward recurrent layer only. We compare this model with HB-RNN to prove the significance of the bidirectional connection.
The parameters of the proposed HB-RNN model as well as the four comparative models are listed in Table 2 .
Sentence-Level ASL Translation
In daily-life communication, a deaf person does not sign a single word but a complete sentence at a time. Although the HB-RNN model described in the previous section is capable of transforming the low-level ASL characteristics into a high-level representation for word-level translation, when translating a complete ASL sentence, HB-RNN still requires pre-segmenting the whole sentence into individual words and then connecting every translated word into a sentence in the post-processing. This is not only complicated but
Category
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One-Hand ASL Words also requires users to pause between adjacent signs when signing one sentence, which is not practical in daily-life communication.
To address this problem, we propose a probabilistic approach based on Connectionist Temporal Classification (CTC) [19] for sentence-level ASL translation. CTC is the key technique that drives the modern automatic speech recognition systems such as Apple Siri and Amazon Alexa [31] . It eliminates the necessity of word pre-segmentation and post-processing, allowing end-to-end translation of a whole sentence. Inspired by its success on sentence-level speech recognition, we propose a CTC-based approach that can be easily built on top of the HB-RNN model described in the previous section for sentence-level ASL translation. Specifically, to realize sentence-level ASL translation based on CTC, we make the following modifications on HB-RNN:
• Let V denote the ASL word vocabulary. We add a blank symbol {blank } into the ASL word vocabulary:
Essentially, this blank symbol enables us to model the transition from one word to another within a single sentence.
• We increase the capacity of the RNN layers (i.e., bl 1 , bl 2 and bl 3 ) in HB-RNN to 2 × 4 × 32, 2 × 2 × 64, and 2 × 1 × 128, respectively (see Table 2 for the format definition). This is because ASL sentences are more complex than ASL words and thus require more parameters for modeling.
• Since an ASL sentence consists of multiple signs, we replace the softmax layer in HB-RNN which computes the probability of a single sign with a new softmax layer which computes the probabilities of a sequence of multiple signs.
• Based on the modified softmax layer, the probabilities of all the possible sentences formed by the word included in V can be computed. Given those probabilities, we compute the probability of a target label sequence by marginalizing over all the sequences that are defined as equivalent to this sequence. For example, the label sequence ′ SL ′ is defined as equivalent to the label sequences ′ SSL ′ , ′ SLL ′ , ′ S L ′ or ′ SL ′ , where ′ ′ denotes the blank symbol {blank}. This process not only eliminates the need for word pre-segmentation and post-processing but also addresses variable-length sequences.
• Finally, we delete adjacent duplicate labels and remove all the blank symbols in the inferred label sequence to derive the translated sentence.
With all the above modifications, the end-to-end sentence-level ASL translation is achieved.
EVALUATION 6.1 Experimental Setup
Dataset Design.
To evaluate the translation performance of DeepASL at both word and sentence levels as well as its robustness under real-world settings, we have designed and collected three datasets: 1) ASL Words Dataset; 2) ASL Sentences Dataset; and 3) In-the-Field Dataset.
ASL Words Dataset:
Since it is impossible to collect all the words in the ASL vocabulary, we target ASL words that are representative of each category of the ASL vocabulary. In particular, we have selected 56 ASL words from five word categories: pronoun, noun, verb, adjective and adverb. 
ASL Sentences Dataset:
We have followed the dataset design methodology used in Google's LipNet (i.e., sentence-level lipreading) [9] to design our ASL Sentences Dataset. Specifically, we design the ASL sentences by following a simple sentence template: subject (4) + predicate (4) + attributive (4) + object (4) , where the superscript denotes the number of word choices for each of the four word categories, which are designed to be {I, you, mother , who}, {dontwant, like, want, need}, {biд, small, cold, more} and {time, f ood, drink, clothes}, respectively. Based on this sentence template, a total of 256 possible sentences can be generated. Out of these 256 sentences, we hand picked 100 meaningful sentences that people would use in daily communication. Example meaningful sentences are "I need more food" and "Who want cold drink".
In-the-Field Dataset: In daily life, deaf people may need to use ASL to communicate with others under various real-world settings. We consider three common real-world factors that can potentially affect the ASL translation performance: 1) lighting conditions, 2) body postures; and 3) interference sources. For lighting conditions, we collected data from both indoor poor lighting scenario and outdoor bright sunlight scenario. For body postures, we collected data when signs are performed while the signer stands or walks. For interference sources, we considered two interference sources: people and device. In terms of people interference, data was collected while another person stands in front of Leap Motion with both of her hands appearing in the viewing angle of the Leap Motion sensor. This setup simulates the communication scenario between a deaf person and a normal hearing person. In terms of device interference, data was collected while another person is wearing Leap Motion standing near the user. This setup simulates the communication scenario where there are more than one person using DeepASL.
Participants.
Our study is approved by IRB. Due to the IRB constraint, we could only recruit people with normal hearing ability to participate in the study. We recruited 11 participants and hosted an 3-hour tutorial session to teach them how to perform the target ASL signs using online ASL tutorial videos. The 11 participants (four female) are between 20 to 33 (µ = 24.2) years old, weighted between 49 kg to 86 kg (µ = 74 kg) and are between 155 cm to 185 cm tall (µ = 173 cm). Table 4 summarizes the amount of data collected in the three datasets. Specifically, for ASL Words Dataset, we collected 56 ASL words with 10 (±3) samples of each word from each of the 11 participants. In total, 3, 068 and 3, 372 samples of one-hand and two-hand ASL words were collected, respectively. For ASL Sentences Dataset, we randomly collected 80 (±3) out of the 100 meaningful sentences from each of the 11 participants. In total, 866 sentences were collected. For In-the-Field Dataset, for each of the six scenarios, we randomly selected 25 out of the 56 ASL words and collected 3 (±1) samples of each word from three out of the 11 participants. To the best of our knowledge, our datasets are the largest and the most comprehensive datasets in the sign language translation literature [10, 14, 26, 32, 43, 47] . We use different metrics to evaluate the translation performance of DeepASL at the word and sentence levels. Specifically, at the word level, we use word translation accuracy, confusion matrix, and Top-K accuracy as evaluation metrics. At the sentence level, we use word error rate (W ER) as the evaluation metric, which is defined as the minimum number of word insertions, substitutions, and deletions required to transform the prediction into the ground truth, divided by the number of words in the ground truth. W ER is also the standard metric for evaluating sentence-level translation performance of speech recognition systems.
Summary of Datasets.
Evaluation Protocol: At both word and sentence levels, we use leave-one-subject-out cross-validation as the protocol to examine the generalization capability of DeepASL across different subjects. In addition, to evaluate the performance of DeepASL in translating unseen sentences, we randomly divide ASL sentences into ten folds, making sure that each fold contains unique sentences to the rest nine folds. We then use ten-fold cross-validation as the protocol. Figure 11 shows the average word-level ASL translation accuracy across 11 participants. Overall, DeepASL achieves an average accuracy of 94.5% on translating 56 ASL words across 11 participants. This is a very impressive result considering it is achieved based 3UHGLFWHG *URXQG7UXWK on leave-one-subject-out cross validation protocol. Further, we observe that the margin between the highest (participant#1, 98.4%) and the lowest (participant#11, 90.6%) accuracies is small. This indicates that our HB-RNN model is capable of capturing the key characteristics of ASL words. Furthermore, the standard deviation of these accuracies is as low as 2.4%, which also demonstrates the generalization capability of our model across different users.
Word-Level Translation Performance
To provide a more detailed view of the result, Figure 9 and 10 show the confusion matrices of translating 27 one-hand ASL words and 29 two-hand ASL words, respectively. As shown in Figure 9 , among all the 27 one-hand ASL words, only please (word#20) achieves 100% in both precision and recall. This is because please has very distinctive hand shape and hand movement characteristics. In contrast, hot (word#9) achieves the lowest precision of 81.1% and bad (word#21) achieves the lowest recall of 86.3%. Similarly, as shown in Figure 10 , among all the 29 two-hand ASL words, big (word#7) achieves 100% in precision and bicycle (word#19) achieves 100% in recall, whereas with (word#15) has the lowest precision of 90.7% and but (word#29) has the lowest recall of 84.3%.
The Necessity of Model Components
To validate the design choice of our proposed HB-RNN model, we compare the translation performance between HB-RNN and four comparative models introduced in section 5.2.3. To make a fair comparison, we set the number of hidden units of each model such that the total number of parameters of each model is roughly the same. We use the ASL Words Dataset to evaluate these models. Table 5 lists the evaluation results in terms of average Top-K (K = 1, 2, 3) accuracies and standard deviations across 11 participants. As listed, our proposed HB-RNN model outperforms all four comparative models across all three Top-K metrics. Specifically, our HB-RNN model achieves an 5.1%, 5.0%, 3.4% and 0.8% increase in average Top-1 accuracy over the four comparative models, respectively. This result demonstrates the superiority of our HB-RNN model over the four comparative models. It also indicates that the hand shape information, hand movement information, the hierarchical structure, as well as the bidirectional connection capture important and complimentary information about the the ASL signs. By combining these important and complimentary information, the best word-level translation performance is achieved. 6.4 Sentence-Level Translation Performance 6.4.1 Performance on Unseen Participants. We first evaluate the performance of DeepASL on translating ASL sentences using leave-one-subject-out cross-validation protocol. Figure 12 shows the results in Top-10 W ER. Specifically, the Top-1 W ER is 16.1 ± 3.7%. It indicates that for a 4-word sentence, there is only an average 0.64 words that needs either substitution, deletion or insertion. This is a very promising results considering: 1) there are 16 candidate classes (16 ASL words that construct these sentences) in each frame of the sequence; 2) we do not restrict the length or the word order of the sentence during inference and thus there is an enormous amount of possible label sequences; and 3) no language model is leveraged to help improve the performance.
Performance on Unseen Sentences.
We further conduct an experiment to evaluate the performance of DeepASL on translating unseen sentences (i.e., sentences not included in the training set). The results are illustrated in Figure 13 . Specifically, the Top-1 W ER is 8.2 ± 5.4%. This indicates that there is only an average 0.33 out of 4 words that needs substitution, deletion and insertion. This is a very promising result considering that the translated sentences are not included in the training set. As a result, it eliminates the burden of collecting all possible ASL sentences. Table 6 lists the word-level ASL translation performance achieved on the In-the-Field Dataset.
Robustness of ASL Translation in the Field
Impact of Lighting Conditions:
Under poor lighting condition, DeepASL achieves 96.8 ± 3.1% accuracy. It indicates that the poor lighting condition has very limited impact on the performance of DeepASL. Under outdoor sunlight condition, DeepASL achieves 91.8 ± 4.1% accuracy. This result indicates that the significant portion of infrared light in the sunlight also has very limited impact on the performance of DeepASL.
Impact of Body Postures: DeepASL achieves 92.2 ± 3.0% and 94.9 ± 4.5% on walking and standing postures, respectively. The accuracy only drops slightly comparing to previous ASL word recognition result, indicating that DeepASL could also capture information with either standing or sitting body posture. Moreover, this result also demonstrates the advantage of Leap Motion over inertial sensors which are very susceptible to human body motion artifacts.
Impact of Interference Sources: DeepASL achieves 94.7 ± 3.0% and 94.1 ± 1.3% on people in-the-scene interference and multidevice interference, respectively. In the first scenario, the accuracy is comparable to previous ASL word recognition result, meaning that DeepASL is robust to this two interference scenarios. We observe that spaced with social distance, Leap Motion is rarely confounded by the hands of an interferer. This is because the cameras of Leap Motion both have fish-eye angle view, making the far objects too small to be detected. As a matter of fact, effective range of Leap Motion is designed to be no more than approximately 80 cm [5] , much less than the social distance. On the other hand, our system is not affected by multiple Leap Motion present in the ambient environment, indicating that DeepASL is robust when multiple devices are being used at the same time. This is because Leap Motion only uses infrared to illuminate the space where ASL is performed and hence the illumination does not have impact on the infrared images captured by the sensor. Table 6 : In-the-field ASL translation performance.
System Performance
To examine the system performance, we have implemented Deep-ASL on three platforms with five computing units: 1) desktop CPU and GPU, 2) mobile CPU and GPU, and 3) tablet CPU. Our goal is to profile the system performance of DeepASL across platforms with different computing powers. Specifically, we use a desktop installed with an Intel i7-4790 CPU and a Nvidia GTX 1080 GPU to simulate a cloud server; we use a mobile development board that contains an ARM Cortex-A57 CPU and a Nvidia Tegra X1 GPU to simulate augmented reality devices with built-in mobile CPU/GPU 1 ; and we use Microsoft Surface Pro 4 tablet and run DeepASL on its Intel i5-6300 CPU. The specs of the computing units are listed in Table7.
To provide a comprehensive evaluation, we evaluate the system performance of three models: 1) one-hand ASL word translation model; 2) two-hand ASL word translation model; and 3) ASL sentence translation model. In the following, we report their system performance in terms of runtime performance, runtime memory performance, and energy consumption. 6.6.1 Runtime Performance. An inference contains two parts: data fetching/preprocessing and forward feeding of deep network. Because the time consumed by data fetching/preprocessing is negligible comparing to forward feeding, we report only total inference time. We run 200 ASL word/sentence recognition and report the average runtime performance. The results of runtime performance of three models on five computing units of three platforms are shown in Figure 14 . To give a straightforward view, we order the time cost in an ascending order. At a high level, inference takes much longer when running on the CPUs than on the GPUs across three models. In detail, PC-CPU is 8× to 9× faster than PC-GPU; TX1-CPU is 14× to 28× faster than TX1-GPU. There are two reasons: (1) during inference, only one sample is passing through the network, which substantially limits the component eligible for parallel computation; and (2) our models are built on RNN, meaning that its time-dependency nature intrinsically eliminate the possibility of parallelism. Therefore, we argue that during inference CPUs are better choice than GPUs. As such, DeepASL does not need high-end GPU to do inference. It is also worth pointing out that the runtime of ASL sentence recognition is longer than word recognition. This is because HB-RNN-CTC for sentence recognition has about twice as many parameters as HB-RNN for word recognition. Equally important, we observe that the time cost on all three CPUs are less than 282 ms (ASL sentence recognition on TX1-CPU) which means DeepASL achieves real-time recognition performance. 6.6.2 Runtime Memory Usage. Next we report the memory cost on various platforms in CPU and GPU mode. Again, we briefly report the average memory usage on three models. Because memory allocation highly depends on operating system and it is difficult to unravel the memory usage for each part, we only report the total memory usage of each model. For all three platforms, we report physical RAM usage and GPU memory usage. We report these usages because they reflect the memory cost of each model and might indicate the potential improvements. To clearly reflect the influence of three models on CPU, we report the RAM usage that is subtracted by the RAM usage before doing inference. The total RAM usage without loading our model is 2891 MB on desktop, 931 MB on TX1 and 1248 MB on Surface. Figure 15 shows the memory cost on five computing units of three platforms. We observe that memory cost of ASL sentence inference is larger than two hand ASL word inference, which is larger than one hand ASL word. The reason is that in the ASL sentence model, there are more hidden units, thus demanding more allocated memory. 6.6.3 Energy Consumption. To evaluate the power consumption of DeepASL, we use PWRcheck DC power analyzer [1] to measure the power consumption of both TX1 and Surface tablet. We run 200 ASL word/sentence recognition and report the average power consumption. Table 8 lists the average power consumption of TX1 and Surface respectively. We report the power consumption of TX1 to simulate augmented reality devices because the TX1 is designed for mobile device real-time artificial intelligence performance evaluation and thus reflects the portion of power consumed by inference in augmented reality devices. We observe that for TX1 the power consumption of performing inference on GPU is much larger than CPU. This is because: (1) due to the RNN structure of our model, limited amount of computation can be parallelled, making GPU is less efficient in inference than CPU; and (2) performing inference on GPU also involves processing on CPU (for data loading etc.) and thus costs almost twice as much power as CPU alone. Finally, in Table 9 , we report the estimated number of ASL word/sentence recognition that can be completed by TX1 and Surface, using fully-charged battery of Hololens (16.5 Wh) and Surface (38.2 Wh), respectively. For TX1, the number of inferences of CPU is 36×, 57× and 29× larger than those of its GPU for three model respetively. It means that in terms of performing inference, CPU is more suitable. Meanwhile, despite the power consumption from other sources, a Hololens/Surface equal volume battery could support enough number of inferences within one day.
Platform
Task CPU GPU
TX1
One-hand ASL word 233888 6467 Two-hand ASL word 142291 2514 ASL sentence 35028 1217
Surface
One-hand ASL word 232420 -Two-hand ASL word 123031 -ASL sentence 39784 - 
APPLICATIONS
The design of DeepASL enables a wide range of applications. To demonstrate the practical value of DeepASL, we have developed two prototype applications based on DeepASL. In this section, we briefly describe these two prototype applications. Figure 16 illustrates the usage scenario and a screenshot from AR perspective. As shown, the recognized ASL sentence is displayed in the green dialogue box in the Hololens application. The tablet-AR set is burdensome to the deaf people, but we envision that in the future, the AR headset will be miniaturized and hence is much less burdensome for people to wear on a daily basis. Meanwhile, the future AR headset will be able to host a USB device, enabling direct data transmission from Leap Motion to itself. 
Application#1: Personal Interpreter
Application#2: ASL Dictionary
Use Scenario: For the second application, DeepASL is used as an ASL Dictionary to help a deaf person look up unknown ASL words. Spoken languages (e.g., English) allow one to easily look up an unknown word via indexing. Unfortunately, this is not the case for ASL. Imagine a deaf child who wants to look up an ASL word that she remembers how to perform but forgets the meaning of it. Without the help of a person who understands ASL, there is not an easy way for her to look up the ASL word. This is because unlike spoken languages, ASL does not have a natural form to properly index each gesture. ASL Dictionary solves this problem by taking the sign of the ASL word as input and displays the meaning of this ASL word in real time.
Implementation: We implemented ASL Dictionary as a Microsoft Surface tablet application. Figure 17 illustrates the usage scenario and a screenshot of the tablet application. 
DISCUSSION
Impact on ASL Translation Technology: DeepASL represents the first ASL translation technology that enables ubiquitous and non-intrusive ASL translation at both word and sentence levels. It demonstrates the superiority of using infrared light and skeleton joints information over other sensing modalities for capturing key characteristics of ASL signs. It also demonstrates the capability of hierarchical bidirectional deep recurrent neural network for single-sign modeling as well as CTC for translating the whole sentence end-to-end without requiring users to pause between adjacent signs. Given the innovation solution it provides and its promising performance, we believe DeepASL has made a significant contribution to the advancement of ASL translation technology.
Initiative on ASL Sign Data Crowdsourcing: Despite months of efforts spent on data collection, our dataset still covers a small portion of the ASL vocabulary. To make DeepASL being able to translate as many words as in the ASL vocabulary and many more sentences that deaf people use in their daily-life communications, we have taken an initiative on ASL sign data crowdsourcing. We have made our data collection toolkit publicly available. We hope our initiative could serve as a seed to draw attentions from people who share the same vision as we have, and want to turn this vision into reality. We deeply believe that, with the crowdsourced efforts, ASL translation technology can be significantly advanced. With that, we could ultimately turn the vision of tearing down the communication barrier between the deaf people and the hearing majority into reality.
RELATED WORK
Our work is related to two research areas: 1) sign language translation; and more broadly 2) mobile sensing systems.
Sign Language Translation Systems: Over the past few decades, a variety of sign language translation systems based on various sensing modalities have been developed. Among them, systems based on wearable sensors have been extensively studied [8, 24-28, 36, 42, 46] . These systems use motion sensors, EMG sensors, bend sensors, or their combinations to capture hand movements, muscle activities, or bending of fingers to infer the performed signs. For example, Wu et al. developed a wrist-worn device with onboard motion and EMG sensors which is able to recognize 40 signs [46] . Another widely used sensing modality in sign language translation systems is RGB camera [10, 40, 47] . For example, Starner et al. are able to recognize 40 ASL words using Hidden Markov Model with a hat-mounted RGB camera [40] . There are also some efforts on designing sign language translation systems based on Microsoft Kinect [11, 12] . As an example, by capturing the skeleton joints of the user body and limbs using Microsoft Kinect, Chai et al. are able to recognize Chinese Sign Language by matching the collected skeleton trajectory with gallery trajectories [12] . Most recently, researchers have started exploring using Leap Motion to build sign language translation systems [13, 30] . However, these systems are very limited in their capabilities in the sense that they can only recognize static ASL signs by capturing hand shape information. In contrast, DeepASL captures both hand shape and movement information so that it is able to recognize dynamic signs that involve movements. Most importantly, compared to all the existing sign language translation systems, DeepASL is the first framework that enables end-to-end ASL sentence translation.
Mobile Sensing Systems: Our work is also broadly related to research in mobile sensing systems. Prior mobile sensing systems have explored a variety of sensing modalities that have enabled a wide range of innovative applications. Among them, accelerometer, microphone and physiological sensors are some of the mostly explored sensing modalities. For example, Mokaya et al. developed an accelerometer-based system to sense skeletal muscle vibrations for quantifying skeletal muscle fatigue in an exercise setting [33] . Nirjon et al. developed MusicalHeart [35] which integrated a microphone into an earphone to extract heartbeat information from audio signals. Nguyen et al. designed an in-ear sensing system in the form of earplugs that is able to capture EEG, EOG, and EMG signals for sleep monitoring [34] . Recently, researchers have started exploring using wireless radio signal as a contactless sensing mechanism. For example, Wang et al. developed WiFall [45] that used wireless radio signal to detect accidental falls. Fang et al. used radio as a single sensing modality for integrated activities of daily living and vital sign monitoring [17] . In this work, we explore infrared light as a new sensing modality in the context of ASL translation. It complements existing mobile sensing systems by providing a non-intrusive and high-resolution sensing scheme. We regard this work as an excellent example to demonstrate the usefulness of infrared sensing for mobile systems. With the incoming era of virtual/augmented reality, we envision infrared sensing will be integrated into many future mobile systems such as smartphones and smart glasses.
CONCLUSION
In this paper, we present the design, implementation and evaluation of DeepASL, a transformative deep learning-based sign language translation technology that enables ubiquitous and non-intrusive ASL translation at both word and sentence levels. At the word level, DeepASL achieves an average 94.5% translation accuracy over 56 commonly used ASL words. At the sentence level, DeepASL achieves an average 8.2% word error rate on translating unseen ASL sentences and an average 16.1% word error rate on translating ASL sentences performed by unseen users over 100 commonly used ASL sentences. Given the innovation solution it provides and its promising performance, we believe DeepASL has made a significant contribution to the advancement of ASL translation technology.
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