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的を達成するため，本研究では以下の 3 点の取り組みを実施した． 
まず，勾配消失問題，過学習などの困難な問題を解決したリカレントニュー
ラルネットワークモデルによる舗装劣化予測モデルを構築，検証した．具体的



































SUMMARY OF DOCTORAL DISSERTATION 
Name  Tomoyuki Okuda 
 
Title： 
Deterioration Prediction Method using Recurrent Neural Network for Improvement 
of Pavement Prediction Accuracy 
 
Abstract: 
It is possible to improve the efficiency of pavement maintenance by simulating 
various pavement maintenance measures by the pavement deterioration prediction 
model and selecting the optimum maintenance plan. However, since deterioration of 
pavement is highly uncertain since various factors are complicatedly related, it is 
difficult to predict deterioration with high precision. As a result, the current situation is 
finally decided by repair construction method, timing and so on by field technicians, 
and simulation by pavement deterioration prediction model is not sufficiently utilized 
to improve efficiency of pavement maintenance. The purpose of this research is to 
construct a prediction method that utilizes prediction model of pavement deterioration 
with high prediction accuracy and to verify effectiveness in order to contribute to the 
efficiency improvement of such pavement maintenance. In order to achieve this 
objective, this study carried out the following three efforts. 
First, we constructed and verified the pavement deterioration prediction model by 
the recurrent neural network model which solved difficult problems such as gradient 
decent problem and over fitting.  
Specifically, we compare prediction accuracy with conventional multi-layer 
perceptron and generalized linear model using real data of 1998 to 2015 years in the 
road surface survey conducted in Kawasaki city. As a result, the constructed method 
has the highest prediction accuracy in all three road surface survey values of crack rate, 
rutting depth, and roughness with different distribution and the difference in maximum 
difference of root mean square error between models is about 20%. However, the 
structure inspection time series data such as the road surface survey has a long time 
scale over several decades, unlike sentences, sounds and the like. Therefore, due to 
changes in criteria, material, inspection method etc. according to ages, it often can not 
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assume that past and future data originate from the same population. Then, when 
dividing the original data into learning data and test data by cross validation, time slice 
cross validation method which divided into virtual past and future at a certain time was 
constructed and verified the effectiveness. As a result, in order to improve future 
prediction accuracy, it was found that it is important to suppress overfitting for the 
future by constructed method due to different trend in future and past data. Although it 
was able to improve the prediction accuracy in the future, it is obvious that there is an 
upper limit on the prediction accuracy when the uncertainty is large like deterioration 
of pavement. In order to quantify the error of prediction, we constructed and verified a 
method to estimate the confidence and prediction interval of the neural network model 
with a small amount of calculation. Since this method is applicable to general neural 
network model, its application range is wide. Thus, it is possible to quantify not only a 
single predicted value but also the risk that the condition of pavement deteriorates to a 
certain level, for example. This makes it possible to contribute to the improvement of 
pavement maintenance efficiency more than the pavement deterioration prediction that 
makes a single prediction.  
The validity of the constructed method from a more practical viewpoint was 
confirmed by simulation and interview. As a result of simulation of repair cost for 30 
years, it was found that the accuracy of life cycle cost optimization including repair 
cost depends on prediction accuracy of pavement deterioration prediction model. In 
addition, through interviews with engineers engaged in pavement maintenance related 
work, we were able to confirm the utility from a practical point of view by the above 
three efforts. 
From these facts, we confirmed that the prediction method using the prediction 
model with high prediction accuracy constructed in this research is effective, and 
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16 年から平成 25 年までの間に約 3 割減少，そのうち維持管理費のみでは約 2 割減少してい
る 2)．この原因は，日本の人口減少，経済成長の停滞と密接に関係している．国勢調査及び
国立社会保障・人口問題研究所によると，日本の総人口は 2008 年をピークに人口減少が加





図 1-1 の様に多様な公共インフラ 4)の中で，舗装は最も基本的な公共インフラであり，ス



















舗装管理者の維持管理業務の流れを図 1-3 に示す． 
 




















イクルコストに含まれる項目を図 1-4 に示す． 
 














































































































図 1-8 舗装劣化の不確実な要因 
 
図 1-9 過大評価，過小評価のイメージ 
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確であれば，3～5 年に 1 度程度の定期点検間の健全度変化を補完し，日常巡視又は定期点
検により現状確認の工数を削減，最適な補修タイミングや，補修工法の選定が可能になる．
また，纏めて何区間か補修を行う事による補修単価低下効果や，管路と同時に舗装の補修


























4 章は，2 章から明らかになった課題の 1 つである予測精度に限界がある事に対応するた
めに，NN モデルの信頼，予測区間推定手法を構築する．ブートストラップ法を効率的に


































① 2.3節 舗装維持管理効率化のためのニューラルネットワークモデルによる路面性状値予測手法の提案と定量的評価 : 土木学会論文集F3
（土木情報学）, Vol.74, No.1, pp.33-48, 2018 








Tomoyuki Okuda, Kouyu Suzuki, Naohiko Kohtake : Non-parametric Prediction Interval Estimate for Uncertainty 
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この章では，舗装の単位区間ごとに予測可能なモデルとして，RNN モデルと MLP モデル，








図 2-1 に舗装のストックと舗装維持修繕費の推移 18)を示す．図から明らかなように，近
年舗装のストック量の増加速度は低下しているものの，舗装維持修繕費は減少又は横ばい
であり，維持管理の効率化が急務となっている． 
次に，日本の道路の区分とその延長割合を図 2-2 に示す．合計約 122 万 km にも及ぶ延長
のうち，80%以上は市町村が管理する市町村道である 5)．図 2-3 に示した市町村における土
木部門職員数と職員数の推移 19)によると，職員数全体より土木部門職員数の減少率が高い








図 2-1 舗装のストックと維持修繕費の推移 18) 
 


















それまでは原則 1 日に 1 回の日常巡視を行っていたが，コスト削減のため平成 22 年は原則
2 日に 1 回に頻度が減少した結果，図 2-5 に示すように管理瑕疵件数や意見・要望件数が急
 
図 2-3 市町村における土木部門職員数の推移 19) 
 
図 2-4 市町村における土木費の推移 19) 
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て，笹子トンネル天井版落下事故がある．平成 24 年 12 月 2 日中央自動車道上り線笹子ト
ンネルで天井版が落下し，走行中の車を巻き込み 9 名の死亡者を出した．この事件を受け，




崩落事故以降の舗装に関連する主要な法令改正を表 2-1 に示す． 
 










後者の平成 26 年 7 月 1 施行「道路法施行規則の一部を改正する省令」により，基本的に




舗装の定期点検要領 8)は平成 28 年 10 月に策定された．舗装の劣化速度は場所により大き
な差があるため，表 2-2 に示すように道路を分類 A～D の 4 つに分類し，それぞれ要領に
定められた方針で管理する事が定められた．実際にどの路線を A～D に分類するかといった
事や，点検方法，補修方法，日常巡視等の具体的な施策は各管理者に委ねられている． 
表 2-1 舗装維持管理に関する近年の主要な法令改正 
年月 出来事 特徴 
2012 年 12 月 笹子トンネル崩落事故  
2013 年 2 月 道路ストック総点検 事故を受けた緊急点検 
2013 年 9 月 道路法一部改正施行 点検の法定化 
2014 年 7 月 道路法施行規則一部改正施行 5 年おきの近接目視点検義務化 






ごとの維持管理フローを図 2-6 に示す． 












維持管理計画を策定する．舗装点検要領 8)や NEXCO の点検実施基準及び資格に関する検討








(a) 損傷の進行が速い道路(分類 A,B)   (b) 損傷の進行が緩やかな道路(分類 C,D) 






















表 2-3 道路種別ごとの維持管理の状況整理 













直轄国道 国 5 年/回 8) 交通量に応じ 1






































あり，その主な要因は次の 2 点であるとしている． 
I. 路面の損傷(ひび割れ，わだち掘れ)以外による損傷 
II. 路面性状値と現地の違い(局所的損傷で 100m 評価値に表現されない，路面性状調査の
対象区間外(調査と反対の車線)での損傷など) 
また，渡邉ら 24)は軽交通道路を管理する 10 の市町村の舗装管理実態を把握するためのヒ
アリングから，何れの自治体も実際は現場技術者の経験から補修工法や時期などの対応を
























































予測能力を評価したい場合，最尤法を用いる GLM 等では，その偏りを補正した AIC を用












2 つの舗装維持管理計画のレベルがあり 7)，それぞれに対応した劣化予測モデルが存在する． 
 











































(谷口ら 30)における回帰モデル)と相対モデル又は Relative Model (又は Incremental 
Model)に分類する事が出来る 31),32)． 
I. Absolute Model 









例えば世界銀行により開発された PMS，HDM-4 に含まれる各種予測モデルの 1 つである
コンクリート舗装の劣化予測モデルは従来 Absolute Model であったが，信頼性に問題があっ




数理モデルの軸から見ると舗装劣化予測モデルは次の 3 種類に分類する事が出来る． 
I. 力学的モデル 
II. 統計モデル 
III. NN モデル 
入力変数ベクトルを𝒙，それを用いて予測した出力ベクトルを𝒚とすると，予測を行うモ

































III. NN モデル 
NN モデルによる方法．NN モデルは人間の神経細胞間の接続をモデル化した𝑓𝜣を定義す
る手法である．その最小の構成要素は，図 2-12 に示す 1 つの神経細胞をモデル化したニュ
ーロンである．このニューロンを多層に接続する事で，最も基本的な NN モデルである多層






































では RNN モデルを適用する事 52)，画像認識では CNN(Convolutional Neural Network)モデル























が提案されて以降の主要な変化を表 2-4 にまとめる． 
 







NN モデルは 1956 年 Rosenblatt58)により発表された，図 2-12 に示すパーセプトロンによ
り，現在の NN モデルの最小構成要素であるニューロンが提案された．パーセプトロンの出
力zは 









表 2-4 NN モデルの主要な変化 
年 提案者 概要 課題 
1958 Rosenblatt NN の最小単位パーセプ
トロンを提案 
学習アルゴリズム 























セプトロン(Multi-Layer Perceptron, MLP)モデルである．ここでは図 2-13 に示した MLP モデ
ルを例にして，順伝播及び逆伝播計算の手順を示す．  
 




(𝑛 − 1)層(𝑛 = 1,… , 𝑁)の𝑖番目のニューロンから𝑛層の𝑗番目のニューロンへの結合荷重パラ
 







































































図 2-13 において出力層に相当する(𝑛 + 1)層のあるニューロンを𝑘(= 1,… , 𝐾)で表し，誤








































































題があった．まず，Nair ら 60)により提案された正規化線形関数(Rectified Linear Units, ReLU)
が多層ネットワークにおける学習の困難さを軽減する事に成功した．正規化線形関数は次
の式で表される． 



















ドロップアウトは Hinton ら 61)によって提案された，NN モデルの過学習を抑えるシンプ
ルだが効果的な手法である．まず，学習時には図 2-16 に示すようにニューロン間の接続を



































てはまりが良く近似できていることが解る．従って，1 次式よりも 5 次式の方が多様な形状
を近似でき，表現力が高い． 
 









































Kırbas ら 45)は MLP モデル，非線形重回帰モデル，MARS(Maltivariate Adaptive Regression 
Splines)により，PSI(Present Serviceability Index)という舗装の性能指標の 1 つを予測した結果
を比較したところ，MLP モデルが最も観測値との相関が高いという結果が得られた．また




図 2-17 表現力の例 
target data 1 order




日本における類似研究として，堀木ら 64)は昭和 44 年～63 年までの継続的な調査履歴のあ
る 18 区間について，MLP モデルの説明変数に舗装構造や大型車交通量等を用いて，
MCI(Maintenance Control Index)のパフォーマンスモデルを構築した事例がある．この路面性




Tabatabee ら 65)は，RNN を舗装劣化予測に適用した事例として，アメリカ，ミネソタ州の










































































ではないため，次の調査時刻(およそ 3 年後)の値を予測し，精度評価する． 
V. MLP，RNN 両方に，過学習を抑制し予測精度を向上させるためのドロップアウト 61)
および ADAM66)を導入する． 
VI. RNN は過去の時系列を全て考慮し，現時刻の予測を行う． 
この項では本章で提案する NN モデルの中でも基本的な MLP モデルと，過去の時系列デ
ータを全て考慮して予測を行う RNNモデルを用いた路面性状値の予測モデルの詳細を説明
する．MLP モデル及び RNN モデルは Python を用いた NN フレームワークである Chainer67)
を用いて実装し，検証した． 
 RNN モデルによる時系列データのモデリング 2.3.1.
通常路面性状調査は同じ区間に対して数年おきに行われるため，過年度の調査履歴デー
タを全て考慮した上で予測をすれば，予測精度を向上できる可能性がある．NN モデルには，





MLP モデルを可変長の時系列データに拡張したモデルが RNN モデルであり，通常は音声
や，文章等，時系列データのモデル化に使用される．本章で用いた路面性状値調査データ
は，同じ単位区間をおよそ 3 年おきに計測した時系列データである事から，RNN モデルを
適用する事で過去の調査履歴を全て考慮して予測を行う事が可能になる． 
図の破線で囲まれた部分が 1 つの時刻を処理する部分であり，この部分のみを用いた場

































 GRU モデル 2.3.2.
GRU(Gated Recurrent Unit)
68)モデルは RNN を実現する方法の 1 つである．従来 RNN には
LSTM(Long Short-Term Memory)
69))が最もよく用いられていたが，近年になり LSTM を改良
し，より簡易にした GRU が提案された． 
 
GRU は学習に必要な計算時間が LSTM より短く，精度は同程度との研究 70)があることか





(𝑛)の 2 つのゲートを持つが，4 つのゲートを持
つ LSTM よりも簡易化されている．このゲートは次の式(2.11)～(2.13)で示すように現時刻の
入力と 1 つ前の時刻の内部状態を重み付きで加算した値から，1 つ前の内部状態をどの程度
 
図 2-21 LSTM と GRU モデル 70) 
 





























































刻 t の出力𝐲𝑡である． 
これ以降，GRU を用いた RNN の事を RNN モデルと呼ぶ．また，過去の履歴を全て用い
た場合と，1 つの時刻の情報だけを用いた場合の比較をするために，時系列データを学習・
予測に使用しない sRNN(single timestep RNN)を構築した．sRNN は式(2.13)の時刻方向の接続
である右辺第 1 項(1 − 𝐮𝑡
(𝑛)
)𝐡𝑡−1
(𝑛) を常に 0 にした場合に相当する． 









































𝑏 (𝑏 = 1,2,… )の時の結合荷重パラメータを全て並べたベクトルを𝐰𝑏とすると，次式により
𝐰𝑏を更新する． 
 














2 章では，RNN と予測精度の比較のために，MLP モデル及び一般化線形モデル(GLM)を



































目視確認した 1mm 幅以上のひび割れが確認できる事としている．それら 3 指標の算出方法
を次に示す． 
I. ひび割れ率(Cracking Rate, CR) 
まず図 2-25 ひび割れ率の求め方に示すように舗装表面画像に 0.5m×0.5m のメッシュを
かけ，線状ひび割れ，面状ひび割れ，パッチングに分類してひび割れ面積を算出する． 
 










× 100 (2.16) 
ここで，ひび割れ面積(m2)=[面状ひび割れメッシュ数×0.25(m2)]＋[線状ひび割れメッシュ
数×0.15(m2)]である． 















































 IRI = 1.33σ + 0.24 (2.19) 
 












に路面性状調査を行った履歴データのうち，平成 10 年から平成 27 年までの 17 年間分であ
る．路面性状値は路面性状調査によって舗装面を評価し，ひび割れ率，わだち掘れ量，平






本的に 3 年間隔で調査が行われたデータを使用しているため，表 2-6 における「調査間隔」
 
図 2-27 平たん性測定センサの配置 
1.5m 1.5m
Sensor1 Sensor2 Sensor3
表 2-5 ひび割れ率，わだち掘れ量，平たん性の相互相関係数 
 
ひび割れ率 わだち掘れ量 平たん性 
ひび割れ率 1 0.15 0.19 
わだち掘れ量 0.15 1 0.12 





ため，そこからの劣化速度をモデル化する Relative Model である． 
 
工事により調査が出来なかった等の理由により「調査間隔」が 3 年ではないデータは，
















































た値で，表 2-7 に示す． 
 
II. 補修後の経過年数が不明になるため，補修履歴又は新設の記録が存在しないデータを






PostgresSQL9.4.4 の random()関数により，単位区間数と同じ数だけ 0 以上 1 以下の一様
乱数を生成し，検証データ 20%であれば，乱数が 0.2 以下の値を検証データとする．な
お Postgres の乱数発生は線形合同法により乱数を求める POSIX の erand48 を Postgres
に移植して用いている．それにより単位区間の 20%を検証データ，残りの 80%を学習
データとした． 
IV. 表 2-6 に示すように，比例尺度のデータは平均値を減じた後に標準偏差で除算する正
規化を行い，名義尺度であるデータはダミー変数化した． 
表 2-7 各路面性状値の標準偏差 
ひび割れ率(2σmm) わだち掘れ量(2σmm) 平たん性(2σmm) 





数は 2,321 件である．平たん性のデータは，平成 15 年以前は未調査のため欠損となってお
り，平成 16 年以降のデータを用いている．これにより平たん性のデータ数は学習データ数
7,722 件，検証データ数 1,495 件である．単位区間ごとの平均時系列数は約 3.8 である． 
 GLM のモデル選択 2.4.3.
路面性状値の単位区間に対する回帰モデルとして従来からよく用いられており，比較的
簡単な重回帰モデルを，正規分布以外の様々な指数型分布族の目的変数にも適用できるよ
うに拡張した GLM を提案手法と比較するためのベースラインとして用いた． 
GLM は予測値として用いる期待値𝐸(𝑦)を次の一般式で表すモデルである． 
 




ここで，xi ( i = 1,…, I )は I 次元の説明変数，β0は定数項，βiは各説明変数の重みパラメー
タである．L(x)はリンク関数と呼ばれ，本章では入力をそのまま出力する恒等リンク関数を






CBR は GLM モデルでは使用しない事とし，その他の 10%以下の割合の欠損がある項目は
平均値で補完した．また，前回の調査後に補修があった区間は全て除外し，補修の影響を
含まないデータを用いた．その結果，GLM モデルで使用したひび割れ率，わだち掘れ量の
学習データ数は 8,097 件，検証データ数は 1,952 件，平たん性の学習データ数は 5,386 件，
検証データ数は 1,298 件であった． 

























図 2-28 各路面性状値の分布 
表 2-8 各路面性状値と確率密度関数ごとの AIC(太字は AIC 最小の分布) 
    AIC   
確率分布 ひび割れ率 わだち掘れ量 平たん性 
正規分布 48338  61296  24360  
対数正規分布 35938  54110  22680  
ガンマ分布 49523  5005  22718  




2.4.3.3. AIC 最小モデルの選択結果 
説明変数の組み合わせによって変化する AIC をそれぞれ求め，最も AIC の低いモデルを
探索することで，最も予測能力が高いモデルを選択する事が出来る．本章では，
目的変数 = (定数項)で表される一定モデルから探索を始め，使用可能な説明変数のうち，
最も AIC が低下するものから追加又は削除し，AIC が低下しなくなった所でそのモデルを
AIC 最小モデルとした．これにより構築した各路面性状値に対する AIC 最小モデルの標準



























補修後経過年数 -0.004 <0.001 0.058 <0.001 0.094 <0.001
大型車交通量 - - 0.025 0.043 -0.049 <0.001
大型車累積交通量 - - -0.062 <0.001 -0.035 <0.001
車道幅員 -0.012 <0.001 0.036 <0.001 -0.069 <0.001
前回調査からの経過年数 - - - - - -
前回調査時ひび割れ率 0.709 <0.001 - - - -
前回調査時わだち掘れ量 - - 0.645 <0.001 - -
前回調査時平たん性 - - - - 0.560 <0.001
舗装厚 - - -0.014 0.092 -0.048 <0.001
CBR(路床の支持力)
交差点 0.040 <0.001 0.011 0.137 - -
交差点手前 0.007 0.051 0.029 <0.001 -0.015 <0.001
橋梁 - - - - -0.016 <0.001
トンネル - - - - -0.015 <0.001
最新の補修工法(新設) - - - - 0.015 <0.001
最新の補修工法(打ち替え) 0.012 0.015 - - - -
最新の補修工法(切削カバー) 0.023 <0.001 - - - -
最新の補修工法(オーバーレイ) - - - - - -
最新の補修工法(路上再生) 0.014 0.517 - - - -
計測装置の種類① - - - - - -
計測装置の種類② - - -0.095 <0.001 0.018 <0.001
計測装置の種類③ - - -0.021 0.005 - -








 MLP と RNN のドロップアウト率を調整した学習結果 2.4.4.
ドロップアウトは過学習を抑制する効果がある一方，ドロップアウト率を大きくすると
学習が遅くなる事が知られている．まず，わだち掘れ量に対する RNN のエポックごとの
MSE の変化を，ドロップアウト率が 0 の場合と 0.3 の場合について図 2-29 わだち掘れ量
RNN モデルのエポックごとの MSE に示す． 
 







プアウトを行わない 0 から，半数の接続を無効化する 0.5 まで 0.1 刻みで変化させ，6 つの
ドロップアウト率についてそれぞれモデルを構築した．MLP，sRNN および RNN モデルの
MSE を図 2-30 各モデルのドロップアウト率ごとの MSE に示す．なお，Intel Core i7 の PC
で学習に掛かった時間は，RNN モデルがおよそ 9 分，MLP モデルが 3 分である． 
 




























































































































および，使用したその他のハイパパラメータは表 2-10 に示す． 
 
 モデル間の予測精度比較 2.4.5.
GLM，MLP，sRNN，RNN の 4 つのモデルで，路面性状値ごとに，調査履歴を考慮する
事による予測精度の差を求めるため，最終的な各モデルの MSE の平方根を求め，正規化を
元に戻す事で解釈しやすくした RMSE と，相関係数を算出した結果を表 2-11 に示す． 
 
RMSE は予測誤差を表す事から，値が小さいほど予測精度は高い．従って，予測精度は路
面性状値の 3 要素全てで RNN>MLP>GLM の順に高い．sRNN については MLP と同様に調
査履歴を考慮しない NN モデルであるため，sRNN と MLP 間の RMSE の差は小さく，過去
表 2-10 各モデルのハイパパラメータの設定値 
項目 MLP sRNN RNN 
ドロップアウト率 
(ひび割れ率) 
0.1 0.5 0.5 
ドロップアウト率 
(わだち掘れ量) 
0.1 0.3 0.3 
ドロップアウト率 
(平たん性) 









表 2-11 各モデルの検証データに対する RMSE の比較 
 
路面性状値 RMSE 相関係数 RMSE 相関係数 RMSE 相関係数 RMSE 相関係数
ひび割れ率(%) 4.62 0.64 4.04 0.69 4.08 0.69 3.74 0.74
ひび割れ率のGLMに対する
RMSEの減少率(%)
- - 0.13 - 0.12 - 0.20 -
わだち掘れ量(mm) 2.51 0.67 2.34 0.70 2.32 0.70 2.27 0.72
わだち掘れ量のGLMに対す
るRMSEの減少率(%)
- - 0.07 - 0.08 - 0.10 -
平たん性(mm) 0.88 0.60 0.83 0.65 0.85 0.62 0.78 0.71
平たん性のGLMに対する
RMSEの減少率(%)
- - 0.06 - 0.05 - 0.12 -
GLM MLP sRNN RNN
59 
 
の履歴を考慮しない NN モデルによる予測誤差を示していると考えられる．最も RMSE が
小さい RNN の，観測値と予測値間の相関係数はひび割れ率 0.74，わだち掘れ量 0.72，平た
ん性 0.71 と強い相関が認められた． 
ベースラインである，目的変数と説明変数間の関係を線形と仮定する GLM に対して，非
線形な関係や相互作用等を考慮できることによる MLP の RMSE の減少率は，ひび割れ率
13%，わだち掘れ量 7%，平たん性 6%となり，ひび割れ率が最も RMSE が減少した．また，
調査履歴データを考慮する事により RMSE が減少する分を反映した，MLP と RNN 間の
RMSE の減少率の差は，ひび割れ率 7%，わだち掘れ量 3%，平たん性 6%程度であった． 
非線形性および全ての相互作用を考慮する事と，過去の履歴を考慮する事による RMSE

























































































































































単位区間の観測値にその偏りがある事を表しており，次に示す 2 点の要因が考えられる． 






II. A)の該当箇所はデータ数が急速に減少する補修後経過年数 10 年以降が殆どで，データ
数が少ないため I.による偏りが平均値に影響を与えやすい．一方で B)の場合は，観測
値平均と予測値平均が異なるため，予測できない年ごとの偏りがある事を示唆してお








































およびドロップアウトを導入した，最も基本的な NN モデルである MLP モデルと，時系列
をモデル化できる RNN モデルの 2 つのモデルによる舗装劣化予測手法である．提案手法を
川崎市の平成 10 年から平成 27 年の路面性状値の履歴に適用した結果，恒等リンク関数を
用いた GLM モデルよりも，MLP モデルの方が予測精度は高かった．更に，MLP モデルよ
りも，RNN モデルを用いる事により，更に予測精度が向上することが解った．最も予測精



















* * * * * * 
 











































































共通する時刻情報 t ( t =1,2,…T )を持つ点検結果データの時系列を列方向に，舗装の単位
区間 i ( i =1,2,…I )を行方向に持つデータを全て並べた入力データ行列 
 
D = [
𝐱1,1 𝐱1,2 … 𝐱1,T 
𝐱2,1 𝐱2,1 … 𝐱2,T
⋮ ⋮ ⋱ ⋮





2.1 で定義したパフォーマンスモデルは D 全体を用いてモデルの学習を行う．D を学習す
る事で得たモデルの推定パラメータ(NN では結合荷重パラメータ)を並べたベクトルを
Dw
とする．用いるモデルを予測関数として y(x)で表すと，パフォーマンスモデルは ),( DwDy と
書ける．これは，




















𝐱1,1 𝐱1,2 ⋯ 𝐱1,T
⋮ ⋮ ⋱ ⋮
𝐱𝑙,1 𝐱𝑙,2 ⋯ 𝐱l,T
𝐱𝑙+1,1 𝐱𝑙+1,2 ⋯ 𝐱𝑙+1,T
⋮ ⋮ ⋱ ⋮







ここで，𝑙 = 𝑟/100 × Iである． 

















































 予測精度を表す指標として学習データと，試験データで別々に，次の 2 乗平均平方根IV.










ここで，ym ( m = 1,2,…M )は ),(
LT D
wDy の予測値の 1 つ，dmは ym に対応した点検結果の
実測値である．この RMSE は誤差を表すため，値が小さいほど予測精度は高い事を示す． 








これにより決定したモデルの，試験データに対する RMSE をモデルの予測精度とする． 
なお，実際は学習データと試験データは，それぞれのデータ内で学習毎にランダムに並
 






































向)に分割して DL 及び DT を作成した事に対して，次のように列方向(時刻方向)に分割し，
同様の評価を行うタイムスライスクロスバリデーションと称す． 
 
𝐃 = [𝐃P 𝐃F] = [











ると，t ≦ s の DPは過去の点検結果データと考える事が出来る．従って，モデルは DPによ
り学習を行い，精度の評価は仮想的な将来のデータ(t > s)である試験データ DFにより行う事
で，実運用時に近い予測精度の評価が可能である．本提案手法のデメリットは，予測した
い時刻以上の時系列数が必要である点である．例えば 1 年間隔で点検されており，5 年後ま















































外れ値除去後のわだち掘れ量データの平均値は 6.39mm，標準偏差は 3.20mm，25 パーセン
タイルは 4mm，50 パーセンタイルは 6mm，75 パーセンタイルは 8mm である．なお，記録








測精度の評価が不可能であるため，本章では実測値がある 3 時系列分，9 年後までの予測精










学習データ DPLは，t ≦ 2006 の条件下でランダムサンプリングされた 80%とした．従来
手法と提案手法は全く同じ DPLを学習する．従来手法と提案手法の違いは試験データの違い
である．従来手法は試験データとして，t ≦ 2006 の，学習データに使用しない残りの 20%，
DPT を用いる．従って，DPT に対する RMSE が従来手法による予測精度評価である．一方，
提案手法は試験データとして，t > 2006 のデータを 50%ランダムサンプリングした DFTを用
いるため，DFTに対する RMSE が提案手法による予測精度評価になる．それらとは別に，学
習・試験時にも用いない独立した検証データ DV として，t > 2006 の残りの 50%を用いた． 
RNN モデルは前述の通りクロスバリデーションによりハイパパラメータが変わるため，
従来手法の試験データ DPT を用いて構築したモデルを ModelC，提案手法の試験データ DFT
を用いて構築したモデルを ModelP とした． 
3.3.3.2. 従来手法と提案手法の比較 
ModelC，ModelP のハイパパラメータを表 3-2 に，それらのモデルによる DPT，DFT，DV
を予測した結果から算出した RMSE を，予測年数ごとに図 3-4～図 3-6 に示した． 
学習の効率化のために，学習率を自動的に調整する効果がある ADAM12)を用いた．簡単
のため中間層のニューロン数は 2 層の中間層で同一である． 
 
図 3-3 従来手法と比較するためのデータ分割 

















































図 3-4 DPTに対する予測年数ごとの RMSE 
 
図 3-5 DFTに対する予測年数ごとの RMSE 
 




















































有する TxDOT(Texas Department of Transportation)他 6 つの機関による測定結果と，6ft ストレ
ートエッジ法によるわだち掘れ量実測値(GT : Ground Truth)間の機差について検証した
FHWA(Federal Highway Administration)の調査報告 78)では，最も GT に近いとされる
TxDOT(ASTM)，Dynatest，Roadware の 3 機関の GT に対する偏りの平均値は 1.42mm であ
る．阿部らにより検証が行われた 1993 年当時は，アナログフィルムにわだち掘れ形状を投
影する方式であったが，FHWA の調査では，2000 年代後半に登場してきた INO 社の LRMS
など，1 点の測定精度が±1mm 以内でより自動化された測定装置を用いた結果，わだち掘れ
量の偏りが 1.42mm に抑えられたと考えられる．このことから，ModelP において図 3-4 の
DPT よりも図 3-5 の DFT に対する RMSE の絶対値が小さくなっている要因は，新しいデー
タほどより高精度の装置を用いているためだと考えられる．  
ModelP では，試験データである DFTに対する過学習を抑えるため，ハイパパラメータの
ニューロン数は ModelC と比較して 1/3 以下になった．これは，仮想的な現在時刻を t = s
とすると，t ≦ s の情報から t > s の予測をする事は，t ≦ s を予測するよりも難しい事を
反映している．この事から，RNN モデルにおいて将来予測のためのより過学習を抑制する
ハイパパラメータを探索する必要があり，3.2.3 III.の有効性が確認できた． 
ModelC においては，実際に将来予測を行った際の精度である DFT又は DV に対する RMSE
より，DPT に対する RMSE の方が小さいため，予測精度を過大評価する事になる．ModelC
が予測精度を過大評価している量は，予測年数ごとに(DPT に対する RMSE)‐(DFT に対する
RMSE)を求める事により，本検証においては 0.26～0.33mm の範囲である．このことから，
3.2.3 II.で指摘した従来手法では予測精度を過大評価する場合がある事について確認できた． 





ほかにも，従来手法と提案手法の 6 年後と 9 年後の予測と比較し，3 年後の RMSE の差は
大幅に小さい．これは，3 年後の RMSE が 6 年後，9 年後と比較し明らかに小さい事から解
るように，予測が容易であるため，RMSE に含まれる測定誤差に対して予測誤差が相対的に
小さく，差が出難いためだと考えられる． 
さらに，図 3-5 の DFTに対する RMSE と，図 3-6 の DVに対する RMSE は殆ど差がない
ため，実用上は本章のように試験データと検証データを別に用意する必要は無く，学習デ
























































た，従来のブートストラップ法(Conventional と呼ぶ)を NN モデルに用いた際には，予測区
間を過大評価する傾向があった 80)．その一方，提案手法はブートストラップ法により大量
に生成した NN モデルのパラメータの局所最適解が Conventional より近いため，予測区間を
過大評価せずに推定する事が可能である．一方 Proposed では，ブートストラップ法により
生成された NN モデルのパラメータセットの距離が Conventional に比べて近いため，過大評
















そのうち広く用いられている方法が図 4-1 箱ひげ図に示す Tukey83)により提案された箱
ひげ図である． 
 
この方法は，4 分位範囲の推定値IQR = Q0.75 − Q0.25を用いる．ここで，Q0.75とQ0.25はそ
れぞれ第 3 四分位点と第 1 四分位点を表す．これを用いて，𝑓1 = Q0.25 − 1.5IQRと
𝑓3 = Q0.75 + 1.5IQRの範囲外を外れ値と判断する．この方法では，任意の外れ値の割合 α (0 < 






により任意％の外れ値検出閾値を求める事が出来る．ここで，zp(0 < p < 1)は標準正規分
布の p 分位点を表す．例えば，c(0.05)=0.95 の場合は，𝑓1 = Q0.25 − 0.95IQR，𝑓3 = Q0.75 +
0.95IQRである． 
 







 Tukey g and h 分布を用いた外れ値検出方法 4.1.2.
4.1.2.1. Tukey g and h 分布 
そこで，Bruffaerts ら 81)は Tukey g and h 分布を用いた外れ値検出方法を提案した．代表的
な指数分布のカーネル密度推定と Tukey g and h 分布による近似を図 4-2 に示す．図による
と，Tukey g and h 分布は歪があり，裾が重い幅広い分布でも精度よく近似出来る事が解る． 
 
Z を標準正規分布に従う確率変数，g と h を定数とすると，Tukey g and h 分布に従う確率









定数 g と h はそれぞれ，歪度と裾の重さを調節するパラメータである．この 2 つの定数
は，Y から得られた n 個の観測値{𝑦1, … , 𝑦𝑛}の p 分位数Q𝑝({𝑦𝑗})と 1-p 分位数Q1−𝑝({𝑦𝑗})を用
 






















ここで，zp は標準正規分布の p 分位数を表す．外れ値として解釈する任意の分位数を p
によって決める事が出来る． 
4.1.2.2. 外れ値検出 
上記の Tukey g and h 分布によりデータの分布を近似する事で，歪のある裾の重い多様な
分布に対して，任意の分位数で外れ値を設定できる外れ値検出が可能である．但しこの手
法は 1 つの Tukey g and h 分布により分布を近似するため，単峰性の分布にのみ有効である
ことに注意が必要である． 








  (4.5) 
ここでl0 = Q0.5({xi})とs0 = IQR({xj})はそれぞれ中央値と{x1, … , x𝑛}の四分位範囲を表
す． 
II. データが正の値になるようにシフトする． 
 𝑟𝑖 = 𝑥𝑖
∗ − min({𝑥𝑗
∗}) + 𝜁 (4.6) 
ここで，𝜁 > 0は微小値であり，𝜁 = 0.1を用いた． 























∗, … , 𝑤𝑛
∗}の分位数Q0.1({𝑤𝑗})とQ0.9({𝑤𝑗})を用いて推
定する． 
VII. VI で得た Tukey 𝑇g∗̂,h∗̂分布から，α，1-α (α ∈ (0,1))分位数であるξ𝛼/2
∗ とξ1−𝛼/2
∗ を決定す













∗ ) [min({𝑟𝑗}) + max({𝑟𝑗})] + min{𝑥𝑗






上述の Bruffaerts ら 81)により提案された外れ値除去手法の，本章における適用方法を述べ
る．本研究で用いている路面性状値は時系列データであるため，絶対値が変化する．その








 補修と調査が同年度に行われているある区間 S において，路面性状値が悪化する側のI.
外れ値に該当する 𝛥𝑦𝑡 > 𝐵+
∗の場合，補修が行われていない可能性が高い potential error1
と判断する． 
 同じ区間 S における次の調査時点の差分𝛥𝑦𝑡+1において，補修の記録が無いにもかかわII.
らず補修が行われている可能性が高い𝛥𝑦𝑡+1 < 𝐵−
∗の場合 potential error2 とする． 
 potential error1 かつ potential error2 の場合，時刻 t の調査までに補修が行われていないIII.





補修において 2/5 以上の区間が potential error1 かつ potential error2 に該当した場合，全













 y(𝐱;𝐰) − y(𝐱; ?̃?) (4.12) 
の分布で表す事が出来る．また，観測値と予測値間の差t(𝐱) − 𝑦(𝐱; ?̃?)の分布は予測区間
であり 









NN モデルの予測区間推定方法は，デルタ法，Beysian，Mean and Variance Estimation(MVE)










Nix ら 88)によって提案された MVE 法は，予測を行う NN モデルとは別に，平均と分散を
求めるために専用の NN モデルを用いる．それにより求めた平均と分散から正規分布と仮定
した予測区間を求める．MVE 法を発展させた，lower upper bound estimation(LUBE)法 89)は，
MVE 法とは異なり誤差関数に PI の構築誤差を導入する事で，単一のモデルで予測値と PI
を推定する事が出来る．これらの方法では NN モデルにより PI を推定するため，NN モデ
ルの推定が正しくない場合，適切な PI が得られない事が考えられる．また，信頼区間を推
定せずに直接 PI を求めるため，パラメータ推定のばらつきを定量化できない． 
本章で用いるブートストラップ法は，元のデータの復元抽出を B 回繰り返して生成した
ブートストラップ標本を用いて，様々な統計量の推定を行う．Heskes90)は，別々の NN モデ










た通常のブートストラップ法では NN モデルを別々に学習する．それにより，得られた B















 関連する NN モデル学習手法 4.4.1.
ブートストラップ法では元の説明変数の標本 X から B 個のブートストラップ標本
{𝐗1






















て，Dynamic Evaluation がある． 
 
Graves ら 93)は，手書き文字予測の際に，既に学習データを学習済みの NN モデルに対し，
検証データのある時刻𝜏より後のデータを予測したいとする．検証データの予測したい時点
より以前(𝑡 ≦ 𝜏)を 1 回だけ学習率 1 で学習する事により，𝑡 > 𝜏の予測精度を向上できる








∗ , … , 𝐗𝐵
∗ }について学習する．それ
 
図 4-4 Dynamic Evaluation の追加学習 
 




























































𝐗 = {𝐱𝑛|𝑛 = (1,2,…𝑁)}を学習データ集合，その要素𝐱𝑛は説明変数(入力)データベクトル
を表す．同様に𝐗𝑣 = {𝐱𝑚











III. B 個の NN モデルを学習 
I.で得た?̂?を B 個の NN モデルの結合荷重パラメータの初期値とする．その B 個の NN
モデルについて，II.で生成したそれぞれの{𝐗1
∗ , … , 𝐗𝐵
∗ }を入力に用いて nae エポック学習す
る．学習により得られた B 個の{?̂?𝑏
∗|𝑏 = (1,2,… , 𝐵)}を，結合荷重パラメータの SB 推定値













た結果をブートストラップ予測?̂?𝐱𝜋𝑣 = (y( 𝐱𝜋
𝑣 ; ?̂?1
∗),… , y( 𝐱𝜋
𝑣 ; ?̂?𝐵
∗))とする． 
?̂?𝐱𝜋𝑣を小さい順にソートし，0 < p < 1 に対して p B 番目に小さい数値をŶ 𝐱𝜋𝑣
∗(𝑝)と表す．




























𝑣  と表す．残差𝐫𝑏を次のように求める 


































∗ を小さい順にソートし，0 < p < 1 に対して p B 番目に小さ
い数値をΨ𝐱𝜋𝑣























 RNN モデルによる時系列予測 4.5.1.
検証に用いる RNN モデルとして，前章と同様に従来の LSTM と比較し学習速度が速い
GRU(Gated Recurrent Unit)
70)を用いた．本章では，時系列データ上の次の時刻を予測するだ
けではなく，複数の時系列を Graves ら 93)の方法を用いて予測した．具体的には，ある時刻
s 以前(𝑡 ≦ 𝑠)の観測値を元に，それ以降の時系列𝑡 = 𝑠 + 𝑞を予測した．本章においてこの s
は予測の初期値として用いる観測値の観測年であり，q はそこからの予測年数に相当する．
図 4-7 に一例として，2006 年の観測値を初期値(s=2006)として，2009 年，2012 年，2015 年
の予測を行う場合の時刻情報の関係を示した． 
 
図 4-7 の状況下で𝑞 = 3を予測する際には，入力として𝑡 = 𝑠のわだち掘れ量の観測値を用
いて，次の時刻𝑡 = 𝑠 + 3のわだち掘れ量の予測値を出力する．それ以降の時刻(𝑡 > 𝑠 + 3)の
予測は時系列予測として，説明変数の「予測対象区間の平均わだち掘れ量」を，前時刻の











図 4-7 時系列情報の例 
･･･















 RNN のハイパパラメータ探索 4.5.2.
提案手法はモデルの予測誤差には依存しない事から，必ずしも最低の予測誤差になるモ
デルを選択する必要はない．そのため，RNN モデルのハイパパラメータは次のように探索
した．探索数を簡略化するため，RNN モデルの中間層(隠れ層)数は 2 で，各層のニューロ













相互比較するための指標として，次の PICP を用いた． 























ここで，𝑛𝑡𝑒𝑠𝑡はデータ数，𝑐𝑖は観測値が予測区間内にある場合 1，それ以外は 0 である．
PICP の値と設定した信頼水準が近いほど，予測区間の推定精度が良いと評価できる． 













) + 1) 
ここで，𝑛𝑒は現在のエポック数，α0は学習率の初期値である．これにより 400 エポック
学習済みのモデルに対して，追加で 100 エポック( 𝑛𝑎𝑒=100)学習した学習曲線を図 4-9 に示
した． 
 















図 4-9(a)では，アニーリングすることにより急速に loss が増加した後 100epoch で元の水
準まで戻っている．そのことから，Annealing の𝑛𝑎𝑒は 100Epoch とした．一方アニーリング
を行わない図 4-9(b)の場合，loss は最後までほぼ一定である．100Epoch も学習する必要は
ない事から Proposed の𝑛𝑎𝑒は 10Epoch に設定した． 
 検証に用いたデータ 4.5.5.
本検証においてもこれまでと同様に川崎市の路面性状調査履歴を用いた．基本的にはこ
れまでと同様だが，本章で用いた説明変数を表 4-2 に示す． 
 












































ータのデータ数は 16,518 件(3,833 区間)，検証データは 4,672 件(1,053 区間)であり，単位区
間の平均時系列数はおよそ 5 回分である． 
また，アスファルト舗装の標準的な設計寿命が 10 年である事，殆どの単位区間において
3 年間隔で点検データが存在する事から，点検 3 回分，9 年後までの予測区間を評価した．
データは 3 年間隔であるため，𝑞は年を表すとすると 𝑞 ∈ {3,6,9}である．そのため，検証デ
ータにおいて最新の点検結果である 2015 年から 9 年前である 2006 年以前のデータを初期
値として 2006 年以降を予測した．それらの前提により，次章の検証で用いるデータは次の
条件を満たすデータに限定される．検証データでかつ，2006 年より前から調査が開始され
ているかつ，継続して 3 年間隔で調査が行われているかつ，2006 年以降のデータである．
従って，検証データの更に一部に限定されるため，データ数は 2,017 件である．  


























400+(10×1000)=10,400u で済むため，通常のブートストラップ法と比較しておよそ 1/38 の計
算時間になる． 
実際には学習前後にその他の処理も含まれるため厳密にこの計算時間が保証される訳で
はない．本章の実験設定下で Windows7，Xeon 3.60GHz の PC を用い 400 エポック学習する
ためにかかった時間はおよそ 745 秒で，1 エポック当りは 1.86 秒である．通常のブートス













それによると，信頼水準 90%～50%の間は，Proposed の PICP(%)が最も信頼水準に近く，
推定精度が高いことが解る．しかしながら，Proposed 以外ではより過大評価する傾向があり，





これによると明らかに Conventional > Annealing > Proposed 手法の順に局所最適解が点予
測モデルから離れている事が確認できる．これは予測区間の過大評価の順と整合的である．
Conventional では局所最適解の距離が遠い事で NN モデルの学習プロセスのランダム性によ
表 4-3 各手法の PICP 
信頼水準 Proposed Annealing Conventional 
90 90.43  90.95  91.16  
80 80.04  81.49  81.64  
70 70.27  72.08  71.82  
60 60.34  61.74  61.38  
50 50.05  50.78  51.29  
40 39.66  40.95  40.18  
30 29.42  29.73  30.77  
20 19.54  19.54  20.48  
10 9.72  9.41  11.48  
 
 

























図 4-11 補修が無い区間 
 
図 4-12 補修がある区間 
 









































































図 4-11 は補修記録の無い単位区間の推定結果である．2005 年以前に同じ単位区間を点検
した 4 回分の点検履歴データを用いて，3，6，9 年後を予測している．なお，便宜上予測の



























市では，舗装の管理基準として MCI を用いている．MCI は，次の式から算出される． 
 MCI = 10 − 1.48C0.3 − 0.29D0.7 − 0.47σ0.2 (4.19) 
ここで，C はひび割れ率，D はわだち掘れ量，σは平たん性を表す．川崎市道路維持修繕




なる．実際に，試験データでかつ，予測対象の 2006 年以降かつ，わだち掘れ量が 15mm 以
上の箇所は 13 区間しか存在しなかった．その様な区間の 1 つについて，信頼，予測区間を






















































































画 96)によるとおよそ 90%の路線の MCI は 5 以上である．それにより，ひび割れ率が 15%以
上に達するデータは，試験データ 5,424 件中，208 件のみであった．その事から，ひび割れ
率が 15%を超えた場合すぐに打替えを行い，その次の調査までには打替えによる補修を行
った結果，ひび割れ率が 0 になるとした．その様にしてシミュレーションを行ったある単






30 年間の間に打替えによる補修が 2 回発生した．このように各単位区間のプロジェクトレ
 


















に注意が必要である．ネットワークレベルの累積補修費用の推移を図 5-2 に示す． 
 
試験データにおけるネットワークレベルの補修費用を積算した結果，175 億円/30 年間で



























































約 30 年の A，約 20 年の B，約 10 年の C の 3 名を選定した．インタビュー2018 年 8 月 7 日
に行い，各対象者のインタビューにかかった時間は A60 分，B60 分，C40 分間程度であっ
た．インタビューの場所は(株)パスコの本社ビル内で，内容は許可を取って音声を録音した．























































































































































ある統計的な回帰モデルである GLM モデルや，より単純な MLP モデルと比較した際に精
度高く予測できることが解った．GLM では，予め各路面性状値の分布の違いをデータの特






































いる．実際に図 6-1 に示すように，国内の通信トラヒックは加速的に増加しており 55)，ビ
ッグデータは今後より質，量ともに増加していく事が予想される．公共インフラの劣化予
測モデルについて言えば，一般の乗用車に搭載している様々なセンサ情報をプローブデー













































6.3 第 4 章で論じたように，本研究で用いた路面性状データには比較的大きな測定誤差が
存在する．それにより，現在の健全度及び劣化予測精度に限界がある．本研究では，測定







































本研究の独自性は次の 3 つの特徴から構成される． 
I. 過学習や勾配消失問題を解決した近年の RNN モデルにより，川崎市という限られた地























































































証を行った．本研究の独自性を構成する特徴は次の 3 点である． 
まず，1 点目に従来の NN モデルに存在した勾配消失問題や過学習等の困難な問題を解決
した近年の RNN モデルを用いる事で，単位区間に対する従来の舗装劣化予測モデルと比較










































































































































が義務になっていない．橋梁やトンネルは 5 年に 1 回が義務付けられているが，
舗装は点検要領にも定期という文字はない．目安としては 5 年に 1 度など記載
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また，慶應義塾大学大学院 SDM 研究科附属 SDM 研究所の日比谷孟俊顧問には，日々の





谷口尚子准教授には，研究発表会，講義や CESUN 等のイベントを通して SDM における基
礎的な知識や考え方をご教授頂き，SDM の研究環境を使わせていただき，深く感謝いたし
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ます． 
本研究で用いた路面性状調査データをお借りした川崎市建設緑政局には，毎年何度か訪
問させていただき，研究についての意見交換をさせて頂くとともに，維持管理現場の現実
について教えていただきました．そのデータが無ければ研究を実施する事はできませんで
した．この場を借りて深く感謝いたします． 
本研究は著者が所属する株式会社パスコの国内留学制度により実施いたしました．最初
に SDM 留学の話を頂いた坂下裕明顧問，五関利幸部長には，このような貴重な機会を頂い
たことに深く感謝しております．これからも SDM 研究科で得られた広い視野や物事の考え
方，様々な人との繋がり，専門知識は他では得難い経験であり，今後の社会人生活で最大
限生かしていきたいと思います． 
また，SDM 入学当時パスコ総合研究所の橘菊生所長，嶋田忠男センター長，佐藤俊明部
長，黒須秀明部長，前田近邦係長には，業務の調整から研究内容の相談，論文校正等，幅
広くサポートとご理解をして頂いたことで本研究を実施する事が出来ました．厚く御礼申
し上げます． 
特に，ダイナミックマップ基盤株式会社業務推進部の鈴木康豊様には秋葉正一教授と川
崎市緑政局を紹介いただくばかりか，各所との調整，研究相談など多くの面でお世話にな
り，鈴木様がいらっしゃらなければ本研究を遂行する事は出来ませんでした．心から感謝
の意を記します． 
また，神武研究室の秘書様方，特に水野久恵様，菅野彰子様には各種経費精算や会議室
の手配など，私の不手際の際にも優しく対応策を考えて頂くなど，神武研究室の活動全体
を通して支えて頂き，大変感謝しております． 
研究室を卒業した博士課程の先輩方，防衛庁の岩泉大介様，NEC の大塚聡子様，ファイ
ザーの中島庸介様には博士研究全体の道筋と研究活動の進め方，博士論文として纏める際
の細かな注意事項まで助言を頂き，それにより博士研究を完成させる事が出来ました．深
謝申し上げます． 
また，一緒に研究を進めてきた神武研の博士，修士の OB，OG，現役学生や研究員の方々，
及び西村研の木下聡子様，中野研の佐藤みずほ様，当麻研の米田巖根様，元小木研の伊藤
研一郎様，高野研の今仁武臣様，河村智行様，遠藤正之様とは，研究に関する物事のみな
らず，孤独になりがちな博士研究中でお互いに励ましあい，苦楽を共にし，様々な知見を
共有する事で研究のモチベーションへと繋げる事が出来ました．厚くお礼申し上げます． 
