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Introduction {#sec1}
============

In many instances, especially when analyzing complex traits and diseases, a single gene or pathway cannot fully explain a particular phenotype. In these cases, biological processes are often characterized as complex networks whose structures are altered as the phenotype changes. Studying the pattern of connections between biological components, and how these structures change between cell states, can yield new insights into the mechanisms driving disease. However, accurately reconstructing these networks in a way that captures both the properties and complexities of each phenotype remains a significant challenge.

Biological and phenotypic variability is a prominent feature in many complex traits and diseases. The generation of large multi-omic resources, including The Cancer Genome Atlas, the Encyclopedia of DNA Elements ([@bib6]), and the Genotype-Tissue Expression ([@bib10], [@bib11]) project, as well as the recent rise of single-cell genomic technologies and the cataloging of individual cell types in the Human Cell Atlas ([@bib27]), have brought this issue to the forefront. We now recognize that diversity in the regulatory processes active in different cells, across multiple tissues, between various phenotypes, and even in response to environmental exposures, all contribute to the complexity of observed disease manifestations. It is also increasingly clear that the cumulative effect of multiple individual-specific variations, each with a relatively small effect size, likely play an important role in the manifestation of many different diseases, including rare disease subtypes ([@bib22]). These observations speak to a multifactorial process. In other words, rather than individual molecules, it is alterations in biological processes, characterized as complex networks, that play a critical role in mediating the observed diversity ([@bib18]). Effectively capturing this network-level heterogeneity is critical as we seek to understand how gene expression and regulatory processes manifest at an increasingly individualized level.

Existing methods for estimating biological networks often rely upon combining information from large quantities of data (most commonly gene expression data). This means that even when the data represent a spectrum of phenotypes, these approaches, by default, estimate only a single "aggregate" network ([@bib29], [@bib20]). Although these types of aggregate networks have allowed us to gain important insights across a wide range of biological systems and diseases, they only capture the regulatory processes shared across a population of samples. More recently, several approaches have been suggested for exploring sample-level network information ([@bib1], [@bib16], [@bib17]). However, these methods are severely limited. In particular, current single-sample methods rely upon differential analysis of the underlying expression data, thereby masking any information shared across the population (see "[Transparent Methods](#mmc1){ref-type="supplementary-material"}" and [Table S1](#mmc1){ref-type="supplementary-material"}). Regulatory processes act on a network that contains both common and context-specific interactions ([@bib30]). However, there are currently no existing approaches designed to reconstruct the complete network for each sample in a population.

To fill this gap and effectively model the regulatory processes active in each sample in a population, we have developed a method to reverse engineer sample-specific networks. We call this approach LIONESS (Linear Interpolation to Obtain Network Estimates for Single Samples). LIONESS estimates individual sample networks by applying linear interpolation to the predictions made by existing aggregate network inference approaches. In this article, we demonstrate the accuracy, robustness, and applicability of LIONESS in the context of multiple aggregate network reconstruction approaches and in several datasets, including simulated data, microarray expression data from synchronized yeast cells, and RNA sequencing (RNA-seq) data collected from human lymphoblastoid cell lines ([Figure 1](#fig1){ref-type="fig"}A; [Table S2](#mmc1){ref-type="supplementary-material"}). We also show how the predictions from LIONESS can be used to model regulatory network changes over time and to characterize the regulatory processes active in individual samples. Ultimately, we find that analyzing single-sample regulatory networks provides a view of biological systems that is distinct from, but complementary to, other sources of multi-omic data.Figure 1Overview of LIONESS Approach and Evaluation(A) Flow diagram summarizing the analyses performed in this article to evaluate the LIONESS approach. LIONESS was applied to multiple aggregate network reconstruction approaches including Pearson correlation coefficient, PANDA (Passing Attributes between Networks for Data Assimilation), MI (mutual information), and CLR (Context Likelihood of Relatedness).(B) Visual illustration of how LIONESS estimates the network for a single sample based on two aggregate network models, one reconstructed using all biological samples in a given dataset and the other using all except the sample of interest (*q*).See also [Table S2](#mmc1){ref-type="supplementary-material"} and [Figure S1](#mmc1){ref-type="supplementary-material"}.

Results {#sec2}
=======

Complex Relationships in Biological Networks {#sec2.1}
--------------------------------------------

Many widely used network inference methods start by calculating a score or statistic for each gene pair based on shared information across a set of input gene expression samples ([@bib29], [@bib20]). These scores are sometimes augmented to better account for regulatory complexity ([@bib7], [@bib21], [@bib14]) but are ultimately used to infer the presence or absence of "interactions" between genes. This collection of genes and their corresponding complex set of inferred interactions are conceptualized as a network in which "nodes" represent genes and "edges" represent the interactions between those genes. In this context, heterogeneity in the underlying input samples is often essential for correctly estimating a network model, as variance in the data can amplify gene co-variation patterns, leading to more robust network predictions. However, at the same time, building this type of consensus, or "aggregate," network model largely ignores the fact that there may be multiple different underlying regulatory networks represented across the individual input samples.

Consider the collection of cells within a tissue. We now recognize that within this system, each cell may have its own unique gene expression profile and corresponding unique active gene regulatory network. In the same way, each individual person in a group manifests a phenotype in a slightly different fashion, meaning that his or her gene expression profile and the gene regulatory network driving it should be subtly different. We have started to embrace this complexity in analyzing gene expression, whereas it has been largely ignored in the analysis of gene regulatory networks.

To better model network-level diversity across a population, we sought to develop a method that could model sample-specific networks. In developing our approach, we recognized that there are two types of relationships that needed to be considered: (1) intra-network relationships, or the connections among the nodes (genes) *within* a biological network, and (2) inter-network relationships, or the relationships *between* multiple different biological networks. The first of these (intra-network relationships) is an area that has been highly studied. It is now widely recognized that relationships among nodes within a biological network are very complex and that these networks are often characterized by nonlinear regulatory dynamics and synergistic effects. Fortunately, there are many approaches that have already been developed to model these complex interactions ([@bib32], [@bib20]), as outlined above. In contrast, the comparative study of networks (inter-network relationships) is still a relatively young field. However, a number of recent studies have used linear approaches to analyze and cluster sets of networks ([@bib20], [@bib28], [@bib23], [@bib24]).

LIONESS: Linear Interpolation to Obtain Network Estimates for Single Samples {#sec2.2}
----------------------------------------------------------------------------

With the above in mind, we developed our approach by using a linear framework to relate a set of networks, each representing a different biological sample. In other words, we suggest that an "aggregate" network predicted from a set of *N* samples can be thought of as the average of individual component networks reflecting the contributions from each member in the input sample set. Mathematically, this means that the weight of an edge, $e_{ij}^{(\text{α})}$ between two nodes (*i* and *j*) in an aggregate network derived using all samples (*α*) can be modeled as the linear combination of the weight of that edge across a set of networks:$$e_{ij}^{(\alpha)} = \sum\limits_{s = 1}^{N}{w_{s}^{(\alpha)}e_{ij}^{(s)}}\text{,}$$where $\sum\limits_{\text{s} = 1}^{N}w_{s}^{(\alpha)} = 1$.

In this equation, each network ($e_{ij}^{(s)}$) in the set directly corresponds to one of the samples (*s*) used to reconstruct the aggregate network ($e_{ij}^{(\alpha)}$), and $w_{s}^{(\alpha)}$ represents the relative contribution of that sample to the aggregate model; we note that the complex relationships between the nodes in the aggregate network ($e_{ij}^{(\text{α})}$) can be calculated using any aggregate network reconstruction approach. This allows us to ensure that higher-order, nonlinear relationships, such as those commonly found in complex biological networks, can be included in the network models.

Next, we also suggest that, as in [Equation 1](#fd1){ref-type="disp-formula"}, the weight of an edge in a network reconstructed using all but one of the samples (*α*−*q*) can be written as:$$e_{ij}^{({\alpha - q})} = \sum\limits_{s \neq q}^{N}{w_{s}^{({\alpha - q})}e_{ij}^{(s)}}\text{,}$$where $\sum\limits_{\text{s} \neq \text{q}}^{\text{N}}w_{s}^{({\text{α} - q})} = 1$.

Comparing [Equations 1](#fd1){ref-type="disp-formula"} and [2](#fd2){ref-type="disp-formula"}, we find that $w_{q}^{(\alpha)} = {{1 - w_{s}^{(\alpha)}}/w_{s}^{({\alpha - q})}}$ so long as the relative contribution of each of the samples (*s*) has the same proportional contribution to the network reconstructed using all samples ($w_{s}^{(\alpha)}$) when compared with the network reconstructed using all samples except one ($w_{s}^{({\alpha - q})}$) (implying that $w_{s}^{(\alpha)}/w_{s}^{({\alpha - q})}$ is a constant; for more information see Equation E8 in [Supplemental Information](#mmc1){ref-type="supplementary-material"}). This comparison also allows us to solve exactly for the network for an individual sample *q*. In particular, by subtracting the above equations we find:$$\begin{array}{l}
{e_{ij}^{(\alpha)} - e_{ij}^{({\alpha - q})} = w_{q}^{(\alpha)}e_{ij}^{(q)} + \sum\limits_{s \neq q}^{N}{\left( {w_{s}^{(\alpha)} - w_{s}^{({\alpha - q})}} \right)e_{ij}^{(s)}}} \\
{\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  = w_{q}^{(\alpha)}e_{ij}^{(q)} - w_{q}^{(\alpha)}\sum\limits_{s \neq q}^{N}{w_{s}^{({\alpha - q})}e_{ij}^{(s)}}} \\
\end{array}$$

The network specific to sample *q* in terms of the aggregate networks is then:$$e_{ij}^{(q)} = \frac{1}{w_{q}^{(\alpha)}}\left( {e_{ij}^{(\alpha)} - e_{ij}^{({\alpha - q})}} \right) + e_{ij}^{({\alpha - q})}\text{.}$$

In summary, the edge scores for a given individual network are equal to the difference in edge scores for an aggregate network constructed using all the samples and an aggregate network reconstructed using all but the sample of interest, multiplied by a scaling factor, and added to the edge scores of the network reconstructed using all but the sample of interest ([Figure 1](#fig1){ref-type="fig"}B). What this means is that we can use pairs of aggregate network models to "extract" networks for each of the individual input samples. In the following analysis we give samples equal weight ($w_{q}^{(\alpha)} = {1/N}$), although one could, in principle, weight samples differently based on the quality of the data for individual samples or some other measure. A more detailed version of the LIONESS derivation is provided in the [Supplemental Information](#mmc1){ref-type="supplementary-material"}.

We note that the mathematical framework presented in [Equation 4](#fd4){ref-type="disp-formula"} is independent of the inference method used to estimate the aggregate network edge weights. In other words, LIONESS can be thought of as a mathematical "wrapper" that can be applied to estimate networks based on any aggregation model. With this in mind, we have performed a detailed exploration of the behavior of [Equation 4](#fd4){ref-type="disp-formula"} when the aggregate network model is calculated using Pearson correlation or mutual information (MI), two measures commonly applied to quantify the level of a linear or nonlinear association between variables, respectively. For both measures, we are able to show that the inter-network linearity assumption of LIONESS ([Equation 1](#fd1){ref-type="disp-formula"}) holds in the context of large sample size (see [Supplemental Information](#mmc1){ref-type="supplementary-material"}). Simulation analysis also illustrates how LIONESS consistently assigns similar edge weights to the samples that most contribute to an expected relationship and correctly identifies and re-weights edges for the samples that are most inconsistent with an expected relationship ([Figure S1](#mmc1){ref-type="supplementary-material"}).

LIONESS Accurately and Robustly Predicts Networks Using *In Silico* Data {#sec2.3}
------------------------------------------------------------------------

To systematically evaluate LIONESS, we created a series of datasets where the underlying networks corresponding to each input expression sample are known. We used these data to (1) evaluate whether LIONESS accurately predicts individual sample networks, (2) to explore how sensitive these predictions are to the properties of the underlying data, and (3) to assess whether LIONESS is able to recover sample-specific network relationships (i.e., edges specific to a given sample\'s network).

Briefly, to create a benchmark *in silico* dataset, we started with a baseline network containing *M* nodes and random edges. We then permuted the edges within this baseline network, creating a single-sample network with the same degree distribution ([Figure 2](#fig2){ref-type="fig"}A). We repeated this *N* times, creating *N* "gold-standard" single-sample networks. To derive corresponding expression profiles for each of these networks, we generated 1,000 random initial expression states (0 or 1 corresponding to whether the gene is "on" or "off," respectively) and applied a Boolean model (see "[Transparent Methods](#mmc1){ref-type="supplementary-material"}") to determine the corresponding network attractors ([@bib33]). We averaged over all states defined within these 1,000 attractors to generate "expression" values for the *M* nodes (which represent genes) in each network. This gave us an *M*-by-*N* matrix of expression values, one for each of the nodes (genes) in each network. An overview of our approach is shown in [Figure S2](#mmc1){ref-type="supplementary-material"}. The generated *in silico* datasets are included in [Data S1](#mmc2){ref-type="supplementary-material"}.Figure 2Evaluation of LIONESS′ Ability to Recover Known Single-Sample Networks in *In Silico* Data(A) Toy example of how we create a single-sample network from an underlying baseline network.(B) Illustration of the gene expression samples used to build a single-sample network. We evaluated the accuracy of both the aggregate network derived using all samples (red) and the LIONESS-estimated single-sample network (black) by benchmarking against the corresponding "gold-standard" single-sample network.(C) The mean and standard deviation of the AUC values of the aggregate (red) and LIONESS-predicted single-sample networks (black) estimated from *in silico* datasets representing varying levels of heterogeneity.(D) The mean and standard deviation of the AUC values of the aggregate (red) and LIONESS-predicted single-sample networks (black) estimated using increasing numbers of input expression samples. For each sample size, 10,000 random subsets of samples were used.(E) Violin plots showing the distribution of AUC values for aggregate and LIONESS-predicted single-sample networks estimated using four different aggregate network reconstruction approaches. For (C--E) AUCs were calculated using all possible edges, and for edges that differ from the baseline model (permuted edges), see (A).See also [Figures S2--S4](#mmc1){ref-type="supplementary-material"}.

We first evaluated LIONESS′ predictions in the context of varying heterogeneity. To do this, we generated six different *in silico* datasets using the same baseline network but varying the amount of permutation used to obtain the single-sample network models. For this analysis we chose a network size of *M=100* nodes and *N=100* samples and used Pearson correlation to calculate an aggregate network before applying [Equation 4](#fd4){ref-type="disp-formula"} to reconstruct each of the individual sample networks. We evaluated the accuracy of the Pearson correlation aggregate network and each of the LIONESS-estimated single-sample networks ([Figure 2](#fig2){ref-type="fig"}B) by comparing with the original "gold-standard" networks and calculating the area under the receiver operator characteristic curve (AUCROC, or more simply AUC).

We observe that in the context of greater heterogeneity among the single-sample networks (increased permutation) the LIONESS-predicted networks are much more accurate than the aggregate network ([Figure 2](#fig2){ref-type="fig"}C). On the other hand, in the context of low heterogeneity, the accuracy of the LIONESS-predicted networks is similar to that of the aggregate network; this is to be expected because the aggregate network should not be significantly different from the single-sample networks in this context. Most interesting, however, is the fact that the accuracy of the permuted edges (those that appear in the single-sample network but not the baseline network, see [Figure 2](#fig2){ref-type="fig"}A) is *independent* of sample heterogeneity. These edges are not accurately captured in the aggregate network model, especially in the case of low heterogeneity.

We have repeated this analysis on *in silico* data for networks (1) of various sizes (contain more nodes) and (2) with varying levels of noise added to their associated expression data. We find that LIONESS′ performance is independent of the size of the network models ([Figures S3](#mmc1){ref-type="supplementary-material"}A and S3B) and retains its ability to predict networks even in the presence of expression data noise ([Figure S3](#mmc1){ref-type="supplementary-material"}C).

Next, we evaluated LIONESS′ predictions in the context of varying sample size. To do this, we generated an additional *in silico* dataset based on the same 100-node baseline network as the previous analysis. We used a moderate level of permutation (*ρ=1*) to generate a dataset with 10,000 paired network and expression samples. We selected subsets of this dataset containing *N+1* samples, where *N* varied from 20 to 5,000; applied LIONESS to estimate the (*N+1*)^th^ sample\'s network; and evaluated the accuracy of that network as well as the corresponding aggregate network from which it was derived ([Figure 2](#fig2){ref-type="fig"}D). We observe that as we increase the number of samples (*N*), the accuracy of LIONESS single-sample networks remains constant, both overall and for the sample-specific permuted edges. However, although including more samples improves the accuracy of the aggregate network model, the sample-specific permuted edges within the aggregate model are very poorly estimated with increasing sample size. This behavior is expected; including more samples provides increasing information that can help accurately estimate edges that are in the baseline network (those that are most likely to be common across all the single-sample networks). These edges are, by definition, the opposite of the sample-specific permuted edges.

We next assessed how sensitive LIONESS networks are to the chosen set of "background" samples. Using the same *in silico* dataset described above, we evaluated the similarity between pairs of single-sample networks that represent the same expression sample (*q*), but which were constructed using independent sets of background samples. We found high reproducibility, in particular as we increased the number of background samples ([Figure S4](#mmc1){ref-type="supplementary-material"}A). We also tested how robust LIONESS predictions are when there are distinct subtypes represented in the background samples. To do this, we generated a separate *in silico* dataset that contained seven subtypes of different sizes (for more information see "[Transparent Methods](#mmc1){ref-type="supplementary-material"}"). We found that LIONESS′ performance was similar when using a background consisting of all samples, or a background consisting of only subtype-specific samples ([Figure S4](#mmc1){ref-type="supplementary-material"}B, p value = 0.639 for the overall analysis). Simulation analysis also illustrates how, in the case of multiple subtypes in the underlying expression data, using all samples allows for a robust estimation of single-sample edge weights ([Figure S4](#mmc1){ref-type="supplementary-material"}C).

Finally, we tested the generalizability of LIONESS by estimating single-sample networks from aggregate models derived using several common network reconstruction approaches, including Pearson correlation, Passing Attributes between Networks for Data Assimilation (PANDA) ([@bib8]), MI, and Context Likelihood of Relatedness (CLR) ([@bib7]). These methods represent several commonly used reconstruction approaches, including both linear (Pearson) and nonlinear (MI) models, that infer either directed (PANDA) or undirected (Pearson, MI, CLR) networks (for more information, see "[Transparent Methods](#mmc1){ref-type="supplementary-material"}"). [Figure 2](#fig2){ref-type="fig"}E shows the distribution in AUC values for the aggregate and LIONESS single-sample network predictions for each of these approaches. We find that LIONESS consistently and accurately predicts single-sample networks for all four network inference methods. Interestingly, although the difference in AUC between the overall aggregate and single-sample models is fairly similar for all four approaches, the AUC values are lowest for networks estimated using MI, a nonlinear approach for assessing correlation. This may reflect that our *in silico* data do not fully represent the complexity found in biological systems or that MI is not the optimal measure to use when estimating a regulatory network from expression data.

Estimating Single-Sample Networks Using Experimental Data from Yeast {#sec2.4}
--------------------------------------------------------------------

We next tested LIONESS using experimental data from cell-cycle-synchronized yeast cells. We downloaded gene expression data (Gene Expression Omnibus: [GSE4987](ncbi-geo:GSE4987){#intref0010}) ([@bib26]) consisting of dye-swap technical replicates measured every 5 min for 120 min. We ma-normalized ([@bib34]) these data, removed probe sets with missing information, batch-corrected using ComBat ([@bib13]), averaged probe sets mapping to the same open reading frame annotation, and quantile-normalized the resulting gene-by-sample matrix of expression values. We note that the 105-min time point was excluded in both replicates due to poor hybridization performance ([@bib26]).

We used four different network inference methods (Pearson Correlation, PANDA ([@bib8]), MI, and CLR ([@bib7])) to reconstruct aggregate networks for this dataset and applied LIONESS to estimate the networks for each of the individual samples. The correlation between edge weights in each pair of the estimated sample-specific networks is shown in the first column of [Figure 3](#fig3){ref-type="fig"} (R1&R2-from-R1&R2). We see that network estimates for the same technical replicate are highly similar, as evidenced by the strong diagonal in the upper-right and lower-left squares of each comparison; additional structure is also evident in off-diagonal similarities that reflect the fact that the time course data include more than one cell cycle.Figure 3Analysis of LIONESS Networks Predicted for 48 Expression Samples Collected across a Yeast Cell Cycle Time Course ExperimentLIONESS was used to predict networks for each sample in the expression data by applying four different aggregate network reconstruction approaches. For each approach we built the aggregate models either using all samples (R1&R2 from R1&R2), or only the samples from the same technical replicate (R1-from-R1 & R2-from-R2). The Spearman correlation was used to evaluate how similar these networks are to each other. See also [Figure S5](#mmc1){ref-type="supplementary-material"}.

To test if strong reproducibility was because of inclusion of replicates in the expression data, we also ran LIONESS separately on each individual replicate. This analysis produced 24 single-sample networks estimated using only the data in replicate one and 24 single-sample networks estimated using only the data in replicate two (R1-from-R1 & R2-from-R2). The correlation between these networks is shown in the second column of [Figure 3](#fig3){ref-type="fig"}. As before, we observe strong reproducibility in estimated edge weights between technical replicates. However, it is worth noting that even though we have corrected for batch effects in the expression data, several of the methods, especially CLR, appear to be sensitive to the "background" data used.

We note that this level of reproducibility is similar to that observed in the underlying expression data, demonstrating that we did not lose replicate information by applying LIONESS separately to the two sets of expression samples ([Figure S5](#mmc1){ref-type="supplementary-material"}A). Interestingly, replicate PANDA networks had higher levels of similarity when compared with the other three reconstruction approaches. Based on these results, in the following analysis we focus on the single-sample networks derived using PANDA as the aggregate network inference method. Results for the other reconstruction approaches are presented in [Figure S5](#mmc1){ref-type="supplementary-material"}B.

Single-Sample Networks Show Periodic Structure across the Cell Cycle {#sec2.5}
--------------------------------------------------------------------

We next tested whether these single-sample networks could provide insight into gene regulation and dynamic cellular network processes. We averaged the aggregate networks and single-sample networks representing the same time point in each of the two replicates, identified the 1,000 edges with the highest variability across the individual networks, and visualized those edges as a heatmap in [Figure 4](#fig4){ref-type="fig"}A. The highly variable edges have a range of predicted weights in the aggregate network (left panel); however, we observe strong oscillatory patterns in edge weights (right panel), apparently reflecting changes in gene regulation across the cell cycle. Further investigation indicates that all these highly variable edges originate from one of four transcription factors (MBP1, SWI4, SWI6, and STB1), each of which is known to play a key role in regulating the yeast cell cycle ([@bib12]).Figure 4Characterizing Networks across the Yeast Cell Cycle(A) A heatmap of the edge weights for the 1,000 most variable edges across the sample-specific network models. The left panel shows the weights of these edges in the aggregate network, and the right panel shows the edge weights across the single-sample networks. For the right panel rows are *Z* score normalized for visualization purposes.(B) The average expression of genes targeted by the four transcription factors that were identified as regulatory nodes of the 1,000 topmost variable edges as well as the average weight of high-confidence edges that extend between those transcription factors and their target genes. The average weight of these edges in the aggregate network is shown as a dashed line.See also [Figure S5](#mmc1){ref-type="supplementary-material"}.

We examined the genes for which there is strong evidence of targeting by these transcription factors (average edge weight across all LIONESS networks greater than zero). In [Figure 4](#fig4){ref-type="fig"}B we plot the average weight of these high-evidence interactions for each regulating transcription factor and the average expression of their target genes. It is immediately apparent that oscillation in edge weights occurs at exactly twice the frequency of the oscillation in gene expression, and that the gene expression oscillates with a period approximately equal to that of the yeast cell cycle.

To understand this result we have to recognize that PANDA interprets correlation in target gene expression as an indication of co-regulation by an upstream transcription factor. Consequently, PANDA assigns greater edge weights when a transcription factor\'s targets are all coordinately increasing (activated) or decreasing (de-activated or repressed) their expression levels. High edge weights should be interpreted as evidence for information flow from a transcription factor (TF) to its targets, which could be due to a physically present TF actively regulating its downstream targets, and could also reflect a strong *lack* of regulation by that TF. In this light, the "turn on/turn off" behavior is exactly what one would predict given how PANDA estimates network relationships and is further evidence that LIONESS is extracting meaningful single-sample networks.

Reconstructing Single-Sample Networks for Human Lymphoblastoid Cell Lines {#sec2.6}
-------------------------------------------------------------------------

Lastly, we applied LIONESS to infer individual-specific human gene regulatory networks. We used a set of 155 RNA-seq samples from immortalized lymphoblastoid cell lines representing 65 different individuals ([@bib25]). We downloaded raw fastq files from the Pritchard lab website (<http://eqtl.uchicago.edu/>) and aligned samples to hg19 using Bowtie ([@bib15]); subsequent quality control analysis using RNA-SeQC ([@bib5]) excluded two samples due to low expression profile efficiency scores. This left us with a final set of 153 RNA-seq experiments that includes replicates and represents 65 distinct individuals. We normalized this dataset using DEseq2 ([@bib19]). For additional data processing and normalization information, see [Transparent Methods](#mmc1){ref-type="supplementary-material"}.

Based on our results when applying LIONESS to network models in the simulated and yeast cell cycle data, we chose PANDA as our aggregate network reconstruction method for the human data. We used PANDA to estimate aggregate gene regulatory network models for the collection of 153 RNA-seq samples. We then applied LIONESS to these aggregate models, resulting in 153 single-sample networks, one for each of the RNA-seq expression samples. A hierarchical clustering (complete linkage, Spearman correlation) of the network edge weights demonstrates that networks for the same individual nearly always cluster more strongly with each other than with networks representing different individuals ([Figure S6](#mmc1){ref-type="supplementary-material"}). This analysis demonstrates that even when constructing networks using biological data from higher-order organisms such as human, the sample-specific networks predicted by LIONESS are reproducible.

Complex Relationships between Network Targeting and Gene Expression {#sec2.7}
-------------------------------------------------------------------

As with yeast, we investigated the relationship between gene targeting and expression in human networks. First, we averaged single-sample networks that represent the same individual, resulting in 65 "person-specific" regulatory networks. We then selected high-evidence regulatory interactions for each transcription factor (average edge weight across all single-sample networks greater than zero), and directly compared the mean edge weight for these interactions in each of the single-sample networks to the average expression of the targeted genes in the original expression samples.

We found nonlinear relationships between targeting and expression, with the highest average edge weights occurring when target genes have either high or low expression levels ([Figure 5](#fig5){ref-type="fig"}A); this is consistent with what we observed in our yeast analysis ([Figure 4](#fig4){ref-type="fig"}B). Coloring by the transcription factor expression level in each sample reveals additional patterns with some transcription factors primarily acting as activators (increased target gene expression upon increased TF expression and targeting) and others generally acting as repressors (decreased target gene expression upon increased TF expression and targeting). However, the relationship between a transcription factor and its target genes is not always simple, indicating that other regulatory mechanisms, such as co-activators, post-translational modifiers, or epigenetic mechanisms, are likely playing an important role in mediating these regulatory events.Figure 5Comparison of Gene Regulation, Gene Expression, and DNase Hypersensitivity Data(A) For six representative transcription factors, the mean expression of target genes and the mean weight of the edges targeting those genes across the 65 samples are plotted. For each sample, the expression of the TF is shown as a color, scaled to the normal distribution for visualization purposes.(B) A cartoon illustrating how high edge weights and thus regulatory activity is not necessarily equivalent to the presence of a physical interaction.(C) The distribution of the Spearman correlation values when comparing gene targeting (calculated by combining LIONESS predictions with TF expression; *k*^(*L+e*)^) and the significance level of DNase hypersensitivity in a gene\'s promoter across all the samples. We also show the percentage of genes whose targeting positively correlates with DNase hypersensitivity when targeting is calculated using only the LIONESS-predicted edge weight (*k*^(*L*)^: no expression considered) or a combination of expression and motif information (*k*^(*m+e*)^). We performed these analyses either using all 12,424 genes included in our network model or for the set of 3,488 genes with a DNase peak called in all 65 samples (open genes).See also [Figure S6](#mmc1){ref-type="supplementary-material"}.

Increased Network Targeting Corresponds to Open Chromatin {#sec2.8}
---------------------------------------------------------

DNase hypersensitivity profiling data are also available for these 65 lymphoblastoid cell lines ([@bib4]), and we used it to investigate how network structures reflect epigenetic state. We downloaded the data from the Pritchard lab website (<http://eqtl.uchicago.edu/>) and called DNase "peaks" for each sample using Model-based Analysis for ChIP-seq (MACS) ([@bib36]). When a peak fell within the promoter region of a gene, we assigned that gene a sample-specific score reflecting the significance level of the associated peak call. We found 12,424 genes with a DNase promoter peak in at least one sample and 3,488 genes with a promoter peak in all samples. For details on the DNase data processing, see "[Transparent Methods](#mmc1){ref-type="supplementary-material"}".

A DNase hypersensitivity peak represents a region of open chromatin that is often presumed to be occupied by one or more regulatory proteins, including transcription factors. We wanted to determine if differences in chromatin state between the 65 individuals is reflected in alterations in transcription factor targeting within our single-sample networks. We assigned each edge in each sample a score by combining (1) the weight of that interaction in our single-sample network models (because this value indicates whether information is flowing between that transcription factor and target gene in the PANDA model) and (2) the expression level of the transcription factor itself (because this value indicates whether the TF is physically present in the cell ([Figure 5](#fig5){ref-type="fig"}B)). This resulted in a set of expression-modified edge weights for each sample. For more information on how we calculated these edge weights, see "[Transparent Methods](#mmc1){ref-type="supplementary-material"}".

We next used the sum of the edge weights associated with each gene to estimate the number of transcription factors regulating that gene in each of the 65 person-specific networks (*k*^(*L+e*)^). For comparison, we calculated gene targeting in two other ways: (1) using LIONESS edge weight estimates in the absence of gene expression information (*k*^(*L*)^) and (2) using gene expression information in the absence of LIONESS-predicted edge weights (*k*^(*m+e*)^); for the second measure we combined transcription factor expression in each sample with the motif information used for PANDA\'s prior (see "[Transparent Methods](#mmc1){ref-type="supplementary-material"}"). We note that this last approach is conceptually similar to current methods for approximating sample-specific network information (see [Introduction](#sec1){ref-type="sec"}).

To evaluate the association of network targeting with chromatin state, for each gene we calculated the Spearman correlation between gene targeting across the networks and the significance scores of that gene\'s promoter DNase across the corresponding cell lines. We find that gene targeting in the expression-modified LIONESS model (*k*^(*L+e*)^) is very strongly correlated with promoter-DNase events, especially when only considering genes with measured chromatin information across all the cell lines ([Figure 5](#fig5){ref-type="fig"}C). This association is greater than when using only expression and motif information (*k*^(*m+e*)^), demonstrating that the LIONESS approach provides additional information on chromatin state not apparent in the data used to seed the algorithm.

Differential Targeting of Genes Highlights Important Biological Processes {#sec2.9}
-------------------------------------------------------------------------

Finally, we wanted to determine if there are common structures across these single-sample regulatory networks that might be reflective of important biological processes. We performed a hierarchical clustering (complete linkage, Spearman correlation) on the edge weights in the 65 single-sample lymphoblastoid networks and identified two distinct groups of samples defined by sample-specific edge weights ([Figure 6](#fig6){ref-type="fig"}A). In parallel, we performed a hierarchical clustering using gene expression values ([Figure 6](#fig6){ref-type="fig"}B) and found two groups of samples that are distinct from the groups defined by the edge weight clustering.Figure 6Analysis of Human Lymphoblastoid Cell Line Networks(A) A hierarchical clustering on the edge weights for 65 regulatory networks, one for each distinct subject-derived lymphoblastoid cell line included in the RNA-seq dataset.(B) An equivalent hierarchical clustering on gene expression values for these 65 individuals. This clustering is distinct from the one based on the network edge weights. Subject labels are colored based on the network clustering.(C) Reactome pathways enriched based on GSEA using gene targeting instead of gene expression and comparing samples from the right and left groups of networks presented in (A). No Reactome pathways were identified when comparing the expression values of genes in the different groups defined by the hierarchical clustering presented in (B).See also [Figure S6](#mmc1){ref-type="supplementary-material"}.

We then used Gene Set Enrichment Analysis (GSEA) ([@bib31]) to compare groups of samples defined in the expression-based and network-based clustering. First, we compared the expression levels of genes between groups of individuals defined in the expression-based clustering. Although there were many differentially expressed genes between the expression-based groups of samples (2,620 with false discovery rate \[FDR\] \< 0.01), GSEA found no enrichment for known biological functions ([Figure 6](#fig6){ref-type="fig"}C). Next, we defined the targeting level of a gene in a sample as the sum of all edges pointing to that gene in a single-sample network. We then used GSEA to compare the targeting levels of genes between the two groups of individuals defined by the network-based clustering ([@bib9]). In contrast to the expression-based analysis, in the differential-targeting analysis GSEA found enrichment for many cellular processes related to cell proliferation (in the smaller "orange" cluster; n = 18) and immune function (in the larger "blue" cluster; n = 45; [Figure 6](#fig6){ref-type="fig"}C).

Unfortunately, there is little phenotypic information for the 65 individuals in this study, and those available ([@bib3]) are not significantly associated with the groups defined by clustering on either the expression or the network information. However, given our functional enrichment results, we believe that the regulatory differences we observe between the network groups is likely related to differences in cellular growth rate induced by variable Epstein-Barr virus (EBV) levels in the cell lines. EBV is used to transform human B cells into immortalized lymphoblastoids and is known to activate nuclear factor (NF)-κB transcriptional response ([@bib2]). Consistent with this hypothesis, we find the signature "Activation of NF-κB in B-cells" highly targeted in the small, "cell proliferation" cluster (ES = 0.5, FDR = 2 × 10^−3^).

We also performed GSEA on gene targeting in the aggregate network modeled using all 65 samples. This identified one significant pathway "Activation of IRF3/IRF7 mediated by TBK1/IKK epsilon." This pathway is activated upon cell stimulation with viruses. In fact, Interferon Regulatory Factor 7 (IRF7) was originally identified in the context of EBV infection ([@bib35]). Although this indicates that this pathway is likely to be highly regulated in all 65 lymphoblastoid samples, it also shows that many of the subtle differences between the individual cell lines cannot be detected with an aggregate network approach. Overall, these results indicate that evaluating single-sample networks can lend insight into the biological processes active in different individuals even when a similar analysis of the gene expression data or the aggregate network model does not.

Discussion {#sec3}
==========

In this article, we present LIONESS as a method for estimating sample-specific regulatory networks. The core principle behind LIONESS is that the addition or removal of even a single sample will slightly perturb an aggregate network model. This perturbation can be used to estimate the contribution of a sample to the aggregate network, and therefore the network of that sample. Importantly, by relying on independent and existing aggregate models to capture the network of the interactions between genes, and a linear interpolation to estimate individual-level differences in the associated edge weights, LIONESS is able to reconstruct network estimates for each sample while preserving the biological complexity of the gene-gene interactions.

There are many network reconstruction methods, but there is no consensus as to the "correct" or "best" one to use---if in fact there is a single method that works best for all data types ([@bib20]). In the analysis presented here, we used four representative gene expression network reconstruction approaches: Pearson correlation, MI, CLR, and PANDA. These were chosen because they illustrate network reconstruction methods that use either a linear (Pearson) or nonlinear (MI) correlation measure, and the extensions of those measures to better capture true regulatory interactions instead of simple correlative effects. Within this representative collection of methods, our analysis suggests that applying LIONESS to aggregate networks reconstructed using PANDA has the greatest potential for reconstructing accurate network models that can be used to interpret phenotypic differences.

We also note that although we tested our approach in the context of using gene expression to reverse engineer regulatory networks, the linear algebraic framework at the heart of LIONESS is generalizable and can be applied in other settings where aggregate relationships are inferred from a collection of samples. In principle, this includes the application of LIONESS not only to other network inference methods but also in contexts where network relationships are inferred from other multi-sample omics data, such as metabolomics data, genetic/variant data, or epigenetic regulatory information such as CpG methylation. Incorporating this information into single-sample network models will be an important step in understanding the complexity of metazoan gene regulation.

Looking forward, LIONESS provides a way to unite the extensive literature and methodologies for modeling complex network relationships, with statistical analysis techniques that use sample-level information to model heterogeneity. Great progress has been made in assigning patients to disease subgroups based on gene expression profiles, or in using mutational profiles to match individual patients to specific therapies. LIONESS provides a framework in which one could imagine using a similar approach to analyze networks for precision medicine applications. For example, the network-interactions and properties predicted using LIONESS could be directly associated with patient phenotype, genotype, progression, survival, drug response, etc. Therefore LIONESS not only addresses the problem of estimating multiple networks for populations with significant phenotypic of biological heterogeneity but also provides a means of estimating and analyzing networks when samples of a particular phenotype or disease subtype are rare. Ultimately, one could imagine using the LIONESS approach to identify and target the regulatory pathways active in an individual patient (rather than using mutations or gene expression as surrogates for those pathways).

In summary, our approach to modeling single-sample networks is the first single-sample approach that estimates each sample\'s complete network rather than simply re-purposing differential expression information for network-based analysis. More importantly, LIONESS fills a critical gap, enabling the predictions made by existing network reconstruction methodologies to be evaluated using the same statistical techniques widely applied in other areas of genomic data analysis. The mathematical framework of LIONESS is highly generalizable and has the potential to be used to study many different and important questions in the fields of precision medicine, health, and biomedical research.

Limitations of Study {#sec3.1}
--------------------

One central feature of LIONESS is that it is not a stand-alone algorithm. Rather it is designed to be applied to the output of other aggregate network approaches, and thus is subject to the limitations inherent in those approaches. In this work we focused on testing and evaluating LIONESS in the context of gene regulatory network reconstruction approaches, which primarily leverage expression data to estimate edges and edge weights. It should be mathematically straightforward to apply LIONESS in other contexts, such as to aggregate approaches that consider other network features (e.g., node weights), or to methods that reconstruct different types of networks and/or leverage other types of omics data. Research in these areas is undergoing rapid development. Therefore it will be critical to systematically evaluate LIONESS in these contexts to fully interpret the method\'s predictions. Finally, it is important to recognize that the accuracy of LIONESS′ single-sample networks depends on the accuracy of the method used for inferring the underlying aggregate network. As genomic data continue to grow and methods for network inference improve, this relationship implies that the accuracy of the single-sample networks inferred by LIONESS will only continue to improve.

Methods {#sec4}
=======

All methods can be found in the accompanying [Transparent Methods supplemental file](#mmc1){ref-type="supplementary-material"}.

Data and Software Availability {#appsec3}
==============================

The data sets generated during and/or analyzed during the current study are available in [Data S1](#mmc2){ref-type="supplementary-material"} (in silico data), and from the Gene Expression Omnibus under accession number [GSE4987](ncbi-geo:GSE4987){#interref30} (yeast data), [GSE19480](ncbi-geo:GSE19480){#interref35} (human RNA-seq data), and [GSE31388](ncbi-geo:GSE31388){#interref40} (human DNase data). The human data is also available online at <http://eqtl.uchicago.edu/>. Fully processed and normalized versions of the yeast and human data used in this study are also available from the authors upon request.
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