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We show how the notion of message passing can be used to streamline the algebra and
computer coding for fast approximate inference in large Bayesian semiparametric regres-
sion models. In particular, this approach is amenable to handling arbitrarily large models of
particular types once a set of primitive operations is established. The approach is founded
upon a message passing formulation of mean field variational Bayes that utilizes factor
graph representations of statistical models. The underlying principles apply to general
Bayesian hierarchical models although we focus on semiparametric regression. The notion
of factor graph fragments is introduced and is shown to facilitate compartmentalization
of the required algebra and coding. The resultant algorithms have ready-to-implement
closed form expressions and allow a broad class of arbitrarily large semiparametric regres-
sion models to be handled. Ongoing software projects such as Infer.NET and Stan support
variational-type inference for particular model classes. This article is not concerned with
software packages per se and focuses on the underlying tenets of scalable variational infer-
ence algorithms.
Keywords: Factor graphs; Generalized additive models; Generalized linear mixed models;
Low-rank smoothing splines; Mean Field variational Bayes; Scalable statistical methodol-
ogy; Variational message passing.
1 Introduction
We derive algorithmic primitives that afford fast approximate inference for arbitrarily
large semiparametric regression models. The fit updating steps required for fitting a sim-
ple semiparametric regression model, such as Gaussian response nonparametric regres-
sion, can also be used for a much larger model involving, for example, multiple predictors,
group-specific curves and non-Gaussian responses. Such update formulae only need to be
derived and implemented once, representing enormous savings in terms of algebra and
computing coding.
Semiparametric regression extends classical statistical models, such as generalized lin-
ear models and linear mixed models, to accommodate non-linear predictor effects. The
essence of the extension is penalization of basis functions such as B-splines and Debauchies
wavelets. Such penalization can be achieved through random effects models that have the
same form as those used traditionally in longitudinal and multilevel data analysis. Gen-
eralized additive models, group-specific curve models and varying coefficient models are
some of the families of models that are included within semiparametric regression. If a
Bayesian approach is adopted then semiparametric regression can be couched within the
directed acyclic graphical models infrastructure and, for example, Markov chain Monte
Carlo (MCMC) and mean field variational Bayes (MFVB) algorithms and software can be
used for fitting and inference. The MFVB approach has the advantage of being scalable
to very large models and big data-sets. Recent articles by the author that describe MCMC
and MFVB approaches to semiparametric regression analysis include Ruppert, Wand &
Carroll (2009), Wand (2009), Marley & Wand (2010), Wand & Ormerod (2011) and Luts,
Broderick & Wand (2014).
In this article we revisit MFVB for semiparametric regression but instead work with an
approach known as variational message passing (VMP) (Winn & Bishop, 2005). The MFVB
and VMP approaches each lead to ostensibly different iterative algorithms but, in a wide
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range of models, converge to the identical posterior density function approximations since
they are each founded upon the same optimization problem. VMP has the advantage that
its iterative updates are amenable to modularization, and extension to arbitrarily large
models, via the notion of factor graph fragments. Factor graphs (Frey et al. 1998), described
in Section 2.3, is a relatively new graphical concept. As explained in Minka (2005), mean
field variational approximation iterative updates can be expressed as messages passed be-
tween nodes on a suitable factor graph. Message passing is a general principle in soft-
ware engineering for efficient computing within so-called distributed systems (e.g. Ghosh,
2015). In the contemporary statistics literature, Jordan (2004) explains how message pass-
ing can be used to streamline the computation of marginal probability mass functions of
the nodes on large discrete random variable probabilistic undirected trees as a pedagogical
special case of the factor graph treatment given in Kschischang et al. (2001). This particu-
lar message passing strategy is known as the sum-product algorithm. Despite its appeal for
efficient and modular computation on large graphical models, message passing on factor
graphs is not well-known in mainstream statistics. The thrust of this article is an explana-
tion of how it benefits semiparametric regression analysis. Even though we concentrate
on semiparametric regression, the principles apply quite generally and can be transferred
to other classes of statistical models such as those involving, for example, missing data,
time series correlation structures and classification-oriented loss functions.
The efficiencies afforded by VMP also apply to another message passing algorithm
known as expectation propagation (e.g. Minka, 2005), although here we focus on the simpler
VMP approach. The high-quality software package Infer.NET (Minka et al.,2014) supports
expectation propagation and VMP fitting of various Bayesian hierarchical models. How-
ever, the nature of MFVB/VMP is such that coverage of various arbitrary scenarios in a
general purpose software package is virtually impossible. The current release of Infer.NET
has limitations in that many important semiparametric regression scenarios are not sup-
ported and self-implementation is the only option. Therefore it is important to understand
the message passing paradigm and how it can be used to build both general purpose and
special purpose approximate inference engines. This article is a launch pad for the algebra
and computing required for fitting arbitrary semiparametric regression models, and other
statistical models, regardless of support by Infer.NET. At first glance, the algebra of VMP
is foreign-looking for readers who work in statistics. Section 3 provides the details of VMP
for a Bayesian linear regression model and working through it carefully is recommended
for digestion of the concept.
Recently Kucukelbir et al. (2016) announced support of Gaussian variational approx-
imations in the Stan package (Stan Development Team, 2016). This is a different type of
approximation used by Infer.NET and this article.
Mean field restrictions, upon which MFVB/VMP is based, often lead to much simpler
approximate Bayesian inference algorithms compared with the unrestricted exact case.
The accuracy of the inference is typically very good (e.g. Faes et al. 2011, Luts & Wand,
2015). Nevertheless, mean field variational inference is prone to varying degrees of inac-
curacy and, for classes of models of interest, benchmarking against Markov chain Monte
Carlo fitting is recommended to see if the accuracy of MFVB/VMP is acceptable for the in-
tended application. In Sections 4 and 5 we show how a wide variety of Gaussian, Bernoulli
and Poisson response semiparametric models can be accommodated via a few updating
rules. Moreover, the updates involve purely matrix algebraic manipulations and can be
readily implemented, and compartmentalized into a small number of functions, in the
analyst’s computing environment of choice.
As explained in Section 3.5 of Winn & Bishop (2005), the messages required for VMP
fitting can be passed according to a flexible schedule with convergence occurring, under
mild conditions, regardless of the order in which the messages are updated. This entails
straightforward parallelizability of VMP algorithms, meaning that for large models the
computing can be distributed across several cores. Luts (2015) contains details on paral-
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lelization of variational semiparametric regression analysis for distributed data sets. In a
similar vein, VMP can achieve real-time fitting and inference for semiparametric regres-
sion by analogy with the MFVB approaches described by Luts, Broderick & Wand (2014).
Section 2 provides background material relevant to VMP. In Section 3 we use a Bayesian
linear regression setting to convey the main ideas of VMP and then describe the ease of
extension to larger models. Sections 4 and 5 form the centerpiece of this article. They de-
scribe eight factor graph fragments that are the building blocks of a wide range of arbitrar-
ily large semiparametric regression models. The more straightforward Gaussian response
case is treated first in Section 4 and then, in Section 5, we show how Bernoulli and Poisson
response models can also be accommodated via the addition of only a handful of algebraic
rules. Speed considerations are briefly discussed in Section 6 before some concluding re-
marks in Section 7. An online supplement to this article provides technicalities such as
detailed derivations.
2 Background Material
Here we provide some notation and coverage of background material required for our
treatment of VMP for semiparametric regression in upcoming sections.
2.1 Density Function Notation
In keeping with the MFVB and VMP literature we let p be the generic symbol for a density
function when describing models and exact posterior density functions. Approximate
posterior density functions according to MFVB/VMP restrictions are denoted generically
by q.
As an example, consider a model having observed data vector y and parameter vectors
θ1 and θ2. The joint posterior density function of θ1 and θ2 is
p(θ1,θ2|y) = p(θ1,θ2,y)
p(y)
.
A mean field approximation to p(θ1,θ2|y), based on the restriction that θ1 and θ2 have
posterior independence, is denoted by q(θ1)q(θ2) with the dependence on y suppressed.
The essence of mean field approximation and references to more detailed descriptions are
given in Section 3.1.
2.2 Matrix Definitions and Results
If v is a column vector then ‖v‖ ≡
√
vTv. For a d × d matrix A we let vec(A) denote
the d2 × 1 vector obtained by stacking the columns of A underneath each other in order
from left to right. For a d2 × 1 vector a we let vec−1(a) denote the d × d matrix formed
from listing the entries of a in a column-wise fashion in order from left to right. Note
that vec−1 is the usual function inverse when the domain of vec is restricted to square
matrices. In particular, vec−1{vec(A)} = A for d × d matrices A and vec{vec−1(a)} = a
for d2 × 1 vectors a. The following identity links vec and the matrix trace: tr(ATB) =
vec(A)Tvec(B) for any two matrices A and B such that ATB is defined and square. If a
and b are both d×1 vectors then ab denotes their element-wise product and a/b denotes
their element-wise quotient. Lastly, we use the convention that function evaluation is
element-wise when applied to vectors. For example, if s : R → R then s(a) denotes the
d× 1 vector with ith entry equal to s(ai).
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2.3 Exponential Family Distributions
Univariate exponential family density and probability mass functions are those that can
be written in the form
p(x) = exp{T (x)Tη −A(η)}h(x) (1)
where T (x) is the sufficient statistic, η is the natural parameter, A(η) is the log-partition func-
tion and h(x) is the base measure. Note that the sufficient statistic is not unique. However,
it is common to take T (x) to be the simplest possible algebraic form given p(x).
An exponential family density function that arises several times in this article is that
corresponding to an Inverse Chi-Squared random variable. The density function has general
form
p(x) = {(λ/2)κ/2/Γ(κ/2)}x−(κ/2)−1 exp{−(λ/2)/x}, x > 0, (2)
where κ > 0 and λ > 0 are, respectively, shape and scale parameters. Simple algebraic
manipulations show that (2) is a special case of (1) with
T (x) =
[
log(x)
1/x
]
, η =
[
η1
η2
]
=
[ −12(κ+ 2)
−12λ
]
and h(x) = I(x > 0)
where I(P) = 1 if P is true and I(P) = 0 if P is false. The log-partition function is
A(η) = (η1 + 1) log(−η2) + log Γ(−η1 − 1).
Section S.1 of the online supplement chronicles the sufficient statistics and natural pa-
rameter vectors, and other relevant relationships, for several exponential family distribu-
tions arising in semiparametric regression. Included is extension to multivariate density
functions for random vectors and matrices.
2.4 Factor Graphs
A factor graph is a graphical representation of the factor/argument dependencies of a real-
valued function. Consider, for example, the function h defined on R5 as follows:
h(x1, x2, x3, x4, x5)≡ (x1 + x2) sin(x2 + 3x3x4)
√
x3
x33+1
tan8(x24 − x5) coth
(
x5 + 9
7x1 + 1
)
= f1(x1, x2) f2(x2, x3, x4) f3(x3) f4(x4, x5) f5(x1, x5)
(3)
where, for example, f1(x1, x2) ≡ x1+x2 and f2, . . . , f5 are defined similarly. Then Figure 1
is a factor graph corresponding to h. The circular nodes match the arguments of h and the
square nodes coincide with the factors in (3). Edges are drawn between each factor node
and arguments of that factor. Factor graphs of functions are not unique since, for example,
f1 and f2 could be combined into a single factor and a different factor graph would result.
x1 x2 x3
x4x5
f1 f2
f3f4f5
Figure 1: A factor graph corresponding to the function h(x1, x2, x3, x4, x5) defined by (3).
All of the factor graphs in the remainder of this article are such that the circular nodes
correspond to random variables, random vectors and random matrices. Hence, we use the
phrase stochastic node to describe a circular node. A square node is simply called a factor.
We use the word node to describe either a stochastic node or a factor. If two nodes on a
factor graph are joined by an edge then we say that the nodes are neighbors of each other.
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2.5 Variational Message Passing
Consider a Bayesian statistical model with observed data D and parameter vector θ. A
mean field variational approximation to the posterior density function p(θ|D) is
p(θ|D) ≈ q∗(θ)
where q∗(θ) is the minimizer of the Kullback-Leibler divergence
∫
q(θ) log
{
q(θ)
p(θ|D)
}
dθ
subject to the product density restriction q(θ) =
∏M
i=1 q(θi) and
{θ1, . . . ,θM} (4)
is some partition of θ. A useful notation for any subset S of {1, . . . ,M} is θS ≡ {θi : i ∈ S}.
Given the partition (4), the joint density function of θ andD is expressible as
p(θ,D) =
N∏
j=1
fj
(
θSj
)
for subsets Sj of {1, . . . ,M} and factors fj , 1 ≤ j ≤ N . (5)
For example, if p(θ,D) is a directed acyclic graphical model with nodes θ1, . . . ,θM andD
then
p(θ,D) =
{
M∏
i=1
p(θi|parents of θi)
}
p(D|parents ofD) (6)
is an N = M + 1 example of (5) with fj , 1 ≤ j ≤M , corresponding to the density function
of θj conditional on its parents and fM+1 corresponding to the likelihood. Each factor is a
function of the subset of (4) corresponding to parental relationships in the directed acyclic
graph. Further factorization of (6) may be possible.
The factor graph in Figure 2 shows an M = 9, N = 11 example of (5). The edges link
each factor to the stochastic nodes on which the factor depends.
θ1
θ2
θ3
θ4
θ5
θ6
θ7
θ8 θ9
f1
f2
f3
f4
f5
f6
f7
f8
f9
f10
f11
Figure 2: A factor graph corresponding to a Bayesian model with stochastic nodes θ1, . . . , θ9 and
factors f1, . . . , f11.
VMP can be expressed in terms of updating messages passed between nodes on the
factor graph, and its description benefits from the notation:
neighbors(j) ≡ {1 ≤ i ≤M : θi is a neighbor of fj}.
Examples of this notation for the Figure 2 factor graph are
neighbors(1) = {1}, neighbors(2) = {1, 2, 9} and neighbors(3) = {6, 7, 8, 9}.
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Hence, according to this notation, p(θ,D) =
∏N
j=1 fj(θneighbors(j)). For each 1 ≤ i ≤ M
and 1 ≤ j ≤ N , the VMP stochastic node to factor message updates are
mθi→ fj (θi)←−∝
∏
j′ 6=j: i∈neighbors(j′)
mfj′→θi(θi) (7)
and the factor to stochastic node message updates are
mfj→θi(θi)←−∝ exp
[
Efj→θi
{
log f j(θneighbors(j) )
}]
(8)
where Efj→θi denotes expectation with respect to the density function∏
i′∈neighbors(j)\{i}
mfj→θi′ (θi′)mθi′→fj (θi′)
∏
i′∈neighbors(j)\{i}
∫
mfj→θi′ (θi′)mθi′→fj (θi′) dθi′
. (9)
In (7) and (8) the←−∝ symbol means that the function of θi on the left-hand side is up-
dated according to the expression on the right-hand side but that multiplicative factors
not depending on θi can be ignored. For common statistical models, the messages aris-
ing from (8) are proportional to exponential family density functions and some simple
examples are given in Section 3.2. If neighbors(j)\{i} = ∅ then the expectation in (8) can
be dispensed with and the right-hand side of (8) is proportional to f j(θneighbors(j) ). The
normalizing factor in (9) involves summation if some of the θi′ have discrete components.
Upon convergence of the messages, the Kullback-Leibler optimal q-densities are obtained
via
q∗(θi) ∝
∏
j:i∈neighbors(j)
mfj→θi(θi). (10)
The genesis of (7)–(10) is given in Minka (2005) where a factor graph-based approach
to VMP is described. Winn & Bishop (2005) develop an alternative version of VMP based
on directed acyclic graphs. Yet another version of VMP is given in Appendix A of Minka
& Winn (2008) which is similar, but not identical to, that given in Minka (2005). All three
versions, as well as MFVB, converge to the same posterior density function approxima-
tions.
Section 3.6 of Winn & Bishop (2005) and Appendix A of Minka & Winn (2008) also
describe calculation of the marginal log-likelihood lower bound
log p(D; q) ≡
∫
q(θ) log
{
p(D,θ)
q(θ)
}
dθ (11)
which satisfies log p(D; q) ≤ log p(D) regardless of q. In Winn & Bishop (2005) log p(D; q)
is referred to as the log evidence. Section S.2.5 in the online supplement describes stream-
lined computation of this quantity within the VMP framework.
2.6 Bayesian Semiparametric Regression
Detailed descriptions of Bayesian semiparametric regression are given in, for example,
Chapter 16 of Ruppert et al. (2003), Gurrin et al. (2005) and Wand (2009). Here we provide
a very brief account of the topic.
A fundamental ingredient, which facilitates the incorporation of non-linear predictor
effects, is that of mixed model-based penalized splines. If x is a continuous predictor variable
then the most common form of a mixed model-based penalized spline in x is
f(x) = β0 + β1 x+
K∑
k=1
uk zk(x), uk|σu ind.∼ N(0, σ2u), 1 ≤ k ≤ K, (12)
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where {zk : 1 ≤ k ≤ K} is a suitable spline basis. A good default choice for the zks are
canonical cubic O’Sullivan splines as described in Section 4 of Wand & Ormerod (2008),
although any scatterplot smoother with a linear basis expansion and a single quadratic
penalty can be re-parametrized to have form (12).
In Bayesian semiparametric regression β0, β1 and σu are random variables which re-
quire prior distributions to be imposed upon them. A common choice for (β0, β1) is a Bi-
variate Normal distribution prior, which allows straightforward approximate noninforma-
tivity to be imposed. As explained in Gelman (2006), approximate noninformativity of σu
can be achieved via Uniform distribution and Half t distribution priors. The illustrations
given in the current article use Half Cauchy priors for standard deviation parameters such
as σu. This entails setting p(σu) = 2/[pi Au{1 + (σu/Au)2}], σu > 0, where the scale param-
eter Au > 0 is a user-specified hyperparameter. We denote this by σu ∼ Half-Cauchy(A).
MFVB and VMP benefit from the following auxiliary variable result:
if σ2u| au ∼ Inverse-χ2(1, 1/au) and au ∼ Inverse-χ2(1, 1/A2u)
then σu ∼ Half-Cauchy(Au).
(13)
A covariance matrix extension of (13) is described in Huang & Wand (2013) and is given
by (31) in the upcoming Section 4.1.3.
The presence of penalized univariate or multivariate splines and, occasionally, penal-
ized versions of other types of basis functions such as wavelets (e.g. Wand & Ormerod,
2011) is the distinguishing feature of semiparametric regression compared with parametric
regression. We advocate a broad view of the latter with linear models, linear mixed models
and their various generalized response extensions included. According to this viewpoint,
Bayesian versions of many of the models used in longitudinal and multilevel data analysis
(e.g. Diggle et. al, 2002; Fitzmaurice et. al, 2008; Gelman & Hill, 2007; Goldstein, 2010) lie
within the realm of Bayesian semiparametric regression.
2.7 A Central Function: GVMP
For a d×1 vector v1 and a d2×1 vector v2 such that vec−1(v2) is symmetric, the following
function is central to VMP for semiparametric regression:
GVMP
([
v1
v2
]
;Q, r, s
)
≡ −18 tr
(
Q{vec−1(v2)}−1[v1vT1 {vec−1(v2)}−1 − 2I]
)
−12rT {vec−1(v2)}−1v1 − 12s.
(14)
The secondary arguments of GVMP are a d × d matrix Q, a d × 1 vector r and s ∈ R. The
function GVMP arises from the following fact: if if θ is a d× 1 Multivariate Normal random
vector with natural parameter vector η as defined by (S.4) in the online supplement then
Eθ
{− 12(θTQθ − 2rTθ + s)} = Eθ(− 12θTQθ + rTθ)− 12 s = GVMP(η ;Q, r, s).
For example, if a is an m× 1 vector andA is an m× d matrix then
Eθ
{−12‖a−Aθ‖2} = GVMP(η;ATA, ATa, aTa).
3 Linear Regression Illustrative Example
Consider the Bayesian regression model
y|β, σ2 ∼ N(Xβ, σ2 I), β ∼ N(µβ,Σβ),
σ2|a ∼ Inverse-χ2(1, 1/a), a ∼ Inverse-χ2(1, 1/A2)
(15)
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where y is an n × 1 vector of response data and X is an n × d design matrix. The d × 1
vector µβ, the d × d covariance matrix Σβ and A > 0 are user-specified hyperparameters
that remain fixed throughout any approximate Bayesian inference procedure for (15). As
explained in Section 2.6, the marginal prior distribution on σ in (15) is Half-Cauchy(A).
The joint posterior density function of the model parameters and auxiliary variable a is
p(β, σ2, a |y) = p(β, σ
2, a,y)
p(y)
(16)
but is analytically intractable and numerically challenging. MCMC (e.g. Chapters 11-12,
Gelman et al., 2014) is the most common tool for making approximate Bayesian inference
for β and σ2. The computationally intensive nature of MCMC entails that, whilst its speed
will be acceptable for some applications, there are others where faster approximations are
desirable or necessary. We next describe MFVB as one such fast alternative.
3.1 Mean Field Variational Bayes Approach
MFVB is a prescription for approximation of posterior density functions in a graphical
model. References on MFVB for general graphical models include Bishop (2006), Wain-
wright & Jordan (2008) and Ormerod & Wand (2010). In this section we focus on MFVB
for approximation of (16). This is founded upon p(β, σ2, a |y) being restricted to have the
product form
q(β) q(σ2) q(a) (17)
for density functions q(β), q(σ2) and q(a). These q-density functions are then chosen to
minimize the Kullback-Leibler distance between p(β, σ2, a|y) and q(β) q(σ2) q(a):∫
q(β) q(σ2) q(a) log
{
q(β) q(σ2) q(a)
p(β, a, σ2|y)
}
dβ dσ2 da.
One can then prove by variational calculus that the optimal q-densities satisfy:
q∗(β) is a N(µq(β),Σq(β)) density function,
q∗(σ2) is an Inverse-χ2
(
n+ 1, λq(σ2)
)
density function, and
q∗(a) is an Inverse-χ2
(
2, λq(a)
)
density function
for some d × 1 vector µq(β), d × d covariance matrix Σq(β) and positive scalars λq(σ2) and
λq(a). These q-density parameters do not have closed form solutions but, instead, can be
determined iteratively via coordinate ascent as explained in Section 10.1.1 of Bishop (2006)
and Section 2.2 of Ormerod & Wand (2010). For the model at hand, the coordinate ascent
updates reduce to Algorithm 1. Here and elsewhere “←−” indicates that the quantity on
the left-hand side is updated according to the expression on the right-hand side.
3.2 Alternative Approach Based on Variational Message Passing
We now explain the VMP alternative for the Bayesian linear regression example. Firstly,
note that the joint distribution of all random variables in model (15) admits the factoriza-
tion
p(y,β, σ2, a) = p(y|β, σ2)p(β)p(σ2|a)p(a). (18)
Treating (18) as a function of parameters corresponding to each factor in the mean field
restriction (17) we arrive at the factor graph shown in Figure 3.
VMP iteration for fitting model (15) involves the updating of messages passed from each
node on the Figure 3 factor graph to its neighboring nodes. Each message is a function of
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Algorithm 1 Mean field variational Bayes algorithm for approximate inference in the Gaussian
response linear regression model (15).
Initialize: λq(σ2) > 0.
Cycle:
Σq(β) ←−
{(
n+ 1
λq(σ2)
)
XTX + Σ−1β
}−1
µq(β) ←−
(
n+ 1
λq(σ2)
)
Σq(β)
(
XTy+Σ−1β µβ
)
; λq(a) ←− 2
{(
n+ 1
λq(σ2)
)
+A−2
}
λq(σ2) ←− yTy − 2µTq(β)XTy + tr[(XTX){Σq(β) + µq(β)µTq(β)}] + 2/λq(a)
until the changes in all q-density parameters are negligible.
the stochastic node that receives or sends the message. For example, the nodes σ2 and
p(σ2|a) are neighbors of each other in the Figure 3 factor graph. The messages passed
between these two nodes are both functions of the stochastic node σ2 and are denoted
by mσ2 → p(σ2| a)(σ
2) and mp(σ2| a)→ σ2(σ
2). The subscripts of m designates the nodes
involved in the message passing and the direction in which the message is passed. Figure
3 shows all 12 of the messages between neighboring nodes on the factor graph.
β σ2p(y|β,σ2)p(β) ap(σ2|a) p(a)
mp(β)→β            (β) mp(y|β,σ2)→β                 (β) mp(y|β,σ2)→σ2                  (σ2) mp(σ2|a)→σ2                (σ2) mp(σ2|a)→a               (a) mp(a)→a            (a)
mβ→p(β)            (β) mβ→p(y|β,σ2)                 (β) mσ2→p(y|β,σ2)                  (σ2) mσ2→p(σ2|a)                (σ2) ma→p(σ2|a)               (a) ma→p(a)            (a)
Figure 3: A factor graph for the function p(y,β, σ2, a) with stochastic nodes β, σ2 and a, corre-
sponding to the factors in product restriction (17). Also shown are each of the messages between
neighboring nodes on the factor graph. The gray arrows depict the directions in which the messages
are passed.
Based on the VMP updating equations given in Section 2.5, and with details given in
Section S.2.1 of the online supplement, the factor to stochastic node messages have the
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following functional forms after the first iteration:
mp(β)→ β(β) = exp
{[
β
vec(ββT )
]T
ηp(β)→ β
}
,
mp(y|β, σ2)→ β(β) = exp
{[
β
vec(ββT )
]T
ηp(y|β, σ2)→ β
}
,
mp(y|β, σ2)→ σ2(σ
2) = exp
{[
log(σ2)
1/σ2
]T
ηp(y|β, σ2)→ σ2
}
,
mp(σ2| a)→ σ2(σ
2) = exp
{[
log(σ2)
1/σ2
]T
ηp(σ2| a)→ σ2
}
,
mp(σ2|a)→ a(a) = exp
{[
log(a)
1/a
]T
ηp(σ2| a)→ a
}
and mp(a)→ a(a) = exp
{[
log(a)
1/a
]T
ηp(a)→ a
}
(19)
for (d + d2) × 1 vectors ηp(β)→ β and ηp(y|β, σ2)→ β and 2 × 1 vectors ηp(y|β, σ2)→ σ2 ,
ηp(σ2| a)→ σ2 , ηp(σ2| a)→ a and ηp(a)→ a. The fixed form of the messages means that, for
the remaining iterations, the message updates (7) and (8) simply involve updates for the
natural parameter vectors of the messages. Note that the last four of these messages are
proportional to Inverse Chi-Squared density functions. The first two are proportional to d-
dimensional Multivariate Normal distributions, but expressed in exponential family form
as explained in Section S.1.6. Therefore, normalizing factors aside, each of the subscripted
η vectors are natural parameters for a particular exponential family density function. The
stochastic node to factor messages have the same functional forms as their reverse mes-
sages. For example
mσ2 → p(σ2| a)(σ
2) = exp
{[
log(σ2)
1/σ2
]T
ησ2 → p(σ2| a)
}
for some 2× 1 vector ησ2 → p(σ2| a).
Once the functional forms of the messages have been determined, the VMP iteration
loop has the following generic steps:
1. Choose a factor.
2. Update the parameter vectors of the messages passed from
the factor’s neighboring stochastic nodes to the factor.
3. Update the parameter vectors of the messages passed
from the factor to its neighboring stochastic nodes.
For typical semiparametric regression models the order in which factors are chosen does
not matter although all factors should eventually be chosen as the iterations proceed.
There are some classes of models, outside those treated in this article, for which local
optima exist and the update order may affect which optimum is attained.
The updates of the stochastic node to factor natural parameter vectors have simple
forms based on (7) and are updated as follows:
ηβ → p(β) ←− ηp(y|β, σ2)→ β, ηβ → p(y|β, σ2) ←− ηp(β)→ β
ησ2 → p(y|β, σ2) ←− ηp(σ2| a)→ σ2 , ησ2 → p(σ2| a) ←− ηp(y|β, σ2)→ σ2
ηa→ p(σ2| a) ←− ηp(a)→ a and ηa→ p(a) ←− ηp(σ2| a)→ a.
(20)
10
Based on (8) and (9)mp(β)→ β(β) ∝ p(β) andmp(a)→ a(a) ∝ p(a) so the natural param-
eter updates for these two messages are simply
ηp(β)→ β ←−
[
Σ−1β µβ
−12vec(Σ−1β )
]
and ηp(a)→ a →
[ −3/2
−1/A2
]
(21)
and remain constant throughout the iterations. The updates corresponding to the mes-
sages sent from p(y|β, σ2) to its neighboring stochastic nodes can be obtained from (8) and
(9). The expectation in (8) reduces to a linear combination of expected sufficient statistics.
Table S.1 in the online supplement gives the required expressions. Simple algebra then
leads to
ηp(y|β, σ2)→ β ←−
[
XTy
−12vec(XTX)
] (ηp(y|β, σ2)↔ σ2)1 + 1(
ηp(y|β, σ2)↔ σ2
)
2
and ηp(y|β, σ2)→ σ2 ←−
 −12 n
GVMP
(
ηp(y|β, σ2)↔ β;X
TX,XTy,yTy
)

(22)
where
ηp(y|β, σ2)↔ σ2 ≡ ηp(y|β, σ2)→ σ2 +ησ2 → p(y|β, σ2),
ηp(y|β, σ2)↔ β ≡ ηp(y|β, σ2)→ β +ηβ → p(y|β, σ2),
(23)
(
ηp(y|β, σ2)↔ σ2
)
i
denotes the ith entry of ηp(y|β, σ2)↔ σ2 and GVMP is explained in Sec-
tion 2.7. The parameter updates for the messages passed from p(σ2|a) to its neighbors
are
ηp(σ2| a)→ σ2 ←−

−32
−
(
ηp(σ2| a)↔ a
)
1
− 1
2
(
ηp(σ2| a)↔ a
)
2

and ηp(σ2| a)→ a ←−

−12
−
(
ηp(σ2| a)↔ σ2
)
1
− 1
2
(
ηp(σ2| a)↔ σ2
)
2

(24)
where the definitions of ηp(y|β, σ2)↔ σ2 and ηp(σ2| a)↔ a are analogous to those given in
(23).
After initializing the stochastic node to factor natural parameters, updates (20), (21),
(22) and (24) form an iterative scheme in the message natural parameter space. Once
convergence of the messages has been attained, the q-density natural parameters can be
obtained from (10) as:
ηq(β) ←− ηp(β)→ β +ηp(y|β, σ2)→ β,
ηq(σ2) ←− ηp(y|β, σ2)→ σ2 +ηp(σ2| a)→ σ2
and ηq(a) ←− ηp(σ2| a)→ a +ηp(a)→ a.
(25)
Updates (25) show that the natural parameters of a q-density of a stochastic node and
incoming messages to that node have simple linear relationships. This, together with (7),
motivates working with natural parameters in VMP.
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The q-density common parameters can be obtained from (25) using (S.3) and (S.4) and
lead to
µq(β) = −12{vec−1
(
(ηq(β))2
)}−1(ηq(β))1, Σq(β) = −12{vec−1((ηq(β))2)}−1,
λq(σ2) = −2
(
ηq(σ2)
)
2
and λq(a) = −2
(
ηq(a)
)
2
(26)
where (ηq(β))1 contains the first d entries of ηq(β) and (ηq(β))2 contains the remaining d2 en-
tries of ηq(β). The values ofµq(β), Σq(β), λq(σ2) and λq(a) are the same regardless of whether
one uses the MFVB approach encapsulated in Algorithm 1 or the VMP approach described
in this section. On face value, it would appear that the MFVB approach is superior due
to its succinctness. However this ranking of MFVB over VMP is within the confines of
approximate inference for model (15). As we now explain in Section 3.2.1, VMP is a more
attractive proposition when semiparametric regression models are extended arbitrarily.
3.2.1 Arbitrarily Large Model Viewpoint
We now turn attention to variational inference for arbitrarily large semiparametric regres-
sion models and how the message passing approach allows streamlining of the required
calculations.
Figure 4 shows both simple linear regression and nonparametric regression fits to data
on 93 passenger car models on sale in U.S.A. in 1993 (source: Lock, 1993). The ith re-
sponse observation (yi) is fuel efficiency on city roads (miles/gallon) and the ith predictor
observation (xi) is weight of the car (pounds).
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Figure 4: Left panel: VMP-based simple linear regression fit to data on fuel efficiency and weight
of 93 passenger car models on sale in U.S.A. in 1993 (source: Lock, 1993). The fitted line is the
posterior mean and the shaded region shows pointwise 95% credible sets according to the mean
field approximation (17). Right panel: Similar to the left panel but for nonparametric regression
according to the mixed model-based penalized spline extension (27) with mean field approximation
(29).
The simple linear regression fit is obtained using VMP applied to the special case of
(15) with X = [1 xi]1≤i≤n. The nonparametric regression fit in Figure 4 is according to
mixed model-based penalized spline model
y|β,u, σ2ε ∼ N(Xβ +Zu, σ2ε I), u|σ2u ∼ N(0, σ2u), β ∼ N(µβ,Σβ),
σ2u|au ∼ Inverse-χ2(1, 1/au), au ∼ Inverse-χ2(1, 1/A2u),
σ2ε | aε ∼ Inverse-χ2(1, 1/aε), aε ∼ Inverse-χ2(1, 1/A2ε),
(27)
12
where
Z ≡
 z1(x1) · · · zK(x1)... . . . ...
z1(xn) · · · zK(xn)

for a spline basis {zk : 1 ≤ k ≤ K} as defined adjacent to (12). The mean field approxima-
tion being used here is
p(β,u, σ2u, au, σ
2
ε , aε|y) ≈ q(β,u, au, aε)q(σ2u, σ2ε). (28)
However, further product density forms arise due to conditional independencies in the
model (e.g. Section 10.2.5 of Bishop, 2006) and it can be established that (28) is equivalent
to
p(β,u, σ2u, au, σ
2
ε , aε|y) ≈ q(β,u)q(σ2u)q(au) q(σ2ε)q(aε). (29)
The extension of the VMP updates when transitioning from the linear regression model
(15) to (27) benefits from:
Definition. A factor graph fragment, or fragment for short, is a sub-graph of a factor
graph consisting of a single factor and each of the stochastic nodes that are neighbors of
the factor.
Figure 5 shows the factor graph corresponding to (27) with mean field approximation (29).
This factor graph has six factors and therefore six fragments. Five of them have the same
form as the fragments of the factors of Figure 3 and are colored gray. The black-colored
fragment corresponds to the following penalization of the coefficient vector:[
β
u
] ∣∣∣σ2u ∼ N ([ σ2β I2 00 σ2u IK
])
and is a distributional form that does not appear in the linear regression model.
(β,u)σu2
p(au) au
p(σu
2|au)
p(β,u|σu2)
p(y|β,u,σε
2)
σε
2 p(σε
2|aε) aε p(aε)
Figure 5: Diagrammatic depiction of the extension from simple linear regression to penalized spline
regression. The fragment shown in black is the only one that is of a different type compared with
the fragments in the Bayesian linear regression model. The fragments shown in gray are present in
the linear model factor graph shown in Figure 3.
The stochastic node to factor messages in Figure 5 have trivial updates analogous to
those given in (20). The factor to stochastic messages are more complicated, but for the
five fragments shown in gray in Figure 5 they are identical or very similar to analogous
updates on the Figure 3 factor graph, as we now explain:
1. The message passed from p(au) to au has the same form as that passed from p(a) to
a for model (15). The natural parameter updates ηp(au)→ au takes the same form as
that for ηp(a)→ a in (21).
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2. Comments similar to those given in 1. apply to the messages passed from p(aε) to
aε.
3. The messages passed from the factor p(σ2u| au) to its neighboring stochastic nodes
σ2u and au have the same form as those passed from p(σ2|a) to σ2 and a for model
(15). The natural parameter updatesηp(σ2u|au)→ σ2u andηp(σ2u| au)→ au take the same
forms as those for ηp(σ2| a)→ σ2 and ηp(σ2| a)→ a in (24).
4. Comments similar to those given in 3. apply to the messages passed from p(σ2ε |aε)
to its neighboring stochastic nodes.
5. The messages passed from the factor p(y|β,u, σ2 ) to its neighboring stochastic nodes
(β,u) and σ2 have a similar form to those passed from p(y|β, σ2) to β and σ2 for
model (15). The natural parameter updates ηp(y|β, σ2)→ β and ηp(y|β, σ2)→ σ2 take
the same forms as those for ηp(y|β,u, σ2ε)→ (β,u) and ηp(y|β,u, σ2ε)→ σ2ε in (22) but
with β replaced by (β,u), σ2 replaced by σ2ε andX replaced by C ≡ [X Z].
It remains to take care of the black-colored fragment of Figure 5. The message passed
from p(β,u|σ2u) to σ2u is
mp(β,u|σ2u)→ σ2u(σ
2
u) = exp
{[
log(σ2u)
1/σ2u
]T
ηp(β,u|σ2u)→ σ2u
}
where
ηp(β,u|σ2u)→ σ2u ←−
 −K/2
GVMP
(
ηp(β,u|σ2u)↔ (β,u);D,0, 0
) 
where D ≡ diag(02,1K) and the function GVMP is defined by (14). The message passed
from p(β,u|σ2u) to (β,u) will be shown (Section 4.1.4) to equal
mp(β,u|σ2u)→ (β,u)(β,u) = exp


β
u
vec
([
β
u
] [
β
u
]T)

T
ηp(β,u|σ2u)→ (β,u)

with natural parameter update
ηp(β,u|σ2u)→ (β,u) ←−

Σ−1β µβ
0K
−12vec
blockdiag
Σ−1β ,

(
ηp(β,u|σ2u)↔ σ2u
)
1
+ 1(
ηp(β,u|σ2u)↔ σ2u
)
2
 IK

 .
In Section 4 we catalog fragment types and identify five that are fundamental to semi-
parametric regression analysis via MFVB/VMP. The form of the factor to stochastic node
updates for these fragments only needs to be derived and implemented once if developing
a suite of programs for VMP-based semiparametric regression. Such cataloging allows for
arbitrarily large models to be handled without an onerous algebraic and computational
overhead.
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3.2.2 Conjugate Factor Graphs
We will say that a factor graph corresponding to a variational message passing scheme
is conjugate if, for each stochastic node, the messages passed to the node are in the same
exponential family. The two factor graphs of this section, shown in Figures 3 and 5, are
conjugate factor graphs. For example it is apparent from (19) that, in Figure 3, the two
messages passed to σ2 are both proportional to Inverse Chi-Squared density functions.
However, some of the exponential forms do not correspond to proper density functions.
In Figure 3, the convergent form ofmp(σ2|a)→ a(a) is
mp(σ2|a)→ a(a) = exp
{[
log(a)
1/a
]T [ −12
−λp(σ2| a)→a
]}
for some λp(σ2| a)→a > 0
which is not proportional to a proper density function.
The concept of a conjugate factor graph can be extended to sub-graphs of the factor
graph at hand, in that conjugacy holds in some parts of a factor graph but not necessarily
in other parts.
4 Gaussian Response Semiparametric Regression
Since many popular Gaussian response semiparametric regression models admit conju-
gate factor graphs, we first focus on their fitting via VMP. Generalized response models
are more challenging and their treatment is postponed until Section 5. We start by identi-
fying five fundamental fragments.
4.1 Five Fundamental Fragments
Table 1 shows five factor graph fragments that are fundamental to VMP-based semipara-
metric regression. We use generic notation, such as θ for a random vector and A for a
design matrix, rather than notation that matches specific semiparametric regression mod-
els. This is in keeping with update formulae within fragments being the building blocks
for the handling of arbitrarily large models.
4.1.1 Gaussian Prior Fragment
The Gaussian prior fragment corresponds to the following prior specification of the d θ × 1
random vector θ:
θ ∼ N(µθ,Σθ).
The d θ×1 vectorµθ and d θ×d θ covariance matrix Σθ are user-specified hyperparameters.
The fragment is shown in Table 1 and has factor
p(θ) = (2pi)−d
θ/2|Σθ|−1/2 exp
{− 12(θ − µθ)TΣ−1θ (θ − µθ)}
and the single stochastic node θ. Using the natural form of the Multivariate Normal dis-
tribution described in Section S.1.6, the factor to stochastic node message is proportional
to p(θ) and has natural parameter form:
mp(θ)→ θ(θ) = exp

[
θ
vec(θθT )
]T
ηp(θ)→ θ
 .
The natural parameter vector is a fixed vector depending only on the hyperparameters:
ηp(θ)→ θ ←−
[
Σ−1θ µθ
−12vec(Σ−1θ )
]
.
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Fragment name Diagram Distributional statement
1. Gaussian prior
fragment na diagr m distributional state ent
Gaussian prior
p(θ)
●
θ
θ ~ N(µθ,Σθ)
Inverse Wishart prior
p(Θ)
●
Θ
Θ ~ Inverse−Wishart(κΘ,ΛΘ)
Iterated Inverse Wishart
p(Θ1|Θ2)
●
Θ1
●
Θ2
Θ1|Θ2 ~ Inverse−Wishart(κ,2Θ2
−1)
Gaussian penalization
p(θ0,…,θL|Θ1,…,ΘL)
●
(θ0,…,θL)
●
Θ1
●
ΘL
● ● ●
θ0 ~ N(µθ,Σθ),
θell|Θl ~ N(0,Iml⊗Θl),  1 ≤ l ≤ L,
θ0,…,θL independent
Gaussian likelihood
p(y|θ,Θ)
●
θ
●
Θ
y|θ,Θ ~ N(Aθ,Im⊗Θ)
θ ∼ N(µθ,Σθ)
2. Inverse Wishart
fragment name diagram distributional statement
Gaussian prior
p(θ)
●
θ
θ ~ N(µθ,Σθ)
Invers  Wishart prior
p(Θ)
●
Θ
Θ ~ Inverse−Wishart(κΘ,ΛΘ)
Iterated Inverse Wishart
p(Θ1|Θ2)
●
Θ1
●
Θ2
Θ1|Θ2 ~ Inverse−Wishart(κ,2Θ2
−1)
Gaussian penalization
p(θ0,…,θL|Θ1,…,ΘL)
●
(θ0,…,θL)
●
Θ1
●
ΘL
● ● ●
θ0 ~ N(µθ,Σθ),
θell|Θl ~ N(0,Iml⊗Θl),  1 ≤ l ≤ L,
θ0,…,θL independent
Gaussian likelihood
p(y|θ,Θ)
●
θ
●
Θ
y|θ,Θ ~ N(Aθ,Im⊗Θ)
Θ ∼ Inverse-Wishart(κΘ,ΛΘ)
prior
3. Iterated Inverse
fragment name diagram distributional statement
Gaussian prior
p(θ)θ
θ ~ N(µθ,Σθ)
Inverse ishart ri
p(Θ)
Θ ~ Invers −Wis rt( Θ, )
Iterated Invers  i
( 1| 2) 2
Θ1|Θ2 ~ Inverse−Wishart(κ,2Θ2
−1)
Gaussian penalization
p(θ0,…,θL|Θ1,…,ΘL)
●
(θ0,…,θL)
1 ΘL
● ● ●
θ0 ~ N(µθ,Σθ),
θell|Θl ~ N(0,Iml⊗Θl),  1 ≤ l ≤ L,
θ0,…,θL independent
Gaussian likelihood
p(y|θ1,θ2)
●
θ1
●
θ2
y|θ,Θ ~ N(Aθ,Im⊗Θ)
Θ1|Θ2 ∼ Inverse-G-Wishart(G, κ,Θ−12 )
G-Wishart
4. Gaussian penalization
fragment name diagram distributional statement
G ussian prior
p(θ)
●
θ
θ ~ N(µθ,Σθ)
Inverse Wishart prior
p(Θ)
●
Θ
Θ ~ Inverse−Wishart(κΘ,ΛΘ)
Iterated Inverse Wishart
p(Θ1|Θ2)
●
Θ1
●
Θ2
Θ1|Θ2 ~ Inverse−Wishart(κ,2Θ2
−1)
Gaussian penalization
p(θ0,…,θL|Θ1,…,ΘL)
●
(θ0,…,θL)
●
Θ1
●
ΘL
● ● ●
θ0 ~ N(µθ,Σθ),
θell|Θl ~ N(0,Iml⊗Θl),  1 ≤ l ≤ L,
θ0,…,θL independent
Gaussian likelihood
p(y|θ1,θ2)
●
θ1
●
θ2
y|θ,Θ ~ N(Aθ,Im⊗Θ)
 θ0...
θL
 ∣∣∣∣∣Θ1, . . . ,ΘL ∼
N
([
µθ0
0
]
,
[
Σθ0 O
T
O blockdiag
1≤`≤L
(Im` ⊗Θ`)
])
5. Gaussian likelihood
fragment name diagram distributional statement
Gaussian prior
p(θ)
●
θ
θ ~ N(µθ,Σθ)
Inverse Wishart prior
p(Θ)
●
Θ
Θ ~ Inverse−Wishart(κΘ,ΛΘ)
Iterated Inverse Wishart
p(Θ1|Θ2)
●
Θ1
●
Θ2
Θ1|Θ2 ~ Inverse−Wishart(κ,2Θ2
−1)
Gaussian penalization
p(θ0,…,θL|Θ1,…,ΘL)
●
(θ0,…,θL)
●
Θ1
●
ΘL
● ● ●
θ0 ~ N(µθ,Σθ),
θell|Θl ~ N(0,Iml⊗Θl),  1 ≤ l ≤ L,
θ0,…,θL independent
Gaussian likelihood
p(y|θ1,θ2)
●
θ1
●
θ2
y|θ,Θ ~ N(Aθ,Im⊗Θ)y|θ1, θ2 ∼ N(Aθ1, θ2 I)
Table 1: Five fundamental factor graph fragments for Gaussian response semiparametric regres-
sion.
4.1.2 The Inverse Wishart Prior Fragment
We define the Inverse Wishart prior fragment to correspond to the dΘ × dΘ random matrix
Θ satisfying
Θ ∼ Inverse-Wishart(κΘ,ΛΘ)
where κΘ > 0 and ΛΘ is a dΘ× dΘ symmetric positive definite matrix. This fragment, also
shown in Table 1, has factor
p(Θ) = C−1
dΘ,κΘ
|ΛΘ|κΘ/2 |Θ|−(κΘ+dΘ+1)/2 exp{−12 tr(ΛΘΘ−1)},
where
Cd,κ ≡ 2dκ/2pid(d−1)/4
d∏
j=1
Γ
(
κ+ 1− j
2
)
, (30)
and the single stochastic node Θ, a symmetric and positive definite dΘ × dΘ matrix. From
the natural form of the Inverse Wishart distribution given in Section S.1.7, the factor to
stochastic node message is proportional to p(Θ) and has natural parameter form:
mp(Θ)→ Θ(Θ) = exp

[
log |Θ|
vec(Θ−1)
]T
ηp(Θ)→ Θ
 .
The natural parameter vector is a fixed vector that depends only on the hyperparameters:
ηp(Θ)→ Θ ←−
[ −12(κΘ + dΘ + 1)
−12vec(ΛΘ)
]
.
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4.1.3 Iterated Inverse G-Wishart Fragment
The iterated Inverse G-Wishart fragment is shown in Table 1 and corresponds to the condi-
tional distributional specification
Θ1|Θ2 ∼ Inverse-G-Wishart(G, κ,Θ−12 ),
where Θ1 and Θ2 are dΘ × dΘ random matrices, κ > dΘ − 1 is deterministic and G is a
dΘ-node undirected graph. See Section S.1.7.1 in the online supplement for the definition
of the Inverse G-Wishart distribution.
The rationale for this fragment for Bayesian semiparametric regression stems from the
family of marginally noninformative covariance matrix priors given in Huang & Wand
(2013). In particular, for a d× d covariance matrix Σ, their equation (2) is equivalent to
Σ|A ∼ Inverse-Wishart(ν + d− 1,A−1),
A ∼ Inverse-G-Wishart
(
Gdiag, 1,
1
ν diag
1≤k≤K
(1/A2k)
) (31)
where ν,A1, . . . , AK > 0 are hyperparameters and Gdiag is defined in Section S.1.7.1 of the
online supplement. Setting d = ν = 1 leads to the variance parameter result (13). For
d > 1 setting ν = 2 has the attraction of imposing Uniform(−1, 1) priors on the correlation
parameters in Σ (Huang & Wand, 2013).
The fragment factor is of the form
p(Θ1|Θ2) ∝ |Θ2|−κ/2|Θ1|−(κ+dΘ+1)/2 exp{−12 tr(Θ−11 Θ−12 )}.
From (8) and (9), the message that p(Θ1|Θ2) passes to Θ1 is
mp(Θ1|Θ2)→ Θ1(Θ1) = exp

[
log |Θ1|
vec(Θ−11 )
]T
ηp(Θ1|Θ2)→ Θ1

where
ηp(Θ1|Θ2)→ Θ1 ←−
 −(κ+ dΘ + 1)/2
−12vec
(
Ep(Θ1|Θ2)→ Θ1(Θ
−1
2 )
)  (32)
and Ep(Θ1|Θ2)→ Θ1 denotes expectation with respect to the density function formed by
normalizing the message product mp(Θ1|Θ2)→ Θ2(Θ2)mΘ2 → p(Θ1|Θ2)(Θ2). Under the
conjugacy assumption that messages passed to Θ2 from its other neighboring factors are
also within the Inverse-G-Wishart family the expectation in (32) is a special case of
E(X−1) where X ∼ Inverse-G-Wishart(G, κ,Λ) (33)
or, equivalently, the mean of a G-Wishart random matrix. Similarly
mp(Θ1|Θ2)→ Θ2(Θ2) = exp

[
log |Θ2|
vec(Θ−12 )
]T
ηp(Θ1|Θ2)→ Θ2
 .
where
ηp(Θ1|Θ2)→ Θ2 ←−
 −κ/2
−12vec
(
Ep(Θ1|Θ2)→ Θ2(Θ
−1
1 )
) 
and, assuming that all other messages passed to Θ2 are within the Inverse G-Wishart fam-
ily, the natural parameter update is also a special case of (33).
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For general undirected graphs (33) can be very complicated (Uhler et al., 2014). How-
ever, for important special cases the required expectation admits a simple closed form
expression. These cases are discussed next.
The Case of dΘ = 1
If dΘ = 1 then Θ1 and Θ2 reduce to variance parameters and results concerning Inverse
Chi-Squared random variables apply. The updates become
ηp(Θ1|Θ2)→ Θ1 ←−
 −12(κ+ 2)
−12
((
ηp(Θ1|Θ2)↔ Θ2
)
1
+ 1
)/
(ηp(Θ1|Θ2)↔ Θ2
)
2
 (34)
and
ηp(Θ1|Θ2)→ Θ2 ←−
 −12κ
−12
((
ηp(Θ1|Θ2)↔ Θ1
)
1
+ 1
)/(
ηp(Θ1|Θ2)↔ Θ1
)
2
 . (35)
Note use of the notation first used at (23).
The Case of dΘ > 1 and G Totally Connected or Totally Disconnected
If G is a totally connected d-node graph, meaning that there is an edge between each
pair of nodes, then the Inverse G-Wishart distribution coincides with the ordinary Inverse
Wishart distribution and the well-known result
X ∼ Inverse-Wishart(κ,Λ) implies E(X−1) = κΛ−1 (36)
applies. Suppose instead thatG is totally disconnected, meaning that it has no edges. Then
G = Gdiag in the notation of (S.1.7.1) and Λ is a diagonal matrix. It is easily established that
(36) also applies in the totally disconnected case. Switching to natural parameters via (S.6)
we obtain the update expressions
ηp(Θ1|Θ2)→ Θ1 ←−

−12(κ+ dΘ + 1)
−12
{(
ηp(Θ1|Θ2)↔ Θ2
)
1
+ d
Θ+1
2
}
×vec
[{
vec−1
((
ηp(Θ1|Θ2)↔ Θ2
)
2
)}−1]
 (37)
and
ηp(Θ1|Θ2)→ Θ2 ←−

−12κ
−12
{(
ηp(Θ1|Θ2)↔ Θ1
)
1
+ d
Θ+1
2
}
×vec
[{
vec−1
((
ηp(Θ1|Θ2)↔ Θ1
)
2
)}−1]
 (38)
where  (ηp(Θ1|Θ2)↔ Θ1)1(
ηp(Θ1|Θ2)↔ Θ1
)
2

is the partition of ηp(Θ1|Θ2)↔ Θ1 for which
(
ηp(Θ1|Θ2)↔ Θ1
)
1
is the first entry of the
vector and
(
ηp(Θ1|Θ2)↔ Θ1
)
2
contains the remaining entries. Similar partitional notation
applies to ηp(Θ1|Θ2)↔ Θ2 .
The Case of dΘ > 1 and G Partially Connected
This case suffers from the fact that (33) does not have a simple expression for general
partially connected G. However, the Inverse G-Wishart forms that commonly arise in
Bayesian semiparametric regression analysis are covered by the previous cases. Hence,
this case can be left aside for common models.
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4.1.4 Gaussian Penalization Fragment
The fourth fragment in Table 1 is the Gaussian penalization fragment since it imposes Gaus-
sian distributional penalties on random effects parameters. The corresponding conditional
distributional specification is θ0...
θL
 ∣∣∣∣∣Θ1, . . . ,ΘL ∼ N
([
µθ0
0
]
,
[
Σθ0 O
T
O blockdiag
1≤`≤L
(Im` ⊗Θ`)
])
where O is an appropriately-sized matrix of zeroes. The d θ0 × 1 vector θ0 is a fixed effects
parameter and has a d θ0 × 1 deterministic mean µθ0 and d θ0 × d θ0 deterministic covariance
matrix Σθ0 . The covariance matrices Θ` are stochastic and have dimension d
Θ
` × dΘ` , 1 ≤
` ≤ L. The random effects vectors θ` are also stochastic and have dimension (m`dΘ` ) × 1,
1 ≤ ` ≤ L.
The fragment factor is
p(θ0, . . . ,θL|Θ1, . . . ,ΘL) = (2pi)−d θ0 /2|Σθ0 |−1/2 exp
{
−12(θ0 − µθ0)TΣ−1θ0 (θ0 − µθ0)
}
×
L∏
`=1
(2pi)−m`d
Θ
` /2|Im` ⊗Θ`|−1/2 exp{−12θT` (Im` ⊗Θ−1` )θ`}.
The structure of the fragment is depicted in its diagram in Table 1. We assume that each
of (θ0, . . . ,θL) and Θ1, . . . ,ΘL receive messages from outside the fragment that are con-
jugate with the message it receives from p(θ0, . . . ,θL|Θ1, . . . ,ΘL). Update (7) implies that
the message from (θ0, . . . ,θL) to the fragment factor is proportional to a Multivariate Nor-
mal density function with natural parameter vector η(θ0, . . . ,θL)→ p(θ0, . . . ,θL|Θ1, . . . ,ΘL)
and the message from each Θ` is proportional to an Inverse-G-Wishart density function
with natural parameter vector ηΘ` → p(θ0, . . . ,θL|Θ1, . . . ,ΘL). It follows that the inputs for
the Gaussian penalization fragment are
η(θ0, . . . ,θL)→ p(θ0, . . . ,θL|Θ1, . . . ,ΘL), ηp(θ0, . . . ,θL|Θ1, . . . ,ΘL)→ (θ0, . . . ,θL)
and
ηΘ` → p(θ0, . . . ,θL|Θ1, . . . ,ΘL) ηp(θ0, . . . ,θL|Θ1, . . . ,ΘL)→ Θ` , 1 ≤ ` ≤ L.
Using (8), (9) and Table S.1 in the online supplement, the message from this factor to the
coefficient vector (θ0, · · · ,θL) has natural parameter update
ηp(θ0, . . . ,θL|Θ1, . . . ,ΘL)→ (θ0, . . . ,θL) ←−

Σ−1θ0 µθ0
0
−12vec
(
blockdiag
(
Σ−1θ0 , blockdiag
1≤`≤L
(Im` ⊗Ω`)
))

where 0 is the
∑L
`=1m` d
θ
` × 1 vector of zeroes and
Ω` ≡
((
ηp(θ0, . . . ,θL|Θ1, . . . ,ΘL)↔ Θ`
)
1
+
dΘ` +1
2
){
vec−1
((
ηp(θ0, . . . ,θL|Θ1, . . . ,ΘL)↔ Θ`
)
2
)}−1
.
Similarly, the message from p(θ0, . . . ,θL|Θ1, . . . ,ΘL) to each Θ`, 1 ≤ ` ≤ L, has natural
parameter update
ηp(θ0, . . . ,θL|Θ1, . . . ,ΘL)→ Θ` ←−
 −m`/2
GVMP
(
ηp(θ0, . . . ,θL|Θ1, . . . ,ΘL)↔ (θ0, . . . ,θL);D`,0, 0
)

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where GVMP is defined by (14) and
D` ≡ blockdiag
(
OdΘ0
,Om1dΘ1
, . . . , blockdiag
1≤k≤m`
(
JdΘ`
)
, . . . ,OmLdΘL
)
with Jd denoting the d × d matrix with each entry equal to 1 and Od denoting the d × d
matrix with each entry equal to 0.
Whilst the formulae given in this section cover a wide range of penalization scenarios
arising in semiparametric regression we have, with succinctness in mind, left out multi-
level models with the number of levels exceeding two. The extension to arbitrarily high
levels would take significantly more algebra and obscure the main message regarding the
fragment approach. In the same vein, we are not using matrix algebraic streamlining as
described in Lee & Wand (2016a, 2016b) for MFVB. Matrix algebraic streamlining is con-
cerned with matters such as avoiding large indicator matrices and redundant calculations.
Its extension to VMP would also require significantly more algebra and is left for future
research.
4.1.5 Gaussian Likelihood Fragment
The Gaussian likelihood fragment corresponds to the form
y|θ1, θ2 ∼ N(Aθ1, θ2 I)
where y is an n× 1 vector of observed data values, andA is an n× d θ design matrix. The
stochastic nodes are the d θ×1 coefficient vector θ1 and the variance parameter θ2 > 0. The
factor is
p(y|θ1, θ2) = (2piθ2)−n/2 exp{−(2θ2)−1‖y −Aθ1‖2}.
For this fragment, shown in Table 1, we assume that each of the stochastic nodes, θ1
and θ2, receive messages from factors outside of the fragment that are conjugate with the
message it receives from p(y|θ1, θ2). Because of (7) this implies that the message from
θ1 to p(y|θ1, θ2) is proportional to a Multivariate Normal density function with natural
parameter ηθ1 → p(y|θ1, θ2) and that from θ2 to p(y|θ1, θ2) is proportional to an Inverse
Chi-Squared density function with natural parameter ηθ2 → p(y|θ1, θ2). It follows that the
inputs for the Gaussian likelihood fragment are
ηθ1 → p(y|θ1, θ2), ηp(y|θ1, θ2)→ θ1 , ηθ2 → p(y|θ1, θ2) and ηp(y|θ1, θ2)→ θ2 .
The outputs are the following updated natural parameters of the messages passed from
p(y|θ1, θ2) to θ1 and θ2:
ηp(y|θ1, θ2)→ θ1 ←−
[
ATy
−12vec(ATA)
] (ηp(y |θ1, θ2)↔ θ2)1 + 1(
ηp(y |θ1, θ2)↔ θ2
)
2
(39)
and
ηp(y|θ1, θ2)→ θ2 ←−
 −n/2
GVMP
(
ηp(y |θ1, θ2)↔ θ1 ;A
TA,ATy,yTy
)  (40)
where the notational convention of (22) is followed and GVMP is defined by (14).
4.2 Models Accommodated by the Five Fundamental Fragments
The five fragments covered in Section 4.1 are fundamental to VMP-based Bayesian semi-
parametric regression and accommodate a wide range of models. Table 2 lists the types
of models that can be handled via the Bayesian mixed model-based penalized splines ap-
proach to semiparametric regression laid out in Section 2.6.
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Linear regression Factor-by-curve interactions
Linear mixed Varying coefficients
Nonparametric regression Multivariate nonparametric regression
Additive Geoadditive
Additive mixed Group-specific curves
Table 2: Types of Gaussian response semiparametric regression models that are accommodated
by VMP with factor to stochastic node updates as given in Section 4.1 for the five fundamental
fragments.
The models in the left column of Table 2 are part of mainstream semiparametric regres-
sion analysis for cross-sectional and grouped data as summarized in, for example, Wood
(2006) and Hodges (2013). Chapters 2–9 of Ruppert et al. (2003) summarize the specific
approach taken in the current article. Factor-by-curve interactions are detailed in Coull et
al. (2001) whilst Kammann & Wand (2003) describe multivariate nonparametric regression
and geoadditive models that are in accordance with the VMP fragment set-up of Section
4.1. Similarly, the group-specific curves model of Durban et al. (2005) is accommodated
by the Section 4.1 fragments and is illustrated in Section 4.4. Group-specific curve models
have a number of alternative formulations (e.g. Donnelly et al., 1995; Verbyla et al., 1999).
Of the five fragments, only the last is specific to Gaussian response semiparametric
regression. The other four are applicable to non-Gaussian response models and, when
combined with the fragments of Section 5, facilitate handling of a wider range of models
such as generalized additive models and generalized linear mixed models.
4.3 Coding Issues
According to the VMP approach with fragment identification, the updates of the natural
parameters for factor to stochastic node messages only need to be coded once and can be
then compartmentalized into functions. Once this is achieved for all fragments present
in a particular class of models then the factor to stochastic node messages for a specific
model within that class can be handled with calls to these functions. The stochastic node
to factor messages are trivial and require only a few lines of code.
A more ambitious software project is one that allows the user to specify a model using
either syntactic coding rules or a directed acyclic graph drawing interface, such as those
used by the BUGS (Lunn et al., 2012), Infer.NET (Minka et al., 2014), VIBES (Bishop et
al., 2003) and Stan (Stan Development Team, 2015) Bayesian inference engines, and then
internally construct an appropriate factor graph and perform VMP message updates.
As already discussed, Infer.NET is the main software platform providing support for
VMP-based inference for general classes of Bayesian models and its interior architecture
makes use of fragment-type rules such as those treated in (4.1) to handle arbitrarily large
models that are accommodated by these rules. In Wang & Wand (2011) and Luts et al.
(2015) we show that versions of Infer.NET can handle various semiparametric regression
models provided that particular ‘tricks’ are used. For example, the conjugacy rules of
Infer.NET 2.5, Beta 2 do not allow for the standard auxiliary variable representation of
the Laplace distribution (e.g. equation (4) of Park & Casella, 2008) and an alternative
approximate representation is used in Section 8 of Luts et al. (2015). More complicated
semiparametric regression scenarios such as interactions handled using tensor product
splines (e.g. Wood et al. 2013), nonparametric variance function estimation (e.g. Menictas
& Wand, 2015), streamlined variational inference for longitudinal and multilevel models
(e.g. Lee & Wand, 2016) and missing data (e.g. Faes et al., 2011) require self-implementation
and the development of new fragments.
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This article is not concerned primarily with coding issues but rather the mathematics of
VMP aimed at facilitating personal coding of VMP and development of updating formulae
for more elaborate semiparametric regression and other statistical models.
4.4 Illustration for Group-Specific Curves Semiparametric Regression
The five fundamental fragments of Section 4.1 can handle quite complicated models as
we now demonstrate for data from a longitudinal study on adolescent somatic growth,
described in detail by Pratt et al. (1989). The main variables are
yij = jth height measurement (centimetres) of subject i,
and xij = age (years) of subject i when yij is recorded,
for 1 ≤ j ≤ ni and 1 ≤ i ≤ m. We restrict attention to the males in the study, which results
in m = 116 subjects. The subjects are categorized into black ethnicity (28 subjects) and
white ethnicity (88 subjects) and comparison of mean height between the two populations
is of interest. The group-specific curve model takes the form
yij =
{
fB(xij) + gi(xij) + εij for black subjects
fW (xij) + gi(xij) + εij for white subjects
where fB is the mean height function for the black population, fW is the mean height
function for the white population, the functions gi, 1 ≤ i ≤ m, represent the deviations
from ith subject’s mean function and εij is the within-subject random error. The penalized
spline models are of the form
fW (x) = β
W
0 + β
W
1 x+
Kgbl∑
k=1
uWgbl,kzgbl,k(x),
fB(x) = β
W
0 + β
BvsW
0 + (β
W
1 + β
BvsW
1 )x+
Kgbl∑
k=1
uBgbl,kzgbl,k(x)
and gi(x) = U0i + U1i x+
Kgrp∑
k=1
ugrp,ikzgrp,k(x),
where {zgbl,k : 1 ≤ k ≤ Kgbl} and {zgrp,k : 1 ≤ k ≤ Kgrp} are spline bases of size Kgbl and
Kgrp. The contrast function is
c(x) ≡ fB(x)− fW (x) = βBvsW0 + βBvsW1 x+
Kgbl∑
k=1
(uBgbl,k − uWgbl,k)zgbl,k(x). (41)
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Following the mixed model formulation of Durban et al. (2005) and adopting a Bayesian
approach leads to the model
y|β,uWgbl ,uBgbl,U ,ugrp, σε ∼ N(Xβ +ZWgbluWgbl +ZBgbluBgbl +ZUU +Zgrpugrp, σ2εI),
uWgbl |σWgbl ∼ N(0, (σWgbl )2), uBgbl|σBgbl ∼ N(0, (σBgbl)2),
U |Σ ∼ N(0, Im ⊗Σ), ugrp|σgrp ∼ N(0, σ2grp), β ∼ N(0, σ2β I),
(σWgbl )
2|aWgbl ∼ Inverse-χ2(1, 1/aWgbl ), (σBgbl)2|aBgbl ∼ Inverse-χ2(1, 1/aBgbl),
σ2grp|agrp ∼ Inverse-χ2(1, 1/agrp), Σ|A ∼ Inverse-Wishart
(
3,A−1
)
,
aWgbl ∼ Inverse-χ2(1, 1/A2gbl), aBgbl ∼ Inverse-χ2(1, 1/A2gbl),
agrp ∼ Inverse-χ2(1, 1/A2grp), A ∼ Inverse-G-Wishart(Gdiag, 1, 12A−2U ),
σ2ε |aε ∼ Inverse-χ2(1, 1/aε), aε ∼ Inverse-χ2(1, 1/A2ε)
(42)
for hyperparameters σ2β,Agbl,Agrp Aε all positive scalars,AU a 2×2 positive definite diago-
nal matrix and Gdiag is a two-node graph without edges, so thatA has off-diagonal entries
equaling zero. All distributional notation is given in Section S.1. The coefficient vectors in
(42) are
β ≡

βW0
βW1
βBvsW0
βBvsW1
 , uWgbl ≡
 u
W
gbl,1
...
uWgbl,Kgbl
 , U ≡

U01
U11
...
U0m
U1m
 and ugrp ≡

ugrp,11
...
ugrp,1Kgrp
...
ugrp,m1
...
ugrp,mKgrp

with uBgbl defined analogously to uWgbl . The design matricesX , Z
B
gbl and ZU are
X ≡
 1 x1 I
B
1 I
B
1  x1
...
...
...
...
1 xm I
B
m I
B
m  xm
 , ZBgbl ≡
 I
B
1  zgbl,1(x1) · · · IB1  zgbl,Kgbl(x1)
...
. . .
...
IBm  zgbl,1(xm) · · · IBm  zgbl,Kgbl(xm)

and ZU ≡ blockdiag
1≤i≤m
[1 xi]
with xi equaling the ni × 1 vector containing the xij , 1 ≤ j ≤ ni, and IBi equaling the
ni × 1 vector with each entry set to IBi with IBi = 1 if the ith subject is black and IBi = 0 if
the ith subject is white. The matrix ZWgbl is defined in a similar manner to Z
B
gbl, but with IBi
replaced by 1−IBi . The design matrixZgrp has block diagonal structure similar toZU with
blocks analogous to ZBgbl and Z
W
gbl but there is allowance for a different, typically smaller,
spline basks of size Kgrp. The prior on Σ, in terms of the auxiliary variable A, has entries
that are marginally noninformative as explained in Huang & Wand (2013).
Figure 6 shows the factor graph of (42) according to the q-density product restriction
q
(
β,u, aε, a
B
gbl, a
W
gbl , agrp,A, σ
2
ε , (σ
W
gbl )
2, (σBgbl)
2,Σ, σ2grp
)
= q
(
β,u
)
q
(
aε, a
B
gbl, a
W
gbl , agrp,A, σ
2
ε , (σ
W
gbl )
2, (σBgbl)
2,Σ, σ2grp
)
= q(β,u)q(aε)q
(
aBgbl
)
q
(
aWgbl
)
q(agrp)q(A)q(σ
2
ε)q
(
(σWgbl )
2
)
q
(
(σBgbl)
2
)
q(Σ)q(σ2grp).
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Figure 6: Factor graph corresponding to the group specific curve model (42). The number adjacent
to each factor signifies the fragment number in Table 1.
with the second equality justified by induced factorization theory (e.g. Section 10.2.5 of
Bishop, 2006).
Notwithstanding the complexity of Figure 6, it is simply a conglomeration of four of the
fundamental fragments of Table 1, indicated by the number adjacent to each factor. There-
fore the factor to stochastic node messages for VMP-based inference are special cases of
the messages given in Section 4.1 and can be updated using the formulae given there. The
stochastic node to factor messages have trivial updates based on (7). Running 100 iter-
ations of these updates leads to the fitted group-specific curves for 35 randomly chosen
subjects and contrast curve shown in Figure 7. MCMC-based fits, obtained using the R
package rstan (Stan Development Team, 2016), are also shown for comparison. VMP is
seen to be in very good agreement with MCMC. The right panel of Figure 7 shows the
estimated height gap between black male adolescents and white male adolescents as a
function of age. It is highest and (marginally) statistically significant up to about 14 years
of age, peaking at 13 years of age. Between 17 and 20 years old there is no discernible
height difference between the two populations.
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Figure 7: Left panel: Comparison of MCMC-based and VMP-based fitted group-specific curves for
12 randomly chosen subjects from the data on adolescent somatic growth (Pratt et al., 1989). The
legend in each panel signifies the subject’s ethnicity. Right panel: Similar to the left panel but for
the estimated contrast curve. The dashed curves correspond to approximate pointwise 95% credible
intervals. The tick marks at the base of the plot show the age data.
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5 Extension to Generalized Semiparametric Regression
Now we turn to the situation where the response data are not Gaussian and, in particular,
are binary or counts. This corresponds to the generalized extension of linear models. In
the same vein, generalized linear mixed models and generalized additive models are extensions
of models treated in Section 3 that fall under the umbrella of generalized semiparametric
regression. Viable VMP algorithms for generalized semiparametric regression need to be
developed on a case-to-case basis. In this section we treat binary response semiparamet-
ric regression, with both logistic and probit link functions, and Poisson semiparametric
regression.
The logistic case is handled here using the variational lower bound of Jaakkola & Jor-
dan (2000). In the probit case, a rather different approach is used based on the auxiliary
variable representation of Albert & Chib (1993). Girolami & Rogers (2006) and Consonni
& Marin (2007) show how the Albert-Chib device results in tractable MFVB algorithms for
probit models. The Poisson case uses yet another approach based on the non-conjugate
VMP infrastructure laid out in Knowles & Minka (2011) and the fully simplified Multi-
variate Normal updates derived in Wand (2014). Knowles & Minka (2011) and Tan & Nott
(2013) also propose quadrature-based approaches for handling the logistic case, but are
not investigated here.
The beauty of the VMP approach is that only messages passed between fragments
near the likelihood part of the factor graph are affected by a change from the Gaussian
response situation to each of these generalized response situations. Figure 8 shows the
fragments involved. The left panel diagram of Figure 8 is appropriate for both logistic
models handled via the Jaakkola & Jordan (2000) approach and Poisson response models
handled via the Knowles & Minka (2011) approach with the Wand (2014) updates. The
fragment is called the Jaakkola-Jordan logistic fragment or the Knowles-Minka-Wand fragment
depending on the response type. In Sections 5.1 and 5.3 we provide analytic updating
formulae for the sufficient statistic of mp(y|θ)→θ(θ) assuming that Multivariate Normal
messages are being passed to and from the θ stochastic node.
p(y|θ)
θ
p(y|a)
a1 an
p(a|θ) θ
● ● ●
Figure 8: Left panel: Diagram for fragment corresponding to the likelihood for logistic and Poisson
regression models. Right panel: Fragments for the likelihood for probit regression models with
auxiliary variables a1, . . . , an corresponding to the Albert-Chib device.
Throughout this section θ denotes an d × 1 random vector and A denotes an n × d
design matrix.
5.1 Jaakkola-Jordan Updates for the Logistic Likelihood Fragment
The logistic fragment is concerned with the logistic likelihood specification
yi|θ ind.∼ Bernoulli
(
1/[1 + exp{−(Aθ)i}]
)
, 1 ≤ i ≤ n.
The factor of this fragment is
p(y|θ) = exp
[
yTAθ − 1T log{1 + exp(Aθ)}
]
. (43)
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Based on inputs
ηp(y|θ)→ θ and ηθ → p(y|θ)
the variational and natural parameter vectors have the following updates:
Ξ←− 14
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1
×
[(
ηp(y|θ)↔ θ
)
1
(
ηp(y|θ)↔ θ
)T
1
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1 − 2I],
ξ ←−
√
diagonal(AΞAT ),
ηp(y|θ)→ θ ←−
 A
T (y − 121)
−vec
(
ATdiag
{
tanh(ξ/2)
4ξ
}
A
)
 .
(44)
Justification for these updates is given in Section S.2.2 of the online supplement.
5.2 Updates for the Albert-Chib Probit Likelihood Fragments
The Albert-Chib probit fragments deal with the probit likelihood specification
yi|θ ∼ Bernoulli
(
Φ{(Aθ)i}
)
, 1 ≤ i ≤ n. (45)
where Φ is the N(0, 1) cumulative distribution function. Following Albert & Chib (1993)
we re-write (45) as
yi|ai ∼ Bernoulli
(
I(ai ≥ 0)
)
, 1 ≤ i ≤ n, a|θ ∼ N(Aθ, I) (46)
and work with the factor graph fragments shown in the right panel of Figure 8.
Based on the inputs ηp(a|θ)→ θ and ηθ → p(a|θ), the updates for the Albert-Chib pro-
bit fragments are
ν ←− −12A
{
vec−1
((
ηp(a|θ)↔ θ
)
2
)}−1(
ηp(a|θ)↔ θ
)
1
,
ηp(a|θ)→ θ ←−
 AT {ν + (2y − 1) ζ ′((2y − 1) ν)}
−12vec(ATA)
 (47)
where
ζ(x) ≡ log{2Φ(x)} implying that ζ ′(x) = (2pi)
−1/2e−x2/2
Φ(x)
.
Working with ζ ′ has the advantage that software, such as the function zeta() in the
package sn (Azzalini, 2015) within the R computing environment (R Core Team, 2015),
that facilitates numerically stable computation of (47).
Justification for these updates is given in Section S.2.3 of the online supplement.
5.3 Knowles-Minka-Wand Updates for the Poisson Likelihood Fragment
The generic Poisson regression likelihood is
yi|θ ∼ Poisson
(
exp{(Aθ)i}
)
, 1 ≤ i ≤ n.
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The message passed from p(y|θ) to θ is
mp(y|θ)→ θ(θ) = exp
{
yTAθ − 1T exp(Aθ)
}
. (48)
Based on inputs
ηp(y|θ)→ θ and ηθ → p(y|θ),
the update of ηp(y|θ)→ θ involves the steps
ω ←− exp
(
− 12A
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1(
ηp(y|θ)↔ θ
)
1
−14diagonal
[
A
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1
AT
])
ηp(y|θ)→ θ ←−

AT
[
y − ω
−12diag(ω)A
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1(
ηp(y|θ)↔ θ
)
1
]
−12vec
(
ATdiag(ω)A
)
 .
(49)
Full justification of (49) is given in Section S.2.4 of the online supplement. Note that,
despite their involved form, the manipulations required to update the factor to stochastic
node message are purely algebraic. Again we point out that, according to the message
passing approach, (49) only needs to be implemented once when developing a suite of
computer programs for VMP-based semiparametric regression.
5.4 Illustration for Generalized Response Nonparametric Regression
We now provide brief illustration of the fragments presented in this section for nonpara-
metric regression via mixed model-based penalized splines with synthetic data. Accuracy
compared with MCMC-based inference is also addressed. A timing comparison is given
in Section 6.
A sample of size 500 was generated from the Uniform distribution on (0, 1), which we
denote by x1, . . . , x500 and then binary and count responses were generated according to
ybi |xi ind.∼ Bernoulli{ftrue(xi)} and yci |xi ind.∼ Poisson{10 ftrue(xi)}, 1 ≤ i ≤ 500,
where ftrue(x) ≡ {1.05 − 1.02x + 0.018x2 + 0.4φ(x; 0.38, 0.08) + 0.08φ(x; 0.75, 0.03)}/2.7
and φ(x;µ, σ) ≡ (2piσ2)−1/2 exp{−12(x−µ)/σ2}. The logistic, probit and Poisson penalized
spline models for the mean functions take the forms
H
(
β0 + β1 x+
K∑
k=1
uk zk(x)
)
, uk
ind.∼ N(0, σ2u)
where, respectively, H(x) = 1/(1 + e−x), H(x) = Φ−1(x) and H(x) = ex and the zk
are spline basis functions as defined just after (12). The priors β0, β1
ind.∼ N(0, 1010) and
σu ∼ Half-Cauchy(105) were imposed. A canonical cubic O’Sullivan spline basis with
K = 25 was used for the zk, formed by placing the interior knots at quantiles of the xis.
MCMC samples from the posterior distributions of the coefficients of size 1000, after a
warm-up of 1000, were obtained using the R package rstan (Stan Development Team,
2016). VMP fitting is similar to the updating scheme described in Section 3.2 but with
likelihood fragment updating steps described in Sections 5.1 to 5.3 rather than those for
the Gaussian likelihood fragment and was iterated 200 times for each model.
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Figure 9 displays the true mean function and the MCMC and VMP fits. In the logis-
tic and Poisson models it is difficult to discern a difference between the posterior means
and pointwise 95% credible intervals. The probit fits are such that VMP gives credible
sets that are slightly too narrow. This shortcoming of MFVB/VMP for the Albert-Chib
probit approach is attributable to posterior correlations between the entries a and those of
(β0,u) conveniently being set to zero in the mean field approximation even though these
correlations are significantly non-zero (e.g. Holmes & Held, 2006).
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Figure 9: Comparison of MCMC- and VMP-based inference for simulated Bernoulli and Poisson
response nonparametric regression data. The solid curves are Bayes estimates whilst the dash curves
correspond to pointwise 95% credible intervals. The tick marks at the top and base of the binary
response plots show the data.
6 Speed Considerations
As the title of this article indicates, the MFVB/VMP approach offers fast approximate in-
ference. For models of reasonable size, fits can be achieved in in a few seconds or less
on ordinary desktop and laptop computers. Seven of the author’s previously published
MFVB articles contain speed comparisons with MCMC including Faes et al. (2011), Lee &
Wand (2016b) and Luts & Wand (2015) out of those which are referenced earlier. The speed
advantages for the VMP alternative also apply, although some qualification is necessary
due to whether or not matrix algebraic streamlining is employed. In Table 1 of Lee & Wand
(2016a) it is shown that MFVB/VMP fitting of large semiparametric longitudinal and mul-
tilevel models with matrix algebraic streamlining and low-level programming language
implementation can be achieved in seconds even when there are tens of thousands of
groups. A similar story is told by Table 1 of Lee & Wand (2016b) for large to very large
group-specific curve models. The MFVB/VMP computing times range from minutes to
tens of minutes for the largest models considered, although this is without low-level pro-
gramming language implementation. It is stated that MCMC fitting for the same models
is expected to take days to weeks to run.
Table 3 shows the average and standard deviation of computing times in seconds for
replications of Figure 9 simulation example. All computations were performed on a lap-
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top computer with 8 gigabytes of random access memory and a 1.7 gigahertz processor.
There are a number of caveats connected with Table 3: (a) the computing times depend
on the MCMC sample sizes and the number of VMP iterations, (b) the MCMC iterations
are performed by Stan in the faster low-level C++ programming language whereas the
VMP iterations are performed in the slower high-level R programming language, (c) the
VMP approach was implemented naı¨vely using the formulae of Section 4.1.4 without any
matrix algebraic streamlining. Each of these caveats disadvantage the VMP approach in
the speed comparison. Nevertheless, Table 3 shows that VMP takes 1.5 seconds or less to
perform approximate Bayesian inference for the Figure 9 scatterplots, whereas close to a
minute is needed for MCMC via Stan.
method logistic nonpar. reg’n probit nonpar. reg’n Poisson nonpar. reg’n
MCMC 49.50 (6.85) 56.200 (7.56) 48.60 (4.340)
VMP 1.36 (0.117) 0.327 (0.0307) 1.52 (0.101)
Table 3: Average (standard deviation) of computational times in seconds over 100 replications of
the Figure 9 simulated data example.
7 Conclusion
We have demonstrated that approximate inference for particular classes of arbitrarily large
semiparametric regression models can be implemented with relatively few computer code
compartments. Moreover, many of these compartments involve straightforward matrix
algebraic manipulations. Our exposition transcends ongoing software projects that make
use of MFVB/VMP. Extensions to more elaborate models within the VMP framework is
elucidated.
Accuracy considerations aside, the algebraic infrastructure that we have laid out in
this article has far-reaching implications for the analysis of big data sets via large semi-
parametric models as both continue to grow in size. It is also beneficial for other classes
of statistical models. In situations where inferential accuracy is paramount, variational
message passing algorithms may still play important roles in design and model selection
phases with final reporting based on a more accurate method.
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Supplement for:
Fast Approximate Inference for Arbitrarily Large
Semiparametric Regression Models via Message Passing
BY M.P. WAND1
S.1 Exponential Family Theory and Results
The sufficient statistic and log-partition function are linked by the results
E{T (x)} = DηA(η)T and Cov{T (x)} = Dη{DηA(η)T } (S.1)
where Cov{T (x)} is the covariance matrix of T (x), and for f a Rp-valued function with
argument x ∈ Rd, Dxf(x) is the p × d matrix whose (i, j) entry is ∂f(x)i/∂xj . The first
expression in (S.1) is particularly important for variational message passing since the mes-
sages from factors to stochastic nodes in conjugate factor graphs reduce to sufficient statis-
tic expectations.
The digamma function, denoted by ψ, is
ψ(x) ≡ d
dx
log Γ(x).
Evaluation of ψ is supported in the MATLAB computing environment (The Mathworks
Incorporated, 2015) via the function psi() and in the R computing environment (R Core
Team, 2015) via the function digamma().
The exponential integral function is
Ei(x) ≡ −
∫ ∞
−x
exp(−t)
t
dt, x ∈ R\{0}. (S.2)
Evaluation of Ei is supported in the MATLAB via the function expint(), which returns
values of −Ei(−x) for an input x, and in R via the function expint Ei() within the
package gsl (Hankin, 2007).
S.1.1 Bernoulli Distribution
The probability mass function of the Bernoulli distribution with probability of success
℘ ∈ (0, 1) is
p(x) = ℘x(1− ℘)1−x, x ∈ {0, 1}.
The sufficient statistic and base measure are
T (x) = x and h(x) = I(x ∈ {0, 1}).
The natural parameter vector and its inverse mapping are
η = log{℘/(1− ℘)} and ℘ = eη/(1 + eη)
and the log-partition function is
A(η) = log(1 + eη).
1M.P. Wand is Distinguished Professor, School of Mathematical and Physical Sciences, University of Tech-
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S.1.2 Univariate Normal Distribution
The density function of the Univariate Normal distribution with mean µ ∈ R and variance
σ2 > 0 is
p(x) = (2piσ2)−1/2 exp{−(x− µ)2/(2σ2)}, x ∈ R.
The sufficient statistic and base measure are
T (x) =
[
x
x2
]
and h(x) = (2pi)−1/2.
The natural parameter vector and its inverse mapping are
η =
[
η1
η2
]
=
[
µ/σ2
−1/(2σ2)
]
and
[
µ
σ2
]
=
[ −η1/(2η2)
−1/(2η2)
]
and the log-partition function is
A(η) = −14 (η21/η2)− 12 log(−2η2).
S.1.3 Inverse Chi-Squared and Inverse Gamma Distributions
The random variable x has an Inverse Chi-Squared distribution with shape parameter κ > 0
and scale parameter λ > 0, written x ∼ Inverse-χ2(κ, λ), if the density function of x is
p(x) = {(λ/2)κ/2/Γ(κ/2)}x−(κ/2)−1 exp{−(λ/2)/x}, x > 0.
The random variable x has an Inverse Gamma distribution with shape parameter κ˜ > 0 and
scale parameter λ˜ > 0, written x ∼ Inverse-Gamma(κ˜, λ˜) if the density function of x is
p(x) = {λ˜κ˜/Γ(κ˜)}x−κ˜−1 exp(−λ˜/x), x > 0.
The Inverse Chi-Squared and Inverse Gamma distributions are simple reparametrizations
of each other in that
x ∼ Inverse-χ2(κ, λ) if and only if x ∼ Inverse-Gamma(κ/2, λ/2).
As explained in Section S.1.7, the Inverse Wishart distribution for random matrices reduces
to the Inverse Chi-Squared distribution in the 1× 1 case.
The sufficient statistic and base measure are
T (x) =
[
log(x)
1/x
]
and h(x) = I(x > 0).
The natural parameter vector and its inverse mappings are
η =
[
η1
η2
]
=
[ −12(κ+ 2)
−12λ
]
=
[ −(κ˜+ 1)
−λ˜
]
,
[
κ
λ
]
=
[ −2− 2η1
−2η2
]
and
[
κ˜
λ˜
]
=
[ −1− η1
−η2
] (S.3)
and the log-partition function is
A(η) = (η1 + 1) log(−η2) + log Γ(−η1 − 1).
2
S.1.4 Beta Distribution
The density function of the Beta distribution with shape parameters α > 0 and β > 0 is
p(x) =
Γ(α+ β)xα−1(1− x)β−1
Γ(α)Γ(β)
, 0 < x < 1.
The sufficient statistic and base measure are
T (x) =
[
log(x)
log(1− x)
]
and h(x) = I(0 < x < 1).
The natural parameter vector and its inverse mapping are
η =
[
η1
η2
]
=
[
α− 1
β − 1
]
and
[
α
β
]
=
[
η1 + 1
η2 + 1
]
and the log-partition function is
A(η) = log Γ(η1 + 1) + log Γ(η2 + 1)− log Γ(η1 + η2 + 2).
S.1.5 Inverse Gaussian Distribution
The random variable x has an Inverse Gaussian distribution with parameters µ > 0 and
λ > 0, written x ∼ Inverse-Gaussian(µ, λ), if the density function of x is
p(x) = λ1/2(2pi x3)−1/2 exp
{
−λ(x− µ)
2
2µ2 x
}
, x > 0.
The sufficient statistic and base measure are
T (x) =
[
x
1/x
]
and h(x) = (2pi x3)−1/2 I(x > 0).
The natural parameter vector and its inverse mapping are
η =
[
η1
η2
]
=
[ −λ/(2µ2)
−λ/2
]
and
[
µ
λ
]
=
[
(η2/η1)
1/2
−2η2
]
and the log-partition function is
A(η) = −2(η1η2)1/2 − 12 log(−2η2).
The Inverse Gaussian distribution is the only exponential family distribution in Section
S.1 with a non-constant base measure. This implies that the entropy contribution from h,
E{− log h(x)}where x ∼ Inverse-Gaussian(µ, λ), is not trivial and so we list it here. Using,
for example, Lemma 1 of Gopal et al. (2012) we obtain
E{− log h(x)} = 14 log(4pi2η32/η31) +
3
2
exp
(
4(η1η2)
1/2
)
Ei
(
− 4(η1η2)1/2
)
.
where the function Ei is defined in (S.2).
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S.1.6 Multivariate Normal Distribution
The d × 1 random vector x has a Multivariate Normal distribution with mean µ and co-
variance matrix Σ, a symmetric positive definite d× d matrix, written x ∼ N(µ,Σ), if the
density function of x is
p(x) = (2pi)−d/2|Σ|−1/2 exp{−12(x− µ)TΣ−1(x− µ)}, x ∈ Rd.
The sufficient statistic and base measure are
T (x) =
[
x
vec(xxT )
]
and h(x) = (2pi)−d/2.
The natural parameter vector and inverse mapping are
η =
[
η1
η2
]
=
[
Σ−1µ
−12vec(Σ−1)
]
and
{
µ = −12{vec−1(η2)}−1η1
Σ = −12{vec−1(η2)}−1
(S.4)
and log-partition function is
A(η) = −14ηT1 {vec−1(η2)}η1 − 12 log
∣∣∣− 2vec−1(η2)∣∣∣.
S.1.7 Inverse Wishart Distribution
The d × d random matrix X has an Inverse Wishart distribution with shape parameter
κ > d − 1 and scale matrix Λ, a symmetric positive definite d × d matrix, written X ∼
Inverse-Wishart(κ,Λ), if the density function ofX is
p(X) =
|Λ|κ/2
2dκ/2pid(d−1)/4
∏d
j=1 Γ(
κ+1−j
2 )
|X|−(κ+d+1)/2 exp{−12 tr(ΛX−1)}
×I(X a symmetric and positive definite d× d matrix).
The special case of d = 1 coincides with the Inverse Chi-Squared distribution. The suffi-
cient statistic and base measure are
T (X) =
[
log |X|
vec(X−1)
]
and h(X) =
I(X is symmetric and positive definite)
pid(d−1)/4
. (S.5)
The natural parameter vector and inverse mapping are
η =
[
η1
η2
]
=
[ −12(κ+ d+ 1)
−12vec(Λ)
]
and
{
κ = − d− 1− 2η1
Λ = −2vec−1(η2) (S.6)
and log-partition function is
A(η) = {η1 + 12(d+ 1)} log
∣∣− vec−1(η2)∣∣+ d∑
j=1
log Γ{−η1 − 12(d+ j)}.
S.1.7.1 Inverse G-Wishart Extension
Now consider the extension of the Inverse Wishart distribution corresponding to the in-
verse of the d× d random matrixX having some off-diagonal entries forced to equal zero.
Such structure can be represented using undirected graphs and, following the nomencla-
ture of Atay-Kayis & Massam (2005), is referred to as the Inverse G-Wishart distribution.
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Let G be an undirected graph with d nodes labeled 1, . . . , d and set E consisting of sets of
pairs of nodes that are connected by an edge. We say that the d× d matrixM respects G if
M ij = 0 for all {i, j} /∈ E.
Then the d × d random matrix X has an Inverse G-Wishart distribution with d-node undi-
rected graph G, shape parameter κ > d − 1 and scale matrix Λ, a symmetric positive def-
inite d × d matrix that respects G, written X ∼ Inverse-G-Wishart(G, κ,Λ), if the density
function ofX is
p(X) ∝ |X|−(κ+d+1)/2 exp{−12 tr(ΛX−1)} I(Xis symmetric and positive definite)
×I(X−1 respects G).
The normalizing factor follows from the formulae of Uhler et al. (2014), although it is quite
complicated for general G.
The sufficient statistic T (X) and natural parameter vector take the same form as for
the ordinary Inverse Wishart distribution, given at (S.5) and (S.6).
The special case of diagonal matrices coincides with G such that E = ∅, meaning that
G is a totally disconnected graph. We denote such G by Gdiag. Note that
X ∼ Inverse-G-Wishart(Gdiag, κ,Λ)
if and only if
p(X) =
1
2d(κ+d−1)/2Γ(κ+d−12 )
d
{
d∏
i=1
Λ
(κ+d−1)/2
ii X
−(κ+d+1)/2
ii exp(−12Λii/Xii)I(Xii > 0)
}
and is simply a product of Inverse Chi-Squared density functions.
S.1.8 Table of Sufficient Statistic Expectations
Table S.1 lists the sufficient statistic expectations for each of the exponential family distri-
butions covered in Section S.1. All expressions are in terms of natural parameters.
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Distribution T (x),T (x),T (X) E{T (x)}, E{T (x)}, E{T (X)}
Bernoulli x 1/(1 + e−η)
Univariate Normal
[
x
x2
] [ −η1/(2η2)
(η21 − 2η2)/(4η22)
]
Inverse Chi-Squared
[
log(x)
1/x
] [
log(−η2)− ψ(−η1 − 1)
(η1 + 1)/η2
]
Beta
[
log(x)
log(1− x)
] [
ψ(η1 + 1)− ψ(η1 + η2 + 2)
ψ(η2 + 1)− ψ(η1 + η2 + 2)
]
Inverse Gaussian
[
x
1/x
] [
(η2/η1)
1/2
(η1/η2)
1/2 − 1/(2η2)
]
Multivariate Normal
[
x
vec(xxT )
] 
−12{vec−1(η2)}−1η1
1
4vec
(
{vec−1(η2)}−1
×[η1ηT1 {vec−1(η2)}−1 − 2 I]
)

Inverse Wishart
[
log |X|
vec(X−1)
]

log | − vec−1(η2)|
−
d∑
j=1
ψ{−η1 − 12(d+ j)}
{η1 + 12(d+ 1)}vec[{vec−1(η2)}−1]

Table S.1: Expressions for sufficient statistics and their expectations in terms of natural parameters
for some common exponential family distributions.
S.2 Derivational Details
Here we provide details on various derivations appearing throughout the article.
S.2.1 Derivation of Message Functional Forms Given by (19)
With ‘const’ denoting terms that do not depend on the function argument, the logarithms
of each of the factors can be expressed as follows:
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log p(β) =
[
β
vec(ββT )
]T [
Σ−1β µβ
−12vec(Σ−1β )
]
+ const,
log p(y |β, σ2) =

[
β
vec(ββT )
]T [
XTy
−12vec(XTX)
] (
1
σ2
)
+ const, as a function of β,
[
log(σ2)
1/σ2
]T [ −12 n
−12‖y −Xβ‖2
]
+ const, as a function of σ2,
log p(σ2 | a) =

[
log(σ2)
1/σ2
]T [ −32
−1/(2a)
]
+const, as a function of σ2,
[
log(a)
1/a
]T [ −12
−1/(2σ2)
]
+ const, as a function of a, and
log p(a) =
[
log(a)
1/a
]T [ −32
−1/(2A2)
]
+ const.
Then, since the only neighbor of p(β) in Figure 3 is β, the expectation in (8) disappears
and we immediately get
mp(β)→ β(β)←− exp
{[
β
vec(ββT )
]T [ Σ−1β µβ
−12vec(Σ−1β )
]}
which confirms the first part of (19). The factor p(y |β, σ2) has both stochastic nodes β and
σ2 as neighbors so
mp(y|β, σ2)→ β(β)←− exp

[
β
vec(ββT )
]T [
XTy
−12vec(XTX)
]
Ep(y|β,σ2)→β
(
1
σ2
)
and
mp(y|β, σ2)→ σ2(σ
2)←− exp

[
log(σ2)
1/σ2
]T [ −12 n
−12Ep(y|β,σ2)→σ2‖y −Xβ‖2
]
which are also of the forms given in (19). Similar arguments show thatmp(σ2| a)→ σ2(σ
2),
mp(σ2|a)→ a(a) andmp(a)→ a(a) have the stated Inverse-χ
2 forms after the first iteration
of VMP.
S.2.2 Derivation of the Jaakkola-Jordan Updates
According to (8) and (9), the message passed from the factor p(y|θ), given at (43), is
mp(y|θ)→ θ(θ) = p(y|θ) = exp
[
yTAθ − 1T log{1 + exp(Aθ)}
]
. (S.7)
This, however, is not conjugate with the Multivariate Normal messages typically passed
to θ from other neighboring factors. The Jaakkola-Jordan device (Jaakkola & Jordan, 2000)
is based on the following variational representation of the troublesome function in (S.7):
− log(1 + ex) = max
ξ∈R
{
A(ξ)x2 − 12 x+ C(ξ)
}
for all x ∈ R (S.8)
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where A(ξ) ≡ − tanh(ξ/2)/(4ξ) and C(ξ) ≡ ξ/2 − log(1 + eξ) + ξ tanh(ξ/2)/4. Represen-
tation (S.8) leads to the following family of variational lower bounds on the logarithm of
(43):
log p(y|θ) = −θTATdiag
{
tanh(ξ/2)
4ξ
}
Aθ + (y − 121)TAθ + 1TC(ξ)
and corresponding family of conjugate messages
m p(y|θ)→ θ(θ; ξ) ≡ exp

[
θ
vec(θθT )
]T  A
T (y − 12 1)
−vec
(
ATdiag
{
tanh(ξ/2)
4ξ
}
A
) 
T
where ξ is an n× 1 vector of variational parameters.
The updates (44) are driven by the goal of maximizing the following θ-localized approx-
imate marginal log-likelihood:
log p(y; q)[θ] = Entropy{q(θ)}+ Eq{log p(y|θ)}+ Eq(other log-factors neighboring θ).
Rohde & Wand (2015) contains further details on localized approximate marginal log-
likelihoods. Application of the Jaakkola-Jordan device leads to the family of approximate
marginal log-likelihoods:
log p(y; q, ξ)[θ] = Entropy{q(θ; ξ)} − Eq(θ;ξ)
[
θTATdiag
{
tanh(ξ/2)
4ξ
}
Aθ
]
+Eq(θ;ξ){(y − 121)TAθ}+ 1TC(ξ)
+Eq(θ;ξ)
(
other log-factors neighboring θ
) (S.9)
where the function C is defined in Section 5.1 and, courtesy of (10), the current q(θ; ξ)
density function satisfies
q(θ; ξ) ∝m p(y|θ)→ θ(θ; ξ)× (product of messages to θ from its other neighbors). (S.10)
Note that update (7) allows us to replace (S.10) by
q(θ; ξ) ∝m p(y|θ)→ θ(θ; ξ)mθ → p(y|θ)(θ). (S.11)
As explained in, for example, Section 21.8 of Murphy (2012), a practical approach to op-
timizing the ξ vector is coordinate ascent applied to (S.9) with the moments of q(θ; ξ)
held fixed. This approach also has an Expectation-Maximization algorithm representation
(Jaakkola & Jordan, 2000). Under this strategy
log p(y; q, ξ)[θ] = 1TC(ξ)− Eq(θ;ξ)
[
θTATdiag
{
tanh(ξ/2)
4ξ
}
Aθ
]
+terms not involving ξ, excluding moments of q(θ; ξ).
(S.12)
The first line of (S.12) is maximized over ξ by
ξ =
√
diagonal
{
AEq(θ;ξ)(θθ
T )A
}
.
(e.g. Murphy, 2012, Section 21.8.3). From (S.11),
q(θ; ξ) ∝ exp
{[
θ
vec(θθT )
]T (
ηp(y|θ)→ θ +ηθ → p(y|θ)
)}
and, so from Table S.1,
Eq(θ;ξ)(θθ
T ) =
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1
×
[(
ηp(y|θ)↔ θ
)
1
(
ηp(y|θ)↔ θ
)T
1
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1 − 2I]
and the updates (44) follow immediately.
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S.2.3 Derivation of the Albert-Chib Updates
The relevant factor graph fragments are displayed in the right panel of Figure 8. The
factors are
p(y|a) =
n∏
i=1
{yi I(ai ≥ 0) + (1− yi) I(ai < 0)}
and
p(a|θ) = (2pi)−n/2 exp{−12‖a−Aθ‖2}.
According to (8) and (9), the messages from p(y|a) to each ai are
mp(y|a)→ ai(ai) = yi I(ai ≥ 0) + (1− yi) I(ai < 0), 1 ≤ i ≤ n,
and the messages from p(a|θ) to each ai are
mp(a|θ)→ ai(ai) = exp
[−12{ai − (AEp(a|θ)→ai(θ))i}2] , 1 ≤ i ≤ n
where, with the assistance of Table S.1,
Ep(a|θ)→ai(θ) = −12
{
vec−1
((
ηp(a|θ)↔ θ
)
2
)}−1(
ηp(a|θ)↔ θ
)
1
, 1 ≤ i ≤ n.
Since, from (7),mai → p(a|θ)(ai)←−mp(y|a)→ ai(ai) we have
mp(a|θ)→ ai(ai)mai → p(a|θ)(ai) ∝{
the N((AEp(a|θ)→ai(θ))i, 1) density function truncated to (−∞, 0) if yi = 0
the N((AEp(a|θ)→ai(θ))i, 1) density function truncated to [0,∞) if yi = 1.
Standard manipulations then lead to the mean of the normalized
mp(a|θ)→ ai(ai)mai → p(a|θ)(ai)
equaling
µp(a|θ)↔ ai ≡ νi + (2 yi − 1)ζ ′
(
(2 yi − 1)νi
)
(S.13)
where
νi ≡ (AEp(a|θ)→ai(θ))i = −12
(
A
{
vec−1
((
ηp(a|θ)↔ θ
)
2
)}−1(
ηp(a|θ)↔ θ
)
1
)
i
. (S.14)
Lastly, the message from p(a|θ) to θ is
mp(a|θ)→ θ = exp
{[
θ
vec(θθT )
]T
ηp(a|θ)→ θ
}
where
ηp(a|θ)→ θ ←−
[
ATµp(a|θ)↔ a
−12vec(ATA)
]
(S.15)
and µp(a|θ)↔ a is the n × 1 vector containing the µp(a|θ)↔ ai . The updates in (47) arise
from substitution of (S.13) and (S.14) into (S.15).
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S.2.4 Derivation of the Knowles-Minka-Wand Updates
The message passed from p(y|θ) to θ, given by (48), is not conjugate with Multivariate
Normal messages passed to θ from other factors. A remedy proposed by Knowles &
Minka (2011) and dubbed non-conjugate VMP involves, in this case, replacement of (48)
by
m˜p(y|θ)→ θ(θ) ≡ exp

[
θ
vec(θθT )
]T
ηp(y|θ)→ θ

to enforce conjugacy with Multivariate Normal messages.
Knowles & Minka (2011) propose thatηp(y|θ)→ θ be updated according to maximiza-
tion of a localized Kullback-Leibler divergence criterion, summarized in their Algorithm
1. For the Poisson regression likelihood this criterion can be expressed in closed form.
However, expressions in Algorithm 1 of Knowles & Minka (2011) involve inversion of a
matrix that is quartic in the length of θ. Wand (2014) derived fully simplified updates for
non-conjugate VMP in the special case of Multivariate Normal message approximation.
As with Section S.2.2, the derivation starts with the θ-localized approximate marginal
log-likelihood for the Poisson likelihood fragment:
log p(y; q)[θ] = Entropy{q(θ)}+ Eq{log p(y|θ)}
+Eq(other log-factors neighboring θ)
(S.16)
but now the logarithm of the likelihood factor is
log p(y|θ) = yTAθ − 1T exp(Aθ)− 1T log(y!).
As explained in Section 5.3 we enforce conjugacy with Multivariate Normal messages sent
from other factors neighboring θ by simply working with
m˜p(y|θ)→ θ(θ) ≡ exp

[
θ
vec(θθT )
]T
ηp(y|θ)→ θ

instead of (48). Using the same argument that led to (S.11), the current q(θ) density func-
tion is the Multivariate Normal density function with natural parameter vectorηp(y|θ)↔ θ.
Let µq(θ) and Σq(θ) be the mean vector and covariance matrix of q(θ) . Then, because of
(S.4), the natural parameters and common parameters are the following functions of one
another:
ηp(y|θ)↔ θ =
[
(ηp(y|θ)↔ θ)1
(ηp(y|θ)↔ θ)2
]
=
[
Σ−1q(θ)µq(θ)
−12vec(Σ−1q(θ))
]
and
{
µq(θ) = −12{vec−1
(
(ηp(y|θ)↔ θ)2
)}−1(ηp(y|θ)↔ θ)1
Σq(θ) = −12{vec−1
(
(ηp(y|θ)↔ θ)2
)}−1.
(S.17)
For the next part of the derivation with work with the common parameters to make use of
a key result in Wand (2014) (see also Rohde & Wand, 2015), and then transform to natural
parameter vectors after that.
Under conjugacy, the non-entropy component of (S.16) is
NonEntropy(q) = Eq{yTAθ − 1T exp(Aθ)} − 1T log(y!) + Eq
{[
θ
vec(θθT )
]}T
η†
where η† is the sum of the sufficient statistics of messages passed to θ other than the
message from p(y|θ). But, because of (7),
ηθ → p(y|θ) ←− η†
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and so we get the following explicit form depending only on the messages passed between
the nodes of the Poisson likelihood fragment:
NonEntropy(q;µq(θ),Σq(θ)) = y
TAµq(θ) − 1T exp{Aµq(θ) + 12diagonal(AΣq(θ)AT )}
+µTq(θ)(ηθ → p(y|θ))1 + µ
T
q(θ)vec
−1((ηθ → p(y|θ))2)µq(θ)
+tr
{
Σq(θ)vec
−1((ηθ → p(y|θ))2)}− 1T log(y!).
From equation (7) of Wand (2014) and Result 2 of Rohde & Wand (2015), fixed-point
iteration with respect to the natural parameter vector for maximization of (S.16) reduces
to 
vq(θ) ←− Dµq(θ)NonEntropy(q;µq(θ),Σq(θ))T
Σq(θ) ←− −{Hµq(θ)NonEntropy(q;µq(θ),Σq(θ))}−1
µq(θ) ←− µq(θ) + Σq(θ)vq(θ)
(S.18)
where Dµq(θ) and Hµq(θ) denote, respectively, the derivative vector and Hessian matrix
with respect to µq(θ). Formal definitions are given in Wand (2014). Arguments analogous
to those given in Appendix A.4 of Menictas & Wand (2015) lead to the explicit forms for
the non-entropy component of (S.16):
Dµq(θ)NonEntropy(q;µq(θ),Σq(θ))
T =AT (y − ω) + (ηθ → p(y|θ))1
+2 vec−1
(
(ηθ → p(y|θ))2
)
µq(θ)
and
Hµq(θ)NonEntropy(q;µq(θ),Σq(θ)) =−ATdiag(ω)A+ 2 vec−1
(
(ηθ → p(y|θ))2
)
where
ω ≡ exp{Aµq(θ) + 12diagonal(AΣq(θ)AT )}.
Substitution into (S.18) then gives the updating scheme
ω ←− exp{Aµq(θ) + 12diagonal(AΣq(θ)AT )}
Σq(θ) ←−
{
ATdiag(ω)A− 2 vec−1((ηθ → p(y|θ))2)}−1
µq(θ) ←− µq(θ) + Σq(θ)
{
AT (y − ω) + (ηθ → p(y|θ))1
+2 vec−1
(
(ηθ → p(y|θ))2
)
µq(θ)
}
.
(S.19)
Using (S.17) the update for ω can be expressed in terms of the natural parameter vectors
as
ω←− exp
(
− 12A
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1(
ηp(y|θ)↔ θ
)
1
−14diagonal
[
A
{
vec−1
((
ηp(y|θ)↔ θ
)
2
)}−1
AT
])
.
Again using (S.17), the Σq(θ) update can be written as
−12{vec−1
(
(ηp(y|θ)↔ θ)2
)}−1 ←− {ATdiag(ω)A− 2 vec−1((ηθ → p(y|θ))2)}−1
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which is equivalent to
(ηp(y|θ)→ θ)2 + (ηθ → p(y|θ))2 ←− −12vec(ATdiag(ω)A) + (ηθ → p(y|θ))2
which, in turn, is equivalent to the second component of ηp(y|θ)→ θ being updated ac-
cording to
(ηp(y|θ)→ θ)2 ←− −12vec(ATdiag(ω)A). (S.20)
For the update of the first component of ηp(y|θ)→ θ we note that the last update of (S.19)
is equivalent to
Σ−1q(θ)µq(θ) ←− Σ−1q(θ)µq(θ) +AT (y − ω) + (ηθ → p(y|θ))1
+2 vec−1
(
(ηθ → p(y|θ))2
)
µq(θ)
(S.21)
where, on the right-hand side,
Σ−1q(θ) = A
Tdiag(ω)A− 2 vec−1((ηθ → p(y|θ))2) (S.22)
according to its updated value and
µq(θ) = −12{vec−1
(
(ηp(y|θ)↔ θ)2
)}−1(ηp(y|θ)↔ θ)1 (S.23)
is the terms of the sufficient statistics from the previous iteration before (S.20) has taken
place. Substitution of (S.22) and (S.23) into (S.21) we get
(ηp(y|θ)→ θ)1 + (ηθ → p(y|θ))1 ←−{
− 12ATdiag(ω)A+ vec−1
(
(ηθ → p(y|θ))2
)}{vec−1((ηp(y|θ)↔ θ)2)}−1(ηp(y|θ)↔ θ)1
+AT (y − ω) + (ηθ → p(y|θ))1
−vec−1((ηθ → p(y|θ))2){vec−1((ηp(y|θ)↔ θ)2)}−1(ηp(y|θ)↔ θ)1
which is equivalent to
(ηp(y|θ)→ θ)1 ←− −12ATdiag(ω)A{vec−1
(
(ηp(y|θ)↔ θ)2
)}−1(ηp(y|θ)↔ θ)1+AT (y−ω).
Scheme (49) follows immediately.
S.2.5 Streamlined Derivation of the Approximate Marginal Log-Likelihood
When performing MFVB-based inference the variational lower bound on the marginal log-
likelihood, given by (11), is commonly used to assess convergence. However, the algebra
required to obtain the lower bound expression is demanding for large models. The VMP
approach offers efficiencies for its calculation, which we now summarize.
In Section 2.5 we described VMP for a general statistical model with observed data D
in terms of factors fj , 1 ≤ j ≤ M , such that p(θ,D) =
∏N
j=1 fj where each fj is a function
of a sub-vector of θ. The mean field approximation to the posterior density function takes
the form
p(θ|D) ≈
M∏
i=1
q(θi)
for some partition {θ1, . . . ,θM} of θ. The expressions in Winn & Bishop (2005) and Minka
& Winn (2008) give rise to
log p(q;D) =
M∑
i=1
Entropy{q(θi)}+
N∑
j=1
Eq{log(fj)} (S.24)
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where
Entropy{q(θi)} ≡ Eq(θi){− log q(θi)}
is the entropy (also known as the differential entropy) of q.
For models such that the optimal q(θi) are exponential density functions, which in-
cludes each of the models treated in Sections 4 and 5, the value of Entropy{q(θi)} can
be looked up in a table. Table S.2 lists the entropies for each of the exponential family
distributions covered in Section S.1. All expressions are in terms of natural parameters.
Distribution Entropy
Bernoulli log(1 + eη)− η eη/(1 + eη)
Univariate Normal 12{1 + log(2pi)}+ 12 log
(−1
2η2
)
Inverse Chi-Squared log Γ(−η1 − 1) + η1ψ(−η1 − 1) + log(−η2)− η1 − 1
Beta log Γ(η1 + 1) + log Γ(η2 + 1)− log Γ(η1 + η2 + 2)
−η1ψ(η1 + 1)− η2ψ(η2 + 1) + (η1 + η2)ψ(η1 + η2 + 2)
Inverse Gaussian 12 +
1
4 log(pi
2η2/η
3
1) +
3
2 exp
(
4(η1η2)
1/2
)
Ei
(
− 4(η1η2)1/2
)
Multivariate Normal d2{1 + log(2pi)}+ 12 log
∣∣∣− 12{vec−1(η2)}−1∣∣∣
Inverse Wishart
d∑
j=1
[
log Γ{−η1 − 12(d+ j)}+ η1ψ{−η1 − 12(d+ j)}
]
+12(d+ 1) log
∣∣∣− vec−1(η2)∣∣∣− dη1 − 12 d(d+ 1) + 14d(d− 1) log(pi)
Table S.2: Expressions for entropies in terms of natural parameters for some common exponential
family distributions.
As an example, consider VMP fitting of the linear regression model described in Sec-
tion 3 and the updates of the stochastic node natural parameters given by (25). From Table
S.2, the entropy contributions to log p(q;y) are
Entropy{q(β)} = d2{1 + log(2pi)}+ 12 log
∣∣∣− 12{vec−1((ηq(β))2)}−1∣∣∣,
Entropy{q(σ2)} = log Γ
(
− (ηq(σ2))1 − 1)+ (ηq(σ2))1ψ(− (ηq(σ2))1 − 1)
+ log
(
− (ηq(σ2))2)− (ηq(σ2))1 − 1,
and Entropy{q(a)} = log Γ
(
− (ηq(a))1 − 1)+ (ηq(a))1ψ(− (ηq(a))1 − 1)
+ log
(
− (ηq(a))2)− (ηq(a))1 − 1.
(S.25)
For conjugate models with exponential family stochastic nodes, the factor contribu-
tions reduce to linear combinations of expected values of sufficient statistics. Their formu-
lae in terms of natural parameters can be looked up in tables such as Table S.1 in Section
S.1.8. For the linear regression model of Section 3 the q-density expectation of the loga-
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rithm of the likelihood factor is
Eq(β,σ2){log p(y|β, σ2)} =
Eq(σ2)(1/σ
2)

[
Eq(β)(β)
Eq(β){vec(ββT )}
]T [
XTy
−12vec(XTX)
]
− 12yTy

−n
2
Eq(σ2){log(σ2)} −
n
2
log(2pi)
=
{(
ηq(σ2)
)
1
+ 1(
ηq(σ2)
)
2
}
×


−12{vec−1
((
ηq(β)
)
2
)
}−1(ηq(β))1
1
4vec
({
vec−1
((
ηq(β)
)
2
)}−1
×
[(
ηq(β)
)
1
(
ηq(β)
)T
1
{
vec−1
((
ηq(β)
)
2
)}−1 − 2 I])

T
[
XTy
−12vec(XTX)
]
− 12yTy

−n
2
{
log
(
− (ηq(σ2))2)− ψ(− (ηq(σ2))1 − 1)}− n2 log(2pi).
The contributions from the remaining three factors in Figure 3 can be handled using simi-
lar algebra. These expressions can then be added to theEq(β,σ2){log p(y|β, σ2)} expression
and the entropy expressions given in (S.25) to give the full log p(q;y) expression.
For the classes of semiparametric regression models treated in Sections 4 and 5 the
Eq{log(fj)} terms in (S.24) can be handled efficiently via fragment categorization. The
marginal log-likelihood lower bound contributions of each of the fragments identified in
Sections 4 and 5 only need to be worked out once and can be tabulated and looked up.
Next we derive the Eq{log(fj)}-type contributions from each of the Section 4.1 frag-
ment factors. Illustration is then provided for the penalized spline regression model in-
troduced in Section 3.2.1. Other fragments, such as the generalized response fragments of
Section 5, can be handled similarly.
S.2.5.1 Contribution from an Gaussian Prior Fragment Factor
In the notation of Section 4.1.1 the logarithm of the factor in the Gaussian prior fragment
is
log p(θ) =
[
θ
vec(θθT )
]T [
Σ−1θ µθ
−12vec(Σ−1θ )
]
− 12d θ log(2pi)− 12 log |Σθ|.
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Hence, using Table S.1,
Eq{log p(θ)}=

−12{vec−1
((
ηq(θ)
)
2
)
}−1(ηq(θ))1
1
4vec
({
vec−1
((
ηq(θ)
)
2
)}−1
×
[(
ηq(θ)
)
1
(
ηq(θ)
)T
1
{
vec−1
((
ηq(θ)
)
2
)}−1 − 2 I])

T
[
Σ−1θ µθ
−12vec(Σ−1θ )
]
−12d θ log(2pi)− 12 log |Σθ|.
S.2.5.2 Contribution from an Inverse Wishart Prior Fragment Factor
In the notation of Section 4.1.2 the logarithm of the factor in the Inverse Wishart prior
fragment is
log p(Θ) =
[
log |Θ|
vec(Θ−1)
]T [ −(κΘ + dΘ + 1)/2
−12vec(ΛΘ)
]
− log(CdΘ,κΘ) + 12κΘ log |ΛΘ|.
Table S.1 then gives
Eq{log p(Θ)} =
log
∣∣∣− vec−1((ηq(Θ))2)∣∣∣
−
dΘ∑
j=1
ψ{−(ηq(Θ))1 − 12(dΘ + j)}
{(ηq(Θ))1 + 12(dΘ + 1)}vec[{vec−1
(
(ηq(Θ))2
)}−1]

T
[−12(κΘ + dΘ + 1)
−12vec(ΛΘ)
]
− log(CdΘ,κΘ) + 12κΘ log |ΛΘ|.
(S.26)
S.2.5.3 Contribution from an Iterated Inverse G-Wishart Fragment Factor
As in Section 4.1.3 we first treat the scalar case before dealing with the more delicate matrix
case.
The Case of dΘ = 1
When dΘ = 1 the covariance matrices Θ1 and Θ2 reduce to scalars θ1 and θ2 and the
logarithm of the fragment factor is
log p(θ1|θ2) =
[
log(θ1)
1/θ1
]T [ −12(κ+ 2)
−12(1/θ2)
]
− 12κ log(θ1)− 12κ log(2)− log Γ(12κ)
so using Table S.1 we get
Eq{log p(θ1|θ2)} =[
log
(− (ηq(θ1))2)− ψ(− (ηq(θ1))1 − 1)(
(ηq(θ1))1 + 1
)
/(ηq(θ1))2
]T [ −12(κ+ 2)
−12
(
(ηq(θ2))1 + 1
)
/(ηq(θ2))2
]
−12κ
{
log
(− (ηq(θ2))2)− ψ(− (ηq(θ2))1 − 1)}− 12κ log(2)− log Γ(12κ).
(S.27)
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The Case of dΘ > 1 and G Totally Connected or Totally Disconnected
If Θ1|Θ2 ∼ Inverse-G-Wishart(G, κ,Θ−12 ) where G is totally connected then
log p(Θ1|Θ2) =
[
log |Θ1|
vec(Θ−11 )
]T [ −12(κ+ dΘ + 1)
−12vec(Θ−12 )
]
− 12κ log |Θ2| − log(CdΘ,κ).
Table S.1 immediately gives
Eq{log p(Θ1|Θ2)} =
log | − vec−1((ηq(Θ1))2)|
−
d∑
j=1
ψ{−(ηq(Θ1))1 − 12(dΘ + j)}
{(ηq(Θ1))1 + 12(dΘ + 1)}vec[{vec−1
(
(ηq(Θ1))2
)}−1]

T
[ −12(κ+ dΘ + 1)
−12vec(Eq(Θ2)(Θ−12 ))
]
−12κEq(Θ2){log |Θ2|} − log(CdΘ,κ).
If Θ2 has a totally disconnected Inverse G-Wishart distribution then
Eq(Θ2){log |Θ2|} = log
∣∣∣− vec−1(ηq(Θ2))2∣∣∣− d
Θ∑
j=1
ψ
{− (ηq(Θ2))1 − 12(dΘ + j)}
and
Eq(Θ2)(Θ
−1
2 ) =
{(
ηq(Θ2)
)
1
+ 12(d
Θ + 1)
}{
vec−1
(
ηq(Θ2)
)
2
}−1
.
If Θ2 has an totally disconnected Inverse G-Wishart distribution, which is the case for the
auxiliary variable representation of the covariance matrix prior of Huang & Wand (2013),
then
Eq(Θ2){log |Θ2|} =
dΘ∑
j=1
{
log
(
− (ηq((Θ2)jj))2)− ψ(− (ηq((Θ2)jj))1 − 1)}
and
Eq(Θ2)(Θ
−1
2 ) = diag
1≤j≤dΘ
((
ηq((Θ2)jj)
)
1
+ 1(
ηq((Θ2)jj)
)
2
)
.
Other Cases
The other cases such as Θ1 having a Inverse G-Wishart distribution with G partially
connected or totally disconnected are not common in Bayesian semiparametric regression
analysis and are left aside here.
S.2.5.4 Contribution from a Gaussian Penalization Factor
For this fragment, the logarithm of the factor is
log p(θ0, . . . ,θL|Θ1, . . . ,ΘL) =
[
θ0
vec(θ0θT0 )
]T [
Σ−1θ0 µθ0
−12vec(Σ−1θ0 )
]
− 12d θ0 log(2pi)− 12 log |Σθ0 |
+
L∑
`=1

[
θ`
vec(θ`θT` )
]T [
0
−12vec
(
Im` ⊗Θ−1`
)]− 12m`dΘ` log(2pi)− 12m` log |Θ`|
 .
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Application of results in Table S.1 then gives
Eq{log p(θ0, . . . ,θL|Θ1, . . . ,ΘL)}
=

−12
{
vec−1
((
ηq(θ0)
)
2
)}−1 (
ηq(θ0)
)
1
1
4vec
({
vec−1
((
ηq(θ0)
)
2
)}−1
×
[(
ηq(θ0)
)
1
(
ηq(θ0)
)T
1
{
vec−1
((
ηq(θ0)
)
2
)}−1 − 2 I])

T
[
Σ−1θ0 µθ0
−12vec(Σ−1θ0 )
]
−12d θ0 log(2pi)− 12 log |Σθ0 |
+
∑L
`=1
{
1
4vec
({
vec−1
((
ηq(θ`)
)
2
)}−1
×
[(
ηq(θ`)
)
1
(
ηq(θ`)
)T
1
{
vec−1
((
ηq(θ`)
)
2
)}−1 − 2 I])

T
×
[
−12vec
(
Im` ⊗
[
{(ηq(Θ`))1 + 12(dΘ` + 1)}{vec−1((ηq(Θ`))2)}−1
] )]
−12m`dΘ` log(2pi)
−12m` log
∣∣∣− vec−1((ηq(Θ`))2)∣∣∣+ 12m`∑dΘ`j=1 ψ{−(ηq(Θ`))1 − 12(dΘ` + j)}
}
.
(S.28)
S.2.5.5 Contribution from a Gaussian Likelihood Factor
The logarithm of the factor is
log p(y|θ1, θ2) = 1
θ2

[
θ1
vec(θ1θT1 )
]T [
ATy
−12vec(ATA)
]
− 12yTy
− n2 log(θ2)− n2 log(2pi).
Then, from Table S.1 we have
Eq{log p(y|θ1, θ2)} =
=
{(
ηq(θ2)
)
1
+1(
ηq(θ2)
)
2
}
×


−12
{
vec−1
((
ηq(θ1)
)
2
)}−1 (
ηq(θ1)
)
1
1
4vec
({
vec−1
((
ηq(θ1)
)
2
)}−1
×
[(
ηq(θ1)
)
1
(
ηq(θ1)
)T
1
{
vec−1
((
ηq(θ1)
)
2
)}−1 − 2 I])

T
[
ATy
−12vec(ATA)
]
− 12yTy

−n2
{
log
(
− (ηq(θ2))2)− ψ(− (ηq(θ2))1 − 1)}− n2 log(2pi).
(S.29)
S.2.5.6 Illustration for Penalized Spline Nonparametric Regression
We now illustrate approximate marginal log-likelihood calculation for penalized spline
regression, corresponding to the factor graph shown in Figure 5. Using Table S.2, the first
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two entropy contributions to log p(q;y) are
Entropy{q(β,u)} = 2+K2 {1 + log(2pi)}+ 12 log
∣∣∣− 12{vec−1((ηq(β,u))2)}−1∣∣∣ (S.30)
and
Entropy{q(σ2ε)} = log Γ
(
− (ηq(σ2ε))1 − 1)+ (ηq(σ2ε))1ψ(− (ηq(σ2ε))1 − 1)
+ log
(
− (ηq(σ2ε))2)− (ηq(σ2ε))1 − 1. (S.31)
The entropy contributions
Entropy{q(σ2u)}, Entropy{q(aε)} and Entropy{q(au)} (S.32)
take exactly the same form as (S.31) but as functions of the natural parameter vectors
ηq(σ2u), ηq(aε) and ηq(au).
The factor contributions are each special cases of (S.26)–(S.29). The contribution from
the factor p(aε) is
the right-hand side of (S.26) with Θ = aε, dΘ = 1, κΘ = 1 and ΛΘ = 1/A2ε. (S.33)
The contribution from the factor p(au) is
the right-hand side of (S.26) with Θ = au, dΘ = 1, κΘ = 1 and ΛΘ = 1/A2u. (S.34)
The contribution from the factor p(σ2ε | aε) is
the right-hand side of (S.27) with θ1 = σ2ε , θ2 = aε and κ = 1. (S.35)
The contribution from the factor p(σ2u| au) is
the right-hand side of (S.27) with θ1 = σ2u, θ2 = au and κ = 1. (S.36)
The contribution from the factor p(β,u|σ2u) is
the right-hand side of (S.28) with L = 1, dΘ = 1, m1 = K, θ0 = β,
θ1 = u and Θ1 = σ2u.
(S.37)
The contribution from the factor p(y|β,u, σ2ε) is
the right-hand side of (S.29) with θ1 = (β,u), θ2 = σ2ε andA = [X Z]. (S.38)
During the VMP iterations for fitting (27), the approximate marginal log-likelihood log p(y; q)
can be computed by obtaining
ηq(β,u) ←− ηp(β,u|σ2u)→ (β,u) +ηp(y|β,u, σ2ε)→ (β,u),
ηq(σ2ε) ←− ηp(y|β,u, σ2ε)→ σ2ε +ηp(σ2ε |aε)→ σ2ε ,
ηq(σ2u) ←− ηp(β,u|σ2u)→ σ2u +ηp(σ2u|au)→ σ2u ,
ηq(aε) ←− ηp(σ2ε | aε)→ aε +ηp(aε)→ aε
and ηq(au) ←− ηp(σ2u| au)→ au +ηp(au)→ au
and summing up the entropy contributions (S.30–S.32) and the factor contributions (S.33)–
(S.38).
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