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A. Equivalence Formulations of Optimistic Mirror Descent
In this appendix, we show that the xt iterates in (2) of the main text is equivalent to the following iterates given in (Chiang
et al., 2012; Rakhlin & Sridharan, 2013): {
xt =MDη (x˜t,−Ayt−1)
x˜t+1 =MDη (x˜t,−Ayt) . (A.1)
By the optimality condition for (A.1), we have
∇ψ(xt) = ∇ψ(x˜t)− η (−Ayt−1) , (A.2)
∇ψ(x˜t) = ∇ψ(x˜t−1)− η (−Ayt−1) , (A.3)
∇ψ(x˜t−1) = ∇ψ(xt−1) + η (−Ayt−2) . (A.4)
We hence get (2) by applying (A.4) to (A.3) and then (A.3) to (A.2).
B. Optimistic Mirror Descent
In this appendix, we prove Theorem 2, restated below for convenience.
Theorem 1. Suppose two players of a zero-sum game have played T rounds according to Algorithm 1 and 2 with
η = 12|A|max . Then










〈zt − z,−Awt〉 ≤
(
log(T − 2) + 1
)(
20 + logm+ log n
)
|A|max (B.1)
= O (log T )
and similarly for the y-player.





-approximate equilibrium to the value of the game:
|V − 〈zT , AwT 〉| ≤
(
20 + logm+ log n
)
|A|max
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Proof. Define x∗ as
















〈xt − x∗,−Ayt〉. (B.4)

















where gt := −2(t− 2)Awt + 3(t− 3)Awt−1 − (t− 4)Awt−2. Inserting wt = 1t−2
∑t
i=3 yi into the definition of gt, we
get gt = −2Ayt +Ayt−1. Straightforward calculation then shows:
RxT ≤ 2|A|max +
T∑
t=4
〈xt − x∗,−Ayt + 2Ayt−1 −Ayt−2〉+
T∑
t=4
















〈xt − xt+1,−Ayt +Ayt−1〉+ 〈x4 − x∗, Ay3 −Ay2〉








































|A|max · ‖xt − xt+1‖21 + |A|max · ‖yt − yt−1‖21
)













Using the fact that ψ is 1-strongly convex with respect to the `1-norm, we have −D(x,x′) ≤ − 12‖x− x′‖21 ≤ 0. Also, we
have D(x∗,x3) ≤ logm. Combining these facts in the last inequality gives:

























yt − y∗, A>xt
〉
(B.5)









. We then have

























20 + logm+ log n
)
|A|max. (B.6)
Now, recalling that zT =
∑T
t=3 xt
T−2 and wT =
∑T
t=3 yt














〈x, AwT 〉 − min
y∈∆n
〈zT , Ay〉 . (B.7)
Furthermore, by the definition of the value of the game, we have
min
y∈∆n
〈zT , Ay〉 ≤ V ≤ max
x∈∆m
〈x, AwT 〉 . (B.8)
We also trivially have
min
y∈∆n
〈zT , Ay〉 ≤ 〈zT , AwT 〉 ≤ max
x∈∆m
〈x, AwT 〉 . (B.9)
Combining (B.7) - (B.9) in (B.6) then establishes (4):
|V − 〈zT , AwT 〉| ≤
(
20 + logm+ log n
)
|A|max
T − 2 .
We now turn to (3).
Let RzT := maxz∈∆m
∑T




t=3 〈zt − z∗t ,−Awt〉 where z∗t = argminz∈∆m 〈z,−Awt〉.
Evidently we have RzT ≤ R˜
z
T . Notice that (with w
∗
t similarly defined)
〈zt − z∗t ,−Awt〉 = 〈z∗t , Awt〉 − 〈zt, Awt〉
≤ 〈z∗t , Awt〉 − 〈zt, Aw∗t 〉
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≤
(





























log(T − 2) + 1
)(




which finishes the proof.
C. Robust Optimistic Mirror Descent
In this appendix, we prove Theorem 3, repeated below for convenience.
Theorem 2 (O(
√




























Proof. Define RxT :=
∑T






. Let ∇˜t = 2∇ft(xt)−










〈xt − x∗,∇ft(xt)− ∇˜t−1〉+
T∑
t=2














































Using the joint convexity of D(x,y) in x and y and the strong convexity of the entropic mirror map, we get:
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≤ − (t− 1)
2
4t2





































≤ D(x∗,x1) ≤ D2.















































Finally, since ( t−1t )






















t+ 1‖xt − xt+1‖2
)
.
The proof is finished by choosing α = G.
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