In this paper we consider a fundamental problem in the area of viral marketing, called TARGET SET SELECTION problem. In a a viral marketing setting, social networks are modeled by graphs with potential customers of a new product as vertices and friend relationships as edges, where each vertex v is assigned a threshold value θ(v). The thresholds represent the different latent tendencies of customers (vertices) to buy the new product when their friend (neighbors) do. Consider a repetitive process on social network (G, θ) where each vertex v is associated with two states, active and inactive, which indicate whether v is persuaded into buying the new product. Suppose we are given a target set S ⊆ V (G). Initially, all vertices in G are inactive. At time step 0, we choose all vertices in S to become active. Then, at every time step t > 0, all vertices that were active in time step t − 1 remain active, and we activate any vertex v if at least θ(v) of its neighbors were active at time step t − 1. The activation process terminates when no more vertices can get activated. We are interested in the following optimization problem, called TARGET SET SELECTION: Finding a target set S of smallest possible size that activates all vertices of G. There is an important and well-studied threshold called strict majority threshold, where for every vertex v in G we have θ(v) = ⌈(d(v) + 1)/2⌉ and d(v) is the degree of v in G. In this paper, we consider the TARGET SET SELECTION problem under strict majority thresholds and focus on three popular regular network structures: cycle permutation graphs, generalized Petersen graphs and torus cordalis.
Introduction and preliminary results
A graph G consists of a set V (G) of vertices together with a set E(G) of unordered pairs of vertices called edges. We often use uv for an edge {u, v}. Two vertices u and v are adjacent to each other if uv ∈ E(G).
In a viral marketing setting, a social network (G, θ) is a connected graph G equipped with thresholds θ : V (G) → Z, where each vertex represents a potential customer of a new product, and each edge indicates that the two people are friends. The thresholds represent the different latent tendencies of vertices (customers) to buy the new product when their neighbors (friends) do. There are three types of important and well-studied thresholds called k-constant threshold, majority threshold and strict majority threshold. In a k-constant threshold, we have θ(v) = k for all vertices v of G, and (G, θ) is abbreviated to (G, k). In a majority threshold for every vertex v in G we have θ(v) = ⌈d(v)/2⌉, while in a strict majority threshold we have θ(v) = ⌈(d(v) + 1)/2⌉, where d(v) is the degree of v in G.
In a social network (G, θ), every vertex in G has its own color which is either black or white, where black vertices represent active vertices, and white vertices represent inactive vertices. Given a set S ⊆ V (G), consider the following repetitive process on (G, θ) called activation process in (G, θ) starting at target set S. Initially (at time 0), set all vertices in S to be black (with all other vertices white). After that, at each time step, the states of vertices are updated according to the following rule:
Parallel updating rule: All inactive vertices v that have at least θ(v) alreadyactive neighbors become active.
The activation process terminates when no more vertices can get activated. The set of vertices that are active at the end of the process is denoted by [ 
G θ , then we say that the target set S influences F in (G, θ). We are interested in the following optimization problem, called TARGET SET SELECTION: Finding a target set S of smallest possible size that influences all vertices in the social network (G, θ), that is [S] G θ = V (G) (such set S is called a minimum seed or an optimal target set for (G, θ)). We define min-seed(G, θ) = min{|S| : S ⊆ V (G) and [S] G θ = V (G)}. The TARGET SET SELECTION problem and some of its variants were introduced and studied in [6, 9, 10, 16, 17, 20, 21, 22, 23, 24] . It is not surprising that TARGET SET SELECTION is NP-complete in general. Peleg [21] proved that it is NP-hard to compute the optimal target set for majority thresholds. In k-constant threshold setting, Dreyer and Roberts [10] showed that it is NP-hard to compute the min-seed(G, k) for any k ≥ 3, and Chen [6] showed that it is also NP-hard to compute min-seed(G, 2). More surprising is the fact that min-seed(G, θ) is extremely hard to approximate. For any graph G with majority thresholds θ, Chen [6] proved that min-seed(G, θ) cannot be approximated within the ratio O(2 log 1−ǫ n ) for any fixed constant ǫ > 0, unless NP ⊆ DT IME(n polylog(n) ), where n = |V (G)|.
Very little is known about the exact value of min-seed(G, θ). Related results can be found in [1, 2, 3, 6, 7, 10, 12, 13, 14, 15, 18, 19, 20, 21] , where min-seed(G, θ) has been investigated under different threshold models for different types of network structure G: bounded treewidth graphs, trees, block-cactus graphs, chordal graphs, Hamming graphs, chordal rings, tori, meshes, butterflies. In the current paper, we consider TARGET SET SELECTION problem under strict majority thresholds and focus on three popular network structures: cycle permutation graphs, generalized Petersen graphs and torus cordalis.
Consider two identical disjoint copies G 1 and G 2 of a graph G with p vertices (p ≥ 4), such that V (G 1 ) = {v 1 , v 2 , . . . , v p } and V (G 2 ) = {u 1 , u 2 , . . . , u p }, where v i and u i are corresponding vertices for each i. For a permutation π on {1, 2, . . . , p}, the π-permutation graph of G, denoted by P π (G), consists of G 1 and G 2 along with p additional edges v i u π(i) , i = 1, 2, . . . , p. Note that the graph P π (G) depends not only on the choice of the permutation π but on the particular labeling of G as well. Permutation graphs were introduced in [4, 5] . The n-path P n is the graph having V (P n ) = {x 1 , x 2 , . . . , x n } and E(P n ) = {x 1 x 2 , x 2 x 3 , . . . , x n−1 x n }. The n-cycle C n is the graph having V (C n ) = V (P n ) and E(C n ) = E(P n ) ∪ {x n x 1 }. If G is a cycle, then P π (G) is also called a cycle permutation graph. As examples, cycle permutation graphs P π (C 5 ) are depicted in Figure 1 . ⌋, the generalized Petersen graph P (m, s) is defined to be the graph with vertex set
where the subscripts are read modulo m. These graphs were introduced by Coxeter [8] and named by Watkins [26] . As examples, generalized Petersen graphs P (5, 2), P (10, 2), and P (10, 4) are depicted in Figure 2 . The connection between generalized Petersen graphs and cycle permutation graphs is given in [25] . By the results in [25] , we see that P (10, 4) is not a cycle permutation graph. Clearly, there are two cycle permutation graphs in Figure 1 which are not generalized Petersen graphs. The m × n toroidal mesh C m C n is the graph with vertex set {(i, j) :
Here the arithmetic in the first coordinate is modulo m and in the second coordinate modulo n. The m × n torus cordalis C m ⊘ C n and m × n toroidal mesh C m C n have the same vertex set. The edge set of C m ⊘ C n is almost the same as C m C n , except that the edge (i, n)(i, 1) is replaced by the edge (i, n)(i + 1, 1) for 1 ≤ i ≤ m. The m × n torus serpentinus C m ⊗ C n is almost the same as C m ⊘ C n , except that the edge (1, j)(m, j) is replaced by the edge (1, j)(m, j + 1) for 1 ≤ j ≤ n. As examples, C 4 C 3 , C 4 ⊘ C 3 and C 4 ⊗ C 3 are depicted in Figure 3 . In order to study the minimum seeds for (G, θ) we introduce a sequential version of activation process in (G, θ), called sequential activation process, which employs the following rule instead of the parallel updating rule: Sequential updating rule: Exactly one of inactive vertices that have at least θ(v) already-active neighbors becomes active.
The proof of the following lemma is straightforward and so is omitted. In the sequel, Lemma 1 will be used without explicit reference to it.
Lemma 1 A minimum seed for (G, θ) under sequential updating rule is also a minimum seed for (G, θ) under parallel updating rule, and vice versa.
Consider a sequential activation process on (G, θ) starting from a target set S. 
and for a list of convinced subsequences {α i,j } 1≤i≤ℓ,1≤j≤k , the sequences ⊔
In Section 2, we precisely determine an optimal target set for a social network (G, θ) when G is a cycle permutation graph, and when G is a generalized Petersen graph. In [14] , Flocchini et al. constructed the following bounds on the size of a minimum seed for toroidal mesh C m C n , torus cordalis C m ⊘ C n , and torus serpentinus C m ⊗ C n under strict majority thresholds.
In Section 3 of this paper, we present some improved upper bounds and exact values for the parameter min-seed(C m ⊘C n , 3). These results are summarized in Table  1 .
Theorem 12 m ≡ 0 (mod 3) Φ = mn 3 + 1 Table 1 . New bounds and exact values for min-seed(C m ⊘ C n , 3), where Φ denotes the parameter min-seed(C m ⊘ C n , 3).
2 Cycle permutation graphs and generalized Petersen graphs
denote the induced subgraph of G whose vertex set is X and whose edge set consists of all edges of G which have both ends in X. The number
is defined to be the average degree of G and is denoted by d(G). We remark that all lower bounds in Theorem 2 follows immediately from Lemma 4.
Theorem 3 ([11])
Every graph with average degree at least 2k, where k is a positive integer, has an induced subgraph with minimum degree at least k + 1.
Lemma 4 Let G be a graph with n vertices, m edges and maximum degree ∆.
. Since S influences all vertices in the social network (G, k), the graph G \ S has no induced subgraph with minimum degree at least ∆ − k + 1. By Theorem 3, it follows that
where the last inequality follows from the fact that if e is an edge in E(G) but not in E(G \ S), then e has an end in S. We conclude that (∆ − k)(n − |S|) ≥ m − ∆|S| + 1 which completes the proof of the theorem.
Theorem 5 For any permutation π and n ≥ 4, min-seed(
Proof. Let G = P π (C n ). Suppose that G consists of two disjoint copies G 1 and
Without loss of generality, we might assume that
In the proof of Proposition 2 of [10] , it is shown that there is a minimum seed S ′ for the social network (H, 2)
Choose the target set S = S ′ ∪{u 1 } for (G, 2). It can easily be check that S can influence all vertices of V (G)\S in the social network (G, 2) by using
. . , u n ] as the convinced sequence. It follows that min-seed(G, 2) ≤ |S| = ⌈(n + 1)/2⌉. Moreover, from Lemma 4, it is easy to see that min-seed(G, 2) ≥ ⌈(n + 1)/2⌉ . This completes the proof of the theorem.
Clearly, if gcd(m, s) = 1, then the generalized Petersen graph P (m, s) is a cycle permutation graph, and we see at once that the following corollary holds. In Theorem 7 we further show that Corollary 6 holds if we drop the hypothesis gcd(m, s) = 1. 
. . , u s } as a target set for (G, 2). Since u m−s+i is adjacent to both u i and u m−2s+i for i ∈ {1, 2, . . . , s} and u s+j is adjacent to both u j and v s+j for j ∈ {1, 2, . . . , m − 2s}, we see that S can influence all vertices of
by Lemma 4, it can be seen that min-seed(G, 2) ≥ ⌈(m + 1)/2⌉ . This complete the proof of the theorem.
3 Torus cordalis
Proof. Let G = C m ⊘ C 3 . First we show that min-seed(G, 3) ≤ m + 1 by giving a target set S ⊆ V (G) which influences all vertices of G. Denote by S 1 and S 2 the sets {(2i + 1, 1) :
It is straightforward to see that α 1 ⊔ α 2 ⊔α 3 is a convinced sequence of S on (G, 3) (see Figure 1 in Appendix for a graphical illustration of this convinced sequence). By the lower bound of min-seed(C m ⊘ C 3 , 3) in Theorem 2(a), we see that min-seed(C m ⊘ C 3 , 3) = m + 1. i=0 {(6 + 2i, 3 + 3j), (7 + 2i, 2 + 3j)}, respectively. Let S = S 1 ∪ S 2 ∪ {(4, 1)}. In the social network (G, 3), it is straightforward to check that the target set S can influence all vertices in V (G) It is straightforward to check that the target set S can influence all vertices in V (G)\S by using the convinced sequence α = α 1 ⊔ α 2 ⊔ α 3 ⊔ α 4 ⊔ α 5 ⊔ α 6 ⊔ α 7 (see Figure 4 in Appendix for a graphical illustration of this convinced sequence α), where 
+1.
Proof. Let G = C m ⊘ C n and n = 3s + 1. The proof is divided into three cases, according to the parity of the two integers m and s. i=0 {(6+2i, 4+3j), (7+2i, 3+3j)}, respectively. Let S = {(1, 1), (2, 1), (4, 1)}∪ S 1 ∪ S 2 ∪ S 3 . It is straightforward to check that the target set S can influence all vertices in V (G) \ S by using the convinced sequence α = α 1 ⊔ α 2 ⊔ α 3 ⊔ α 4 , where Figure 6 in Appendix for a graphical illustration of this convinced sequence α), where Proof. Let G = C m ⊘ C n , m = 4t + r and n = 3s + 2, where t, r, s are integers with 0 ≤ r ≤ 3. The proof is divided into six cases, according to the value of r and the parity of s. 
It is straightforward to check that the target set S can influence all vertices in V (G) \ S by using the convinced sequence Figure  8 in Appendix for a graphical illustration of this convinced sequence α), where
i=0 [(7 + 4i, 1), (7 + 4i, 2), (5 + 4i, 1), (5 + 4i, 2), (4 + 4i, 2)], , 7+6k), . . . , (3, 7+6k)]⊔[(3, 8+6k), (2, 8+6k), (1, 8+6k), (m, 8+6k)] ).
We conclude that min-seed(C m ⊘ C n , 3) ≤ |S| = It is straightforward to check that the target set S can influence all vertices in V (G)\S by using the convinced sequence Figure 9 in Appendix for a graphical illustration of this convinced sequence α), where Figure 11 in Appendix for a graphical illustration of this convinced sequence α), where Figure 12 in Appendix for a graphical illustration of this convinced sequence α), where 
