Abstract. In this paper, we investigate the Cauchy problem for the Ostrovsky equation ill-posed when s < −3/4. By using some modified Bourgain spaces, we prove that the problem is locally well-posed in H −3/4 (R) with β < 0 and γ > 0. The new ingredient that we introduce in this paper is Lemmas 2.1-2.6.
Introduction
In this paper, we consider the Ostrovsky equation
This equation is a mathematical model of the propagation of weakly nonlinear long waves in a rotating liquid. It was introduced by Ostrovsky in [27] as a model for weakly nonlinear long waves, by taking into account of the Coriolis force, to describe the propagation of surface waves in the ocean in a rotating frame of reference. The parameter γ is a positive number and measures the effect of rotation, and the parameter β is a nozero real number of both signs and reflects the type of dispersion of the media. When β < 0, the equation has negative dispersion and describes surface and internal waves in the ocean and surface waves in a shallow channel with an uneven bottom. When β > 0, the equation has positive dispersion and describes capillary waves on the surface of liquid or for oblique magneto-acoustic waves (see [2, 5, 6] ). In the absence of rotation (that is The Ostrovsky equation has many important properties, such as solitary waves or soliton solutions, etc., and it has closed relation to the KdV equation (see [22, 23, 26, 30] ). It draws much attention of physists and mathematician. Many people have investigated the Cauchy problem for (1.1), for instance, see [7, 9-17, 21-23, 28-30] . By using the Fourier retriction norm method introduced in [3, 4] , Isaza and Mejía [13] proved that (1.1) is locally well-posed in H s (R) with s > − 3 4 in the negative dispersion case and is locally well-posed in H s (R) with s > − 1 2 in the positive dispersion case. Later they showed the ill-posedness in H s (R) for s < − , which has a singular point ξ = 0. For the KdV equation, just as done in [1] , two simple identities
(a + b)(a − b) 2 and (a + b) 3 − a 3 − b 3 = 3ab(a + b) are valid to establish some key bilinear estimates, which guarantee the wellposedness in the critical space H s (R) with s = −3/4 (see Guo [8] and Kishimoto [20] ). Obviously, if u = u(x, t)
is the solution to (1.1), then v(x, t) = β −1 u(x, −β −1 t) is the solution to the following equation
Without loss of generality, throughout this paper, we can assume that β = −1, γ = 1.
For the Ostrovsky equation in this paper, the identities that we can utilize are
These identities enable us to construct reasonable splitting of the spectral domains so as to establish the crucial bilinear estimates for the local wellposedness of the problem. As in [1, 8, [18] [19] [20] 25] , we may apply appropriate Besov-type spaces to establish the dyadic bilinear estimates and finally we are able to show that the Cauchy problem for (1.1) is locally well-posed in H −3/4 (R) with β < 0, γ > 0.
We give some notations before stating the main results. Throughout this paper, 
where j, k are nonnegative integers. The restriction |ξ| ≤ The Bourgain space
.
We shall also use the norms u X and u Y of the spaces
where 
The space X T is the restriction of X onto the finite time interval [−T, T ] and is defined according to the norm
The main result of this paper is as follow.
Theorem 1.1. The Cauchy problem (1.1)(1.2) is locally well-posed in H −3/4 (R) with β < 0, γ > 0. That is, for u 0 ∈ H −3/4 (R), there exist a T > 0 and a solution u ∈ C([−T, T ]; H −3/4 (R)), and the solution map u 0 → u(t) is locally Lipschitz continuous
The rest of the paper is arranged as follows. In Section 2, we give some preliminaries.
In Section 3, we show two crucial dyadic bilinear estimates and then apply them to establish bilinear estimates. In Section 4, we prove the Theorem 1. up to now, we will be devoted to the problem later.
Preliminaries
In this section, we make some preparations. These includes the estimates for some convolutions and basic inequality about the the phase functions which are used to get the dyadic bilinear estimates in the Section 3. We also give some elementary estimates for the unitary group corresponding to the Ostrovky equation.
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Proof. First we prove
and
2) is valid. By using the Cauchy-Schwartz inequality and the Fubini theorem, we obtain
where
in which τ = τ 1 + τ 2 , ξ = ξ 1 + ξ 2 and (2.1) or (2.2) is valid. Thus, the proofs of (2.5) and (2.6) are reduced to
For fixed τ, ξ = 0, let E 1 and E 2 be the projections of Λ 1 onto the ξ 1 -axis and τ 1 -axis respectively. We show
then (2.8) follows.
As in the introduction, it is easily checked that
From (2.11), we have that 12) where
and C is some generic positive constant.
Case (2.1) holds: in this case, ξ 1 ξ 2 < 0.
, the length of the interval that |2ξ 1 − ξ| lies in is bounded by
From the first inequality of the above, such length of the interval of |2ξ 1 − ξ| is also bounded by
By (2.13) and (2.14), we obtain that the measure of E 1 in this part is bounded by
, the length of the interval of |2ξ 1 − ξ| is bounded
similar to (2.13) and (2.14), the measure of E 1 in this part is bounded by (2.15).
Case (2.2) holds: in this case, ξ 1 ξ 2 ≥ 0 and 1
, it can be proved similarly that the measure of E 1 in this part is also bounded by (2.15) 
thus we get (2.10). Consequently, we have (2.6).
By using the Cauchy-Schwartz inequality and the triangle inequality, we have that
Combining (2.7), (2.8) with (2.17), we have (2.3)-(2.4).
We have completed the proof of Lemma 2.1.
if (2.19) is valid. By using the Cauchy-Schwartz inequality and the Fubini theorem, we
in which τ = τ 1 + τ 2 , ξ = ξ 1 + ξ 2 and (2.19) is valid. Thus, the proofs of (2.22) and (2.23) are reduced to
For fixed τ, ξ = 0, let E 3 and E 4 be the projections of Λ 2 onto the ξ 1 -axis and τ 1 -axis respectively. We show , we have
The above inequality is equivalent to
from which we have
From (2.29) and (2.30), we see that the measure of E 1 in this part is bounded by
we get (2.27). Consequently, we have (2.25).
By using the Cauchy-Schwartz inequality and the triangle inequality, we have that We have completed the proof of Lemma 2.2.
Remark 1: From the proof process of (2.21), to obtain (2.21), it is sufficient to require
Proof. Combining Lemma 2.1 with Lemma 2.2 and Remark 1, we have that Lemma 2.3.
and Ω ⊂ R 2 has positive measure. Let
By using the Cauchy-Schwartz inequality and the Fubini theorem, we obtain
Hence, the proofs of (2.38) and (2.39) are reduced to
For fixed τ, ξ = 0, (ξ, τ ) ∈ B k , we let F 1 and F 2 be the projections of Λ 3 onto the the ξ-axis and τ -axis respectively. We shall show 
(2.44)
From (2.44), we get
When (2.34) holds: in this case ξξ 1 > 0, thus, we have that
We consider
, from (2.45), we have that the length of the interval that |2ξ − ξ 1 | lies in is bounded by
Moreover, from the first inequality of the above, such length of the interval of |2ξ − ξ 1 | is also bounded by
From (2.46) and (2.47), we infer that the measure of F 1 in this part is bounded by
, the length of the interval of |2ξ − ξ 2 | is bounded
Similar to (2.46) and (2.47), the measure of F 1 in this part is also bounded by (2.48).
When
, it can be proved similarly that the measure of F 1 in this part is also bounded by (2.48).
we get the estimate (2.43) for F 2 . Consequently, we have (2.41).
Combining (2.38), (2.39) with (2.50), we have (2.36) and (2.37).
We have completed the proof of Lemma 2.4.
Lemma 2.5. Assume that f ∈ S ′ (R 2 ) , g ∈ S (R 2 ) with supp f ⊂ A j for some j ≥ 0
for any h ∈ L 2 (R 2 ) with supp h ⊂ B k and
Hence, the proofs of (2.54) and (2.55) are reduced to
For fixed τ, ξ = 0, (ξ, τ ) ∈ B k , we let F 3 and F 4 be the projections of Λ 4 onto the the ξ 1 -axis and τ 1 -axis respectively. We shall show 
we get the estimate (2.59) for F 4 . Consequently, we have (2.57).
Combining (2.54), (2.55) with (2.64), we have (2.52) and (2.53).
We have completed the proof of Lemma 2.5.
Remark 2:
From the proof process of (2.53), to obtain (2.53), it is sufficient to require
Lemma 2.6. Assume that f ∈ S ′ (R 2 ) , g ∈ S (R 2 ) with supp f ⊂ A j for some j ≥ 0
and Ω ⊂ R 2 has positive measure. If
Proof. Combining Lemma 2.4 with Lemma 2.5, Remark 2, we have that Lemma 2.6.
is bounded uniformly in j and N.
Proof. We claim that
Let a n = γ N −n , then (2.66) is equivalent to
We prove (2.67) by induction.
. Thus we have (2.67). Consequently, we have
We have completed the proof of Lemma 2.7.
Remark: The conclusion of Lemma 2.7 can be found in page 460 of [20] , however, the proof is not given.
We have completed the proof of Lemma 2.8.
Lemma 2.9. The spaceX has the following properties. (i) For any b > 1/2, there exists
Proof. (i) can be proved similarly to (i) of [20] . (2.71) can be proved similarly to 1 < p ≤ 2 of (ii) in [20] . (2.72) can be proved similarly to [1] .
We have completed the proof of Lemma 2.9. 
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where 0 ≤ T ≤ 1.
Lemma 2.10 can be proved similarly to Lemma 4.1 of [20] .
Bilinear estimates
In this section, we give the proof of Lemmas 3.1-3.2 which is the core of this paper.
Lemma 3.1. Suppose f, g ∈ S ′ (R 2 ), supp f ⊂ A j 1 and supp g ⊂ A j 2 . Then we have
for j ≥ 0 in the following cases.
(i) At least two of j, j 1 , j 2 are less than 30 and C(j, j 1 , j 2 ) ∼ 1.
(ii) j 1 , j 2 ≥ 30, |j 1 − j 2 | ≤ 10, 0 < j < j 1 − 9 and C(j, j 1 , j 2 ) ∼ 2
j .
(iii) j, j 1 ≥ 30, |j − j 1 | ≤ 10, 0 < j 2 < j − 10 and C(j, j 1 , j 2 ) ∼ 2
(vi) j 1 , j 2 ≥ 30, j = 0 and C(j, j 1 , j 2 ) ∼ 1.
(vii) j, j 1 ≥ 30, j 2 = 0 and C(j, j 1 , j 2 ) ∼ 1.
(viii) j, j 2 ≥ 30, j 1 = 0, and C(j, j 1 , j 2 ) ∼ 1.
Proof. (i) In this case we may assume that j, j 1 , j 2 are all less than 40. By using the Young inequality and (2.71)-(2.72), we have
(ii) In this case, we restrict f to B k 1 and g to B k 2 , by using Lemma 2.8, we have that
we have that
When 2 k 2 ≥ C2 j+2j 1 , this case can be treated similarly to case 2
In this case, by using the Cauchy-Schwartz inequality with respect to τ and a proof similar to the above cases, we have that
(iii) In this case, from Lemma 2.8, we have that 2
In this case, the left hand side of (3.1)-(3.2) can be bounded by
(iv) This case can be proved similarly to case (iii).
(v) In this case, from Lemma 2.8, we have that 2
, with the aid of (2.3), (3.15) can be bounded by
, with the aid of (2.36) and the fact that 2
can be bounded by
When 2 k 2 ∼ 2 kmax ≥ C2 2j+j 2 , this case can be proved similarly to case 2
(vi) (a) When 2 k 1 ∼ 2 kmax ≥ 2 2j 1 +j , this case can be proved similarly to 2
By using the Hölder inequality in ξ and the Young inequality as well as (2.38), we have that
When (ξ, τ ) is outside of D and |ξ| ≤ 1 8 , we have that
From (3.20), we have that |ξ| ≤ C2 −j 1 /2 . We consider the following two cases:
Case (1) can be proved similarly to f * g ⊂ (ξ, τ ) ∈ R 2 : |ξ| ≤ 1, |τ | ≤ |ξ| −3 of (iv) in [20] . Now we deal with case (2) . In this case, we have that
By using the Cauchy-Schwartz inequality with respect to τ and
By using Lemma 2.3, we have that
When (ξ, τ ) is outside of D and |ξ| ≥ 1 8 , this case can be proved similarly to (ii).
respectively.
(a) Case |ξ 2 | ≤ 2 −2j . By using the Young inequality and the Hölder inequality and (2.72),
, cases 2 k ∼ 2 kmax and 2 k 1 ∼ 2 kmax can be proved similarly to cases 2 k ∼ 2 kmax and 2 k 1 ∼ 2 kmax of (v) in [20] .
We only consider 2
which boils down to cases 2 k ∼ 2 kmax and 2
In this case, we claim that 3|ξξ 1 ξ 2 | ≥ 25) from (3.25), we have
from (3.26), since ξξ 1 > 0, we have that 
Without loss of generality, we can assume that g is supported on
(1) When g is supported on [B 3j/2, , for any γ ′ ≥ 0, by using the Young inequality and |ξ| ≤ C|ξ 2 | −1/2 , we have that
, for any γ ≥ 0, by using the Young inequality and |ξ| ≤ C|ξ 2 | −1/2 , by using Lemma 2.6, we have that
Firstly, we apply (1) with γ = γ 0 and γ ′ = γ 1 , then apply (2) with γ = γ 1 , γ ′ = γ 2 . Repeating this procedure, at the end applying (1) with γ = γ N −1 and γ ′ = 0, combining (1) with (2), by using Lemma 2.7,
Case 2 k 2 ∼ 2 kmax and (ξ 2 , τ 2 ) is outside of D. In this case, from Lemma 2.8, we have that
. By using the proof similar to (3.10) of [20] , we have that
By using the Cauchy-Schwartz inequality in τ , we have that (3.2) can be bounded by
in this case, which can be proved similarly to (3.1) in this case.
(c) 1 8 < |ξ 2 | < 1. This case can be proved similarly to case (iii).
(viii) This case can be proved similarly to case (vii).
We have completed the proof of Lemma 3.1.
Proof. To prove (3.33), it suffices to prove that
We first prove (3.34). By using f 2X = j≥0 I A j f 2X , we have that j≥0 I A j f 2X , we easily obtain (3.34). By using a proof similarly to (3.34), we easily obtain (3.35).
We have completed the proof of Lemma 3.2.
4. Proof of Theorem 1.1 of solutions on the data and the uniqueness of the solutions can be found in [20, 24] .
We have completed the proof of Theorem 1.1. and |Rec| ∼ N −1/2 . We put R 0 equal to the translation of R centered at the origin. Let 
