Alex Coad. Understanding the processes of firm growth -a closer look at serial growth rate correlation.
Introduction
" [S] erial correlation in firm growth rates ... is of considerable economic interest and deserves to be examined in its own right." Singh and Whittington (1975, p. 17) 1 A lot of information on the processes of firm growth can be obtained by studying serial correlation in growth rates. At first glance, it allows us to directly observe the evolution of industries by better understanding patterns of year-on-year growth at the firm-level. Such research may have policy implications if, for example, it is desirable to prevent large firms from experiencing cumulative growth, or if one should want to investigate the ability of small firms to generate durable employment, i.e. jobs that have not disappeared by the following year.
Another more subtle motivation for studying serial correlation is that it allows us to judge between theories by comparing the hypothetical predictions with the empirically-observed regularities. First of all, if it were observed to be significant, the existence of serial correlation would lead us to reject Gibrats law of proportionate effect and the associated stochastic models of industry evolution. This strand of the literature treats firm growth as a purely stochastic phenomenon in which a firm's size at any time is simply the product of previous growth shocks. Following Sutton (1997) , we define the size of a firm at time t by x t , and represent growth by the random variable ε t (i.e. the 'proportionate effect') to obtain:
whence:
x t = (1 + ε)x t−1 = x 0 (1 + ε 1 )(1 + ε 2 ) . . .
According to equation (1), a firm's size can be seen as the simple multiplication of independent growth shocks. This simple model has become a popular benchmark for modelling industrial evolution because, among other properties, it is able to generate the observed log-normal firmsize distribution, and also the proposition that expected growth is independent of size does find empirical support (roughly speaking). However, such a model would be inappropriate if the assumption of serial independence of growth rates does not find reasonable empirical support. Second, the notion of a firm-or industry-specific optimal size and the related adjustment cost hypothesis of firm growth can be rejected by looking at the characteristics of serial growth correlation. The traditional, static representation of the firm considered it as having an optimal size determined in a trade-off between production technology and decreasing returns to bureaucratization. This conceptualization of firms having an optimal size was then extended to the case of growing firms. According to this approach, firms have a target size that they tend towards, but the existence of non-linear adjustment costs prohibits them from instantly attaining their ideal size. Instead, they grow gradually by equating at the margin the gains from having a larger size and the costs of growing. If this theory is to be believed, we should expect to find a positive autocorrelation in growth rates as firms approach their optimal size. However, in reality we do not always observe positive autocorrelation in annual growth rates which leads us to doubt the validity of this theory.
Third, looking at autocorrelation statistics will allow us to judge between the different models that attempt to explain the heavy-tailed distribution of annual firm growth rates. The explanation offered by Bottazzi and Secchi (2006) hinges on the notion of increasing returns in the growth process, which would lead us to expect positive autocorrelation in annual growth rates. The explanation offered by Coad (2006) , however, considers that firms grow by the addition of lumpy resources. It follows from the discrete and interdependent nature of these resources that the required additions in any one year are occasionally rather large. In this case, we would expect a small negative autocorrelation of annual growth rates.
Another motivation for this study is to observe what happens to those firms that grow extremely fast. Indeed, a robust 'stylised fact' that has emerged only recently is that annual firm growth rates distributions are remarkably fat-tailed and can be approximated by the Laplace distribution (Stanley et al. 1996 , Bottazzi et al. 2005 , Bottazzi et al. 2006 . A considerable proportion of employment creation takes place within just a handful of fast-growing firms. Conventional regression techniques that focus on what happens to the 'average firm', and that dismiss extreme events as 'outliers', may thus be inappropriate. In this study we therefore include semi-parametric regression techniques (i.e. quantile regression) to tackle this issue.
This paper provides several novel results. In particular, we observe that autocorrelation dynamics vary with firm size, such that whilst large firms experience positive feedback in year-to-year growth rates, the growth of smaller firms is marked by an erratic, 'start-and-stop' dynamics. Indeed, small and large firms appear to operate on different 'frequencies'. For those small firms that experience extreme growth in one year, significant negative correlation indicates that they are quite unlikely to repeat this performance in the following year. Larger firms undergoing extreme growth events, however, do not experience such strong autocorrelation.
Section 2 reviews the previous literature relating to this subject, and section 3 presents the database. In section 4, we begin with some summary statistics and results using conventional regressions, and then apply quantile regression techniques. Section 5 concludes with a discussion of our findings.
Literature review
The relevant empirical questions in this section are the sign, the magnitude, and also the time-scale of serial correlation in the growth rates of firms.
Early empirical studies into the growth of firms measured serial correlation when growth was measured over a period of 4 to 6 years. Positive autocorrelation of 33% was observed by Ijiri and Simon (1967) for large US firms, and a similar magnitude of 30% was reported by Singh and Whittington (1975) for UK firms. However, much weaker autocorrelation was later reported in comparable studies by Kumar (1985) and Dunne and Hughes (1994) .
More recently, availability of better datasets has encouraged the consideration of annual autocorrelation patterns. Indeed, persistence should be more visible when measured over shorter time horizons. However, the results are quite mixed. Positive serial correlation has often been observed, in studies such as those of Chesher (1979) and Geroski et al. (1997) for UK quoted firms, Wagner (1992) for German manufacturing firms, Weiss (1998) for Austrian farms, Bottazzi et al. (2001) for the worldwide pharmaceutical industry, and for US manufacturing. On the other hand, negative serial correlation has also been reported some examples are Boeri and Cramer (1992) for German firms, Goddard et al. (2002) for quoted Japanese firms, for Italian manufacturing, and Bottazzi et al. (2005) for French manufacturing. Still other studies have failed to find any significant autocorrelation in growth rates (see Almus and Nerlinger (2000) for German startups, Bottazzi et al. (2002) for selected Italian manufacturing sectors, Geroski and Mazzucato (2002) for the US automobile industry, and Lotti et al. (2003) for Italian manufacturing firms). To put it mildly, there does not appear to be an emerging consensus.
Another subject of interest (also yielding conflicting results) is the number of relevant lags to consider. Chesher (1979) and found that only one lag was significant, whilst Geroski et al. (1997) find significant autocorrelation at the 3rd lag (though not for the second). Bottazzi et al. (2001) find positive autocorrelation for every year up to and including the seventh lag, although only the first lag is statistically significant.
It is perhaps remarkable that the results of the studies reviewed above have so little in common. It is also remarkable that previous research has been so little concerned with this question. Indeed, instead of addressing serial correlation in any detail, often it is controlled away as a dirty residual, a blemish on the natural growth rate structure. The baby is thus thrown out with the bathwater. In our view, the lack of agreement would suggest that, if there are any regularities in the serial correlation of firm growth, they are more complex than the standard specification would be able to detect (i.e. that there is no 'one' serial correlation coefficient that applies for all firms). We therefore consider how serial correlation changes with two aspects of firms -their size, and their growth rate -and our results, though preliminary, are nonetheless encouraging.
Database
This research draws upon the EAE databank collected by SESSI and provided by the French Statistical Office (INSEE).
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This database contains longitudinal data on a virtually exhaustive panel of French firms with 20 employees or more over the period [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . We restrict our analysis to the manufacturing sectors. For statistical consistency, we only utilize the period 1996-2002 and we consider only continuing firms over this period. Firms that entered midway through 1996 or exited midway through 2002 have been removed. Since we want to focus on internal, 'organic' growth rates, we exclude firms that have undergone any kind of modification of structure, such as merger or acquisition. Because of limited information on restructuring activities and in contrast to some previous studies (e.g. Bottazzi et al. 2001 ), we do not attempt to construct 'super-firms' by treating firms that merge at some stage during the period under study as if they had been merged from the start of the period. Firms are classified according to their sector of principal activity.
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To start with we had observations for around 22000 firms per year for each year of the period.
3
In the final balanced panel constructed for the period 1996-2002, we have exactly 10000 firms for each year.
Analysis

Summary statistics
We begin by looking at some summary statistics of firms in our database (see table 1 ). First, in keeping with the elementary 'stylized facts' of industry stucture, we observe that the firm-size distribution is right-skewed (compare the mean and the median, look also at the skewness and kurtosis statistics). Second, the distribution appears to be roughly stationary, although in the Sales statistics there is an steady upward drift due to economic development and inflation.
Our two measures of size and growth are sales and number of employees, which are highly correlated with each other. growth rates, where these growth rates are cleaned of size dependence, serial correlation and heteroskedasticity effects according to the procedure described in Bottazzi et al. (2005) . The main point of interest here is that the distribution is fat-tailed and appears to be approximately 'tent-shaped' on logarithmic axes. This testifies that relatively large growth events in any year occur not altogether infrequently.
Regression analysis
In keeping with previous studies, we define our dependent variable GROW T H as the logdifference of size:
firms who at some point in time had 0 employees). Both are very highly significant. for firm i at time t, where SIZE is measured either in terms of sales or employees. We then estimate the following regression equation:
Given that the Gibrat Law literature has identified a dependence of growth rates upon firm size, we introduce M EAN SIZE as a control variable. To avoid the possibility of spurious results due to the 'regression fallacy' (see e.g. Friedman, 1992) , M EAN SIZE here is measured as the log of the mean number of employees for the whole period 1996-2002. In the rest of this paper, we report values for the β k only, and will repeatedly use the variable M EAN SIZE as defined here.
To begin with, we estimate equation (3) by OLS, but since the residuals are known to be approximately Laplace distributed OLS is likely to perform relatively poorly (Bottazzi et al. 2005) . We therefore prefer the results obtained by Minimum Absolute Deviation (MAD) estimation of equation (3). Regression results are reported in tables 2 and 3. When growth is measured in terms of sales, we observe a small negative autocorrelation for the first lag, in the order of -5%. The second lag is smaller, sometimes significant, but variable across the three years; and the third lag is small and positive. Regarding employment growth, we observe a small yet positive and statistically significant correlation coefficient for the average firm, for each of the first three lags.
However, it has previously been noted that one calendar year is an arbitrary period over which to measure growth (see the discussion in Geroski, 2000) . We will now look at growth rate autocorrelation over periods of two and three years, by MAD estimation of equation (3). The results are presented in tables 4 and 5. When we measure growth over periods of two or three years, we obtain quite different results. Regarding autocorrelation of sales growth, we obtain a positive and significant coefficient when growth is measured over a three-year interval, which contrasts with the results presented in table 3 for annual data. In addition, the coefficients for employment growth autocorrelation are much larger when growth is measured over two or three years.
These results highlight some important features that should be kept in mind when investigating serial correlation. First, both the magnitude and even the sign of the observed autocorrelation coefficients are sensitive to the accounting period used. We should be reluctant to speak of 'mean reversion' in the growth process generally, for example, if we observe negative autocorrelation in annual growth rates, because these findings may not be robust to changes in time periods. Second, the conventional accounting period of one year is arbitrary and does not correspond to any meaningful duration of economic activity. Given these important qualifications, our following analysis is nonetheless able to provide useful insights into the growth process because it explores systematic variation in serial correlation patterns, conditional on firm size and conditional on growth rates.
Does autocorrelation vary with firm size?
As firms grow, they undergo many fundamental changes (Greiner, 1998) . Whilst smaller firms are characteristically flexible, larger firms are more routinized, more inert and less able to adapt. In large firms, everything takes place on a larger scale, there is less reason to fear a 'sudden death', and the time-scale of strategic horizons extend much further than for a smaller counterpart. Larger firms may well have longer-term investment projects that unfold over a period of several years, whereas smaller firms can adjust much more rapidly. It is therefore meaningful to suppose that differences in the behavior of large firms and smaller firms will also be manifest in their respective growth processes. It has previously been conjectured that large and small firms operate on a different 'frequency' or time-scale, and respond to different stimuli (Hannan and Freeman, 1984) . However, to my knowledge, no empirical study has explicitly considered this relationship. The results in Dunne and Hughes (1994: table VI) and in Wagner (1992: table II) would appear to lean in this direction, but the authors fail to comment upon this possibility. The aim of this section is thus to compare growth rate autocorrelation among firms of different sizes.
We sort firms into 20 equipopulated bins according to their M EAN SIZE as defined before, and calculate their growth rate autocorrelation by MAD estimation of equation (3). The evidence presented in figures 3 and 4 would seem to support the hypothesis that annual growth rate autocorrelation varies with size, being negative, on average, for small firms and positive for larger ones. Further evidence in support of this hypothesis will also be presented in what follows.
We should be careful how we interpret these results. It may not be meaningful to say that large firms have positive feedback and smaller firms have negative feedback in their growth dynamics because, as discussed previously, it is possible that the magnitudes and signs of the autocorrelation coefficients would change if we were to measure growth over a different time period. However, one thing that we can infer from these results is that large firms and small firms operate on different time scales.
Quantile regression analysis
As an extension to the observation that the distribution of growth rates is heavy-tailed, in this section we ask the question: "how does serial correlation affect the growth processes of these extreme-growth firms?" Conventional regression techniques such as OLS focus on the 'average firm', assume normally-distributed residuals and are not robust to outliers. In fact, extreme observations are frequently dropped from the analysis. In our case, however, the distribution of firm growth rates is fat-tailed, resembling the Laplace density rather than the Gaussian. Furthermore, we explicitly want to focus on those few firms that experience extreme growth events because they make a disproportionate contribution to employment growth and market share turnover. As opposed to standard regression techniques, quantile regression analysis appears appropriate here because it provides a parsimonious description of the entire conditional growth rate distribution (see Koenker and Hallock (2001) for an 5 To be precise, Hannan and Freeman write about: "the proposition that time-scales of selection processes stretch with size. . . One way to visualize such a relationship is to consider environmental variations as composed of a spectrum of frequencies of varying lengths -hourly, daily, weekly, annually, etc. Small organizations are more sensitive to high-frequency variations than large organizations. For example, short-term variations in the availability of credit may be catastrophic to small businesses but only a minor nuisance to giant firms. To the extent that large organizations can buffer themselves against the effects of high-frequency variations, their viability depends mainly on lower-frequency variations." Hannan and Freeman, 1984 Coad and Rao (2006) for an application). It will thus be possible to examine serial correlation patterns for firms of all quantiles, including autocorrelation dynamics of extreme growth firms. The quantile regression results are presented in table 6, and a summary representation is provided in figure 5 . The coefficients can be interpreted as the partial derivative of the conditional quantile of y with respect to particular regressors, δQ θ (y it |x it )/δx. Evaluated at the median, we observe that there is only slight negative autocorrelation in sales growth and totally insignificant autocorrelation in employment growth. The story does not end there, however, because the serial correlation coefficient estimates vary considerably across the conditional growth rate distribution. For firms experiencing dramatic losses in sales or employment at time t, the sharply negative coefficient implies that in the previous period t − 1 these firms were probably experiencing above-average growth. Similarly, for those fastest-growing firms at time t, the negative coefficient estimate indicates that these firms probably performed relatively poorly in the previous period t − 1. It would appear then that, although in any one year there are some firms that undergo significant growth events, these firms are unlikely to repeat this performance.
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According to this evidence, it would appear that the better analogy would probably be that of the 'hare and tortoise' rather than notions of cumulative 'snowball effect' dynamics or even serial independence of growth rates.
Robustness across size groups
Are the previous results robust across size? Or is the relationship displayed in figure 5 just the result of aggregating firms of different sizes -where smaller firms are the extreme growers and it is these same firms that experience the negative autocorrelation? It does not appear, for this dataset, that growth rate variance decreases dramatically with size (compare Bottazzi et al. (2005) with ). Nevertheless, in this section we will investigate possible heterogeneity across size classes by applying quantile regression analysis to different size groups. We sort and split the firms into 10 size groups according to their M EAN SIZE. as defined previously. We then explore the regression quantiles for each of these 10 groups. Results are presented in table 7 and figures 6 (sales growth) and 7 (employment growth).
The results are reasonably consistent whether we consider sales growth or employment growth. For the larger firms, the results support the previous finding that, on average, these firms experience a slightly positive autocorrelation in annual growth rates. Even as we move to the extremes of the conditional distribution, the autocorrelation coefficient does not change too dramatically. Smaller firms, however, typically experience negative correlation which is moderate near the median but quite pronounced towards the extreme quantiles.
Robustness to sectoral disaggregation
Rigourous empirical methodology requires us to also ensure that these results are not due to aggregation over heterogeneous industries. In this section, we report quantile regression Figure 7: regression quantiles for employment growth autocorrelation coefficients across the 10 size groups (group '1' = smallest group) results for 20 2-digit industries. Summary information on these sectors is provided in table 8  and the results are presented in table 9 . Generally speaking, the properties that were visible at the aggregate level are also visible for 2-digit industries. Firms near the median experience only moderate autocorrelation (either positive or negative), whereas firms at the extreme quantiles of the conditional growth rate distribution experience much stronger forces of negative autocorrelation. Although sectoral disaggregation does not qualitatively change our key findings, there are a few sectors in which the results are quite 'messy'. This may be because we aggregate over firms from the same industry but of different sizes. One interpretation would be that, in determining autocorrelation in growth processes, the most relevant dimension is size and conditional growth rate, rather than sector of activity.
Summary
We began by exploring serial correlation in annual growth rates using standard regression techniques, and detected a statistically significant influence of past growth even for the third lag. When sales growth was considered, the coefficient on the first lag was typically around 5%, whereas for employment growth it was generally positive although smaller in magnitude. We also found evidence that growth rate autocorrelation varied with firm size, consistent with the hypothesis that small firms operate on a different time scale (i.e. a shorter 'frequency') than large ones. In the case of annual growth rates, we obtained negative coefficients for groups of smaller firms and positive ones for larger firms.
An important recent discovery in the industrial organization literature is that firm growth rates are fat-tailed and follow closely the Laplace density. This means that we can expect that, in any given year, a significant proportion of turbulence in market share or employment is due to just a handful of fast-growing firms. Although small in number, these firms are of special interest to economists. What are the characteristics of these firms? Standard regression techniques, that focus on the 'average firm', are of limited use in this case. Instead, we apply quantile regression analysis and present results from various quantiles of the conditional growth rates distribution. Although we find a small negative annual autocorrelation at the aggregate level, there exist more powerful autoregressive forces for those firms that matter the most -the extreme-growth firms. Although these firms grow a lot in one period, it is unlikely that the spurt will last long. We also observed an interaction between the characteristics of the extreme-growth firms and size. Whilst smaller fast-growth firms are much more prone to dramatic negative autocorrelation, larger firms seem to have much smoother growth dynamics.
It is, of course, far too early to speak of the possibility of 'stylized facts', but since our findings are reasonably robust and also theoretically meaningful, we anticipate that future research will corroborate our results. We also consider that more should be done in way of investigation of the characteristics of extreme high-growth firms. These firms are just a small proportion in the number of firms but account for a great proportion of employment growth or market share growth. Conventional regression techniques are of limited use in this respect. In this study we applied quantile regressions, although perhaps future work should consider an approach by case studies.
