Abstract. Following our earlier research, we use the method introduced by the author in [8] named Remainder Padé Approximant in [9] , to construct approximations of the Hurwitz zeta function. We prove that these approximations are convergent on the positive real line. Applications to new rational approximations of ζ(2) and ζ(3) are given.
Introduction
In [8] , we gave a new proof of the irrationality of ζ(2) = The function R 2 is meromorphic in C \ {0, −1, − 1 2 , − 1 3 , · · · } and so is not holomorphic at 0.
However, it is C ∞ at z = 0 and admits a Taylor seriesR 2 (z) = ∞ k=0 B k z k+1 which is an asymptotic development convergent only at z = 0, (the radius of convergence is 0), where B k is the kth Bernoulli number.
The idea was to compute an explicit representation of diagonal Padé approximant P n (z)/Q n (z) = [n/n]R 2 (z) ∈ Q(z) of the seriesR 2 (z) with a good estimation of the error term E n (z) = R 2 (z) − [n/n]R 2 (z). At last, we find that Q n (1/n)E n (1/n) = Q n (1/n)ζ(2) − Q n (1/n) n−1 k=1 1/k 2 − P n (1/n) = q n ζ(2) − p n provides a sequence of rational approximation P n /q n which proves tje irrationlaity of ζ(2).
The surprise was to find that it is exactly the sequences used by Apéry [1] for the same purpose.
The same method applied to the series ζ(3) = ∞ k=1 1/k 3 provides also the Apéry numbers given in [1] .
The name Remainder Padé Approximant (RPA) has been used later in a paper written with T. Rivoal [9] for the exponential function.
In this paper, we apply this method and prove that some sequence of RPA for Hurwitz zeta function is convergent on the real line.
For a ∈ C, ℜ(a) > 0 , the Hurwitz zeta function is defined as 
where C is some path in C, which provides the analytic continuation of ζ(s, a) over the whole s-plane.
If we write the formula (1.1) as :
and set
whose Taylor series is
convergent only at t = 0, where B k is the kth Bernoulli number and (s) k is the Pochammer symbol ((s) p := s(s + 1)(s + 2) · · · (s + p − 1), (s) −1 = 1/(s − 1)).
We replace in the remainder term in (1.4), Ψ s, 1 n + a by some Padé approximant
to the function Ψ(s, t) computed at t = 1/(n + a). We obtain the RPA approximant
The crucial point is the convergence of this sequence RP A(n, m 1 , m 2 ) when one or more of the parameter n, m 1 , m 2 tends to infinity. The convergence of Padé approximants is proved for many functions as meromorphic function, Stieltjes function, etc... ([3] ). In this paper, we prove that the function Ψ (s, t) is a Stieltjes function in the variable t when s is a real positive number. First we have to recall the definition and some properties of Padé approximants
Padé approximants
Let f be a function whose Taylor expansion about t = 0 is
The Padé approximant [m 1 /m 2 ] f to f is a rational fraction Q m 1 / P m 2 whose denominator has degree m 2 and whose numerator has degree m 1 so that its expansion in ascending powers of t coincides with the expansion of f up to the degree m 1 + m 2 , i.e.
The theory of Padé approximation is linked with the theory of orthogonal polynomials as following [6] : let us define the linear functional c acting on P, space of polynomials by
then the denominators of the Padé approximants [m 1 /m 2 ] f satisfy the following orthogonality property :
). Let us define the associated polynomials :
where c (m 1 −m 2 +1) acts on the variable x . Then
where
) and c j = 0 for j < 0. If c admits an integral representation with a function α non decreasing, with bounded variation,
then the function f is a Stieltjes function and the theory of Gaussian quadrature shows that the polynomials P n orthogonal with respect to c, have all their roots in the support of the function α. Moreover, the convergence is proved if the coefficients c i satisfy the Carleman condition [3, p.240] . The aim of the paper is to find, in the case of Hurwitz zeta function, the weight function dα depending on s and prove that it is a positive function.
The error is defined by error :
The above expression of the error is understood as a formal one if c is only a formal linear functional [6, chapt. 3] , but if c admits the integral representation (2.7) then the error becomes :
In the particular case m 1 = m 2 − 1,
The orthogonal polynomial can be expressed with determinant: Let (e k ) k∈N a basis of the space of polynomials. If
where k n is some constant.
This property will be used in section 5.
Statements of the results
In this section, we will prove that it is possible to compute the weight function underlying the coefficients
The weight function w s depends on s. Thus, for particular values of s, Ψ(s, t) is a Stieltjes function in the variable t and the convergence of RPA will be proved for t = 1/(n + a). 
where the weight w s is defined by:
dt.
We will prove in the section 4 that this formula (3.1) is a consequence of Hermite's formula for the function ζ(s, a).
As found by Touchard [11] , Bernoulli numbers satisfy
where L is the line L := − + iR: So for s = 2, the coefficients
) are moments of a positive weight. For s = 3, these coefficients appear as their derivative (k + 1)B k . The derivative of 1/sin 2 (πx) equals is a weight function symmetric around −1/2 whose support is also the line L. But for integer value of s greater than 4, it is no more true for all k ≥ 0. A much more difficult case is the case s is real.
From the previous Theorem, we obtain an integral representation of
Theorem 2. Integral representation of Bernoulli numbers.
If s a complex number such that ℜ(s) > −1, then
where m is any integer satisfying m > ℜ(s) − 1.
Proof We use the expansion of ζ(s, a) in terms of Bernoulli numbers [10, p.160 ].
By identification with formula (3.1), we get the formula (3.2).
Remark: The positivity of the weight function is important because it will imply the convergence of Padé approximants. In the case where s is a positive real number then w s is positive on its support. This gives the following main theorem.
Theorem 3. For all positive real number s, for all complex number a, ℜ(a) > 0, for all integers n ≥ 0, p ≥ 1, the following sequence
converges to ζ(s, a) when m tend to infinity.
These Theorems will be proved in Section 4.
Remark
For n = 0, p = −1, this result is proved only for s = 2, 3 in [8] . If n = 0, then formula (3.5) reduces to
Moreover, for the particular case n = 0, a = 1, then RP A(0, m + p, m) is a rational function depending on the variable s and which converges to ζ(s, 1) = ζ(s) when m tends to ∞ (by Theorem 3). If n ≥ 1 and a = 1, then RP A(n, m+p, m) is no more a rational fraction since it contains powers of (n + a) with s as exponent: 
Note that this integral converges for all complex number s = 1. Let us define
Using the identity
we get, with the change of variable x = t v 1 + v ,
Setting t = tan θ, we obtain
Thus, the following identity
holds for all real t ≥ 0 and complex s, −1 < ℜ(s) < 1. Now, for s complex satisfying ℜ(s) > −1 and m an integer such that m > ℜ(s) − 1, by recurrence on m, it is easy to prove the following formula, sin(s arctan t)
To prove Theorem 1, we replace sin(s arctan(t/a)) (a 2 + t 2 ) s/2 in Hermite's formula (4.1), then apply m integration by parts and permutation of the integrals.
The permutation in the last integral is valid since the function
is less than 
If we consider a = 1, we get an integral representation of the Riemann zeta function:
where m is an integer satisfying m > ℜ(s) − 1 > 0. So, if s is an integer, we can take m = s, and
4.2. Proof of Theorem ??. We consider the function Ψ(s, t) given in (1.6) written as
Thus the Padé approximant [m + p/m] Ψ(s,t) satisfies
For s positive real number, the weight w s is positive (Theorem 2) and so Ψ 2 (s, t) is a Stieltjes function. Its coefficients c k :
k are positive and satisfy the Carleman condition, i.e. the series
Actually, the Bernoulli numbers of even index satisfy (Bernoulli of odd index greater than 2 are zero)
and so
which is the general term of a divergent series. We now apply the Theorem of [4, p.240 ] to conclude that for all integer p, p ≥ 1,
Particular case: s is an integer
If s is an integer, we can improve the approximation of ζ(s, a). In (1.4), we replace Ψ s, For s = 2 and s = 3, we will find in this section the formal expression of these approximants and the expression of the error.
The case for s ≥ 4 remains an open problem.
5.1.
Case s = 2. For s = 2, the weight in the expression (3.1) is
Another expression of w 2 (x) is
Generalizing a result by Carlitz [7] , Askey and Wilson [2] gave an explicit expression: the orthogonal polynomial P n with respect to the weight function w 2 satisfies:
The roots of the polynomials P n are located on the imaginary axis since the weight πx 2 sin 2 πx is positive on this line (see 2.7 ). The three terms recurrence relation is
with initial conditions: P −1 = 0, P 0 (x) = 2. Associated polynomials (see 2.5) Before computing the associated polynomials, we need the modified moments, i.e., the moment of the binomial x − 1 k .
Let us define the linear functional c (s) acting on the space of polynomials as
and x 2 c (s) by
By recurrence, it is not difficult to prove that
and
If we define the following polynomial basis
These moments are related with the coefficients of the exponential function
So we can recover the expression (5.3) of the orthogonal polynomials for the functional 
where the variable is x. From the expression (5.3) for P m , we get the following formula for
Using the expression of the polynomial
on the Newton basis on 0, 1, 2, · · · , k − 1
we can write a compact formula for R n−1 :
.
So, we get the [m + 1/m] Padé approximant to the function Ψ(2, t):
and an approximation of ζ(2, a)
Irrationality of ζ(2)
A consequence of the previous formula is another proof of the well known irrationality of ζ(2) since it equals to π 2 /6.
Then, the numerator of ε m (1) multiplied by d 2 m+2 is an integer and for all integers n, m, d
The error (formula 2.10) applied to the function Ψ(2, t) becomes
and the error term satisfies
Now, we consider r ∈ Q such that m = rn ∈ N. Applying the Stirling formula to the expression (5.3) for orthogonal polynomials P n , we get lim sup n (P rn (n + 1) 1/n = max
where σ(r) =
is a zero of
The inequation e 2 max(r,1) /ρ(r) < 1 is satisfied for r ∈]0.74, 1.53[. The irrationality of ζ(2) follows from the following limit
5.2. Case s = 3. For s = 3, the weight in the expression (3.1) is
This weight has been investigated by Wilson [13] . The orthogonal polynomial P n satisfies:
The roots of the polynomials P n are located on the imaginary axis because the weight x 5 cos πx sin 3 πx is positive on this line.
We set Π m (x) := P n (x 2 ). The three terms recurrence relation is
with initial conditions: Π −1 = 0, Π 0 = 2.
Associated polynomials
Before computing the associated polynomials, we need the modified moments, i.e., the moment of the product of binomials
In the previous subsection, we have define the linear functional c (s) acting on the space of polynomials as
By recurrence, we can prove .
Irrationality of ζ(3)
The irrationality of ζ(3) has been proved by Apery in a celebrated paper [1] . A little later, a particular straightforward and elegant proof of this irrationality was given by Beukers [5] . The author gave another proof in [8] using the RPA. Actually, RP A(m, 2m−1, 2m) provides exactly the Apery's numbers. In the following, we show that the previous approximation also proves irrationality of ζ(3) with RPA's of various degree.
Actually, ∀n, a ∈ N, d 3 m+1 Θ m−1 (n + a) ∈ Z and d 3 m+1 f n,m (n + a) ∈ Z, d 3 m+1 g n,m (n + a) ∈ Z. The proof is similar than in previous subsection. We take a = 1. The error (formula 2.10) applied to the function Ψ(3, t) becomes
