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Abstract Background fermion condensates in a landscape
dominated by global supersymmetry are reassessed in con-
nection with a scenario where Lorentz symmetry is vio-
lated in the bosonic sector (actually, the photon sector) by a
CPT-even kF term. An effective photonic action is discussed
that originates from the supersymmetric background fermion
condensates. Also, the photino mass emerges in terms of a
particular condensate contrary to what happens in the case of
kAF -violation. Finally, the interparticle potential induced by
the effective photonic action is investigated and a confining
profile is identified.
1 Introduction
Models that realize the breaking of Lorentz symmetry have
raised a great deal of interest after Kostelecký and Samuel
had shown [1–7], in the context of bosonic strings, that con-
densation of tensor fields is dynamically possible, contrary
to the physics of the standard model (SM), whose dynamics
does not yield Lorentz-symmetry violation (LSV). However,
models with LSV are to be considered as effective theories
and the analysis of their phenomenological aspects at low
energies may provide information and impose constraints on
the more fundamental theory from which they stem.
A general framework for testing the low-energy manifes-
tations of CPT-breaking and LSV is the so-called standard-
model extension (SME). In this approach, the effective
Lagrangian corresponds to the usual Lagrangian of the SM
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corrected by SM operators of any dimensionality contracted
with suitable Lorentz-violating tensorial background coef-
ficients. The effective Lagrangian is written in a Lorentz-
invariant form so as to ensure what we refer to as observer’s
independence of the physics of the system under study. How-
ever, the physically relevant transformations are those that
affect the dynamical variables (fields) that parametrize the
system. These changes are named particle transformations,
whereas the latter, the coordinate transformations (which
include the background tensors) are called observer’s trans-
formations. We point out the work of Refs. [8,9] where these
concepts are thoroughly analyzed.
Concerning the experimental searches for the CPT/LSV,
the generality of the SME has provided the basis for many
investigations. In the flat spacetime limit, phenomenological
studies include electrons, photons, muons, mesons, baryons,
neutrinos, and the Higgs [10] sector. Gravitational interaction
has also been intensively investigated [10,11,16], and one
can set current limits on the parameters associated to the
breaking of relativistic covariance.
The violation of CPT invariance has also been extensively
studied in the framework of a modified Dirac theory [17,18]
and its non-relativistic regime, with the calculation and dis-
cussion of the spectrum of the non-relativistic hydrogen atom
[19–23]. In the direction of fermionic models in the presence
of LSV, there has been an effort to associate magnetic prop-
erties of spinless and/or neutral particles if a non-minimal
coupling of the Lorentz-symmetry violating background to
fermionic matter and gauge bosons is taken into account [24–
35]. Still in the realm of atomic physics and optics, we should
quote a set of works that set out to examine effects of LSV in
electromagnetic cavities and optical systems [36–42], which
have finally contributed to the setup of a new bound on the
parameters associated to LSV.
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The breaking of Lorentz symmetry should be traced back
to the dynamics of a more fundamental physics at energies
much above our present accelerators’ energies, for example,
at very high energies in astrophysical and even cosmologi-
cal phenomena. On the other hand, supersymmetry (SUSY)
should be exact at these energy scales, or it may happen
that it is broken at a scale very close to this primary phys-
ical environment. We claim that LSV breaking and SUSY
breaking are not completely independent events in a high-
energy regime. We then work with the hypothesis that LSV
occurs in a world that is dominated by exact SUSY or still
keeps track of a SUSY broken at a slightly higher scale.
We highlight the works of Refs. [43–53], where we have
listed papers that put SUSY in direct association with mod-
els of CPT-breaking and LSV. More recently, the relationship
between SUSY breaking and LSV has been discussed in the
works by Chkareuli [12] and in the article by Pospelov and
Tamarit [13], where these authors consider the possibility that
SUSY and Lorentz-symmetry breaking have a common ori-
gin if supersymmetric matter is coupled to Horava–Lifshitz
gravity.
Our proposal here is to place LSV in a scenario where
SUSY still holds as an exact symmetry. We shall then notice
afterwards that the breaking of Lorentz symmetry naturally
induces SUSY violation, as we shall show in detail through-
out this paper. With the idea that SUSY is present from the
very outset, we claim that the background vector (or tensor)
that signals LSV must be a component of some particular
SUSY multiplet. This is the key point of our proposal. In a
previous paper [56], we have proposed a SUSY-dominated
scenario to study LSV by considering the Carroll–Field–
Jackiw model, and we have proposed that the background
associated to LSV was sitting in a chiral scalar superfield.
Our study has revealed that this situation is characterized by
a set of fermion condensates that accompany the background
vector of the Carroll–Field–Jackiw model. These fermionic
pairs turn out to induce physical effects such as mass splitting
for supersymmetric partners and a set of extended dispersion
relations for the photon and photino sectors. In this direction,
we would like to quote the interesting article by Tomboulis
[54].
Motivated by the fact that SUSY reveals that LSV is real-
ized with a bosonic background along with a whole set of
fermions that condensate in the process, we pursue here
another investigation to better understand the issue: we select
the so-called kF term, for which CPT is not broken, and we
study the effect of the fermion condensates associated to this
type of breaking on the physics of the photon and photino.
In particular, we are very much concerned with the emer-
gence of an effective photonic action that comes out as a
by-product of LSV and the associated fermion condensates.
Again, we are going to conclude that the LSV is accompa-
nied by the emergence of a Goldstone fermion, which signals
SUSY breaking, even though no F or D term is behind SUSY
violation.
The effective photonic model we shall derive carries the
fermionic condensates that are in this context messengers of
LSV. The approach may be adopted of reassessing the dis-
cussion of the emergence of an interparticle potential with a
confining piece along with a Yukawa profile whose parame-
ters incorporate the contribution of the bosonic background
and fermion condensates. This study reveals that LSV and
the supersymmetric dynamics that induce the formation of
pairs of fermions may be present in the electrostatic inter-
acting energy of two particles with opposite charges. Our
work is organized according to the following structure: Sect.
2 is simply the formulation of the component-field action for
the supersymmetric version of the kF term in the case that
a single four-vector, ξμ, is the bosonic signal of LSV. We
accommodate ξμ in a chiral scalar superfield and we identify
the fermionic condensates that come out in the action with
LSV.
Section 3 is devoted to a simplification of the LSV action
by the elimination of the auxiliary field present in the gauge
potential superfield. In Sect. 4, we actually start by deriv-
ing the physical effects we wish to discuss: photon–photino
splitting, dispersion relations and the photon effective action
inherited from LSV. Next, in Sect. 5, the effective photonic
action is considered to discuss the electrostatic confining
potential between two opposite charges. Finally, we present
our concluding comments and future developments in Sect.
6. Two appendices follow: in Appendix A, we cast a pri-
mary component-field action in terms of Weyl spinors. In
Appendix B, we present a term which is a key algebraic
expression for the attainment of the field action that we shall
be actually working with throughout our paper.
2 The kF term, its reduction, and its supersymmetric
extension
We start with the action for the CPT-even term for the abelian
gauge sector of the standard model extension:
SCPT-even = −
1
4
∫
d4x(kF )μναβF
μνFαβ. (1)
The tensor kF , from now on written as Kμναβ , displays the
properties
Kμναβ = −Kνμαβ = −Kμνβα = Kαβμν, (2)
it is double-traceless, and its fully anti-symmetric component
is ruled out because it yields a total derivative. As is well
known, it depends on 19 parameters.
If, moreover, we wish to suppress the components that
yield birefringence, we end up with only nine independent
components. We shall consider here a particular situation
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of the non-birefringent case, namely, the case in which we
are left with only four coefficients that signal a violation of
Lorentz symmetry; these are described by a four-vector (ξα).
According to the ansatz discussed in [14,15], we may finally
parametrize Kμναβ as follows:
Kμναβ = 1
2
(ημακ˜νβ − ημβκ˜να + ηνβ κ˜μα − ηνακ˜μβ), (3)
κ˜αβ =
(
ξαξβ − ηαβ (ξρξ
ρ)
4
)
, (4)
and the essence of LSV is traced back to the constant back-
ground 4-vector ξμ, so that the kF action becomes
S =
∫
d4x
1
4
(
1
2
ξμξνF
μ
κF
κν + 1
8
ξρξ
ρFμνFμν
)
. (5)
In our proposal, this is a more reasonable situation. If we
were to identify the whole tensor Kμναβ as a component
of a given superfield, higher spins (actually, s = 32 ) would
be present in a global SUSY framework. Since we have ξμ
as the signal of LSV, no risk of higher fermionic spins in
the background is taken if the effects of the K -tensor are
transferred to the ξμ-vector.
In this paper, we shall be working with supersymmetry
formulated in superspace and in terms of superfields. To this
aim, we refer the reader to notations and conventions adopted
in Ref. [56].
In the work of Ref. [58], two ways have been suggested to
implement a SUSY-extension for a 4-vector background: ξμ
may appear as the gradient of a scalar (in this case, LSV is
in a chiral superfield) or a complete vector (with transverse
and longitudinal components); in the latter case, ξμ should
be a vector component of what we call a vector superfield.
To consider a simpler fermionic set of partners, we choose to
place ξμ in the chiral superfield: in the first case the super-
symmetry is implemented through a chiral multiplet and in
the other by means of a vector multiplet. For simplicity, we
work only in the chiral case. In this proposal, the extended
action written in superfield formalism is
S(SUSY)CPT-even =
∫
d4xd2θd2θ¯
[
(Dα
)Wα(D¯α˙
¯)W¯
α˙+h.c.
]
= Sferm + Sboson + Smixing, (6)
where the supersymmetry covariant derivatives, the super-
space action, and the superfields can be found in Ref. [56];
Wα(x) = λα(x) + iθσμθ¯∂μλα(x) − 1
4
θ¯2θ2λα(x)
+ 2θαD(x) − iθ2(θ¯σμ)α∂μD(x)
+ (σμνθ)αFμν(x)x − 1
2
θ2(σμνσρ)α∂ρFμν(x)
− i(σμ∂μλ[x])αθ2 (7)
is the well-known field-strength superfield (λ is the photino,
Fμν the usual gauge-field strength, and D the auxiliary field);
the chiral background superfield, 
, is θ -expanded as fol-
lows:

(x) = S(x) + √2θζ(x) + iθσμθ¯∂μS(x) + θ2G(x)
+ i√
2
θ2θ¯ σ¯ μ∂μζ(x) − 1
4
θ¯2θ2S(x), (8)
where S and G are complex scalars and ζ is a Weyl compo-
nent of a Majorana fermion. By projecting the action (6) into
component fields, we readily get ξμ = ∂μS and the Sboson,
Sferm, and Smixing may be found, in terms of Weyl spinors in
Appendix A. We prefer to quote below the component-field
action directly in terms of Majorana spinors, for it is much
simpler and one can control much more easily the various
couplings present in the action.
At this point, we also make a special consideration
about the background superfield 
: taking S linear in xμ
(S = ξμxμ, ξμ constant), ∂μζ = 0, and G = 0 is
compatible with SUSY, in the sense that these properties
are kept if global SUSY transformations are performed,
and, moreover, we reproduce the kF term as we wished
from the very beginning. Now, we shall move on with two
purposes:
(i) to rewrite the whole action in terms of 4-components
Majorana spinors, Z ≡ (ζ ζ¯ )t and  ≡ (λ λ¯)t ,
(ii) to Fierz rearrange the terms in Sferm where the fermions
ζ and λ are mixed.
This process selects for us three types of background
fermion condensates (already written in terms of Majo-
rana spinors):
X = Z¯ Z ,
τ = Z¯γ5Z , (9)
Cμ = Z¯γ μγ5Z ,
for which
X2 = −τ 2 = 1
4
CμCμ,
Xτ = 0 and XCμ = τCμ = 0.
(10)
With all these considerations, the action (6) can be brought
into a more readable form:
Sboson =
∫
d4x
[
D2(32|G|2 + 16∂μS∂μS∗)
+ 8i DFμν(∂μS∂νS∗ − ∂μS∗∂νS)
− 8FμκF νκ (∂μS∂νS∗ + ∂μS∗∂νS)
− 4FμνFμν∂αS∂αS∗
]
; (11a)
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Sferm =
∫
dx4(Cμ¯γ νγ5∂μ∂ν + yCμ¯γ μγ5),
where y is a numerical factor
(
y = 4 −
√
2
16
)
;
(11b)
Smixing =
∫
d4x
[
D
(
10
√
2Re(∂μS)(Z¯∂μ)
− 8√2iRe(∂μS)(Z¯μν∂ν)
× 8√2Im(∂μS)(Z¯μνγ5∂ν)
+ 10√2iIm(∂μS)(Z¯γ5∂μ)
)
− 3 √2Im(∂νS)[∂μFμν]Z¯
+ 3 √2Re(∂νS)[∂μFμν]Z¯γ5
+ 4 √2i∂[νFμ]αIm(∂αS)Z¯μν
+ 4 √2i∂[ν F˜μ]αRe(∂αS)Z¯μν
+ 4√2∂[νFμ]αIm(∂αS)Z¯μνγ5
+ 4√2∂[ν F˜μ]αRe(∂αS)Z¯μνγ5
]
, (11c)
where we adopt the conventions that the indices enclosed
by square brackets stand for anti-symmetrization, F˜μν is the
dual of Fμν , and μν = i4 [γμ, γν]. D appears as an auxiliary
field and, in the next section, we are going to eliminate it upon
using its corresponding equation of motion.
3 Eliminating the auxiliary field
The equations above are indeed more manageable to work
with. In order to complete our model, we must add to Eqs.
(11a)–(11c) the supersymmetric version of the Maxwell
action. After this has been done, it is advisable to eliminate
the auxiliary field, D, by means of the algebraic equation of
motion. Notice that the total action can be written in terms
of the auxiliary field in the form
S(full) = S(SUSY)Maxwell + S
(SUSY)
CPT-even
= S +
∫
d4x βD +
∫
d4x αD2, (12)
S(full) = S −
∫
dx4
β2
2(2 + α), (13)
where α and β are expressed in terms of background and
fields in the gauge sector as follows:
α = 16(∂κ S∂κ S∗),
β = 10√2Re(∂μS)(Z¯∂μ) − 8
√
2iRe(∂μS)(Z¯
μν∂ν)
+ 8√2Im(∂μS)(Z¯μνγ5∂ν)
+ 10√2iIm(∂μS)(Z¯γ5∂μ) + 16mμνFμν, (14)
where mμν = Re(∂μS)Im(∂νS) − Re(∂νS)Im(∂μS).
The calculation of β2 involves again the use of Fierz iden-
tities and properties of bilinears formed by anticommuting
Majorana spinors. The final result is somewhat cumbersome,
so that, to keep the text in balance, we believe it is advisable
to collect the result in an appendix. To this aim, we have
included the Appendix B.
Then incorporating the β2 term into the action, we have
S(full) =
∫
dx4
[
−1
4
FμνFμν − 1
4
KμναβF
μνFαβ
− 64
(1 + 8∂ρS∂ρS∗)mμνmαβF
μνFαβ
− ¯ a˜
4(1 + 8∂κ S∂κ S∗)−¯
b˜
4(1 + 8∂κ S∂κ S∗)γ5
+ ¯
[
− (C · ∂)∂μ + yCμ + Cαdαμ
]
× γ μγ5 + 2Z¯ N
]
. (15)
The Kμναβ -tensor, appearing above, now in the supersym-
metric background, is given in terms of the complex vectors
ξμ according to the expression
Kμναβ = −16(ημακ˜νβ − ημβκ˜να + ηνβ κ˜μα − ηνακ˜μβ),
(16)
with
κ˜αβ = 1
2
(ξαξ
∗
β + ξ∗αξβ) −
ηαβ
4
(ξρξ
ρ ∗); (17)
also we should point out that there is an extra contribution
to the FF term given by the coefficients mαβmμν . The lat-
ter contribution is intrinsic to supersymmetry. It is impor-
tant here to remark that, even though ξμ is complex, as
imposed by supersymmetry, the K -tensor is automatically
real, as it should, to avoid dissipating solutions to the fields
equations.
The coefficients dαμ, a˜, and b˜ can all be found in
Appendix B. The N -matrix above, which mixes the back-
ground fermion and the photino, is given by a lengthy expres-
sion that involves the photon field and its field strength, Fμν .
This term mixes therefore the photon and the photino fields,
and the explicit form of N follows:
N = I (1) + i I (2)γ5 + i Iμνμν, where (18a)
I (1) = −3
2
√
2Im(∂μS)∂αF
αμ
+ 20
√
2
(1 + 8∂κ S∂κ S∗)mαβRe(∂ρS)∂
ρFαβ, (18b)
I (2) = 3
2
√
2Re(∂μS)∂αF
αμ
+ 20
√
2i
(1 + 8∂κ S∂κ S∗)mαβ Im(∂ρS)∂
ρFαβ, (18c)
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Iμν = 2
√
2
[
Im(∂αS)∂[νFμ]α + Re(∂αS)∂[ν F˜μ]α
]
− 16
√
2
(1 + 8∂κ S∂κ S∗)mαβRe(∂μS)∂νF
αβ
× √2αβμν
[
Re(∂ρS)∂
α F˜βρ − Im(∂ρS)∂α F˜βρ
]
− 8
√
2
(1 + 8∂κ S∂κ S∗)αβμνmκλRe(∂
αS)∂βFκλ. (18d)
Let us call the reader’s attention to the fact that the Aμ − 
mixed term appears in the form Z¯ N; the N -matrix is written
in terms of 1, γ5, and μν , and the coefficients I (1), I (2) and
Iμν contain terms in the background field S (through ∂μS) and
Fμν . As a whole, the term Z¯ N is quadratic in the bosonic
background and quadratic (but non-diagonal) in the degrees
of freedom of the gauge sector (Aμ and ).
4 Dispersion relations and a purely photonic efective
action
The N -matrix previously defined depends on the field
strength, Fαβ , through terms of the form ∂μFαβ . For conve-
nience, we factor out N according to the following splitting:
N = N ′αAα . N ′ is therefore a combination of differential
operators acting on the gauge potential Aμ according to the
expression for N . We do not present the explicit expression
for N ′ because, besides being a lengthy combination of dif-
ferential operators, it is not actually needed for the attain-
ment of the dispersion relations we wish to write down for
the photon and photino. This allows us to rewrite in a more
compact form the quadratic action in the photon and photino
fields. We unify the latter in a sort of doublet:  ≡
(

Aν
)
,
¯ ≡ (¯ Aμ), so that the full action may be brought into the
form
S(full) = 1
2
∫
dx4¯O, (19)
where the matrix operator O is given by
O =
(
M N
′
N
′
Q
)
, (20)
with the sub-matrices given by
M = − a˜
4(1 + 8∂κ S∂κ S∗)14×4 −
b˜
4(1 + 8∂κ S∂κ S∗)γ5
+ i γ
μ∂μ
2
+
(
− (C.∂)∂μ + yCμ + Cαdαμ
)
γ μγ5,
(21a)
Qμν = −1
2
 θμν + (Jμαβν − Jμανβ + Jαμνβ − Jαμβν)ωαβ,
where
Jμαβν = −1
4
Kμαβν − 64
(1 + 8∂ρS∂ρS∗)mμαmβν. (21b)
In Eq. (21a) the quantities θμν , ωμν , and dμν are defined in
the Appendix B.
A conventional procedure would consist in explicitly cal-
culating O−1 in order to get the ¯-, Aμ-, and AμAν-
propagators, whose pole structure corresponds to the disper-
sion relation. However, if we are simply interested in the dis-
persion relations for the photon and photino fields, we may
concentrate only on the matrices M and Q, as was shown
in more detail in the paper of Ref. [56]. Actually, the poles
of the photon and photino propagators can be read off from
detQ = 0 and detN = 0, respectively.
The photino propagator corresponds to the inverse matrix
M−1, whose pole structure is found in det M :
M−1 = A + Bγ5 + vμγ μ + ωμγ μγ5, (22)
with the coefficients given by (in momentum space)
A = a˜ p
2
16(1 + 8∂κ S∂κ S∗), (23)
B = − b˜ p
2
16(1 + 8∂κ S∂κ S∗), (24)
vμ =
[
a˜2 − b˜2
16(1 + 8∂κ S∂κ S∗)2 −
p2
4
− w˜2
]
pμ
2
+ (w˜.p)w˜μ

,
(25)
ωμ = (1 − y)p2(p.C) pμ
2
+ (Cα pβdαβ) pμ
2
− p
2
4
[
(p.C)pμ − yp2Cμ + Cαdαμ
]
, (26)
and
 = p
4
16
− (p.w˜)2 − p
2a˜2
32(1 + 8∂κ S∂κ S∗)2
+ p
2b˜2
32(1 + 8∂κ S∂κ S∗)2 +
p2
2
w˜2, (27)
where pμ is the photino momentum and the coefficients a˜,
b˜, and w˜μ are explicitly stated in Eqs. (58)–(61) of Appendix
B.
We can separate the denominator  in two parts: one
part containing terms up to second order in powers of ∂μS
and another piece that only contains higher powers in ∂μS.
This splitting is suitable if we recall that the LSV parameters
are very tiny, so that we confine our considerations to terms
which are second order in ∂μS, and we collect higher terms
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in O(3):
 = p4 X2˜
= p4 X2
(
1
16 X2
+
[
C (1) p2 + C (2)μν pμ pν
]
+ O(3)
)
,
(28)
where
C (1) =
(
y2 − y − 1
2
)
+
[
1
(1 + 8∂μS∂μS∗)
]
(4y − 2)(ημν tμν), (29)
C (2)μν =
[
1
2(1 + 8∂μS∂μS∗)
]
[42y − 29]tμν. (30)
Since Kμναβ is a linear combination of bilinears in ∂μS, terms
of O(3) or higher in Eq. (15) are discarded. We also notice
that the coefficient C (2)μν is much smaller than C (1), since
|tμν | << 1, so, in this approximation, it is possible to remove
the term that mixes the momenta and we find a very simple
dispersion relation for the photino:
(approx) = C (1) X2 p4(p2 − m2) = 0, (31)
with
m2photino = −
1
16 X2C (1)
; (32)
notice that C (1) is negative. Here, contrary to the Carrol–
Field–Jackiw supersymmetrized model of Ref. [56], the
photino mass carries an explicit dependence on the X-
fermion condensate. This is a new feature of the kF -model.
We highlight here that even if the bosonic part of the back-
ground (the four-vector ξμ) is trivial, the photino mass does
not vanish, because it is a natural consequence of the con-
densation of the fermionic sector of the background. This is a
very salient aspect of the connection between supersymmetry
and the violation of Lorentz invariance.
Following along analogous steps, we are able to find the
dispersion relation for the photon:
p0± = (1 + ρ ± σ)|p|, (33)
where ρ = 12 K˜ αα and σ 2 = 12 (K˜αβ)2 − ρ2, with K˜ αβ =
K αβμν pˆμ pˆν and pˆμ = pμ/|p| [57].
Finally, by eliminating the mixed Aμ  terms, we shall
find an effective action for the purely photonic sector. In
the action, the term that combines these fields is given by
2Z¯ N. We notice that this term can be removed by per-
forming a convenient shift in the photino field. By redefining
the fermion field according to ϒ =  + M−1 N¯ Z , we attain
a new action that is totally diagonal in the fields ϒ and Aμ.
With the help of the properties of the fermionic condensates
(7) and the gamma-matrix algebra, the redefinition of  sug-
gested above yields an effective term for the photon sector
which can be expressed as follows:
S (photon)effective =
∫
d4x Z¯(NM−1 N¯ )Z
=
∫
d4x
[
(I (1) I (1) − I (2) I (2) + 1
2
Iμν I
μν)
× (A X + Bτ) + i(2I (1) I (2) − 1
2
Iμν I˜
μν)
×(Aτ + B X) + (I (1) I (1) + I (2) I (2)
+ 1
2
Iμν I
μν)ωρC
ρ + 2I (1) I κρωκCρ
− 2I (2) I˜ κρωκCρ
]
, (34)
where the coefficients I (1), I (2), and Iμν ( I˜μν is the dual
tensor of Iμν) only exhibit derivatives of the field strength.
Taking into account the previous discussion of the approx-
imation we adopt to treat the LSV parameters, we can also
ignore the terms of order O(3) in Eq. (16), so that the full
effective Lagrangian density (in momentum space) for the
photon is given by
L = Lold + Leffective, (35)
where
Lold = −
1
4
FμνF
μν − 16tμνFμκF νκ
− 4FμνFμν(tαβηαβ) (36)
and
Leffective
= 1
˜
(
y
4
− 1
8
)
tρλ
[
4p2F ρμ F
μλ − ηρλ p2FμνFμν
]
+ 1
˜
(
5y
8
+ 13
16
)
tρλ
[
pμ pνF
μρFνλ
]
. (37)
A remarkable difference is to be highlighted between the
effective photonic actions derived in the Carroll–Field–
Jackiw and in the kF -cases in a SUSY scenario: the super-
symmetric version of the kAF term induces a purely pho-
tonic action with CP-violating axionic terms; the kF -case,
on the other hand, does not induce CP-breaking terms in
the effective photonic action. As we can check in Eq. (37),
no CP-violating term of the form F F˜ shows up. It is also
to be noticed that, in both the kAF - and the kF -cases, ∂F
terms appear, so that the kF - and the kAF -models are equally
sensitive in the high-frequency regime. The most remark-
able difference is actually the absence of CP-violating terms
in the photonic action of the kF -case. Let us recall here
that y has been given in Eq. (11b) and tμν is defined in
Appendix B.
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5 Interaction energy
We now examine the interaction energy from the viewpoint of
the gauge-invariant but path-dependent variables formalism,
along the lines of Refs. [55,56,59–63]. This can be done
by computing the expectation value of the energy operator
H in the physical state |〉 describing the sources, which
we will denote by 〈H〉. The starting point is the effective
Lagrangian density:
L = −1
4
Fμν
[
1 + 16tαα − 4
(
y
4
− 1
8
)
tαα

˜
]
Fμν
− 16tμνFμλFν λ − 4
(
y
4
− 1
8
)
tρλF
μλ 
˜
Fρμ
−
(
5y
8
+ 13
16
)
tρλF
μλ ∂μ∂ν
˜
Fνρ, (38)
where  ≡ ∂μ∂μ. However, as mentioned before, this paper
is aimed at studying the static potential of the above theory,
and a consequence of this is that one may replaceby−∇2 in
Eq. (38). Furthermore, we recall that the only non-vanishing
tμν terms are the diagonal ones, since, as already anticipated,
tμν can be brought into a diagonal form. Without loss of
generality, we may always choose t00 	= 0.
Therefore, the effective Lagrangian becomes
L = −1
4
γ Fμν
(∇2 − M2)(∇2 − m2) F
μν + 16t00Fi0Fi0
− A4
A2
t00Fi0
∇2(∇2 − m2) F
i0
− A5
A2
t00F
i0 ∂i∂ j(∇2 − m2) F
j0. (39)
Here, γ = A3A2−A4tααA2 , M2 = A3A1A3A2−A4tαα , m2 =
A1
A2
.
Whereas that A1 = 116 X2 , A2 = −C (1), A3 =
(
1 + 16tαα
)
,
A4 = 4
( y
4 − 18
)
, and A5 =
(
5y
8 + 1316
)
. Notice that
these Ai are not to be confused with the photon field
components.
To obtain the corresponding Hamiltonian we shall follow
the Dirac method used in previous works [56,60–63]. The
canonical momenta are found to be μ =
(
α∇2−β)
(∇2−m2) F
μ0 +
2A5
A2
t00
∂μ∂ j
(∇2−m2) F
j0, where α = γ − 32t00 + 2 A4A2 and β =
γ M2 − 32t00m2. Since 0 vanishes, we have the usual con-
straint equation, which according to Dirac’s theory is written
as a weak (≈) equation: 0 ≈ 0. The remaining non-zero
momenta must also be written as weak equations. In this case,
i ≈
(
α∇2−β)
(∇2−m2) F
i0 + 2A5A2 t00
∂ i ∂ j
(∇2−m2) F
j0. Thus, the canoni-
cal Hamiltonian, which must be written as a weak equation,
takes the form
HC ≈
∫
d3x
[
−A0∂ii − 1
2
i
(∇2 − m2)(
α∇2 − β)i
+ 1
4
Fi j
(∇2 − M2
∇2 − m2
)
Fi j
+ 1
2
∂ i∂kk
(∇2 − m2)(∇2 + 
2)2 (α∇2 − β)∂i∂ j j
+ A5
A2
t00
((∇2 − m2)(
α∇2 − β)i +
(∇2 − m2) ∂i∂kk(∇2 + 
2) (α∇2 − β)
)
× ∂i∂ j(∇2−m2)
( (∇2−m2)(
α∇2−β)
j +
(∇2−m2) ∂ j∂mm(∇2+
2) (α∇2−β)
)]
,
(40)
where 1

2
= 2A5A2 t00 1α∇2−β .
The primary constraint, 0 ≈ 0, must be satisfied for all
times. By using the equation of motion of a dynamical vari-
able, Z˙ ≈ [Z, HC ], we obtain the usual secondary constraint,
1 = ∂ii ≈ 0. The conservation of 1 for all times does
not give rise to any further constraints. Therefore, in this case
there are two constraints, which are first class.
In accordance with the Dirac method we obtain the
extended Hamiltonian that generates translations in time
as an ordinary (or strong) equation by adding all the first-
class constraints with arbitrary coefficients. Thus, we write
H = HC +
∫
d3x (c0 (x)0 (x) + c1 (x) 1 (x)), where
c0 (x) and c1 (x) are arbitrary functions of space and time. It
should be noted that when this new Hamiltonian is used, the
equation of motion of a dynamical variable may be written as
a strong equation, Z˙ = [Z, H ]. Since 0 ≈ 0 for all time and
A˙0 (x) = [A0 (x) , H ] = c0 (x), which is completely arbi-
trary, we discard A0 and 0. In fact, it the term containing
A0 is redundant, because it can be absorbed by redefining the
function c1(x). In this case, the extended Hamiltonian takes
the form
H =
∫
d3x
[
c(x)
(
∂i
i
)
− 1
2
i
(∇2 − m2)(
α∇2 − β)i
+ 1
4
Fi j
(∇2 − M2
∇2 − m2
)
Fi j
+ 1
2
∂ i∂kk
(∇2 − m2)(∇2 + 
2)2 (α∇2 − β)∂i∂ j j
+ A5
A2
t00
((∇2 − m2)(
α∇2 − β)i +
(∇2 − m2) ∂i∂kk(∇2 + 
2) (α∇2 − β)
)
× ∂i∂ j(∇2−m2)
((∇2−m2)(
α∇2−β)
j +
(∇2−m2) ∂ j∂mm(∇2+
2) (α∇2−β)
)]
,
(41)
where c(x) = c1(x) − A0(x).
Now we call attention to the fact that the presence of the arbi-
trary quantity c(x) is undesirable, since we have no way of giving
it a meaning in a quantum theory. To avoid this trouble, accord-
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ing to the standard procedure, we impose one gauge constraint
such that the full set of constraints becomes second class. As was
explained in [64], a particularly convenient condition is
2 (x) ≡
∫
Cζ x
dzν Aν (z) ≡
1∫
0
dλxi Ai (λx) = 0, (42)
where λ (0 ≤ λ ≤ 1) is the parameter describing the space-
like straight path xi = ζ i + λ (x − ζ )i , and ζ is a fixed point
(reference point). There is no essential loss of generality if we
restrict our considerations to ζ i = 0. In this case, the only non-
vanishing equal-time Dirac bracket is
{
Ai (x) ,
j (y)
}∗ = δ ji δ(3) (x − y)
− ∂xi
1∫
0
dλx jδ(3) (λx − y) . (43)
In passing we recall that the transition to a quantum theory is
made by the replacement of the Dirac brackets by the operator
commutation relations according to {A, B}∗ → (−i/h¯) [A, B].
We are now in a position to evaluate the interaction energy
between point-like sources in the model under consideration. As
already expressed, we will work out the expectation value of the
energy operator H in the physical state |〉, where the physical
states |〉 are gauge-invariant ones. To this end one recalls that
the gauge-invariant state is given by [65]
|〉 ≡ ∣∣¯(y)(y′)〉
= ψ¯(y) exp
(
iq
h¯
∫ y
y′
dzi Ai (z)
)
ψ(y′) |0〉 , (44)
where |0〉 is the physical vacuum state and the line integral
appearing in the above expression is along a space-like path start-
ing at y′ and ending at y, on a fixed time slice. We see, therefore,
that each of the states (|〉) represents a fermion–antifermion
pair surrounded by a cloud of gauge fields to maintain gauge
invariance. Also it is important to point out that [64]
{k(x),(y)}∗ = iq
h¯
∫ 1
0
dλykδ
(3) (x − λy)(y) (45)
and
{
k(x), ¯(y)
}∗ = − iq
h¯
∫ 1
0
dλykδ(
3) (x − λy) ¯(y). (46)
With this at hand, we then consider the state i (x) |〉, that is,
i (x) |〉 = ¯(y)(y′)i (x) |0〉 +
([
i (x), ¯ (y)
]

(
y′
)
+ ¯(y) [i (x), (y′)]) |0〉. (47)
Now, by employing Eqs. (45) and (46), we can reduce Eq. (47)
to
i (x)
∣∣ (y) (y′)〉 =  (y) (y′)i (x) |0〉
+ q
∫ y′
y
dziδ(
3) (z − x) |〉 . (48)
Hence we see that our calculation is a semiclassical one.
We now proceed to determine the interaction energy. We fur-
ther recall that the fermions are taken to be infinitely massive
(static), which means that there is no magnetic field. In this case,
the expectation value 〈H〉 reads
〈H〉 =
〈

∣∣∣∣
∫
d3x
[
−1
2
i
(∇2 − m2)(
α∇2 − β)i
]∣∣∣∣
〉
. (49)
Then using (48), we obtain explicitly
〈H〉 = 〈H〉0 + 〈H〉(1) + 〈H〉(2) , (50)
where 〈H〉0 = 〈0| H |0〉, and the 〈H〉(1) and 〈H〉(2) terms are
given by
〈H〉(1) = −
q2
2α
∫
d3x
∫ y′
y
dz′iδ(3)
(
x − z′)
×
(
1 − β/α∇2
)−1
x
∫ y′
y
dziδ(3) (x − z), (51)
〈H〉(2) =
q2m2
2α
∫
d3x
∫ y′
y
dz′iδ(3)
(
x − z′)
×
(
1
∇2 − β/α
)
x
∫ y′
y
dziδ(3) (x − z). (52)
The above integrals have been calculated in [66]; in view of this
situation, we skip all the technical details and refer to [66]. We
further note that the second and third term on the right-hand side
of Eq. (50) are clearly dependent on the distance between the
external static fields. Therefore the potential for two opposite
charges located at y and y′ is given by
V = − q
2
4πα
e−
√
β/αL
L
+ q
2m2
8πα
ln
(
1 + 
2
β/α
)
L , (53)
where  is an ultraviolet cutoff, |y − y′| ≡ L , α = γ − 32t00 +
2 A4A2 , and β = γ M2 − 32t00m2. We also point out that this cut-
off arises when manipulating the ultraviolet divergent integral
(51). At this stage of the calculations, we must decide on the
choice of the cutoff, . Following our chain of definitions for
A1, A2, A3, A4, a, b, and γ , it is readily seen that the only pole
that corresponds to a physical mass is exactly the photino mass,
previously given in Eq. (32). This means that the interparticle
potential above makes sense only for distances above the Comp-
ton wavelength of the photino, λphotino ≡ m−1photino. We then are
naturally led to make the identification  = mphotino. There-
fore, our conclusion is that, whenever the particle–antiparticle
pair is in static interaction at a regime of distances r > λphotino,
the form of V can be consistently taken as given in Eq. (53).
With this identification, the potential of Eq. (53) takes the
form
V = − q
2
4πα
e−
√
β/α L
L
+ q
2m2
8πα
ln
(
1 + m
2
photino
β/α
)
L . (54)
It is worthwhile to note at this point the presence of a finite string
tension (which is represented by the proportionality constant in
the linear potential) in Eq. (54). Incidentally, it is of interest to
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notice that we can speak about a string tension because the usual
qualitative picture of confinement, in terms of an electric flux
linking quarks, emerges naturally in the gauge-invariant formal-
ism used in this paper [56,60–63,66].
Also it is important to point out that our previous result
(confining potential) may sound strange in an abelian gauge
theory. It should, however, be recalled here that the existence
of a phase structure for a continuum abelian U (1) gauge the-
ory has been obtained by including the effects due to the
compactness of the U (1) group, which dramatically changes
the infrared properties of the model [67]. As is well known,
this result has been ever since re-derived by many differ-
ent techniques [68–70]; the main characteristic is the con-
tribution of self-dual topological excitations of the theory.
Nevertheless, the mechanism of confinement in this work is
not condensation of topological excitations, but rather back-
ground fermions. In fact, this is what makes our work dif-
ferent from other studies of confinement in abelian gauge
theories.
6 Concluding remarks
As mentioned in the Sect. 1 of the present contribution, there are
in the literature a number of approaches to LSV that contem-
plate the introduction of SUSY in connection with the breaking
of relativistic covariance in the sense of the so-called particle
transformations.
The present work provides an investigation whose approach
basically consists in assuming that LSV takes place in an envi-
ronment dominated by SUSY, and we adopt the viewpoint that
the bosonic background usually adopted to realize the breaking
of Lorentz symmetry is part of a whole setup with fermionic
SUSY partners. We then claim that LSV takes place through
specific SUSY multiplets, so that the usual kAF and kF terms are
accompanied by SUSY fermionic partners; in short, the back-
ground tensors that parametrize LSV are components of specific
superfields.
In this paper, our main goal is to point out the salient aspects
of the kF -type LSV in association with N = 1 D = 4 SUSY,
focusing specially on the background condensates that show up
along with the (kF )μνκλ breaking term. The pattern of breaking
is, in the present situation, much richer than the similar inspection
carried out previously in Ref. [56].
Generally, what we have concluded with the studies reported
in this work is that if we place the discussion of LSV in a SUSY
framework, by assuming that the scale of breaking of Lorentz
covariance is above the SUSY breaking scale, we actually find
that, once Lorentz symmetry is violated, SUSY breaking also
takes place and the photon and photino dispersion relations are
split from one another with different profiles in terms of the
SUSY background fermion condensates naturally induced in the
process of LSV. While the photon dispersion relations that fol-
low from LSV are not affected by the background fermions, the
photino dispersion relations are strongly controlled by the whole
set of fermionic condensates.
Particularly, the SUSY scenario for the kF -LSV reveals the
following.
(i) The photino mass now depends not only on the bosonic back-
ground (in this case, the scalar S) but also on the condensate
X = Z¯ Z :
m2photino = −
1
16X2C (1)
, (55)
as given in Eq. (32). This means that the X-condensate ( X
has the canonical dimension of mass−1) may be estimated
if we take the photino mass in the TeV-scale. Recalling the
experimental bounds on the components of kF (and then on
the components of the vector ξμ) [10], and the expression
for C (1) in Eq. (29), it turns out that effectively only the con-
densate X fixes the photino mass; C (1) is actually of O(1).
Thus, for a photino in the TeV-region, the condensate X is
estimated to be O(TeV−1), corresponding to a length in the
submillimetric scale. This result should be further explored,
for it may point to an explicit SUSY breaking at an acceler-
ator regime.
(ii) It is also remarkable that, like in the kAF -case (Carroll–Field–
Jackiw), the photon dispersion relation does not receive con-
tributions from SUSY. This feature is common to both the
kAF - and the kF -cases.
(iii) The effective photonic case associated to the supersymmet-
ric kF -model exhibits a quadratic dependence on the pho-
ton momentum, as occurs in the supersymmetric version
of the Carroll–Field–Jackiw case; SUSY distinguishes these
two models with LSV in that the purely photonic action in
the kAF -case exhibits CP-breaking terms, whereas the kF -
situation studied in this paper yields an effective photonic
action which respects CP-symmetry.
(iv) The effects of the supersymmetric background fermion con-
densates are, moreover, felt through the photonic action. It
is therefore not surprising that they become manifest in the
interaction energy for the effective theory. In fact, we have
obtained the effective theory for the condensed phase and
computed the interaction energy between two static charges,
in order to test the confinement versus screening properties of
our effective model. Interestingly, we have explicitly shown
that the static potential profile contains a Yukawa term and a
linear term, leading to the confinement of static charges.
Finally, we would like to comment that we could also inspect
this very same model (the kF -model) by considering the ξμ-
vector not given by the scalar supermultiplet as the 4-gradient of
S. We could rather suppose that ξμ is placed in a (non-gauge)
vector multiplet of N = 1 D = 4 SUSY, which would intro-
duce a richer fermionic background. Moreover, ξμ would in this
case become a complete vector, with a transverse part in addition
to its gradient (longitudinal component). A wider class of con-
densates would emerge in such a situation and this might have
an interesting consequence specially in the photon dispersion
relations, always very sensitive to the particular choice of the
multiplet that accommodates the background yielding LSV. We
are already concentrating efforts in this direction and we shall be
reporting our results in a forthcoming paper to better understand
the influence of the particular supersymmetric structure on the
physics of LSV.
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Appendix A
Below, we collect the three pieces of our component-field action
corresponding to Eq. (6) in terms of (2-component) Weyl spinors:
Sboson =
∫
d4x
[
D2(32|G|2 + 16∂μS∂μS∗)
+8i DFμν(∂μS∂νS∗ − ∂μS∗∂νS)
−8Fμκ F νκ (∂μS∂νS∗ + ∂μS∗∂νS)
−4FμνFμν∂αS∂αS∗
]
,
Sferm =
∫
d4x
[
1
2
∂λζσ
μ∂μζ¯λσ
λλ¯ + 1
2
∂λζσ
μλ¯λσλ∂μζ¯
+ 2∂μζ∂μλζ¯ λ¯1
2
∂λζσ
λ∂μζ¯λσ
μλ¯−2∂λζσλσ¯μ∂μλζ¯ λ¯
− 1
2
λσλσ¯μ∂λζ ζ¯ ∂μλ¯ − 1
2
ζλζ¯λ¯ − ζλ∂μζ¯ σ¯ μσ τ ∂τ λ¯
+1
2
ζλ∂μλ¯σ¯
νσμ∂ν ζ¯ + 1
2
∂μζσ
μσ¯ νλζ¯ ∂ν λ¯
− 1
2
√
2
ζλζ¯ λ¯ − 1
2
ζ∂νλ∂μλ¯σ¯
μσ ν ζ¯
−1
2
ζ∂νλ∂μζ¯ σ¯
νσμλ¯ + ζ∂μλζ¯ ∂μλ¯
−2ζσμ∂μλ¯ζ¯ σ¯ ν∂νλ + h.c.
]
,
Smixing =
∫
d4x
[
− 4i D2ζσμ∂μζ¯ − 2
√
2i DG∗ζσμ∂μλ¯
+ 2√2D∂νλσ νσ¯μζ∂μS∗ + 2Dζσ ν∂μζ¯ Fμν
+ i Dτρμαζσα∂μζ¯ Fτρ +
√
2G∗ζσμ∂νλ¯F νμ
+ i√
2
G∗τρμαζσα∂μλ¯Fτρ+
√
2iζσ τ σ¯ ν∂νλ∂μS
∗Fμτ
− 1√
2
τρμαζσασ¯
ν∂μS
∗∂νλFτρ−4
√
2iG∗Dζσμ∂μλ¯
+ 2√2Dζ∂μλ∂μS∗ − i√
2
μνκτ ζ ∂τ λ∂μS
∗Fνκ
+ 1
2
√
2
μνκτ ζ ∂τ λ∂μS
∗Fνκ − 4i D2ζ¯ σ¯ μ∂μζ
− 2Dζ¯ σ¯ ν∂μζ F μν + i Dνκμαζ¯ σ¯α∂μζ Fνκ
+ 2√2i DG∗∂μζσμλ¯ + 2D∂μσ τ ζ¯ F μτ
+ i Dτρμα∂μζσαζ¯ Fτρ + 2∂μζσ τ σ¯ νκ ζ¯ Fνκ F μτ
+ iτρμα∂μζσασ¯ νκ ζ¯ FτρFτρ +
√
2G∗∂μζσ τ λ¯F μτ
− 2iG∂νλσ νσ¯μλ∂μS∗ + 4
√
2iGD∂μλσ
μζ¯
− 2√2iGDζ¯ σ¯ μ∂μλ −
√
2G ζ¯ σ¯ μ∂τ λF
τ
μ
+ i√
2
Gμνταζ¯ σ¯α∂τ λFμν − 2i |G|2λ¯σ¯ μ∂μλ
+ i√
2
G∗τρμα∂μζσαλ¯Fτρ − 2
√
2iGDλσμ∂μζ¯
+ 2i |G|2λσμ∂μλ¯ + 2
√
2D∂μSζ¯ ∂
μλ¯
+ √2i∂μ(λ¯ζ¯ )∂λSFλμ − 1√
2
μλτρ∂μ(λ¯ζ¯ )∂λSFτρ
− 2√2Dλ¯∂μζ¯ ∂μS + 2
√
2Dζ¯ σ¯ μσ ν∂νλ¯∂μS
− √2i ζ¯ σ¯ νσμ∂μλ¯Fνλ∂λS− 1√
2
νκλαζ¯ σ¯ασ
μ∂μλ¯
× Fνκ∂λS + 2G∗λ¯σ¯ μσ ν∂νλ¯∂μS − 2
√
2∂μS∂
μDζ¯ λ¯
+ √2D∂νζσ νμ¯λ∂μS∗ − i√
2
σ¯ λ∂λζλσ
ν∂μS
∗F μν
+ 1
2
√
2
μνκαλσασ¯
λ∂λζ∂λζ∂μS
∗Fνκ
− 1
2
∂λζσ
λλ¯λσμ∂μζ¯ +
√
2Dλσλσ¯μ∂λζ∂μS
∗
− i√
2
∂λζσ
νλ¯λ∂μS
∗F μν
− 1
2
√
2
μνκα∂λζσασ¯
λλ∂μS
∗Fνκ + h.c.
]
. (56)
Appendix B
To render the text of Sect. 3 more fluent, we present, in this
appendix, the full expression and details related to the β2 term
that yields our final expression for the action (6) after the D-
auxiliary field is eliminated in favor of its equation of motion.
We have
β2 = ¯
(
a˜ + b˜γ5 + u˜ργργ5
)

+ 16mαβFαβ
[
10
√
2Re(∂μS)(Z¯∂
μ) − 8√2iRe(∂μS)
× (Z¯μν∂ν) + 8
√
2Im(∂μS)(Z¯
μνγ5∂ν)
+ 10√2iIm(∂μS)(Z¯γ5∂μ)
]
+ 256mμνmαβFμνFαβ,
(57)
where the operators a˜, b˜, and u˜ρ are defined as
a˜ = 42 Xsαβωαβ + 84iτRe(∂αS)Im(∂β S)ωαβ
+ 8 Xs + 16iτRe(∂ρS)Im(∂ρS), (58)
b˜ = 42τ sαβωαβ + 84i XRe(∂αS)Im(∂β S)ωαβ
+ 8τ s + 16i XRe(∂ρS)Im(∂ρS), (59)
u˜ρ = −4(1 + 8∂κ S∂κ S∗)]Cαdαρ; (60)
also, it is useful to define the following operator:
w˜ρ = (p.C)pρ − y2 p2Cρ + Cαdαρ, (61)
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where, in Eqs. (60) and (61),
dαρ = −1
4(1 + 8∂κ S∂κ S∗)
[
− 50ηρα tμνωμν
+ 40tακ(ηβαηκρ − ηκαηβρ)ωαβ
+ 40[Im(∂μS)Re(∂νS)
− Re(∂μS)Im(∂νS)]ηκα βρκν ωμβ
+ 8δακ (rκρμν + uκμνρ)ωμν
]
. (62)
To get the last line we have used
r θαβρ = (ηθανμβρ + ηρανμβθ
+ ηρβνμαθ + ηθβνμαρ)Re(∂νS)Im(∂μS), (63)
uθραβ = 2tθρηαβ − 2tθαηβρ − 2tβρηθα
+ tαβηθρ + t (2ηθαηβρ − ηαβηθρ), (64)
sαβ = Im(∂αS)Im(∂β S) − Re(∂αS)Re(∂β S), (65)
tαβ = Im(∂αS)Im(∂β S) + Re(∂αS)Re(∂β S), (66)
t = ηαβ tαβ, (67)
s = ηαβsαβ, (68)
θαβ = ηαβ − ∂α∂β

, (69)
and
ωαβ = ∂α∂β

. (70)
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