Introduction
Following their introduction by Chua and Yang [1988a, b] , Cellular Neural Networks(CNN) have been extensively studied, see [Chua, 1998; Manganaro et al., 1999; Chua & Roska, 2002] and references therein. Two of their applications are in images processing and patterns recognition. An important class are related to applications are steady-state solutions including mosaic solutions and defection solutions [Chua, 1998; Manganaro et al., 1999; Hsu et al., 2000; Juang & Lin, 1997] . The complexity of steadystate solutions have recently been extensively studied [Ban et al., 2001a; Ban et al., 2002; Ban et al., 2001b; Hsu et al., 2000; Hsu & Yang, 2002; Juang & Lin, 1997; Lin & Shih, 1999; Lin & Yang, 2000; Lin & Yang, 2002] . Furthermore, without the input terms, the theory of complete stability for CNN with symmetric feedback template have been proved in [Lin & Shih, 1999; Shih, 2001; Wu & Chua, 1997] . However, when the feedback template is antisymmetric, the time dependent periodic solution have been obtained by Thiran [1997] . Zou and Nossek [1991] discovered a chaotic attractor in a two-cells CNN with an antisymmetric feedback template and a periodic input. Motivated by [Zou & Nossek, 1991] , this study addresses the bifurcations and chaos of a two-cells CNN with periodic inputs in a general situation. Indeed, ẋ 1 = −x 1 + py 1 + sy 2 + bu(t) , x 2 = −x 2 + ry 1 + py 2 , (1.1)
is studied with the output function y = f (x) = 1 2 (|x + 1| − |x − 1|), (1.2) where the feedback template A = [r, p, s] , satisfies p > 1, p − 1 < r and p − 1 < −s.
( 1.3)
The input function (or forcing function), as in [Zou & Nossek, 1991] , is
with period T > 0 and amplitude b > 0. The bifurcations of (1.1) involve five parameters : r, p, s, T and b. The strategy employed is to begin with b = 0 and a template A = [r, p, s] , which satisfies (1.3). Without input, we are mainly concerned with the existence and uniqueness of limit cycle Λ 0 . Λ 0 will interact with inputs bu(t) and may cause complicated dynamics later. Then a suitable range of T and b is identified to ensure that (1.1) have chaotic attractors.
The template A governs the basic dynamics of (1.1). When b = 0 and (1.3) hold, (semi-)stable limit cycles always exist. Indeed, all trajectories, except the origin, will tend to the limit cycles as t → ∞. Our numerical experience indicates that a unique limit cycle always applies. See Sec. 4 for details.
The impact of an input bu(t) on its period T and amplitude b are studied. Consider (1.1) with initial conditions x 1 (0) = ξ 1 and x 2 (0) = ξ 2 .
(1.5)
The solution of (1.1) and (1.5) is denoted by (x 1 (t, ξ 1 , ξ 2 ; b, T, A), x 2 (t, ξ 1 , ξ 2 ; b, T, A)) .
(1.6)
The ω-limit set of (1.6) is denoted by Since the input is T -periodic, for a fixed parameter A, T and b, a two dimensional Poincaré map of (1.1) can be defined as F (ξ 1 , ξ 2 ) = (x 1 (T, ξ 1 , ξ 2 ), x 2 (T, ξ 1 , ξ 2 )) .
(1.9)
Now, the study of the bifurcations problem of (1.1) is equivalent to the study of how Ω(b, T, A) changes when b, T and A vary. To simplify the problem, rather than studying Ω(b, T, A), this paper is concerned mainly with how "typical" trajectories vary with b, T and A. In particular, when b > 0, the trajectory Γ b ≡ Γ(b, T, A) of (1.6) and ω-limit set ω b ≡ ω(b, T, A) of (1.7) with the initial condition at the origin O = (0, 0) are considered. The ω-limit set of the Poincaré map is denoted byω (b, T, A) . To show Ω(b, T, A) is a chaotic attractor, the following conditions must be proven to hold. After an interesting range of T is identified, the effect of b can be examined. Intuitively, the unperturbed limit cycle will dominate when b is small. Indeed, FFT of Γ(b, T, A) is considered when b > 0 and is relatively small. Let T b be the period of with the largest amplitude a 1 (b) of FFT on x 1 (t, 0, 0; b, T, A), and a T = a T (b, T, A) be the amplitude of the period T mode. The ratio [Zou & Nossek, 1991] , that is A = [1.2, 2, −1.2] and T = 4.
When T b and T modes are comparable, the Lyapunov exponents of Γ(b, T, A) and ω-limit setω(b, T, A) of Poincaré map are computed. In many interesting cases, including the ZN-case, finitely many chaotic and window regions interweave with each other. In chaotic regions, the largest Lyapunov exponent is positive andω(b, T, A) is fractal, as in Fig. 7 .1.ω(b, T, A) looks like a lady's shoe as in the ZN-case and contains a horseshoe as in asymmetric templates case, as shown in Figs. 7.7 and 7.10. In each window, the basic periodic cycle can be identified, i.e., the periodic cycle with the minimum period. In the window, a sequence of period-doubling is observed to the left of the basic periodic cycle. A quasi-periodic region is to the right of the basic periodic cycle.
For b large, the T -mode dominates, the attractors ω(b, T, A) is getting simpler, from quasi-periodic to periodic as b increases. See Sec. 6.
The rest of this paper is organized as follows. Section 2 introduces some properties of solutions of (1.1) which will be useful later. Section 3 introduces a program for studying bifurcations and chaos since many parameters are involved. The limit cycle of (1.1) is first studied without input. Then, methods are developed to identify possible ranges of T and b to ensure the occurrence of interesting bifurcation and the existence of chaotic attractors. Section 4 addresses the existence and uniqueness of the limit cycle of (1.1) when b = 0 and (1.3) holds. Section 5 uses the FFT of Γ(b, T, A) to study the bifurcations when b is relative small, i.e., when T b dominates. Section 6 studies the asymptotic limit cycle when b → ∞. Section 7 studies chaos when T b and T modes are comparable. Section 8 introduces our numerical methods. Section 9 briefly discusses results and offers suggestion for future study.
Preliminaries
This section provides some preliminary results of (1.1). Given an initial condition
the solution of (1.1) with (2.1) is denoted by (x 1 (t; ξ 1 , ξ 2 ), x 2 (t; ξ 1 , ξ 2 )). We first state some symmetric properties of the solutions of (1.1).
is also a solution of (1.1). In particular, if
is a periodic solution of (1.1), then its period is mT for some positive integer m.
is also a solution.
Proof.
(i) Since
the function given in (2.2) is clearly also a solution.
(ii) Assume that (x 1 (t), x 2 (t)) is a periodic solution with periodT > 0; then x 1 (t +T ) = x 1 (t) and x 2 (t +T ) = x 2 (t) imply sin 2π T (t +T ) = sin 
, where w j = f (v j ) and j = 1, 2. Hence, (2.3) is also a solution. The proof is complete.
A set S ⊆ R 2 is called symmetric with respect to O = (0, 0), if
Otherwise, S is called asymmetric. In particular, a trajectory (x 1 (t; ξ 1 , ξ 2 ), x 2 (t; ξ 2 , ξ 2 )) of (1.1) is called symmetric if the set Γ(ξ 1 , ξ 2 ) = {(x 1 (t), x 2 (t))|t ∈ R 1 and (x 1 (0), x 2 (0)) = (ξ 1 , ξ 2 )} is symmetric.
The isoclines are useful in studying (1.1). The x 2 -isoclineẋ 2 = 0 is independent of time, i.e.,
The x 1 -isoclines are time periodic with period T if b > 0, i.e., x 2 = 1 Moving isoclines are first used to discuss the possible trajectories of (1.1). When (1.3) holds and b = 0, the origin O = (0, 0) can be easily verified to be the only steady-state solution of (1.1). Furthermore, O is an unstable spiral with eigenvalues λ = (p − 1) ± i √ −rs. Figure 2 .1 presents vector fields of (1.1) when b = 0. In this case, apart from O, all trajectories move counterclockwise around O and tend to a limit cycle. See Theorem 4.1 for details. However, when b > 0, the periodically moving x 1 -isocline g(x 1 , x 2 ) = −bu(t) oscillates horizontally. At a given instantt, g(x 1 , x 2 ) = −bu(t) may intersect h(x 1 , x 2 ) = 0 at point (x 1 ,x 2 ). In that case, (x 1 ,x 2 ) can be regarded as a "temporary or instantaneous steady-state". The trajectories which are near of (x 1 ,x 2 ) at timet may circle around (x 1 ,x 2 ) thereafter. This basic mechanism can generate complicated trajectories as easily observed from the numerical simulations. See Figs. 2.2 and 6.1 (d). The following sections will describe global trajectories. With reference to a dynamical system of (1.1), the asymptotic behavior of trajectories as t tends to infinite is of most interest. Therefore, the ω-limit set for each trajectory must be studied. The ω-limit set of (1.1) and (2.1) is defined by
The non-wondering set Ω of (1.1) is defined by
Note that ω and Ω depend on the template A, T and b. To simplify the notation, the dependency is omitted if it does not cause confusion. However, 
Furthermore Ω b is symmetric and attracts all trajectories as t → ∞. 

For each
Since the inputs are periodic with period T , introducing a two-dimensional Poincaré map F :
is natural. Clearly the periodic orbits of (1.1) with period mT are the periodic points of F with period m, and vice-versa.
The ω-limit setω b (ξ 1 , ξ 2 ) and the non-wandering setΩ b of Poincaré map F can also be studied. Indeed,
Now, the Lyapunov exponents of (1.1) can be studied using its Poincaré map F . Recall that the Lyapunov exponents of a smooth map F on R m → R m are defined as follows [Alligood et al., 1997, pp. 194-195] . 1/n ), if the limit exist.
In this paper, the system (1.1) is called chaotic if the following conditions hold :
(i) the largest Lyapunov exponent ofΩ b is positive, (ii)Ω b is fractal, (iii) some typical trajectories of (1.1) have broad-bands under FFT.
Proving that a typical trajectory, say Γ b (0, 0) satisfies (i) and (ii) suffices to verify conditions (i) and (ii). The following sections present the relevant details.
Programs for Studying Bifurcations and Chaos
The rest of this paper addresses the bifurcations and chaos of (1.1) as the parameters A = [r, p, s], T and b vary. The following programs are applied to study thorugly a complex and interesting phenomenon over a range of parameters, since the problems involve five parameters. For fixed A and T , denote by Γ b the forward-trajectory of (1.1) with the initial condition at the origin O, and ω b the corresponding ω-limit set of Γ b . Λ 0 is the (inner) limit cycle for b = 0 and is obtained from Theorem 4.1. Apply FFT to the x 1 -component of Γ b , i.e., x 1 (t; 0, 0), t > 0. Pick up the first N frequencies of these data, i.e., let
the period of the k-th mode. For simplicity, denotes
which corresponds to the largest amplitude. It is not difficult to verify
The normalized curves (2) Curve number ➁ decreases and curve number ➂ increases and merges into T b /2 and giving rise to 4T periodic cycles. The 4T cycle will survive for quite a large range of parameters in (0.43, 0.66). Curves merging is very common and induces a period cycle. Section 5 will analyze the bifurcations before the onset of chaos.
In the ZN-case, when b ≥ 3.826, the strength of the T -mode is comparable with or larger than the strength of the T b -mode. In the following, a heuristic argument is used to derive relations among for b, T and T 0 when T b and T are comparable.
Let
Λ 0 (t) be the limit cycle of (1.1) with b = 0. The first equation of (1.1) is modeled as
Now, γ(t) is a periodic function with period T 0 and u(t) is a period function with period T . The two time scales of the functions γ and u can be normalized to a single time scale τ ∈ [0, 1] by setting t = T 0 τ for γ and t = T τ for u.
Hence,
where
are normalized periodic functions with period one. From (3.8), x(t) can very maximumly if T 0 and bT have the same order of magnitudes and an appropriate time shift t 0 occurs in (3.6). Therefore, for a fixed template
where c 0 ∼ 1 is a constant that depends on A and T .
In our experiences, for a given A and T , c 0 = 1 in (3.9) is a good guess for the position at which to start the search for interesting ranges of b. c 0 (A, T ) may decrease as T increases. In the ZN-case and many other templates, (3.9) worked very well. See Figs. 3.2, 7.1 and 7.6.
The program (II) will be supported in Sec. 6, where asymptotic limit cycles Λ ∞ are studied as b → ∞.
When the largest Lyapunov exponent of the Poincaré-map is close to zero and then becomes positive, (1.1) enters a chaotic region. In the ZN-case, eight chaotic regions C k , 1 ≤ k ≤ 8 can be identified, followed by successive window When b is relatively large, in the ZN-case b ≥ 4.432, the T -mode dominates, i.e., the sum of the strength of all other modes is less than a few percents of T -mode. The chaotic regions disappear and are followed by quasiperiod regions and then, eventually, a periodic region. Now, Λ b is either a symmetric or an asymmetric periodic cycle depending on T. Section 6 settles this issue by considering the asymptotic limit cycle Λ ∞ as b → ∞.
Limit Cycles
This section addresses the existence and multiplicity of limit cycles of (1.1) when b = 0 and (1.3) holds.
The existence of limit cycles can be easily proven.
Theorem 4.1. Assume (1.3) and b = 0, limit cycles exist. Moreover, apart from O = (0, 0), all trajectories will tend to one of the limit cycles as t → ∞.
Proof.
Under the assumptions (1.3), the origin O = (0, 0) can be easily verified to be the only steady state of (1.1). From (??), O is an unstable spiral. Indeed, the associated eigenvalues at O are given by
By Theorem 2.2 and the Poincaré-Bendixson Theorem, a limit cycle exists. Apart from the origins, all trajectories will tend to one of the limit cycles as t → ∞. The proof is complete.
Since the nonlinear output function is piecewise linear in (1.2), the phaseplane can be divided into nine regions which are the mosaic (saturated) region M j , the transitional (partial saturated) region T j and the interior (not saturated) region I, j = 1, 2, 3, 4. See Fig. 4 .1.
It is easy to see the periodic orbit does not lie entirely in the interior region I. Therefore, periodic orbits have to intersect the exterior region E, here
A periodic orbit Λ is called an exterior periodic cycle (exterior cycle) if Λ ⊆ E, otherwise Λ is called a non-exterior periodic cycle, i.e., Λ I = ∅.
T 4
x 2 = 1 Now, the multiplicity of the exterior periodic cycles can be proven as follows. 
Periodic solutions as in [Thiran, 1997] are constructed to show that no more than two periodic orbits exist in exterior region E. Now starting at the point (α, −1) at t = 0, where 1 ≤ α ≤ p − s, the trajectory Γ α in T 1 is followed; it intersects x 2 = 1 at the point (α 1 , 1) on t = t 1 , 1 < α 1 , enters M 1 ; then intersects x 1 = 1 at (1, β 2 ) on t = t 2 , enters T 2 ; then intersects x 1 = −1 at the point (−1, β 3 ) on t = t 3 , and finally enters M 2 and intersects x 2 = 1 at the point (α 4 , 1) on t = t 4 , i.e., α 1 , β 2 , β 3 , α 4 and t 1 , t 2 , t 3 , t 4 must be computed in terms of α. The following expressions can be straight-forwardly obtained. The details are omitted here. Denote by
Then,
α 4 is written as a function of α to show that (4.3) has at most two solutions for α ∈ [1, p − s]. Indeed, in the following, k i , i = 1, · · · , 17, are constants that depend on p, r, s, but are independent of α,
and
Substituting (4.9) into (4.3) yields, a quadratic equation for α, i.e.,
Therefore, (4.3) has at most two solutions in [1, p−s] . The proof is complete.
The uniqueness of limit cycle in the exterior region E can be proven by making further assumptions : 
Note that
The sign is nonpositive if p ≤ 2. The Dulac criteria rule out the second closed orbit in E. The proof is complete.
The existence and non-existence of periodic cycles in the exterior region E can also be proven by making additional assumptions. 
In particular, if A is antisymmetric, i.e., −s = r, (E 1 ) and (E 2 ) is equivalent to
(ii) There is no periodic orbit in the exterior region E if one of the following conditions holds.
In that case, all periodic cycles are necessary intersect the interior region I.
The existence results are first proved.
It is easy to verify that if Λ is an exterior periodic cycle then Λ {(
From (4.5) and (4.11),
Similarly, from (4.7) and (4.12), Clearly, (E 1 ) and (E 2 ) is equivalent to (E) when s = −r. Finally, from (4.5) and (4.14), 18) and from (4.7) and (4.15),
Hence, there is no exterior periodic cycle exists. The proof is complete.
Notably, (4.14) and (4.15) can be replaced by stronger conditions that can be verified easily as follows. 
Bifurcations Precede Chaos
This section considers the bifurcations before chaos when the amplitude b of the input is relatively small. Section 3 explains the methods used.
Given a template A which satisfies (1.3), assume that (1.1) has a unique limit cycle Λ 0 (A) with period T 0 = T 0 (A). Consider the first N highest modes and plot the curves
is the period of the kth-largest amplitude of the FFT and T b = τ 1 (b). See Fig 3. 1. The R k (b) curve is well-defined locally in the window regions and can merge with its neighbor curves. After they merge, they are considered to be one curve. See curves ➁ and ➂ in Fig. 3 for some positive integers m and n and (m, n) = 1, i.e., m and n are relative prime. Therefore,
is defined. Denote by
where [x] is the largest integer which is equal to or smaller than x.
The solutions of (1.1) can be written explicitly on each of the nine regions M j , T j and I. Therefore, the exact solutions of periodic orbits in B m,n can be rigorously checked using a computer provided n is not too large. The periodic cycles in B m,n are of period mT and circle around the origin O n-times (n-copies). This explaination partially prove of the following results. 
Asymptotic Limit Cycles for Large Inputs
This section addresses asymptotic periodic cycles for various T when b is large. Whether the ω-limit sets ω b and −ω b can be separated from each other by the x 1 -axis such that one lies in the upper half of phase-plane and the other lies in the lower half of phase-plane is the main concern. The answer is affirmative when T is relatively small. See Theorem 6.1. In any case, the system can always support a limiting cycle even for large T .
For a given template A = [r, p, s],
is written as b → ∞, and the limiting equation for w 1 is
The solutions of (6.2) are
where Ω = Ω(T ) = 2π T and c is a constant. Consequently,
for large b and t. Notably,
always holds for large t. Now, (1.1) is assumed to have a asymptotic limit cycle Λ ∞ with period T as b → ∞. From (6.4), Λ ∞ will always almost be in the region |x 1 | ≥ 1. In the limit, denoted by w 2 (t) for x 2 (t; b), w 2 satisfies
for a total time of T/2 in the region of w 1 ≥ 0. Similar equations hold in region w 1 ≤ 0 for another T/2 time. The separation theorem are stated as follows.
Theorem 6.1. The system (1.1) can support a limiting limit cycle Λ ∞ with period T provided
Similarly, −Λ ∞ lies in w 2 ≥ 1 and w 2 ≥ 0, respectively.
Proof.
(i) Assume that Λ ∞ remains in the region w 2 ≤ −1 for T/2 time. Then general solutions of (6.8) are
(6.12) Then (6.11) and (6.12) imply
Since 1 ≤ β ≤ α < p + r, (6.9) follows.
(ii) Assume that Λ ∞ remains in the region w 2 ≤ 0 for T/2 time. Let (6.14) where 0 < T < T/2. Then from (6.7) and (6.8), 
Similarly, from (6.14) and (6.16),
From (6.17) and (6.18),
which implies (6.10).
The proof is complete. 
Remark 6.2. (i) The perturbation method can be used to prove that there exists a limit cycle
Chaos
This section considers the chaotic phenomena that occur when the strengths of Γ b and of the input bu are comparable. A specific model of the ZN-case is studied first to elucidate the methods of the study and the chaotic behavior. Subsection 7.1 addresses bifurcation to chaos by fixing the template A and the input period T and varying the amplitude b. Subsection 7.2 considers the effect of an input period T by fixing the template A. The asymptotic limit cycles Λ ∞ studied in Sec. 6 will guide the approach taken to solving the problem. Subsection 7.3 addresses the fundamental role of the template A.
Effects of input amplitude
As stated in Sec. 3, ω b is a chaotic attractor if the following three conditions are satisfied. The numerical methods for computing Lyapunov exponents, Poincaré maps and FFTs are standard and have been applied by many researchers. Section 8 will detail these methods. In all cases studied, the largest Lyapunov exponents must exceed 0.02 for them to be considered to be positive. Whenω b appears as a partial lady's shoe or as a horseshoe, it is considered to be fractal. Quantitative results concerning fractal dimensions can also be computed in these cases. Finally, the broad-band of FFT is considered in the classical sense.
The ZN-case, with A = [1.2, 2, −1.2] and T = 4, is first considered as a model to help to discuss the bifurcations of chaotic phenomena. The Lyapunov exponents were computed for a long b > 0.
The largest Lyapunov exponent that is close to or above zero is recorded in b ∈ (3.8, 4.6). See Fig 7. 1. It can be used to identify eight regions C k , 1 ≤ k ≤ 8, which are chaotic since they have positive Lyapunov exponents. Notably, C 4 is the region that has been studied by Zou and Nossek [1991] . Each chaotic region C k is followed by a window region W k and 1 ≤ k ≤ 8. The window W 0 precedes C 1 . In each W k and 0 ≤ k ≤ 8, the basic periodic cycle -the periodic solutions with the smallest period -can be identified. These windows are first compared in terms of the following characteristics of the basic periodic cycle in each W k .
(1) Range of parameters in window, (2) Period in T units, (3) Symmetry : "s" for symmetric and "a" for asymmetric cycles, Table 7.3 Considering W k carefully, for example, in W 4 , reveals that at the middle point of (4.124,4.168) the 4T basic periodic cycle is asymmetric. To its left, a sequence of periodic-doubling occur; to its right is a quasi-periodic region. See Fig. 7 .4. Similarly, W 5 includes a symmetric 9T basic periodic cycle, with periodic-doubling to its left and a quasi-periodic region to its right. Notably, in the chaotic regions, the time between a maximum point and a minimum of point of x 1 (t, 0, 0, b) is approximately T/2. Tracing the maximum and minimum points of the x 1 -coordinates of ω b , yields an approximate Poincaré T/2-map,
which is double the Poincaré T -map F given in (1.9).
Impacts of the input periods
This subsection briefly discusses the effects of the input period. Section 6, for a given T , discussed the types of asymptotic limit cycles Λ ∞ that arise as b → ∞. Fig. 7.6 . Notably, the chaotic regions of (1.1) are markered by • in Fig. 7 .6. Since the chaotic regions and windows regions interweave each other, the marker • in Fig. 7 .6 is necessarily isolated for each T . The computed results are stated as follows. 
Varying templates
The role of template A = [r, p, s] is fundamental. It governs the basic dynamics among the inputs. A more complete study of the effects of the template is required. Some preliminary results are presented here; very interesting results can be obtained by varying the templates.
Since the first criterion that determines whether ω b is a chaotic attractor is that ω b must has a positive Lyapunov exponent, let λ 1 (b, T, r, p, s) be the largest Lyapunov exponent of ω (b, T, r, p, s) 
where T * 0 is defined in (6.10) and b * (T ) is defined in (3.9), δ and δ 1 are small positive numbers, for example δ = δ 1 = 0.1, and δ 2 = 2. Numerical evidence suggests that λ * (r, p, s) closely approximates to λ * 1 (r, p, s). Antisymmetric A is first considered, i.e., s = −r, and write
Taking p = 2 in (7.4), the graph of λ * (r, 2) is plotted for r ∈ (1, 6). See Fig. 7 .8. Notably, in the ZN-case, i.e., r = 1.2 is not a maximum point for λ * (r, 2). Indeed, when most r are in [3, 4.5], has a higher Lyapunov exponent and can induce more complex chaotic behaviors. See Fig. 7 .10 (c). Figure 7 .10 plots some typical chaotic attractors for antisymmetric and general asymmetric templates. Notably, most are not lady's shoes. The more detailed results concerning bifurcations and chaos will be reported elsewhere. 
Numerical Methods
This section describes the several numerical methods used herein, including the Poincaré map, the FFT and the Lyapunov exponent.
The trajectory of the system (1.1) must first be generated. Numerically, for a given set of parameters, a template A = [r, p, s] that satisfies (1.3), an amplitude b and period T , the system of differential equations is solved in FORTRAN 90 by calling a subroutine, RKF45, using the RUNGE-KUTTA-FEHLBERG (4,5) methods described in [Fehlberg, 1968] , with step size=0.05, absolute error 1 × 10 −10 and relative error 1 × 10 −8 . Since the ω-limit set ω(b, T, A) is of greatest concern, 2 × 10 6 steps are taken in the RKF45 integration. The first 1×10 6 steps were ignored, and the following numerical methods applied to the remaining data; the last 1 × 10 6 points were taken as the ω-limit set ω(b, T, A).
The ω-limit setω(b, T, A) of Poincará T -map is taken every T /stepsize points from ω(b, T, A). The relative error of the Poincaré map can be easily computed. For example, in the ZN-case T = 4 with a step size 0.05, 80 steps must be integrated for each point on the Poincarè map. Therefore, the relative error 1 × 10 −8 × 80 = 8 × 10 −7 is obtained for each successive point of the Poincaré map.
The Lyapunov exponents are obtained by averaging eigenvalues of DF (ξ 1 , ξ 2 ) on each point inω b . Here, a convergent condition is imposed that the relative error is less than 1 × 10 −4 . Moreover, the first 1 × 10 6 steps in the numerical integration are ignored to accelerate the convergence. Zou & Nossek [1991] The bifurcations of (1.1) involves five parameters; r, p, s, T and b. The strategy used herein is to begin with b = 0 and A satisfying (1.3). Section 4 studied the existence and multiplicity problems of periodic cycle of (1.1). The existence of the limit cycle Λ 0 (A) is proven when (1.3) holds. The existence and multiplicity of exterior perodic cycles are studied under further assumptions. The uniqueness problem is still open for general A that satisfies (1.3). The numerical evidence suggests that the limit cycle is unique.
Conclusions
The bifurcation problem is studied by examining how "typical" trajectories vary with b, T and A. In particular, the trajectory Γ(b, T, A) and its ω-limit set ω(b, T, A) with initial conditions at the origin O = (0, 0), are considered. The system (1.1) is considered to be chaotic, if After a range of interest of T and b are identified, the effect of b can be studied. The primary mean is to compare the relative strengths of sustained limit cycle Λ 0 (A) (without input) and the input bu(t). Fig. 7 .7. Apparently, the horseshoe or the partial horseshoe is visible in all cases. A detailed study of the effect of input period T is being conducted. Subsection 7.3 considered the fundamental role of the temple A. Figures 7.9 and 7.10 present some preliminary and interesting results obtained by varying templates in the antisymmetric and asymmetric regions. Considering p = 2, the regions in (r, −s) parameter space were investigated to locate where chaos can occur. The chaotic parameters and non-chaotic parameters are spread out. Chaotic parameters cluster in some specific places which are easily identified, for example, along the antisymmetric line, i.e. r = −s. It is of great interests to study these chaotic bifurcations.
