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No projective 16-divisible binary linear
code of length 131 exists
Sascha Kurz, University of Bayreuth
Abstract—We show that no projective 16-divisible
binary linear code of length 131 exists. This im-
plies several improved upper bounds for constant-
dimension codes, used in random linear network
coding, and partial spreads.
Index Terms—divisible codes, projective codes, par-
tial spreads, constant-dimension codes.
I. INTRODUCTION
A
N [n, k, d]q code is a q-ary linear code with
length n, dimension k, and minimum Ham-
ming distance d. Since we will only consider binary
codes, we also speak of [n, k, d] codes. Linear codes
have numerous applications so that constructions or
non-existence results for specific parameters were
the topic of many papers. One motivation was the
determination of the smallest integer n(k, d) for
which an [n, k, d] code exists. As shown in [1] for
every fixed dimension k there exists an integerD(k)
such that n(k, d) = g(k, d) for all d ≥ D(k), where
n(k, d) ≥ g(k, d) :=
∑k−1
i=0
⌈
d
2i
⌉
, is the so-called
Griesmer bound. Thus, the determination of n(k, d)
is a finite problem. In 2000 the determination of
n(8, d) was completed in [2]. Not many of the open
cases for n(9, d) have been resolved since then and
we only refer to most recent paper [6].
The aim of this note is to to circularize
a recent application of non-existence results of
linear codes. In random linear network cod-
ing so-called constant-dimension codes are used.
These are sets of k-dimensional subspaces of Fnq
with subspace distance dS(U,W ) := dim(U) +
dim(W ) − 2 dim(U ∩ W ). By Aq(n, d; k) we
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denote the maximum possible cardinality, where
Aq(n, d; k) = Aq(n, d;n − k), so that we assume
2k ≤ n. In [5] the upper bounds Aq(n, d; k) ≤⌊⌊
(qn−1)·Aq(n−1,d;k−1)/(q−1)
(qk−1)/(q−1)
⌋⌋
qk−1
for d > 2k and
Aq(n, 2k; k) ≤
⌊⌊
(qn−1)/(q−1)
(qk−1)/(q−1)
⌋⌋
qk−1
were proven.
Here ⌊a/b⌋ qr denotes the maximal integer t such
that there exists a qr-divisible q-ary linear code
of effective length n = a − tb and a code is
called qr-divisible if the Hamming weights wt(c)
of all codewords c are divisible by qr. For integers
r the possible length of qr-divisible codes have
been completely determined in [5] and except for
the cases (n, d, k, q) = (6, 4, 3, 2) and (8, 4, 3, 2)
no tighter bound for Aq(n, d; k) with d > 2k is
known. For the case d = 2k, where the constant-
dimension codes are also called partial spreads, the
notion of ⌊a/b⌋ qr can be sharpened by requiring
the existence of a projective qr-divisible q-ary linear
code of effective length n = a − tb. Doing so,
all known upper bounds for Aq(n, 2k; k) follow
from non-existence results of projective qr-divisible
codes, see e.g. [3]. For each field size q and each
integer r there exists only a finite set Eq(r) such that
there does not exist a projective qr-divisible code of
effective length n iff n ∈ Eq(r). We have E2(1) =
{1, 2}, E2(2) = {1, 2, 3, 4, 5, 6, 9, 10, 11, 12, 13},
and remark that the determination of E2(3) was re-
cently completed in [4] by excluding length n = 59.
In this paper we show the non-existence of 16-
divisible binary codes of effective length n = 131,
which e.g. implies A2(13, 10; 5) ≤ 259.
II. PRELIMINARIES
Since the minimum Hamming distance is not
relevant in our context, we speak of [n, k] codes.
2The dual code of an [n, k] code C is the [n, n− k]
code C∗ consisting of the elements of Fn2 that are
perpendicular to all codewords of C. By ai we
denote the number of codewords of C of weight
i. With this, the weight enumerator is given by
W (z) =
∑
i≥0 aiz
i. The numbers a∗i of codewords
of the dual code of weight i are related by the so-
called MacWilliams identities
∑
i≥0
a∗i z
i =
1
2k
·
∑
i≥0
ai(1 + z)
n−i(1− z)i. (1)
Clearly we have a0 = a
∗
0 = 1. In this paper we
assume that all lengths are equal to the so-called
effective length, i.e., a∗1 = 0. A linear code is called
projective if a∗2 = 0. Let C be a projective [n, k]
code. By comparing the coefficients of z0, z1, z2,
and z3 on both sides of Equation 1 we obtain:∑
i>0
ai = 2
k − 1, (2)
∑
i≥0
iai = 2
k−1n, (3)
∑
i≥0
i2ai = 2
k−1 · n(n+ 1)/2, (4)
∑
i≥0
i3ai = 2
k−2 ·
(
n2(n+ 3)
2
− 3a∗3
)
(5)
The weight enumerator of a linear [n, k] code
C can be refined to a so-called partition weight
enumerator, see e.g. [7]. To this end let r ≥ 1 be an
integer and ∪rj=1Pj be a partition of the coordinates
{1, . . . , n}. By I = (i1, . . . , ir) we denote a multi-
index, where 0 ≤ ij ≤ pj and pj = #Pj for all
1 ≤ j ≤ r. With this, aI ∈ N denotes the number of
codewords c such that # {h ∈ Pj : ch 6= 0} = ij
for all 1 ≤ j ≤ r, which generalizes the notion
of the counts ai. By a
∗
I ∈ N we denote the
corresponding counts for the dual code C∗ of C.
The generalized relation between the a∗I and the aI
is given by:∑
I=(i1,...,ir)
a∗I
∏
j=1r
z
ij
j
=
1
2k
·
∑
I=(i1,...,ir)
aI
r∏
j=1
(1 + zj)
n−ij (1− zj)
ij (6)
The support supp(c) of a codeword c ∈ Fn2 is
the set of coordinates {1 ≤ i ≤ n : ci 6= 0}. The
residual of a linear code C with respect of a
codeword c ∈ C is the restriction of the codewords
of C to those coordinates that are not in the support
of c, i.e., the resulting effective length is given by
n − wt(c). If c is a codeword of a qr-divisible q-
ary code C, where r ≥ 1, then the residual code
with respect to c is qr−1-divisible, see e.g. [3]. The
partition weight enumerator with respect to a code-
word c is given by Equation (6), where we choose
r = 2, P2 = supp(c), and P1 = {1, . . . , n}\P2, so
that restricting to the coordinates in P1 gives the
residual code.
III. NO PROJECTIVE 16-DIVISIBLE BINARY
LINEAR CODE OF LENGTH 131 EXISTS
Assume that C is a projective 16-divisible
[131, k] code. Since for every codeword c ∈ C
the residual code is 8-divisible and projective, we
conclude from {3, 19, 35} ⊆ E2(3), see e.g. [4],
that the possible non-zero weights of the code-
words in C are contained in {16, 32, 48, 64, 80}.
For codewords of weight 80 the weight enumerator
of the corresponding residual code can be uniquely
determined:
Lemma 1: ([3, Lemma 24])
The weight enumerator of a projective 8-divisible
binary linear code of (effective) length n = 51 is
given by W (z) = 1 + 204z24 + 51z32, i.e., it is an
8-dimensional two-weight code.
Lemma 2: Each projective 16-divisible [131, k]
code satisfies
a48 = −6a16 − 3a32 − 10 + 11 · 2
k−9,
a64 = 8a16 + 3a32 + 15 + 221 · 2
k−8,
a80 = −3a16 − a32 − 6 + 59 · 2
k−9,
a∗3 = 2
17−ka16 + 2
15−ka32 − 311 + 5 · 2
16−k,
k ≥ 9, and a80 ≥ 4 + 3 · 2
k−5 ≥ 52.
PROOF. Solving the constraints (2)-(5) for a48, a64,
a80, and a
∗
3 gives the stated equations for general
dimension k. Since a48 ∈ N (or a80 ∈ N) we have
k ≥ 9. Since a48 ≥ 0, we have 6a16 + 3a32 ≤
11 · 2k−9 − 10, so that a80 = −3a16 − a32 − 6 +
59 · 2k−9 ≥ 4 + 3 · 2k−5 ≥ 52. 
3First we exclude the case of dimension k = 9:
Lemma 3: No projective 16-divisible [131, 9]
code exists.
PROOF. For k = 9 the equations of Lemma 2 yield
a48 = −6a16 − 3a32 + 1,
a64 = 8a16 + 3a32 + 457,
a80 = −3a16 − a32 + 53, and
a∗3 = 256a16 + 64a32 + 329
for a projective 16-divisible [131, 9] code C. Since
a48 ≥ 0 and a16, a32 ∈ N, we have a16 = a32 =
0, so that a48 = 1, a64 = 457, a80 = 53, and
a∗3 = 329. Now consider a codeword c80 ∈ C of
weight 80 and the unique codeword c48 ∈ C of
weight 48. In the residual code of c80 the restriction
of c48 has weight 24 or 32 due to Lemma 1. In
the latter case the codeword c80 + c48 ∈ C has
weight 96, which cannot occur in a projective 16-
divisible binary linear code of length 131. Thus, we
have that c80 + c48 ∈ C gives another codeword of
weight 80. However, since a80 is odd, this yields a
contradiction and the code C does not exist. 
Lemma 4: A projective 16-divisible binary linear
code C of length 131 does not contain a codeword
of weight 16 or 32.
PROOF. Let c ∈ C be an arbitrary codeword of
weight 80 (which indeed exists, see Lemma 2)
and c′ ∈ C a codeword of weight 16 or 32. We
consider the residual code C′ of C with respect
to the codeword c. From Lemma 1 we conclude
that the restriction c˜′ of c′ in C′ has weight 0,
24, or 32. Since c + c′ ∈ C has a weight of
at most 80, c˜′ is the zero codeword of weight 0.
In other words, we have supp(c′) ⊆ supp(c). If
L denotes the set of codewords of weight 80 in
C, then supp(c′) ⊆ ∩l∈L supp(l) =: M , with
M ⊆ {1, . . . 131} and #M ≥ 16.
Now let D be the code generated by the elements
in M , i.e., the codewords of weight 80. By k′ we
denote the dimension of D and by k the dimension
of C. Since D contains all codewords of weight 80
and due to Lemma 2 we have
4 + 3 · 2k−5 ≤ a80 ≤ 2
k′ − 1 (7)
for C. Since #M ≥ 16 each generator matrix G of
D contains a column that occurs at least 16 times,
i.e., the maximum column multiplicity is at least
16. If a row is appended to G then the maximum
column multiplicity can go down by a factor of at
most the field size q, i.e., 2 in our situation. Thus,
we have k′ ≤ k − 4. Since Inequality 7) gives
4 + 3 · 2k−5 ≤ 2k
′
− 1 ≤ 2k−4 − 1,
we obtain a contradiction. Thus, we conclude a16 =
a32 = 0. 
Theorem 5: No projective 16-divisible binary
linear code of length 131 exists.
PROOF. Assume that C is a projective 16-divisible
[131, k] code. From Lemma 4 we conclude a16 =
a32 = 0, so that Lemma 2 yields a
∗
3 = 5 · 2
16−k −
311. Note that for k ≥ 11 the non-negative integer
a∗3 would be negative. The case k = 9 is excluded
in Lemma 3. In the remaining case k = 10 we have
a∗3 = 9 and a80 = 112.
Now consider the residual code C′ of C with
respect to a codeword c of weight 80. Plugging
in the weight enumerator for C′ from Lemma 1
in Equations (2)-(5) gives a∗3(C
′) = 17. Thus, we
conclude a∗3(C) ≥ 17, which is a contradiction. 
We remark that some parts of our argument can
be replaced using the partition weight enumerator
from Equation (6). If we consider the partition
weight enumerator with respect to a codeword c
of weight 80, then we have r = 2, p1 = 51, and
p2 = 80. The possible indices where aI might
be positive are given by (0, 0), (0, 16), (0, 32),
(0, 48), (0, 64), (0, 80), (24, 24), (24, 40), (24, 56),
(32, 32), and (32, 48). Clearly, we have a(0,0) = 1
and a(0,80) = 1. By considering the sums of a
codeword with c we conclude a(0,16) = a(0,64),
a(0,32) = a(0,48), a(24,24) = a(24,56), and a(32,32) =
a(32,48). From Lemma 1 we conclude a(32,32) =
a(32,48) = 51 · 2
k−9, a(24,24) = a(24,56) = t,
and a(24,40) = 204 · 2
k−8 − 2t, where k is the
dimension of the code and t ∈ N a free parameter.
Plugging into Equation (6) this gives a(0,16) +
a(0,32) = 2
k−9 − 1 for the coefficients of t01t
0
2
since a∗(0,0) = 1. Using this equation automatically
gives a∗(1,0) = 0, a
∗
(2,0) = 0, and a
∗
(3,0) = 17.
4Since a∗(0,2) = 0 the coefficient of t
2
2 gives 6320−
7344 ·2k−9+1024t+2224a(0,16)+176a(0,32) = 0.
Thus, we have a(0,16) = 7 · 2
k−10 − 3 − t2 and
a(0,32) = 2− 5 · 2
k−10 + t2 . The coefficient of t
1
1t
2
2
then gives a∗(1,2) = 408− 3t · 2
14−k. For k = 9 the
non-negativity conditions a(0,16), a(0,32) ≥ 0 force
t = 1, so that a(0,0) = 1, a(0,16) = a(0,64) = 0,
a(0,32) = a(0,48) = 0, a(0,80) = 1, a(24,40) = 406,
a(24,24) = a(24,56) = 1, and a(32,32) = a(32,48) =
51. It can be checked that all coefficients on the
right hand side of Equation (6) are non-negative.
a(0,32) ≥ 0 implies t ≥ 5 · 2
k−9 − 4, so that a∗(1,2)
would be negative for k ≥ 12.
Theorem 5 implies a few further results.
Proposition 6: For t ≥ 0 we have A2(8 +
5t, 10; 5) ≤ 3 + 28 · 32
t−1
31 .
PROOF. Assume that C is a set of 4 + 28 · 32
t−1
31
5-dimensional subspaces in F8+5t2 with pairwise
trivial intersection. Then, the number of vectors
in F8+5t2 that are disjoint to the vectors of the
elements of C is given by
(
28+5t − 1
)
− 31 ·(
4 + 28 · 32
t−1
31
)
= 131. Thus, by [3, Lemma
16], there exists a projective 25−1-divisible binary
linear code of length n = 131, which contradicts
Theorem 5. 
The recursive upper bound for constant-dimension
codes mentioned in the introduction implies:
Corollary 7: We have A2(14, 10; 6) ≤ 67 349,
A2(15, 10; 7) ≤ 17 727 975, and A2(19, 10, 6) ≤
70 329 353.
As an open problem we mention that the non-
existence of a projective 16-divisible binary lin-
ear code of length n = 130 would imply
A2(15, 12; 6) ≤ 514.
Lemma 8: For k ≥ 1, r ≥ 3, and j ≤ 2r − 1 no
projective 2r-divisible [3 + j · 2r, k] code exists.
PROOF. In [3, Theorem 12] it was proven that the
length n of a projective 2r-divisible binary linear
code either satisfies n > r2r+1 or can be written as
n = a
(
2r+1 − 1
)
+ b2r+1 for some non-negative
integers a and b. Using r ≥ 3, we note that 3 + j ·
2r ≤ 3 + (2r − 1) · 2r = 3 − 2r + r2r+1 < r2r+1.
If a
(
2r+1 − 1
)
+ b2r+1 = 3+ j · 2r, then 3 + a is
divisible by 2r, so that a ≥ 2r − 3. However, for
r ≥ 3 we have a
(
2r+1 − 1
)
+ b2r+1 ≥ (2r − 3) ·(
2r+1 − 1
)
> 3 + (2r − 1) · 2r ≥ 3 + j · 2r –
contradiction. 
Proposition 9: For k ≥ 1, r ≥ 4, and j ≤ 2r no
projective 2r-divisible [3 + j · 2r, k] code exists.
PROOF. Due to Lemma 8 it suffices to consider j =
2r. The case r = 4 is given by Theorem 5. For
r > 4 we proof the statement by induction on r.
Assuming the existence of such a code, Equation (3)
minus r2r times Equation (2) yields∑
i>0
(i − r)2r · ai2r = 3 · 2
k−1 + r · 2r > 0. (8)
The residual code of a codeword of weight i2r is
projective, 2r−1-divisible, and has length 3+ (2r−
i) · 2r. If i ≥ r + 2, then we can apply Lemma 8
to deduce ai2r = 0. For i = r + 1 the induction
hypothesis gives ai2r = 0. Since (i−r)2
r ·ai2r ≤ 0
for i ≤ r the left hand side of Inequality (8) is non-
positive – contradiction. 
REFERENCES
[1] L. Baumert and R. McEliece. A note on the Griesmer bound.
IEEE Transactions on Information Theory, pages 134–135,
1973.
[2] I. Bouyukliev, D. B. Jaffe, and V. Vavrek. The smallest
length of eight-dimensional binary linear codes with pre-
scribed minimum distance. IEEE Transactions on Informa-
tion Theory, 46(4):1539–1544, 2000.
[3] T. Honold, M. Kiermaier, and S. Kurz. Partial spreads and
vector space partitions. In Network Coding and Subspace
Designs, pages 131–170. Springer, 2018.
[4] T. Honold, M. Kiermaier, S. Kurz, and A. Wassermann. The
lengths of projective triply-even binary codes. IEEE Trans-
actions on Information Theory, 66(3):2713–2716, 2020.
[5] M. Kiermaier and S. Kurz. On the lengths of divisible
codes. IEEE Transactions on Information Theory, to appear.
doi:10.1109/TIT.2020.2968832.
[6] S. Kurz. The [46, 9, 20]2 code is unique. Ad-
vances in Mathematics of Communications, to appear.
doi:10.3934/amc.2020074.
[7] J. Simonis. MacWilliams identities and coordinate parti-
tions. Linear Algebra and its Applications, 216:81–91, 1995.
