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En la actualidad, la mayoría de los procesos cuentan con información histórica lo suficientemente grande como para 
que sea difícil procesarla en forma manual. 
La Minería de Datos, una de las etapas más importantes del proceso de Extracción de Conocimiento, cuenta con un 
conjunto de técnicas capaces de modelizar y resumir esos datos históricos, facilitando su comprensión y ayudando a 
la toma de decisiones en situaciones futuras. 
Esta tesina presenta una nueva técnica de Minería de Datos, lamada SOM+PSO, capaz de construir, a partir de la 
información disponible, un conjunto reducido de reglas de clasificación sencilas de cuya lectura se desprenden las 
relaciones más importantes entre las características registradas. 
También se detalan los resultados obtenidos y se los compara contra un método existente en la literatura, el cual fue 
seleccionado por considerarlo un referente en el tema. 
 
Minería de Datos, Reglas de Clasificación, Estrategias 
Adaptativas, Optimización mediante Cúmulo de 
Partículas, Mapas Auto-Organizativos. 
 
− Esta tesina presenta un nuevo método capaz de 
generar en forma automática, a partir de la 
información disponible, un conjunto de reglas de 
clasificación de fácil lectura e interpretación. 
− Los resultados obtenidos al aplicarla sobre 19 
bases de datos han sido satisfactorios. 
− Su comparación con otro método existente permite 
afirmar que el modelo generado es más simple. 
 
− Análisis de los conceptos principales de la Minería 
de Datos. 
− Descripción de los problemas de clasificación y de 
las técnicas utilizadas para obtener reglas. 
− Estudio de técnicas aplicables a problemas de 
agrupamiento y de optimización. 
− Definición, desarrolo e implementación del método 
SOM+PSO y análisis de los resultados obtenidos. 
 
 
− Identificar las características comunes en los datos 
de entrada utilizando una red neuronal SOM 
dinámica. De esta forma no sería necesario 
especificar  de  antemano  la  cantidad  de  
agrupamientos a formar. 
− Utilizar una función multi objetivo para medir el 
desempeño de las reglas durante el proceso de 
obtención. Esto permitiría contar con un conjunto 
de soluciones óptimas (según algunos criterios) en 
lugar de disponer de una única opción. 
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2Resumen
En la actualidad, la mayorı´a de los procesos cuentan con informacio´n histo´rica lo
suficientemente grande como para que sea difı´cil procesarla en forma manual.
La Mineria de Datos, una de las etapas ma´s importantes del proceso de Extraccio´n
de Conocimiento, cuenta con un conjunto de te´cnicas capaces de modelizar y resumir
esos datos histo´ricos, facilitando su comprensio´n y ayudando a la toma de decisiones en
situaciones futuras.
Esta tesina presenta una nueva te´cnica de Minerı´a de Datos capaz de construir, a partir
de la informacio´n disponible, un conjunto reducido de reglas de clasificacio´n sencillas
de cuya lectura se desprenden las relaciones ma´s importantes entre las caracterı´sticas
registradas.
Tambie´n se detallan los resultados obtenidos y se los compara contra un me´todo existente
en la literatura, el cual fue seleccionado por considerarlo un referente en el tema.
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20 CAPI´TULO 1. EXTRACCIO´N DE CONOCIMIENTO
la aplicacio´n del modelo a diferentes juegos de datos, de manera que de lugar a fases
complementarias que implementen un proceso iterativo de DM repetible tantas veces
como sea necesario para concretar los objetivos.
Tambie´n es relevante medir la evolucio´n del modelo, au´n cuando e´ste funcione bien.
Continuamente se debe comprobar su efectividad, principalmente debido a que la realidad
puede cambiar con el tiempo.
La importancia de esta fase consiste en que el usuario entienda los resultados
y pueda utilizar los modelos creados. Es en este punto donde esta tesina hace
incapie´ proporcionando un me´todo capaz de obtener un modelo reducido fa´cilmente
interpretable.
1.4.7. Implementacio´n de medidas
Cuando la fase de uso de resultados genera una clase de conocimiento que habilita al
usuario a ejecutar acciones en pos de resolver el problema planteado originalmente, se
produce una etapa de implementacio´n de medidas que debe llevar a cabo la organizacio´n
basadas en el conocimiento obtenido. Estas medidas tendra´n como objetivo mejorar o
corregir la realidad descubierta a trave´s del modelado, actuando directamente sobre la
organizacio´n.
Si bien estas tareas pueden no considerarse parte de la metodologı´a interna del DM,
siendo la implementacio´n de decisiones generadas por el resultado de los modelos, deben
ser tenidas en cuenta para retroalimentar el ciclo completo de resolucio´n del problema.
1.4.8. Medicio´n de resultados
Luego de la implementacio´n de las medidas de la fase anterior, es posible la utilizacio´n
delDM para medir los resultados alcanzados por esas acciones.
En esta fase se pueden volver a ejecutar los modelos para compararlos con los obtenidos
en la primera iteracio´n y de esa manera conseguir mediciones concretas del e´xito o fracaso
de las medidas tomadas.
1.5. Tareas de Minerı´a de Datos
Como se dijo con anterioridad en la presentacio´n de las fases del KDD, existen
dos tipos de tareas: las predictivas que tienen que ver con la necesidad de predecir
un comportamiento y las descriptivas que tienden a mostrar co´mo esta´ organizada la
informacio´n. A continuacio´n se mencionan las ma´s importantes de cada una de ellas.
1.5.1. Tareas Predictivas
Se consideran predictivas a aquellas tareas que requieren de la obtencio´n de un modelo
capaz de dar una respuesta, en una etapa posterior, ante la presencia de informacio´n nueva.
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Segu´n si la respuesta esperada es discreta o continua, se considera que la tarea predictiva
es una clasificacio´n o una regresio´n, respectivamente. Un ejemplo de tarea de clasificacio´n
es obtener un modelo que dado un nuevo producto pueda clasificarlo como “Ba´sico”,
“Esta´ndar” o “De lujo”. Un ejemplo de tarea de regresio´n es obtener un modelo que
dado un paciente nuevo determine la probabilidad de que tenga cierta enfermedad.
La clasificacio´n es una de las tareas ma´s utilizadas. En ella, cada ejemplo o registro
de la vista minable, pertenece a una clase la cual se indica mediante el valor de un
atributo nominal que se denomina etiqueta. Esta caracterı´stica permite obtener el modelo
a trave´s de una estrategia supervisada que, operando sobre el resto de los atributos de cada
instancia, buscara´ maximizar la tasa de acierto sobre el conjunto de ejemplos de entrada.
Al finalizar el proceso, el clasificador obtenido sera´ capaz de determinar la clase para cada
nuevo ejemplo sin etiquetar. Entre las tareas de clasificacio´n hay distintas variantes:
Clasificacio´n suave
Segu´n la te´cnica utilizada para la construccio´n del modelo puede incorporarse a la
clasificacio´n una funcio´n que determine el grado de certeza de la prediccio´n. De
esta forma, podrı´a permitirse que un clasificador etiquetara un mismo ejemplo con
ma´s de una clase asignando a cada una de ellas un valor de certeza diferente y
serı´a la persona encargada de tomar las decisiones quien deberı´a decidir entre las
opciones presentadas.
Estimacio´n de la probabilidad de clasificacio´n
Es una generalizacio´n de la clasificacio´n suave que provee para cada valor de
la clase la probabilidad de que un ejemplo sea de dicha clase. A diferencia del
clasificador suave, en este caso las opciones serı´an excluyentes ya que se basan en la
teorı´a de la probabilidad y la cantidad de ejemplos requeridos para su construccio´n
debe ser grande.
Categorizacio´n
A diferencia de la clasificacio´n, se trata de aprender una correspondencia pudiendo
asignar ma´s de una categorı´a a cada ejemplo.
Las tareas de regresio´n tambie´n utilizan conjuntos de ejemplos etiquetados y tienen
como objetivo aprender una funcio´n que represente la correspondencia existente entre
los atributos considerados en cada ejemplo y la clase indicada. Su diferencia con respecto
a la clasificacio´n es que la salida es nume´rica mientras que en la clasificacio´n es nominal.
1.5.2. Tareas Descriptivas
Este tipo de tareas busca mostrar nuevas relaciones entre las variables y generalmente son
utilizadas para mejorar el modelo. Su objetivo es describir los datos existentes. Entre las
tareas descriptivas ma´s frecuentes, pueden mencionarse las siguientes:
Agrupamiento (clustering)
El objetivo de esta tarea es obtener grupos o conjuntos entre los ejemplos, de manera
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que los elementos asignados al mismo grupo sean similares. A priori no se sabe ni
co´mo son los grupos ni cuantos hay, eso se determina con el proceso de aprendizaje.
Una utilidad del agrupamiento reside en que utilizando la funcio´n obtenida con
nuevos ejemplos se puede determinar a que´ grupo pertenece un nuevo elemento
y con eso indicar su comportamiento. La tarea de agrupamiento tambie´n suele
utilizarse con el objetivo de reducir un gran nu´mero de ejemplos a so´lo algunos
grupos que sirvan como resumen de los datos originales.
Correlaciones y factorizaciones
Se centran en atributos nume´ricos. Su objetivo es detectar si dos atributos nume´ricos
esta´n correlacionados linealmente o relacionados de algu´n otro modo. Su utilidad
es la deteccio´n de atributos redundantes o dependientes, permitiendo analizar la
relevancia de atributos y hacer una seleccio´n entre ellos.
Reglas de asociacio´n
Es un estudio similar al de correlaciones pero para atributos nominales, muy
frecuentes en las bases de datos. Una regla de asociacio´n se define generalmente
de la forma
SI (atrib1 = valor1) Y (atrib2 = valor2) Y...Y (atribk = valork) ENTONCES
(atribr = valorr) Y (atribs = valors) Y...Y (atribz = valorz)
donde todos los atributos son nominales y las igualdades se definen utilizando algu´n
valor de los posibles para el atributo.
1.6. Conclusiones
La Extraccio´n de Conocimiento a partir de la informacio´n disponible no es una tarea
ma´gica.
En este capı´tulo se han resumido las distintas etapas que forman el proceso deKDD con
el objetivo de acercar al lector al esfuerzo que representa la obtencio´n de patrones que la
mayorı´a de las definiciones describe como “... novedosos, u´tiles y comprensibles”.
La primera tarea consiste en decidir cua´les son los datos a procesar. En ocasiones, esto
esta´ limitado a los datos histo´ricos previamente recolectados pero en otros casos, es
posible elegir y es allı´ donde surgen las primeras dudas tratando de identificar cua´les son
los atributos o caracterı´sticas importantes para el problema. En esta etapa hay distintas
te´cnicas que pueden resultar de utilidad. No´tese que la seleccio´n realizada en esta etapa
tendra´ una fuerte incidencia en los resultados obtenidos ya que en Informa´tica, los datos
pueden procesarse pero no inventarse. Si un atributo relevante para el problema no hubiera
sido registrado, sera´ imposible que el modelo final lo tenga en cuenta en su construccio´n.
Luego debe realizarse el preprocesamiento de los datos. Este es el proceso que requiere
la mayor cantidad de tiempo y tiene por resultado la obtencio´n de la “vista minable”.
Estas etapas so´lo han sido mencionadas en este capı´tulo por una cuestio´n de completitud


















24 CAPI´TULO 1. EXTRACCIO´N DE CONOCIMIENTO
Capı´tulo 2
Te´cnicas deDM para Clasificacio´n
2.1. Introduccio´n
Esta tesina propone una nueva te´cnica para resolver una de las tareas ma´s importantes que
puede realizarse utilizandoDM: la clasificacio´n de la informacio´n disponible.
Este capı´tulo tiene como objetivo presentar y ejemplificar brevemente las te´cnicas
existentes que permiten obtener los modelos ma´s populares basados en a´rboles y reglas
de clasificacio´n.
Dichos modelos se construyen a partir del ana´lisis automa´tico de la informacio´n
disponible la cual esta´ formada por instancias o registros de valores de distintos atributos
o caracterı´sticas del problema. Estos atributos o caracterı´sticas pueden ser: nume´ricos (ej:
cantidad de empleados, edad, sueldo, metros cuadrados, promedio de notas, etc.) o bien
catego´ricos o nominales (ej: estado civil, raza, idioma, etc.).
Por otro lado, frente a un problema de clasificacio´n, generalmente uno de los atributos
catego´ricos presentes en los datos es considerado la etiqueta, es decir, la clase que le
corresponde a cada una de las instancias. Sin embargo esta informacio´n no siempre
esta´ disponible o es conocida. Por tal motivo, existen te´cnicas deDM que so´lo se aplican
cuando se dispone de ejemplos etiquetados y otras que pueden operar au´n sin contar con
esta informacio´n.
Dada una instancia en particular, clasificarla significa determinar entre todas las clases
posibles, a cua´l pertenece. Por ejemplo, a partir de los sı´ntomas de un paciente decidir
la droga a suministrar o en base la informacio´n personal y acade´mica de un alumno
determinar su probabilidad de continuar con sus estudios universitarios.
Para responder lo pedido, es preciso identificar los atributos relevantes para medir
la desercio´n universitaria o para representar la patologı´a del paciente. Esto lleva a
la necesidad de identificar y seleccionar los atributos que participara´n del modelo
descartando los que sean irrelevantes para la decisio´n. El problema es, por supuesto,
decidir cua´les pueden dejarse de lado sin afectar la decisio´n final.
La caracterı´stica ma´s importante de la clasificacio´n es que asume que las clases son
disjuntas y por ello, un registro es de una u´nica clase.





























































































































































































































Ambiente Temperatura Humedad Viento Juega?
soleado alta alta d´ebil No
soleado alta alta fuerte No
nublado alta alta d´ebil Si
luvioso media alta d´ebil Si
luvioso baja normal d´ebil Si
luvioso baja normal fuerte No
nublado baja normal fuerte Si
Soleado media alta debil No
Soleado baja normal d´ebil Si
luvioso media normal d´ebil Si
Soleado media normal fuerte Si
Nublado media alta fuerte Si
Nublado alta normal d´ebil Si



















































Vino Gaseosa Leche Miel Bizcochos Galetas Jugo
1 1 0 0 0 1 0
0 1 1 0 0 0 0
0 0 0 1 1 1 0
1 1 0 1 1 1 1
0 0 0 0 0 1 0
1 0 0 0 0 1 1
0 1 1 1 1 0 0
0 0 0 1 1 1 1
1 1 0 0 1 0 1




























Ambiente Temperatura Humedad Viento Juega?
soleado 85 85 no No
soleado 80 90 si No
nublado 83 86 no Si
luvioso 70 96 no Si
luvioso 68 80 no Si
luvioso 65 70 si No
nublado 64 65 si Si
Soleado 72 95 no No
Soleado 69 70 no Si
luvioso 75 80 no Si
Soleado 75 70 si Si
Nublado 72 90 si Si
Nublado 81 75 no Si













































































































Clase C TP FP cumplenA






























































































































































































Trabaja EstadoCivil %materiasaprobadas Promedio Alumnoregular
NO Casado (0.25,0.5] [0,4) NO
NO Casado (0.25,0.5] [0,4) NO
SI Casado (0.25,0.5] [0,4) SI
SI Casado (0.25,0.5] [0,4) SI
NO Soltero (0.5,0.75] [4,6) SI
SI Casado (0.5,0.75] [4,6) SI
NO Casado (0.5,0.75] [6,10] SI
SI Casado (0.75,1) [0,4) SI
SI Soltero (0.75,1) [4,6) NO
NO Soltero (0.75,1) [6,10] NO
SI Soltero (0.75,1) [6,10] SI
NO Soltero [0,0.25] [0,4) SI
NO Casado [0,0.25] [0,4) SI
NO Soltero [0,0.25] [0,4) SI
SI Casado [0,0.25] [0,4) NO
SI Soltero [0,0.25] [0,4) NO
NO Casado [0,0.25] [4,6) NO
SI Casado [0,0.25] [4,6) NO
SI Soltero [0,0.25] [4,6) SI
SI Soltero [0,0.25] [6,10] NO
NO Casado (0.75,1) [6,10] NO




















































































































Figura 2.9: El eror corespondiente a los datos de la rama

























































































Figura 2.11: El eror corespondiente a los datos de la rama










































50 CAPI´TULO 2. TE´CNICAS DEDM PARA CLASIFICACIO´N
verse que se trata de un me´todo totalmente determinı´stico que si bien no requiere construir




















































































































































Nro.deEjemplo Cant.deMaterias Antiguedad(a˜nos) Promedio
1 20 4 7.56
2 7 8.5 7.2
3 8 9.5 8.25
4 2 1 6.4
5 0 0.5 6
6 2 1.5 5.5
7 3 1.5 7
8 14 5.5 5.25
9 12 6 6
10 3 9 9
11 18 3.5 8.2
12 9 8.5 7.6
13 19 4 9
14 15 4 5.6
15 10 5 7
































































3.3. DISTANCIAS Y SIMILITUDES 57
Para poder operar matema´ticamente con los ejemplos es necesario contar con una
representacio´n para cada uno de ellos.
Sea X el conjunto de ejemplos sobre el cual se realizara´ el agrupamiento. X esta´ra´ formado
por m ejemplos de n atributos cada uno. Es decir que cada ejemplo sera´ representado como
un vector nu´me´rico n-dimensional.
Existen varias formas de considerar la distancia que separa dos vectores del espacio de
datos n-dimensional. Matema´ticamente hablando, se consideran funciones de distancia
so´lo las funciones definidas adecuadamente d : X × X → R y que cumplen las siguientes
propiedades:
d(i, j) ≥ 0
d(i, i) = 0
d(i, j) = d( j, i)
La primera de las propiedades dice que la distancia entre dos elementos i y j cualesquiera
de los 1, 2, · · · ,m disponibles en X debe ser positiva. La segunda que cada caso no puede
distar de sı´ mismo. Finalmente la u´ltima propiedad establece simetrı´a lo que equivale a
decir que la distancia de i a j es la misma que la de j a i.
Cuando adema´s de las tres propiedades anteriores se cumple la desigualdad triangular,
d(i, j) ≤ d(i, k) + d(k, j), se dice que la distancia es me´trica y que (X,d) forma un espacio
me´trico. Esta propiedades significa que la distancia entre dos ejemplos cualesquiera, i y
j, es menor o igual que la suma de la distancia de i a un tercer ejemplo k, ma´s la distancia
de k a j.
Como el nu´mero de casos m es finito, es posible ordenar las interdistancias en una matriz
sime´trica mxm, denominada matriz de distancias D sobre X donde d(i, j) = di j:
D =

d11 d12 d13 · · · d1m
d21 d22 d23 · · · d2m
d31 d32 d33 · · · d3m
...
...
dm1 dm2 dm3 · · · dmm

El concepto dual a la distancia es la similaridad. Al igual que una funcio´n de distancia,
una funcio´n de similaridad s sobre un conjunto X es una funcio´n s : X × X → R que
verifica ciertas propiedades:
0 ≤ s(i, j) ≤ 1
1 = s(i, i) ≥ s(i, j)









s11 s12 s13 ···s1m
s21 s22 s23 ···s2m
s31 s32 s33 ···s3m.. ..








































































































































































































































































































66 CAPI´TULO 3. CLUSTERING CON REDES NEURONALES
En el capı´tulo anterior, donde se presentaron alternativas para la obtencio´n de reglas de
clasificacio´n se trabajo´ con informacio´n etiquetada. Por el contrario, en este capı´tulo se
mostraron te´cnicas alternativas para construir modelos sin contar con esta informacio´n.
En el contexto de esta tesina, se utilizo´ una red SOM para determinar, a trave´s de los
centroides de cada neurona, las caracterı´sticas ma´s representativas de los datos de entrada.
Luego, utilizando medidas de tendencia central sobre cada uno de los componentes de los
centroides fue posible estimar la importancia que cada uno de los atributos posee a la hora
de definir el antecedente de una regla. Esta informacio´n resulta de suma utilidad para la
te´cnica de optimizacio´n encargada de conducir la bu´squeda hacia el conjunto de reglas
adecuado. Gracias a la red SOM, este proceso comienza en zonas prometedoras, cercanas
al o´ptimo, mejorando la respuesta obtenida y reduciendo el tiempo de ca´lculo.
La arquitectura utilizada en esta tesina para la red SOM surguio´ luego de diferentes
pruebas realizadas sobre los conjuntos de datos disponibles. En el futuro, esto podrı´a
automatizarse utilizando una red competitiva dina´mica la cual determinarı´a la cantidad
de neuronas o´ptima en cada situacio´n. Por este motivo se incluyo´ en la parte final del
capı´tulo algunas soluciones existentes en la literatura sobre esta tema´tica aunque no se




En general, cuando se busca resolver un problema, se desea hacerlo de la mejor manera
posible. En algunas ocasiones puede alcanzarse la mejor solucio´n existente y en otras,
so´lo una aproximacio´n de ella.
En Informa´tica se han desarrollado diversos me´todos, denominados te´cnicas de optimiza-
cio´n, que han demostrado ser capaces de encontrar soluciones cercanas al o´ptimo.
Este capı´tulo introduce este tema haciendo hincapie´ en la optimizacio´n mediante cu´mulos
de partı´culas ya que es de gran importancia para el me´todo propuesto en esta tesina. Antes
de llegar a ella, se hara´ una clasificacio´n de las te´cnicas existentes para dar un contexto
donde pueda apreciarse la diversidad de opciones disponibles en esta tema´tica.
Es importante considerar que las te´cnicas aquı´ expuestas pueden aplicarse a una amplia
variedad de situaciones. Para ello, so´lo es necesario comprender los aspectos principales
del problema a resolver y encontrar la manera de describirlos en te´rminos de la te´cnicas
de optimizacio´n a aplicar. Cada te´cnica se diferencia en la manera de encontrar el o´ptimo.
Si el planteo del problema en los te´rminos de la te´cnica es el adecuado y la te´cnica
seleccionada es la correcta, la obtencio´n de una solucio´n aproximadamente optima es
posible.
4.2. Clasificacio´n
Primeramente, las te´cnicas de optimizacio´n pueden clasificarse en exactas (o enumerati-
vas, exhaustivas, etc.) y te´cnicas aproximadas. Las te´cnicas exactas garantizan encontrar
la solucio´n o´ptima para cualquier instancia de cualquier problema en un tiempo acota-
do. El inconveniente de estos me´todos es que el tiempo necesario para llevarlos a cabo,
aunque acotado, crece exponencialmente con el taman˜o del problema, ya que la mayorı´a
de e´stos son NP-Completos. Esto provoca en muchos casos que el tiempo necesario para
la resolucio´n del problema sea inaceptable. Debido a estas limitaciones surgen los algo-




































































































































































































































































































































































































































































































82 CAPI´TULO 4. TE´CNICAS DE OPTIMIZACIO´N
Esta tesina combina dos de las variantes de PSO explicadas previamentes, para dar lugar
a un nuevo me´todo capaz de encontrar reglas de clasificacio´n operando con atributos
nominales y nume´ricos. Esto u´ltimo requiere de algunas adaptaciones que sera´n descriptas




























































































































5.1. REPRESENTACIO´N DE REGLAS 87
Figura 5.3: Ejemplo de codificacio´n binaria de longitud fija para antecedentes de una regla
Figura 5.4: Ejemplo de codificacio´n utilizada en esta tesina. No´tese el agregado de un
vector real a fin de no forzar la discretizacio´n inicial de los atributos nume´ricos. El vector
binario identifica los atributos que componen el antecedente y el vector real determina los


























































































































































































































































BasedeDatos #Ejemplos #Atrib.Num´ericos #Atrib.Nominales #Clases
Adult 32561 6 8 2
Balancescale 625 4 0 3
Breastcancer 286 0 9 2
Breastw 683 9 0 2
Credit-a 653 6 9 2
Credit-g 1000 7 13 2
Diabetes 768 8 0 2
Drug5 400 3 3 5
DrugY 200 3 3 5
Heart-c 296 6 7 2
Heart-statlog 270 13 0 2
Iris 150 4 0 3
Krvskp 3196 0 36 2
Mushroom 5644 0 21 2
Promoters 106 0 57 2
Soybean 562 0 35 15
Slice 3190 0 60 3
Wine 178 13 0 3

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































98 CAPI´TULO 5. SOM+PSO: ME´TODO PROPUESTO
Capı´tulo 6
Conclusiones generales y trabajos
futuros
La Minerı´a de Datos es un tema de sumo intere´s en la actualidad. Todo aquel que
disponga de informacio´n histo´rica de su proceso ya sea industrial, comercial, acade´mico
o educativo, estara´ interesado en obtener informacio´n que le ayude a tomar decisiones.
Esto ha hecho que el te´rmino Minerı´a de Datos sea uno de los que ma´s ha crecido en
popularidad en los medios de difusio´n escrita y oral durante los u´ltimos 7 an˜os.
Dentro de la Minerı´a de Datos, las reglas de clasificacio´n constituyen un modelo
generalmente aceptado ya que de su lectura se obtiene una justificacio´n inmediata de
las decisiones sugeridas.
Es importante recordar que, generalmente, quienes obtienen el o los modelos sobre los
datos y quienes deben hacer uso de ellos para tomar decisiones son grupos de personas
diferentes, no so´lo por su composicio´n sino por los intereses que tienen al respecto. Es por
esto que resulta importante que las reglas sean fa´ciles de leer y que el conjunto de reglas
tenga una cardinalidad baja. Esto u´ltimo fue el objetivo central perseguido por el me´todo
presentado en esta tesina donde el e´nfasis estuvo puesto en la obtencio´n de un pequen˜o
grupo de reglas sencillas capaces de describir la informacio´n disponible.
El me´todo propuesto en esta tesina comenzo´ utilizando u´nicamente la te´cnica de
optimizacio´n para obtener el conjunto de reglas que operaban sobre atributos nume´ricos.
Los inconvenientes aparecieron cuando se incorporaron los atributos nominales. El
problema central de este enfoque es que para operar sobre atributos nominales se requiere
de un gran nu´mero de ejemplos dentro de la base que permitan calificar a las reglas
en formacio´n (partı´culas). En este punto, el uso de la red SOM para inicializar las
partı´culas permitio´ establecer un punto de partida favorable y ası´ evitar explorar opciones
no contempladas en la informacio´n disponible,
Una caracterı´stica interesante de la combinacio´n de SOM y PSO, que se ha observado a
lo largo del proceso adaptativo, es la reducida cantidad de iteraciones que la te´cnica de
optimizacio´n requiere para mejorar el conjunto de reglas iniciales sugerido a partir de los
agrupamientos generados con la red SOM. Si bien no han sido incluı´das en esta tesina, las

























































102 APE´NDICE A. RAPIDMINER
Tambie´n ofrece ma´s de 500 operadores para una amplia cantidad de tareas de minerı´a de
datos y otras caracterı´sticas relacionadas como entrada, salida y procesamiento de datos.
Entre ellas:
Muestreo de datos





































104 APE´NDICE A. RAPIDMINER
Indicedeﬁguras
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