Abstract-In this work characterize random signals which can be linearly determined by its discrete time samples, this problem is related to the question of the representation of random variables by means of a frame sequence. We study different representations for processes which are linearly determined by a frame sequence. This concerns the stable representation of continuous time processes by means of discrete samples. Finally, we study how these can be applied in reducing the effects of reconstructing a random signal from corrupted samples by additive noise.
I. INTRODUCTION
Motivated by the Kramer sampling theorem [8] for L 2 (I) signals, we study similar conditions for second order random signals or, when possible, in the general setting of an arbitrary Hilbert space H. Here, as in Kramer's original result, the samples do not need to be considered uniformly taken. Kramer's result is strongly related to orthonormal bases, but as noted in [3] and [4] , what is really needed is an stability condition, and frame sequences bases provide an appropriate framework for this. Hilbert space bases proved to be a useful tool in the representation of certain random process [12] , we shall study conditions for a countable set of samples to be a frame sequence of the Hilbert space spanned by the whole process/signal. The results presented here are a natural generalization of [14] , where the case of Riesz Bases is studied. This gain of generality it is not worthless, we shall see that as one would expect, the redundancy of frame sequences provide a good tool to reduce the effect of additive noise. Recalling the definition of a Hilbert space representation given by Parzen [15] of a finite variance stochastic process, we will study different equivalences between several representations for samplable processes. In this context, a samplable process, will mean a continuous time, or spatial process, which can be completely linearly determined by a series expansion, using a set of countable samples or measurements of the original process. This is related to the problem of reconstructing a signal from its samples. As an example, one of the most known results, related to this problem, is the Whittaker-ShannonKotelnikov (WSK) sampling theorem, which also has its stochastic version for wide sense stationary (wss) random processes : Theorem 1.1: [16] Let X = {x t } t∈R be a w.s.s. random process defined over a probability space (Ω, F, P), such that its spectral measure is concentrated in a finite interval (−B, B), then
Where the convergence is in the L 2 (Ω, F, P)-norm. This result admits some generalizations for related processes. In particular, note that, eq. 1 implies that the process is completely linearly determined by its samples, i.e. span{X k } k∈Z = span{x t } t∈R . Lloyd [10] gave necessary and sufficient conditions, in terms of the spectral measure, for a w.s.s. process to be completely linearly determined by its samples. This result can be extended for some non stationary processes [9] . However, the condition, for a process, of being linearly determined by its samples is weaker than the condition of the samples forming a basis. The study of conditions for a w.s.s. process to have a basis or minimal system goes back to Kolmogorov [16] [17] . However, all these references, as in the case of the WSK theorem, deal with equidistant samples, and are mostly stated for w.s.s. processes. The stochastic version of the WSK theorem, under additional conditions, gives an orthogonal set or a Riesz basis of samples which spans the Hilbert space spanned by the whole process [13] . The representation of signals using Riesz basis has many practical applications [2] . Related representations for random processes are studied in [6] , where these results proved to be useful for encoding. On the other hand, the generalization of the (deterministic) WSK theorem given by Kramer [8] for L 2 (I) functions, allows to treat the case of non uniform samples. Theorem 1.2: Let k(x, t) be a function, defined for all t in a suitable D of R such that, as a function of x, k( . , t) ∈ L 2 (I) for every t ∈ D, where I is an interval of the real line. Assume that there exists a sequence of distinct real numbers {t n } n∈Z ⊂ D, such that {k( . , t n )} n∈Z is a complete orthogonal sequence of functions of L 2 (I). Then for any f of the form
where F ∈ L 2 (I), we have:
.
In [4] a converse of this result is given, stated as conditions on the interpolating functions. In this work we obtain analogous results for finite variance processes. We shall see here that, that these results, as in general rely only on second order properties of the processes, most of them can be stated for any indexed set {x t } t∈T ⊂ H, where H is an arbitrary Hilbert space. Here, as a convention, we shall refer unambiguously to such a set as a "process". By means of the reproducing kernel Hilbert space [18] associated to the process, we will give an analogous to Kramer's result, and its converse, for these processes, which naturally appear to be the integral transform of an appropriate kernel function (with respect a c.a.o.s. [11] measure).
II. AUXILIARY RESULTS. A. Some definitions.
Let H be a real Hilbert space, with an inner product . , . H , we shall study some congruences and related properties for the closed linear span of indexed sets X = {x t } t∈T ⊂ H, where the set of indexes T, in our case of interest, can be considered uncountable as occurs in some sampling problems. As our results are, in particular, aimed at finite variance random processes, we shall consider, sometimes, the case when H = L 2 (Ω, F, P), where (Ω, F, P) is a probability space. If X is an integrable random variable, we denote E(X) = Ω XdP.We recall that in the case H = L 2 (Ω, F, P) the correlation function is defined by R(t, t ) = E(x t x t ). This positive definite function defines a reproducing kernel Hilbert space (RKHS) [15] [18], which we will denote H(R). However, we note that the same occurs in an arbitrary Hilbert space, setting R(t, t ) = x t , x t H . 1) Frames and Riesz bases.: We are interested in some frame sequences and Riesz bases for H(X ) = spanX , the closed linear span of X in H, and some of their properties.
Definition 1: A sequence {f n } n ⊂ H is a frame (or frame sequence)for H if there exists constants A, B > 0 such that
In particular, if a frame sequence is also a basis, or a minimal system, then it is also a Riesz basis: Definition 2: A Riesz basis for H, a Hilbert space, is a family of vectors {v n } n ⊂ H, such that v n = T e n , where {e n } n is an orthonormal basis of H, and T : H −→ H is a bounded bijective operator. A very useful characterization of Riesz basis is the following well known theorem:
Theorem 2.1: [2] Let H be a Hilbert space, {v n } n is a Riesz basis for H ⇐⇒ {v n } n is complete in H, and there exists constants 0 < A < B < ∞, such that
for all finite scalar sequences {c k } k .
2) Countably additive orthogonally scattered measures (c.a.o.s. measures).: As we shall give conditions in terms of some particular integral transforms, we shall introduce the concept of c.a.o.s. measures over a pre-ring P, and of integral with respect to it [11] :
Definition 3: P is a pre-ring over a set U if and only if P is a non void family of subsets of U such that ∀ A, B ∈ P: (i) A B ∈ P, (ii) There exists n ∈ N, and disjoint subsets
In particular, σ-algebras σ-rings and rings are pre-rings. Moreover, here we will only need the following case: Let (U, R, µ) be a measure space, with µ a non-negative measure on a σ-algebra or σ-ring R, then we have the sub-ring (and then a pre-ring) of R: R µ = {A ∈ R : µ(A) < ∞}.
Definition 4: Let P be a pre-ring and H a (complex) Hilbert space, we say that M : P −→ H is a countably additive orthogonally scattered (c.a.o.s.) measure if: (i) given a disjoint family {A k } k∈N ⊂ P such that
3) The integral with respect a c.a.o.s. measure and isometry.: Is almost immediate that µ( . ) := M ( . ) 2 defines a countably additive non negative measure on P. µ is called the control measure of the c.a.o.s. measure M . Following [11] one can first define the integral
for simple functions and then extend this notion to the whole L 2 (U, R, µ) space. I finally defines a bounded linear operator, and an isometry is established between Ran(I) = span{M (A) :
Obviously, this is a generalization of the notion of stochastic integral with respect to an orthogonal random measure or with respect to a process with orthogonal increments, such as the Wiener process.
B. A Representation Theorem.
We will prove later that every samplable process admits a representation as an stochastic integral of a certain kernel as in Kramer's original result. First, we need the following theorem, which is a variant of a well known result for second order random processes [5] : Theorem 2.2: Let X = {x t } t∈T ⊂ H, and let (U, R, µ) be a measure space, with G = {g(t, . )} t∈T ⊂ L 2 (U, R, µ) such that,
then there exists a c.a.o.s. measure M :
III. CONDITION FOR THE EXISTENCE OF A FRAME SEQUENCE OF H(X ), AN "STOCHASTIC" KRAMER LIKE THEOREM AND ITS CONVERSE.
The Kramer sampling theorem [8] gives a method for obtaining orthogonal sampling formulas, for functions-signals which are in the range of an appropriate integral operator. The WSK theorem for band limited functions is a particular case of this. In the random case, we can see briefly that something similar happens if we consider processes which are the integral transform of a suitable random measure. Here, T denotes a set of indexes, which we assume to be, in general, uncountable, as this is the case of interest in sampling problems. The fact that every samplable process admits a representation as an stochastic integral of a certain kernel, in this case, is a consequence of the fact that H(X ) is separable and that all separable Hilbert spaces are isometrically isomorphic. We will give a complete proof of this, in order to make the development of the work self contained.
Theorem 3.1: Let {x t } t∈T ⊂ H and a sequence {z n } n ⊂ H(X ), then the following are equivalent:
There exists a c.a.o.s. measure M : R µ −→ H, with control measure µ, i.e, µ( . ) = M ( . ) 2 H , and a frame sequence {f n } n (of span {f n } n ) such that:
The following result shows that there is an apparent relation between the ordinary Kramer sampling theorem and its "stochastic" counterpart.
Lemma 3.1: Let {x t } t∈T ⊂ H and a sequence {z n } n ⊂ H(X ), then the following are equivalent: i) {z n } n∈Z is a frame for H(X ). ii) If (U, R, µ) is a measure space such that there exists a c.a.o.s. vector measure M : R µ −→ H, for which x t = U k(t, s)dM (s) and µ( . ) = .
2 , then:
where T : span {k(t, .)} t∈ T −→ H(R) is defined by:
Moreover, k(t, . ) admits the following expansion: k(t, .) = n∈Z S n (t)f n , with {f n } n∈Z a frame of span {k(t, .)} t∈ T = span {f n } n , {S n } n a frame of H(R) and z n = U f n dM .
Note that in theorem 3.1, {k(t, . )} t∈ T and L 2 (µ) are both representations of X , in the sense given by Parzen in [15] :
Definition 5: A Hilbert space H is a representation of a random process X = {x t } t∈T if H is congruent to H(X ) (i.e. there exists an isomorphism which preserves inner products). A related notion is the following:
Definition 6: A family of vectors {v t } t∈T in a Hilbert space H , is a representation of a random process X = {x t } t∈T if for every s, t ∈ T: v t , v s H = x t , x s H . [15] . The importance of these, is that some (mean square) problems may be more easy to solve in another metrically isomorphic Hilbert space. As in [4] it is possible to give a converse of theorem 3.1 (theorem 3.2). Giving appropriate conditions on the sampling functions, it is possible to obtain a Riesz basis of the whole space H(X ). In particular, the random process is linearly determined by its samples. In contrast to Garcia's result [4] , the hypothesis on the signal, in this random case, of being the image of an integral transform can be dropped. So, in principle, one may conjecture that there exists a larger class of processes with this property. However, we have seen in theorem 3.1, that if there exists a Riesz basis of H(X ) then the process is the integral transform of an appropriate random measure.
Is immediate that H(R) is a representation of H(X )
Theorem 3.2: Let T be a set of indexes, generally non countable, and let X = {x t } t∈T ⊂ H . Let H(X ) be the closed subspace spanned by X . Given {z n } n∈Z ⊂ H(X ). The following assertions are equivalent: i) ( y, z n H ) n ∈ l 2 for all y ∈ H(X ) and there exists a subset of functions {S n } n∈Z ∈ H(R) such that:
ii) {z n } n∈Z is a frame of H(X ) . 1) Remark:: Despite theorem 2.2 is a more general result, one may construct directly the vector measure M , and the frame sequence {f n } n∈Z of theorem 3.1, in the following way: as H(X ) and S are both separable, take any pair of orthonormal basis {y l } l∈J and {g l } l∈J of H(X ) S ⊥ and L 2 (µ) respectively, and define over R µ , the vector measure M and a frame sequence {f n } n∈Z as :
Then one can verify that if
, and
From this, the measure M extends as usual. Now, given M , the stochastic integral
in the standard way, defining an isometry.
So, as {z n } n is indeed a frame, we have:
but on the other hand, by Parseval's identity:
and combining this with eq. 4, we get that {f n } n is a frame.
2) An Equivalence Theorem.: Finally we can join this results together: Theorem 3.3: Let T be a set of indexes, generally non countable, and let X = {x t } t∈T ⊂ H . Let H(X ) be the closed subspace spanned by X . Given {z n } n∈Z ⊂ H(X ). The following assertions are equivalent: i) ( y, z n H ) n ∈ l 2 for all y ∈ H(X ) and there exists a subset of functions {S n } n∈Z ∈ H(R) such that:
, and a frame sequence {f n } n (of span {f n } n ) such that: iii.a)
3) The case of Riesz Bases.: Let us see the form of this last result when the frame sequence is also a basis:
Corollary 3.1: Let T be a set of indexes, generally non countable, and let X = {x t } t∈T ⊂ H . Let H(X ) be the closed subspace spanned by X . Given {z n } n∈Z ⊂ H(X ). The following assertions are equivalent: i) ( y, z n H ) n ∈ l 2 for all y ∈ H(X ) and there exists a subset of functions {S n } n∈Z ∈ H(R) such that:
There exists a c.a.o.s. measure M : R µ −→ H, with control measure µ, i.e, µ( . ) = M ( . ) 2 H , such that and a Riesz basis {f n } n (of span {f n } n ) such that: iii.a)
iii.c) {k(t, .)} t∈ T = span {f n } n .
A. Application: A sampling theorem.
The following result, shows how the previous results may be applied to the problem of characterizing process which are linearly determined by its samples, and which also form a Riesz basis Theorem 3.4: Let {x t } t∈T ⊂ H. For sequences {t n } n∈Z ⊂ T, {x tn } n∈Z ⊂ H(X ), the following are equivalent: i) {x tn } n∈Z is a frame of H(X ).
ii) S n (t r ) = δ n r and ( S n , f H(R) ) n ∈ l 2 for all f ∈ H(R), ( y, x tn H ) n ∈ l 2 ∀ y ∈ H(X ) and:
)} n∈Z is a Riesz basis of its span, {S n } n is a Riesz basis of H(R) such that k(t, . ) = n∈Z k(t n , . )S n (t) and x t = U k(t, . )dM .
B. Examples:
1) The SKW theorem with a Riesz basis.: Let X = {x t } t∈R , be defined by:
where M ( . ) is an orthogonal random measure, such that
, is an standard result that such M , exists [5] . Moreover we can take φ, such that A ≤ φ ≤ B, a.e. on } n∈Z is a Riesz basis of L 2 (R, dµ) and that, {X n } n∈Z is also a Riesz basis of H(X ). Moreover, the dual basis is given by { e inλ (φ(λ))
} n∈Z , and then S n (t) = E(x t Z n ) = sin(π(t−n)) π(t−n) , and obviously, k(t, λ) = e itλ 1 [−π,π] (λ). 2) Bessel-Hankel Transforms.: Consider X = {x t } t≥0 , a process defined in the following way: take {W t } t∈[0,1] a Wiener process, and the orthogonal basis
, where λ n is the n-th positive zero of the Bessel function J r , r > −1. Thus, if
then:
where convergence is in the m.s. sense, this follows from the
Suppose that (Ω, F, P) is a probability space, x t ∈ H = L 2 (Ω, F, P), and that as in the previous section, we have the representation: x t = n∈Z z n S n (t). We can consider the following problem, suppose that instead of z n we get the "corrupted" sequence: {z n + w n } n∈Z , where the w n 's are independent identically distributed random variables, with E(w n ) = 0 and E|w n | 2 = σ 2 . The sequence {w n } n∈Z is supposed to be independent of {z n } n∈Z . Now, if we make a synthesis with this new sequence we get a processx t = x t + n t , where n t = n∈Z w n S n (t). Then
, and if S n (t) = E(z n x t ), with {z n } n∈Z the canonical dual frame, if we consider the signal to noise ratio: (SN R) t = So, we can see directly how the frame lower constant affects de signal to noise ratio. Moreover, we can prove that under suitable conditions, the difference n t =x t − x t can be uniformly controlled in probability by the frame bound A: Proposition 4.1: If x t ∈ L 2 (Ω, F, P), verifies a the Lipschitz condition E|x t − x s | 2 ≤ C|t − s| α for some constants C > 0, α ∈ (1, 2] , independent of t, s ∈ T = [0, T ]. Then:
V. CONCLUSION
We gave conditions for a finite variance random process, or a more general Hilbert space process, to be reconstructed from its discrete samples or a countable set of measurements if they form a frame sequence of the closed linear span of X . The conditions are analogous to the conditions for L 2 (I) signals using Riesz and orthogonal bases, studied by Kramer in [8] and Garcia [4] . Finally, we study the application of frames in noise reduction for the case of random signals.
