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Quantum Hall states can be characterized by their chiral edge modes. Upon softening the edge
potential, the edge has long been known to undergo spontaneous reconstruction driven by charging
effects. In this paper we demonstrate a qualitatively distinct phenomenon driven by exchange effects,
in which the ordering of the edge modes at ν = 3 switches abruptly as the edge potential is made
softer, while the ordering in the bulk remains intact. We demonstrate that this phenomenon is
robust, and has many verifiable experimental signatures in transport.
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Shortly after the discovery of the integer quantum Hall
effect (QHE) it was realized that the edges of an incom-
pressible electron gas play a crucial role in transport [1].
In a quantum Hall state, the bulk has a charge gap. Near
a sharp edge, gapless chiral modes (described as chiral
Luttinger liquids [2]) carry the current between the con-
tacts, consistent with the topologically protected trans-
port observables of the QHE.
In the early 90s it was realized that both integer [3–5]
and fractional [6, 7] edges reconstruct as the slope of the
edge confining potential Vedge(y) is made smoother. Re-
construction is the modification of the position and/or
the number and nature of the edge modes [3–9]. Sub-
sequently, various manifestations of edge reconstruction
have been observed in the QHE regime [10–14], and theo-
retically studied in many QHE states [15–20] and in time
reversal invariant topological insulators [21].
Edge reconstruction is driven by charge effects [22],
as seen by the work of Dempsey et al. [4] who stud-
ied the unpolarized filling factor ν = 2. For a sharp
edge, the n = (0↑) and the n = (0↓) single-particle levels
cross the chemical potential µ at the same location, with
a sharp change in electron density there. As Vedge(y)
is made smoother, the ↑ and ↓ crossing points sponta-
neously move away from each other. The occupations
now go from ν = 2 → ν = 1 → ν = 0 as one moves
towards the edge, resulting in a smoother change in elec-
tron density, which is better able to neutralize the posi-
tive background.
In this work we focus on the edge of a ν = 3 quan-
tum Hall state and uncover edge phenomena driven by
spin exchange rather than charge effects [22]. The bulk
remains inert at the parameters we consider and only
the edge shows a phase transition. We find that, de-
pending on parameters, the order of the two inner or the
two outer edge channels switches as Vedge(y) becomes
smoother. The charge density does not change signifi-
cantly through the transition; no charge reconstruction is
observed in the regime where spin-mode-switching occurs.
Our (approximate) theoretical analyses indicate that the
phase transitions are first-order. In designed geometries
with controlled edge steepness and quantum point con-
tacts (QPCs), a host of phenomena can serve as “smok-
ing gun” tests of spin-mode-switching. These include a
change in the nature of the spin transport through a sin-
gle QPC system with and without spin-mode-switching,
and a qualitative change in the way disorder affects trans-
port following a spin-mode-switching transition.
To set the stage for our model, we define the cyclotron
energy ~ωc = ~eBmb (mb is the band mass), the interaction
scale Ec = ~ωcE˜c = e
2
4pi` where  includes the dielectric
constant of the medium, and ` =
√
~/eB, the magnetic
length. We will work at tiny Zeeman coupling Ez  Ec.
In the Landau gauge eAx = − y`2 , eAy = 0, the single-
particle wavefunctions of the nth Landau level (LL) in
a system with periodic boundary conditions in x can be
written as [23]
Φnk(x, y) =
eikxe−
(y−k`2)2
2`2√
2nn!Lx`
√
pi
Hn
(
y − k`2
`
)
, (1)
where k = 2pim/Lx determines the position of the guid-
ing center along the y-axis. The Hamiltonian of the sys-
tem H = Hb + He -bg can be split into a electronic bulk
part Hb and the electron-background interaction He -bg
responsible for the confining potential Vedge at the edge.
The bulk Hamiltonian is
Hb = ~ωc
∑
nks
nc†nkscnks +
1
2LxLy
∑
~q
v(q) : ρe(~q)ρe(−~q) :
(2)
where the electron density operator ρe(x, y) =∑
s
Ψ†s(x, y)Ψs(x, y), Ψs(x, y) =
∑
n,k
Φnk(x, y)cnks, with
cnks being canonical fermion operators, and v(q) and
ρe(~q) are the Fourier transforms of the interaction v(~r −
~r′) and ρe(x, y). The possible translation-invariant
ground states of the ν = 3 bulk are |ψ1〉 = |0↑, 0↓, 1↑〉
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FIG. 1. (Color online) (a) The phase diagram. The background color represents the bulk phase, white being partially polarized
(|0↑, 0↓, 1↑〉) and blue being fully polarized (|0↑, 1↑, 2↑〉). States are labelled i = O (outermost), M (middle) and I (innermost).
The plain white region also denotes edge Phase A (O=0↑, M=0↓ and I=1↑). Edge Phase B (O=0↓, M=0↑ and I=1↑) is
horizontally hatched, while Phase C (O=0↑, M=1↑ and I=0↓) is vertically hatched. Due to poor convergence of the HF, for
6 ≤ w˜ ≤ 7, E˜c ' 2.13 it is not clear whether there is a direct transition between Phases B and C, or whether Phase A intervenes.
In Figs. 1(b), 1(c) and 1(d) we depict S¯z(i, k) of the occupied single-particle states versus k` at E˜c = 2.3. Only occupied levels
are depicted. The line for level i terminates where the level i crosses µ, with S¯z(i, k) at the µ-crossing defined as S¯zµ(i). The
insets depict the energy dispersions of the HF single-particle states vs. k`, with the horizontal black line being µ. In Fig. 1(b)
we are in Phase A (w˜ = 2.0) where no spin rotations occur. Fig. 1(c) shows S¯z(i, k) vs. k` at the transition (w˜ = 4.28), with
spin rotations occurring over a scale `, where the corresponding energy level dispersions come close together in an avoided
crossing (inset). Fig. 1(d) shows S¯z(i, k) vs. k` in Phase C (w˜ = 5.0). The spin rotations are quite abrupt, and occur where
the corresponding dispersions undergo a sharp avoided crossing. In Fig. 1(e) we plot S¯zµ(i) vs. w˜ at E˜c = 2.3. A discontinuous
change in S¯zµ for the M and I levels is seen at the transition between Phases A and C. Similar results hold at E˜c = 1.8 for the
Phase A to Phase B transition, with S¯zµ showing a discontinuous change for the O and M levels, as shown in Fig. 1(f).
(partially polarized) and |ψ2〉 = |0↑, 1↑, 2↑〉 (fully po-
larized), where we write only the spin-labelled LLs that
are occupied. As E˜c increases there is a bulk first-order
transition [24–26] driven by exchange from |ψ1〉 to |ψ2〉.
In the Hartree-Fock (HF) approximation this occurs at
E˜c ≈ 2.5 for the Coulomb interaction.
The electron-background interaction is
He -bg = −
∫
d2rd2r′ρb(y′)v(~r − ~r′)ρe(x, y) (3)
where ρb(y) is the positive background density which
gives rise to the edge confining potential Vedge(y) =
− ∫ d2r′ρb(y′)v(~r − ~r′). In our model the background
density decreases linearly to zero over a distance W at
the edge [5]. The dimensionless parameter w˜ = W/`
characterizes the slope of Vedge,
ρb(y) =
{ ρ0 y < −W2
ρ0
W
2 −y
W −W2 < y < W2
0 y > W2
. (4)
The rest of the paper is devoted to our theoretical
evidence for spin mode-switching and its robustness to
mixing with higher LLs, Zeeman coupling, and varying
the interaction parameters. We also propose a set of
charge and spin transport experiments to detect spin-
mode-switched phases.
Theoretical Analysis: Our primary tool is the spin-
unrestricted Hartree-Fock (HF) approximation keeping
up to 6 spin resolved LLs to include the effect of LL-
mixing and spin-mixing. In the HF approximation, the
many-body state is replaced by a variational Slater de-
terminant, characterized by all possible averages 〈c†i cj〉.
We confine ourselves to translation invariant states:
〈c†nkscn′k′s′〉 = δkk′∆ns,n′s′(k). (5)
In the bulk the matrix ∆ns,n′s′ is independent of k and di-
agonal in n as well as in s (no LL-mixing or spin-mixing).
Near the edge ∆ns,n′s′ acquires a k-dependence, and LL-
mixing/spin-mixing will occur. The optimal Slater deter-
minant that minimizes the variational energy is found by
an iterative procedure carried out to self-consistency. At
each step, a one-body Hamiltonian (where the interac-
3tion term has been replaced by effective one-body terms
dependent on ∆ns,n′s′(k)) is solved and the energy levels
filled up to a chemical potential chosen to satisfy overall
charge neutrality. The new state enables the computa-
tion of a new set of ∆, giving the seed for the next it-
erative step [27]. The results of the HF calculation are
shown in Fig. 1. We use a screened Coulomb interaction
of the form v(~q) = 2piEcq+qsc , where qsc is the inverse screen-
ing length. The results shown are for qsc` = 10
−2, though
spin-mode-switching persists at least up to qsc` = 0.5. In
unrestricted HF single-particle levels generically cannot
be labelled by spin and cannot cross due to level repul-
sion. We therefore label the edge modes by their location
as i = O (outermost), M(middle) and I(innermost). To
proceed further, we compute the quantum expectation
value S¯z(i, k) for each occupied single-particle state i at
position k`. The spin character of the chiral edge modes
transporting current are determined by the S¯z(i, k) of the
corresponding single-particle levels at the crossing with
the chemical potential, S¯zµ(i). This allows us to label an
edge mode with a spin.
Fig. 1(a) shows two edge-mode-switched phases. For
w˜ . 3, there is no spin-mixing, and the edges follow the
bulk order: O=0↑, M=0↓ and I=1↑. This is Phase A.
For 1.5 . E˜c . 2.13 and w˜ > 3, the system enters Phase
B where the order of the edge modes is O=0↓, M=0↑
and I=1↑. Edge Phase C occurs for 2.13 < E˜c < 2.5
and w˜ > 3.5, with the edge mode ordering O=0↑, M=1↑
and I=0↓. For 6 ≤ w˜ ≤ 7, E˜c ' 2.13 HF converges
poorly, making it unclear whether there is a direct tran-
sition between Phases B and C, or whether a sliver of
Phase A persists between them. Fig. 1(b) shows S¯z vs.
k` of the three occupied levels near the edge at E˜c = 2.3,
w˜ = 2.0 (Phase A). The lines terminate where the corre-
sponding level crosses µ. Fig. 1(b) inset shows the energy
dispersions of the self-consistent HF states for the same
parameters. Fig. 1(c) shows S¯z vs. k` at the A → C
transition (w˜ = 4.28), and Fig. 1(d) shows the same in
Phase C (w˜ = 5.0). Figs. 1(e), 1(f) show the expectation
value S¯zµ of the respective levels of O, M and I that in-
tersect the Fermi energy as a function of w˜ at E˜c = 1.8
and 2.3. The spin characters of O, M and I show dis-
continuous jumps, which indicate 1st-order transitions in
our approximation. The electron charge density hardly
varies through the entire regime, and shows no sign of
charge-driven reconstruction [22, 27].
The emergence of mode-switching is quite robust. The
phases and phase transitions are qualitatively unaffected
by including LL/spin mixing to higher LLs (n > 2).
Phases B and C occur over a very broad range of w˜,
(Phase C exists at least up to w˜ = 11). Upon increasing
the Zeeman coupling, the bulk phase boundary between
the partially and fully polarized states moves lower in E˜c
and edge Phase C encroaches on edge Phase B. Further-
more, the lower boundary between Phase A and Phase B
in Fig. 1(a) moves upwards. Reducing the range of the
interaction by increasing qsc` moves the phase bound-
aries of edge phases B and C towards larger w˜. Upon
independently varying the strength of the direct (Ecd)
and exchange (Ecx) terms, we find that mode-switching
occurs in HF only if Ecx > 0.6Ecd, consistent with our
claim that this is an exchange effect [22].
One limitation of HF is that the occupation n(k) of a
single-particle state is either 0 or 1 (at T = 0). To get
beyond this limitation we investigated a class of varia-
tional states that do not conserve particle number and
allow continuously varying 0 ≤ n(k) ≤ 1. The sim-
plest such state for the ν = 1 spin-polarized edge is
|ψ〉 =
Ns∏
k=1
(uk + vke
iθkc†k)|0〉. Here uk, vk are real num-
bers satisfying u2k + v
2
k = 1, and n(k) = v
2
k, θk is a set
of phases chosen to minimize the translation-symmetry-
breaking inherent in such states. This class includes HF
states. For ν = 3 our variational state is [27]
|ψ〉 =
∏
k
(Uk + V0ke
iθ0kc†0k↑ + V1ke
iθ1kc†0k↓c
†
0k↑ + V2ke
iθ2kc†1k↑c
†
0k↑ + V3ke
iθ3kc†1k↑c
†
0k↓c
†
0k↑)|0〉. (6)
When Ecx < 0.4Ecd this ansatz does produce smoothly
varying n(k) at ν = 3, with the variational energy lower
than the HF energy. However, upon increasing Ecx we
recover the HF solution, lending further support to the
validity of the latter (and to the transition being 1st or-
der).
Experimental signatures. Before presenting trans-
port signatures of the switching phenomenon [27], we
note that whenever an edge changes from sharp to
smooth, spin-mixed edge modes will undergo avoided
crossings with attendant spin rotations along the edge
(x-direction) [28–30]. Further, the ν = 2 state becomes
fully polarized at E˜c ≈ 2.13 for the Coulomb interaction,
in HF. If a QPC is tuned to be at a dimensionless two-
terminal conductance g2 = 2, the QPC region will be
fully polarized in the regime where Phase C occurs, and
unpolarized in the regime where Phase B occurs.
Our first “smoking gun” signature is in spin transport,
as illustrated in Fig. 2. The system is tuned to be in the
g2 = 1 or g2 = 2 conductance plateau, with the source
4FIG. 2. (Color online) Experimental setups to show “smoking gun” signatures of mode switching. The source (drain) is always
on the top left (right). Red solid lines depict the 0↑ mode, green dashed lines the 0↓ mode and blue solid lines the 1↑ mode.
The edges are labelled on the bottom right of each panel. Spin rotations in space are indicated by black circles.
(a),(b) and (c) Single QPC setups. (a) All the edges are in Phase A, g2 = 2, and E˜c > 2.13. The full polarization of the ν = 2
QPC region forces the M and I modes undergo a spin-rotation upon entering the QPC, and an inverse rotation upon exit. The
incoming/outgoing current is spin unpolarized. (b) When the edges to the right of the QPC are in Phase B, the current at
g2 = 1 reverses spin-polarization from ↑ to ↓ at the QPC. (c) When the edges to the right of the QPC are in Phase C, the
current (from A to C) at g2 = 2 changes from spin-unpolarized to spin-polarized at the QPC.
(d) and (e) Two-QPC setups at g2 = 1. (d) When the confining potential in the middle section is sharp on both the upper
and lower edges (in Phase A), a high quality g2 = 1 plateau emerges. (e) When the confining potential in the middle section
is smooth at both edges (in Phase C), disorder-induced degradation of the conductance plateau due to backscattering in the
inter-QPC region is expected.
on the top left, in Fig. 2. Spin rotations in space are
indicated by black circles on the figures, with the modes
changing color (and changing from solid to dashed (i.e.,
from spin up to spin down) or vice versa). The current is
carried by the channels O and M (Fig. 2(a)). For all edges
sharp and E˜c > 2.13, there is a nontrivial spin rotation
of M as it enters the QPC region, but it rotates back
upon exiting the QPC, so that the current in the drain
(top right) remains unpolarized. However, when the right
side is in Phase C, (Fig. 2(c)), the current in the drain is
spin polarized ↑. In Fig. 2(b) we show a QPC tuned to
g2 = 1 in the regime where Phase B occurs. Recall that
Phase B has O=0↓, M=0↑ and I=1↑. The source current
(top left) is ↑ but the drain current (top right) is ↓.
For our next signature, we consider the effect of static,
non-magnetic disorder, which allows tunneling between
neighboring chiral modes of the same spin. In Fig. 2(d)
and 2(e), the region outside the two QPCs is in Phase A.
We tune the system to the g2 = 1 plateau. If the inter-
QPC region is in Phase A, the opposite spin polarizations
of the two outer channels 0↑,0↓ prevent disorder-induced
tunneling, as shown in Fig. 2(d). On the other hand,
when both the top and bottom edges of the inter-QPC
region are in Phase C (Fig. 2(e)), the two outer chan-
nels have same spin and disorder-induced tunneling is
allowed on both the top and bottom edges. This leads to
backscattering, and hence to a degradation of the quan-
tization of the conductance plateau. Similar results hold
for g2 = 2 with the inter-QPC region being either in
Phase A (no disorder-induced degradation) or in Phase
B (disorder-induced degradation) [27].
Summary and discussion. We have found spin-
exchange driven edge phases and quantum phase tran-
sitions that take place at ν = 3 for low Zeeman energies.
Our control parameters are the interaction strength E˜c
and the edge width w˜. We focus on E˜c . 2.5 : a partially
polarized bulk state with the LLs 0↑, 0↓ and 1↑ occu-
pied. For small w˜ (edge Phase A), the order of the edges
follows the bulk order. However, as w˜ becomes larger,
we find two distinct edge mode-switched phases: For
1.5 . E˜c . 2.13, Phase B occurs with the edge ordering
O=outermost=0↓, M=middle=0↑ and I=innermost=1↑.
For 2.13 . E˜c . 2.5 Phase C occurs with the edge
ordering O=0↑, M=1↑ and I=0↓. Heuristically, these
phases result from an exchange attraction between the
like-spin edge modes. Employing approximate analytical
methods (the spin unrestricted Hartree-Fock approxima-
tion, and minimization with respect to a particle non-
conserving variational state) we find the transitions to
be 1st-order. We stress that there is no significant charge
5rearrangement associated with these transitions, putting
spin-mode-switching in a qualitatively different category
from the extensively investigated phenomena of charge-
driven edge reconstruction. The crucial requirements for
the switching transition to occur are: (i) A partially po-
larized bulk state. (ii) Moderate to strong interaction
strength E˜c. (iii) A smooth edge. We have also provided
experimental signatures of such transitions in charge and
spin transport, relying on experimentally accessible se-
tups with one or more quantum point contacts.
Our findings have diverse implications, e.g.: (i) Bulk
ν = 1 supports charged skyrmions [31], while bulk ν =
3 does not [32, 33]. The ν = 1 spinful edge is known
to be unstable to the formation of edge skyrmions [34].
Similar edge spin texture instabilities would likely arise
in our ν = 3 system, especially in Phase C, with some
similarities to charge-neutral bilayer graphene [35]. (ii)
Our results should have direct analogues at ν = 4, and
more interestingly, in the QHE in graphene [36–38]. (iii)
Our analysis should generalize to fractional quantum Hall
states such as ν = 37 , which is the composite fermion
analog [39] of the ν = 3 state.
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In this set of supplemental materials we provide the
details of our theoretical calculations. In Section I we
establish our notation and present the basic setup. Next,
in Section II we present the Hartree-Fock (HF) approxi-
mation both in the bulk and near the edge. In particular
we show the first order bulk transition of the ν = 3 quan-
tum Hall state from partially polarized to fully polarized
as the interaction scale increases. In Section II we also
present our edge calculation, where we show the differ-
ence between spin-unrestricted HF and spin-conserving
HF, focusing on the region near the spin-mode-switching
transition. We follow this in Section III with a presen-
tation of the number non-conserving variational states
which go beyond HF. We show an illustrative example
for ν = 1 where we see a smooth variation of the occupa-
tion number and then proceed to the details of the actual
case of interest ν = 3. Finally, in Section IV we provide
additional transport scenarios, beyond those presented in
the main text, which can be used to test for spin-mode-
switching.
I. BASIC SETUP
Consider the integer quantum Hall state on a cylinder.
Assuming x to be the periodic direction, the wavefunc-
tion for single-particle states in Landau gauge eAx =
−y/`2, eAy = 0, is
Φnk(x, y) =
eikx√
Lx
e−
(y−k`2)2
2`2√
2nn!`
√
pi
Hn
(
y − k`2
`
)
(S1)
where n is the Landau level index, k is the guiding cen-
ter index localized about Y = k`2, ` =
√
~
eB is the
magnetic length and Hn is the n
th Hermite polynomial.
The Hamiltonian of the system consists of 3 terms: the
cyclotron term Hc, electron-background attraction Hbg,
and electron-electron repulsionHee. Using cnks as the de-
struction operator for single-particle state Φnk and spin
s = ↑, ↓, these are
Hc =
∑
nks
n~ωcc†nkscnks (S2)
Hbg = − 1
A
∑
~q
v(~q)ρb(−~q)ρe(~q) (S3)
Hee =
1
2A
∑
~q
v(~q) : ρe(~q)ρe(−~q) :, (S4)
where ωc =
eB
m is the cyclotron gap, A is the area of
the sample, v(~q) is the Fourier transform of the electron-
electron interaction, ρb(~q) is the background density, and
ρe(~q) is the electron density operator, which is
ρe(~q) =
∑
{n}ks
e−iqy(k+
qx
2 )`
2
ρn1n2(~q)c
†
n1ks
cn2k+qxs (S5)
where {n} denotes the tuple (n1, n2, . . .). For n1 ≥ n2
the matrix element ρn1n2 is,
ρn1n2(~q) =
√
n2!
n1!
(
q`e−iθq√
2
)(n1−n2)
Ln1−n2n2
(
q2`2
2
)
e−
q2`2
4 ,
(S6)
where Lmn is the associated Laguerre polynomial and
ρn2n1(~q) = [ρn1n2(−~q)]∗.
The background charge is assumed to be uniformly dis-
tributed in the x direction. Then ρb(~q) = δqx,0ρb(qy) and
therefore the background term is,
Hbg = − 1
A
∑
{n}ks
∑
~q
v(~q)∆bg({n}, k, ~q)c†n1kscn2ks, (S7)
where the background potential is
∆bg({n}, k, ~q) = δqx,0ρb(−qy)e−iqykρn1n2(~q) (S8)
Here, the edge is modelled with a background charge den-
sity that falls linearly from the bulk value νe2pi`2 to 0 over
a width of W around y = 0 [1, 2] (Fig. S1).
ρb(~r) =

νe
2pi`2
for y ≤ −W
2
νe
2pi`2
W − 2y
2W
for − W
2
≤ y ≤ W
2
0 for
W
2
≤ y
(S9)
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FIG. S1. (Color online) The background density falls linearly
from ρ0 =
νe
2pi`2
to 0 in a distance W .
II. HARTREE FOCK CALCULATION
In the Hartree Fock (HF) approximation, the interac-
tion term Hee is decoupled by taking all possible aver-
ages and replaced by a one body mean-field Hamiltonian
HMF . Under the assumption that the state has transla-
tion invariance in the x-direction, the averages have the
form,
〈c†n1k1s1cn2k2s2〉 = δk1k2∆n1n2;s1s2(k), (S10)
and thus
HMF =
1
A
∑
{n,s}
∑
k~q
v(~q)
[
VH({n, s}, k, ~q)
− VF ({n, s}, k, ~q)
]
c†n1ks1cn2ks2
VH({n, s}, k1, ~q) =
∑
{m}k2σ
 δs1s2δqx,0e
−iqy(k1−k2)`2
×∆m1m2;σσ(k2)
× ρn1n2(~q)ρm1m2(−~q)

(S11)
VF ({n, s}, k, ~q) =
∑
{m}
[
∆m1m2;s2s1(k + qx)
× ρn1m2(~q)ρm1n2(−~q)
]
, (S12)
where the Hartree and Fock potentials (VH/F ) have to be
computed self-consistently. The Hartree potential arises
from the classical density-density interaction and there-
fore is same for both spin states. The spin-dependent
Fock potential arises due to the exchange of electrons
and promotes ferromagnetic behaviour.
Bulk Solution: In the bulk, the electron charge den-
sity is fully translation invariant, implying that the ma-
trix elements ∆n1n2;s1s2 are independent of the guiding
center label k. In the presence of an infinitesimal Zee-
man field, the spins of all the single-particle states will
be either parallel or antiparallel to the quantization axis,
implying that ∆ is diagonal in spin labels. Furthermore,
no LL-mixing occurs in translation invariant HF states.
Therefore ∆ reduces to a diagonal matrix in both spin
and Landau level indices, in which the diagonal elements
are the occupations of the single-particle levels. Thus,
the HF potentials depend only on the occupations of the
single-particle levels. In the bulk, the Hartree potential
cancels the background potential exactly due to charge
neutrality. The Fock potentials reduce to
VF (n, s, ~q) =
∑
m
nf (m; s)ρnm(~q)ρmn(−~q).
The energy (per particle) of a translation-invariant bulk
HF state with occupations nf (m; s) is
E[nf (m; s)] =
∑
{m},s
nf (m1; s)
ν
[
δm1,m2m1~ωc
− Eex(m1,m2)nf (m2; s)
]
,
where the exchange energy is
Eex(m1,m2) =
1
2
∫
d2q
(2pi)2
v(~q)ρm1m2(~q)ρm2m1(−~q).
These integrals can be calculated analytically for certain
special forms of v(~q), such as the Coulomb interaction.
At zero temperature, the occupation of a single-particle
level is either 1 or 0. Given the occupations of a HF
state, its energy can be calculated easily. We drop the
Hartree term in the bulk, since it contributes equally to
all states.
At filling factor ν = 3, the two possible translation-
invariant ground states are the partially polarized state
|ψ1〉 = |0↑, 0↓, 1↑〉 and the fully polarized state |ψ2〉 =
|0↑, 1↑, 2↑〉. We assume a screened Coulomb interaction
of the form
v(~q) =
2piEc
q + qsc
,
for which the energy can be expressed in terms of the Er-
ror function. Ec = E˜c~ωc = e
2
4pi` is the interaction scale
as defined in the main text. For a long range Coulomb
interaction (qsc = 0), the expression simplifies to -
E[|ψ1〉] = 1
3
~ωc − 5
8
Ec
√
pi
2
E[|ψ2〉] = ~ωc − 107
128
Ec
√
pi
2
Comparing the two energies, we see that there is a 1st
order [3, 4] bulk transition from |ψ1〉 to |ψ2〉 at E˜c ≈
2.52. At finite values of qsc, the exchange interaction
is weaker and the transition occurs at a larger value of
E˜c. In the numerical calculations to follow, we have used
qsc` = 0.01 for which the transition occurs at E˜c ≈ 2.53.
Similar considerations lead to a bulk 1st order transition
of the ν = 2 state from unpolarized to fully polarized at
E˜c = 2.13.
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FIG. S2. (Color online) Comparison of the self-consistent single particle energy level dispersion in RHF (spin-restricted HF, cf.
Eq. S10 and S14) and UHF (spin-unrestricted HF, i.e. without the restriction in Eq. S14) at E˜c = 1.8. In RHF we can label
an energy dispersion with the LL-index it had in the bulk and its spin. In UHF, however, spin is not conserved, so we label
the modes in the order they appear at the edge from outside in, as i = O (outermost), M (middle), and I (innermost). (a)
Self-consistent single-particle energy dispersions vs. k` in RHF for W = 2.0` (Phase A). The order of the edges, from outermost
to innermost, is the same as the bulk order of energies from lowest to highest. (b) Single-particle energy dispersions vs. k` for
W = 4.0` in RHF. The true ground state is Phase B, but RHF is unable to reach the true ground state, so the figure shows
the dispersions in a metastable Phase A. (c) Single-particle energy dispersions vs. k` for W = 2.0` in UHF. Since the true
ground state is that of Phase A, almost no spin-rotations are required, and the dispersions are very close to those of RHF. (d)
Single-particle energy dispersions vs. k` at W = 4.0` in UHF. Now the system is in Phase B. Note that the apparent touching
of the O and M modes near k` = 0 is actually an avoided crossing where the spin character of the single particle levels changes
(see Fig. S3(b) below).
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FIG. S3. (Color online) (a) S¯z(i, k) of single particle energy levels in UHF vs. k` at E˜c = 1.8 and W = 2.0` (Phase A). There
are no spin-rotations. (b) S¯z(i, k) in UHF vs. k` at E˜c = 1.8 and W = 4.0` (Phase B). Note that S¯z(i, k) for i = O and M vary
continuously near k` = 0, precisely where the corresponding energy dispersions (Fig. S2(d)) appear to touch. The inset makes
the smooth variation of S¯z(i, k) unambiguous. This is evidence that the apparent touching is actually an avoided crossing. At
an actual crossing, S¯z(i, k) would have changed abruptly. (c) The average of the electronic density ρ(y) vs. y just before and
after the mode-switching transition in Phase A (at W = 3.25`, E˜c = 1.8) and in Phase B (at W = 3.75`, E˜c = 1.8). It is seen
that there is very little variation of the electron charge density across the transition, which is the basis of our conclusion that
the mode-switching transition is not driven by charge effects.
Edge Solution: We will assume translation-
invariance along the edge (x-direction) so that equa-
tion S10 holds and ∆n1n2;s1s2(k) remains diagonal in k.
However, close to the edge ∆ does depend on k. Fur-
thermore, Landau levels with different n will generically
hybridize in order to lower the overall energy, leading to
LL-mixing. We compute the ground state in both the
(spin-)restricted HF (RHF), which assumes that ∆ re-
mains diagonal in spin indices, and in (spin-)unrestricted
HF (UHF) which relaxes this assumption and allows spin-
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FIG. S4. (Color online) Comparison of the self-consistent energy dispersions in RHF and UHF at E˜c = 2.3. (a) Energy
dispersions vs. k` at W = 2.0` in RHF. As always in Phase A, there are no level crossings. (b) Energy dispersions vs. k`
at W = 4.5` in RHF (Phase C). RHF is able to access Phase C, and one sees the 0↓ and 1↑ levels cross below µ, so that the
ordering at the edge is, from the outermost in, 0↑, 1↑, and 0↓. (c) Energy dispersions vs. k` at W = 2.0` in UHF (Phase A).
There are no level crossings. (d) Energy dispersions vs. k` at W = 4.5` in UHF (Phase C). Note that the apparent touching
of M and I near k` = −3 is actually an avoided crossing, as evidenced by S¯z(i, k) (see Fig. S5(b) below).
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FIG. S5. (Color online) (a) and (b) S¯z(i, k) vs. k` of single particle energy levels at E˜c = 2.3 in UHF. (a) At W = 2.0` the
system is in Phase A, and S¯z(i, k) are independent of k. (b) At W = 4.5` the system is in Phase C. Note that the spin character
in (b) changes smoothly near the guiding centers where the energy levels M and I show an avoided crossing (Fig. S4(d)). The
inset makes this smooth variation clear. (c) The average of the electronic charge density ρ(y) vs. y just before and after the
mode-switching transition in Phase A (at W = 4.0`, E˜c = 2.3) and in Phase C (at W = 4.5`, E˜c = 2.3). Once again, we see
that there is hardly any variation across the transition, supporting our conclusion that the spin-mode-switching transition is
not driven by charge effects, but rather primarily by spin-exchange.
mixing. We describe below the numerical method used to
compute the ground state and then compare the results
at the edge for restricted and unrestricted HF.
After the HF averages are taken, the HF Hamilto-
nian becomes diagonal in the guiding center label k. We
choose Lx = 200`, which leads to roughly 32 guiding cen-
ters per magnetic length `. We truncate the Hilbert space
and restrict the number of Landau levels (per spin) to N
(where N = 3 for all our results). Two kinds of k labels
enter the calculation: “frozen” and active. The frozen k
labels occur in the range −35 < k` < −20. The occu-
pations in these values of k are fixed to be those of the
partially polarized bulk ν = 3 state throughout the cal-
culation. The active levels occur for −20 ≤ k` ≤ 20, and
for these levels we allow all values of ∆ consistent with
translation symmetry along the edge. In computing the
VH/F potentials for the active states it is important to
include the contribution of the frozen states. The pres-
ence of these frozen states serves to impose the proper
bulk boundary condition for the active states.
The self-consistent ground state can then be found by
the following iterative procedure. For a given set of ma-
trix elements ∆n1n2;s1s2(k) (such that the total number
of electrons is Ne consistent with charge neutrality, at
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FIG. S6. (Color online) The self-consistent single particle energy level dispersion in UHF (spin-unrestricted HF, i.e. without
the restriction in Eq. S14) in the full range of active guiding centers. The dispersion neatly converges to the expected value on
both the boundaries for all the values of W considered in this work. (a) At W = 2.0`, E˜c = 1.8 (Phase A). (b) At W = 4.0`,
E˜c = 1.8 (Phase B). (c) At W = 4.75`, E˜c = 2.3 (Phase C).
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FIG. S7. (Color online) Ground state occupations in the variational state (a) at ν = 1 and (b) at ν = 3 (at Ecx = 0.2Ecd). At
Ecx = Ecd, the variational ansatz reproduces the HF state.
temperature T ), the HF potentials are computed through
equations (S11) and (S12). Diagonalizing the 2N × 2N
Hamiltonian at each guiding center gives the new single-
particle states with energy nks. Next, the new chemical
potential is computed by imposing the charge neutrality
condition ∑
n,k,s
nf (nks, µ, T ) = Ne, (S13)
where nf (, µ, T ) = 1/(e
(−µ)
T +1) is the Fermi-Dirac dis-
tribution. This chemical potential is then used to com-
pute the new matrix elements ∆n1n2;s1s2(k). The cycle
is repeated until self-consistency is achieved. In order to
remove any dependence on the initial averages, the self-
consistent solution is used as the seed for a new round of
iterations in which the temperature is gradually increased
and then decreased to zero.
In RHF, we assume
∆n1n2;s1s2(k) = δs1s2∆n1n2(k, s1). (S14)
Since spin is conserved in this approximation, we can
label the final set of hybridized single-particle levels by
spin. We use the non-interacting ground state as the
starting seed for the iteration in this case. The self-
consistent single-particle energy levels vs. k` at E˜c = 1.8
and two different values of W are shown in Fig. S2(a),(b).
Note that at E˜c = 1.8 (Fig. S2(a) and (b)) the order of
the levels, from the outermost in, at the chemical poten-
tial µ follows the bulk order or increasing energies. This
is expected in Phase A, but is unexpected in Phase B.
The reason for this result is that RHF is not able to find
Phase B, so the RHF result depicts a metastable version
of Phase A.
Now we turn to Fig. S4(a),(b) where we show the RHF
results at E˜c = 2.3 for two different values of W . Once
again, at W = 2` (Fig. S4(a)) we are in Phase A, and no
level crossings are expected, and indeed none are seen.
However, at W = 4.5` (Fig. S4(b)) there is a crossing of
the 0↓ and 1↑ levels below µ. This leads to the order of
the edge modes being, from the outside in, 0↑, 1↑ and
0↓, thus showing a spin-mode-switching transition from
phase A to C. In the absence of spin-mixing, the 0↓ and
1↑ levels can be degenerate, and as shown in Fig. S4(b),
cross each other below and/or above the chemical poten-
tial.
Now we allow spin-mixing to occur in UHF. Opera-
tionally, we generate a spin-mixed seed by rotating the
spins of the various single-particle levels in the RHF
ground state in a small region close to k` = 0. The single-
particle levels can no longer be labelled by spin, so we
index them by i = O (outermost), M (middle), and I (in-
nermost). The energy level dispersions vs. k for E˜c = 1.8
for two values of W are shown in Fig. S2(c),(d), and for
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FIG. S8. (Color online) A single QPC tuned at the g2 = 1 plateau, connecting regions with different confining potentials.
Here E˜c > 2.13 and hence the smooth edges are in Phase C. Spin rotations along the edge take place in the regions marked
by black circles. The red (solid), green (dashed) and blue (solid) lines denote the (0↑), (0↓) and (1↑) modes respectively.
Disorder-induced tunneling between neighbouring same-spin voltage biased edge modes is implied. (a,b) If the source is at the
top left, neighboring modes in Phase A are unable to tunnel into each other, being of opposite spin. Thus, no backscattering
is expected. However, if the source is at the bottom right in Phase C, disorder induced tunneling can degrade the current,
and reduce the quality of the conductance plateau. Thus, the left-right symmetry of the conductance plateau is broken. (c,d)
Regardless of whether the source is at the top right or the bottom left, the source current is always in Phase A, which does not
allow disorder-induced tunneling between neighboring modes. Thus, the left-right symmetry of the conductance plateau is not
broken.
FIG. S9. (Color online) A single QPC tuned at the g2 = 1 plateau, connecting regions with different confining potentials.
Here E˜c < 2.13, hence the smooth edges are in Phase B. We employ the same notation as in Fig. S8. It is clear that in both
Phases A and B, the two outer edges are of opposite spin. Therefore, disorder-induced tunneling is ineffective in degrading the
conductance plateau at g2 = 1, regardless of the locations of the source and drain.
E˜c = 2.3 for two values of W are shown in S4(c),(d).
As in the main paper, to elucidate the physics of the
spin-mode-switched phases, we compute S¯z(i, k), the av-
erage of the operator Sz in the single-particle state la-
belled by i = O, M, I, at position k`. The importance of
S¯z(i, k) is that its value at the position where it crosses
the chemical potential, S¯zµ(i), determines the spin of the
chiral edge mode. S¯z(i, k) vs. k` for occupied levels i are
shown in Fig. S3(a),(b) and S5(a),(b), corresponding to
the level dispersions of Fig. S2(c),(d) and S4(c),(d) re-
spectively.
As seen in Fig. S3(a) and S5(a), in Phase A (W =
2.0`), S¯z(i, k) are almost independent of k. In partic-
ular, at the point where the single-particle levels cross
the chemical potential, the innermost (I) and outermost
(O) levels have S¯z ≈ 1 while the middle level (M) has
S¯z ≈ −1. Fig. S3(b) and S5(b) show the S¯z after the
mode-switching transition in Phase B (W = 4.0`) and C
(W = 4.5`) respectively. Clearly, the S¯z(i, k) of two of
the single particle levels (O & M in Phase B and I & M in
Phase C) vary smoothly as they go through the avoided
crossing. The insets show an expanded view near the lo-
cation where most of the changes in S¯z(i, k) occur. This
is, in fact, the best evidence that the apparent touching
of levels seen in UHF in Fig. S2(d) and S4(d) are actu-
ally avoided crossings. Had they been actual crossings,
S¯z(i, k) would have changed discontinuously as functions
of k.
To summarize, in UHF, levels undergo avoided cross-
ing, and the S¯z(i, k) change smoothly as a function of k`.
However, since the avoided crossings occur below µ, the
values of S¯z(i, k) at the µ-crossing, S¯zµ(i), do change dis-
continuously through the transition as shown in Fig. 1(e)
and Fig. 1(f) of the main text.
Finally, let us look at Fig. S3(c) and S5(c). These
show the average of the electronic charge density close to
the spin-mode-switching transition, but on either side of
it. In Fig. S3(c), we focus on the Phase A → Phase B
transition. It is seen that the electronic charge density
hardly changes across the transition. The same is true
of the Phase A → Phase C transition in Fig. S5(c). This
is the basis of our conclusion in the main text that the
spin-mode-switching transitions are not primarily driven
by charge effects, but rather primarily by spin-exchange
effects.
Fig. S6(a)-(c) show the single particle energy levels in
the full range of active guiding centers (−20 < k` < 20)
in Phases A, B and C. We note that the occupations and
dispersions converge to the expected values in the bulk
(on the left) and in the vacuum (on the right) in all three
cases shown here and for all values of W considered in
this work.
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FIG. S10. (Color online) A single QPC tuned at the g2 = 2 plateau, connecting regions with different confining potentials. In
this figure E˜c > 2.13, hence the smooth edges are in Phase C, and the ν = 2 QPC region is fully polarized. The two outer
edge modes carry the current. If the source is at the top left (Phase A), no disorder-induced tunneling can take place between
any pair of neighboring modes to the left of the QPC. If the source is at the bottom right (Phase C), the innermost mode
has the opposite spin of the two outer modes, and therefore disorder-induced tunneling is ineffective. Thus, the two-terminal
conductance plateau at g2 = 2 is not undermined by disorder-induced backscattering.
FIG. S11. (Color online) A single QPC tuned at the g2 = 2 plateau, connecting regions with different confining potentials.
Here E˜c < 2.13, hence the smooth edges are in Phase B, and the ν = 2 QPC region is unpolarized. If the source is at the top
left (Phase A), disorder-induced tunneling cannot degrade the current. If the source is at the bottom left, then in (a), (b),
Phase B does allow disorder-induced tunneling to degrade the source current, whereas in (c), (d), Phase A does not. Thus, the
setups of (a) and (b) will have a left-right asymmetry of the g2 = 2 conductance plateau, while the setups of (c), (d) will not.
III. VARIATIONAL CALCULATION
One limitation of HF is that the ground state can only
be a Slater determinant of some set of single-particle
states. Thus, at T = 0 the occupation of any single-
particle state is either 0 or 1. To overcome this limitation,
we consider a class of variational states that allow the oc-
cupations to lie between 0 and 1 even at T = 0. These
states do not conserve particle number but we choose
parameters so that the average number maintains charge
neutrality. To be specific, for the edge of ν = 3 we con-
sider states of the form
|ψ〉 =
∏
k
(Uk + V0ke
iθ0kc†0k↑ + V1ke
iθ1kc†0k↓c
†
0k↑ + V2ke
iθ2kc†1k↑c
†
0k↑ + V3ke
iθ3kc†1k↑c
†
0k↓c
†
0k↑)|0〉. (S15)
where Uk, Vik and θik are real numbers. Normalizing |ψ〉
imposes the condition U2k +
∑
i V
2
ik = 1 for each guid-
ing center k, leaving us with 8 free parameters for each
guiding center (Vik and θik). Note that the HF state
without LL-mixing is a member of this class of states.
The average occupation of each LL is,
〈c†0k↑c0k↑〉 =
4∑
i=0
V 2ik (S16)
〈c†0k↓c0k↓〉 = V 21k + V 23k (S17)
〈c†1k↑c1k↑〉 = V 22k + V 23k (S18)
We also note that |ψ〉 does not allow the states of 0↑ level
to mix with those of 0↓ or 1↑ but allows a mixing of the
latter two.
〈c†0k↓c0k↑〉 = 0 (S19)
〈c†1k↑c0k↑〉 = 0 (S20)
〈c†1k↑c0k↓〉 = V2kV1kei(θ1k−θ2k) (S21)
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Furthermore since the particle number is not conserved
we have,
〈c†0k↑〉 = UkV0ke−iθ0k (S22)
〈c†0k↓〉 = V0kV1kei(θ0k−θ1k) − V2kV3kei(θ2k−θ3k) (S23)
〈c†1k↑〉 = V0kV2kei(θ0k−θ2k) + V1kV3kei(θ1k−θ3k) (S24)
Although |ψ〉 is a product state and does not couple
different guiding centers directly, the non-conservation of
particle number produces non-zero averages for operators
of the formOn1n2;s1s2(k, qx) = c
†
n1ks1
cn2k+qxs2 for qx 6= 0.
Our variational states therefore inherently violate
translation invariance in the x-direction (along the edge).
While one cannot avoid this, one may choose states where
the electron density is (almost) uniform. Recalling that
the electron density ρe(qx, qy) is a superposition of the
operators On1n2;ss(k, qx) (see Eq. S5), we can arrange for
values of θk to make 〈ψ|ρe(qx, qy)|ψ〉 vanish. We achieve
this by imposing the conditions θ1k +θ2k = 0 = θ0k +θ3k
at each k and θ0k = k
2/(Np`
2) = 12θ1k whereNp is a large
prime number. There remain 4 variational parameters
(Vik) for each guiding center. To find the ground state,
we need to minimise the energy functional F [{Vik}],
F [{Vik}] = 〈ψ|H|ψ〉+ λ(〈ψ|N |ψ〉 −Ne)2
where we have added a Lagrange multiplier λ to fix the
average particle number to be Ne.
Unfortunately, with a large number of guiding centers,
this is still computationally prohibitive. To make further
progress, we assume that spin is a good quantum number
so that 0↓ and 1↑ do not mix and that the occupations
in the Landau levels vary smoothly, except, possibly, for
a discontinuous jump at the chemical potential. The ma-
trix elements are assumed to have the functional form
〈c†1k↑c0k↓〉 = 0 (S25)
〈c†0k↑c0k↑〉 =
{
1
2 [1− tanh (α1(k −K1 − β1))] if k ≤ K1
1
2 [1− tanh (α1(k −K1 + β1))] if k > K1
(S26)
〈c†0k↓c0k↓〉 =
{
1
2 [1− tanh (α2(k −K2 − β2))] if k ≤ K2
1
2 [1− tanh (α2(k −K2 + β2))] if k > K2
(S27)
〈c†1k↑c1k↑〉 =
{
1
2 [1− tanh (α3(k −K3 − β3))] if k ≤ K3
1
2 [1− tanh (α3(k −K3 + β3))] if k > K3
, (S28)
where αi, βi and Ki(i = 1, 2, 3) are 9 variational param-
eters. Here the bulk state is always |0↑, 0↓, 1↑〉 but the
order of edge modes can change. The variational param-
eters Koi denote the positions where the Landau levels
cross the chemical potential, the parameters βi charac-
terize the discontinuity in the occupation of level i at µ,
while αi allow a smooth relaxation back to 0 or 1 away
from the discontinuity.
To satisfy the constraint in Eq. (S25) we must have,
V2k = 0 if K3 < K2
V1k = 0 if K3 > K2
Then we can replace the remaining Vik in the func-
tional F with the functional forms defined above. The
new functional F [{α, β,K}] is then minimised using the
method of steepest descent.
In the absence of exchange interaction, the energy
functional is dominated by the classical Coulomb inter-
action between electron density and background den-
sity. Therefore, if we vary the strengths of the direct
(Ecd) and exchange (Ecx) terms independently and set
Ecx = 0, the occupations can be expected to change very
smoothly from 1 to 0 so as to make the electron den-
sity completely cancel the background density. Indeed
we find that in this regime, our variational calculation
gives βi = 0, implying a continuous variation of occupa-
tions, as shown in Fig. S7. As the exchange interaction is
increased in strength, the smoothly varying n(k) revert
back to the HF solution with n(k) = 0, 1. As explained
in the main text, mode-switching is an exchange-driven
effect and only occurs if the exchange interaction is larger
than a certain minimum fraction of the direct interaction.
We find that in the regime where HF shows spin-mode-
switching, the variational calculation always gives the HF
state as the ground state, whereas in the regime where
the occupations vary smoothly, there is no spin-mode-
switching.
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FIG. S12. (Color online) A two-QPC setup tuned at the g2 = 1 plateau connecting regions with different confining potentials.
Here E˜c > 2.13, which implies that the smooth edges are in Phase C. All 3 incoming modes on the left or right section are
biased while in the middle section only the outer (0↑) mode is biased. Following the reasoning presented in the text, we see
that in (a,b) disorder induced backscattering is possible, while in (c,d) edge-to-edge backscattering cannot take place.
FIG. S13. (Color online) A two-QPC setup tuned at the g2 = 1 plateau connecting regions with different confining potentials.
Here E˜c < 2.13, implying that the smooth edges are in Phase B. In the middle section only the (0↑) mode is biased. (a,b)
Disorder induced backscattering is possible. (c,d) Edge-to-edge backscattering cannot take place.
IV. EXPERIMENTAL SIGNATURES
Edge modes play a crucial role in transport in quantum
Hall states. It is therefore expected that signatures of
spin-mode-switching will be manifested in transport ex-
periments. While the total Hall conductance of the ν = 3
state is fixed by the bulk topology, signatures of mode-
switching can be expected to show up in constrained ge-
ometries with quantum point contacts (QPCs) when only
some of the edge modes are allowed to go through. Here
again there are two classes of signatures, those that re-
quire measuring the spin-polarization of the current, and
those that do not.
The spin-dependent signatures have been discussed
sufficiently in the main text, so we will focus here on
signatures of spin-mode-switching that depend on the ef-
fects of disorder in one- and two-QPC setups. As men-
tioned in the main text, nonmagnetic disorder allows tun-
neling between neighboring chiral channels of the same
spin. We make the simplifying assumption that if two ↑
channels separated in space have a ↓ chiral channel be-
tween them, no tunneling occurs between the ↑ channels.
We will show that disorder can induce a left-right
asymmetry in the plateau of the tunneling conductance
in a single-QPC geometry when spin-mode-switching has
occurred on (say) the right side of the QPC, but not the
left. The asymmetry pertains to the current source be-
ing either in edge Phase A (not mode-switched), or in
the edge spin-mode switched phase.
Consider a Hall bar with a single QPC connecting re-
gions of the sample below (Phase A) and above (Phase
B/C) the switching transition as shown in Fig. S8 - S11.
When the QPC is open (no constriction), the 2-terminal
conductance is g2 = 3 (in units of
e2
h ). Let us now pinch
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FIG. S14. (Color online) The same potential configuration as in Fig. S12(a), at the g2 = 2 plateau. Here E˜c > 2.13, implying
that the smooth edges are in Phase C, and the QPC regions are fully polarized. The reasoning explained in the text indicates
that disorder-induced backscattering cannot take place.
FIG. S15. (Color online) The same potential configurations as in Fig. S13, at the g2 = 2 plateau. Here E˜c < 2.13, implying
that the smooth edges are in Phase B, and that the QPC regions are unpolarized. The reasoning explained in the text indicates
that disorder-induced backscattering can take place in the setups shown in (a,b).
off the QPC potential, and consider first g2 = 1 configu-
rations, shown in Fig. S8 and S9, which depict the cases
E˜c > 2.13 and E˜c < 2.13 respectively. For some of these
configurations spin hybridization at the QPC is required
(it is marked by a circle): there is no spin hybridization
in Fig. S8(a), a single one in Fig. S8(d), S9(d), and two
in Fig. S8(b), S8(c), S9(a)-(c) each. Let us now introduce
weak (non-magnetic) static disorder which allows for tun-
neling between neighbouring same-spin edge modes. We
then voltage bias, for each configuration, the outermost
incoming mode, either on the top left or on the bottom
right. For the setup of Fig. S8(a), when the bias put
on the left-moving chiral (0↑) (lower right), the current
can partially tunnel to the neighbouring (1↑) mode and
eventually be backscattered, resulting in degradation of
the quantized g2 = 1 value. This will not be the case
if the bias is put on the right-moving (0↑) mode (up-
per left). The result is a disorder-induced breaking of
left-right symmetry of electric transport. That will ap-
ply to the setup depicted in Fig. S8(b) as well, but not
Fig. S8(c) and Fig. S8(d). On the other hand, for all the
setups in Fig. S9, the outermost and middle incoming
modes have opposite spins. Therefore, disorder induced
tunneling between like spin modes is not possible in this
case and the quantized g2 = 1 value will not suffer from
presence of disorder.
By somewhat opening the QPC, we may tune the sys-
tem to be at the g2 = 2 plateau. First we consider the
case when E˜c > 2.13 (depicted in Fig. S10), which implies
that the smooth edges are in Phase C, and that the QPC
region is fully polarized. Such configurations require that
spin hybridization takes place at two or more different
points near the QPC. Following the same logic as in the
previous paragraph, we see that disorder-generated tun-
neling between like-spin channels will not give rise to
back-scattering, regardless of where the source and drain
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are. This means that conductance quantization is robust
and has no left-right asymmetry.
Still staying with g2 = 2, we now consider the case
when E˜c < 2.13 (depicted in Fig. S11), which implies
that the smooth edges are in Phase B, and that the QPC
region is unpolarized. In this case, when the source is
located in the region where the edge is in Phase A, no
disorder-induced backscattering takes place. However, if
the source is in the region where the edge is in Phase B,
disorder-induced backscattering can degrade the conduc-
tance. Thus, depending on the particular configuration
of edges, there can be a left-right asymmetry in the qual-
ity of the conductance plateau.
Next, we analyze a 2-QPC setup, depicted in Fig. S12-
S15. We consider the case where the QPCs are pinched
so as to obtain a g2 = 1 plateau (Fig. S12 and S13). In
the region between the two QPCs only the (0↑) mode
is biased. If the potential on both edges in the middle
section is made smooth, disorder induced tunneling from
(0↑) to the (1↑) channel on one edge, and from (1↑) to the
(0↑) on the other edge, may take place (Fig. S12(a),(b)
and S13(a),(b)). The quality of the g2 = 1 plateau
is undermined due to this edge-to-edge backscattering.
There is no backscattering when either of the middle
section edges is sharp (Phase A) (Fig. S12(c),(d) and
S13(c),(d)). For the same configurations, with the QPCs
slightly more open (g2 = 2, cf. Fig. S14, S15), we note
that backscattering will only take place in the setups
shown in Fig. S15(a),(b).
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