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Abstract
With the advances in both stable interest region detec-
tors and robust and distinctive descriptors, local feature-
based image or object retrieval has become a popular re-
search topic. The other key technology for image retrieval
systems is image representation such as the bag-of-visual
words (BoVW), Fisher vector, or Vector of Locally Aggre-
gated Descriptors (VLAD) framework. In this paper, we
review local features and image representations for image
retrieval. Because many and many methods are proposed
in this area, these methods are grouped into several classes
and summarized. In addition, recent deep learning-based
approaches for image retrieval are briefly reviewed.
1. Introduction
Image retrieval is the problem of searching for digital
images in large databases. It can be classified into two
types: text-based image retrieval and content-based image
retrieval [105]. Text-based image retrieval (or concept-
based image retrieval) refers to an image retrieval frame-
work, where the images first are annotated manually, and
then text-based Database Management Systems (DBMS)
is utilized to perform retrieval [116]. However, the rapid
increase of the size of image collection in the early 90’s
brought two difficulties. One is that the vast amount of
labor is required in manually annotating the images. The
other difficulty is the subjectivity of human perception; it
sometimes happens that different people perceive the same
image differently, resulting in different annotation results or
different query keywords in search. This makes text-based
image retrieval results less effective.
1.1. From Text-based to Content-based Image Re-
trieval
In order to overcome these difficulties, Content-Based
Image Retrieval (CBIR) [36] or Query By Image Content
(QBIC) [32] was proposed. In CBIR, images are auto-
matically annotated with their own visual content by fea-
ture extraction process. The visual content includes col-
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Figure 1. An example of local feature-based image retrieval.
ors [86, 42, 54], shapes [12], textures [133], or any other
information that can be derived from the image itself. Ex-
tracted features representing visual content are indexed
by high multi-dimensional indexing techniques to realize
large-scale image retrieval [105].
1.2. Local Feature-based Image Retrieval
Although lots of image features are proposed in the mid-
dle of 90s in order to improve CBIR system, most of these
features are global and therefore have difficulty in dealing
with partial visibility and extraneous features. In order to
handle partial visibility and transformations such as image
rotation and scaling, a pioneer work on local feature-based
image retrieval was done in [108]. In this framework, in-
terest points are autoatically detected from an image, and
then feature vectors are computed at the interest points. In
search step, each of feature vectors extracted from a query
image votes scores to matched referece features whose fea-
ture vectors are similar to the query feature vector. In local
feature-based image retrieval, many local features are used
in search, it is very robust against partial occulusion.
Figure 1 shows a toy example of local feature-based im-
age retrieval, where the similarity of the two images is to
be calculated. Fisrtly, local features are extracted from both
images. Then, these local features are matched to generate
pairs of local features whose feautre vectors are similar. In
Figure 1, there are three pairs after matching. The most sim-
ple way to define the similarity between these two images
1
is to use the number of the matched pairs: three in this case.
All of the local feature-based image retrieval system in-
volves two important processes: local feature extraction and
image representation. In local feature extraction, certain
local features are extracted from an image. And then, in
image representation, these local features are integrated or
aggregated into a vector representation in order to calculate
similarity between images1.
In this paper, we review local features and image repre-
sentations for image retrieval. In Section 2, various local
features are introduced, which are the basis of recent lo-
cal feature-based retrieval or recognition frameworks. In
Section 3, various image representations are explained. In
Figure 2, the overview of the history of local features and
image representations.
2. Local Features
In this section, local features used in local feature-based
image retrieval are reviewed. Local features are character-
ized by the combination of feature detector and feature de-
scriptor. A feature detector finds feature points/locations,
e.g. (x, y), or feature regions, e.g. (x, y, σ), where σ
denotes the scale of the region. A feature descriptor ex-
tracts multi-dimensional feature vectors from the detected
points or regions. While feature detectors and feature de-
scriptors can be used in arbitrary combinations, specific
combinations are usually used such as the DoG detector
and the SIFT descriptor, or multi-scale FAST detector and
the BRIEF descriptor. In order to make local features in-
variant to rotation, the orientation of a local feature is es-
timated in many local features. In this paper, the algo-
rithms for the orientation estimation are included in the fea-
ture descriptor part, not in the detector part. While we fo-
cus on the systematic summary of local features, there are
complementary comparative evaluations of local features
[76, 77, 33, 78, 41, 14, 22, 19, 106, 13]. These evaluations
are very usuful to grasp the performance of local features.
2.1. Feature Detectors
Feature detectors find multiple feature points or feature
regions from an image. Feature detectors can be character-
ized by two factors: region type and invariance type. The re-
gion type represents the shape of a detected point or region
such as corner or blob. The invariance type here represents
to which transformations the detector is robust. The trans-
formation can be a rotation, a similarity transformation, or
an affine transformation. It is important to choose a feature
detector with a specific invariance suitable for the problem
we are solving.
1Images are not necessarily represented by a single vector. Some meth-
ods simply defines the similarity between two sets of local features instead
of explicitly integrating them into vectors.
2.1.1 Harris, Harris-Laplace, and Harris-Affine De-
tector
Harris detector [40] is one of the most famous corner de-
tectors, which extends Moravec’s corner detector. The orig-
inal idea of the Moravec detector is to detect a pixel such
that there is no nearby similar patch to the patch centered
on the pixel. We assume a grayscale image I as an input.
Let I(u, v) denote the intensity of the pixel at (u, v) in I .
Following the idea of Muravec detector, let E(x, y) denote
the weighted sum of squared differences caused by a shift
(x, y):
E(x, y) =
∑
u,v
w(u, v) (I(u+ x, v + y)− I(u, v))
2
, (1)
where w(u, v) is a window function. The term I(u+x, v+
y) can be approximated by a Taylor expansion as
I(u+ x, v + y) ≈ I(u, v) + Ix(u, v)x+ Iy(u, v)y, (2)
where Ix and Iy denotes the partial derivatives of I with
respect to x and y. Using this approximation, Eq. (1) can be
written as
E(x, y) ≈
∑
u,v
w(u, v) (Ix(u, v)x+ Iy(u, v)y)
2
. (3)
This can be re-written in matrix form:
E(x, y) ≈ (x, y)M(x, y)⊤, (4)
where
M =
∑
u,v
w(u, v)
[
I2x IxIy
IxIy I
2
y
]
(5)
If E(x, y) becomes large in any shift (x, y), it indicates a
corner. This can be judged using the eigenvalues ofM . Let-
tingα and β denote the eigenvalues ofM ,E(x, y) increases
in all shift if both α and β are large. Instead of evaluating
α and β directly, it is proposed to use Tr(M) = α+ β and
Det(M) = αβ for efficiency [40]; the corner response R is
defined as:
R = Det(M)− k (Tr(M))
2
. (6)
Thresholding on the values of R and performing non-
maxima supporession, the Harris corners are detected from
the input image.
The Harris detector is effective in the situation where
scale change does not occur like tracking or stereo match-
ing. However, as the Harris detector is very sensitive to
changes in image scale, it is not appropriate for image re-
trieval, where the sizes of objects in query and reference
images are frequently different. Therefore scale-invariant
deature detector is essential for robust image recognition or
retrieval.
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Figure 2. The overview of the history of local features and image representations. Only an especially important part of local features and
image representations is shown.
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Harris-Laplace detector [73] is a scale-adapted Harris
detector. It firstly detects candidate feature points using the
Harris detector on multiple scales (multi-scale Harris detec-
tor). Then, these candidate feature points are verified using
the Laplacian to check whether the detected scale is max-
ima or not in the scale direction (cf. LoG Detector). The
Harris-Laplace detector detects corner-like structures.
Harris-Affine detector [74, 75] is a affine-invariant fea-
ture detecctor. It firstly detects feature points using the
Harris-Laplace detector. Then, iteratively refine these re-
gions to affine regions using the second moment matrix as
proposed in [64, 66]. The resulting Harris-Affine regions
are characterized by ellipses.
2.1.2 Hessian, Hessian-Laplace, and Hessian-Affine
Detector
Hessian detector [10] searches for image locations that
have strong derivatives in two orthogonal directions. It is
based on the matrix of second derivatives, namely Hessian:
H(x, y, σ) =
[
Lxx(x, y, σ) Lxy(x, y, σ)
Lxy(x, y, σ) Lyy(x, y, σ)
]
, (7)
where L(x, y, σ) is an image smoothed by a Gaussian ker-
nel G(x, y, σ):
L(x, y, σ) = G(x, y, σ) ∗ I(x, y). (8)
The Hessian detector detects (x, y) as feature point such
that the determinant of the Hessian H is local-maxima
comapred with neighboring 8 pixels:
det(H) = LxxLyy − L
2
xy. (9)
Hessian-Laplace detector [73] is a scale-adapted Hes-
sian detector. It firstly detects candidate feature points using
the Hessian detector on multiple scales (multi-scale Hes-
sian detector). Then, these candidate feature points are se-
lected according to the Laplacian in the same way as Harris-
Laplace. Note that the trade of the Hessian matrix is identi-
cal the Laplacian:
tr(H) = Lxx + Lyy. (10)
The Hessian-Laplace detector detects blob-like structures
similar to the LoG or DoG detectors explained later. It is
claimed that these methods often detect feature points on
edges while the Hessian-Laplace does not, owing to the use
of the determinant of the Hessian [77].
Hessian-Affine detector [77] is a affine-invariant fea-
ture detecctor and is imilar in spirt as the Harris-Affine de-
tector. It firstly detects feature points using the Hessian-
Laplace detector. Then, iteratively refine these regions to
affine regions using the second moment matrix as done in
the Harris-Affine detector.
2.1.3 LoG Detector
Detecting scale-invariant regions can be accomplished by
searching for stable regions across all possible scales, us-
ing a continuous function of scale known as scale space. A
scale space representation is defined by
L(x, y, σ) = G(x, y, σ) ∗ I(x, y), (11)
where G(x, y, σ) is a Gaussian kernel:
G(x, y, σ) =
1
2πσ2
exp
(
−(x2 + y2)/2σ2
)
. (12)
In [65], a blob detector that searches for scale space ex-
trema of a scale-normalized Laplacian-of-Gaussian (LoG)
σ2∇2L, where
∇2L = Lxx + Lyy. (13)
The term σ2 is the normalization term, which normalizes
response of LoG filter among different scales.
2.1.4 DoG Detector
Scale-Invariant Feature Transform (SIFT) [69, 70]2 is one
of the most widely used local features due to its robust-
ness. In detection of SIFT, it is proposed to use scale-space
extrema in the Difference-of-Gaussian (DoG) function in-
stead of LoG in order to efficiently detect stable keypoint.
The DoG D(x, y, σ) can be computed from the difference
of two nearby scales separated by a constant multiplicative
factor k:
D(x, y, σ) = (G(x, y, kσ) −G(x, y, σ)) ∗ I(x, y) (14)
= L(x, y, kσ)− L(x, y, σ). (15)
The DoG is a close approximation to the scale-normalized
LoG σ2∇2L, which is shown using the heat diffusion equa-
tion:
∂L
∂σ
= σ∇2L. (16)
The term ∂L/∂σ can be approximated using the difference
of nearby scales at kσ and σ:
∂L
∂σ
≈
L(x, y, kσ)− L(x, y, σ)
kσ − σ
. (17)
Thus, we get:
L(x, y, kσ)− L(x, y, σ) ≈ (k − 1)σ2∇2L. (18)
. The above equation shows that the response of DoG
is already scale-normalized. Thus, DoG detector detects
2The SIFT algorithm includes both of detection and detection. In this
paper, they are distinguished by using the terms the SIFT detector and the
SIFT descriptor.
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(x, y, σ) is a feature region if the response of D(x, y, σ)
is a local maxima or minima by comparing its 26 neighbors
in terms of x, y, and σ dimensions. In [70], the DoG is
efficiently calculated using image pyramid.
The detected region (x, y, σ) is further refined to sub-
pixel and sub-scale accuracy by fitting a 3D quadratic to
the scale-space Laplacian [17, 70]. After this refinement,
detected regions are filterd out according to absolute values
of their DoG responses and cornerness measures similar to
the Harris detector in order to remove low contrast or edge
regions [70].
2.1.5 SURF Detector
Speeded Up Robust Features (SURF) [9, 8] or fast Hessian
detector is efficient approximation of the Hessian-Laplace
detector. In [9, 8], it is proposed to approximate with box
filters the Gaussian second-order partial derivatives Lxx,
Lxy, and Lyy, which are required in the calculation of the
determinant of the Hessian. These box filters can be effi-
ciently calculated using integral images [127]. The SURF
detector detects a scale-invariant blob-like features similar
to the Hessian-Laplace detector. While the Hessian-Laplace
detector uses the determinant of Hessian to select the loca-
tion of the features and uses LoG to determine the char-
acteristic scale, the SURF detecter uses the determinant of
Hessian for both similar to the DoG detector.
2.1.6 FAST Detector
Most of the local binary features employ fast feature de-
tectors. The Features from Accelerated Segment Test
(FAST) [101, 102, 103] detector is one of such extremely
efficient feature detectors. It can be considered as a sim-
plied version of the Smallest Uni-value Segment Assimi-
lating Nucleus Test (SUSAN) detector [114], which detects
pixels such that there is few similar pixels around the pixels.
The FAST Detector detects pixels that are brighter or darker
than neighboring pixels based on the accelerated segment
test as follows. For each pixel p, the intensities of 16 pixels
on a Bresenham circle of radius 3 are compared with that
of p, and are classified into three tyeps: brighter, similar,
and darker. If there is least S connected pixels on the circle
which are classified to brighter or darker, p is detected as a
corner. In order to avoid detecting edges, S must be larger
than nine and the FAST with S = 9 (FAST-9) is usually
used.
In [101], it is proposed to accelerate this test by firstly
checking the four pixels at the top, bottom, left, and right
on the circle, achieving early rejection of the test. In [102],
the segment test is further sped up by using a decision tree.
By using a decision tree, the test is optimized to reject can-
didate pixels very quickly, realizing extremely fast feature
detection. In [104], it is proposed to filter out the detected
FAST features according to their Harris scores. As the
FAST detector is not scale-invariant, in order to ensure ap-
proximate scale invariance, feature points can be detected
from an image pyramid [104], which is called the multi-
scale FAST detector.
The AGAST descriptor [71], an acronym for Adaptive
and Generic Accelerated Segment Test, is an extension of
the FAST detector. There are two major improvements in
the AGAST descriptor. The first one is the extension of the
configuration space. In the AGAST descriptor, two addi-
tional types of the surrounding pixels are added in order
to the configuration space: not brighter and not darker.
By doing so, a more efficient decision tree can be con-
structed. The second improvement is that the AGAST de-
scriptor adaptively switches two different decision trees ac-
cording to the probability of a pixel state to be similar to the
nucleus.
In [62], the multi-scale version of the AGAST detec-
tor is used. Local features are first detected from multi-
ple scales, and then non-maxima suppresion is performed
in scale-space according to the FAST score. Finally, scales
and positoins of the detected local features are refined in a
similar way to the SIFT detector.
2.2. Feature Descriptors
2.2.1 Differential Invariants Descriptor
Differential invariants descriptor was used in the pioneer
work of local feature-based image retrieval [108]. It con-
sists of components of local jets [58] and has rotation in-
variance:
v =


L
LiLi
LiLijLj
Lii
LijLji
ǫij(LjklLiLkLl − LjkkLiLlLl
LiijLjLkLk − LijkLiLjLk
−ǫijLjklLiLkLl
LijkLiLjLk


, (19)
where i, j, k, l ∈ {x, y}, and Lx represents the convolution
of image I with the Gaussian derivative Gx in terms of x
direction.
One approach to attain rotation-invariant local features
is to adopt a scale-invariant descriptor like this differential
invariants descriptor. However, this approach results in less
distinctive feature vector because it discards image informa-
tion so that the resulting vector becomes the same irrespec-
tive of the degree of rotation. Therefore, many descriptors
adopts an orientation estimation step, and then feature de-
scriptors extracts (scale-variant) feature vecctors relative to
this orientation and therefore achieve invariance.
5
2.2.2 SIFT Descriptor
The SIFT [69, 70] descriptor is one of the most widely used
feature descriptors, and sometimes combined with the other
detectors (e.g. the Harris/Hessian-Affine detectors) as well
as the SIFT detector. In the SIFT descriptor, the orientation
of local region (x, y, σ) is estimated before description as
follows. Firstly, the gradient magnitude m(x, y) and orien-
tation θ(x, y) are computed using pixel differences:
m(x, y) =
((
L(x+ 1, y)− L(x− 1, y)
)2 (20)
+
(
L(x, y + 1)− L(x, y − 1)
)2)1/2
, (21)
θ(x, y) = tan−1
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
, (22)
where L(x, y) denotes the intensity at (x, y) in the image I
smoothed by the Gaussian with the scale parameter corre-
sponding to the detected region. Then, an orientation his-
togram is formed from the gradient orientations of sample
pixels within the feature region; the orientation histogram
has 36 bins covering the 360 degree range of orientations.
Each pixel votes a score of the gradient magnitude m(x, y)
weighted by a Gaussian window to the bin corresponding to
orientation θ(x, y). The highest peak in the histogram is de-
tected, which corresponds to the dominant direction of local
gradients. If any, the other local peaks that are within 80%
of the highest peak are used to create local features with that
orientations [70].
After the assignment of the orientation, the SIFT descrip-
tors are computed for normalized image patches. The de-
scriptor is represented by a 3D histogram of gradient lo-
cation and orientation, where location is quantized into a
4×4 location grid and the orientation is quantized into eight
bins, resulting in the 128-dimensional descriptor. For each
of sample pixels, the gradient magnitude m(x, y) weighted
by a Gaussian window is voted to the bin corresponding to
(x, y) and θ(x, y) similar to the orientation estimation. In
order to handle a small shift, a soft voting is adopted, where
scores weighted by trilinear interpolation are additionally
voted to seven neighbor bins (voted to eight bins in total).
Finally, the feature vector is ℓ2 normalized to reduce the
effects of illumination changes.
It is shown that certain post processing improves the dis-
criminative power of the SIFT descriptor [4, 57]. In [4],
it is proposed to transform the SIFT descriptors by (1) ℓ1-
normalization of the SIFT descriptor instead of ℓ2 and (2)
taking square root each dimension. The resulting descrip-
tor is called RootSIFT. Comparing RootSIFT using ell2 dis-
tance correspond to using the Hellinger kernel in comparing
the original SIFT descriptors. In [57], explict feature map
of the Dirichlet Fisher kernel is proposed to transform the
histogram-based feature vector (including the SIFT descrip-
tor) to more discriminative one.
2.2.3 SURF Descriptor
The orientation assignment of the SURF Descriptor [9, 8]
is similar to the SIFT descriptor. While the gradient
magnitude and orientation are calculated from the image
smoothed by the Gaussian in the SIFT descriptor, the Haar-
wavelet responses in x and y directions are used in the
SURF descriptor, where integral images are used for effi-
cient calculation of the Haar-wavelet response. Letting s de-
note the characteristic scale of the SURF feature, the size of
the Haar-wavelet is set to 4s. The Haar-wavelet responses
of the pixels in a circular with the radius of 6s are accumu-
lated using a sliding window with the size of π/3 and the
dominant orientation is obtained.
In description, the feature region is first rotated using
the estimated orientation, and divided into 4 × 4 subre-
gions. For each of the subregions, dx, dy , |dx|, and |dy| are
computed at 5 × 5 regularly spaced sample points, where
dx and dy are the Haar-wavelet responses with the size
of 2s in x and y directions. These values are accumu-
lated with the Gaussian weights, resulting in a subvector
v = (
∑
dx,
∑
dy,
∑
|dx|,
∑
|dy|). The subvectors of 4×4
regions are concatenated to form the 64-dimensional SURF
descriptor.
2.2.4 BRIEF Descriptor
The Binary Robust Independent Elementary Features
(BRIEF) descriptor [18] is a pioneering work in the area
of recent binary descriptors [41]. Binary descriptors are
quite different from the descriptors discussed above be-
cause they extract binary strings from patches of interest
regions for efficiency instead of extracting gradient-based
high-dimensional feature vectors like SIFT. The distance
calculations between binary features can be done efficiently
by XOR and POPCNT operations.
The BRIEF descriptor is a bit string description of an
image patch constructed from a set of binary intensity tests.
Many binary descriptors utilize similar binary tests in ex-
tracting binary strings. Consider the t-th smoothed image
patch pt, a binary test τ for d-th bit is defined by:
xtd = τ(pt; ad, bd) =
{
1 if pt(ad) ≥ pt(bd)
0 else
, (23)
where ad and bd denote relative positions in the patch
pt, and pt(·) denotes the intensity at the point. Using
D independent tests, we obtain D-bit binary string xt =
(xt1, · · · , xtd, · · · , xtD) for the patch pt. In the original
BRIEF descriptor [18], the relative positions {(ad, bd)}d are
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randomly selected from certain probabilistic distributions
(e.g. Gaussian).
The ORB descriptor [104] is a modified version of the
BRIEF descriptor, where two improvements are proposed:
a orientation assignment and a learning method to optimize
the positions {(ad, bd)}d. In the orientation assignment, the
intensity centroid [100] is used. The intensity centroid C is
defined as
C =
(
m10
m00
,
m01
m00
)
, (24)
where mpq is the moments of the feature region:
mpq =
∑
x,y
xpyqI(x, y). (25)
The orientation θ of the vector from the center of the feature
region to C is obtained as:
θ = atan2(m01,m10). (26)
In athe learning method, the positions {(ad, bd)}d are
optimized so that the average value of each resulting bit is
close to 0.5, and bits are not correlated. This is achieved
by an algorithm which greedy chooses the best binary test
from all possive tests:
1. Calculate means of bits of all binary tests using traning
patches rotated by θ.
2. Sort the bits according to their distance from a mean
of 0.5. Let T denote the resulting vector.
3. Initialize the result vector R by the first test in T and
remove it from T .
4. Take the next test from T, and compare it against all
tests in R. If its absolute correlation is smaller than a
threshold, discard it; else add it to R. Repeat this step
until there are 256 tests in R. If there are fewer than
256, raise the threshold and try again.
This descriptor is usually combined with the multi-scale
FAST detector, and therefore coined as Oriented FAST and
Rotated BRIEF (ORB).
The BRISK descriptor [62], an acronym for Binary Ro-
bust Invariant Scalable Keypoints, is a binary fescriptor sim-
ilar to the ORB descriptor but proposed at the same time.
The major difference from the ORB descriptor is that the
BRISK descriptor utilizes different sampling patterns for
binary tests. The BRISK sampling pattern is defined by
the locations pi = (ai, bi) equally spaced on circles con-
centric with the keypoint, similar to the DAISY[132, 118]
descriptor. For each location, the responses of different
sizes of Gaussian kernel I(pj , σ) and I(pi, σi) at two dif-
ferent points pi and pj are compared in the tests as done
in Eq. (23), while the intensities at two different points
of smoothed image are compared in the ORB descriptor.
In the BRISK descriptor, sampling-point pairs whose dis-
tances are shorter than a threshold are used for description,
resulting in the 512-bit descriptor. The oriention tan−1(g)
is also estimated using the sampling pattern:
g(pi, pj) = (pi − pj)
I(pj , σj)− I(pi, σi)
||pj − pi||2
, (27)
g =
[
gx
gy
]
=
1
L
∑
(pi,pj)∈L
g(pi, pj), (28)
where L is sampling-point pairs whose distances are rela-
tively long.
The FREAK descriptor [1], an acronym for Fast
REtinA Keypoint, is a binary fescriptor similar to the ORB
and FREAK descriptor. The FREAK sampling pattern
mimics the retinal ganglion cells distribution with their cor-
responding receptive fields, resulting in the very similar
sampling pattern fo the DAISY[132, 118] descriptor. In the
FREAK descriptor, the responses of different sizes of Gaus-
sian kernel at two different points are compared in the tests
similar to the BRISK descriptor, but the learning method
in the ORB descriptor is used to select the effective binary
tests. The orientation is also calculated in a similar way
to the BRISK descriptor. The differences are the sampling
pattern and the number of point pairs. The number of point
pairs is reduced to 45, achieving smaller memory require-
ment.
3. Image Representations
3.1. Bag-of-Visual Words
The BoVW framework is the de-facto standard way
to encode local features into a fixed length vector. The
BoVW framework is firstly proposed in the context of ob-
ject matching in videos [113], it has been used in vari-
ous tasks in image retrieval [85, 93, 46], image classifica-
tion [29, 60, 53], and video copy detection tasks [31, 121].
In the BoVW framework, represantative vectors called vi-
sual words (VWs) or visual vocabulary are created. These
representative vectors are usually created by applying k-
means algorithm to training vectors, and resulting centroids
are used as VWs. Feature vectors extracted from an image
are quantized into VWs, resulting in a histogram represen-
tation of VWs. Image (dis)similarity is measured by ℓ1 or
ℓ2 distance between the normalized histograms.
As the histograms are generally sparse3, an inverted in-
dex and a voting function enables an efficient similarity
3Note that, in image classification tasks, the BoVW histogram is of-
ten not sparse but dense because extremely larger number of features are
extracted with dense grid sampling and the number of VWs is relatively
small. Therefore, it is not standard to use inverted index but simply treat
BoVW histogram as a dense vector.
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search [113]. Figure 3 shows a framework of image re-
trieval using the inverted index data structure. The inverted
index contains a list of containers for each VW, which store
information of reference features such as the identifiers of
reference images, the positions (x, y) of the reference fea-
tures, or other information used in search step.
The framework involves three steps: training, indexing,
and search steps. In training step, VWs are trained by per-
forming the k-means algorithm to training vectors. Other
trainings requried for indexing or search are done, if any. In
indexing step, feature regions are firstly detected in a ref-
erence image, and then feature vectors are extracted to de-
scribe these regions. Finally, each of these reference feature
vectors is quantized into VW, and the identifier of the ref-
erence image is stored in the corresponding lists with other
metadata related the reference feature. In search step, fea-
ture regions are detected in a query image, feature vectors
are extracted, and these query feature vectors are quantized
into VWs in the same manner as done in the indexing step.
Then, each of query feature vote a certain score to refer-
ence images whose identifiers are found in the correspond-
ing lists. A Term Frequency-Inverse Document Frequency
(TF-IDF) scoring [113] is often used in voting function. The
voting scores are accumulated over all of the query feature
features, resulting similarities between the query image and
the reference images. The results obtained in voting func-
tion optionally refined by Geometric Verification (GV) or
spatial re-ranking [93, 27], which will be described later.
The BoVW is the most widely used framework in lo-
cal feature-based image retrieval, and therefore many ex-
tensions of the BoVW framework are proposed. In the fol-
lowing, we comprehensively review these extensions. We
classify the BoVW extensions into the following groups
in this paper: large vocabulary, multiple assignment, post-
filtering, weighted voting, geometric verification, weak ge-
ometric consistency, and query expansion. These are re-
viewed one by one.
3.1.1 Large Vocabulary
Using a large vocabulary in quantization, e.g. one million
VWs, increases discriminative power of VWs, and thus im-
proves search precision. In [85], it is proposed to quantize
feature vectors using a vocabulary tree, which is created by
hierarchical k-means clustering (HKM) instead of a flat k-
means clustering. The vocabulary tree enables extremely
efficient indexing and retrieval while increasing discrimina-
tive power of VWs. A hierarchical TF-IDF scoring is also
proposed to alleviate quantization error caused in using a
large vocabulary. This hierarchical scoring can be consid-
ered as a kind of multiple assignment explained later.
In [93], approximate k-means (AKM) is proposed to cre-
ate large vocabulary. AKM is an approximated version of
k-means algorithm, where an approximate nearest neigh-
bor search method is used in assigning training vectors to
their nearest centroids. In AKM, a forest of randomized
k-d trees [3, 61, 110] is used for approximate nearest neigh-
bor search, where are the randomized k-d trees are simul-
taneously searched using a single priority queue in a best-
bin-first manner [11]. This nearest neighbor search is per-
formed in quantization as well as in clustering. It is shown
that AKM outperforms HKM in terms of image search pre-
cision. This is because HKM minimizes quantization error
only locally at each node while the flat k-means minimizes
total quantization error, and AKM successfully approximate
the flat k-means clustering.
In [79, 80], the combination of the above HKM and
AKM, namely approximate hierarchical k-means (AHKM),
is proposed to construct further larger vocabulary. The
AHKM tree consists of two levels, where each level has
4K nodes. The first level is constructed by AKM using ran-
domly sampled training vectors. Then, over 10 billion train-
ing vectors are devided into 4K clusters by using the first
level centroids. For each of the above 4K clusters AKM is
further applied to construct the second level with 4K cen-
troids, resulting in 16M VWs. In the construction of the
first level, th tree structure is balanced so that averaging the
speed of the retrieval [48, 117].
3.1.2 Multiple Assignment
One significant drawback of VW-based matching is that two
features are matched if and only if they are assigned to the
same VW. Figure 4 illustrates this drawback. In Figure 4
(a), two features f1 and f2 extracted from the same object
are close to each other in the feature vector space. How-
ever, there are the boundary of the Voronoi cells defined by
VWs, and they are assigned to the different VWs v1 and
vj . Therfore, f1 and f2 are not matched in the naive BoVW
framework. Multiple assignment (or soft assignmet) is pro-
posed to solve this problem. The basic idea is to assign
feature vectors not only to the nearest VW but to the several
nearest VWs. Figure 4 (b) explains how it works. Suppose
f1 is a query vector and assigned to the nearest two VWs,
vi and vj . In this case, reference features inclusing f2 in the
gray area are matched to f1. In general, multiple assign-
ment improves recall of matching features while degrading
precision because each feature is matched with larger num-
ber of features in the database compared with hard (single)
assignment case.
In [94], each of reference features is assigned to the fixed
number r of the nearest VWs in indexing and the corre-
sponding score exp− d
2
2α2 is additionally stored in the in-
verted index, where d is the distance from the VW to the ref-
erence feature, and α is a scaling parameter. It is shown that
the multiple assignment brings a considerable performance
8
12
w
N
Inverted index
Image ID
1 2 3 4 5 6 7 8 9 10 11 12 ...
Image ID
Accumulated scores
VW ID
Obtain image IDs
Query image Reference image
Image ID (x, y) Other info
(1) Feature detection
(2) Feature description
(3) Quantization
(1) Feature detection
(2) Feature description
(3) Quantization
(4) Voting
...
... ...
...
Visual word v

...
Visual word v
 
...
Visual word v

Visual words
1 4 5 7 10 16 19
Offline step
Visual word v

...
Visual word v
 
...
Visual word v

Visual words
Get images with the top-K scores
Results
inlier
outlier
(5) Geometric verification
Figure 3. A framework of image retrieval using the inverted index data structure.
boost over hard-assignment [93]. This multiple assignment
is called reference-side multiple assignment because it is
done in indexing. Beucase reference-side multiple assign-
ment increases the size of the index almost proportionally to
the factor r, the following query-side multiple assignment
is often used. In [94], it is also proposed to perform mul-
tiple assignment against image patch, namely image-space
multiple-assignment. In image-space multiple-assignment,
a set of descriptors is extracted from each image patch by
synthesizing deformations of the patch in the image space
and assign each descriptor to the nearest visual word. How-
ever, it is shown that, compared to descriptor-space soft-
assignment explained above, image-space multiple assign-
ment is much more computationally expensive while not so
effective.
In [48], it is proposed to perform multiple assignment
to a query feature (query-side multiple assignment), where
the distance d0 to the nearest VW from a query feature is
used to determine the number of multiple assignments. The
query feature is assigned to the nearest VWs such that the
distance to the VW is smaller than αd0 (α = 1.2 in [48]).
This approach adaptively changes the number of assigned
VWs according to ambiguity of the feature.
While all of the above methods utilize the Euclidean dis-
tance in selecting VWs to be assigned, in [79, 80], it is
proposed to exploit a probabilistic relationships P (Wj |Wq)
of VWs in multiple assignment. P (Wj |Wq) is the prob-
ability of observing VW Wj in a reference image when
VW Wq was observed in the query image. In other words,
P (Wj |Wq) represents which other VWs (called alternative
VWs) that are likely to contain descriptors of matching fea-
tures. The probability is learnt from a large number of
matching image patches. For each VW Wq , a fixed number
of alternative VWs that have the highest conditional proba-
bility P (Wj |Wq) is recorded in a list and used in multiple
assignment; a query feature assigned to the VW Wq , it is
also assinged to the VWs in the list.
3.1.3 Post-filtering
As the naive BoVW framework suffers from many false
matches of local features, post-filtering approaches are pro-
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Figure 4. Problems in the BoVW framework and its solutions.
posed to eliminate unreliable feature matches. In post-
filtering approaches, after VW-based matching, matched
feature pairs are further filtered out according to the dis-
tances between them. For example, in Figure 4, two features
f1 and f3 are far from each other in feature vector space but
in same the Voronoi cell, thus they are matched in the naive
BoVW framework. In Figure 4 (c), post-filtering is applied;
the query feature is matched with only the reference features
in the gray area, flitering out the feature f3. Post-filtering
approches have similar effect as using a large vocabulary
because both of them improve accuracy of feature match-
ing. While post-filtering approaches try to improve the pre-
cision of feature matches with only slight degradation of re-
call, simply using a large vocabulary causes a considerable
degradation of recall in feature matching [46].
In post-filtering approaches, after VW-based matching,
distances between a query feature and reference features
that are assigned to the same VW should be calculated
for post-filtering. However, as exact distance calculation
is undesirable in terms of computational cost and mem-
ory requirement to store raw feature vectors. Therefore,
in [46, 48, 142, 129], feature vectors extracted from ref-
erence images are encoded into binary codes (typically 32-
128 bit codes) via random orthogonal projection followed
by thresholding for binarizing projected vectors. While all
VWs share a single random orthogonal matrix, each VW
has individual thresholds so that feature vectors are bina-
rized into 0 or 1 with the same probability. These codes are
stored in an inverted index with image identifiers (some-
times with other information on the features. In a search
step, after VW-based matching, Hamming distances be-
tween codes of query and matched reference features are
calculated. Matched features with larger Hamming than
a predefined threshold are filtered out, which considerably
improves the precision of matching with only slight degra-
dation of recall.
In [49, 125, 96], a product quantization-based method is
proposed and shown to outperform other short codes like
spectral hashing (SH) [131] or a transform coding-based
method [16] in terms of the trade-off between code length
and accuracy in approximate nearest neighbor search. In
the PQ method, a reference feature vector is decomposed
into low-dimensional subvectors. Subsequently, these sub-
vectors are quantized separately into a short code, which
is composed of corresponding centroid indices. The dis-
tance between a query vector and a reference vector is ap-
proximated by the distance between a query vector and the
short code of a reference vector. Distance calculation is ef-
ficiently performed with a lookup table. Note that the PQ
method directly approximates the Euclidean distance be-
tween a query and reference vector, while the Hamming
distance obtained by the HE method only reflects their sim-
ilarity. In [124], the filtering approach is extended to recent
binary features, where informative bits are selected for each
VW and are stored in the inverted index in order to perform
the post-filtering.
3.1.4 Weighted Voting
In voting function, TF-IDF scoring [113] is often used.
Some researches try to improve the image retrieval accu-
racy by modifying this scoring. One directon to do this is
the modification of the standard IDF. In [144, 146], ℓp-norm
IDF is proposed, which can be considered as a generalized
version of the standard IDF. The standard IDF weight for
the visual word zk is defined as:
IDF (zk) = log
N
nk
, (29)
where N denotes the number of images in the database and
nk denotes the number of images that contain zk. The ℓp-
norm IDF is defined as:
pIDF (zk) = log
N∑
Ii∈Pk
wi,kv
p
i,k
, (30)
where vi,k denotes the occurrences of zk in the image Ii
and wi,k is normalization term. It is reported that when p
is about 3-4, ℓp-norm IDF achieves better accuracy than the
standard IDF. In [82], BM25 with exponential IDF weights
(EBM25) is proposed. BM25 is a ranking function used for
document retrieval and it includes the IDF term in its defini-
tion. This IDF term is extended to the exponential IDF that
is capable of suppressing the effect of background features.
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In [123], theoretical scoring method is derived by formulat-
ing the image retrieval problem as a maximum-a-posteriori
estimation. The derived score can be used an alternative to
the standard IDF.
The distances between the query and reference features
obtained in the post-filtering approach are aften exploited
in weighted voting. In [47], the weight is calculated as
a Gaussian function of a Hamming distance between the
query and reference vector. In [48], the weight is calcu-
lated based on the Hamming distance between the query
and reference vector and the probability mass function of
the binomial distribution. In [44], the weight is calculated
based on rank information because a rank criterion is used
in post-filtering in the literature, while in [125], the weight
is calculated based on ratio information.
3.1.5 Geometric Verification
Geometric Verification (GV) or spatial re-ranking is impor-
tant step to improve the results obtained by voting func-
tion [93, 27]. In GV, transformations between the query
image and the top-R reference images in the list of voting
results are estimated, eliminating matching pairs which are
not consistent with the estimated transformation. In the es-
timation, the RANdom SAmple Consensus (RANSAC) al-
gorithm or its variants [25, 24] are used. Then, the score
is updated counting only inlier pairs. As a transformation
model, affine or homography matrix is usually used.
In [70] a 4 Degrees of Freedom (DoF) affine transfor-
mation is estimated in two stages. First, a Hough scheme
estimates a transformation with 4 parameters; 2D location,
scale, and orientation. Each pair of matching regions gen-
erates these parameters that vote to a 4D histogram. In the
second stage, the sets of matches from a bin with at least 3
entries are used to estimate a finer 2D affine transform. In
[93], three affine sub-groups for hypothesis generation are
compared, with DoF ranging between 3 and 5. It is shown
that 5 DoF outperforms the others but the improvement is
small. Because affine-invariant Hessian regions [75] are
used in [93], each hypothesis of even 5 DoF affine trans-
formation can be generated from only a single pair of corre-
sponding features, which greatly reduces the computational
cost of GV.
The above method utilizes local geometry represented
by an affine covariant ellipse in GV. Because storing the pa-
rameters of ellipse regions significantly increases memory
requirement, a method is proposed to learn discretized local
geometry representation by minimizing average reprojec-
tion error in the space of ellipses in [88]. It is shown that
the representation requires only 24 bits per feature without
drop in performance.
3.1.6 Weak Geometric Consistency
Geometric verification explained above is very effective but
costly. Therefore, it is only applicable up to a few hun-
dred images. To overcome this problem, Weak Geometric
Consistency (WGC) method is proposed in [46, 48], where
WGC filters matching features that are not consistent in
terms of angle and scale. This is done by estimating ro-
tation and scaling parameters between a query image and
a reference image separately assuming the following trans-
formation:[
xq
yq
]
= s×
[
cos θ − sin θ
sin θ cos θ
]
×
[
xp
yp
]
+
[
tx
ty
]
, (31)
where (xq, yq)⊤ and (xp, yp)⊤ are the positions in query
and reference image, s and θ are scaling and rotation pa-
rameters, and (tx, ty)⊤ is translation. In order to efficiently
estimate the scaling and rotation parameters, each of fea-
ture matches votes to 1D histograms of angle differences
and log-scale differences. The score of the largest bin
among these two 1D histograms is used as image similarity.
This scoring reduces the scores of the images for which the
points are not transformed by consistent angles and scales,
while a set of points consistently transformed will accu-
mulate its votes in the same histogram bin, keeping a high
score.
In WGC, the log-scale difference histogram always has a
peak corresponding to 0 (same scale) because most of fea-
ture detectors utilizes image pyramid, resulting that most
features are detected with the smallest scale. To solve
this problem, in [142], the absolute value of the translation
(tx, ty)
⊤ is estimated by voting instead of scaling and ro-
tation parameters. In [141, 109, 130, 147], similarly, the
translation (tx, ty)⊤ is estimated using 2D histogram in-
stead of shrinking to 1D histogram of its absolute value. Be-
cause the scaling and orientaton parameters in Eq. (31) are
not considered in [141], the method proposed is not scale
and rotation invariant.
In [84], a new measure called Pattern Entropy (PE) is
introduced, which measures the coherency of symmetric
feature matching across the space of two images similar
to WGC. This coherency is captured with two histograms
of matching orientations, which are composed of the an-
gles formed by the matching lines and horizontal or vertical
axis in the synthesized image where two images are aligned
horizontally and vertically. As PE is not scale nor rotation
invariant, the improved version of PE, namely Scale and
Rotation invariance PE (SR-PE), is proposed in [143]. In
SR-PE, rotation and scaling parameters are estimated simi-
lar to WGC. However, in SR-PE, these parameters are esti-
mated using two pairs of matching features because it does
not utilize scale and orientation parameters of local features.
Therefore, it is not applicable to all reference images.
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In [120], three types of scoring methods based on weak
geometric information are proposed for re-ranking: location
geometric similarity scoring, orientation geometric similar-
ity scoring, scale geometric similarity scoring. The orien-
tation and scale geometric similarity scorings are the same
as WGC [46, 48]. The location geometric similarity scoring
is calculated by transforming the location information into
distance ratios to measure the geometric similarity; each
of all prossible combination of two matching pairs votes
a score to 1D histogram, where each bin is defined by the
log ratio of the distances of two points in a query image
and corresponding two points in a reference image. The
geometric similarity is defined by the score of the bin with
miximum votes. The location geometric similarity scoring
cannot be integrated with inverted index and is only appli-
cable to re-ranking beucase it requires all combination of
matching features.
In [20] spatial-bag-of-features representation is pro-
posed, which is a generalization of the spatial pyramid
[60, 63]. The spatial pyramid is not invariant to scale,
rotation, nor translation. Spatial-bag-of-features utilizes a
specific calibration method which re-orders the bins of a
BoVW histogram in order to deal with the above trans-
formations. In [134, 135, 140], contextual information is
introduced to the BoVW framework by bundling multiple
features [134, 140] or extracting feature vectors in multiple
scales [135].
3.1.7 Query Expansion
In the text retrieval literature a standard method for improv-
ing performance is query expansion, where a number of the
highly ranked documents are integrated into a new query.
By doing so, additional information can be added to the
original query, resulting better search precision. Because
the idea of the BoVW framework is comes from the Bag-
of-Words (BoW) in text retrieval, it is also natural to borrow
query expansion from text retrieval. In [27], various types of
query expansions are introduced and compared in the visual
domain. There are some insightful observations found in In
[27]. Fistly, simply using the top K results for expansion
degrades search precision; false positives in the top K re-
sults make the expanded queries less informative. Secondly,
averaging geometrically verified results for expansion sig-
nificantly improves the results because GV excludes false
positives from results to the original query. Furthermore,
recursively performing this average query expansion further
improves the results. Finally, resolution expansion achieves
the best performance, which first clusters geometrically ver-
ified results into groups, and then issues multiple expanded
queries independently created from these groups.
In [26], three approaches are proposed in order to im-
prove query expansion: automatic tf-idf failure recovery,
incremental spatial reranking, and context query expansion.
In automatic tf-idf failure recovery, after GV, if inlier ra-
tio is smaller than threshold, noisy VWs called confuser is
estimated according to likelihood ratio. Then, the original
query is updated by removing confuser if it improves in-
lier ratio. In incremental spatial reranking4, instead of per-
formimg GV to the top K results using the original query,
the original query is incrementally updated at each GV if
sufficient number of inliers are found in the GV. In con-
text query expansion, a feature outside the bounding box 5
is added to an expanded query if it is consistently found in
multiple geometrically verified results.
In [4], discriminative query expansion is proposed,
where a linear SVM is trained using geometrically verified
results as positive samples and results with lower scores in
voting as negative samples. The results are reranked ac-
cording to the distances from the boundary of the trained
SVM.
3.1.8 Summary
In this section, the BoVW extensions were grouped into
seven types of approaches: large vocabulary, multiple as-
signment, post-filtering, weighted voting, geometric ver-
ification, weak geometric consistency, and query expan-
sion. These approaches are complementary to each other
and often used together. Table 1 summarizes the litera-
tures in which these approaches are proposed. We show
which approaches are used in the literatures and summarize
the best results on publicly available datasets: the UKB6,
Oxford5k7, Oxford105k, Paris8, and the Holidays9 dataset.
Oxford105k consists of Oxford5k and 10k distractor im-
ages. There are several observations through this summa-
rization:
• Large vocabulary or post-filtering is adopted in all of
the literatures. These approaches enhance the discrem-
inative power of the BoVW framework and thus are
essential for accurate image retrieval system.
• Multiple assignment is also used in many literatures.
This is because multiple assignment can improve the
recall of feature-level matching at the cost of small in-
crease of computational cost.
• Geometric verification and query expansion are used
in many literatures to boost the performance though
4Incremental spatial reranking is not a query expansion method, but a
variant of GV (spatial reranking). Therefore, it is applicable even if query
expansion is not used.
5Here, it is assumed a query consists of a query image and a bounding
box representing the target object of the search.
6http://vis.uky.edu/ stewe/ukbench/
7http://www.robots.ox.ac.uk/ vgg/data/oxbuildings/
8http://www.robots.ox.ac.uk/ vgg/data/parisbuildings/
9http://lear.inrialpes.fr/ jegou/data.php
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geometric verification and query expansion are not the
main proposal of these literatures. This is because ge-
ometric verification and query expansion are needed
to achieve the state-of-the-art results on the publicly
available datasets. Therefore, we think the absolute
values of the accuracies are not directly reflecting the
importances of the proposals.
• In several literatures, visual words are learnt using the
test dataset. Visual words learnt on the test dataset
tend to achieve significantly better accuracy than vi-
sual words learnt on an independent dataset. When
considering the results, we should be aware of this. In
Table 1, we added ’*’ mark to the literatures in which
visual words are learnt on the datasets.
• While we did not specify the use of RootSIFT [4],
RootSIFT has become a de-facto standard descriptor
due to its effectiveness and simplicity.
3.2. Fisher Kernel and Fisher Vector
3.2.1 Definition
Fisher kernel is a powerful tool for combining the benefits
of generative and discriminative approaches [43]. Let X
denote a data item (e.g. a feture vector or a set of feature
vector). Here, the generation process of X is modeled by a
probability density function p(X |λ) whose parameters are
denoted by λ. In [43], it is proposed to describe X by the
gradient GXλ of the log-likelihood function, which is also
referred to as the Fisher score:
GXλ = ∇λL(X |λ), (32)
where L(X |λ) denotes the log-likelihood function:
L(X |λ) = log p(X |λ). (33)
The gradient vector describes the direction in which param-
eters should be modified to best fit the data [89]. A natural
kernel on these gradients is the Fisher kernel [43], which is
based on the idea of natural gradient [2]:
K(X,Y ) = GXλ F
−1
λ G
Y
λ . (34)
Fλ is the Fisher information matrix of p(X |λ) defined as
Fλ = EX [∇λL(X |λ) ∇λL(X |λ)
T]. (35)
Because F−1λ is positive semidefinite and symmetric, it has
a Cholesky decomposition F−1λ = LTλLλ. Therefore the
Fisher kernel is rewritten as a dot-product between normal-
ized gradient vectors GXλ with:
GXλ = LλG
X
λ . (36)
The normalized gradient vector GXλ is referred to as the
Fisher vector of X [92].
3.2.2 GMM Fisher Vector
In [89], the generation process of feature vectors (SIFT) are
modeled by the GMM, and the diagonal closed-form ap-
proximation of the Fisher vector is derived. Then, the per-
formance of the Fisher vector is significantly improved in
[92] by using power-normalization and ℓ2 normalization.
The Fisher vector framework has achieved promising re-
sults and is becoming the new standard in both image clas-
sification [92, 107] and image retrieval tasks [91, 50, 51].
Let X = {x1, · · · , xt, · · · , xT } denote the set of low-
level feature vectors extracted from an image. and λ =
{wi, µi,Σi, i = 1..N} denote the set of parameters for
GMM with N components. From Eq. (33) and an inde-
pendence assumption where x1, · · · , xT are independently
generated, wehave:
L(X |λ) =
T∑
t=1
log p(xt|λ). (37)
The probability that xt is generated by GMM is:
p(xt|λ) =
N∑
i=1
wipi(xt|λ). (38)
The i-th component pi is given by
pi(xt|λ) =
exp
(
− 12 (x− µi)
′Σ−1i (x− µi)
)
(2π)D/2|Σi|1/2
, (39)
where D is the dimensionality of the feature vector xt and
| · | denotes the determinant operator. In [89], it is assumed
that the covariance matrices are diagonal because any distri-
bution can be approximated with an arbitrary precision by a
weighted sum of Gaussians with diagonal covariances.
Let γt(i) denote the occupancy probability (or posterior
probability) of xt being generated by the i-th component of
GMM:
γt(i) = p(i|xt) =
wipi(xt|λ)∑N
j=1 wjpj(xt|λ)
. (40)
Letting the subscript d denote the d-th dimension of a vec-
tor, Fisher scores corresponding to GMM parameters are
obtained as
∂L(X |λ)
∂wi
=
T∑
t=1
[
γt(i)
wi
−
γt(1)
w1
]
for i ≥ 2, (41)
∂L(X |λ)
∂µid
=
T∑
t=1
γt(i)
[
xtd − µid
σ2id
]
, (42)
∂L(X |λ)
∂σid
=
T∑
t=1
γt(i)
[
(xtd − µid)
2
σ3id
−
1
σid
]
. (43)
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Table 1. Summary of existing literature. The use of seven types of approaches is specified: large vocabulary (LV), multiple assignment
(MA), post-filtering (PF), weighted voting(WV), geometric verification (GV), weak geometric consistency (WGC), and query expansion
(QE). For results, mean average precision (MAP) is shown for each literature and dataset as a performance measurement (higher is better).
In addition to MAP, top-4 recall score is also shown for the UKB dataset (higher is better).
Methods Results
Literature year LV MA PF WV GV WGC QE UKB UKB Ox5K Ox105K Paris6K Holiday
[85] 2006 X 3.29
[93] 2007 X X X 0.645
[94]* 2008 X X X X 0.825 0.719
[47] 2009 X X X X X 3.64 0.930 0.685 0.848
[88]* 2009 X X X X 0.916 0.885 0.780
[48] 2010 X X X X 3.38 0.870 0.605 0.813
[79] 2010 X X X X 0.849 0.795 0.824 0.758
[141] 2011 X X X 0.713
[26] 2011 X X X 0.827 0.805
[95] 2011 X X 0.814 0.767 0.803
[4]* 2012 X X X X 0.929 0.891 0.910
[109]* 2012 X X X X 3.56 0.884 0.864 0.911
[144] 2013 X X 0.696 0.562
[96] 2013 X X X X 0.850 0.816 0.855 0.801
[123] 2013 X X X 3.55 0.910
[119] 2013 X X X X X 0.804 0.750 0.770 0.810
[145] 2014 X X 3.71 0.840
[147]* 2015 X X X X 0.950 0.932 0.915
The gradient vector GXλ in Eq. (32) is obtained by concate-
nating these partial derivatives.
Next, the normalization terms, the Fisher information
matrix Fλ in Eq. (35) should be computed. Let fwi ,
fµid , and fσid denote the terms on the diagonal of Fλ
which correspond to L(X |λ)/∂wi, ∂L(X |λ)/∂µid, and
∂L(X |λ)/∂σid respectively. In [89], these terms are ob-
tained approximately as
fwi = T
(
1
wi
+
1
w1
)
, (44)
fµid =
Twi
σ2id
, (45)
fσid =
2Twi
σ2id
. (46)
The gradient vector in Eq. (41) is related to the BoVW be-
cause the BoVW can be considered as the relative numbers
of occurrences of words given by 1T
∑T
t=1 γt(i) (1 ≤ i ≤
N). While the BoVW captures 0-th order statistics, the
Fisher kernel also captures 1-st and 2nd order statistics, re-
sulting (2D + 1)N − 1 dimensional vector. The gradient
vector corresponding to 0-th order statistics (L(X |λ)/∂wi)
is sometimes not used because it does not contribute to per-
formance [89]. In this case, the dimensionality of the GMM
Fisher vector becomes 2ND.
3.2.3 Improved Fisher Vector
Although the above Fisher vector has achieved moderate
performance, the advantage of this approach is considered
to be its efficiency: it can create disctiminative high di-
mensional vector with small vocabularies (codebook size).
However, after the improved Fisher vector is proposed in
[92], it becomes widely used in both image classifica-
tion [107] and image retrieval problems [91, 51]. The im-
proved Fisher vector is calculated by applying two nor-
malizations: power-normalization and ℓ2 normalization.
Power-normalization is to apply the following function to
each of dimensions of the original Fisher vector:
f(z) = sign(z)|z|α. (47)
The value of α = 0.5 is often used for reasonable improve-
ment.
3.2.4 Other Extensions
The Fisher vectors of the other probabilistic model is also
proposed. In [56], the Fisher vectors of Laplacian Mixture
Model (LMM) and a Hybrid Gaussian-Laplacian Mixture
Model (HGLMM) are proposed. In [122], the Fisher vec-
tors of Bernoulli Mixture Model (BMM) is proposed for
local binary features. The Fisher vector is also improved by
being combined with recent deep learning architechtures in
image classification problems [112, 90] and image retrieval
problems [21, 81].
3.3. Vector of Locally Aggregated Descriptors
In [50], Je´gou et al. have proposed an efficient way of
aggregating local features into a vector of fixed dimension,
namely Vector of Locally Aggregated Descriptors (VLAD).
In the construction of VLAD, VWs c1, · · · , ci, · · · , cN are
first created by the k-means algorithm in the same way as
in the BoVW framework. Then, each feature vector x is
assigned to the closest VW ci (i = NN(x)) in the visual
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codebook, where NN(x) denotes the identifier of VW clos-
est to x. For each of the visual words, the residual x − ci
from assigned feature vector x is accumulated, and the sums
of residuals are concatenated into a single vector, VLAD.
More precisely, the VLAD vector v is defined as
vij =
∑
x s.t. NN(x)=i
[xj − cij ] , (48)
where xj and cij denote the j-th component of the feature
vector x and the i-th VW, respectively. Finally, the VLAD
vector is ℓ2-normalized as v := v/||v||2. VLAD can be
considered as the simplified non-probabilistic version of the
partial GMM Fisher vector corresponding to only the pa-
rameter µid [51]. Although the performance of VLAD is
about the same or a little worse than the Fisher vector [51],
the VLAD has been widely used in image retrieval due to
its simplicity. There is many literature which extends the
original VLAD [50]. In the following, these extensions are
briefly reviewed.
3.3.1 Modified Normalizations
Many literature focuses on the normalization step in or-
der to improve the VLAD representation. In [51], power-
normalization is introduced as for the Fisher vector:
vij := sign(vij)|vij |
α, (49)
with 0 ≤ α ≤ 1. This power-normalization is fol-
lowed by ℓ2 normalization. It have been shown that
power-normalization consistently improves the quality of
the VLAD representation [51]. One interpretation of this
improvement is that it reduces the negative influence of
bursty visual elements [47]. Regarding the parameter α,
α = 0.5 is often used because it empirically shown to lead
to near-optimal results. Therefore, power-normalization is
also referred to as Signed Square Root (SSR) normaliza-
tion [45, 5].
In [5], the other normalization is proposed, called intra-
normalization. In intra-normalization, the sum of residuals
is independently ℓ2 normalized within each VLAD block
vi:
vij := vij/||vi||2. (50)
Intra-normalization is also followed by ℓ2 normalization. It
is claimed that this normalization completely suppresses the
burstiness effect regardless of the amount of bursty elements
while power-normalization only discounts the burstiness ef-
fect [5]. After power-normalization, the standard deviations
of the VLAD vectors become similar among all dimensions.
In other words, all dimensions can equally contribute to
image similarity, improving the performance of the VLAD
representation.
In [30], residual-normalization is proposed, where
the residuals are normalized before summation so that
all feature vectors contribute equally. With residual-
normalization, Eq. (48) is modified to
vij =
∑
x s.t. NN(x)=i
[
xj − cij
||x− ci||2
]
. (51)
It is shown that residual-normalization improves the per-
formance of the VLAD representation if it is used in con-
junction with power-normalization while it does not with-
out power-normalization [30]. In [52], triangulation em-
bedding is proposed. It can be seen a modified version of
VLAD, where normalized residuals from all centroids are
aggregated as
vij =
∑
x
[
xj − cij
||x− ci||2
]
. (52)
It is similar to residual-normalization in Eq. (51) but only
residuals from the nearest centroids are aggregared in
Eq. (51).
3.3.2 Other Extentions
In [23], it is proposed to modify the summation term in
Eq. (48) to mean or median operations. It is claimed that the
mean aggregation outperforms the original sum aggregation
in terms of an image-level Receiver Operating Characteris-
tic (ROC) curve analysis. However, in [115], it is shown
that the original sum aggregation is still better in terms of
image retrieval performance.
In [45, 51], it is proposed to perform Principal Com-
ponent Analysis (PCA) to input vector x before aggrega-
tion, which decorrelates and whiten input vector. Decor-
relating the input vector x is very important because the
VLAD implicitly assumes that the covariance matrices of
x is isotropic. In [30], Local Coordinate System (LCS) is
proposed, where the residuals to be summed are rotated by
a rotation matrix Qi
vij =
∑
x s.t. NN(x)=i
Qi [xj − cij ] . (53)
The VW-specific rotation matrix Qi is obtained by learning
a local PCA per VW. This is a contrast to the approach in
[51], where the input vector x is rotated by a globally learnt
PCA matrix. LCS has no effect if power-normalization is
not applied (α = 1). However, it is shown that LCS with
power-normalization outperforms the global rotation with
power-normalization.
4. Deep Learning for Image Retrieval
Starting from ImageNet Large-scale Visual Recognition
Challenge (ILSVRC) in 201210, where Convolutional Neu-
10http://www.image-net.org/challenges/LSVRC/2012/
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ral Networks (CNN) [59] had beaten the traditional state-
of-the-art framework (i.e. SIFT feature + Fisher vector),
CNN has become a de facto standard for image recognition
tasks. Following this trend, the deep learning approach also
began to be applied to image retrieval tasks. In this section,
we briefly review recent deep learning approaches related
to image retrieval.
Early works that have applied deep learning to image re-
trieval can be found in [7, 98, 99, 128, 21]. In [7], the CNN
architecture used in [59] is applied for image retrieval. Dif-
ferent from image recognition tasks, the best performance
is achieved at the layer that is two levels below the outputs,
not the very top of the network, which is consistent with
the results of subsequent papers11. In [7], the performance
of CNN in [59] is reported to be comparable to the Fisher
vector or VLAD methods so far. In [98, 99, 128], a compar-
ative study of CNN and the Fisher vector is performed. In
[21], manys best practices for CNN is presented.
While the above methods utilizes CNN to extract a sin-
gle global feature, there are different approaches to achieve
better performance. In [68], it is shown that CNN can
be applied to keypoint prediction task and find correspon-
dences between objects. In [35, 28], CNN features are
densely extracted and the Fisher vector or VLAD frame-
work is used for pooling (aggregation). In [67], the dense
CNN features from multiple networks are indexed by tra-
ditional inverted index. In [136], a unified framework for
both of image retrieval and classification is proposed, where
CNN features are extracted from multiple object propos-
als for each image, and the Naive-Bayes Nearest-Neighbor
(NBNN) search [15] is performed to calculate the distance
between a query image and reference images. In [83], con-
volutional features are extracted from every position of dif-
ferent layers on CNN, and then these features are encoded
by the VLAD framework. It is reported that this framework
achieves the best performance in very low-dimensional rep-
resentation. While the above methods utilizes the Fisher
vector or VLAD for aggregation, in [6], it is claimed that
the simple aggregation method based on sum pooling pro-
vides the best performance for deep convolutional features.
Deep learning is also applied for patch-level tasks. In
[87], in order to extract patch-level descriptors, Mairal et
al. proposed a deep convolutional architecture based on
Convolutional Kernel Network (CKN) [72], which is an un-
supervised framework to learn convolutional architectures.
In [111], a Siamese network is used to learn discriminant
patch representations, where an aggressive mining strategy
is adopted to handle hard negative and hard positive pairs.
In [139], similarity between image patches is directly learnt
with CNN. While several types of network are proposed
and compared, it is reported that a two-channel and two-
11In many papers, it is reported that the best performance has been
achieved at the first fully connected layer.
stream architecture achieved the best performance, where
two patches to be compared are fed to the first convolutional
layer directly (cf. a Siamese network). For each patch, two
regions with different scales are used as an input of the net-
work. Similarly, in [39], a patch matching system called
MatchNet is proposed to learn a CNN for local feature de-
scription as well as a network for robust feature compari-
son. In [126], a new regression-based approach is proposed
to extract feature points that are especially robust repeatable
under temporal changes. In [138], a learning scheme based
on CNN is introduced to estimate a canonical orientation
for local features. Because it is difficult to explicitly define
a correct canonical orientation, it is proposed to implicitly
define a canonical orientation to be learnt such that mini-
mizes the distances between descriptors of correct feature
pairs. In [137], a DNN architecture is proposed that com-
bines the three components of standard pipelines for local
feature matching, i.e detection, orientation assignment, and
description, into a single differentiable network.
There are several approaches to compress CNNs in or-
der to reduce memory requirements and/or speed up the
recognition. In [34], it is proposed to utilize product quan-
tization [49] to compress CNN. In [55], a low-rank ma-
trix approximation is used to compress CNNs. In [97], it
is proposed to binarize CNNs and input signals to com-
press CNNs and achieve faster convolutional operations. In
[38, 37], pruning, quantization, and huffman coding is ap-
plied to CNNs to achieve an energy-efficient engine.
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