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Abstract 
A circle graph is an intersection graph of a non-empty finite set of chords of a circle. By using 
a theorem of Bouchet, we redemonstrate easily a result obtained by Naji which characterizes 
circle graphs by resolving a system of linear equations of GF(2). 
The graphs that we consider are simple. A graph G = (V, E) is a circle graph if its set 
V of vertices bijectively corresponds to a set of chords of a circle, so that two chords 
cross if and only if the corresponding vertices are adjacent [2, 4 7, 9]. Such a circle 
with these chords is called a chord diagram associated to G (see the example below). To 
a graph G = (V, E) with n vertices, we associate the vector space o~(O) isomorphic to 
GF(2),( , -  1). The n(n - 1) components of a vector/? in ~(G) are denoted by { fi(x, y): 
xs  V, y~ V, x vay}. The system S(G) linked to G is the system of linear equations 
composed of three types of equations (El), (E2) and (E3): 
(El): [l(x,y)+ fi(y,x)= 1, xycE, 
S(G) ~(E2): fi(x, y) + fi(x,z) = O, xyCE, xzCE, yze E, 
{E3): f i(x,y)+ fi(x,z)+ [3(y,z)+ p(z,y)= 1, xycE,  xz~E, yz(EE. 
G is said to be consistent if S(G) admits a solution fl in d~(G). 
Theorem 1 (Naji [81). Let G be a connected graph. O is a circle graph (['and only (1 
G is consistent. 
Necessary condition of Naji's theorem. Let G = (V, E) be a circle graph (Fig. 1) and 
let C(V) be a chord diagram of G, defined by the circle C and the set of chords F. We 
orient each chord in F. The orientation of a chord 7 allows to define a right side and 
a left side of 7: a point of C is at the left of 7 if this point is met by traversing C in the 
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Fig. 1. A chord diagram and its circle graph. 
clockwise direction from the initial end to the terminal end of 7. Then a vector/3 in 
g(G) is defined as follows: 
- -  If xy ~ E, we set fl(x, y) = 1 if and only if the initial end of y is on the left of x. 
- -  If xyCE, we set fl(x, y) = 1 if and only if the both ends of y are on the right of x. 
I f xyeE ,  it is clear that fi(x, y) = 1 if and only if fl(y, x) = 0, and so fl satisfies (El). If 
yz ~ E, xyCE and xzCE, we have fi(x, y) = fl(x, z) = 1 or fl(x, y) = fi(x, z) = 0, and so 
fl satisfies (E2). If xyeE,  xz~E and yzCE, we readily verify, by using the symmetry 
between y and z, that the four possible configurations atisfy (E3). 
Naji 's theorem allows us to devise a polynomial  algorithm (of complexity C(nT)) to 
recognize circle graphs. The original proof  of the sufficient condition is long and 
complex. Here we derive a simple proof  from a theorem of Bouchet. 
All the induced subgraphs that we consider are vertex-induced subgraphs. A local 
complementation f G at a vertex v is the graph, denoted by G* v, obtained by 
replacing the subgraph induced by the neighbours of v with its complement. A suc- 
cession of local complementat ions at xl, x2 . . . . .  Xk is denoted by G * xlx2 ... Xk. Let 
us notice that (G* v)* v = G, which implies (G * m)* ifi = G, if m is a sequence of 
vertices in G and rh is its reverse sequence. G and G' are locally equivalent if there is 
a sequence m of vertices in G such that G' = G * m. A l-reduction of G is a induced 
subgraph of a graph locally equivalent o G. 
Theorem 2 (Bouchet [3]). G is a circle graph if and only if G has no l-reduction 
isomorphic to W5 or W7 or Y6. 
The graphs Ws, Wv and I76 are depicted in Fig. 2. Note the analogy of this theorem 
with the theorems of excluded minors in matroid theory. It provides a good character- 
ization of circle graphs with a Co-NP  characterization which has the advantage, over 
Naji 's theorem, of being more natural. 
Lemma 1. Ws, W7 and Y6 are inconsistent. 
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Fig. 2. Ws, W7 and Y6. 
Lemma 2. I f  G is a consistent graph and v a vertex of G then G* v is consistent. 
Sufficient condition of Naji's theorem. Let G not be a circle graph. According to the 
theorem of Bouchet and Lemma 1, G admits an inconsistent 1-reduction. But the 
system linked to a subgraph of a graph H is a subsystem of the system linked to H. 
Thus a graph with inconsistent subgraph is inconsistent too. Therefore, G is locally 
equivalent to an inconsistent graph. Finally, by Lemma 2 we understand that G is 
inconsistent. 
Proof of Lemma 1. Suppose fl is a solution of S(G). W call switching at a vertex v, the 
replacement of fl(v, y) with 1 + fl(v, y) for every y different from v, and the replacement 
of fl(x, v) with 1 + fl(x, v) for every x such that xv ~ E. In the context of an oriented 
chord diagram (see the necessary condition of Naji's theorem) this switches the 
orientation of the chord v. It is obvious that new fl, thus obtained, is still a solution of 
S(G). Equations (El) allow to define from fl an orientation D = (V, A) of G, in the 
following way: (x, y) ~ A if fl(x, y) = 1. 
(i) Assume there is a solution fi of S(Ws). Even if it means switching at 1,2, 3, 4, 5, we 
can suppose that c is a source vertex of D (that is, has indegree zero in D). 
Considering the cycle c512, the equation of(E3) associated with 2, c, 5 and the one 
associated with 2,1,5 imply that (1,2)~A and (1,5)~A or else (2,1)6A and 
(5,1)eA. It is also valid for the other vertices 2,3,4,5 of the contour of Ws, 
contradicting that this cycle has an odd length. 
(ii) This argument is valid for W7 too. 
(iii) Let fl a solution of S(Y6). Equations of (E3) give 
fi(c, 1) + fi(c, 3) + fi(1,3) + fi(3,1) = 1, 
[3(c, 3) + p(c, 5) +/~(3, 5) +/~(5, 3) = l, 
/~(c, 5) + ~(c, 1) +/~(5,1) +/~(1, 5) = l. 
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After replacements by equations of (E2), we obtain 
/~(c, 1) + k'(c, 3) +/~(1, 3) + fl(3, 1) = 1, 
/~(c, 3) +/~(c, 5) +/~(3,1) +/~(5,1) = 1, 
fl(c, 5) + fl(c, 1) + fl(5, 1) + fl(1, 3) = 1. 
But the sum of these equations is 0 = 1. []  
Proof  of Lemma 2. Assume fl is a solution of S(G). Another element ~ in g(G) will 
be defined from fl then verified to show that c~ is a solution of S(G • v). In the following, 
we denote by G[xl, ... ,xk] the subgraph of G induced by xl . . . . .  xk. Define c~ as 
follows: 
(CO) For  every y of V(G) distinct from v, we set c~(v, y) = fl(v, y) and e(y, v) = fl(y, v). 
(C1) If G[v,x, y] is a graph depicted in Fig. 3, we set ~(x, y) = fl(x, y). 
(C2) If G[v,x, y] is a graph depicted in Fig. 4, we set c~(x, y) = fl(x, y) + fl(y, v). 
(C3) If G[v,x, y] is a graph depicted in Fig. 5, we set ~(x, y) = fl(y, x) + fl(v, x). 
(C4) If G[v,x, y] is a graph depicted in Fig. 6, we set e(x, y) = fl(x, y) + fl(v, y) + 1. 
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In order to show more easily that c¢ actually is a solution of S(G * v), we reformulate 
S(G* v) according to G. We respectively denote by (El * v), (E2* v) and (E3* v), 
equations S(G * v) of type (El), (E2) and (E3). We verify that 
(El • v): ~(x, y) + e(y, x) = 1 if G[v, x, y] is a graph depicted in Fig. 7. 
(E2 * v): c~(x, y) + ~(x, z) = 0 if G [v, x, y, z] is a graph depicted in Fig. 8. 
(E3*v): :~(x ,y )+e(x ,z )+~(y ,z )+~(z ,y )= 1 i fG[v ,x ,y ,z ] i sagraph  
depicted in Fig. 9. 
Noting that the graphs in Figs. 7, 8 and 9, respectively, show what can happen after 
a local complementation at v to xyeE,  to xyCE, xzCE, yz~E and to xy~E, xzcE,  
yz(~ E. 
The rest of the proof only remains a simple checking without any difficulty, so we 
only submit the case of (El * v), 
Assume that G[v,x,y] is the graph T1 or T4 in Fig. 7. By (CO) or (C1), we have 
~(x, y) = fl(x, y) and ~(y, x) = fl(y, x). Thus, c~(x, y) + c~(y, x) = fl(x, y) + fl(y, x) = 1, 
by (El). 
Assume that G[v,x, y] is the graph T: in Fig. 7. (C3) means that ~(x, y) = fi(y, x) + 
fi(v, x) and ~(y, x) = t~(x, y) + fl(v, 3"). So :~(x, y) + co(y, x) = fl(y, x) + fl(x, y) + 
f i (v,x)+[3(v,y)=l ,  because by (El) f l (y ,x )+f l (x ,y)= 1 and by (E2) 
/~tv, x) +/~(v, y) = 0. 
At last, if GEv, x, y] is Ts, by (C2), we have c~(x, y) = fl(x, y) + [3(y, v) and ~(y, x) = 
/~(y, x) +/~(x, v). So ~(x, y) + ~(y, x) =/~(x, y) +/~(y, x) +/~(x, v) + ~(y, ~,) =/~i~, x) + 
fl(v, y) + fl(x, y) + fl(y, x), by (El). Then, by (E3), ~(x, y) + :~(y, x) = 1. [] 
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Moreover, Bouchet's theorem [3] simply proves the following theorem, conjectured 
in [1]. 
Theorem 3. A graph is a circle graph if and only if all its locally equivalent graphs 
allow an unimodular orientation. 
We call antisymmetric matrix of an oriented graph D = (V, A) a matrix M = (Mow: v, 
we V) such that M~w = 1 if(v, w)EA, Mow = --1 if(w, v)~A, M~w = 0 otherwise. We 
denote by M [W ] the antisymmetric matrix of the induced subgraph by W ___ V. An 
orientation of D is unimodular if the determinant ofM [ W ] is equal to 0, 1, or - 1, this 
for every W _ V. It is obvious that a graph does not admit unimodular orientation if
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one of its induced subgraph does not admit  un imodular  orientation. The necessary 
condit ion being proved in [1], the theorem follows from the Lemma 3, since a non- 
circle graph has an 1-reduction isomorphic  to W5 or W~ or Y6. 
Lemma 3. Ws, Wv and Y6 do not admit unimodular orientation. 
Proof. The demonstrat ion is analogous to the one in Lemma 1. It is clear that 
a un imodular  or ientat ion is still un imodular  if we switch the arcs of a vertex cocyle 
(that is, the arcs incident to a vertex). Consider a cycle C4 = VlVzV3V4 with at most 
a chord vlv3. If this cycle has an un imodular  or ientat ion with (Vl, v4) and (vl, v2) as 
arcs, then it is obvious that edges v3v4 and v3/) 2 must be oriented from Va to v4 and v2, 
or else from v4 and v2 to v3. 
(i) Let D be a unimodular  or ientat ion of 1415. Suppose that c is a source vertex of Ws, 
even if it means switching the vertex cocyles of 1,2, 3, 4 or 5. We state that cycle's 
or ientat ion ( imposed by the previous remark on C4) is impossible because of its 
parity. 
(ii) The demonstrat ion is similar for WT. 
(iii) Let D be a unimodular  or ientat ion of Y6. We can suppose c is a source vertex of 
Yo. The unimodular  or ientat ions of cycles C4 imply on cycle 123456 three arcs in 
the same direction, which is not unimodular.  []  
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