Inference in Multivariate Normal Populations with Structure. Part 2: Inference When Correlations Have Structure by Styan, George P. H.
... 
INFERENCE IN MULTIVARIATE NORMAL 
POPULATIONS WITH STRUCTURE 
PART 2: INFERENCE WHEN 
CORRELATIONS HAVE STRUCTURE 
by 
George P.H. Styan 
Technical Report No. 115 
February 14, 1969 
University of Minnesota 
Minneapolis, Minnesota 
Second half of a dissertation accepted in partial fulfillment for the 
degree of Doctor of Philosophy in Mathematical Statistics at Columbia 
University. Research supported in part by Contract F 416o9-67-C-OO32, 
School of Aerospace Medicine, with Teachers College, Columbia University. 
Part 1 was issued August 9, 1968 as Technical Report No. 111. 
TABLE OF CONTENTS 
PREFACE • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • . • • • • • • • • • • • • • • 1 
ACKNM.,EDGEMENTS ............................................. 4 
III. 
IV. 
INFERENCE WHEN THE CORRELATIONS ARE EQUAL BUT UNKN<Xffl 
3.1 Maximum Likelihood Estimates ...................... 6 
3.2 Matrix of Second Derivatives at Solutions of the 
Maximum Likelihood Equations ••••••••••••••••• 14 
3.2.1 Case of p = 0 
3.2.2 Case of p * 0 
............................ 
............................ 
3.3 Bounds for Solutions of the Maximum Likelihood 
16 
16 
Equations •••••••••••••••••••••••••••••••••••• 26 
Case of 
Case of 
0 < p < 1 
1/q < p 
......................... 
< 0 ••••••••••••••••••••• 
3.4 Selected Values of the Bounds, with Applications 
to the Determinant of Second Derivatives. 
27 
38 
Special Cases •••••••••••••••••••••••••••••••• 42 




Tables and Charts for Selected Values when 
p > 4 ................................ 
Case of p = 3 ............................ 
Case of all Sample Correlation Coefficients 
with Same Sign•••••••••••••••••••••••• 





Efficiencies of the Sample Quantities 
Case of Variances Equal but Unknown ••••••••••••••• 








3.8.l Case of p = 2 ••••••••••••••••••••••••••••• 87 
OTHER CORRELATION STRUCTURES . ......................... . 90 
REFERENCES • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 98 
INDEX TO NOTATION•••••••••••••••••••••••••••••••••••••••••••• 101 
- ii -
LIST OF TABLES 
3.3.1 Preferred bounds for ~~; i = 1, ••• , p, when 
0 < p < 1 • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 37 




- 1/q < p < 0 ••••••••••••••••••••••••••••••••••••••• 41 
Bounds for ~~ independent of p, as given by 
1 
Corollary 3.3.1 p = o(.01)1 ••••••••••••••••••••••• 44 
Upper bounds for X~ from (3.3.11) ; p = .025(.025) 
1 
.250(.050).750(.025).975, p = 4(1)10(5)50 ••••••••••• 45 
Lower bounds for X~ from (3.3.11/38) ; p = .01(.01) 
1 
.10(.05).95, p = 4(1)10,25,50 ••••••••••••••••••••••• 47 
Lower bounds for Xf from (3.3.62) for p = 4 and 
, ( 4 ) A -49(1 )-1 5 and limiting values 3 •• 3 ; pq = 50 50 50 ••••• 50 
3.4.5 Upper bounds for ~f from (3.3.62/65) ; p = -29/30q 
(1/30q)-l/30q, p = 4(1)8 •••••••••••••••••••••••••••• 52 
3.4.6 Upper bounds for ~f from (3.3.62/65), (3.4.4) ; 
p = -29/30q(l/30q)-l/30q, p = 9,10,25,50 ••••••••••.• 53 
3.4.7 Values of (3.4.5) ; p = .10(.01).40, p = 4(1)15. 
(Positive entries imply 1!!.11 > O.) ...••••..•...•.•. 55 
3.4.8 Values of (3.4.5) ; p = .10(.01).40, p = 20(5)50(10) 
100. (Positive entries imply 1!!1 I > O.) • • • • • • • • • • • 56 
3.4.9 Values of upper bounds for Xf sufficient for 
3.4.10 
l!!.11 > 0 from (3.4.10) ; p = 1 - ,.JP{q(29 + ,.JP{q)/30, 
(,.JP{q(l - ,.JP{q)/30), 1 - ,.JP{q(l + 29,.JP{q)/30, 
p = 4,5,6,8,10 ...................................... 
Bounds for X~ when p = 3 from (3.4.18-20/24) ; 
p = -.475(.025).975 ................................. 
3.4.11 Selected values of p and X~, i = 1,2,3 based on 
61 









Plot of bounds for 
Plot of bounds for 
LIST OF FIGURES 
0 < p < 1 .................. 
- 1/q < p < 0 .............. 
Bounds for 't_2 i when p = 3 ......................... 
Selected values of ,. p and -f.2 i from 7035 sample 
correlation matrices, with best theoretical bounds 
from Figure 3.4.3 ................................... 
Efficiency of sample correlation coefficient r and 
* sample covariance r when variances are known and 







This report extends the results of Styan (1968) to the situation 
where the correlations are all equal but unknown {Section III). In 
Section IV we extend the results of Anderson (1966, 1968) to the case 
where the correlation matrix, or its -inverse, can be expressed as 
an unknown linear combination of given matrices. We assume that the 
variances and mean vectors are unspecified. 
Most of the literature dealing with structure for the correlation 
matrix where the mean vectors and variances are unspecified is recent. 
Bartlett & Rajalakshman (1953), Bartlett (1954), Kullback (1959), p. 304, 
and Kullback (1967) gave criteria for testing the hypothesis of a 
given correlation matrix. Anderson (1963), Lawley (1963), and Gleser 
(1968) considered testing all correlations equal while Kullback (1959), 
p. 320, Kullback (1967), and Cole (1968) presented tests for homogeneity 
of correlation matrices. A general discussion, summary, and some new 
results are given by Olkin (1967) and Aitkin, Nelson, & Reinfurt (1968). 
In a factor analysis context, Joreskog (1963) simplified the estimation 
problem, replacing the diagonal elements in the inverse of the corre-
lation matrix by ones. Olkin (1967) and Corsten (1968) tested equality 
of two correlation coefficients in a trivariate population. Votaw 
(1948), Halperin (1951), Olkin & Pratt (1958), and H,jek (1962) examined 
the case of equal variances and correlations in regression problems 
(cf. also Selliah (1964) and Olkin (1967) for this case with unspecified 
mean vectors). Han (1967, 1968) tested all variances equal given homo-
geneity of the correlation coefficients. Patterned correlation matrices 
arising in econometrics are studied by Goldberger (1964). Additional 
references on these and related topics will be found in Anderson, Das 
Gupta, & Styan (ca. 1970). 
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In Section III we find closed-form expressions for the maximum 
likelihood equations for the variances and common correlation coefficient. 
Again as in Section II [Styan (1968)] these cannot be solved analytically 
in general, and we inqui~e about uniqueness of the solution. We fail 
to prove uniqueness in all cases but study in detail the matrix H of 
-
second derivatives of t, a decreasing linear function of the log-
likelihood. Using the arithmetic mean/geometric mean and Cauchy-Schwarz 
inequalities we obtain various tight bounds on the solutions of the 
maximum likelihood equations. These bounds are tabulated extensively 
and some are sketched. We apply these bounds to a criterion obtained 
from the Marshall and Olkin (1964) strengthened form of the Kantorovich 
inequality. When positive the criterion implies positive definiteness 
of the second derivative matrix,!!.• As a consequence we show positive 
definiteness for a wide range of values of p, the maximum likelihood 
estimate of the common correlation coefficient. Given p, it follows 
from Section II [Styan (1968)] that the solutions for the variance esti-
mates are uniquely determined. We also study the case where all sample 
correlations have the same sign and obtain other bounds. 
In the case of three dimensions, uniqueness of the solution is 
established. Using a new algorithm developed from the Newton-Raphson 
process by Brown (1966), we generated and solved 7035 sets of maximum 
likelihood equations in 3 minutes central processor time on the CDC 66oo 
computer. This suggested a surprising inequality between and r, 
the average sample correlation coefficient, which we prove using an 
interesting inequality. based on the difference between the differences 
in the Cauchy-Schwarz and arithmetic mean/geometric mean inequalities. 































against the theoretical bounds, and the latter were found to be rather 
tight. We evaluate the asymptotic efficiencies of the sample estimates 
and find the average sample correlation coefficient fully efficient; 
the efficiency of the variances equals that of the modified estimator 
found in Section II [Styan (1968)]. We conclude Section III with the 
case where the variances are known, and so only a single parameter is 
to be estimated. The resulting maximum likelihood equation is a cubic. 
We extend the result for the two-dimensional case by Kendall & Stuart 
(1967) to prove that as the sample size increases, the probability that 
there is only one real solution and this lies in the desired interval 
tends to one. 
In Section IV we consider the case where either the correlation 
matrix or its inverse is expressed as an unknown linear combination of 
given matrices. The nonlinear maximum likelihood equations are 100re 
complicated than those in the previous sections but again are obtained 
in closed form. When the i~verse correlation matrix has this so-called 
linear structure, we find that both the principal diagonal submatrices 
of the second derivative matrix are positive definite. We are, however, 
unable to establish positive definiteness of the whole matrix which 
would lead to uniqueness of solution. 
The notation used is the same as that in Styan (1968). Vectors 
are denoted by lower case letters, matrices by capital letters, and 
both have wavy underlining to denote bold face print. Transposition 
is indicated by a prime, with row vectors always appearing primed 
[cf. Halperin (1965)]. The generating element of a vector or matrix 
is given in curly brackets. When ~ is a square matrix, tr~ denotes 
its trace, l~I its determinant, and ch.A its j-th characteristic root. J-
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'i 
The diagonal matrix formed from ft_ is denoted ~g = (a11 , a22 , ••• , app)dg• 
We use .!. for the identity matrix,!:. for the column vector with each 
component unity, and !:.j for the colunm vector with each element zero 
except for the j-th which is unity [cf. Bodewig (1959)]. Matrix 
differentiation techniques follow Dwyer (1967). 
As far as convenient, an estimate of a parameter is indicated by 
the Latin letter corresponding to the Greek letter for the parameter, 
and the matrix analogue of a scalar quantity is denoted by the capital 
letter corresponding to the lower case letter for the scalar. An 
exception is the scalar parameter p (rho) which we use for correlation 
coefficient. We indicate the population correlation matrix by li 
instead of :t (capital rho). Another exception is the population 
covariance matrix which we denote by t, reserving E for summation. 
The sample analogue of 
-
l is indicated by C = X'C X/N, where 
- - .-..e-
is the p x N matrix of observations and C = I-ee' /p 
-e --
is the centering matrix of order f [cf. Sharpe & Styan (1965)]. 
If ?!. is a random vector, E(!_) denotes its expected value and 
V(!_) its covariance matrix. If y_ is another random vector, the 
covariance matrix between !_ and y_, E(~') - E(!,)E(y_'), is denoted 
cov(?!_, y_). L is the joint likelihood and t is a decreasing linear 
function of log L [cf. (2.1.8) in Styan (1968)]. The end of a proof 
is indicated by (qed). The symbol § denotes section number and 
cf. means compare or see, while ca. stands for circa or about. 
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Ill. INFERENCE WHEN THE CORRELATIONS ARE EQUAL BUT UNKNOWN 
3.1 Maximum Likelihood Estimates. 
The problem we now consider is the same as that described in 
§2 .1 but with 
(3.1.1) !!: = (1-p )!_ + p~e-', 
where p is unknown. We will use the same notation and many of the 
results derived in Section II of Styan (1968). 
We will estimate the unknown variances and unknown common corre-
lation coefficient by the method of maximum likelihood. 
problem in terms of 
We study the 
* where, as in (2o3.12) ,the elements of ~ are ratios of sample to 
population standard deviations. Following §2.1, and using (2.3.4) 
and (2.7.1), maximizing the likelihood is equivalent to minimizing 
(3.1.3) 
which we achieve by differentiation with respect to ~ and p. R is 
the sample correlation matrix. 
to ~ gives 
(3.1.4) 
Differentiating (3.1.3) with respect 
similar to (2.3.6). As in (2.9.2), we have that 
(3.1.5) lf 1 = l~p [!.. - l+p(p:-f) ~·]' - p~l < p < l. 






















·To ease the notation we will write 
(3.1.6) q = p - 1, 
and as in (2.9.10), 
(3. 1. 7-) 
Thus 
(3.1.8) 
a= (l-p)(l+p[p-1]) = 1 + p(p-2) - p2 (p-l) 
= (1-p)(l+pq) = 1 + p(q-1) - p2 q. 
R-l*R = - 1- I - p_ R, 
- - 1-p - a -
which differentiated with respect to p yields 
(3.1.9) 2-(R-l*R) = 1 I - l+p2q R·. 
op - - ( 1-p )2 a2 
Since l~I = (1-p)4(1-tpq), we may write the part of l involving 
p as 




op = (1-p )2 
Setting (3.1.4) and (3.1.11) equal to zero yields the following: 
THEOREM 3.1.1. ~ maximum likelihood equations for the variances 
and common correlation coefficient in~ p-dimensional normal population 
are 
(3.1.12) (R-1*R)~ = _!_ ~ - f ~ = ~(-l) 





!!_ and !_ ~ the maximum likelihood estimate and sample correlation 
matrices, ~(-l) is the Hadamard inverse of i which contains ratios 
of sample to maximum likelihood estimate standard deviations,.and 
a= (1-p)(l+p'q), where p is the maximum likelihood estimate corre-
lation coefficient and q = p-1. 
Equation (3.1.12) is the same as (2.9.4) except that we have 
replaced p with Po Equation (3.1.13) is new and may not hold in 
§2.9 with p instead of p. 
Premultiplying (3.1.12) by &(l-f-Pq)&_' and subtracting (3.1.13) 
leads to 
(3. 1.14) ~·~ = p(l+pq). 
- --
Substituting this in (3.1.13) gives 
(3.1.15) 't.'t. = P, 
--
which substituted in (3.1.14) yields 
(3.1.16) p = .!__ r._• (R-I)~. 
pq - - - -
If £.=~,then p would be r, the average sample correlation coefficient. 
Aitkin, Nelson, & Reinfurt (1968) independently obtained (3.1.12) 
through (3.1.16) in scalar notation; Han (1967) gave (3.1.12) and 
(3.1.13) only. As observed by these writers, (3.1.12) through (3.1.16) 





















constant row sums, however, a closed form solution is immediate, This 
occurs if and only if ~-l*!., has constant row sums. Unless p = 2 
this is possible only with probability zero. We obtain, as in (2.3.14), 
(3.1.17) ( "-1 0\ 2 Ji *!!=.. = µ !,_, 
say, and ~(-l-) = Since f-'i = p, we have µ2 = 1. Thus t. = e 
- -
and A p = r. Also Re= (l+rq):_, so that the average of the correlation 
coefficients in any row of R is also r. When p = 2, the sample 
A 
covariance matrix C = t and (3.1.17) is always true. 
- -
If A = o, then ( ) A ,,_(-1) Since t.•t. = p from 3. 1. 12 , ~ = ~ • 
--
p, we 
obtain -t. = e. From (3 .1.16), ~· (!;!)~ = o, so that r = O. In this 
- -
case, however, we do not necessarily have (R-I)e = O. We will study 
--- ~ --- ~ 
later whether r = 0 always implies p = O. 
We now show that (3.1,12) and (3.1.13) have at least one solution. 
We will study later the question of whether there is only one. 
LEMMA 3.1.1. ~ any positive definite correlation matrix R of 
order p and any p x 1 vector ~, 
(3.1.18) u'Ru < pu'u. 
__,. ,,,.,,,,,,.... -- _.,._ 
Proof. By definition ~·~~·~::5 ch1(~, the largest characteristic 
root of R. Since tr~= p and ~ is positive definite, ch1(~ < p. 
Hence the result. We note that if R is positive semi-definite equality 
occurs in { 3. 1. 18) when R = yy' , where !.' Y.. = ch1 (~ = p, y_ is pro-
portional to ~, and has each component plus or minus one. (qed) 
THEOREM 3. 1. 2. The maximum likelihood equations in Theorem 3. 1. 1 admit 
at least one real solution which is consistent. 
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Proofo Using Theorem 2.3.2 it suffices to show that t _. -f-o:> when p 
p _. -1/q or when p - 1. Apart from terms which remain finite as 
p _. -1/q, we have from (3.1.8) and (3.1.10) that 
(3.1.19) ~·~p(l+pq) + log (l+pq) = log (ek9/e), 
where le= t::_,'FJ.../p > 0 and 9 = 1/(l+pq). Thus 
t p 




e ... -t,oo. 
to be 
where now le = ~·~(1-A. 'FJ.../pt::._'~) > 0 from Lemma 3. 1. 1, and 9 = 1/(1-p). 
Thus t - ;-oo as 9 - -too, as before. Consistency follows from p 
Chanda (1954). (qed) 
We examine the range for any p which satisfies (3.1.12) and 
(3.1.13). 
THEOREM 3. l.3. For any solution p to the maximum likelihood equations 
in Theorem 3.1.1, 
(3.1.21) 
,. 
- _!<!ch (R-I) < p <!ch (R-I) < 1 q q p--- -q 1--
and ~ positive definite, where q = p-1. 
Proofo By.definition of characteristic root (cf. Rao (1965), p. 50), 
we have from (3.1.14) and (3.1.15) that O < ch (R) < ~'Rt./~'~= p ..... - ,,.._...,...._,~--
1 + pq _:5 ch1(R) < p, using positive definiteness of ~ and Lemma 3.1.1. 
Subtracting !_ or 1 throughout and dividing by q gives (3.1.21). 
A 






















It follows from a result of Brauer and Perron (cf. Marcus & Mine 
(1964), p. 145), that for any positive definite matrix ! of order 
p 
P, ch1(~) :5 in:-x Ela .. I. Applying this to (3.1.21) yields 
1. j=l l.J 
(3.1.22) - ! min (1, 
Cl 
p 1 p 
max E Ir .. I)< p < max - E Ir .. 1. 
l.• • 1 l.J . q · 1 1.J J= l. J= 
j¢i j¢i 
We have given bounds for ,. p. In §3.3 we will give bounds for A.2 • i ' 
i = 1, ... , p, in terms of p and in §3.4 we will present tables and 
charts for special cases. · 
It follows then from Theorem 2.3.2 that for any value p satis-
fying (3.1.12) and (3.1.13), the correspond~ng values for f _(and 
so £_(2)) are uniquely determined. We will study later the question 
of uniqueness of p; if there is more than one value of p we take 
that which provides the absolute minimum of (301.3). We thus take 
the solution minimizing 
(3.1.23) q log (1-p) + log (l+pq) - 2~'f(t). 
Equations (3.1.12) and (3.1.13) admit a consistent solution 
since regularity conditions I-IV of ~2.3 are satisfied [cf. Chanda 
(1951~)] and so the usual asymptotic theory applies. 
THEOREM 3.1.4. The limiting distribution of ,fN (~.(2 )'_ £(2 ),, p-p) 
is multivariate normal with.:!:.~ Q' and covariance matrix 
(3. L:?.4) 2 
. 62 ( 2a I + p2ee' [ 1 
- 2a+pp2 - - 2a+pp2 
- 11 -
a2/pq 
Proof. It suffices to establish (3.1.24). From (2.3.19) we see that 
the covariance matrix in question is the inverse of 
(3.1.25) 
o2 t 
1 ( . µ ) ~ ay_oy_' ' 
where y_' 
show that 
= (~(2)', p) and t is as given by (2.3.20). We first µ, 
ot 
(3.1.26) E(~) = 0. 
From {3.1.11) 
(3. 1.27) 
ot cr(-l)'n2 cr<-1) 
~ - - -µ-
op - (l-p)2 
where C =DR D as in (2.1.6). Since E(C) = 6R6, we obtain 
-µ -µ-µ""1,1, -µ 
ot ~ 2 ) (3.1.28) E(~~~) = p - p l-fi))q - ppq = O. 
""+' · ( 1-p )2 ct 1-p ct 
Combining (3.1.28) with (2.3.24) establishes (3. 1.26). 
As in (2.3.25), we may therefore write 
ol o2 t o2 t ol 
( ~t ) "jw· 0 oA =J:, ' 
___ µ, 
"jw· oA ~ (3.1.29) 
.E ~-dvT = E 1.,,-µ -µ a2 i 
2..' , 1 µ, ~ o' , op OA I , q'.) 2 -
-µ 
-1 
where A = D 6 • 
-µ . -µ- Substituting CA. /00(
2)' = _i A ~-2 where A is 
-µ - 2 41- , 4,1, 






, o) ~ ol aX' ~,~ oA ·~ 
( ) µ, - - -µ -µ -µ 3. 1. 30 E oy oY, = 1 E l 02 t '?,2 l 
-- 0 , 1 LL µ. 
- __ __,.,_'r A , --
op 04 -µ op2 
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(















-From (3.1.4) we find that 
similar to (2.3. 18). Using (3.1.9), we have further that 
Finally from (3.1.11) we obtain 
Hence 
( 




1 o' _, 
where 
(3.1.35) ( 
½(R-l*R + !) , -pqe/ct ) 
G = -p~' /: pq(~+p2q)/a2 
We can invert (3.1.34) provided ~ is nonsingular. We evaluate 
-1 . 
and then £ by the so-called Frobenius-Schur method (cf. Bode-
wig (1959), p. 217 and Rao (1965), pp. 28-29). From Table 2.9.1 we 
recall that 
. 2 
2(R-l*R + 1rl = 2ct (I. + ~ct ==.'), 
- - 2ct+pp 2 
so that pq(l+p 2 q) - 2p 2 q2 !:_' {f1*J1 + !.f 1=.. = pq. Hence 1£1 = 
l½(f1*~ + !)lpq/ct2 > O. so that Q_ is nonsingular. The element in 




20' p2 (3.1.37) 
2
- Ct+ a:;*=!_' )(-pq/Cl')(Cl'2 /pq)~ =-= Cl'pe/p. 
2Cl'+pp 
-1 Thus the upper left-hand corner of G is 
(3.1.38) 20' (I + P
2 
ee') + (ap/p)(pq/0'2 )(Cl'p/p)~' 
2Cl'+pp2 ..... 20' -
= 
20' I + p 2e~( 1 + S,) • 
2Cl'+pp 2 - - 2Cl'+pp 2 p 
Hence 
[ 
?lt J-1 / b.2 , 
(3.1,39) ½E(clX,#) = 2 \ ~'' 
20' I + p2 ee' ( 1 + .9.), Cl'pe/p 
2Cl'·l·pp 2 .. _ - 2Cl'+pp 2 p - ( !},_2' Q.) 
o' 1 O'p=._' /p, Cl'2/pq - , 
which is ( 3. 1. 2!~) • (qed} 
3.2 Matrix of Second Derivatives at Solutions of the Maximum Li.kelihood 
Equations. 
We now study the question of uniqueness of solution of the maximum 
likelihood equations by examining the matrix of second derivatives of 
t given by (3.1.31) through (3.1.33), when its elements satisfy (3.1.12) 
and ( 3 ; 1. 13) • 
If the solution maximizes the likelihood, then the matrix 
-a2 t o2 t 








say, is positive definite. If this is so whenever (3.1.12) and (3.1.13) 



























(cf. Theorem 2.3.2). For if t has two (or more) relative minima 
then it must have at least one relative maximum, which would make 
!:!. negative definite. 
Since the regularity conditions I-IV of Section 2.3 are satisfied 
here, it follows· from Chanda (1954) that the second derivative matrix 
!!, evaluated at a consistent solution, will be positive definite with 
probability tending to unity as the sample size N approaches infinity. 
It seems, however., that .!:!, may be positive definite for any fixed 
sample size in parallel to our result in Section II. This would lead 
to the much more powerful conclusion that the likelihood equations 
admit a unique solution, even for small samples. It follows.from Theorem 
A p the corresponding value of ,.(2) CJ 2.3.2 that for a particular solution 
is uniquely determined. 
-
In his doctoral dissertation, Han (1967) extensively studied the 
maximum likelihood estimation problem when the correlations are all 
equal but unknown, and the variances are unspecified. He did not, however, 
examine the question of uniqueness of solution but concentrated on solving 
the likelihood equations by the Newton-Raphson process. He obtained in 
closed form an estimate for the variances which is asymptotically normal 
and efficient. We consider this in Section 3.5. 
We now study in detail the question of positive definiteness of the 
second derivative m3trix H in (3.2.1) for fixed sample size N. Two 
different versions arise according as p ~ 0 (!:!o, say) or p JO (!!,1 , 
say). We ea~ily establish !!o positive definite but have difficulty 
.in finding the same result for !!.i· We show, however, that !!.i is 
positive definite for a wide range of values of positive 
p::: 4 and in all cases when p = 3 (cf. §3.4.3). 
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A p and arbitrary 
3.2.1 Case of_ p ;: O. 
When p = 0 we found in §3. l that !. = ~ and ~, (~-!J!. = O. 
This solution maximizes the likelihood when from (3.1.31) through 
(3.1.33), 
[
4.l, 2(!.-!9£ ·1 
H = 
-0 2!:_' (!_-~_), pq j 
is positive definite& 
It suffices to show IH J > O. Using the Frobenius-Schur method, 
-0 
we obtain 
l!!o I =:= 22p(pq - =-' <!..-~)2~) 
= 22p(p2 ~·~2~_) > 22p(p2 _ p~'~) = o, 
1 
from L<.~nuna 3 .1. l with u = R2 e since 
........ .......,, ,,..._,,, Hence the solution 
p = O, ~ = !. max.imizes the likelihood. 
We note that ~· (~!)!::. = 0 does not necessarily imply that 
(R-l)e = O. 
,,,._ _,.. ...._ --.... 
When p / O, we. obtain from (3.1.12) that 
(3.2.4) !1_ = ~ rt - (1-P)t(-l) l. 
Substituting this in (3.1.32), and (3.1.14) and (3.1.15) in 









I l J. 
w 





From Theorems 2.3.2, 3.1.3, and A.2.1, it follows that the leading 
p X p submatrix of !!.i is positive definite. Thus for any particular 
solution p, the vector 'f_ (and hence ~( 2 ) = ~2 f_(-2 )) is uniquely 
determined·. To show that only one value is possible for p (given R 
and E), it suffices to show that the determinant of (3.2.5) is positive. 
We have 
(3.2.6) 
We have not been able to prove that (3.2.6) is positive in general. 
Before considering special cases, we have the following: 
THEOREM 3.2.1. ! necessary and sufficient condition for !!i to be 
positive definite is that any~ of the following inequalities is 




where ; i=l, ••• ' q, 
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(3.2.11) 2( )2 ,._1 ,._2)-lft~ p l+pq > 2~'R(R *R + A M., 
---.. --- ---- ........ ...... .,,,,,,,,,..__ 
(3.2.12) 
(3.2.13) 11(,.-1 ,._2 ( A2 j 2 ~ -x-~ + A ) .. tf:_,' Ip 1-:-p q) > o. 
Proof. It suffices to show that (3.2.7) through (3.2.13) are equivalent 
to I !!.1 I > o • 
In (3.2.6) we add (l+p'2 q)~' times the first p rows to the 
last row, and then add the first p columns times (l+p2 q)&_ to the 
last column to yield 
(3.2.14) =--
Expanding (3.2.14) by the Frobenius-Schur method leads directly to 
(3.2.1) and (3.2.13). From (3.1.14) and (3.J..15) we have that 
(3.2.15) t' <i~-!0~ = £_' [ (1-p)! + P~)&_ 
= p(l-p) + pp(l+pq) 
Substituting this in (3.2.7) gives (3.2.8) immediately. Factoring out 
A !:,_ on both sides of the part in square brackets leads to (3.2.9). We 
note that if i= t then (3.2.9) would be satisfied as a consequence 
,. 
of Theorem 2. 5. 1. However, i = ~ implies i = DRD = C and this is 
-
only so when there is no structure specified on t. We notice, though, 
-
that ·(3.1.12) may be written as (f1*~~ = ~ while we have from 
* ( -1 ) -1 Appendix A that for any ~' ~ *t ~ = =._, with R *R having minimum 













' ' i .
.__ 
characteristic root unity. Since Q-l*R has a characteristic root 
...... -
of unity with corresponding vector =.., we may wrlte 
1 A-1 q 2(Q *R +I)= ee'/p + E u.u!w., 
- - - - -1-J.. ]. i=l 
where u!u. = 6 .. , and u!e = O. The w. are the characteristic 
-1.-J l.J -1.- l. 
roots (other than unity) and the u. the normalized characteristic 
-1. 
vectors· (other than ~,JP) of ½(f1~ + !) . We note that §._-1*~ 
has.the same characteristic vectors with corresponding roots 2w1- 1. 
Hence 
(3.2.17) 
Substituting this in (3.2.7) leads directly to (3.2.10). 
It remains to derive (3.2.11) and (3.2.12). In (3.2.6) we add 
the first p columns times p(l+pq)&_. to the last column, and then 





Expansion by the Frobenius-Schur method leads to (3.2.11), while 
(3.2o12) follows by substitution of (3.1.14). (qcd} 
We have expanded 1!!.il in various ways based on the Frobenius-
Schur principle. Another approach is to reduce 1!!.11 to a determinant 
of one less order by elementarr row and column operations. 
A A-lAA-1 • With g_ = ~ .R~ , as :m (3.2.9), we may write (3.2.14) as 
(3.2.19) 
½(fl*!_+!), :t(2) 
~(2)' . . 
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We add columns 2 through p to column 1 and then rows 2 through 
p to row 1. Recalling from (3.1.12) and (3.1.15) that (fl*~!:,_= e 
and e'~(2 ) = p, we obtain for the determinant in (3.2.19), 
p, ~·, p 
(3.2.20) I !,, £.1, ~(2) 
-1 " 
p, t_(2) I 
-1 , p(l+p2q) 
1 "'-1 
where G, = 2 (0, I )(Q *R + 1'(0 .. I )' and t.., = (0, I )t.. We now 
-J. - --q_ - - !./ -.r -q_ -L .._ .--q -
subtract column 1 from column p + 1, and from columns 2 














Substituting back into (3.2.19) yields 
(3.2.22) ~2P1"'-2 I Hl I = =--~·if c; I p 
- p ti~ 
~1-=!_' /p, 







"2a2t_2 p 1 
A _ t_(-l)t..(-1)' 
-1 -1 -1 /p, t.l - ti-1) 
t.' - t..(-1)' 
-1 :..:i. , pqp2 
where t.1 = ~it and 
(3.2.23) A1 = ½(o, 1 )(R-1*R + A-2 )(o, r )'. - ----q--- --,q, 
Our choice of eliminating the first row and column was quite 







































~l' and ~l modified for any other row and colunm. We will find 
(3.2.22) useful for computing 1!!.rl• We n©te that the method of 
reduction establishes positive definiteness of £1- =!_.'/p and 
A _ ~(-1)~(-l)'t . 
-1-1-1 P Expansion of (3.2.22) by the Frobenius-Schur 
method leads only to expressions even less tractable than those con-
sidered in Theorem 3.2.1. 
The inequalities (3.2.7) through (3.2.13) lead to various conditions 
which are sufficient, but may not be necessa~y to assure 1!!.il > o. Any 
sufficient inequality will not be useful if it is not satisfied when 
-~ = e, p = r. We develop one sufficient condition which does hold in 
- -
this special case. Let us write 
l(A-1 A-2) ( 3. 2. 24) !. = 2 ~ *~ + ~ , 
in keeping with (3.2.23), and 
(3.2.25) X. = ~/,Ip. 
Expanding (3.2.14) by the Frobenius-Schur method we obtain 
(3.2.26) 
Clearly l+p2 q-x_'A-1x_> 0 is equivalent to (3.2.7). We study this 
inequality. From the Cauchy-Schwarz and Kantorovich Inequalities 
(cf, e.g., Marcus & Mine (1964), pp. 61, 110, & 117), we have 
(3.2.27) -1 (~+m)
2 ( )2 (y_' y )2 ~ (y_' ~)(y_' ~ -y) ~ Mm y_' Y. , 
where O < m:=: ch(!)~ M. Substituting (3.2.24) and (3.2.25) in 
(3.1.12) and (3.1.15) gives y__'y_ = y'~= 1. Thus (3.2.27) simplifies to 
- 21 -
(3.2.28) 
Equality on the left-hand side is attained if and only if y is a 
characteristic vector of ~- This is so only in the special case 
~ = e, p = r. Then 
- -
(3.2.29) 
where ~ = (1-r).!_ + r~', as in (2.9.7), and a= (1-r){l+rq). Since 
( 3.2.29)is positive, the solution ~ = e, p = r, provides at least a 
- ,._ 
local maximum of the likelihood when ! has constant row sums. 
When r = O, (3.2.29) becomes 
This equals (3.2.3), however, only when ~·(~!) 2 ~= 0, that is, 
(R-I)e = O. Our development in this section has assumed (3.2.4) which 
........ _..._. ....... ~ 
does not apply when p = O. This restriction implies Re= (l+qr)e 
- -
when p ,J O. Thus when ~·~ = p we need not necessarily have ~ = ~ 
for the solution to be ~ = ~, p = r = O. 
From (3.2.28) we immediately see that 
(3.2.31) ' -1 y ~ y - 1 ;:: o, 
while a reversal of this would have established (3.2.26) positive. We 
note that (3.2.31) follows directly from (3.2.17). Moreover from 
(3.2.28), 
{3.2. 32) 

















might be sufficient to establish 1!!.il > O. When p = 2, however, 
(3.2.33) does not hold ·for all r in (-1, 1). To see this we find 
from (3.1.8) and (3.2.24) that 
When p = 2, ~ = e, p = r, a= l-r2 • Substituting we find 
- -
tr~= 2 + r 2 /1-r2 • But !!_ has only 2 roots when p = 2 and one 
of these is. 1. Hence the other is 1/1-r2 • Thus (M-m)2 = (r2 /l-r2 ) 2 
and 4Mmp2 q = 4r2 /l-r2 • Hence (3.2.33) holds if .and only if r 2 :5 4(1-r2 ), 
that is for r in (-2/ J5 , 2/ ,/5). This interval lies whol.ly 
within (-1, 1) so (3.2.33) is not of use in establishing 1!!11 > O. 
Marshall & Olkin (1964.) strengthened the Kantorovich Inequality. 
With y'y = 1, as in our case, they proved that 
Substituting y,'~ = 1 we obtain in contrast to (3.2.32), 
(3.2.36) 0 ::S y_•~-ly_ - 1 :5 (M-1)(1-m)/Mm. 
This shows immediately t~at 
By definition of characteristic root, however, we also have {cf. Rao 
(1965), p. 50)~ that chp(~) ~ y_'~y'y_ ~ ch1 (~). Since y_'~ = y_'y_ = 1 
we obtain (3.2.37). 
We see that (3.2.36) is stronger than (3.2.32) by noting that 
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(M-m) 2 _ {M-1)(1-m) 
~ Mm 
[(M-1) + {m-1)]2 > O 
- 4Mm - • 
This leads to the following: 
THEOREM 3.2.2. ! sufficient condition for !!.i to be positive is that 
(M-1)(1-m):::: p2 qMm, 
where O < m :::: ch [ ½(li- l·*~ + _&-2 ) ] :::: M. The inequality ( 3. 2. 39) is 
satisfied for the special case of t = e, p = r ~ 0 when R has 
--------=------ - - -- - -
constant row sums. 
--------
Proof. We have only to prove the second part. When !!:_ has constant 
row sums, ~- = ½([-l*!!:_ + I), and from Corollary A.2.1 we have that 
(3.2.40) ½(1 + -1 1 ) < ch(tJ < ½(1 + _11 ) 
+rq - - -r 
when r > O. The inequality (3.2.40) is reversed when r < O. Either 
way we obtain 
(3.2.l~l) 4(M-1){1-m) = r2 q/a, 
(3.2.42) 4Mm = (2+rq)(2-r)/a, 
where we write M, m for the bounds in (3.2.40). Hence (3.2.39) is 
satisfied whenever 
(3.2.43) (2+rq){2-r) ~ 1. 
That is whenever r lies between the roots of the quadratic 
qr2 - 2(q-l)r - 3 = O, 
(3.2.44) 1 q c/ 1 + .! + !... - 1) , 1 + cJ !_ + .! + 1 - .! ) . q q2 q2 q . q 
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i ·' I .
... 
-Thus (3.2.43) holds for all r 1 in (- - , 1) q and the theorem is 
proved. (qed) 
COROLLARY 3.2.1. A sufficient condition for g_1 to be positive definite 
is that (3.2.39) holds with 
(3.2.45) 1 1 1 1 A • 2m = 1-l-pq + ~ , 2M=~+- p > o, 
-p "t_2 
m 
(3.2.46) 1 1 1 1 p < o, 2m=--,:+- , 2M=r-w-+-1-p -f.2 ..-pq 't_2 
M m 
where ~! :S: ~f =:: ~~; i = 1, ••• , p. 
~!. Since ch1 (![) + ch1 (y) ::: ch(!!. + y) whenever U and V are - ..,... 
synnnetric (cf. Marcus & Mine (1965), p. 208 for a more general result), 
we have 
By Corollary A,2.1, we find using (2.9.3) that 
which is 1/(1-p) when p > O. This proves the right-hand side of 
(3.2.45). The left-hand side and (3.2.46) follow similarly. (qed) 
We evaluate various bounds ~: and ~ in §3.3 and apply them 
to Corollary 3.2.l in §3.4. We conclude this section by proving 
1!!.11 > 0 for a particular value of p. 
THEOREM 3.2.3. When p = 1/(1 + /p) the matrix !ti is positive 
definite. 
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Proof. We establish (3.2.13), which using (3.1.8) may be written as 
the determinant of 
(3.2.49) 
being positive. The first matrix in parentheses has q equal roots 
of 1/1-p and a simple root of 
(3.2-. 50) 1 2p p
2 q+2p-1 
-::-7-- = • 1-p (1;-p2q)p (1-p)(l+p2 q) 
The second matrix in parentheses has q equal roots of unity and a 
simple root of 
1 ,.,,. ("'2 ,. - pp a= - p q + 2p 1)/&. 
When p = 1/(1 + Jp), (3.2.50) and (3.2.51) are zero. Otherwise they 
differ in sign for p in (- ¼, 1). While 'S_ is a characteristic 
vector of the first parenthesized matrix corresponding to (3.2.50) it 
is not a characteristic vector for the remainder of (3.2.49). Hence 
!!.i is positive definite. (qed) 
In Theorem 3.1.3 we gave bounds for p. We now develop bounds for 
~
2 ; i = 1, ••• , p i in terms of 
A p. While of interest in themselves, 
these bounds will enable us to compute the quantities in Corollary 3.2.1 
and thus obtain further information about the positive definiteness of !!.i· 
3.3 Bounds for Solutions of the Maximum Likelihood Equations. 
In Theorem 3.l,Jwe proved that any p satisfying the maximum 
likelihood equations (3.1.12) and (3.1.13) must lie between - ! and 1, q 



























i.e., the ratios of sample to maximum likelihood estimate variances, 
in terms of p. Tables and charts to illustrate these bounds will 
be presented in the next section. 
The maximum likelihood equation (3. 1. 12) may be written in scalar 
notat:i.on as 
[1 + p(q-1)]~~ = p~i E ~.r .. + ~ i = 1, •. ,, p. 
1 j~i J l.J 
We obtain bounds for ~i and ~f by applying the following inequalities 
to (3.3.l). From the Cauchy-Schwarz inequality we have 
(3.3.2) 
from (3.1.15). Thus 
(3.3.3) 
p 
E ~j ~ p. j=l 
We also apply the arithmetic mean/geometric mean inequality 
(3.3.4) ~-~- < ½(~~ + ~~). 
l. J - l. J 
Two cases arise according as p > 0 or p < O. 
3.3.1 Case of O < p < 1. 
When P > 0 applying (3.3.3) to (3.3.1) gives, since 
(i ~ j), 
(3.3.5) 
r .. < 1 l.J 
Thus ~-
1. 
nrust lie between the roots of the quadratic equation 




(3.3.7) PP± ,~p2 + 4&(1+pq) 2(1+pq) 
One root of (3.3.7) is negative since 4&(l+pq) > O. We will study 
only the other root, which is positive,and which provides an upper bound 
for ~- , i = 1, ••• , p. ]. 
Since r .. > -1 {i l j), applying (3.3.3) to (3.3.1) also yields l.J 
{303.8) [l + p(q-1)]~~ > - f'A.(p-A.) + & 
1. 1 ]. i = 1, ••• , p. 




[1 + p(q-2)J~~ + PP~- - & = o, 1. ]. 
-pp_± Jp2 p2 + lta[l+p(q-2)] 
2(1 + p(q-2)] 
One root of (3.3.10) is negative and of no interest. The other root 
is positive and provides a lower bound for 
have the following: 
~- , i = 1, ••• , p. ]. We thus 
THEOREM 3 . 3. 1. The solutions of the maximum likelihood equations 
7 
(3.1.12) and (3.1.13) satisfy,when O < p < 1, ~ = (1-p)(l+pq), q = p - 1, 
,.. 
(3.3.11) 2 l+pq) + PP 
i = 1,o••, P• 
Asp tends to 0, the bounds in (3.3.11) both tend to 1. As ,.. p 
approaches 1, however, the bounds tend to O and 1 respectivelyo 
























\ ; j 
... 
\ i 
Additional bounds for ~i' independent of p, follow from (3.3.11). 
We may write the upper bound as 
(3.3.12) p2 + 1 - p 
4(p + i;e>2 + 
As p increases, (3.3.12) increases monotonically to ½(JrfJip + 1). 
Similarly the left-hand side of (3.3.ll) decreases monotonically to 
½(~ - 1). To see the monotonicity for the lower bound we note 
that J a2 +x - a expanded as a Taylor series gives O(x/a), and 
x > 0 in our case. Hence we have the following: 
COROLLARY 3.3.l. !£E. any value of p, the solutions of the ma.ximum 
likelihood equations (3. 1. 12) ~ (3. l. 13) satisfy,when O < p < 1, 
(3.3.13) o < ½(3 - 2p - J 5-4p) < Af < ½(3 - 2p + J 5-4p), 
(3.3.14) tf < ½(3 + J5) ; i = 1, ••• , p. 
As p approaches O the bounds in (3.3.13) tend to .3820 and 
2.6180 respectively, correct to four decimal places. As p approaches 
1,. however, the bounds tend to O and 1 respectively. Thus for any 
v~lue of p 2: 3 and O < p < 1, Af is at most 2.6180 to four decimal 
places. Tables and a plot follow in §3.4. 
The application of (3.3.4) to (3.3.l) yields bounds which are 
weaker than those in Theorem 3.3.1 and Corollary 3.3.1. Since 
- 1 < r .. < 1 ( i /: j), we obtain 
l.J 
(3.3.15) -½P E (A2i + A~) < [1 + p(q-1) ~~ - a< ½P E (A~ + A~); 1=1, ••• , p. j/:i J 1. j/:i l. J 
Using (3.1.15) we reduce (3.3.15) to 
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(3.3016) 1 - qp(l+p) < ~~ < 1 + qp(l:p) i = 1, ••• , p, 1+3tp i l+tp 
where 
(3.3.17) t = ½(q-1) = Jp - 1. 
We now show that the bounds (3.3.16) are weaker than (3.3.11). For 
the upper bound this is so provided 
(3.3.18) 
Using 2(l+pq) = 2(l+tp) + pp, we write (3.3.18) as 
Cancelling terms and dividing through by 2p~ gives 
(3,3.20) 2(1+tP) + f:p > /p2 p2 + ii&(1+pq) 
Squaring both sides yields 
(3.3.21) 
establishing (3.3.18). For the lower bound we will find 
where 
(3.3.23) u = q-2 = p-3 • 
. 
Using 2(l+pu) = 2(1+3tp) - pp, we write (3.3.22) as 
(3.3.24) 2p2 p2 + 4a(l+pu) -2pp/p2 p2 +4&(1+pu} > l~(l+pu)2 - 4qp(l+p)(l+pu) 
2pqp2 (1+p)(1+$u) 


























Cancelling terms and dividing through by 2pp gives 
(3.3.25) 2{1+3tp) - q~(l+p){l+pu) > J p2p2 + 4-&(l+pu) 1+3tp • 
Squaring both sides yields 
- 4(l+pu)2 - p2 p2 - 4pp(l+pu) 
= 4(l+pu)(2pt + pq - pu - pp)= O, 
establishing (3.3.22). 
As p approaches O, the bounds (3.3.16) both tend to 1 as do 
(3.3.11). As p approaches 1, however, the bounds (3.3.16) tend to 
-t/ (l+3t) and 1 respectively, while (3.3.11) tend to O and 1. 
The bounds in Corollary 3.3.l are paralleled by 
max{O, (1-2p)/3) <A~< 3 - 2p < 3, 
1. 
by letting p tend to oo in (3.3.16). It follows that (3.3.27) is 
weaker than (3.3.13) and (3.3.14). 
We obtain a further set of bounds by using (3.1.14) in (3.3.1). 
We will use the following: 
LEMMA 3.3.1. For any symmetric matrix A= {aij} of order p = q + 1, 
p 
~ a •• 
. 1 l.J J= 
jJi 
Proof. The right-hand side of (3.3.28) may be written 
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q p p p q p 
(3.3.29) E ( E ak . - E ak . ) + E ~ . = E a .. e i . + E ak . , j=l k=j+l J k=j+l J k=i+l l. j=l l.J J k=i+l l. 
jii 
where e •• = 1 if i;:: j + 1, and zero otherwise. Thus (3.3.29) 
l.J 









t a •. + 
. 1 l.J J= ' 
p p 
E a.k = E 
k=i+l l. j=l 
j:~i 
a .. • 1.J 
(qed) 
Applying Lemma 3.3.l to (3.3.1) yields 
(3.3.31) 
using (3.1.14). Since -rjk < 1 (j J k), we obtain 
(3.3.32) [ ""( I']<"2 ,. 1 A2 ,, ,. q ~ <- ~ 1 + p q- 1 11.. - ot - 2Pqp- , p E l.., A ·"-k • 
1. j=l k=j+l J 
jJi kti 
·Applying the Cauchy-Schwarz and arithmetic mean/geometric mean 
inequalities to (3.3.32)1eads to the same new set of bounds in contrast 
to our earlier results of Theorem 3.3.1 and (3.3.16). We introduce 
the q x 1 vector 
(3.3.33) §. = (t1 , ••• , A. 1 ,A. 1 , ••• , t )' ; i = 1, ••• , p. -~ 1.- 1.+ p 
The right-hand side of (3.3.32) 1A is 2P times the sum of the off-
diagonal elements in 
'(,.,. ') ,. ,., 
e e.e. e - tr e.e .• 
- -1.--1. - --1.-1. 
Using (3.1.15), tr a.a!= 6.'9. = p - t..~, while analogous to (3.3.2), 
-1.-1. -1.-1. 1. 
A 2 A A (e'e.) < e'e•e!e. = q(p-t..~). 













-Thus (3.3.34) is at most (q-l)(p-Af). Substituting in (3.3.32) 
yields 
[1 + p(q-l)]t~ - a - ~qp2 < tp(p-t~), 
1 1 
using (3.3.17). On the other hand we have from (3.3.4) that the 
right-hand side of (3.3.32} is at most ~ ti.mes 
(3.3.37) 
q p 
l: l: ( A~ + A:) , 
j=l k=j+l J 
j¢i k~i 
which is ½ the sum of the off-diagonal elements of ee~2 ) 1 + e~2 ) e' = B, 
-1 -----J.. - -
say. Since ~·~ = 2~'~·!'ii2 ) = 2q(p-Af) and tr!= 2~•]i2 )= 2(p-Af) 
we find that (3.3.37) equals (q-l)(p-Af). Substitution in (3.3.32) 
yields (3.3.36) once more. This leads to the following: 
THEOREM 3.3.2. The solutions of the maximum likelihood equations (3.1.12) 
and (3.1.13) satisfy,when O < p < 1, t = ½(q-1) = ½P - 1, 
(3.3.38) 1 _ tqp(!-p) < ~2. < l + tqp(l:p) . l .. r,. •• ; 1= ' • • • ' p • l+tp 1 1+3tp 
Proof. We may write (3.3.38) as 
(3.3.39) (1+2tp)A~ < 1 + 2tp - qp2 + ½I,q;2 + tp(p-t~), 1 1 
which simplifies directly to the right-hand side of (3.3.38). Since 
rjk > -1 (j ~ k) we have that the left-hand side of (3.3.32), and 
thus that also of (.3.3.36) is greater than minus the respective right-
hand side. This reverses the inequality in (3.3.39) with the last 
term becoming - tp(p-A~). Simplifying completes the proof. (qed} 
1 
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As p approaches O both bounds in (3.3.38) tend to 1. As 
t> approaches 1, however, the bounds tend to 1 and 1 + (2tq/1+3t) 
respectively, in contrast to those in (3.3.11) which tend to O and 
1 and those in (3.3.16) which tend to -t/1+3t and 1 respectively. 
As p tends to oo the bounds in (3.3.38) explode. As indicated by 
the tables and charts in §3.4 the bounds (3.3.38) and (3.3.11) overlap 
in general. We do, however, have the following: 
THEOREM 3.3.3. The solutions of the maximum likelihood equations 
(3.1.12) and (3.1.13) satisfy,when O < p < 1, a= (1-p)(l+pq), 
(3.3.40) <-2 < [J P2P2 + 4&(1+;3q) + PP .. JI 2 < i + tqp(l+p) . 4 
"'i. 2(1+pq) 1+3tp ' p = ' 5, ... 
(3.3.41) [j ;32 p2 + 4&(1+pu) ·_ PP ] 2 < 1 _ tqP~-P) < t.2 P = 4 2(1+pu) l+tp i' 3, ' 
for i = 1, ••• , p, where u = p-3 = q-2, t = ½(q-1) = ~ - 1. 
Proof. To show (3.3.40) it suffices to prove the upper bound in 
{3.3.16) less than that in (3.3.38), 
( 4 ) 1 + qp(l-p) < l tqp(l+p) 3.3. 2 l+tp + 1+3tp ' 
which holds provided 
(3.3.43) t(t+3)p2 + (t-1) 2 p + t-1 > o. 
When p = 4, t = ½i,-1 = 1 and (3.3.43) is satisfied. For p = 5, 6, ••• , 
t > 1, and (3.3.43) is always satisfied if its discriminant is negative, 
(t-1)4 ~ 4t(t-l)(t+3) < o. 




























{3.3.45) ½J,2 - lOp + 16 < 0, 
which is so provided p lies between the roots 10 .± J7;S which ar~ 
about 1.8 and 18.2. Thus (3.3.40) is established for p = 4, 5, ••• , 18. 
For p = 19, 20, ••• , (3.3.43) has real roots, the larger of which is 
(3,3.46) -(t-1)
2 + Jt-1)4-4t(t-l)(t+3) 
2t(t+3) 
which is negative. Thus (3.3.43) holds with p > 0 and (3.3.40) 
is established for p = 4, 5, •••• 
We prove (3.3.41) first for p = 3. Then u = 0 and so we need 
(3.3.47) [j9p2 +2 4& - 3P] 
2 
< 1 _ p(1-e) l+½p 
Since 9P2 + 4& = (p+2)2 , (3.3.47) reduces to 
(3.3.48) ½P2 - p - 1 < o. 
The roots are 1 .± J3 or -.7, 2.7 approximately. Thus (3.3.41) 
holds when p = 3. For p = 4, we want 
[ J 4p2 + &(l+p) l+p - 2p ] 2 < l _ 3p(l-p) l+p 
which after considerable algebra reduces to 
(3.3.50) 
Squaring both sides and cancelling common terms leads to 
(3.3 •. 51) 3P2 ~ 2p - 5 < o. 
The roots are -1 and 5/3 which establishes (3.3.41) also for 
p = 4. (qed) 
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We have therefore shown that for p = 4, 5, •.• the upper bound 
(3.3.11) and for p = 3, 4 the lower bound (3.3.38) are preferred. 
Let us now compare the upper bounds ( 3. 3 .11) and ( 3. 3. 38) when p =· 3. 
We see that (3.3.11) is stronger when 
(3.3.52) r J 9p2 + 4&(1+2p) L 2(1+2p) + 3P ] 
2 
< 1 + p(l+p) 1+1-~p • 
Expanding the left-hand side and cancelling some terms yields 
(3.3.53) 
Squaring both sides yields the cubic 
(3.3.54) 25p3 + 39P2 - 10 > o. 
This cubic has its local maximum at p = -78/75 and local minimum 
at 
,.. 
p = o. Hence there is only one positive root, which equals .4463 
to four places of decimals. Thus (3.3.38) is stronger for p below 
this root while (3.3.11) is stronger above. 
The lower bounds (3.3.ll) and (3.3.38) tend to O and 1 respectively 
as p approaches 1, but (3.3.38) explodes as p becomes large. We 
see that the lower bound (3.3.38) is positive only if 
(3.3.55) 1 + tp > tqp(l-p), 
or for p outside the roots of the quadratic 
which are 
(3.3.56) t ± j t 2 - q/t q 
tqp2 - 2t2 p_ + 1 = 0, 






















For p = 10, for example, t = 4 and (3.3.56) is .032 and .857 to three 
places of decimals. Values of (3.3.56) are tabulated in §3.4. We 
summarize our results in the following: 
TABLE 3.3.1. 
Preferred bounds for Af i = 1, ••• , p, when O < p < 1. 
p Lower Bound Upper Bound 
3 (3.3.38) (3.3.38) 0 <,. < p - .4463 
(3.3.11) .4463 ~ p < 1 
4 (3.3.38) (3.3.11) 
~ 5 (3.3.38) for p near 0 or 1 (3.3.11) 
(3.3.11) otherwise 
We close this section by giving bounds for the average of 
q = p-1 A.'s. These are obtained by applying (3.1.15) to (3.3.ll) 
1 
and (3.3.38). 
THEOREM 3.3.4. The solutions of the maximum likelihood equations 
(3.1.12) and (3.1.13) satisfy,when O < p < 1, a= (1-p)(l+pq), 
(3.3.57) 1 - PP p2p2 + 4&(l+pq) - 2p 1-2pt2+p2q) < I~ 2q l+pq 2 J 
< l + pp p2 p2 + 4& l+pu) - 2p l+pt(p+2)-p2 qu 
2q(l+pu}2 
( 8) 1 _ tp(l+p) < 1:2. < 1 + tp(l:$1 3.3.5 1+3tp J l+tp ' 
for j = 1, ••• , p, where u = q-2 = p-3, t = ½(q-1) = ½P - 1, and 
I~ = .!. ~ t~ . 
J q i/:.j 1 
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For p = 4, 5, •.• (3.3.57) provides the stronger lower bound while 
for p = 3, 4 (3.3.58) gives the stronger upper bound. 
Proof. Substituting (3.1.15) in (3.3.11) and (3.3.38) yields(3.3.57) 
and (3.3.58) respectively after some algebraic manipulation. The 
proof of the theorem is completed using Theorem 3.3.3. (qed) 
Another set of bounds for Ij are obtained by applying (3.1.15) 
to (3.3.16), 
(3.3.60) 1 - p(l:p) < I2 < 1 + p(l+§) l+tp j 1+3tp j = 1, ... , p. 
While of a much simpler form than (3.3.57), the bounds (3.3.60) are 
weaker, as shown by the discussion comparing (3.3.16) with (3.3.ll). 
3.3.2 Case of - 1/q < p < O. 
Many of our results for p > 0 carry over innnediately to the 
case of p < 0, but with the signs reversed. Some results, however, 
become vacuous when p < O. 
Applying (3.3.3) to (3.3.1) we obtain 
(3.3.61) [l+p(q-l)]A~ > pt.(p-Ai) + & ; i = 1, ••• , p, l. l. 
cf. (3.3.5), and so Ai must lie outside the roots of (3.3.6). The 
positive root given in (3.3.7) now provides a lower bound for A., 
]. 
i = 1, ••• , p. Similarly the positive root in (3.3.10) gives an upper 
. bound. We combine these bounds as the following: 
THEOREM 3.3.5. The solutions of the maximum likelihood equations 










































for i = 1, ••• , p, where u = p-3 = q-2 and A (1-p)(l+pq). ct = 
As A p approaches 0 we saw in §3.3.1 that the bounds in (3.3.62) 
both tend to 1. As A approaches - 1/q, however, the bounds tend p 
to 0 and {--p respectively. Since 
- 1/q tends to 0 as p 
goes to oo, we have no counterpart to Corollary 3.3.l for p < O. 
Applying (3.3.4) to (3.3.l) again yields a weaker set of bounds 
than we obtained with (3.3.3). Parallel to (3.3.16) we find 
(3.3.63) 1 + qp(l:p) < ~~ < 1 qp(l+p) i = 1, ••• , p. 
. l+tp 1. 1+3tp 
The upper bound in (3.3.63) is only valid for 
(3.3.64) - l/3t < p < o. 
For p = 3 and 4, (3.3.64) is always satisfied since then 3t ~ q. 
But for p 2: 5, 3t > q and so - l/3t > - 1/q and the valid range 
is restricted to (3.3.64). As p approaches O we saw in §3.3.1 
that the bounds (3.3.63) both tend to 1. As p ~ - 1/q the lower 
bound in (3.3.63) tends to -1, while the upper bound tends to 3 for 
p = 3. When p ~ 4 the upper bound explodes as p ~ - 1/3t ~ - 1/q. 
Applying Lemma 3.3.1 to (3.3.1) yields as counterpart to Theorem 
3.3.2: 
THEOREM 3.3.6. The solutions of the maximum likelihood equations (3.1.12) 
and (3.1.13) satisfy,when - 1/q < p < O, t = ½(q-1) = ½P - 1, 
~2. < 1 - tqp(l-p) . 1 
1\1. l+tp . ; 1. = ' ••• , p., 
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and with max (- l/3t, - 1/q) < p < 0, 
(3.3.66) 1 + tqp(l+p) < A2 i = 1, ••• , p. 1+3tp i 
As already observed, max (- l/3t, - 1/q) = - 1/q for p = 3, 4 
and = - l/3t for p 2: 5. As p approaches O the bounds (3.3.65) 
and (3.3.66) both tend to 1 as shown for (3.3.38). As p approaches 
- 1/q the upper bound (3.3.65) tends to q, while the lower bound 
tends to O for p = 3. When p 2: 4 the lower bound explodes as 
p - - 1/3t 2: - 1/q. As p - ~ both bounds diverge. We will see in 
§3.4 that the upper bound (3.3.62) is stronger than (3.3.65) for 
p?: 5 through p just above - 1/q. 
We have the following slightly stronger counterpart to Theorem 
3.3.3: 
THEOREM 3. 3. 7. The solutions of the maximum likelihood equations 
(3.1.12) and (3.1.13) satisfy,when - 1/q < p < 0, & = (1-p)(l+~q), 
(3.3.67) tqp(l-p) [ p2p2 + 4&(1+pu) ,.. ] 2' p = 3, t.~ < 1 - < - PP 1 l+tp 2 l+pu 
(3.3.68) + 3P] 
2 
< 1 P(l+P) < [ 9f,2 + 4& 1+2p) 1..~ (p = 3), 2 1+2p + 1+1½B 1 
and with - l/3t < p < 0, 
4, 
1 tqp(l+p) < [J p2 p2 + 4&(l+pq) 
+ 1+3tp 2(l+pq) + PP r < Af • p = 4. 5 ••••• 
for i = 1, ••• , p, where u = p-3 = q-2 and t = ½(q-1) = ½I' - 1. 
Proof. It suffices to establish (3.3.68), since (3.3.67) and (3.3.69) 































(3.3~52) which now holds provided the cubic [from (3.3.54)] 
(3.3.70) 25p3 + 35P2 - 10 < o. 
Since the cubic is negative between its local maximum and minimum (3.3.68) 
follows. (qed) 
We summarize our results in the following: 
TABLE 3.3.2. 
Preferred bounds for ~f i = 1, ••• , p when - 1/q < p < o. 
p Lower Bound Upper Bound 
3 (3.3.66) (3.3.65) 
4 (3.3.62) (3.3.65) 
~ 5 (3.3.62) (3.3.62) for 
,. 
nearer 0 p 
(3.3.65) for ,. p nearer -
We conclude with bounds for the average of q = p-1 





THEOREM 3.3.8. The solutions of the maximum likelihood equations 
(3.1.12) and (3.1.13) satisfy,when - 1/q < p < 0, & = (1-p)(l+pq), 
(3.3.71) 1 + pp p
2p2 + 4&(1+pu) 2p l+pt p+2) - p2qu) 
2CJ.(l+pu)2 
< p < 1 - ppj p2p2 + 4&( l+pq) - 2p( l-2pt2+p2q) 
j . 2q(l+pq)2 
1 + tp(l-p) '2 (3.3.72) l+tp < Aj , 
where u = p-3 = q-2 and t = ½(q-1) = ½P - 1 
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and with max (- 1/3t, - 1/q) < p < O, 
( 3 3) ,2. < 1 - tp(l+p) 3 .. 7 /\J 1+3tp -
for j = 1, ••• , p, where I~=(~. 1 • A~)/q. J 1.:,: J 1. For p = 3, (3.3.73) 
is the stronger upper bound, while for p ~ 4, (3.3.71.) provides the 
stronger upper bound. For p = 3, 4 ( 3. 3. 72) i_s the stronger lower 
bound. 
We notice that (3.3.73) only gives an upper bound for p > ~.ax 
(- l/3t, - 1/q). Thus for p 2: 5, (3.3.73) gives no upper bound for 
- 1/q < p ~ - l/3t. 
parallel to (3.3.63), 
(3.3.74) p(l+p) 1 + 1+3tp 
Another set of bounds for I~ 
J 
are obtained 
< 12. < 1 - p(l-p) 
J l+tp j=l, ... ,p. 
in 
These are of a much simpler form than (3.3.71) though weaker. Moreover 
the upper bound is not valid for - 1/q < p :S - l/3t, p 2: 5. 
3.4 Selected Values of the Bounds, with Appli.cations to the Determinant 
of Second Derivatives. Special Cases. 
We now evaluate numerically the bounds obtained in §3.3. We present 
tables and charts of these values and examine their relative strengths. 
We also apply these results to Corollary 3.2.1, in an attempt to prove 
positive the determinant 1!:!.1 1 of second derivatives, where !!l is 
defined by (3.2.5). This would show that the maximum likelihocd equations 
(3.1.12) and (3.1.13) admit a unique real solution. By computation 
we find our bounds tight enough to show 1!!.11 > 0 for a wide range of 

























arc inadequate for use in Corollary 3.2.1. We examine the case· p = 3 
in detail and prove analytically that l!!.11 > 0 for p;: -.2465 (to 
four decimal places). We found J[1 1 > 0 for the remaining range of 
p, analytically when two A,• IS 
l. 
are equal, and by numerical evaluation 
otherwise. We establish a surprising inequality that p and r, the 
average sample correlation coefficient,satisfy. We obtain further 
bounds on A~ when all sample correlation coefficients have the same 
l. 
sign, and in that case find l!!il > 0 whenever p > 0, p;::: 3 and 
p < o, p = 3. 
3.4.1 Bounds Independent of p. 
In Corollary 3.3.1 we obtained bounds for A~ with p? 0, 
independent of the value of p. Since p must be larger than -1/(p-l), 
no such bounds are possible with p < O. The bounds (3.3.13) are 
tabulated in Table 3.4.1 for p = 0 (.01)1 and sketched in Figure 3.4.1 
in §3.4.2. We notice that the bounds almost form straight lines from 
.3820 and 2.6180 at p = 0 to O and 1 at p = 1 (values to four 
decimal places). In §3.4.2 we calculate comparative bounds from Table 
3.3.1 for a wide range of p. 
3.4.2 Tables and Charts for Selected Values when p ~ 4. 
We now present numerical values for the bounds obtained in §3.3 
as indicated in Tables 3.3.l and 3.3.2. We study here the cases where 
p 2: 4 reserving p = 3 for a more exhaustive study in §3.4.3. 
In Table 3.4.2 we give values for the upper bound of from (3.3.ll)for 
p =.025(.025).~5(.05).75(.025).975 and p = 4(1)10(5)50. We notice 
that p must exceed 20 for the upper bound to be larger than 2. In 
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TABLE 3.4.2. Upper bounds for A~~ (3.3.ll); p = .025(.025).250(.050).750(.025).975, p = 4(1)10(5)50. 
,,. p=4 5 6 7 8 9 10 15 20 25 30 35 40 45 50 p 
.025 1 • (,7 1 .v~ 1 • 1 2 1 • 14 1.16 lelb 1.20 1.29 1.37 le44 1 e::>l l .~7 1.62 1.67 1.11 
.050 1 • 14 1.10 1.21 1.25 l • 2:; 1.32 1.35 1.49 1 e60 1•69 1.76 lee3 l.b6 1.93 le97 
.075 1 • 19 l .2:.; l • 3() 1.34 1•39 1.43 1.47 le62 1 • 74 1•83 le9C 1.96 2.c1 2e0:::> 2.06 
.100 1.24 1.31 1.37 le42 1 .47 1.s2 1 • ::6 le72 1 .a:, 1 .92 1.96 2.,:,3 2.00 2 • 11 .2 • 14 
.125 1 • 2C) le3U le43 le48 le5A 1 • ~=;o 1.62 1 • 79 1 •89 le97 2.03 2.os 2.11 2 • 14 2 • 17 
• 150 le33 t.41 1.47 l .53 1. 59 le63 t.68 le83 1 .93 2.00 2.c6 2.1c 2 • 13 ~ • 15 2 • 17 
.1 75 1.36 1 .4"+ 1 • 51 1.57 1.63 le67 1.72 le86 1 e96 2.02 2.07 2 • 10 2. 13 2 • 15 2. 17 
.2oc l • 39 1 .4 7 1.55 1 • I:> 1 le66 1.70 1 • 74 .1 .es 1. 97 2.03 2ev7 2. 10 2 • 13 2 .15 2 • 16 
.~2:S l • 41 1 • :SU 1.57 1.63 le6b 1.72 1.76 1.89 l .97 2. :-J3 2.c6 2.09 2 • 1 l 2 • 13 2 • 15 
~ 
.250 le43 1 .5L.:. 1.59 le65 1.70 le74 1.77 l•9C le97 ;.:::.c2 2.05 2.ob 2. l 0 t: • 1 1 2 • 13 V1 
.300 1.46 1 C -· • ::J-' 1•61 le57 1.71 le75 1.76 leb9 1•95.1•99 2.02 2.eC4 2.05 2.c7 2 eOti 
.350 le46 1.50 1•62 1•67 1•7! 1.75 1. 77 l•d7 1 •92 1•95 le97 1,99 2.00 2.01 2.02 
e4CC le49 le5U 1.02 1.66 1.70 le73 1 • 7":.J leb3 l e87 1.<;,o 1.9~ 1 (.J •• . __ .., 1 .-;;4 1 .9:j l•Y6 
.450 1. ,~5 1 .5:., le6C 1•64 1 e67 le70 1.72 1•79 1.s2 l•B4 1.06 1.~7 1 • t1d 1.89 ledY 
e::>CC le47 1.5_. le56 le61 1•64 le66 le68 1•73 1.77 !e7d 1.00 1.81 1.01 1.02 l•t.2 
.550 le45 1 • =,O l • :.54 1.57 1 •6U 1•61 lec3 1.ca l • 70 1•72 1 • 73 le74 1.74 le7S le75 
.6CC 1.42 1 .4 ., 1 • 5(· 1.53 1 • ::>5 1 -~6 1.ss 1 .52 le64 le65 l .66 le67 1.67 1.66 lebb 
.o~O 1 • :.39 1 • 4_, 1•46 lei.Lo 1 :.: " e -''-' ,. c· ., J. • -'. 1 .52 l • :,5 1 • :j7 le58 1.~9 1.59 le6C le60 le60 
.1cr: 1 • 35 1 .30 1.41 le42 1.44 1.4S 1.46 le48 1 • =>C 1.51 1.51 1.52 1.52 1.52 1.52 
.75(; 1.30 1 .3J 1.3~ 1.37 1.38 1.38 1.39 le4l 1.42 1.43 1.43 1.44 1.44 1.44 1.44 
.775 1.28 1.30 1.32 1.:33 l • 34 1.35 1.36 1.::s 1.39 1.39 1.39 le4C 1.40 le4C le40 
.eoo 1.25 le2d 1.29 1 e3·J 1•.31 1.32 1.~2 1.34 1.35 le35 le35 le36 le36 le36 le36 
.t>25 1.23 '.2=-> 1.26 1.27 1.27 1.29 1 • 29 1.30 le31 1 • 31 1.31 1.31 l .32 1.32 1.32. 
eci::>O 1.20 1.21 1•23 1 • 23 ! • .24 l .24 1.25 le26 1•26 1 • 'i:..7 1.2.7 1.27 l • i!.7 1.27 1.~d 
et37~ 1 • 1 7 1 • 1 0 l • 19 l • 20. 1.zc 1 • 2 1 l • 21 1-~2 1.22 1.23 1.23 1 • 2.:; 1.23 1 .2.:, 1 • i::3 
.9on 1 • 14 1 • 1 .:.) 1 • 16 l • 16 1.16 1 • 1 7 1 • 1 7 I • 1 d 1. l B 1.10 1.10 1.19 1.19 1 .19 1 .• 19 
.925 1 • 1 1 1 • 1 i 1 , ,, ... ~ 1 • 1 2 1 • 1 3 1 • 1 3 1.13 1.13 1.14 1 • 14 1.14 1.14 1 • 14 1 • 14 1 • 14 
.-.;50 l • 07 1. (:0 1.cs leCJ8 leuS lev9 1.09 leu9 l • C9 1 • 09 1 • (i9 1.09 1 • l u 1 • 10 1 • 10 
• ...;75 1.04 l • Cc+ le04 1.u4 1 • 04 1.04 1.04 1 • v=> 1.05 1.05 1.05 l.C::> 1.0::, le0:5 1 • C5 
Table 3.4.3 we present values for lower bounds of from (3.3.11) 
and (3.3.38) for p = .Ol(.Ol).10(.05).95 and p = 4(1)10, 25, 50. 
For p = 4 only (3.3.38) is given (cf. Theorem 3.3.3). For p = 5(1)10 
we present both bounds and indicate where they cross by a dividing 
line. We note that as p increases from 5 to 10 the range for which 
(3.3.11) is stronger increases from p _:5 .50 to p _:5 .85. For p = 25 
and 50 only (3.3.11) is given. As p increases the range of values 
of (3.3.38) which are negative also increases and we present this 
at the bottom of Table 3.4.3 for p:::: 6. We sketch the upper and lower 
bounds from Tables 3.4.2 and 3.4.3 for p = 4 and 25 in Figure 3.4.1, 
together with the bounds independent of p from Table 3.4.1. We notice 
that the convergence of (3.3.11) is rather fast, the more so for the 
lower bound. 
For p < 0 we tabulate the bounds against p subdivided into 
fiftieths of 1/q, the lower limit of A p. For pq held fixed at 
-k, say, the lower bound (3.3.62) converges to a limit as p - ~. We 
have 
(3.4.1) 





As p - oo, p/q - 1 and we obtain in the limit 
(3.4.2) J k2 + 4 ( 1-k )2 - k A ---2-(--1--k __ ) __ < 1· 
Squaring both sides yields 
(3.4.3) . 3k2 - 4k + 2 - 0 k2 + 4(1-k)2 
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TABLE 3.4-.3. Lower bounds for A~ from (3.3.ll/38); p = .0l(.0l).10(.05).95, p = 4(1)10,25,50. 
p 4 5 6 7 8 9 10 25 50 
p (38) (38) (11) (38) (11) (38) (11) (38) (11) (38) (11) (38) (11) (11) (11) 
.01 .g7 .-,4 •96 .c;,o .95 ·86 .94 .• sc .94 .73 .93 •66 .92 e6.C .72 
.02 • ')4 .09 .93 • 81 .91 •72 .69 •bl ·88 .49 ecl7 .35 .~5 • 71 .60 
.03 e92 .t::13 •89 • 73 .a7 .59 '··c: .o ..... .44 .63 e26 .81 •C6 .ao e64 e'::J4 
•04 • E;9 • 1e .86 .64 el:S3 •48 .a1 .2a .79 .06 .77 
-· 19 • 7'::> e!:>9 e:::>O 
.05 eb6 .73 .&3 .57 edC .37 .77 • 13 • 7'::J -.13 .73 -·42 .71 e:3::> .47 
•06 •b4 .09 • ~c, .50 .77 •26 • 74 -.oo .71 -.31 .69 -•6/f, .67 .5.2 e4:J 
.07 .a2 oc. . ~ .77 .43 .74 • 1 7 .71 -. 1.3 •66 -.q6 e66 
-·b3 .64 •OU .4.,; 
•08 e8() .01 .75 .37 .71 .ca .68 -.25 e66 -.61 .6.3 -leul .61 e47 e41 
•09 .77 .::.;7 •72 .31 e69 -.oo .66 -.35 •63 -.74 .61 -1.17 .:;~ .46- e40 
.10 .75 • .::,3 e7C: e25 e66 -•08 .63 -.45 •61 -.87 .58 -1 e31 .56 .44 • .::s9 
.15 .67 .JS e60 .02 
-~6 -·39 .53 -.85 e51 -1.34 e49 -1 .1:n .47 .38 .34 
.20 ebC -~6 .52 
-. 14 .4~ -·60 .45 -1.1,:: 4-..i • oJ -1 e64 .4.2 -2 • .20 .4(.; .3.3 .30 
.2:, .:.:;5 • 18 .44 -.25 • 4 1 -.73 .39 -1 .25 .37 -1 .BG .36 -2..37 .3!:> .29 .27 
.30 .s2 .13 •38 
-·31 •36 -•80 .34 -1 .32 .32 -1 e87 e31 -2.44 e3U .26 e24 
.35 .49 • l 0 .33 -.34 • 31 -·82 .29 -1 .33 • 2€::! -1 .86 .~7 -.2.41 •.C:b e2.J •.:! l 
.40 .49 .10 .28 
-.33 e26 -•BO .25 -1 .29 .24 -1 • tiO .~.:, -2.32 • 23 .2c • 1-:J 
.45 .49 • l 1 •24 -.30 .22 -.7s .21 -1 .21 .2c -1 .69 .co -~.ld • 1 ·~ • 1 7 .16 
•50 .5G • l 4 •2C --2~ • 18 -•67 • 1 b -1•10 • 1 7 -1 e::>5 • 1 7 -~.oo • 1 b • 1 :> • 14 
.55 .:52 • :I. (j • 16 -. 18 • 15 -·56 • 1 ,:... .. _, -.Y6 • 14 -1.37 • 14 -1.78 .14 • 12 ., le 
e6O ·.55 .t:4 • 1 .., -.09 • 12 -.411, • 12 -.s:.; • 1 1 -1.17 • 1 1 -le::S4 • 1 1 • 1 Q • 10 
•65 .59 • _., l • 1 0 .c1 • 1 C -•30 .09 -.62 • 09 -.95 eL:9 
- l • t::8 ou . ., .ocs eOcl 
.70 .63 .~9 .oe • 12 .07 -•15 .07 -.42 .07 -.70 .07 
-·99 .07 eC6 e06 
.75 .66 • L+ 7 .03 
·25 .c5 .02 .05 -.21 QC. . _, -.45 .05 
-·69 .u:; .04 .04 
.so .73 • .=,c:-, •C'4 .3& .03 •20 .v3 •vl .03 --18 .03 -.37 .03 .03 .03 
·d5 .79 .66 .02 e5.J .02 .39 .c2 .25 .c2 • 1 C: .02 
-·04 .c2 .02 .c2 
.90 .a6 .77 .• U 1 .68 .01 .59 (.;, . .. • ,~9 "· , •v~ .39 • 01 • 3C, .en .01 .01 
.95 .93 .oe • C,C) • 84 .oo .79 .oo • 74 • C-~I •69 .00 e64 .c.:J .ou .oo 
(.::Sb) N~GhTJVE C[.:T'JJEEN • 1551 .0896 .c5:.;7 .0429 e0.3~ •OC4 eGOl 
AND .6449 .74j7 .7974 eb..:>~l •b~7 .~::,::, .".:,79 
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As p ... O, k - 0 and the bounds tend to 1. As p - - 1/q, k - 1 
and the bounds tend to O, as observed below Theorem 3.3.5. In Table 
3.4.4 we give values of the limiting bound (3.4.3) as well as the 
bounds from (3.3.62) for p = 4 and 5, with pq = - 49/50(1/50)- 1/50. 
The convergence is very fast; differences between (3.4.3) and the 
bounds from (3.3.62) for p = 4 are all below .02. We notice that 
the lower bounds increase to their limiting values. In Figure 3.4.2 
we sketch (3.4.3). We present values of the upper bounds from (3.3.62) 
and (3.3.65) for p = 4(1)8 in Table 3.4.5. When p = 4 only (3,3,65) 
is tabulated (cf. Theorem 3.3.7). Table 3.4.6 continues the tabulation 
for p = 9, 10, 25, 50 and in both tables p = - 29/30q(l/30q) - l/30q. 
We notice that (3.3.65) is the stronger bound nearer - 1/q in a 
range decreasing from p ~ -20/30q when p = 4 to p ~ - 27/30q when 
p = 50. For 
,. 
p near - 1/q the bound from (3.3.62) may exceed p; 
in such cases we tabulate the value p instead in Tables 3.4.5 and 
3.4.6. The crossing points of (3.3.62) and (3.3.65) are indicated by 
dividing lines. The upper bounds for p = 4 and 6 are plotted in 
Figure 3.4.2. As with the lower bound, when pq is held fixed at -k, 
say, the upper bound (3.3.62) converges to a limit as p ... ~. We 
obtain similarly to (3.4.3), 
(3.4.4) i~ < 3k2 - 4k + 2 + is/k2 + 4(1-k)2 1 2(1-k)2 
Values of (3.4.4) are tabulated in Table 3.4.6. It is clear that 
convergence to (3.4.4) is much slower than to (3.4.3). Figure 3.4.2 
includes a plot of (3.4.4). 
- 49 -
TABLE 3.4.4. Lower bounds for A~ from (3.3.62) for p = 4 and 5 and 
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TABLE 3.4.5. Upper bounds for 
p=4 P=5 
,,. (65) ,,.. (65) (62) p p 
-.:--<22 2.e9 -•242 ·J.62 - ,,-,., ,., :, .... , ..., 
-. 311 2 .7e. -•233 :~.66 ::=:.c0 
-.:mo 2.67 -·2~::J :,.~c 4.62 
-.28CJ 2.5.7 -•217 3.34 4e21 
- • .270 2 .,4-7 -•2vo :., • .2 a 3ed::> 
-.i:..67 2.-38 -•2iJQ 3.Q6 3 • :>3 
-.256 2 • 2tJ 
-· 1 ~i=. 2 • •;,12 3.2:::; 
-.244 2.21 -•IO.:> 2 •.. , ........... 3.c:1 
-.2.3.:J 2 .13 - • 1 7':J 2.67 2. 7<;, 
-.2.22. 2.05 -•167 2.::,6 2.00 
-. c 11 1 .97 
-· l :.:,o c.:. Ll-4 2.43 
-.2co 1 .90 - • 1 =>'J 2 • .34 2.27 
-. lb9 l .6.., -• l 4i:: ~. 2:, 2.13 
-. 1 78 1 .76 - • 1 :.u 2.13 2.01 
-. 167 1 .7(; - • 12:> 2.04 1 .r..;u 
-. 156 1 .64 - • 1 17 1 . ~)~ j .bu . . 
-.144 1 .58 -•lUd 1 .c6 1 .70 
-.1.3.3 1 .52 -•10() l • 76 1 • 6i. 
-.122 1 .47 -•0~)2 1 • 7lJ I e::.A 
- • 1 1 l 1 4 'J • C. -•Co:J 1.02 1 .4 7 
- • 1 oc l .37 -•07;:; 1 • ::>:.J l .4 1 
- • (.'!b9 1 • 32 -•067 1 .1 .. 7 !e3::> 
-.C78 ! .27 -•05o 1 .41 ! .2':i 
-.C67 1 • Z.3 - • 0~)0 1 • 3''- 1 • 2.,~ J. 
-.0'36 i • 1 C -•042 ! .26 1.20 
-.~44 1 • 1 ::. - • (),33 1.22 1 • : 5 1 
-.0:;3 I • 1 -· (')2~, ! • ~ G 1 , 1 . ... 
-.c22 1 .07 -•017 1 r, ! • c· 7 •• 4 ",• 
- .o 11 1 ,... -· • -,-> -•80o 1.0: l .03 
[~_ 
from (3.3.62/65); p = -29/30q(l/3oq)-l/30q, p = 4(1)8. 
p=6 P=7 p=8 
,,. (65) (62) ,,. (65) (62) ~ (65) (62) p p 
-.1,;;3 4e76 6 • .::· (J 
-. l 61 5.7-C 7.00 - .13d 6.63 e.oo 
-·187 4 c=.~ . _,_, 6e:JO -.156 5.41 7.0(., -. 133 6e29 o•OC 
-• 1 t:iO 4.32 5.~J - • 1 50 Sel4 7.00 - • 1 ,cs; =>.96 b•uO 
--173 4 • 1 l -j • 33 -. 144 4.8d 6.44 -.12.4 ::-; • 6::> 7.53 
-•lb7 .:J. ½f2 1+. 7:; -. 13.;/ 4•6J ~-01 -.1 1 '::I =>•3~ 6•42' 
- • 16;) .J.73 4•2:> -.133 4.4;::; 4.=-:,c.. -. 114 :j.Q7 !:>e:::>4 
- • l :.;.j :~ ·== 3.e3 - • 12d 4 • 1 d 4 • .,jb -.llu 4e6U 4.83 
- • l '~ 7 3 • .::.a .; • '•H - • 1 2.2 3 e':76 ,j.oo -.lC:1 4 • :.:>4 ~ •c.4-
-. ! 4(1 3 • 2:2 3.17 - • 1 17 3.76 .:.;.49 -. lCv 4.30 3.76 
-· 133 3.06 2•'-iG - • 1 1 1 3 • !:>b .:., • l:::) -.09::i 4eC7 3.37 
-elc:.7 2e':il 2•67 - .106 3 • .:.,0 2.eb7 -.C90 3e84 .J. ()J 
-. 120 2eT! 2•47 -.1co 3e2Li 2e62 -.086 3e63 2.75 
-·l 13 2e63 2•29 -.094 3.03 c.41 -.as1 3.43 2 e:>l 
-•lL7 2.~o 2 • I .J -.Cf39 2e67 2.23 -.076 3.23 2e31 
-.:v~ 2.37 2.00 -.C83 2.71 .2ou7 -.071 3.05 2 • 13 
-.u'.)3 2.25 ! eo7 -.C7t3 2 e:.)0 1 .":i3 -.067 i'.ed7 1 .9(j 
-.067 2 • 14 1 • 77 -.072 c.42 1 • ol -.G6i'. 2.70 l•d~ 
- • ut.>O 2.c3 le67 - • (:o 7 .2e.C::d 1. 7v -.C:::,7 .:::..::,3 l .7:.., 
-.073 l • -;;.2 1 .~a -.C61 2 • 1 ::> 1 .61 -.C:::>t:.: 2.. :.:,7 l•o_j· 
-. ;,_,67 1.b2 1 - .... •=v - • .::.=~6 2.02 1.s2 -.046 ~.c.2 1 .::;4 
-e06U 1 .72. 1•43 - • ..;5J l .90 ! e44 -.043 2.os 1 e46 
-.os3 1 .63 ! e36 -.C.44 1 .7o 1 • .38 -.G3b 1.94 le.JO 
-• Oti 7 ! • !:,Ii 1 • 31 -eG39 1 .67 l • :, 1 -.033 1.bo 1.3~ 
-.040 l • {J':5 1 • 25 -.C-33 1 .56 l .c6 -.029 1.67 1 .26 
-.033 1.37 1 .20 -.02a 1.46 1 • 20 -.024 1.55 1 .21 .l 
-.c27 lec9 1 • l 5 - • ()22 1 .36 1 • 16 -.019 le43 1 • 16 
-.020 , .21 1 • l 4 -.0!7 1 .27 l • l 1 -.C:14 1.32 1 • l 1 ~ .:. 
-.013 , • 14 ! • ·~ 7 - • ,-. 1 1 1 • l -, 1 • :;7 -.OlG 1 •;;::: 1 1 .o7 . 
-.u.J7 1 .07 !eG3 -.C-C6 I .~e 1 eU3 -.005 1.10 1 .03 









-. 117 7 • 17 
-. 112 6.7fJ 
-.1na 6.42 
-. 104 6eC7 
-. 100 5.74 
-.096 5.42 
- .• 092 5. 13 
-.087 4.84 
-.Qcj3 t;...57 


















-.004 1 • 12 
I r I 
Upper bounds for 
p=lO 
(62). p (65) 
9•00 
-· 107 s.51 
9•00 -.104 8e04 
9•00 -.1 QC 7e60 
8•58 -.096 7. 18 
7•20 -.093 6e7tj 
6 • 1 1 -.089 6.41 
=>•2:.> -.085 6e0::> 
4•36 -.061 5.71 
l;.•00 -.078 5e38 
3•5::> -.074 s.c7 
3•17 -.070 4.77 
2•6t.> -.067 4.4":1 
2•59 -.Go:J 4.2~ 
2.•37 -.059 ·3.96 
2 • 1 o -.056 3e71 
2•01 -.os.2 3e4c3 
1 •c37 -.048 3e25 
1 •7!::) -.044 3.03 
1•64 -.041 2.e2 
1•55 -.037 2e62 
1•46 -.033 2.43 
1•3~ -.030 2.~5 
r-3~ -.026 2.07 
1 •26 -.02~ 1 .c;u 
1 •2 l -.019 le73 
1•16 -.015 le58 
1 • 1 1 -.011 1.42 
1•07 -•007 1 • 21:J 
1•03 -e004 1.14 
[ [ [ ( I [ [ [ f I 
from (3.3.62/65), (3.4.4); p = -29/30q(l/30q)-l/30q, p = 9,10,25,50. 
p=25 P=50 Limit 
(62) p (65) (62) p (65) (62) (3.4.4) 
1 (., • 0.J -.0403 22•::>4 25.J(; -.0197 4::>e93 so.oo 843.00 
10.oJ -.0369 21.17 25.0G -.0190 43.Q::, 50.~o 197e99 
1 (.) • OQ -.0375 19.88 25.Ju -.0184 40.34 46.~9 b2e99 
9e61 -.0361 18.66 20.61 -.0177 37.78 2~.06 44.23 
7.93 -.o.:;47 1 7 • ::.1 1 1 4e94 -.0170 35.37 l':le6l i:'.6e96 
6e64 -.0333 :6.42 11.26 -.0163 33e09 14e0() 17e94 
5•64 -.C319 l~.38 8.76 -.0156 3Ce93 1Ge4~ 12.72 
4e85 -.C3C6 14 .4{1 7.01 -.C!5G 26e88 8e09 9e46 
4e21 -.0292 13.47 5.73 -.ut43 26e93 6e45 7e31 
3.7.._; 
-.0278 12 • :Jtj 4e79 -.u 1 .:.:,5 2::>eCb '=>•c.7 =>•~3 
3e29 -.0264 11.73 4.u7 -. U 1 i;::9 23.3.2 4e4Q 4e77 
2 • 9-:;, -.cc5u 1u.9.J 3.::>c -eOb::.2 i:! 1 • 64 .., • 7:> · 4e00 
2e66 --0230 1~.16 3.0o -.0116 20.04 3.24 3.4~ 
2•42 --0~22 9.42 2.1.3 -.01(;9 18e51 2e8::> 2.97 
2e2i::. -.02~8 de72 2.4~ -.0102 l7e05 2. :,,3 2e6c 
2ev4 -.0194 s.os 2.21 -.0095 15.66 .2.27 2.34 
le90 -.Cl81 7.L;.O 2.02 -.aced l4e32 2.07 2 • 11 
1 .77 -.Ql67 6.79 1 • ::i6 -.0C8~ 13.Q4 le69 1.92 
1•66 -.0153 6 • 19 1.72 -.0075 1 1 .a 1 1.75 le77 
le56 -.0139 5.53 l .61 -.ao6a 10e63 le62 le64 
le47 
-•Cl25 s.Jt:3 1 .51 -.0061 9.49 ! .5~ le5.3 
1.3~ -.c111 4.!:::>5 1 .42 -.C054 8e4C 1.43 1.44 
1.33 -.0097 4.05 1.34 -.004~ 7e35 leJ5 le35 
1.26 -.006.J 3e56 1 .2E:s -.0041 6e34 1.~a 1.20 
1.21 -.Cv69 3.10 1 .22 -.Ou.34 5e37 1 • i::~ 1.22 
1 • 16 -.0056 2.65 1 • 16 -.CG27 4e43 1.16 1 • l 7 
1 • 1 1 -.0042 2.21 l • 12 -.0020 3.53 1.12 1 .12 
1.07 -.co2e 1 • 79 1 .07 -eCD14 2e66 1.07 1.07 
1.03 -.0014 1.39 1.03 -.CCW7 le81 1.04 1.04 
Comparison of Figures 3.4.1 and 3.4.2 indicates that the bounds 
for positive p are much tighter than those for negative p, with 
a sharp divergence of the upper bound for p negative nearing - 1/q. 
We now apply these bounds to Corollary 3.2.1 in an attempt to prove 
1!!.1 I > O. We find that the bound_s are tight enough to establish 
(3.4.5) p2 qMm - (M-1)(1-m) = d, 
say, positive and thus l!!.11 > O, for most positive p but no negative 
p, p 2: 4. In Table 3.4.7 we give values of d for p = .10(.01).40 
and p = 4(1)15. Table 3.4.8 continues the tabulation for p = 20(5)50(10)100. 
We used (3.2.45) and (3.2.46) in computing (3.4.5), with ~ from 
(3.3.11) and t2 the larger of the lower bounds from (3.3.11) and 
m 
(3.3.38). We have not tabulated d for p < .10 since we found all 
values negative and for p > .40 since we found all values positive 
and increasing in p. The region of interest is where d = 0 and 
this is sketched in the two tables. For p = 4, we find 1!!.11 > 0 
for p 2: .30 while for ·p = 5 we need p 2: .37. Then as p increases 
the range of positive d also increases to p 2: .13 for p = 100. 
All values correct to two decimal places. The reason for the "jump" 
between p = 4 ·and 5 is the increased strength of the bound (3.3.38) 
when p = 4 (cf. Theorem 3.3.3). 
We can also apply the above bounds on t 2 to sufficient conditionD i 
for 1!!.11 > 0 other than d > O. It suffices for (3.2.13) that 
(3.4.6) 























r r I [ I r [ [ ( I ( [ L t I [ 
-· 
TABLE 3.4.7. Values of (3.4.5); p = .10(.01).40, p = 4(1)15. (Positive entries imply 1!!.11 > O.) 
,,. p---4 5 6 7 8 9 10 11 12 13 14 15 p 
• 1 0 -.02 -.03 -.05 -.06 -.oa -.09 -·11 -.12 -.13 -. 1 S -. 16 -·17 
• 1 1 -.02 -.04 -.n5 -.07 -.C9 -.10 -•12 -.13 -. 15 -.16 -. 17- -• l B 
• 1 2 -.02 -.04 -.('6 -.c•a -.1c -. 11 -·13 -. 14 -. l ~) -.17 -. 18 
-· 19 
• 13 -.02 -.05 -.07 -.vs -.10 -.12 -·13 -.15 
-· 16 -. 17 -. 18 -·19 
• 14 -.C3 -•0=> -.01 -.C,9 -.1 1 -. 1 :.i -•14 -.15 -.17 -. !u 
-· 19 --20 
• 15 -.03 -•O=> -.ocs -.10 -.11 -.13 -·15 
-· 16 -.17 -. ld -. 19 --~o 
•lo -.03 -•C6 -.c~ -. 10 -.12 -.14 -•15 -. 16 -.17 -. l 6 -. 19 -.20 
• 1 7 -.(;3 -·06 -.os - • 11 -.12 -.14 -·15 -. 16 -.17 -. 1 tj -. 19 -el 'i 
• 18 -.03 -.c7 -.09 -.11 -.13 -.14 -•lt> -·16 -.17 -.1a -.1a -.18 
• 19 -.03 -•07 -.c9 --11 -. 13 -.14 -• 15 -·16 -.17 -. 17 -.17 
-· 17 
•20 -.03 -·07 -.o9 -.11 -.13 -.14 
-· 15 -. 16 -. 16 -.16 -.16 
-· 16 
•21 -.C3 -.07 -.o<? -.11 -.13 -.14 -•14 -. 15 -e!5 -. 15 -.15 
-· 14 
.22 -eC.3 -.07 -.10 -.11 -. 12 -.13 
-· 14 -·14 -.14 -.14 -.13 -.12 
.23 -.03 -.07 -.09 - • 1 1 -. 12 -.13 
-· l 3 -. 13 -.13 -. 12 - • 11 
-· 10 
.24 -.03 -·07 -.09 -.11 -.12 -.12 
-· 12 -.12 -.11 -.10 -.09 -.07 
•25· -.02 -.07 -.c9 -.10 -.11 
- • 11 
-· 11 - • 1 C -.c<.J -.ca -.06 -.04 
•26 -.02 -·07 -.c9 -.1u -. 1 (' -.1-;; -•C9 -.oa -.c.;.7 - • o:; --~3 -•Cl 
•27 -.u 1 -·07 -.co -.()9 -.09 -.vs -·07 -·06 -.04 -.02 I .oo •OJ 
.20 -.01 -.07 -.oe -.0e -.oa -.u7 -•O!:::> -.u3 -.Gl I .01 .04 .07 
•29 -.oo -·06 -.07 -.07 -.C6 -.05 -•03 -.00 I • ()2 .05 eC9 • 12 
.30 .cu -·06 -·06 -.86 -.04 -.J3 -.~c I .c3 .06 .10 • 13 • 17 
.31 .01 -·05 - • (}!:i -.04 -.03 -.Jc I -~3 e06 .10 • 14 e 19 .23 
•32 .02 -·05 -·04 -.03 -.oc I .c3 • C:6 .18 • 15 • 19 e24 •30 
.33 .03 -·04 -.o3 -.01 I .02 .06 • 10 • 15 .20 e2::> • 31 .37 
•34 .04 -.c3 -.01 I • 01 .c,5 .09 • 14 • 19 •25 e31 e38 e44 
.35 .otS -.02 I .81 .04 .ca • 13 • 19 .25 e31 ~-· .45 .53 •-b e36 .o7 -.cc .02 .c6 • 1 l • 1 7 .24 .31 • .Jes .46 .:54 e62 
.37 .ou •Cl eO=> .OY • 15 .2£! •29 .37 .4::, .54 e6.:.:S e7e:.. 
.39 .09 • ()3 .c7 • 13 • 19 • 27 .35 .44 • :)3 • 63 .7:.; •CJ 
.39 • 1 1 •C5 • 1 C • 16 .24 .:J3 e42 .52 .02 e7'2. .83 .94 
e40 .13 .07 • 13 .20 .29 .39 .49 e6C • 71 .83 .95 1.07 
TABLE 3.4.8. Values of (3.4.5); p = .10(.01).40; p = 20(5)50(10)100. (Positive entries imply 1!!.11 > 0.) 
,. 
p=20 25 30 35 40 45 50 60 70 Bo 90 100 p 
• 1 0 -.21 -·25 --27 -.2s -.29 -.29 --29 -~28 -.z.7 -.24 -.22 
-· 19 
• 1 1 -.22 -·25 -.27 -.27 -.28 -.27 -.27 -.2:> -.c2 - • l St -.15 -.11 
• 1 2 -.23 -.2:=; --26 -.26 -.26 -.25 --24 -.20 -. 16 -. 12 -.07 -.c2 
• 1 ~ -.23 -•24 
-•c'= -·24 -.23 -.22 -.2c -.15 --1~ -.04 .c2 .ca 
• 14 -.22 -·2:3 - • 2._" -.22 -.20 -. 1 cl -. 1 ~ -.09 -.02 I .c:; • 13 .20 
• 15 -.c.2 --2~ -.21 -. 19 -.16 -.13 - • 1 C, -.02 • 'v7 • 1 :> .2:;; • .:.,4 
• 16 -.21 -·28 -. ! 8 - • 1 5 -.12 -.~B -.c3 • 06 • 1 7 .27 • .:;a .49 
• 1 7 -.19 -. l 8 - • 1:, -.1 1 -.06 -.(.;1 .04 • 16 .28 4'' • V .53 •66 
• 18 -. 18 -. 15 - • 1 ! -.06 -.~c .06 • 12 .26 e4C .::;~ .7o ed5 
• 19 -.16 -. 12 -.c6 -.00 I .u? • 14 2' • ".3 7 e:::>4 .71 edt:> leG6 . .
.20 
-. 1 ~ -.oo -.01 • ·~6 • 1 4 .23 .32, • =>0 .o";) etiY le09 1 e&:."i 
V1 
.21 - • 1 r_.. -.c,4 . (; , .. • 1.3 .23· -~ ~ .43 .64 e66 1.ca 1.31 leS4 O'\ ·--2"j 
-.07 ... , l • 1 1 .21 .3.2 .44 ,.. c:: 8·' leC4 1.3~ 1 • ::,5 1 .a 1 • C. • ::>::> . ~
.23 -.03 .e7 • 18 .3G .42 .56 e69 .96 1.2::3 1.53 1 .a2 2 • 11 
-2~ . '-· "- • 1 3 ·26 .40 .:-;4 -,.:, •O~ .84 1 • 1 5 le46 1.78 2.11 2e43 
• 2:::5 • i.6 • 2c~ .34 .50 .66 .83 1 • oc 1.35 1. 7u 2.06 2e42 2e7d 
·26 • 12 • 2.7 .44 .62 .so .99 1 • ! 8 1 .57 le96 2.36 2.76 · 3. 1 o 
•27 • l 6 .35 • ~54 • 7L~ .95 1.16 1 .37 ledC 2.24 2e6d 3. 13 3.5d 
•2fJ .25 • 4~"1 e66 .sa ! • 1 1 1 • 3,~ 1 • 58 2.06 2.55 3.04 3.53 4e02 
.2c; .32 • =,4 .7s lev3 1 .29 1 • 5:3 1 • 81 2.34 2edd 3 .42 3e96 4.50 
.30 e4G •6= .92. 1 • 1 9 1 • 4e l • 76 ~.(;5 c..c4 .:.: • .c::.:.3 ..,.b.3 4.42 => .ot.:: 
.31 .49 .77 1.07 1 .37 1.60 2 .co ~.3c c:..9b .., oO l 4.c:.7 4 • r;2 ~-~d 
•J2 .58 .9c.; 1 ·23 ! • ~6 l • 9 1 2.2:-: 2•61 3.Jl 4.u..; 4.7'::J :>e47 6 • 19 
• ":1 ""l 
-~ .69 1 • L-4 1 •4'..J 1 .77 2 • 15 2.:;3 2.91 3el:9 4e47 ::,.26 6eC5 6eti4 
.34 eBS 1 • 19 1.58 l. 9':.1 2.41 2.a3 3.25 a. 1 Q 4e95 :>e8l 6e68 7.54 
• .35 .<ji::_ 1 3c~ • ..J 1 .79 2.24 2.69 3.15 3e6l 4.2.:>4 t>.47 6.41 7e35 s.29 
e36 1.C-6 1 •52 2.01 .. , r ,., '-. _)...., 2.99 3.49 4.0c :5•01 6.C:3 7.os a.ca 9ell 
.37 I • 2 :_; 1 •71 2.24 2..78 3.32 .J.d7 4.l.2 5.52 6e63 7.75 8e86 9.98 
·38 ! .3o 1•92 2 .~-0 3. :;8 3eo7 4.27 4.a7 6.07 7e2ci 8.49 9e70 10e92 
.39 1 • :=i:J 2. 14 2.77 3.41 4eC:: 4. 7...,, s.::;5 6.66 7.97 9.29 10.61 1 1 .93 
•4C 1 .71 2e:Jo j.07 j.76 4.46 =-· • 1 7 5.aa 7.3~ b.7~ 10.1::. 1 1.59 13.o~ 
-, 






(3.4.7) l 1 2 p > 0, ~+-> . l+pq ~ , l+p2q 
·(3.4.8) 1 1 2 p < o. 1-p +-> ; . ~2 l+fq 
"M 
Making ~ the subject yields 
(3.4.9) 
~< 
1 ~ p 
1 +Jp 
(l-p){l+p2 q) (3.4.10) 
~< p~ 1 - ff 1 2A A2 q • 
- p-p q 
Since ~~ 1 the bounds are restricted to 
A p. It follows that 1!!.il > 0 whenever all 
the indicated regions for 
A~, i = 1, ••• , p ,are 
1. 
bounded above as in (3.4.9) and (3.4.10). For p ~ 4 we find by 
numerical computation that (3.4.9) exceeds the corresponding bound 
from (3.3.11) for a range of p totally included in the range for 
which we found d > O. Furthermore 1/(l+Jp) is only just less than 
the lower bound on p for which d > O. Hence we do not present a 
tabulation of (3.4.9). As p ~ - 1/q, the bound in (3.4.10) tends to 
1 + 1/q. Thus for fairly large p we can infer that 1!!.11 > 0 only 
for a very narrow range of values of A~. We recall from Tables 3.4.5 
1. 
and 3.4.6 that the corresponding upper pounds for A~ are much higher 
than (3.4.10). In Table 3.4.9 we give values of (3.4.10) for 
p = 4, 5, 6, 8, 10 and p = 1 - fi{q(29 + Jplq,)/30, (Jplq,(1 - Jplq_)/30), 
1 - Jplq,(l + 29Jplq_)/30. We notice that even at p = 4 we would 
need all A~ to be less than at most 
1. 
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p = 1 - ,fplq(29 + ,{plq)/30, (,{plq(l - ,{plq)/30), 1 - ,fplq(l + 29,fp'Tq)/30, p=4,5,6,8,10. 
P=4 
{3.4.10) 
1 • (.l(:J3 
leulll 
l • Cl It 
1 • 02.:.,e:, 
1.0.:J04 
1.c.:1ib 
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1 • 08U9 
1.cs.;uE, 
1 • l ,;_;;;, 1 
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which reduces to 
(3.4.12) 4 4 p(l + p2 q)(2-p2 q) > 2 EA .. 
i=l 1. 
Similarly it is sufficient for (3.2.11) that 
(3.4.13) 
Substituting (3.2.4) into the right-hand side yields 
(3.4.14) p 4 p[2 + p2 (p-2)] > 2 E ti. 
i=l 
The left-hand side of (3.4.12) exceeds that of (3.4.14) for 
p ~ 1/q; otherwise that of (3.4.12) is the smaller. We find an upper 
bound for EA~ using (3.2.35). We obtain 
]. 
(3.4.15) ~ t~ < p(r2 + t2 _ r2t2). 
• 1 1. - 'ti m "M m l.= 
Hence we have as sufficient for 1!!11 > O. that 
(3.4.16) 
(3.4.17) 
We found, however, by numerical evaluation that (3.4.16) and (3.4.17) 
. 
are weaker than that of Corollary 3.2.1 for all p. 





1 + p(l;:~) < t~ < 1 1+3p 2 1. 
1 - p(l:e) < ;._2 l+2P i 0< 
t2 < (1 + p l+p 
i 1+3p 2 [ 
1 ,. 
- 2 < p _::5 0, 
p < 1 ' 
+ 3p r, 9e,2 + 4& 1+2p) O~p< 2 l+~p 
The first upper bound in (3.4.20) is stronger for p below the 
positive root of the cubic equation (3.3.54), which we found to be 
.4463 to four decimal places. Above this root the second upper bound 
is strongero This is illustrated in Table 3.4.10 and Figure 3.4.3 
1. 
which contain values and a plot of (3.4.18) through (3.4.20) r 7spectively. 
We apply the above bounds to prove 1!!11 > 0 for all positive p 
and about half the range of values for negative p. 
THEOREM 3.4.1. The matrix !!i of second derivatives at solutions of 
the maximum likelihood equations (3.1.12) and (3.1.13) _!!. positive 
definite for p = 3 and p ~ -.2465, ~ four decimal places. 
Proof. It suffices to prove (3.4.5) positive with 
(3.4.21) A2 = 1 - p(l-p) . r2 = 1 + P l+p) 
m 1+½S ' ·"M 1+3p 2 
for p > 0 and reversed when p < O. From (3.2.45) we have when 
p>O 
(3.4.22) 1 + p 
m = (1+2p){l+~·p) 
and· reversed when p < O. 
is positive provided 
1-½p+p2 /4 M = --.....-....------( l-p) ( 1-½p+p2) 
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TABLE 3.4.10. Bounds for A~ when p = 3 from (3.4.18-20/24); p = -.475(.025).975. ]. 
,., (18/19) (18/20) (24/20) A (19) (20) p p 
-.475 e 1320 1.9189 1•4283 .275 .8247 1.2482 1.3415 
-.450 .238::J le8419 1•3627 .300 .8174 le2690 1.3547 
-.425 .325~ 1.7690 le3030 •325 .8113 lec895 1.36:55 
-.400 .4000 le7000 1•2486 •350 .8064 1.3J9o 1.3740 
-.375 .464J le6346 1 • 19':.f::> .375 .8026 l.J:.:SOO 1 e.:.:SdO:..:S 
-.350 e:>21 1 le5727 1 • 15:::>2 •400 edOOu leJ::>00 le.3ci44 
-.325 .5720 le5142 1 • 1 1 ::,5 e425 .7'-id':::, l.J69cS l • .366S 
-.300 .618~ le4588 le0803 e450 .7980 l e3o96 l•3U67 
-.275 .6600 le4065 1 .0494 .475 .7985 1.4091 1 .38:>0 
-.250 .7000 le3571 1.0227 .500 .sooo le4286 1.3cll5 
-.225 .736b le3106 1.0002 •525 .8025 1.4479 le3763 
-.200 .7714 le2667 •550 .8059 le4671 1.~695 
-.175 .ao4i:! 1.2253 .575 .a102 le4862 1.3610 
-·150 e835:.:> le1865 •600 .8154 le5053 1.3510 
-.125 .8654 1 • 1500 •625 .8214 l .5242 1.3395 
-.100 .8941 1 • 1158 •650 .8283 1e5430 1.326':> 
-.n75 .9210 leOb38 .675 .8360 le:>618 1.3120 
-.oso .948b 1.0538 .700 .8444 1 e5ti05 1 .2':162 
-.025 .9747 1.02~9 •725 .d::>.37 1.~~91 lec!.790 
0.000 1.00~0 1.0000 1.0000 e750 ed636 leol76 le.:::.604 
.025 .975~ le0247 le0481 .775 .t3743 1.6361 1.240!:> 
e05C .9537 le0488 1 • 0925 .aoo .8857 1 .6545 . 1 .2193 
.075 .9331 1.0725 1•1333 ·825 .8978 le6729 lel967 
.100 .914J 1.::>957 lel705 e850 .9105 leb912 1.17~8 
• 125 .8971 1 • 1184 1.2042 •875 .9239 1 • 7095 1.1475 
el 50 .8814 t.1408 1•2346 .900 .9379 1 • 7277 1.1209 
el 75 .867~ lel629 1.2610 •925 .9526 1 • 7456 le0929 
.200 .854::> 1.1846 1•2860 .950 .9678 1 • 7639 le063~ 
.225 .8433 1 e206.t 1 •3072 .975 .9836 l • 7820 1.032:) 
.2sc .533.:., t.2273 1•32:,7 
~ 
Figure 3.4.3. Bounds for ~~ when p = 3. 
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(3.4.23) 4 + 15p - 6p~ - 4p3 > o. 
We also obtain (3.4.23) with (3.4.22) reversed since (3.4.5) is 
synunetric in M and m. The cubic in (3.4.23) is positive between 
its two larger roots which are -.2465 and 1.4830 to four decimal 
places. Hence the result. {qed) 
It remains to be shown that 1!!.il > 0 for - ½ < p < -.2465 
before we can conclude uniqueness of solution of the maximum likelihood 
equations when p = 3. From (3.4.10) we have 
(3.4.24) ~ < (1-p)(1+2p2) ; p ~ 1 - 4, 
l-2p-2p2 
as a sufficient condition for (!!1 1 > O. The values of the upper 
bound in (3.4.24) are well below those from (3.4.18) as tabulated in 
Table 3.4.10 and sketched in Figure 3.4.3. From (3.4.16), after 
substituting (3.4.18) .we have 
(3.4.25) p < o, 
as sufficient for l!!il > O. We can simplify (3.4.25) to 
In the region - ½ < p < O, the cubic in (3.4.26) is negative and so 
(3.4.18) is of no help. 
We may write 1!!.il in terms of a determinant of order three using 
(3.2.22). Before doing this we write (3.1.12) as 
- 63 -





rl3 ] ( ll ) 
r23 t2 
1 t 3 
[ 
A1 - (l-p)/A1 ] 
= (1+2p) A.2 - (1-p)/A.2 
t - (1-p)/~ 3 3 
the first equation in (3.4.27) may be expanded as 
(3.4.28) p(r12t 1A2 + r 13A1A3) = ti(l+p) - {l-p)(l+2p). 
From (3.1.16) we have that 3P = r 12A1A2 + r 13A1A3 + r 23t 2A3• Substituting 
in (3.4.28) yields 
(3.4.29) pr23A2t 3 = (l+p)(1-ti) + p
2 
= (l+p)(t~+t3-2) + p2 , 
using (3.1.15). Similar expressions follow for r 12 and r 13 • When 
p = 0 we obtain immediately A= e and from (3.1.16) 
- -
(3.4.30) rl2 + rl3 + r23 = o. 
We do not require r 12 = r 13 = r 23 = O. When p J 0, (3.4.29) leads 
to expressions with rij as subject, 
(3.4.31) 
(l+p)(l-ti) + p2 
r23 = pX2R3 
= 
(l+p)(t~+A3-2) + p2 
~t2t.3 
for example. 
Since rij can be written wholly in terms of p, tf and Aj' i ~ j, 
so can l!!.11. From (3.2.22) we find with i = 2, j = 3, 
(3.4.32) l!!.11 = 192IJ!ell( a2p2 AiA~A3 ), 































































6 + 2& , 
pr23A2A3 1 
!!e = -1~~ -1' 
t,_2 - 1, 
2 
A A A 
1 A.2 - 1 pr23 2 3 2& - 3 , 2 
1 (l9tp)A3 , 
b + 20' A.2 _ 1 3 
A2 - 1, 
3 
6p2 
Substituting (3.4.31) in (3.4.33) leads to 
&+3(1+p)A~, (p+2)2 -3{1+p)(A~+A3), A~ - 1 
(3.4.34) 1 l!!e I = °f.i (p+2) 2 -3{l+p)(t..~+t..3), &+3(l+p)A3, 
A2 - 1, 2 A2 - 1, 3 
't_2 - 1 
3 
A2/A p (X 
We have not been able to analytically prove (3.4.34) pe$itive directly for 
A~~ A3. When A~= t3, however, we can do so. Substituting t 2 for 
the common value, (3.4.34) reduces to 
(3.4.35) l!!el = 3[{1+p)(3A2 -l)-p2 J 
We will need the following: 
(l+p)(5-3A2 )-p2 , A2 - 1 
2(A2 -1) A2/A , p (X 
LEMMA 3.4.1. Let the quadratic ax2 +bx+ c {a> 0) have two real 
~ s and t. Then O ~ u ~ t and s ~ v ~ 0 provided 
(3.4.36) au2 +bu+ c, av2 + bv + c < O • 
Proof. The roots are s = {-b-Jb2 -4ac )/2a ~ 0 and t = (-b+)b2 -4ac )/28?_ O. 
Then s ~ v provided -b-J b2 -4ac ~ 2av. Since v ~ 0 we get 
(-2av-b)2 ~ b2 -4ac. Cancelling yields av2 +bv+c < O. The rest of 
(3.4.36) follows similarly. {qed) 
- 65 -
The first factor in (3.4.35) is positive provided 
or .p lies between its roots. The positive root exceeds 1 provided 
1 - 2(3A2 -l) < 0 or A2 >½,applying Lemma 3.4.1. From Figure 3.4.3 
we see that tf < 2, so when two Aj are equal we must have 
t2 > (3-2)/2 =½{cf. Theorem 3.3.8). The negative root from (3.4.37) 
1 1 1 is less than - 2 provided 4 + 2(3~2 -1) - {3t2 -l) < 0 ~2 1 or /\ > 2 , 
using (3.4.36) again. Hence (3.4.37) is established for - ½ < p < 1. 
The second factor in (3.4.35) is positive provided 
or t 2 -l lies between its roots. From Theorem 3.3.8 we have 
( 4 ) p(l-p) < ~2-1 < -p(l+p) 1 A 
.3. 039 2+p /\ 2+3p ; - 2 < p < o. 
The positive root from (3.4.38) exceeds the upper bound in (3.4.39) 
provided 
(3.4.40) 
This reduces to 
or p outside the roots of p2 +Sp+ 6 = 0 which are -4 .± jTo = 
-7.2, -.8, approximately. The negative root from (3.4.38) is less 
than the lower bound in (3.4.39) provided 
























which reduces to 
The first term within the square brackets is positive for 
while the second is always positive, being a quadratic with complex roots. 
Thus When ~~ ~ ~3, (3.4.34) does not 
appear to be tractable analytically. We evaluated it numerically for 
P = -.4995(.0005)-0495(.005)-.245, with ~~ ranging from ~ to 1 
to max(~!, (3-~~)/2), dividing each 
interval into sixths. All values made (3.4.34) positive provided 
l~I > O. We generated sample correlation matrices ! by decreasing 
the off-diagonal elements from (.95, .95, .95), (.95, .95, .90), ••• 
in ordered increments of .05 through (-.95, -.95, -.95), and requiring 
positive definiteness. For the 7035 matrices that resulted we found 
IJ½I > 0 in each case. Therefore, unless there is some extreme 
behavior of for and 
-1 < P < -.2465, the second deri-
vative matrix !!i is positive definite when its components satisfy 
the maximum likelihood equations (3.1.12) and (3.1.13), and so 
RESULT 3.4.1. When p = 3 the maximum likelihood equations in Theorem 
3.1.1 admit~ unique real solution, which is consistent. 
The 7035 sets of maximum likelihood equations due to the above 
correlation matrices, were solved iteratively using a new Fortran 
program written by Dennis R. Lienke, on the CDC 6600 at the University 
of Minnesotao The method is based on the.doctoral dissertation by 
Brown (1966), and requires only (m2 /2) + (3m/2) function evaluations 
per iterative step compared with m~ + m evaluations for the Newton-
Raphson method, where m is the number of equations. When m = 4 
this represents a saving of 6 evaluations in 200 The algorithm in 
Algol is described by Brown (1967). All 7035 sets were generated and 
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solved in 185.108 seconds of central processor time, with about 4 
to 6 iterations per set given initial guesses of 1 for ~f and 
the average sample correlation coefficient r for p. The convergence 
criterion used was that I (Xr-Xr_1)/Xr I < 10-4 for iterations r = t,t+l, 
t+2; t ~ 1, for each variable x = p, ~l' A2 , A3 • Selected values are 
given in Table 3.4.11. Figure 3.4.4 gives values of p and tf aelected 
to indicate t! and ~- Our t~eQretical bounds closely approach ~hese 
values though a stronger upper bound is needed wheIJ. p > o. 
Our numerical investigations led us to suppose that either 
- ½ < p ~ r ~ 0 or O,:::: r,:::: p < 1. We prove this below using: 
LEMMA 3 .• 4 .2. Let = 1, 2, 3, be three nonnegative quantities 
3 
with ~ x.2 = 1. Then 
i=l 1 
(3.4.44) 2 
with equality if an~ only if all the 
Proof. Let us write 





s = I: x. 
. 1 1 1= 
Then s 3 = I: x~ + 3[n(nd +rue)+ d(dn + dx) + x(xn + xd)] + 6p, and 
1 
s2 = 1 + 2(nd + nx + dx). Thus nd + nx = ½(s2 -1) - dx, etc. Sub-
stituting yields s 3 = L x~ + 3[n(½(s 2 -l) - dx) + d(½(s 2 -1) - rue)+ 
1 
x(½(s 2 -1)- nd)] + 6p = L x~ + 3s(s2 -l)/2 - 3p. Hence ~ x~ = s(3-s2 )/2 + 3P 
1 1 






























t. . TABLE 3.4.11. Selected values of ,. and tf, i 1, 2, 3 based ·on p = 
... 
7035 sample correlation matrices. 
... 
rl2 rl3 r23 r 
,.. t_2 t2 t2 No • of p 1 2 iterations 
.95 
- • 15 - • 3=> • 150 • 1 75 1.or1 1 .048 ec:37:j 5 
.CJC .~0 e4::> .617 e624 l • 074 1 • 0~>4 .b72 4 
.go -e25 -e5::> .033 e041 1 • 023 1 • 0 1 1 .965 6 
.85 c;c:· ... ·-' • 4:..> .617 e622 1.073 1 .032 .896 4 
•65 -.c:s -.5.:J .083 .099 t.G57 leC13 .930 5 
.so • 8(1 .3:.:, .650 e657 1 • 131 9j= . ...;_• .935 A 
.so • 2,:-, .20 e4QC e412 l • C54 1 • ::)64 • ci7e;. 5 
.so --.35 --6~ -ec,67 -•084 .9l;. 7 • 97":J 1. c;, 76 6 
e75 • .:~c -.;:;~ .333 .34 7 1.102 l • C 13 .sas 5 
.75 -•20 -.6~ -.c17 -•02..) e98d .996 1•016 5 
.70 .65 • 1 "' .463 .494 1 • 132 .943 .924 5 
.7o .20 -.20 .233 .247 1. 087 1.01c .904 5 
e7Q 
--30 -·4:::l --017 -•019 .99.2 .994 1•014 ~ 
.65 .55 • 1 O .433 .441 1.1 ~:6 e96A .93:> A 
.65 • 15 -.so • 1 oo • 1 1 1 1 • 860 .996 eY44 5 
e65 -.35 -.5::-i -.c:83 -•098 e95C .972 1 • (J78 5 
.60 • 1 (1 -.6'=' •:; 1 7 • C; 1 9 1.c12 .998 .989 =s 
e6C -.40 -.5() -.1 oo -. 115 e9Ao .962 1.~90 5 
.55 e4c -.1,,J .263 .292 1 • Q87 .975 .93d 5 
.55 - . ('(• 
-· l_,~ • 167 e 172 1.J33 1.:,2:> • ':ic+.::: :> 
.55 -.4~ -.au -.233 -ei:.SJC .757 .~.j(..-, 1 .:Jo7 6 
.~c • 3(• • 1 .j .Joo e303 1. 046 1.co1 .~::il 4 
.so -. c.5 -.6J -. (:,:::,(; -.~56 .967 1.000 1. 032 5 
e50 -.6c -.6:> -.250 -.297 .9~4 .861 1. 3:,5 6 
e45 • 20 - • 1:; • 167 • 1 71 1 • :,4 6 .996 e95B 5 
4c:; . ~ 
- • 15 - • 9::> -.217 -•286 .673 1 • C59 1. 26d 6 
e4Q • 4~, -.10 .233 .235 1 • Q65 .908 e':i6ci =' 
.4o • C!:; -.():'.> • 133 • 136 le C22 l•OlC .969 lL 
e40 -.35 --6~ -.200 -·226 ,864 .963 1 • 1 73 ~' 
.35 .25 -,7c -0033 -•C38 .974 le\)11 1 • O 15 ~-- ) 
.3~ -.10 -.9:.> -,233 -,3c4 .646 1. (i9J 1 • 26 ! 6 
.35 
-· 7:i -ed.:.:> -e417 -e487 .-:.3:5 .7~d 1. 677 6 
e3c --~0 -.4:.> -.oso -.053 • ,;,7c, le(JQ3 1.c,19 5 
.30 -.45 - • (>:.J -.267 -.297 .a31 .933 lec!.37 5 
.25 .c5 -. 2(; eG33 •034 1. 008 .999 .993 4 
.25 -.1c - • E~:) -.233 -.277 .73B 1 • ('; 7~ 1 • 191 6 
.20 .2c • 1 0 • l 67 • 167 1 • 8 l C .99~ .995 4 
.20 -.10 -.6::> -.250 -.295 .712 1 • 08:1 1 • 197 5 
• 15 - • 4r:5 --6~ -e317 -•342 ,812 • 9,, 3 1.246 ==5 
• 1 O -.15 -.2J -.J83 -.084 .989 .994 1 • C 17 4 
e05 • C5 -.7.:) -.217 -.242 .816 1.0°2 1. 092 5 
.o5 -.40 -.5-:., -.203 -,294 .9o5 .9:::3 1.142 5 
-.co -. 6(: -.6.::.J -.417 -.44.:, .797 .ss-, 1 • .34~ 5 
-.os -.20 -.60 -.2B3 -.29::::i .o54 1.042 1. 1 v4 5 
-.·J5 :..5c -.6:J -•4CO -.418 .790 .941 1 • 269 5 
-.10 -.25 -.4C; -.2:5:::: -.2:,2 .947 1,co1 1. 052 4 
-.15 
-· 15 -.20 -. 157 -el67 .993 1.co3 1. 003 
,, 
-.15 -.4(: -.50 -,35(. -e.355 .90d .974 1 • 116 ,, 
-.25 -•40 - • 4~) -.35(; - • 3:; 1 ,971 ,971 1.0:;9 4 
-.35 -.35 -.5::. -.450 -•455 .776 1 • 1 1 2 1 • 1 12 .... 
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Figure 3.4.4. Selected values of p and A~ from 7035 sample 
-------- -- 1 -----------
correlation matrices, with best theoretical bounds 
from Figure 3.4.3. 
\ . -- 2' ~112.0 ,. t~ ,. A~ p 1 p 1 \ 
0\ 
0. 1::: 
- ..... 92 1.920 
-.475 1.861 
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Now s 2 - 2 = -1 + 2x{n+d) +2nd:::: 2x{n+d) - x2 , since 2nd< 
n
2 + d2 = 1 - x2 • Thus (3.4.47) holds provided s[2{n+d) - x]:::: 9nd, 
x ~ Oo That is 2(n+d)2 + x(n+d) - x2 :::: 9nd or 2(d-n) 2 + x{n+d) -
x2 < nd. If 
(3.4.48) e = x d ; 6 = d - n, 
we need e2 + eo - 262 ;:: O, which ·is so whenever e > 6. To prove 
(3.4.47) when € < 6 we write s2 - 2 = -1 + 2n(d+x} + 2dx:::: 
2n{d+x} - n2 , since 2dx < x2 + d2 = 1 - n2 • Thus we need 
s[2(d+x} - n] _:::: 9dx, n ~ Oo [When n = 0 we need s 2 - 2 _::: 0 which 
follows from (d+x) 2 - 2 = x2 + d2 + 2xd - 2 _::: 2(x2 +d2 -1) = O.] 
Substituting (3.4.48) we obtain 2e2 + n(d+x) - n2 < dx or 62 + e6 - 2e2 ;:: O, 
which is so provided 6 > e, thus completing the proof. {qed) 
COROLLARY 3.4.1. 
3 
Let u., i = 1, 2, 3, be three nonnegative quantities 
- 1 




3 3 3 3 
2( E u~ - E u ) > E u1 - 3 IT u., i=l i=l i i=l i=l 1 
The inequality (3.4.49) follows from (3.4.44) by substituting 
u1 = ~ x1• An interpretation of the differences compared in (3.4.49) 
may be made as follows. From the Cauchy-Schwarz inequality 
Eu~• Eu > (E u2 ) 2 = 9 and Eu.< 3 [cf. (3.3.3) ]. Thus 
1 i - i 1 --
(3.4.50) 3 3 E u~ > 3 > E u., 
i=l 1 - - i=l 1 
while by the arithmetic mean/geometric mean inequality, 
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(3.4.51) 3 3 1/3 3 Eu. > 3 If u. > 3 II u ... 
i=l l. - i=l l. - i=l l. 
Thus (3.4.49) asserts that twice a Cauchy-Schwarz inequality-type-
difference is at least as large as an arithmetic mean/geometric mean 
inequality-type-difference. 
We use Corollary 3.4.J. to establish part of: 
RESULT 3.4 .• 2. When p = 3, either 
or 
(3.4.53) 0 ~ r ~ p < 1, 
where r = (r12 + r 13 + r 23 )/3 is the average sample correlation 
coefficient and p is the maximum likelihood estimate of p ~ given 
- --- 3 -
by the unique solution of (3.4.27) and EA~= 3. 
. 1 1 l.= 
Using (3.4.31) we have when p ~ O, 
3 3 (l+p+p2 ) Et. - (l+p) EA~ 
i=l 1 i=l 1 (3.4.54) r = ----,4.-----
3P 11 A. 
i=l 1 
so that r ~ p (p > 0) or r ::'.: p (p < 0) provided 
(3.4.55) 
3 3 3 3 
a2 c E t. - 3 II t . ) - ca+ 1) c E t.~ - E t . ) < o. 
·1]. ·1 1 ·1 1 ·1 1 -1= 1= 1= l.= 
Applying Lerrana 3.4.1 we· find that the negative root from (3.4.55) is 
at most -½ and the positive root at least one provided 
3 3 3 3 
2 ( E A~ - E A. ) > E A. - 3 IT A. , 




































which holds by (3.4.49). Equality holds if and only if p = r; 
A~= l;i = 1, 2, 3, as observed in §3.1. When p ¢ 0, all r .. = r 
i l.J 
in additiono It follows from Result 3.4.1 that p = 0 if and only if 
r = O, and so p = r if and only if f:. = e for all p 
- -
1 in (- -, 1). 
. q 
It remains to be shown that p and r have the same sign. This 
is so provided 
(3.4.57) 
making the numerator fn (3.4.54) positive (p positive or negative). 
We verified by.computer that subject to ~Af = 3 and Am< Ai< AM, 
~ t.3 t.3 + -;:_3 + t.3 
i M d m 
--=------, max 
~ f:.i ~M + t.d + Am 
where ~2 = 3 - f:.2 - f:.2 • We evaluated (3.4.58) numerically using d M m 
(3.4.18) through (3.4.20) for f:.m and f:.M and p = -.4995(.0005)-.495 
(.005)-.245, -.2(.1).9,and found(3.4.58) exceeding 1 + p2 /(1-+$) 
with p 2: -.4965. For -.4995,::: p _::: -.4970, (3.4.58) made l~I < O; 
the largest value of the left-hand side of (3.4.58) with 1!1 > 0 
was found always to be larg~r than 1 + p2 /(1+p) in this range. Thus 
(3o4o57) and our result are established. 
3.4.4 ~of!!!, Sample Correlation Coefficients with Sa~ Sign. 
Further bounds on f:.~ apply when all sample correlation coefficients 
i 
have the same sign. Suppose first that all rij > O. If p < 0 then 
from (3.3.l) 
(3.4.59) (1 + p(q-1))~~ < &. l. 
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Summing from i = 1, ••• , p we obtain O < -p2 q which is not possible. 
Hence p > 0. This proves : 
THEOREM 3o4.2. ~ p > 0 at least one sample correlation coefficient 
When all is positive, and when p < 0 !! least ~ is negative. 
sample correlation coefficients~ the~ sign, p also has that 
sign. -
We thus have the reverse inequality to (3.4.59) regardless of 
sign. Similarly from (3.3.31), 
(3.4.60) [1 + (q-l)plt~ - a< ½Pqa2 • 
1. 
Combin~ng these results we have the following: 
THEOREM 3.4.3. When the sample correlation coefficien·ts are either 
all positive or all negative and t = ½(q-1) = fill - 1, 
-- ------ -- -- ---- --
(3.4.61) qp2 qtp2 1 - l+(q-l)p < ~~ < 1 + l+{q-l)p; i = 1, ••• , p. 
As 
,. 
tends to 0 both bounds to 1, while as ,. tends p converge p 
to -1/q or to 1, they converge to 0 and 1 fil>• Both bounds are 
weaker than previous bounds for most positive ,. and even quite small p 
p, but are uniformly tighter for all negative ,. and all We p p. 
remark that the bounds (3.4.61) are symmetric about p = 0 with the 
positive side inflated to q times the negative side. 
Using the strongest of the bounds (3.4.61), (3.3.ll), and 
(3.3.38) in Corollary 3.2.1, we found by numerical evaluation that 
(3.4.5) was always positive, p > O, p 2: 4. Thus l!!.il is positive, 






















When p = 3, (3.4.61) becomes 
(3.4.62) 2 A2 A2 - _e_,. < ~2. < 1 p 1 l+p. A 1 + l+a; i = 1, 2, 3, 
which we sketch in Figure 3.4.3. Applying (3.4.62) to Corollary 3.2.1 
yields for p < o, 
1 + ½P 1 m=--------: M=~ A3 " (X ' l - p 
which substituted in (3.4.5) gives 
(3.4.64) 
The cubic in (3.4.64) has one real root of p = -½ and is monotonically 
increasing. Hence (3.4.64) is positive for A 1 p > -2 and so 
for -½ < p < 0 and all sample correlation coefficients negative. 
3.5 Iterative Solution 2.!._ the Maxinrum Likelihood Equations. 
The maximum likelihood equations in Theorem 3.1.1 may be solved 
iteratively by the procedures given in §2.4. We use the Newton-Raphson 
process based on the initial trial solution of ~ = e and p = r, the 
- -
average sample correlation coefficient. By substitution in (3.1.31) 
through (3.1.33), (3.lo4), and (3.1.11), we find the first iterate to 
be, using (2.4.5), 
< 3. 5 .1) -·.a. = - I - - - .. _ - - - - - ~ - , 
( 
l,) (e \ [2(R-l*R+l), 2[(1+rq)2 I-(l+r2 q)R] e/a2]-l (2(R-l*R-I'e) 
Pi r / 2f [ (l+rq) 2!_-(l+r2 q)~.J/a2 , pq(l+r2 q)/a2 o 
where [ and. a are li and ex, respectively, with r replacing p. 
As in §2.9 we substitute !, for ! in the matrix of second derivatives 
and obtain 
- 75 -
t:.1 _ ~ 2!,, Q 2 ~ ~-t+!.. , -r'!!:._/ a ( * ) ( ) ( 1 )ll c--1 - > ]-1 ( 
\ P; - \ r + Q.', 1 -rqf /a, pq(l+r2 q)/a2 
The matrix to be inverted is (3.1.35) with r replacing p. Using 
(3.1.39) we have 
2a 2 1 q 
--- I+ r ee'(--- + -) 
2a+pr2 - --- 2a+pr2 P' 
ar=.' /p, 
Since R-1~-R = - 1- I - ! R we obtain c~·-l n' [ ( ) ],,. I - I 
- - 1-r - a _, B. *BJ~ :: l+r q-1 ~ a - r:IJ a, 
where !,_= (!-!_).!:,., the vector of row sums of sample correlations. Thus 
( --1 ) 1 * 1-~ *! ~ = r!./ a - qr2 ~_/ a and ~· (!:-[- *BJ!:. = 0. Hence p 1 = r and 
(3.5.4). ,* r (1 - qr2) 1\1 = r + e, 
- 2a+pr2 -. 2a+pr2 -
which is (2.9.11) with r replacing p. Han (1967) obtained (3.5.4) 
and proved that JN (~t) - £(t)), where ~t) = (Q-l1,~){-t), has 
a limiting multivariate normal distribution with mean Q and covariance 
matrix proportional to the upper left-hand corner of (3.1.24). It 
* follows that JN (y1 - y) has the same limiting distribution as 
given in Theorem 3 .1.4, where X = (2,( 2 ) 1 , p) 1 • Han ( 1967, 1968) 
obtained large sample tests of homogeneity of variances based on 
(3.5.4) similar to those given in §2.9.4 and compared them with other tests. 
Anderson (1963), Lawley (1963), and Gleser (1968) have given related large 
sample tests for testing homogeneity of correlation coefficients. 
3.6 Efficiencies of the Sample Quantities. 
In this section we evaluate the limiting relative efficiencies of 
n2 e and r and compare our results with those of §2.9.3. From 
(3.1.24) the limiting covariance matrix of the maximum likelihood estimate is 
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!2( 20' ! + p2~1 [ 1 + i])~2, {ap/p)sl2) ] 
2a+pp2 2a+pp2 P 
2 (2)' {ap/p)sz_ , 012/pq 
while that of the sample quantities is 
(3.6.2) 
from (2.9.42), (2.9.l~O), and (2.9.36). We thus see innnediately that 
the average sample correlation coefficient is an asymptotically 
efficient estimate of p. Using (2.6.3) we obtain: 
THEOREM 3.6.1. ~ asymptotic relative efficiency of the sample 
variances in!: multivariate normal distribution with equal but unknown 
correlations is given by 
1 
Proof. The efficiency is the ratio of the determinants of the upper 
left-hand corners of (3.6.1) and (3.6.2). In (3.6.l), the p x p 
matrix has a multiple root of 2a/{2a+pp2 ) and a simple root of 
1 + qp2 , while that in (3.6.2) has a multiple root of 1 - p2 and 
the same simple root, establishing (3.6.3). (qed) 
We note that (3.6.3) is the same as (2.9.55), the asymptotic 
efficiency of the modified estimator £(2 ) = (1 + [p(p-r)q]/2a) 2 E_2 ~, 
when p is known. Thus Table 2.9.2 and Figures 2.9.1 and 2.9.2 also 
apply to (3.6.3). The joint asymptotic efficiency of ~2 =._ and r is 
also given by (3.6.3). To see this we must prove(3.6.3) the ratio of 
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the determinants of (3.6.l) and (3.6.2). Using the Frobenius-Schur 
method the desired efficiency reduces to 
(3.6.4) I 
_ 2a (! + ~: ~· >I 
2a+pp2 • 
, l c1-p2)1 + p2~, c1-q/p)I 
the matrix in the numerator has multiple root 2a/(2a+pp2 ) and simple 
root 1, while that in the denominator has multiple root 1 - p2 and 
simple root also 1. Thus (3.6.4) equals (3.6.3) as claimed. 
Corollary 2.9.4 also applies to the asymptotic efficiency in 
Theorem 3.6.1. That is (3.6.3) tends to 1 as p tends to 1, 
hnd has a minimum value over positive p at 
(3.6.5) p p - 4 + ,/ p(p+8) 
= 4(p-1) 
as in (2.9.58). Values of (3.6.3) at (3.6.5) are tabulated in Table 
2.9.3 and illustrated in Figure 2.9.3. 
3.7 Case o~ Variances Equal but Unknown. 
When all the variances are equal but still unknown, the maximum 
likelihood equations can be solved explicitly. We write the covariance 
matrix 
(3.7.1) 
and study the problem in terms of p and A where following (3.1.2), 
(3.7.2) AD e = De/ a = Xd = L 
- -
















































(3. 7 .3) · t = A2f (~-l*!9! - 2p log A + log l~I, 
using (3.1.3). Differentiating with respect to A yields 
(3.7.4) at '( -1 ) I oA = 2~ ~ *~ ~ - 2p A, 
and with respect to p gives, as in (3.1.11), 
(3.7.5) at - A2~•.4. - (l+p2q)AE d'Rd - ppq 
q> - (l-p)2 a2 - -- 0/ 
Setting (3.7.4) and (3.7.5) equal to zero, and substituting (3.1.8) 
in (3. 7 .1~) yields 
(3.7.6) 
,. ,. 
pa pqpcx - , 
t.
2 
= (1+/lq).!!_1 .!!.-P.!!.'M = (1+P4) 2.!!_'.!!_-(l+p2 q).!!.'M 
from which follows innnediately that 
(3.7.7) 1 + pq = d 1Rd/d'd, 
.,_,,,,,,,.,,,..., .__ ....... 
in parallel to (3.1.14), and 
(3.7.8) p = d 1 (R-I)d/qd 1 d, 
,..,.__, --... ...................... --... 
which equals r, the average sample correlation coefficient when all 
the sample variances are equal. Substituting in (3.7.6) yields 
(3.7.9) t2 = p/d'd = 1/B2. 
--
As in Theorem 3.1.3 we deduce from (3.7.7) that 
(3.7.10) - ! <!ch (R-I) < p < ,! ch1{R-1) < 1. q q p-- - -q --
We obtain the covariance matrix of the limiting distribution of 
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JN.(82 - cr2 , p - p) from the second derivatives of .f,. From (3.7.4) 
we have 
(3.7.11) 
while from (3.7.5) we obtain 
(3.7.12) p2 t _ 2As:!.'.4. _ 2A(l+p 2 q) d'Rd. 
oAoP - (l-p )2 0!2 - -
Using (3.1.33) the second derivative with respect to p is 
(3.7.13) 
Following the proof of Theorem 3. l. 4 the des ired covari.ar1ce matrix 
is the limit of 
o2 t o2 t 
--, oAop 
½ [- 1/203, nE oA2 (- 1/203, ~) (3.7.14) 0, 0, o2 t c,2t 
op oA-, op2 




, OJ [ 1, -pq/ct] [ 1/cr2 , 
o, 1 -pq/0!, q(l+p 2 q)/0!2 o, 
in parallel to (3.1.34}; inverting yields 
(3.7.16) 2 p 
, 








































-The first term in (3.7.16) can also be obtained immediately from 
Corollary 2.4.2. 
We verify that: (3.7.8) and (3.7.9) maximize the likelihood by· 
showing that the matrix formed from (3.7.11) through (3.7.13) is 
positive definite when (3.7.8) and (3.7.9) are satisfied. Substituting 
(3.7.8) in (3.7.11) yields 4p/t2 , and in (3.7.12) gives 2ppq/2A 
usi.ng (3. 7 .5). Substitution in (3. 7 .13) completes the matrix to be 
(
4p/A2 , 2ppq/aA) 
(3.7.18) 
2ppq/&~, pq(l+p2q)/&2 
It suffices for positive definiteness to prove the determinant positive 
since the diagonal elements are clearly so. Expansion gives 
4p2 q/a2 A2 for the determinant and so (3.7.18) is positive definite. 
We assemble these results in the following: 
THEOREM 3.7.1. In!: p-variate normal population with covariance 
matrix 
(3.7.19) t = cr2 [(1-p)I + pee'], 
- - -
the maximum likelihood estimates are 
(3.7.20) 
where d is~ vector of sample standard deviations,!_ ~~sample 
correlatfon matrix, and q = p - 1. The limiting distribution of 
Ji ( &'2 - cr2, p - p) , where N is the sa:nple size, is bivariate normal 
----- ----- --
with mean vector 0 1 and covariance matri.x 
------- -
(3.7'.21) 
where ~ = (1-p)(l+pq). 
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The maximum likelihood estimate cr2 is the average sample variance, 
while ,. p is the ratio of the average sample covariance to the average 
sample variance. Using (3.6.2), we find that JN(cr2 - a2, r - p), where 
r is the average sample correlation coefficient, and JN(cr2 - cr2 , p - p) 
have the same limiting distribution. 
The exact marginal distributions of cr2 and p nay be 
found as follows. If 
~r3' ~ = 1, ... , N, is a random sample from 
N(J:!,_, ¥._ = cr2 [ (1-p )1 + P~1 ]), then t'~a' 13 = 1, ... , N, is a 
random sample from N(!:_' ~, fg_), where p is an orthogonal matrix 
-
with first column !:.f,JP and 
(3.7.22) [ 
(l+pq) Q' ] 
"f_''i/,p = cr2 
Q (1-p )l_ 
Thus 82 (1+pq) follows the same distribution as cr2 (1+pq)x~_/N 
independently of qo2 (1-p) which is distributed as cr2 (1-p)x~(N-l)/N. 
Hence o2 is distributed as 
(3.7.23) 
where the chi-squares are independent, and p follows the same 
distribution as 
(3.7.24) p 1 -
q + l+pq F 
1-p N-1,q(N-l) 
which we note is independent of cr 2 • 
This model with equal variances and covariances is often referred 
to as that of intraclass correlation (cf. Olkin & Pratt (1958), 























p and their distribution are given by Selliah (1964), who 
observes that 82 is the unique minimum variance unbiased estimator 
of o2 , since it is unbiased and Lt'$!, i'(~-IJ.~.J is a complete 
sufficient statistic. The estimator ,. p is not unbiased; Olkin & 
Pratt (1958), however, have shown that ,. ·c1 i i "2) P F 2, ; 2N; 1 - p is 
the u~ique minimum variance unbiased estimate of p, where 
F('fl, v; y; x) = ~ r((ii)l( '111-k)r v) 
k=O r r v r y+k 
is the hypergeometric function. 




When the variances are known the maximum likelihood equation 
for the common correlation coefficient p is a cubic. We write the 
covariance matrix 
(3.8.1) i = R = (1-p)I + pee', 
.._. --.., .... .....,,...,,,,, 
setting the variances equal to unity, which loses no generality. 
Then from (3.7.5), with X = 1, 
(3.8.2) 
d'd ot -- (l+p2q) d'Rd - ppq 
dp = (l-p)2 - a2 a 
which put equal to O gives the cubic equation 
When P·= 1 the left-hand. side of (3.8.3) equals p(pd'd-d'Rd), which 
r,.,_ --- -.. -----
by Lemma 3.1.1 i.s always positive; when p = - 1/q, we obtain 
-(p/q)d'Rd which is always negative. Hence (3.8~3) always admits 
--
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one real root between - 1/q and l; in general, (3.8.3) must have 
one or three real roots, and in the latter case two roots may fall 
between - 1/q and 1 and both give relative maxima of the likelihood. 
We would in such a case choose the root which gives the larger value 
of the likelihood, or the smaller value of 
(3.8.4) 
A root. of (3.8,3) will give a relative maximum of the likelihood when 
the corresponding value of the second derivative of t is positive. 
Using (3.7.13) we have 
_02_.i = _2_i_' !_ + _2 (_q_-_1-_3_pq~-~p-3q_
2
_) __ d '_L_d _ pq ( l+p2 q) 
(l-p)3 a3 a2 
Substituting d'd satisfying (3.8.3) gives 
--
(3.8.6) q(l-p)[p(l+pq)(p2 q+2p-l) + 2(1-p)d'Rd]/&3• 
--
A necessary and sufficient condition for (3.8.6) to be positive is 
that 
(3.8.7) 2(1-p)2_'M_ > p(l+pq)(l-2p-p2 q}, 
or equivalently 
(3.8.8) 
found by substituting (3.8.3) in (3.8.7). 
We can solve (3.8.3) explicitly (cf. Birkhoff & Maclane (1953), 
pp. 96, 112-113) as follows. Let 















: ' ~ 
L 
(3.8.10) 3c = q(2f ~p); d = i' i-~·~. 




y3 + 3hy + g = 0, 
2 h = ac - b. 
Making the so-called Vieta substitution 
(3.8.13) y = X - h/x 
we obtain the quadratic x3 - h3/x3 + g = 0 so that 
(3 .8.14) 3 1 j 2 3 x = 2C -g .'!::g + 4h ) 
which gives six solutions for x in the form of cube roots. Substituting 
these in (3.8.13), we get three pairs of solutions for y, and hence 
p, paired solutions being equal. One root will always be real, while 
the other two are complex conjugates of each other provided the 
discriminant in (3.8.14), 
(3.8.15) 
otherwise there are three real roots. 
Following the discussion by Kendall & Stuart (1967), pp. 38-39, 
for the special case p· = 2 {which we study in §3.8.l), we find 
THEOREM 3.8.1. The maximum likelihood equation for the_ common 
correlation coefficient in a multivariate normal population with 
known variances admits~ uni~ue solution between - 1/(p-1) and 
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1 with probability tending to 1 ~ the sample size N ~ ~. 
Proofo It suffices to prove that the limit in probability of the 
left-hand side of (3.8.15) is positive. Let the limits in probability 
of b, c, d, g, and h be the corresponding quantity with an asterisk. 
Then from (3.8.9) and (3.8.10), since d'd tends in probability to p 
--
and d'Rd to p{l+pq), we have 
--
(3.8.16) * 2 * * 3b = -pq p; 3c = pq; d = -pqp. 
Hence, usi.ng (3.8.12), we obtain 
(3.8.17) * 235 2 * 23 2 g = - p q P ( 1 + qp ) ; h = .e._g__ { 1 - qp ) , 3 9 3 3 
so that the left-hand side of (3.8.15) tends in probability to 
(3.8.18) 6 9 2 2 4p q (1 + qp) /27, 
which is always positive. (qed) 
Writing a= (1-p)(l+pq) as before, we find that the expectation 
of (3.8.5) tends to 
Thus JN(p - p) has a limiting normal distribution with mean 0 
and variance 2a2 /pq(l+p2 q), where N is the sample size and ,,. p the 
real solution of (3.8.3) between - 1/q and 1 which makes (3.8.4) 
the s~allest. From Theorem 3.7.1 we recall that JN(r - p), where 
r is the average sample correlation coefficient, has a limiting normal 
distribution with mean O and variance 2a2/pq. Thus the asymptotic 































(3.8.20) ·- 1/q < P < lo 
As p tends to - 1/q, (3.8.20) tends to q/p, which for p not 
too small is near 1. For p ~ 0, (3.8.20) decreases as the dimension 
p becomes large. 
Another estimator of p is the average sample covariance {we 
are taki.ng all variances equal to unity): 
(3.8.21) * r = ~ c . ./pq. 
i,Jj 1J 
* From Lemma 2.9.3 we find that ,/N(r - p) has a limiting norrral 
distribution with mean 0 and variance 4/p2 q2 times the sum of 
the elements in the lower right-hand corner of (2.9.34), 
(3.8.22) 2[(1 + p(q-1)}2 + p2 q)/pq. 
* Thus the asymptotic efficiency of r is 
(3.8.23) ci2/(l+p2 q)[(l + p(q-1))2 + p2 q] 
which is always less than or equal to the efficiency of r since 
if< {1 + p(q-1))2 + p2 q. We see this by expanding if and cancelling 
common terms, obtaining p2 q - 2p(q-1) - 3 < 0 as an equivalent 
condition. The result then follows by Lemma 3.4.1 with u = 1 and 
V = - 1/q. 
3.8.l Case of p = 2. 
When p ~ 2 the maximum likelihood equation (3.8.3) simplifies 
but remains a cubic. Substituting i'!!_ = c11 + c22 and 
s!_'fu!. = c11 + c22 + 2c12 in (3.8.3), we obtain (cf. Kendall & Stuart 
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(1967), pp. 38-39) 
The condition (3.8.8) that a solution p maximizes the likelihood 
reduces to 
(3.8.25) 
In an unpublished paper, Madansky (1958) obtained the complete 
solution of (3.8.24) for the maximum likelihood estimate p. Let 
(3.8.26) v = c12 - 3(c11 + c22 - 1), 
(3.8.27) w = c12 [9(4 - c11 - c22 ) + 2cf2 J/2lvl
312
• 
Then the solution of (3.8.24-) which maximizes the likelihood is: 
(3.8.28) ,. 21 I ½ . h C i . h-1 ) p = 3 v s 1.n 3 s 1.n w V < 0, 
2 .1 ( 1 -1 ) c 12 I 
= 3 v2 cosh 3 cosh w + 3 ; v > O, wl ,::: 1, 
1 4 C 
- g v2 cos(.! cos-1w + ....TI) + 12 · > 0 I I < 1 
-3 3 3 3 ,v 'w ' 
3 1 
cl2 cl2 3. 
= 3 + (cl2 + 27) 'V = Q. 
The last solution occurs with probability zero. Asymptotically 
the first solution applies since v tends in probability to p2 - 3 < O. 
Madansky's method apparently does not generalize directly to the 
case of arbitrary p > 2. Differentiating the left-hand side of 
(3.8.3) gives the quadratic 



































This tends in probability to p2q3(qp2-3) which is negative for all 
p · between - 1/q and 1 only for q ~ 3 or p ~ 4. When p = 2, 
q = 1 and (3.8.30) reduces to 4v. 
The asymptotic efficiency of r, now the only sample correlati.on 
coefficient is 
(3.8.31) 1/(l+p2 ), 
from (3.8020), while that of * r, now the only sample covariance is 
(3.8.32) (1-p2)2/(l+p2)2, 
from (3.8.23), as given by Madansky (1958). We sketch (3.8.31) 






~. --r .. ·-,-·'--·-2-------~•-· P 
-1.0+ -.8 -.6 -.4 -.2 O .2 .4 .6 .8 1.0-
Figure 3.8.1. Efficiency of sample correlation coefficient r and 
- * sample covariance r when variances are known and p = 2. 
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IV. OTHER CORRELATION STRUCTURES 
We can extend the procedures used in Sections II and III to 
more general assumptions about the correlation matrix. Motivated 
by Anderson (1966) and (1968) we study the situation where the covariance 
matrix 
m 
(q .• 1) t = 6(1 + E p K )6 = 6M, 
- -- g-g- -g=l 
or the correlation matrix has linear structure. We assume that the 
diagonal matrix !:_ of standard deviations is unknown, and that 
~l' !,2 , ••• , ~ are ~ given symmetric linearly independent zero-
axial matrices with unknown coefficients p1, p2 , ••• , pm so chosen 
that ~ is posHive definite. The component matrices may be zero-axial, 
i.e., have diagonal elements all zero, since R has diagonal elements 
-
all unityo 
In Section III we studied the special case of (4.1) with m = 1 
and K1 = ~·- !_. Other special cases of (4.1) are considered by 
Joreskog (1963) and Aitkin, Nelson, & Reinfurt (1968). 
We will estimate the unknown variances and coefficients 
by the method of maximum likelihood. As in Section III we study the 
problem in terms of 
(4 .2) 
whera, as in (3.1.2), the elements of A are ratios of sample to 



















I l J 
u 
as in (3.1.3). We differentiate (4.3) with respect to 1 and 
p1, ••• , Pm·· From (3.1.4) we recall that 
(4.4) 
Let us write 
Then writing (oJf1/?f2) for oR-1/op ; g = 1, ••• , m, etc., we find 
- g 
(4.6) (o~l}-- - R-l{oR~R-1 -- (- R-lK R-1. 1 } cie., - ~'- • - -g--- , g = , • • •' m 




= (tr R-lK; g = 1, ••• , m} 
- -g 
ot { -1_ _ , < -1 -1 :r,, 1 ~ = tr R 7C - A R K R, *~ l; g = 1, ••• , m 0£ --g ---g -
W~ equate (4.4) and (4.8) to zero to obtain 
THEOREM 4.1. The maximum likelihood equations for the unknown quantities 
in the covariance matrix t =~(I+ Ep K )~ in a p-dimensional normal 





(4.10) A-1 A-1 A-lA A tr R K = tr R K R /\RA; g = 1, ••• , m, 
--g --g--
A 
where ~ and ~ ~ the maximum likelihood estimate and sample 
correlation matrices, and A(-l) = i-1~. is the Hadamard inverse of 
1 = k:_ which contains ratios of sample to maximum likelihood estimate 
standard deviations. 
Premultiplying (4.9) by A' yields 
-
(4.11) 
while multiplying (4.10) by Pg and summing over g = 1, ••• , m gives 
(4.12) 
using {4.11). 
As shown by Anderson (1958), p. 47 and Anderson (1966) the equations 
in Theorem 4.1 admit at least one real solution. When there is more 
than one we choose that which minimizes (4.3). From Chanda (1954) and 
Anderson (1966) we find that (4.11) and (4.12) admit a consistent 
solution and the usual asymptotic theory applies. 
We proceed by finding the second derivatives oft. From (4.4) 
we find 
(4.13) 
as in ( 3. 1. 31) , and 
(4.14) do~t, = (- 2(R-lK R-l*R)A,' g = 1, ••• , m}. ~ fl - -&- --
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-From (4.8) we obtain 
(4.15) o
2 t . { -1 ( -1 -1 
c)Xc) , = tr R K 2R MA - I)R K. ; g, h = 1, ... , m}. 
_!.e, - -g - - -- ~ 
Following the proof of Theorem 3.1.4 we have: 
THEOREM 4·.2. The limiting distribution of . ,/N (§.(2 ) 1 - !l_{2 )', 2.' - !!.') 
is multivariate normal with mean 0 1 and covariance matrix 
------ --- ---- -
(4.16) 
where g, h = 1, ••• , m. 
We verify that substitution of m = 1, !,1 = ~'-!.=!_,say, 
confirms (3.1.35). We have B,-l = l~p !. - ; ~·, where ot = (1-p){l+pq), 
q = p - 1. Hence R-l*K = p(I-ee')/a and so (R-l*K)e = - pq e/a. 
~ ..... .,..,.....,.._ ...._ ----.... --
Furthermore tr R-1KR-lK = e'(R-1K)( 2)e and (R-1K)(2) = 
..._........,,,...._ ....,~---........ ...__..,,.__ 
[(p2 q2 -1)!_ + !!:.']/ot2 so that tr Jl-l~-l~= pq(l+p2 q)/ot2 • 
The solution !, ~ maximizes the likelihood provided the matrix 
of second derivatives formed by (4.13) through (4.15) is positive definite 
there. We obtain 
(4.17) 
£- 2ci-1~i-1*!!)!J 
(tr R-1K (2R-1ARA - I)R-ll{_ } 
...... .-...g --- ....,..,.._ ----- ~ 
where g, h = 1, •• o, m. Whenever A • R is positive definite the top 
-
p x p submatrix in {4.17) is also positive definite. Thus for any set 
of solutions Pl' ••• , Pm the corresponding vector !:_, and hen~e l 2 ), 
is determined uniquely. The lower m X m submatrix is positive definite 
provided "'-lA A 2R /IRA - I is positive definite, though this is not necessary. 
- - -
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From (4.9) we note that 2i-1NtA - !,. has all diagonal elements equal 
to unity. 
In general the maximum likelihood equations in Theorem 4;1 cannot 
be solved analytically. We can solve them iteratively, however, by 
the Newton-Raphson process, for example (cf. §2.4). An initial consistent 
solution is A = e and 
(4.18) 
-0 -
.2o = £!.' <!g *!ii)~r1 r=.: C(!..·0*~1!:.l 
= {tr ~r1{tr(!-!)~}, 
where g, h = 1, ••• , m. We note that R - I is a consistent estimate 
- -m 
of t p K and {tr !o~} 
g=l g-g C, 
is positive defini.te since the K are 
-g 
assumed linearly independent [cf. Anderson (1966)]. The first Newton-Raphson 
iterate, which leads to the same limiting distribution as that in 
Theorem 4.1 (cf. §2.4), is (0(2)' n') with 0(2) = (D-lX )(-2) 
-1 ' ~1 -1 - -1 ' 
where D is the diagonal matrix of sample standard deviations and 
-
g, h = 1, ••• , m and .Bo based on £o• 
Simplifications to the above expressions result if we assume all 
!g to commute or have unit rank. These will be the subject of further 
study. 





















i i ~ 
u 
... 
where the inverse of the correlation matrix has linear structure. 
Let us write 
(4.21) 
Then in parallel to (4.6), 
(4.22) r0lf l Tl= £~; h = o, ... , kJ 
and 
(4 .23) d log l:f 11 a~ ={tr~; h = o, .•. , k}, 
so that using (4.3), 
(4.24) at {A' (L *R)A - tr~; h = O, ••• , k} dT = 
- ==h --
-
= Q' (~ *!~)~ - ~· (~ *R).!:.; h = o, •.• , k} 
= {tr~(~ - R); h = o, ... , k} • 
Equating (4.24) to zero and using (4,9) we obtain: 
THEOREM 4.3. ~ maximum likelihood equations for the unknown quantities 




(4.26) h = o, 1, ••• , k, 
where R and ~ !E=_ the maximum likelihood estimate and sample corre-
lation matrices, and t(-l) is the·Hadamard inverse of A which 
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contains ratios of sample to maximum likelihood estimate standard 
deviations. 
Multiplying {4.26) by ~hand summing over h = 0, ••• , k yields 
(4.ll) which follows from (4.25) by pre-multiplication by 
The second derivatives of t are 
(4.27) o
2 t 




In parallel to Theorem 4.2 we have 
t•. 
-
THEOREM 4.4. The limiting distribution of J"N(§:..( 2) 1 - g_(2 ) 1 , i' - .!.') 
is multivariate normal with mean o' and covariance matrix 
----
1( -1 !) -1 2k2, Q) 2 ~ *li + I , -{(L *R)e} ( !2, Q ) • :::.h,--(4.29) 
0,1 
-~' (L *R) }, {tr ~R} 0 , I 
- -
-g -
where g, h = O, 1, ••• , k. 
The solution !, .!. maximizes the likelihood provided the matrix 
of second derivatives formed from (4.13), (4.27), and (4.28) is positive 
definite, We obtain 
(4.30) 
(2A 1 (L *R)} 
- -g -
, {tr L FL,_R} 
-g~,-
A 
where g, h = 0,1, ••• ,k.Whenever R is positive definite the upper 
-
p x p and lower (k+l) x (k+l) submatrices of (4.30) are positive 
definite. Thus given a solution A the corresponding vector , is 























I ' j I 
~ 
: I u 
-uni.quely defined and vice versa. To show complete uniqueness we would 
need in addition that 
(4.31) e'(L R-*RL )e > 2A'(L *R)(R-1*R + i-2)-1(1 *R)t, g = 0, .•• , k, 
- -g---.g-- - --g- - - - -g--
which appears hard to establish in general. 
Iterative solution of the equations in Theorem 4.3 can be effected 
similarly to that outlined for the equations in Theorem 4.1. Simpli-
fications of the expressions result if all ~ are assumed to commute 
or to have unit rank. We will study these later. 
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INDEX TO NOTATION 
A= {ai.J 
- J 
matrix generated by aij 
C = x'c X/N = (ciJ.J = DRD 
- ---e- -
sample covariance matrix 
C = I - ee'/p 
-e - -
N 
£. .. = E{x-~}{x-J:J::.)'/N 
,... CY=l -a -a 
ch.A, ch A 
J- -






t = - N log L - p log 2TT 
-1 
= tr k £+log ltl 
centering matrix of order p 
covariance matrix about J:!:. 
(J.-th largest) characteristic root of !!_ 
column vector of sample standard deviations 
diagonal matrix of sample standard deviations 
diagonal matrix 
column vector with each element 1 
colunm vector with all elements O except 
j-th which is 1 
matrix of second derivatives of l, 
where R = (1-p)I + pee', at solutions 
of the likelihood equations 
!! when p = 0, p I= 0 
identity matrix, generated by Kronecker delta 
reduced function of likelihood {after 
maximization with respect to J:!:.), the 
minimization of which is equivalent to 
maximizing the likelihood 
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tµ = i log Lµ - p log 2n 
= tr t-1c + log ltl 
- -µ -
L = 
N t-1 exp[- 2 tr_ £] 
l.t.lN/2(2n)Np/2 
N 'lf'-1 




q = p - 1 
r = I: r . ./p(p-1) 
i/: j l.J 
!.. = (! - 1)~ 
( } -1 -1 
-
R = p • • = b. tb. 
l.J - -
t = ½(q-1) = ½P - 1 
p 
tr ~ = I: a .. 
i=l l.l. 
u = q - 2 = p - 3 
0t = ( 1-p )( 1 +p q) 
= 1 + p(q-1) - p2 q 
reduced function of likelihood, the 
minimizing of which is equivalent to 
maximizing the likelihood 
joint likelihood of N observations on 
N(~, l) after maximization with respect 
to ~ 
joint likelihood of N observations on 
N(~, t) 
dimension of distribution studied 
dimension less one 
average sample correlation coefficient 
colunm vector of row sums of sample 
correlations 
sample correlation matrix 
population correlation matrix 
half the dimension, less one 
trace of square matrix A of order p 
dimension less three 
~ 
matrix of sample observations, order N X p 
product of the simple and multiple 
characteristic roots of (1-p)I + pee' 
- -

































A = Ae = Dcr(-l) 
- - -
t = !te = na(-l) 
- - -
t = {CJ •• } = /j "QA 
- 1J ~ 
Special Symbols 
A(2 ) = A*A = {a2 .} 
- - - iJ 






column vector of ratios of sample to 
population standard deviations 
colunm vector of ratios of sample to 
maximum likelihood estimate standard 
deviations 
first iterated estimate of ! 
min, max 
i=l, ••• ,p 
diagonal matrix of ratios of sample to 
population standard deviations 
column vector of population standard 
deviations 
column vector of maximum likelihood estimate 
standard deviations 
population covariance matrix 
Hadamard product of tt_ and !, generated by 
elementwise products 
Hadamard square of !_ 
Hadamard inverse of tt_ 
matrix of natural logarithms of elements in A 
system of partial derivative matrices of the 
matrix ft_ with respect to the elements in the 
vector u 
-
determinant of square matrix ~ 
maximum likelihood estimate of column 
vector e 
-
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