Positions in a molecule that share a common constraint do not evolve independently, and therefore leave a signature in the patterns of homologous sequences. Exhibiting such positions with a coevolution pattern from a sequence alignment has great potential for predicting functional and structural properties of molecules through comparative analysis. This task is complicated by the existence of additional correlation sources, leading to false predictions. The nature of the data is a major source of noise correlation: sequences are taken from individuals with different degrees of relatedness, and who therefore are intrinsically correlated. This has led to several method developments in different fields that are potentially confusing for non-expert users interested in these methodologies. It also explains why coevolution detection methods are largely unemployed despite the importance of the biological questions they address. In this article, I focus on the role of shared ancestry for understanding molecular coevolution patterns. I review and classify existing coevolution detection methods according to their ability to handle shared ancestry. Using a ribosomal RNA benchmark data set, for which detailed knowledge of the structure and coevolution patterns is available, I demonstrate and explain why taking the underlying evolutionary history of sequences into account is the only way to extract the full coevolution signal in the data. I also evaluate, using rigorous statistical procedures, the best approaches to do so, and discuss several important biological aspects to consider when performing coevolution analyses.
INTRODUCTION
Life systems interact and thus do not evolve independently. The effect of a mutation in one system depends on the current state of the interacting system, and the two systems are therefore said to be coevolving. These interactions can be of different types, possibly occurring at different organizational levels. At the molecular level, positions (nucleotides, amino acids) can be interacting because they are in contact in the 3D molecule structure, and therefore share a common structural constraint [1] . Distinct positions can also be involved in an active site and be under functional constraint, or be involved in a physical interaction with other molecules at a higher organization level. In some cases, a given molecule can be interacting with another molecule in a different species, leading to molecular arms races between hosts and parasites, for instance. These interactions, as they affect the probability of a mutation to spread in the population and ultimately become fixed, leave a signature in genome sequences, which can be deciphered by comparative sequence analysis. The possibility of predicting molecule structural or functional features through sequence comparison received considerable attention as early as the 1970s, as coevolutionary patterns have proved successful and are still widely used for predicting RNA secondary structures [2] . More recently, coevolution detection methods Julien Y. Dutheil is a junior Centre National de la Recherche Scientifique (CNRS) researcher working at the Institute for Evolutionary Sciences, University Montpellier 2, France. His research includes statistical and computational development of methods for analyzing sequences in an evolutionary perspective.
have also been used to study the evolution of protein sequences in relation to their structure [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Molecular coevolution is also of interest for biologists interested in molecular evolution, as it relates to intragenic epistasis [13] .
There is a relatively large body of literature on methodological aspects related to the detection of coevolving positions, notably on the need and manner to account for phylogenetic relationships, the core component of comparative analysis, because sequences share a common ancestry and are therefore not independent samples (see for instance the work of [11] ). Such debates are complicated by the fact that the field is at the crossroads of two distinct communities, with authors specialized on functional and/ or structural biology and others on evolutionary biology. The phylogenetic dependency of sequences is a well-described issue in the evolutionary biology literature, but is often poorly addressed on the structural biology side. Last but not least, many of the proposed methods are not available to users as ready-to-use software. All these intricacies could explain why, despite the highly acknowledged importance of coevolution as a molecular process, detection methods are not routinely used as compared to, for instance, methods that infer positive selection.
The aim of this article is, first, to convince users interested in molecular coevolution that properly accounting for the evolutionary history enhances coevolution predictions, and then to provide users with the statistical concepts and tools needed to analyze data sets in this perspective. It also targets researchers willing to develop new prediction methods while accounting for the sequence history. The article does not focus on a particular type of coevolution (e.g. due to structural constraints), method application (like validation of structures or fold prediction) or even data types (RNA or protein), but instead aims at presenting statistical challenges related to coevolution assessment. It provides an inventory of existing methods and shows how they relate to each other, and how they can be objectively compared in terms of error rates. Using a concrete and well-understood example based on a small ribosomal subunit data set, I demonstrate the benefits and drawbacks of various methodological improvements suggested in various places in the literature.
Correlated patterns, correlated processes
At the heart of the coevolution process there is an evolutionary constraint that bounds substitution processes of two or more positions in a molecule. By substitution, I refer to a sequence change that can be observed, i.e. a mutation that was not lost during the history of the sequence. Depending on the literature one refers to, the coevolution of two positions in a sequence alignment is measured differently. From a genetic standpoint, coevolution relates to intragenic epistasis, so the probability of observing a mutation at one position depends on the sequence state at one or several other positions [1] . As for comparative sequence analysis, correlated positions exhibit associated patterns [14] , while from a phylogenetic perspective these positions undergo simultaneous substitutions during their history [15] ( Figure 1 ). The first definition is the most general as it encompasses the two others. The second and third definitions are linked, but not strictly equivalent, as pattern association can result from sequences displaying different levels of relatedness, and are therefore non-independent observations. Hence, different pairwise comparisons of sequences in a data set involve different time laps of independent evolution, also termed the phylogenetic component, which results in a global correlation of patterns throughout the whole data set (Figure 1 ). Distinguishing phylogenetic correlations from functional correlations is a major challenge in coevolution detection methodology, and a source of differences between existing methods. This will be further detailed in this article. On can already note from Figure 1 that another related aspect is the rate of site substitutions. Conserved sites are more likely to exhibit correlated patterns due to shared ancestry. Note that the substitution rate is distinct from site variability, as the sites shown in Figure 1 have identical variability (e.g. as measure by the entropy index) but a distinct substitution rate (as measured by the number of substitutions that occurred at the sites). The distinction between the two also requires knowledge on the underlying phylogeny [16] . In the following section, I review the main approaches that have been used to measure coevolution and assess its significance, while placing emphasis on how evolutionary history is accounted for.
Coevolution detection methods: a small bestiary
Coevolution detection methods are used to extract the functional signal from an observed correlation, as summarized according to [6] in Figure 2 . A background correlation, which potentially overlaps a biologically relevant correlation, consists of a phylogenetic correlation due to shared ancestry, and stochasticity, inherent to the random mutation process. Assessing the importance of stochasticity is the realm of statistics. A phylogenetic correlation is more challenging to account for, as in most cases the phylogenetic relationships are unknown and have to be inferred from the data under several assumptions and therefore with uncertainty. Several approaches have been proposed in the literature ( Figure 3 ): (i) ignoring the phylogenetic correlation. In this simplest case, an observed correlation is only compared to a stochastic correlation, and therefore assesses the significance of functional þ phylogenetic components; (ii) minimizing the phylogenetic correlation, through data filtering, for instance by removing redundant sequences [same approach as (i) but after some alignment preprocessing]; (iii) incorporating the phylogenetic correlation in the null hypothesis. In this case, an observed correlation is tested against the phylogeny þ stochastic components; and (iv) incorporating the phylogenetic correlation in an observed statistic. The corrected observed correlation is then tested against the stochastic component only. Table 1 gives a list of several existing methods, categorized according to their handling of the various correlation sources. In the next section, I review and compare these methods. The following section will assess their relative performance on a benchmark data set.
Measuring coevolution from patterns
Most coevolution measures published so far are based on observed frequencies of (groups of) states at each candidate column alignment. If two given positions are evolving independently, the frequency of each pair is the product of the frequencies of each state at each site. This is obviously not the case in the example patterns depicted in Figure 1 , as state A at site 1 is always associated with state U at site 2 and state G is always found together with state C. This departure from the observed pair frequencies compared to the expectations under the null hypothesis of independence is the basis of the chi-square test [17] . Another statistic which has received much attention is the so-called mutual information (MI) statistic, whose formula is given in Figure 1 , with a calculation example. The MI statistic tends to be preferred over chi-square as it is based on information theory. The two measures are highly related however, as the chi-square is an approximation of the log-likelihood ratio test [29] , also termed the G-test. The G-test statistic is proportional to twice the MI calculated with natural logarithms. As the MI statistic and the chi-square test are intrinsically related, they are thus subject to the same flaws. The raw coevolution measure can be used to rank all possible candidate groups in a data set. In most cases, however, the investigator requires a quantitative assessment of the strength of the coevolutionary signal, i.e. an estimation of the error when it is assumed that a detected group is not independent. This quantity is called a P-value (or type 1 error rate), which requires knowledge of the coevolution statistics distribution Step that can be performed with a simple script (e.g. in R or python). (p) Phylogenetic reconstruction, which involves dedicated software (e.g. PhyML). An independent phylogeny can also be used, if available). (c) Computing a coevolution statistic from a phylogeny and alignment requires dedicated software, e.g. in order to map substitutions onto the tree (e.g. CoMap). APC ¼ average product correction under the null hypothesis, i.e. when all sites are independent.
Assessing the null hypothesis Using the known distribution of a standard chisquare statistic implies ignoring the phylogenetic correlation, as it assumes observation independence, and potentially leads to a high false positive rate if it is assumed that all observed correlations are the result of functional interactions. Note that this problem is not related to the chi-square assumption perse, which can be circumvented by proper randomization techniques, but rather to the intrinsic assumption of the independence of samples/sequences. A simple way to account for shared ancestry is to measure the extent of correlation that would be expected due to phylogeny and stochasticity only. This is achieved by randomization (also known as bootstrap) procedures, which remove any functional correlation and therefore allow the user to get an empirical estimate of the null distribution of the correlation statistics, be it chi-square, MI or any other. Methods vary according to the type of bootstrap procedure they use (see Table 1 for a classification of existing methods).
(i) 'Non-parametric bootstrap' methods build replicate data sets by sampling from the original data set. This method assumes that coevolving sites are a minority among all possible pairs and will not contribute significantly to the resulting distribution, a reasonable hypothesis for most biological cases. It requires that the original data set is large enough to be sampled. Such methods are based on observed patterns only, and do not make any assumptions concerning the underlying evolutionary process. (ii) 'Z-scores' or standardization computes the departure of a given value from the mean of all observations, in standard deviation units. Zscores can be converted into P-values when the real distribution is known. For large enough data sets, it is assumed that coevolving pairs are a minority among all possible pairs, and the sample distribution of a given statistic is taken as a proxy of the distribution under the null hypothesis of independence. This approach can therefore be seen as a particular case of a non-parametric bootstrap with comprehensive sampling.
(iii) 'Parametric bootstrap' approaches, sometimes simply referred to as 'simulation' procedures, fit a sequence evolution model to the original data and simulate replicate data sets using the estimated model, while ensuring that all sites evolve independently. Despite the use of a sequence evolution model, such methods do not assume a particular coevolution model, and can therefore be described as semi-parametric.
These procedures result in an empirical estimate of the correlation statistic distribution, to which observed values can be compared in order to compute a P-value. Ideally, this distribution should represent the expected value of the statistic at sites that would result from the same process as those under study, but evolving independently. The task is complicated by the fact that the site-specific process varies along the sequence, according to structural and functional constraints (buried positions in proteins, for example, are more conserved than exposed ones, and prefer hydrophobic residues). Building a conditional null distribution which would account for this for each tested pair is only possible with parametric bootstraps, as site categories in low frequency in the original data set would be poorly assessed with a non-parametric approach, but is computationally intensive when all candidates are to be tested [13] . A reasonable approach involves building categoryspecific null distributions, for instance by conditioning over site-specific variability or evolutionary rates (see for instance [19, 21, 23] ). These studies used an empirical threshold on the site variability and conditioned the null distribution of the statistic on groups with sites above this threshold. A more rigorous approach was introduced by [10] , who developed a numerical procedure that computes the null distribution conditioned on minimum site variability for each candidate group, thus overcoming the need for a somewhat arbitrary threshold.
In the simplest cases where all pairs are compared to the same distribution, the P-value computation will not change the ranking of candidate groups, but will control the false discovery rate by providing a mean to set the number of candidates that should be considered. When conditional distributions are considered, the ranking according to P-values, in addition to its statistical significance, is expected to be better in terms of functional relevance than a ranking based on the raw statistics.
Taking shared ancestry into account in the correlation statistic Other approaches have attempted to build correlation statistics which become independent of phylogenetic relationships by correcting for shared ancestry or by designing new measures directly based on phylogeny. Several methods rely on comparison of the tested MI with the average MI of all possible tests in a data set, implicitly assuming, as in non-parametric bootstrap approaches, that coevolving pairs are a minority among all possible pairs. Reference [30] showed that the so-called average product correction (APC) initially introduced by [21] performs best in that respect. It corrects the MI statistic for a pair of sites by removing the average MI of each site with all other sites in the alignment. The corrected statistics can be used as is for ranking candidate sites without the influence of phylogeny, but can also be used in combination with bootstrapping procedures [21] in order to assess stochastic correlations. It is important to note that such MI corrections, if they account for the underlying shared ancestry, do not assume a particular phylogenetic tree, but instead use the phylogenetic signal contained in the data.
Conversely, other methods use an explicit modeling of phylogenetic relationships. They assume that the phylogeny of the sequences is known, potentially with an associated probability. Following initial works by [15] , [10, [22] [23] [24] 31] used ancestral state reconstruction to map substitution events onto a known phylogeny and look for sites undergoing cosubstitution events, i.e. positions that underwent substitutions in the same branches of the tree. Finally, some authors have used a full-parametric approach, with an explicit coevolution model. Model comparison is then used to exhibit candidate sites [25] [26] [27] [28] . Such methods enable a precise inference of the coevolution process, but suffer from computer resource greed, which prevents their usage on large and/or numerous data sets.
In this tutorial, I will focus only on the two first categories, as they are a priori applicable to most cases at reasonable computational cost, which allows to compare them efficiently.
Comparing detection methods
Comparing different methods is not as straightforward as it may seem, as several criteria can be used, depending on the end-user's goal. The performance of a method, as evaluated from a benchmark data set for which coevolving positions are assumed to be known, can be fully summarized by the so-called confusion matrix (Table 2 ). This matrix partitions detected coevolving pairs as correctly inferred or not, and displays the appropriate counts. Note that as we never have access to the real evolutionary history of biological data sets, true-coevolving pairs are never known, and one has to rely on alternative information sources to label a given pair as truly coevolving or not.
Several useful quantities can be inferred from the confusion matrix [32] . Of particular interest are:
(i) the precision measure, which computes the proportion of correctly inferred groups among all detected groups; (ii) the recall or sensitivity measure, which computes the proportion of correctly inferred groups among all coevolving groups; and (iii) the false positive rate, which computes the proportion of wrongly detected groups among all non-coevolving groups.
Each of these measures captures a certain property of the evaluated methods, which the user may want to maximize or minimize. There are however several trade-offs, thus preventing simultaneous optimization of all criteria. Increasing the precision, for instance, leads to a decrease in sensitivity. There are several indexes which try to summarize all of these trade-offs, e.g. Matthew's correlation coefficient [32] that takes a value of 0 for a random predictor and 1 for a perfect predictor.
As the categorization of a group as 'detected' depends on a threshold (the raw statistic, a Z-score or a P-value), interesting characteristics can be inferred by plotting such measures as functions of the TN þFP)(TN þFN)) detection threshold, provided that these are comparable from one method to the other. A common approach consists of plotting two of these indicators against each other for all methods, thus allowing direct comparison. The receiver operator characteristics (ROC) curve plots the true positive rate as a function of the false positive rate. On this kind of representation, a random predictor will follow a diagonal line, and a perfect predictor would be located at (FPR ¼ 0, TPR ¼ 1). As real methods fall between these two curves, they can be compared using the area under the ROC curve (ROC AUC). The closer the curve to the (0,1) point, the higher the AUC and therefore the better the method on average. In natural sciences, it is usually more relevant to compute a partial AUC by restricting the comparison to low false positive rates, i.e. by integrating the ROC curve from 0 to a given maximum error rate.
METHODS

RNA data set
The bacterial rRNA data set of [13] was used as a benchmark, using structural annotations from the original work. Several data subsets were generated as explained in the 'Results' section, using PhySamp software from the Bioþþ Program Suite (http:// home.gna.org/bppsuite/). Phylogenetic trees were reconstructed for each data set using PhyML 3.00 software [33] and BppML [34] .
Simulations
Simulations under the null hypothesis of independence were performed using the bppSeqGen program [34] , as well as the phylogenetic tree and model estimated from the 'bacteria' data set. Ten data sets were simulated, each one containing more than 430 000 pairs of sites. The results for one data set only were used for generating the plots in Figure 4 .
Method implementation
MI computations have been reimplemented in Cþþ as a dedicated program named MICA (mutual information coevolution analysis). This program implements both the raw and corrected MI, as well as the permutations, parametric and non-parametric bootstrap procedures used in this article. MICA software is freely available together with the CoMap package at http://home.gna.org/comap under a Free Software license.
ROC curves
ROC curves were computed using the ROCR package available in the R statistical software package [35, 36] . The package was used to compute precision, recall and specificity values, as well as Matthew's correlation coefficient. The ROC convex hull was used so that concavities (which represent suboptimal cutoff choices) would be removed [37] . The partial area under ROC curves were computed by truncating the error rate to 5%.
RESULTS: DEMONSTRATING THE IMPORTANCE OF ACCOUNTING FOR SHARED ANCESTRY WITH SIMULATIONS AND A CASE STUDY
The most straightforward way to assess the efficiency of detection methods would be to simulate several data sets under a coevolutionary process and measure the ability of these methods to recover the known coevolving pairs. Unfortunately, we do not have such a general coevolution model to be used for that task, and therefore have to rely on real data sets for which coevolution has been documented. Protein alignments, combined with 3D structure data, can be used as benchmarks, for instance to assess the ability of a method to recover residues in contact or belonging to a particular motif. Existing analyses show, however, that the coevolution signal is rather sparse, and therefore large data sets, encompassing several molecules with potentially rather distinct evolutionary histories would be needed. Ribosomal RNA, however, offers a large amount of available sequences, and high resolution 3D structures. Site pairs involved in secondary structure interactions are well documented and known to evolve through compensatory mutations [14] . Conversely, the false discovery rate of methods can easily be assessed thanks to simulations of data sets generated under the independence model.
A benchmark data set
To illustrate the strengths of coevolution detection methods, I used alignments from small subunits of bacterial ribosomal RNA. The coevolving properties of RNA are well understood and result from their secondary structure motifs which favor compensating mutations. As a high resolution structure is available for Escherichia coli, one can use the 3D information to assess interacting positions, and measure the capacity of coevolution detection methods to recover these positions from sequence data alone. I prepared three data sets with distinct levels of divergence to further demonstrate the role of shared ancestry. All sets contain exactly 40 sequences, chosen randomly among the g-proteobacteria group, the proteobacteria group or bacteria overall, having an average divergence of 4, 6 and 7%, respectively.
Methods compared
MI-based methods-as they are the most popularare mostly compared. Due to the close link between chi-square and MI, the chi-square statistic was not tested. A similar comparison could, however, be performed with chi-square instead of MI. Both non-parametric and parametric bootstrap procedures were tested when possible. When the results seemed identical, only the non-parametric results are reported. I assessed the effect of site variability on the ability to detect coevolving positions, as this was demonstrated to be an important factor [23, 30] by restricting the null distribution to pairs with equivalent rates, as described in [10] . For MI-based methods, which do not assume a phylogenetic tree, the Shanon entropy was used as a measure of variability. For methods using a phylogenetic tree, however, one can use the phylogeny to get an estimate of the site-specific substitution rate [10, 16] . Two phylogenetic corrections of MI were performed: the column row weight procedure of [38] and the average product correction of [21] , also named MIp. In agreement with [30] , I found that MIp performed better in all cases I tested, so I only report the MIp method results. Finally, I also report results of the cosubstitution mapping method (CoMap), which uses different, tree-aware coevolution statistics, yet with parametric bootstrapping and rate conditioning. In this benchmark, all methods but the raw MI account for shared ancestry, while Mip and CoMap are the only methods using an evolutionaware statistic of coevolution, and CoMap is the only one using an explicit phylogenetic tree.
Simulating data under the null model
A simple way to assess the behavior of a statistical test is to run it on data simulated under the null hypothesis, that is, in this case, the hypothesis that all sites evolve independently. In order to do so, I first used the RNA phylogeny and substitution model as estimated from real data (see below) and generated data sets with independent site evolution, and then ran coevolution detection methods on these data. Using such data, the false discovery rate should be equal to the detection threshold P-value. Figure 4 shows the distribution of P-values for three detection methods (MI þ permutations, MI þ non-parametric bootstrap and CoMap). It shows that the permutation method, which does not account for shared ancestry while computing the P-value exhibits an elevated false positive rate of 26%. This demonstrates that shared ancestry misleads detection methods which fail to account for this ancestry.
The effect of phylogeny on the ability of the methods to recover coevolving pairs
To assess the ability of all methods to detect real coevolving positions, they were compared using the ROC curve methodology (Figure 5 ). At the three divergence levels tested, methods accounting Figure 4 : Simulations under the null hypothesis of independence. The three panels correspond to three detection methods, ignoring shared ancestry (left), accounting for shared ancestry in the null hypothesis (center) and accounting for shared ancestry within the coevolution measure (right). Vertical lines show a standard 5% P-value threshold, and the striped bars the corresponding false discovery rate, as indicated. for shared ancestry performed better than the one assuming sequence independence. Furthermore, methods using statistics corrected for shared ancestry (MIp and CoMap) outperformed those based on patterns only. As expected, better performance was achieved when accounting for the site-specific rate. This effect was strongest on non-corrected MI, but also appeared to improve the MIp method, despite the fact that it intrinsically takes site-specific rates into account. Supplementary Figure S1 displays another way of comparing methods. Both the precision (positive predictive value, the proportion of correct predictions) and the recall (sensitivity, the proportion of truly coevolving groups recovered) are plotted against P-values. Methods that have a higher precision tend to have a lower recall and vice versa, thus illustrating the trade-off underlying all detection methods. One may therefore choose one method over another, depending on whether precision or recall is the quanlity that matters most. Matthew's correlation coefficient (Table 1) is an attempt to capture the best trade-off between precision and recall. It appears that, in agreement with the ROC curves, methods that account for shared ancestry in their statistics perform better (MIp-based methods and CoMap), while the permutation method, which does not account for phylogeny, in the statistic or in the null distribution, has a much lower performance (see Supplementary Figure S2 , which records the values of the coefficient for all methods according to threshold P-values). The parametric bootstrap approach has a lower performance than the non-parametric approach in ROC space, while it performs better in terms of precision. This discrepancy is due to the distinct way of assessing site rates in the two experiments, not to the bootstrap procedure itself (results not shown).
These results demonstrate the importance of accounting for shared ancestry in coevolution detection. Accounting for shared ancestry in the null distribution results in a large gain in performance. Further accounting for shared ancestry in the coevolution statistic leads to an additional gain. As noted by [11] , methods correcting for shared ancestry without using an explicit phylogenetic tree achieve equal performance to those using a tree. Such nonparametric methods seem to even perform better on average, possibly because they are not subject to model mis-specification. Tree-aware statistics, however, obtain higher recall measures.
Data preprocessing
Removing redundant sequences in a data set is a way to reduce the effect of shared ancestry [30] . It involves pruning the most recent nodes, resulting in an underling phylogenetic tree that is closer to a star-tree. Three new data sets were built as before, but instead of sampling 40 random sequences, I took the 40 most distant sequences, by removing sequences with the shortest distances. The three filtered data sets hence have the same number of sequences, and the maximum divergence is the same as before, while the minimal divergence is increased, resulting in reduced phylogenetic inertia. Figure 6 has the same set up as Figure 4 , but was plotted with filtered data. With such filtering, the discrepancy between methods diminishes. Methods that account for phylogeny only in the null hypothesis have a performance level similar to those that account for phylogeny in their coevolution statistic. Note also that for the MIp method, there is no longer any benefit of accounting for phylogeny and rate in the null distribution, as the raw statistics already capture the entire signal. Finally, the permutation method, when used with filtering, achieves better performance but still not as high as obtained with evolutionary methods.
Effect of taxonomic sampling
The level of divergence and number of sequences required to infer coevolving positions with a particular method are common empirical concerns the user has to face. The answer to the first question depends on the rate of evolution of the molecule under study. Yet the second question is tightly connected to the first one, as low-divergence data sets require more sequences to exhibit the same amount of mutations as highly divergent ones. The RNA data set here is suitable for testing these issues, as it contains structural information at the bacterial level. It is thus possible to compare different data subsets in their ability to recover this information. If we compare the curves of Figures 5 and 6 by taxa instead of methods (Supplementary Figure S3) , we see that the bacterial data set is the one that gives the best results in all cases, with the relative performances between the g-proteobacteria and proteobacteria data sets being more entangled. When random sampling is performed, the g-proteobacteria data set performs better, whereas the proteobacteria data set performs as well or better when the sequences are filtered for redundancy. This demonstrates that improving Figure 6 : ROC curves as in Figure 4 , but with a pre-processed data set. taxonomic sampling will not guarantee any improvement in the efficacy of a method if the underlying phylogenetic relationships are not accounted for. Coupling large taxonomic sampling with control of redundancy results in better accuracy, but this can further be improved by using an appropriate evolutionary statistic.
Supplementary Figure S4 demonstrates the effect of sample size. A variable number of sequences (from 10 to 160, with a 2-fold increase between each) were sampled with minimum redundancy, and the corresponding ROC curves and ROC AUC were computed. For the four methods compared (raw MI, MI and MIp with site-specific rate control, and CoMap), most of the signal was captured around 40 sequences. The gain is, however, higher for methods that appropriately account for phylogeny. Accounting for phylogenetic relationships in the null hypothesis leads to a systematic increase in performance, and another increase of the same amount is achieved by using a shared ancestry aware statistic. Interestingly, it appears that the MIp approach performs better on small data sets, while CoMap performs better on larger data sets. This reveals that there is only a significant benefit of using tree-aware statistics for large data sets with a sufficient signal. Altogether, these results demonstrate that increasing the sample size, even coupled with redundancy minimization, is not an optimal strategy for removing the phylogenetic correlation, in contrast with using appropriate statistics accounting for shared ancestry.
DISCUSSION Evolutionary methods extract more signal from the data than any other
As demonstrated above on the RNA data set, it is striking that accounting for shared ancestry when assessing the null hypothesis improves the prediction power of coevolution detection methods. It is further apparent that coevolution statistics that account or correct for shared ancestry are a substantial additional improvement, particularly on large data sets. The effect of shared ancestry can efficiently be accounted for by using the phylogenetic signal present in the data, and assuming that the coevolving pairs are a minority of all possible pairs, or by fitting a sequence evolution model and reconstructing the underlying phylogeny. I have shown that filtering of data to remove redundant sequences, or increasing the number of sequences, if it improves the efficiency of detection methods in some cases, do not achieve results equivalent to those obtained with a proper evolutionary method. These techniques should therefore not be taken for a way to control correlations due to shared ancestry, but rather for a way of managing the size of the data set for computational efficiency.
Corrected MI with non-parametric bootstrap is the method that will fit most of situations
The MIp method of [21] , used in conjunction with non-parametric bootstrap [11] and CoMap methods [23] performed best on average, efficiently correcting for shared ancestry with high precision and specificity. The MIp method, however, is fully nonparametric in comparison to CoMap, which requires a phylogenetic tree and a sequence evolution model. This offers two advantages, as (i) it is easy to implement and fast ( Figure 3 ) and (ii) it minimizes assumptions on the data, avoiding the potential issue of model mis-specification. It is, therefore, a method of choice for large data set analysis in genomics, and it can be efficiently implemented on a web server.
The CoMap method is slightly less precise than MIp, but with a higher recall rate. As it requires a phylogenetic tree to be computed and an evolutionary model to be fitted, it is more time consuming for studies in which phylogeny is not of particular interest per se. Unfortunately, such semi-parametric methods are more powerful on large data sets, where they can extract most of the evolutionary signal, but are also more computationally demanding. Yet such modeling approaches can account for various biological phenomena of importance, like sequence content heterogeneity, a point which was not evaluated in this review. The drawback of semi-parametric methods like CoMap concerns their parametric part, i.e. their underlying assumption that the fitted model is correct, or at least a good approximation of the real process. As such models assume the independence of sites, it can a priori turn out to be problematic if this assumption happens to bias parameter estimates. Work by [39] tends to suggest that this is not the case in practice.
The phylogenetic correction of MIp makes the assumption that coevolving pairs are a tiny fraction of all possible site pairs in a data set. This is likely true for a large data sets, yet this assumption should just be kept in mind by researchers using this method. It might not hold true for small RNAs for instance.
Bootstrapped MI and corrected MI methods use the phylogenetic signal available in data to assess the significance of coevolution, and phylogeny-based approaches can use a tree reconstructed from the alignment using appropriate software (http://evolu tion.genetics.washington.edu/phylip/software.html). Provided that coevolving positions are a minority, this is a conservative approach, as phylogeny reconstruction aims at finding the tree that explains most of the phylogenetic component. If a phylogenetic tree is available from an independent source, then it can be used and will potentially increase the predictive power. Incorporating such external information is only possible with methods in which an explicit phylogeny may be encompassed in their framework. The counterpart being of course that an incorrect phylogeny can increase the false positive rate by introducing some bias.
Another important step to bear in mind is that MIp and CoMap methods have different coevolution statistics implying different measures of the coevolution process. MIp looks at associated states, while CoMap infers positions that mutate together (i.e. positions undergoing cosubstitutions). These assumptions are not strictly equivalent. RNA is again a good example to demonstrate this: for some Watson-Crick pairs the GU state may be an intermediate state, allowing to switch between GC , GU , AU in a neutral way, therefore decoupling mutations at each interacting site. Such pairs will be harder to recover with CoMap than MIp. Conversely, the CoMap method is expected to perform better when states are redundant regarding some structural properties, as might be the case of tertiary interactions. It appears that the GU content of pairs detected by MIp and not CoMap is higher, but that CoMap specific pairs tend to be enriched in tertiary interactions (Supplementary Figure S5) .
Application to proteins
While the example used here was ribosomal RNA sequences, for which true-coevolving pairs can be less ambiguously assessed than in proteins, the focus of this review was the impact of shared ancestry on the statistical properties of coevolution detection methods. The effect of non-independence of sequence holds for both proteins and nucleotides, so the conclusions reached here would likely to hold true for protein data sets. Moreover, simulation results under the null hypothesis ( Figure  4 ) do not depend on any particular data set and can be easily reproduced with protein parameters. Proteins, however, offer additional challenges, because the size of the alphabet, and therefore the redundancy of states regarding biochemical properties, is larger. It is expected that methods like MIp and CoMap have different efficiency in their ability to detect certain types of coevolution (e.g. residue contact prediction or belonging to a certain motif). Several method extensions have been designed to further improve the efficacy of amino acid coevolution predictions, like the use of sub-alphabets (polar residue versus non-polar residue, large versus small, etc.) [26, 31] , accounting for physicochemical properties [10, 22, 40] or usage of statistical potentials [8] . These developments can improve the predictive power of methods, but are not a substitute for a proper accounting of evolutionary relationships.
CONCLUSION
Non-independence of sequences due to shared ancestry lowers the performance of coevolution detection methods if not taken into account. Phylogenetic noise can be reduced by filtering the input data set, but will only be appropriately controlled with statistical methods that explicitly account for it, first by incorporating the phylogenetic correlation in the null distribution of the statistic, and then by using a statistic that accounts for underlying phylogenetic relationships. These phylogenetic relationships, however, do not imply that phylogeny needs to be resolved, as the average correlation present in the data set may account for it well enough. Specific sequence evolution models and (semi)parametric approaches can further increase the performance for large data sets, or when special aspects of the sequence evolution process need to be accounted for.
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Key Points
Correlation of site patterns in sequence alignments can result from shared ancestry. Taking into account the evolutionary history of sequences improves detection methods. This is efficiently achieved by comparing observed correlations to the expectation when positions evolve independently, yet under the same evolutionary history. Building evolution-aware statistics and site-specific null distributions further improves the performance of detection methods. For small data sets, non-parametric methods achieve better performance than parametric ones. For large data sets, the performance of parametric methods increases. Data filtering alone does not efficiently correct for shared ancestry. Used in combination with evolution-aware methods; however, it increases the performance by optimizing the data signal and reducing the execution time.
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