Abstract -Predicting power for a photovoltaic system from measured irradiance requires a sequence of models, e.g.: translation of measured irradiance to the plane-of-array; estimation of cell temperature; and calculation of module electrical output. Uncertainty in predicted power arises from the aggregate uncertainty in the various models used. But which models contribute significantly, or insignificantly, to this aggregate uncertainty? We report an uncertainty and sensitivity analysis that partially addresses this question.
I. INTRODUCTION
Predicting energy yield requires use of a sequence of models, e.g., to translate measured irradiance to the system's plane-of-array, to estimate cell temperature, and to predict DC power for given conditions (e.g., [1] ). Uncertainty in these models and their parameters arises from a variety of sources, including measurement errors, inexact model specification, and from the necessarily finite data used to calibrate the models. Because each of the models in the sequence are uncertain, the predictions of system yield are also uncertain.
To understand the degree of confidence that can be placed in energy yield predictions, we first describe the aggregate uncertainty in the predicted energy by uncertainty analysis, which quantifies uncertainty in each component model, propagates uncertainty through the sequence of calculations, and obtains a distribution of energy yield predictions. We next determine by sensitivity analysis the extent to which uncertainty at each modeling step contributes to the aggregate uncertainty. Our results indicate which models in the sequence are important in the sense of contributing to uncertainty in energy yield predictions, and also how these models could be improved to reduce the aggregate uncertainty.
Previous analyses of the effect of uncertainty on system output (e.g., [2] , [3] , [4] ) are dependent on the assumptions inherent in the Guide to the Expression of Uncertainty in Measurement (GUM) [5] , neglect correlations among uncertain quantities (e.g., [6] ), or have focused narrowly on individual model steps (e.g., [7] ). Ours is the first analysis of which we are aware to quantify uncertainty empirically using time series of measured quantities, and to propagate this uncertainty through a sequence of modeling steps. However, our analysis is limited by excluding uncertainty in the measurements which underlie determination of model parameters.
These uncertainties and their effects on measurements of module performance can be substantial (e.g., [8] , [9] ).
Our paper is organized as follows: Section II identifies the models for which we quantified uncertainty and our method for doing so. Section III outlines the techniques used to propagate uncertainty through the sequence of models to obtain a distribution of system output. Section IV summarizes the sensitivity analysis and our conclusions. Figure 1 depicts a standard sequence of models required to estimate system output, beginning with the necessary meteorological inputs (e.g., irradiance). At each step, options for models may be available: for example, Hay and Davies [10] and Perez [11] are both popular models for estimating plane-of-array (POA) irradiance from global horizontal irradiance (GHI), direct normal irradiance (DNI) and diffuse horizontal irradiance (DHI).
II. QUANTIFYING UNCERTAINTY AT EACH MODELING STEP
We quantify uncertainty in models at steps where we have concurrent measurements of the inputs and output of a model. The red boxes on Figure 1 
f AM is an empiricallydetermined polynomial in air mass AM [14] that is determined for each module using measurements in Albuquerque, NM (see [7] for model calibration details T . The equations require a set of empirical coefficients, which are determined from measurements in Albuquerque, NM [7] . We intentionally exclude measurement uncertainty from our analysis. In particular, because uncertainty in irradiance measurements will directly and proportionally transfer to uncertainty in system power output including irradiance measurement error in our analysis would likely obscure the relative importance of uncertainty in all remaining modeling steps. Our intent here is to determine the extent to which uncertainty in these other modeling steps affects uncertainty in system output predictions.
We quantify uncertainty in each modeling step by computing time series of model residuals, i.e., the difference between the model's prediction and the measured value of the predicted quantity. For example, we obtained measured DNI and DHI for 2011 in Albuquerque, NM, concurrent with measured total irradiance on a pyranometer fixed at 35° tilt, oriented southwards. We use measured DNI and DHI as input to several models for predicting plane of array (POA) irradiance (e.g., isotropic sky [12] , Hay and Davies [10] , Sandia [13] , and Perez [11] ) and computed the model residuals by subtracting the measured POA irradiance from the model predictions. Figure 2 illustrates the model residuals for POA irradiance that we obtained using the isotropic sky model; for this model, we note a strong, systematic dependence of error on both angle-of-incidence (AOI) and on season. We also found systematic dependencies on sky condition (clear or non-clear) and on time of day (AM vs. PM) (Figures 2 and 3 ). When these trends are removed the remaining residuals are distributed relatively uniformly across the range of AOI and are amenable to statistical modeling. Thus, we partition the data by month, time of day (AM or PM) and sky condition (clear or non-clear), empirically detrend each of these 48 data sets, and then obtain an empirical distribution for the detrended residuals. We repeat this analysis for each of the four POA models [13] . distributions that model the residual of modeled cell temperature depend on sky condition and ranges of values for wind speed. The residual for modeled DC voltage is conditional on ranges of effective irradiance but no systematic dependencies are evident for the residual of modeled DC current. These dependencies and the statistical models for the residuals are described and illustrated in [13] . 
III. UNCERTAINTY PROPAGATION
Because the inputs to models for a PV system (e.g., irradiance) naturally are time series, output from the models employed are also time series. Moreover, each model in the sequence is deterministic: for a fixed set of time series inputs, the model's output is also fixed. We first computed a "baseline" time series of output for each model by assuming that the input and output from each model are exactly correct. The baseline time series serves as a reference against which to determine the direction (increasing or decreasing) of influence of a model's uncertainty on system output.
To obtain an ensemble of time series of possible system output we propagate uncertainty from each modeling step to the next. Conceptually, we randomly sample errors for each model consistent with the distribution of model residuals, apply the random errors to the model's output, and pass the modified output as input to the next model in the sequence. Because a model's error may be correlated between time steps we created stochastic process models for each model's error that in our judgment represent the expected correlations [13] . For example, the residual for modeled POA irradiance is temporally correlated during clear-sky conditions for each day, reflecting our judgment that the POA model's error would tend to be in the same direction throughout a day's clear periods. By contrast, the residuals for modeled POA irradiance are considered uncorrelated during non-clear conditions because we judge that during these times the model errors are derived from random effects (e.g., cloud movements, ground reflections, etc). We sample these process models (i.e., use a Monte Carlo approach) to generate an ensemble of time series of possible model errors. Where multiple models are available for a particular step, we perform separate analyses with each model. We apply each model to the initial data or to output of the previous model and then apply the sampled time series of model errors to obtain an ensemble of each model's output. Because the model errors are quantified by comparing a model's output with measurements, any deviation between model and measurement is reflected in the distribution of model errors. Thus, each element of the ensemble of model realizations (obtained by applying errors to the baseline model output) represents an estimate of measured quantity the model should predict. By contrast the baseline time series is shifted away from the measured quantity if any bias is present in the model. Figure 5 illustrates the distribution of daily energy represented in the baseline time series (red curve) and in each of time series in the ensemble (blue curves), when using the isotropic sky model for POA irradiance, the SunPower module, and meteorological data for Albuquerque, NM. We observe that the uncertainty in the predicted daily energy is relatively small (i.e., the blue curves are tightly grouped). However, the ensemble is also shifted from the baseline realization, resulting from a bias in the isotropic sky model causes a systematic over-estimate in daily energy. Similar figures were obtained for the First Solar module and when using the data from Golden, CO [13] .
IV. SENSITIVITY ANALYSIS
Propagation of uncertainty through the models as described earlier produces an ensemble of time series of system output that represents the aggregate uncertainty resulting from the models used in the calculation. The marginal distributions over each time series in this ensemble comprise the blue curves in Figure 5 . We subtract the baseline time series from each member of the ensemble to obtain an ensemble of time series of deviations in DC power. For the sensitivity analysis, at each time step we correlate the deviations in system output with each model's error ensemble to determine the degree of influence of each model on the uncertainty in system output. The sensitivity analysis identifies the models that cause the spread among the blue curves in Figure 5 . We reduce each time series of deviations in system output to deviations in daily, monthly and annual DC energy, and correspondingly reduce the time series of sampled errors for each modeling step comparably (i.e.., to error in daily POA insolation, error in daily degree hours, error in daily effective insolation, error in daily amp-hours). At each day (or month) we perform a stepwise rank regression between the deviation in DC energy and the daily summation of error for each model. The results of these correlations indicate the relative influence of each model on the deviations in DC power from the baseline values, thereby answering the question: which models matter to the uncertainty in predicted system output? Figure 6 illustrates the results of the stepwise rank regression when using the isotropic sky model, the SunPower module, and meteorological data from Albuquerque, NM. For each day of the year, we plot the regression coefficient associated with the daily error in the modeled POA irradiance (POA), effective irradiance (Ee), cell temperature (T C ), DC voltage at maximum power (V mp ), and DC current at maximum power (I mp ) (coefficients range between -1 and +1 due to the use of rank regression). We readily observe that uncertainty associated with the POA irradiance model is dominant, with a secondary contribution from uncertainty in the effective irradiance model. Uncertainty in the other models has little effect on the uncertainty in daily energy. Similar conclusions are obtained for monthly and annual energy. Figure 7 demonstrates that similar conclusions are obtained for any of the POA irradiance models considered. Detailed analysis of POA irradiance models [15] concludes that these models differ primarily in terms of bias. Figure 8 illustrates that similar sensitivity analysis results are obtained for the First Solar module, and when meteorological data from Golden, CO are used.
IV. CONCLUSION
We have presented an uncertainty and sensitivity analysis for the daily DC output of two representative PV modules that considered the uncertainty in models for POA irradiance, effective irradiance, cell temperature and module DC output. We found that bias in the POA models is primarily responsible 978-1-4799-4398-2/14/$31.00 ©2014 IEEEbias in the predicted energy output, and that uncertainty in the POA irradiance models is the dominant cause of uncertainty in the predicted output. Uncertainty in the effective irradiance model makes a secondary contribution to uncertainty in system output; the effects of uncertainty in cell temperature and module DC output are negligible. These conclusions hold for different module technologies and different sources of meteorological data, but are conditional on having wellcalibrated base models. Poorly calibrated models will cause a greater bias and/or uncertainty in predicted system output. The conclusions presented here do not consider the relative importance of measurement errors in the meteorological data, which we believe will be comparable to or eclipse the uncertainties due to the POA irradiance model, nor do they consider uncertainties introduced by other modeling steps not considered, such as surface reflection losses, module qulity mismatch, or soiling losses. However, the analysis structure presented here can be extended to consider additional models and modeling steps and we plan to present future analysis examining all necessary modeling steps from measured meteorological data to AC power.
