motion capture for lower limbs. Although this would represent a non-invasive and non-constraining method, it also requires drawing of inference for internal structures from surface measurements. Also for very complicated joints such as the spine, the accuracy and relevance remains uncertain and the technique is not at the stage of application for clinical purposes.
For some anatomical regions such as the talus in the hind foot and the spine, the anatomy is either not accessible from the surface or is functionally too complex to relate surface mounted marker outputs to the underlying bony segments reliably. In this study, I explored the feasibility of a combined approach in which the coordinates of reflective coated, surface-mounted-MRImarker set can be mapped explicitly onto the underl-
A B S T R A C T
S kin-surface mounted markers provide incomplete spatial information of the underlying-bone. A new methodology is developed combining optoelectronic motion capture (MOCAP) and imaging modalities to co-register the positions of underlying-bone and external markers. Skin surface-mounted markers, utilized in MR imaging, were coated with reflective material to collect spatial data in passive infra-red optoelectronic MOCAP system. Two-link jig mechanisms were designed to mount-on marker sets; these were rotated in increments through 180° of angular rotation at pre-determined angles. The rotations were recorded within the MOCAP system and 3T MRI scanner under a 3D STIR (short tau-inversion recovery) sequence. A 3D in-silico model was built for the co-registration of marker centroids' on a 1 to 1 scale. Differences were calculated from the co-registered data obtained from these two systems using the same set of markers. Root mean square error (RMSE) and angular rotation was less than 1.5 mm in translation and 1° respectively in-vitro. Concordance Correlation Coefficients (CCC) was calculated as (0.9788 to 1). Mean-Difference plots showed good agreement. Next, adduction/abduction movements of the natural wrist joint were investigated in six healthy subjects. MOCAP data was collected for three sets of motions, and MRI scans were repeated twice to derive within-subject repeatability data. Within-subject, the maximum RMSE for wrist angular rotations was 1.28° and 1.30° respectively in vivo. Pearson correlation coefficient was calculated for adduction and abduction as 0.70 and 0.71 respectively. Paired Student-t test identified systematic differences. The used methodology established the way to analyze the relationship between the bone and external markers.
material (DuraForm, 3D Systems) (Fig. 1) . The base of the jig was manufactured using a Vanguard Selective Laser Sintering Rapid Prototyping machine (Sinterstation HIQ Series, 3D Systems, Valencia, CA) and contained a grid of internal calibration channels with a diameter of 6.4 mm filled with saline water for warping investigation of MRI images. The hinge mechanism of the two links was designed to represent a highly constrained planar movement, as a simplified representation of radial-ulnar deviation of wrist joint.
The twelve 6mm PinPoint® markers (Beekley Corp., CT, USA) were attached to the jig in the configuration illustrated in Fig. 1 . The markers consisted of spherical balls, filled with a proprietary fluid (Radiance ®) which generates high signal on MRI. Prior to use, markers were also coated with retro-reflective material to enable their use with the passive infra-red reflective marker motion capture system. The markers were positioned as follows: four markers (B1, B2, B3, B4) were placed to serve as a local coordinate system for the base, three tracking markers were placed on each of the fixed (F1, F2, F3) and rotating links (H1, H2, H3) and two calibration markers (W1, W2) were placed at each side of the revolute joint representing the wrist (Fig. 2 a and b) .
Experimental Protocol in Vitro
Link1 on the jig mechanism ( Fig. 1 ) was adjusted to rotate around the revolute joint through 180° in seven increments, with a peg-and-hole arrangement precision macying anatomy using internal imaging, as a first step towards clinical applications for subject specific implant modelling. Andriacchi et al. [9] , described briefly a similar methodology for understanding knee kinematics, but the work was aimed at generating animations and no substantive quantitative results were reported. A recent report by Andersen et al [10] investigated the accuracy of a linear STA model in human movement analysis by simultaneously recording bone-mounted pin and skin marker data for the thigh and shank using bi-planar radiographs for walking, cutting and hopping. However, without use of the cortical bone pins, the problem of STA still remains challenging and our study aimed to identify whether a non-invasive solution might be achievable.
The specific aims of the current study were i) to establish a methodology for the proof of concept and to quantify the error associated with the co-registration of the two data sets; as surface marker data in (MOCAP) and surface marker data in (MRI) in vitro model and ii) once proof of concept was established, to determine the error associated with the technique in the natural wrist joint, for co-registration of the surface markers (MOCAP) and (MRI) universes and for the relationship of the surface markers to the underlying segmented bone data (MRI).
MATERIAL AND METHODS

In-Vitro Phase
Twelve surface markers were attached to a purpose built jig mechanism consisting of two links and a revolute joint which was constructed from polyethylene and fixed to a base produced from a polyamide (nylon) composite hined into the jig at 30° intervals to ensure consistency of positioning. Marker data for each position was captured using both a 3D passive marker motion analysis system (Vicon MX, Oxford Metrics, UK) and an MRI scanner (Siemens Magnetom 3 Tesla MRI using 3D voluming), as detailed below.
The MOCAP system used in this study was a part of GAIT laboratory for clinical studies in a hospital which consisted of eight passive-marker cameras (Vicon MX with T40 cameras, Oxford Metrics, UK) capturing at 150 Hz and 2 Mega-pixel resolution. The system is installed for regular patient examination. It is installed and according to the quality management regulations of the hospital. The cameras have 6.5-15.5 mm Varifocal lenses. Technical error for the cameras within a working volume of 10 x 11 x 2.5 m was calculated as less than 0.2 mm for this experimental set-up. The motion analysis data were acquired using Vicon Nexus 13.1 and transferred to Visual3D software (C Motion, Germantown, MD) for initial post processing.
The jig was then transferred to the MRI suite where imaging was performed using a 3T Siemens Magnetom Verio scanner with a 32 channel body coil. The images were acquired using a 3D SPACE sequence (TR=540ms, TE=108ms, 0.85mm isotropic resolution). The grid surface of the test rig was initially assessed for residual warping after a proprietary distortion correction algorithm, built into the scanner's standard software, had been applied. The standard deviation of the measured dimensions from the known dimensions was calculated as 1.01 mm in the X direction and 1.07 mm in the Y direction over the whole field of view (160 mm by 60 mm) after application of the distortion correction algorithm. This algorithms was applied to all subsequent image datasets. The fixed link (Link2) was aligned with the long axis of the MRI coil co-centrically. As with the motion analysis data capture, Link1 was sequentially rotated in constrained 30° increments through the 180° range of motion and the jig was imaged at each increment.
In-Vivo Phase
Participants
The right wrists of six healthy subjects (3male and 3 female, average age of 34 in the range of 31-45) were investigated in this study. The subjects had no history of wrist injury. Ethical committee permission was obtained from university's ethics committee, and written consent was obtained from all participants prior to their involvement in the study.
Experimental Protocol in Vivo
A revised experimental jig was designed so that the subjects could place their forearms in three constrained positions representing adducted, neutral and abducted positions of the wrist (Fig. 3a) . This jig consisted of a resting surface with a peg and a hole mechanism to place the hand in the pre-determined positions. At the wrist and along the forearm, supporting pegs and Velcro bands secured the forearms of the participants for stability.
Optoelectronic motion data was initially gathered from the participants at the gait lab ( Fig. 3b ) with the markers placed on wrist in the same configuration using the Vicon system as defined previously for the in-vitro phase. Static and dynamic coordinates of the markers derived from the MOCAP data outputs were recorded for the three different positions of the wrist.
For repeatability purposes, motion capture acquisition was repeated three times. Subjects were then taken to MRI unit with the markers still in situ and scanned in each of the three positions using the same MRI protocol as described previously. This three-position scan set was then repeated a second time to allow evaluation of reliability.
Post Processing
Image Processing
For the MOCAP data, the surface marker coordinate values were obtained directly from Visual 3D.
For the MRI images, the surface markers were isolated in the 3D image data by binarizing the image at a threshold selected by eye. Each connected component was then labelled and the centroid of each resulting labelled region was located using Snap ITK (Apache 2.0 license, Insight Software Consortium, NY, USA). The image was then registered to an arbitrary default grid using the versor based landmark transform algorithm of ITK (Apache 2.0 license, Insight Software Consortium, NY, USA) using the base markers (B1-4) to enable comparison with the MOCAP dataset.
For the in vivo phase, a manual segmentation process was undertaken to identify the metacarpal and radial bones in the MRI images of each of the six subjects (Fig. 4a) . The third metacarpal bone and radial bone were selected to investigate the joint angle between the forearm and the hand. The segmented images of the two bones were converted to point-clouds and a principal component analysis was undertaken in MATLAB in order to consistently compute the origin and orientation of a coordinate system for each bone in each position (Fig. 4b,c) . These coordinates were then used to calculate the joint angles of the bone.
Angular Calculations
The relative angles between the two links for the in vitro phase and the two bones for the in vivo phase were calculated using a bespoke code in MATLAB (version R2008a, The MathWorks Inc., USA) based on the coordinate data derived from the surface markers (MOCAP and MRI) and the segmented bones (MRI).
For the in vitro phase, two right handed reference frames, with orthogonal axes i, j and k, were defined on Link1 and Link2 (Fig. 2 a) . The i and k directions were defined for each rigid body and the j vector was calculated as their cross-product. For reference frame1 (on the moving link frame Link 2), O 1 was defined as the average of the wrist markers (W1 and W2), the i vector was calculated as a vector from O 2 to W2 and the k vector as a line from O2 to centre of the H2 and H3 markers. For reference frame2 (on the fixed Link 1), O 2 was defined as average of wrist markers (F1 and F3), i was defined as a line from O1 to marker F3 and k as a line from O 2 to O 1 .
It was assumed that this local coordinate system was rigid and did not change during the movement, as the mar- kers represent the rigid body corresponding to the logic of static measurements in Visual 3D. The i, j, and k directions were calculated for Link 2 as it rotated around Link 1, for the seven orientations at 30º intervals. The joint angle was defined by the relative orientation of one local coordinate system (H1-3) with respect to the other (F1-3) and was independent of the position of the origin of these coordinate systems.
For the in vivo phase, similar convention was used. PCA analysis provided the extreme points on the third metacarpal bone and the radial bone to use as internal bone marker co-ordinate data (Fig. 4) . Centre of 3rd metacarpal bone was named as O 2 and centre of radial bone was named as O 1 (Fig.  4b) . The k direction was defined as the line connecting the first component of third metacarpal bone O 2 and i direction was defined as the line connecting the second component of PCA to O 2 . On radial bone k was defined from the centre of the first component of PCA to O 1 and i was defined as the line from the second component of PCA to O 1 (Fig. 4c) .
Joint angles are rarely represented by an orientation matrix, but instead by a parameterized representation of this. A 3-D rotation matrix (in other words the orientation of one local coordinate system with respect to another) is represented by three successive rotations about unique axes. This ensures that three elements (angles) fully specify the nine components of a 3x3 rotation matrix. In this study, the rotation matrix was defined by multiplying the orientation matrix of the jig or wrist in two positions to calculate the joint angle. By elaborating the rotation matrix for the y-x-z sequence, the Cardan angles were extracted and designated α (alpha) for the first rotation, β (beta) for the second rotation, and γ (gamma) for the third rotation [11] .
In order to validate the bespoke code written in MAT-LAB, initial post processing of the surface marker data with Visual 3D (C-Motion Inc, US ) using an Y-X-Z Cardan sequence was undertaken to provide an industry standard benchmark. For the in vitro phase, the bespoke MATLAB and Visual 3D algorithms were used to calculate the angular rotation using both the MOCAP and MRI surface marker datasets. For the in vivo phase, to confirm that the code worked in the less constrained non-rigid system of natural wrist, the surface marker data (MRI) were fed back into Visual 3D. Rotational angular values were then calculated by using the Y-X-Z Cardan sequence in both Visual 3D and MATLAB and the outputs were compared.
Analysis
For the in vitro phase, the surface marker data from the MOCAP and MRI systems consisted of X, Y and Z coordinates. However, with a constrained jig, the Z coordinate was assumed to be constant for the surface markers on the two link mechanism. The translational (X, Y) coordinate data for the two modes of acquisition were compared by determining the root mean square (RMS) error for the seven different positions of Link 1. The results for angular rotation about the hinged axis were also compared between the two systems (Fig. 5) , because this represents the relevant clinical output.
For the in vivo phase, the following comparisons were made:
a) Surface marker (MOCAP) data versus marker (MRI) data
The surface marker (MOCAP) data were deemed to constitute the best available gold standard for the labderived marker coordinates and the resulting angular rotations were calculated using Visual 3D (C-Motion Inc, US ). These angles were compared with those derived from the surface marker (MRI) data, calculated using the bespoke MATLAB code to check if the systems were comparable irrespective of the input source data and code used. To determine the repeatability, the RMS error was also calculated for the repeated measurements undertaken using both MO-CAP and MRI systems.
b) Surface marker (MRI) data versus segmented bone (MRI) data
The angular rotations calculated by the bespoke MAT-LAB code for the surface marker (MRI) data and segmented bone (MRI) data were compared. This was to determine the correlation between the bone and the surface markers when both measures were taken using the same (MRI) system. c) Surface marker (MOCAP) versus segmented bone (MRI) data The outputs of Visual 3D for the surface markers (MO-CAP) were compared with the outputs of the MATLAB code for the segmented bone (MRI) inputs. This was to represent the practical application of the method and determine if systematic errors existed between the two measurements that could be accounted for.
To assess the agreement between the two systems, mean-difference plots, a graphical method introduced by Bland & Altman [12] , were derived for the angular values of the two segments relative to each other (Fig. 6) . Finally, the concordance correlation coefficient was calculated as described by Lin [13] for angular data, providing a numerical indicator of agreement between the two acquisition protocols.
RESULTS
In Vitro
Marker Coordinates
The markers were analyzed in two sets; the fixed markers (B1 -B4, F1 -F3, W1 and W2) and the rotating markers attached to Link1 (H1 -H3). The maximum RMS errors for all the scan angles were found to be 0.69 mm and 1.43 mm in the X and Y directions respectively for all markers (Table1). The RMS errors were observed to be higher in the Y direction than in X both for fixed and rotating markers.
High levels of agreement were found between the marker positions determined from the MOCAP and MRI systems. Mean-Difference plots were constructed and the Concordance Correlation Coefficient (CCC) values were calculated separately for the X and Y coordinates. The mean of the differences was -0.18 ± 0.59 mm for the X direction and 0.66 mm ± 0.63mm for the Y direction. The CCC varied between 1 and 0.9998 for the fixed markers, and between 0.9999 and 0.9788 for the rotating markers.
Angular Rotations
The difference (RMS error) between the angular values determined from the MOCAP and MRI based data was found to be less than 1 º, with a maximum difference of 0.88º (Table 2) . Good agreement was found between the in-house code and the proprietary Visual 3D output (Fig.   6a,b ).
Mean-difference plots were constructed for angular values for the outputs from the MOCAP and MRI custom MATLAB routines. The RMS error was 0.05º (95% confidence interval= 0.39º) and the CCC for angular agreement between MOCAP and MRI data was 1.000.
In Vivo
The in-vivo data was derived from the mean of the outputs of the bespoke code and the gold-standard Visual 3D for the inputs of surface marker (MRI) data obtained from MRI scans in each position as explained in section 2.2.4 as a first step . To assess the agreement between the two systems, Bland & Altman plots were plotted for the angular values of the two segments relative to each other for abducted and adducted angles (Fig. 6b) . Maximum angular difference was less than 1º. This showed that the MATLAB code calculates the angles not much different than the gold standard Visual 3D software for the less constrained system of natural wrist. Surface marker (MOCAP) versus (MRI) angle showed good agreement (Fig. 6b) . CCC for adducted and abducted angular values between MATLAB and Visual 3D for the surface marker (MRI) data was 0.92 and 0.96 respectively. CCC was 0.97 and 0.98 for adduction an abduction respectively for the outputs of Visual 3D for the input data of Surface Markers (MOCAP) and outputs of MATLAB code for the surface markers (MRI).
The outputs of Visual 3D for the surface markers (MOCAP) were compared with the outputs of the MAT-LAB code for the segmented bone (MRI) inputs (Fig. 6c) . Maximum RMS values were calculated for Visual 3D and MRI and segmented bone (MRI) data as 1.28º, 1.3º, and 0.98 º respectively. This was to ensure the comparability of the bespoke code for reporting angular rotations when using markers visible in both MOCAP and MRI universes, so as to support the subsequent validity of data from the segmented bones which could not be cross-referenced to Visual 3D.
CCC was calculated as 0.05 and 0.1 between the outputs of Visual 3D for the input data of Surface Markers (MOCAP) and outputs of segmented bone (MRI) for adduction and ab- duction respectively.
The outputs of MATLAB code for the input data of Surface Markers (MRI) and outputs of segmented bone (MRI) inputs were compared (Fig. 6d) CCC was calculated as 0.05 and 0.09 between the outputs of MATLAB code for the input data of surface Markers (MRI) and outputs of segmented bone (MRI) for adduction and abduction respectively.
A Student-t test for differences between the angular values calculated using surface markers (MOCAP) and segmentation of the internal bone (MRI) yielded a significant difference and therefore evidence of a systematic error for both adducted and abducted positions ( p= 0.000095 p=0.000154 respectively). For both the adducted and abducted positions the angle derived from surface-mounted markers over-estimated the change in position of the underlying bony segment.
DISCUSSION
This study addressed the aim of establishing the proof of concept that marker coordinates derived independently using MRI and motion capture, could be accurately coregistered in a highly constrained system in vitro. Using an idealized environment, free from the confounding effect of skin movement artefact, the technical potential of the concept was demonstrated. Although both MRI and MOCAP systems are widely used in the field separately, when two systems are combined, the agreement between the data sets requires rigorous validation prior to use in clinical applications. Theoretical estimations are possible for the technical accuracy of the systems, but these estimates often relate poorly to real-world applications, due to confounders such as inhomogeneities in the magnetic field in MRI scanning and the orientation of the anatomy relative to the field [14] .
Combination methods for internal imaging and motion capture have been described but only in abstract form to our knowledge [15] and there does not appear to be any peer reviewed literature formally investigating proof of concept and quantifying the associated errors.
To explore the differences between MRI and MOCAP systems quantitatively. I validated the data obtained from both systems using both bespoke MATLAB code (MAT-LAB version R2008a, The MathWorks Inc., USA) and Visual 3D (C-Motion Inc, US ), the latter considered an industry standard. The novel code showed excellent agreement with the industry standard Visual 3D outputs in the in vitro phase, although we recognize that the benchmark itself will not be completely free of error. The in vivo study confirmed that there is a good agreement between Visual 3D and the MATLAB code in calculating outputs from the same surface marker inputs (MRI) despite the less constrained system. For the in vitro study, in the absence of the possibility of surface movement relative to the rigid bodies, the MOCAP data represent the best available gold standard against which to compare the MRI outputs. Known sources of error in MR imaging, such as inhomogeneities in the main magnetic field and non-linearity in the applied magnetic field gradients are likely to have an effect when studying large volumes such as used in motion capture. The fixed markers yielded lower RMS error than rotating markers. Furthermore, the error along the Y axis, having a slightly higher systematic offset, was observed to be greater than for the X axis and largest at link position +/-90º when the rotating markers were at the greatest distance from the field iso-centre. In clinical applications for the wrist, neck or ankle it is likely that the ranges of motion would not exceed ± 45º and so this is the region in which the co-registration was required to be most accurate. In our study, for positions within ±60º of the longitudinal axis of the jig, the error in the coordinate data was less than 1 mm in both X and Y directions.
The concordance correlation coefficient results showed very high agreement between the MOCAP data and MRI data in the highly constrained in-vitro simulation. The CCCs for the estimates of surface marker coordinates were very high, and agreement between the two systems for angular rotation was effectively perfect. This provided confidence that, in a constrained system without the confounders of skin artefact, the two systems were able to predict highly similar outputs.
The relationship between surface marker (MOCAP) and segmented bone (MRI) data is similar for abducted and adducted postures. Student-t tests show that there is a significant difference between the angles calculated by surface markers (MOCAP) and internal segmented bone (MRI) data with the surface mounted markers significantly overestimating the rotations occurring in the underlying bony segments. This finding warrants further research as there is the potential to solve for systematic errors such as this is the over-estimation is predictable across a range of rotations or conditions. One significant advantage of the co-registration of MRI and MOCAP universes is the elimination of the use of invasive techniques such as bone-mounted pin and unnecessary exposure ionising radiation. This would open up the technique to use in patient populations where study is limited due to ethical concerns.
Although this proof of concept study used the wrist to represent a constrained rotation, there is potential to develop the technique for other joints, particularly joints in which surface mounted markers do not represent well the underlying bony segments. Although the field of view for accurate MRI scanning is limited due to increasing field inhomogeneity at the margins the 3D distortion correction algorithm provided a practically useful field of view in the current study. There is potential to map this further should a wider field of view be required.
I acknowledge that this proof of concept work focused solely on healthy subjects and as a minimum next-step prior to any clinical application, use of the technique to represent motions in the presence of pathological anatomy or function is required.
CONCLUSION
This study demonstrates the technical feasibility of using combination coated markers in both magnetic resonance imaging and optoelectronic motion capture universes, an approach that may have clinical applications for subjectspecific studies subsequently.
In this study, the maximum magnitude of the error for the translational data in-vitro was less than 1.5 mm and for angular rotation, an accuracy of better than 1° was attained. In vivo the comparability of directly observed surface mounted markers was lower than in the in vitro simulations but remained within useful limits. A systematic difference was observed between the angles derived from the surface marker data and internal bone segments derived from MRI. Further studies are required to determine whether this systematic error is an intrinsic fault of MOCAP technologies using surface mounted markers. In the interim, care may be required in interpreting surface mounted marker data in terms of absolute values. It may be possible to solve for these differences on an individual basis but further work is required. It appears unlikely that a single correction factor could be applied which would be valid across different patients.
Prior to clinical applications where subject-specific kinematic models may provide insight into disease processes or treatment response models, this technique could now be evaluated in pathological states.
