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Summary. A latent Markov model admitting variation in the number of latent states at each time
period is introduced. The model facilitates subjects switching latent states at each time period
according to an inhomogeneous first-order Markov process, wherein transition matrices are
generally rectangular. As a consequence, latent groups can merge, split or be rearranged. An
application analysing the progress of wellbeing of nations, as measured by the three dimensions
of the human development index over the last 25 years, illustrates the approach.
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1. Introduction
LatentMarkov (LM)models for panel data can be seen asmixedmodels inwhich randomeffects
are discrete and evolve over time according to an LM chain (Zucchini and MacDonald, 2009;
Bartolucci et al., 2013). Alternatively, they can be seen as mixtures of regressions in which there
are k unknown latent intercepts with mixture weights that are time dependent. Discrete and
time varying random effects take into account unobserved heterogeneity in a flexible fashion
without using normality and polynomial time trend assumptions. Another aim, connected with
the use of discrete random effects, is linked to the possibility of clustering subjects. In LM
models, cluster assignments are time specific, as at each time point any subject can move to
another cluster. This is particularly realistic in many applications, e.g. Dotto et al. (2019). (See
also Maruotti (2011), Farcomeni (2015) and the discussion of Bartolucci et al. (2014).)
Thiswork focuses on the clustering properties of LMmodels, where a proportion of subjects is
assigned tooneof k latent states.Classification is usuallyperformedby thresholding theposterior
probabilities that a subject is in a certain latent state at a certain time. The main contribution of
this new model is to address the limitation of having a fixed number of groups over time in that,
here, class definition involves a time varying number of latent states kt , t = 1, : : : ,T , where T
is the number of measurement occasions, so that transition matrices are rectangular whenever
kt = kt−1. For instance, when kt−1 = 4 and kt = 2, groups are rearranged according to a 4 × 2
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transition matrix of the kind ⎛⎜⎝
π11 π12
π21 π22
π31 π32
π41 π42
⎞
⎟⎠
where, for example, a proportionπ31 of subjects in group 3 at time t−1moves to the new group 1
at time t. Similarly,when kt−1=2and kt =4, groupsare rearrangedaccording toa2×4 transition
matrix of the kind (
π11 π12 π13 π14
π21 π22 π23 π24
)
where, for example, a proportion π13 of subjects in group 1 at time t − 1 moves to the new
group 3 at time t. It is important for interpretation to underline that groups with the same
label have different meaning when kt changes. For instance, the latent centroid will be different.
Accordingly, the proportion π11 of subjects in group 1 at time t − 1 should not be interpreted
as staying in group 1, but to move to the new group 1.
The primary motivation for this contribution is the need to classify nations according
to measures of wellbeing. For loan eligibility purposes, the World Bank annually classifies
nations into four groups with respect to their gross national incomes in a fairly rigid fashion
(World Bank (2017), https://datahelpdesk.worldbank.org/knowledgebase/
articles/906519), using inflation-adjusted class thresholds established in the late 1980s.
The United Nations (United Nations Development Programme, 2016) performs a similar ex-
ercise with respect to the human development index, which is a function of a nation’s gross
national income, aggregate education level and life expectancy at birth. In both cases the idea
is that categories correspond to groupings or clubs of nations with a commonality of predica-
ment, but there has been much debate about the permanency of such groupings. Clearly nations
can switch groups (witness the profound growth in all three human development categories
in post-economic-reform China, or the advances made by former Soviet Socialist Republics
such as Kazakhstan over recent decades). The essence of the club convergence–divergence de-
bate (see, for example, Quah (1997), Durlauf et al. (2005) and Anderson et al. (2016)) is that
changes could result in the nature and number of groups changing. Note also the vast literature
on the ‘vanishing middle class’ in the USA (e.g. Temin (2017)), which documents new groups
emerging and old groups disappearing or reshaping over time. In spite of this extensive de-
bate, no completely formal approach to investigate the issue has appeared. Clearly LM models
are well suited to such an analysis and for this the joint distribution of the three components
of the human development index (United Nations Development Programme, 1990) measured
over the past 25 years at nation level for 164 nations will be the focus of our motivating
application.
This work also tackles the obvious issue of choosing the configuration for the number of
latent classes k1, : : : , kT among the ones possible. In fact, whereas in classical LM mod-
els one usually considers only few possibilities (e.g. k = 1, 2, 3, 4, 5), the same rationale would
lead to a very large number of models even for moderate values of T (for example, if five op-
tions are allowed at each time occasion, there are 5T possibilities). Common information-based
comparison criteria like the Akaike information criterion AIC or Bayes information criterion
BIC are therefore infeasible or at least time consuming. The issue is solved through a penalized
likelihood form where the penalty is a function of the entropy of the latent distribution. A
similar penalty has been seen to work very well with latent class models (where no transitions
are allowed); see for instance Chamroukhi (2016) and references therein. Maximization of the
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penalized likelihood in the LM framework is far from being straightforward and a naive
expectation–maximization (EM) algorithm would basically require enumeration of the model
space, similarly to the case of AIC and BIC. To overcome this issue, a novel expectation–
maximization–Markov–Metropolis (EMMM) algorithm is proposed, leading to efficient opti-
mization of the penalized likelihood. A simple constraint can be used to optimize the penalized
likelihood also in the classical case k1 = k2 = : : := kT = k. In this sense, an automatic and com-
putationally feasible procedure is also proposed for choosing the number of latent classes in
classical square LM models.
The rest of the paper is as follows: the next section briefly reviews LM models. In Section 3
rectangular LM models are introduced, where the number of clusters is time varying. Inference
for a fixed sequence k1, : : : , kT is also described. In Section 4 a penalized likelihood form that
is useful for an automatic choice of the optimal configuration of cluster numbers is derived,
together with the novel EMMM algorithm for its optimization. Section 5 reports a simulation
study illustrating the performance of the EMMMalgorithm for choosing the true configuration
of latent states, and the mean-squared error (MSE) in comparison with more classical model
specifications. In Section 6 nations’ wellbeing data are analysed and some concluding remarks
are offered in Section 7.
Non-optimized R code for general implementation of the method, data that are used for
the application, code and instructions for replicating the simulation studies and the real data
analysis are available from https://github.com/afarcome/LMrectangular.
2. Set-up
Let yit , i=1, : : : ,n, t =1, : : : ,Ti, denote an r-dimensional vector of continuous outcomes mea-
sured on the ith subject at time t, with T =maxi Ti. Let also Uit denote an unobserved discrete
random variable with support 1, : : : , k. The basic LM model can be specified as
yit|Uit = j ∼MVNr.ξj,Σj/,
where ξj ∈Rr andΣj is a positive definite covariancematrix. Themodel is completed by assump-
tions of local independence, i.e. that conditionally on Uit the outcome yit is independent of the
past measures; and on the distribution of the latent variable Uit . Commonly a first-order homo-
geneous Markov chain is specified, with Pr.Ui1 = j/=πj and Pr.Uit = j|Ui,t−1 =h/=πhj. The
transition probabilities are collected in a square transition matrixΠ. The number of parameters
involved is k−1+k.k−1/+kr +kr.r −1/=2.
Several extensions, generalizations and special cases are available, including the use of co-
variates (Bartolucci, 2006; Bartolucci and Farcomeni, 2009; Bartolucci et al., 2013), additional
categorical or continuous random effects (Altman, 2007; Maruotti, 2011; Farcomeni, 2015),
informative dropout (Bartolucci and Farcomeni, 2015; Marino et al., 2018; Bartolucci and
Farcomeni, 2018), etc. A simple extension (e.g. Bartolucci et al. (2009)) involves the use of het-
erogeneous transition matrices, where there are T − 1 transition matrices Π.2/, : : : ,Π.T/, with
generic element
Pr.Uit = j|Ui,t−1 =h/=π.t/hj :
The number of parameters increases to k − 1+ .T − 1/k.k − 1/+ kr + kr.r − 1/=2, requiring a
much larger sample size for reliable inference, but the resulting model is clearly less biased as
soon as transitions have a different likelihood at different time occasions.
Inference is carried out either by numerical maximization of the likelihood computed through
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a forward recursion (Turner, 2008; MacDonald, 2014) or via an EM algorithm which also uses
a backward recursion.
3. Rectangular latent Markov models
The assumption that k is fixed over time might be restrictive in some applications. A rectangular
LM model is obtained through inhomogeneous first-order Markov chains whose number of
states is not time fixed. Formally, Uit can be assumed to have support kt , for t = 1, : : : ,T .
Configuration-specific initial and transition probabilities can be specified by assuming Pr.Ui1 =
j|k1/=πjk1 and Pr.Uit = j|Ui,t−1 =h, kt−1, kt/=πhjkt−1kt , where Σk1j=1πjk1 =1 and Σktj=1πhjkt−1kt=1. In words, a proportion πjk1 of subjects is assigned to the jth group (out of k1) at time t =1.
At time t=2 a proportionπhjk1k2 of subjects in grouph at time 1 is assigned to group j, regardless
of whether k1 = k2 or k1 = k2. Whenever kt−1 = kt , a rectangular transition matrix is obtained,
where subjects are rearranged into a new grouping configuration. Each subject in group h at
time t − 1 can be assigned to any of the new groups according to the transition probabilities.
Marginal probabilities are easily obtained, for instance Pr.Ui2 = j/=Σhπhk1πhjk1k2 .
Themodel is completedby specificationof configuration-specificmeanvectors and covariance
matrices as
yit|Uit = j, kt ∼MVNr.ξjkt ,Σjkt /:
In words, when there are kt groups there also are kt centroids (and scatter matrices). Note
that none of these parameters are time dependent. For identifiability we assume that the first
dimension of ξjkt is increasing in j.
The number of parameters involved depends on the number of different values for the number
of latent states. Let vT denote the unique values in the set {k1, : : : , kT }. Let also the couples
.g1, g2/, .g3, g4/, : : : , .gl−1, gl/ denote the unique consecutive couples for the number of groups
from time t −1 to time t. For example, if kt =k constantly, a unique consecutive couple .k, k/ is
obtained. If for a certain time t wehavepossibly aunitary increase for thenumberof groups, three
couples are obtained: .k, k/ (for the first t −1 occasions), .k, k+1/ (for the tth) and .k+1, k+1/
(for the remaining). The number of parameters is then k1 − 1 +Σl=2j=1g2j−1.g2j − 1/ + v{r +
r.r −1/=2}.
Of course, several extensions are possible simply by making assumptions or opportune pa-
rameterizations. For instance we could parameterize
ξjkt = δjkt +γ′Xit ,
to take into account vectors of covariates Xit (which might include time). Additionally, the
number of parameters can be reduced by making assumptions onΣjkt (e.g. that it is diagonal or
at least that its off-diagonal elements are equal). In our implementation we shall always assume
that Σjkt is diagonal.
Finally, also with rectangular LM models it is possible to specify time-specific transition
matrices by letting Pr.Uit = j|Ui,t−1 =h, kt−1, kt/=πthjkt−1kt .
3.1. Inference
The complete log-likelihood can be written as
lÅ.θ/=∑
c
∑
i
wi1ck1 log.πck1/+
∑
k
∑
l
∑
c
∑
d
∑
i
zicdlk log.πcdlk/+
∑
i
∑
t
∑
c
witckt log{p.yit|ξckt ,Σckt /}
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where witckt is a dummy variable equal to 1 if subject i is in latent state c at occasion t and
there are kt groups at that time; zicdlk =Σt>1wi,t−1,ckt−1witdkt I.kt−1 = l, kt =k/ (the indicator of a
transition from state c at time t −1 to state d for the ith subject, when there are l latent groups
at time t −1 and k latent groups at time kt).
The usual EM algorithm for LM models is directly generalized to rectangular LM models.
The E-step amounts to performing a forward and a backward recursion to obtain posterior
expectations of witckt and zicdlk, and the observed likelihood. witckt and zicdlk are iteratively
updated after an M-step in which parameters are obtained by maximization of the expected
complete log-likelihood.
Formally, let
αi1.c/=πck1p.yi1|ξck1 ,Σck1/,
and (if Ti >1), for t =2, : : : ,Ti,
αit.c/=p.yit|ξckt ,Σckt /
kt−1∑
h=1
αi,t−1.h/πhckt−1kt :
Then, it is straighforward to check that the observed log-likelihood corresponds to l.θ/ =
Σni=1Σ
kTi
c=1αiTi .c/. Additionally, let βiTi .c/=1 and (if Ti >1), for t =Ti −1, : : : , 1,
βit.c/=
kt+1∑
h=1
p.yi,t+1|ξhkt+1 ,Σhkt+1/βt+1.h/πchktkt+1 :
After the backward recursion we can proceed with the E-step by setting
E[witckt ]∝αit.c/βit.c/,
E[zichlk]=πchlk
Ti−1∑
t=1
I.kt = l, kt+1 =k/αit.c/βi,t+1.h/p.yi,t+1|ξhkt+1 ,Σhkt+1/
/∑
c
αit.c/βit.c/:
At the M-step, closed form expressions are available for updating model parameters. Formally,
πˆck1 ∝
n∑
i=1
E[wi1ck1 ],
πˆcdlk ∝
n∑
i=1
Ti∑
t=1
E[zicdlk],
ξˆck =
∑
it
E[witck]I.kt =k/yit∑
it
E[witck]I.kt =k/ ,
Σˆck =
∑
it
E[witck]I.kt =k/.yit − ξˆck/.yit − ξˆck/′∑
it
E[witck]I.kt =k/ :
The E- and M-steps are iterated until convergence.
As usual, a multistart strategy is used to increase the likelihood of finding the global opti-
imum. In our implementation we derive a deterministic initial solution based on k-means
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clustering for obtaining estimates of centroids, variances and the initial distribution, whereas
the hidden transition matrices are initialized through entries proportional to 1 for transitions
and to 8 + kt−1 for the diagonal elements. Other initial solutions can be obtained through
randomly perturbing the initial and final estimates on the basis of the deterministic starting
solution.
4. Choice of the number of latent components
A simple possibility for the choice of the configuration for the number of latent components
k1, : : : , kT is to prespecify several configurations of interest and to compare them through the
usual information criteria, like AIC or BIC.
A more automatic and unified approach could be given by the maximization of a penalized
likelihood form, similarly to the approaches of Figueiredo and Jain (2002), Yang et al. (2012)
and Chamroukhi (2016) for static mixtures (e.g. latent class models). These approaches are
based on the principle that we can set k1 =k2 = : : :=kt =kmax for some large value of kmax, and
then penalize the observed likelihood so that some clusters are empty at convergence. In this
section we exploit this idea for obtaining simultaneous model choice and estimation procedures
for LM model specifications.
The general principle is as follows: suppose that at each timepoint there are at least kmin,t latent
states, where usually we can assume that kmin,t =1 ∀ t and at most kmax ,t , where usually we can
assume that kmax,t =kmax ∀ t. Let also pct denote the proportion of subjects in cluster c at time
t. Here pc1 =πck1 and pct =πk1Πt−1h=1Πkh,kh+1 , where with a slight abuse of notation the product
sign indicates a matrix product. Let also nt denote the number of subjects with measurements
available at time t (i.e. Ti  t). A sensible penalty is given by the total entropy for Uit , which is
given by −ntΣc pct log.pct/: the entropy induces more unbalanced groups, eventually emptying
the least important. As noted by a referee, another perspective on the interpretation of this
penalty is provided by the fact that a small entropy implies more information of pct , since the
maximum entropy is reached when we do not have information about pct and there is an equal
proportion across clusters. Consequently, we could maximize
l.θ/+λ
T∑
t=1
nt
kt∑
c=1
pct log.pct/ .1/
in θ and kmin,tktkmax,t for a given penalty parameter λ. It is possible to obtain an automatic
selection procedure for the number of latent states in classical (squared) LM models simply
by assuming that k1 = k2 = : : := kT . It is also straightforward to modify the procedure for time
inhomogeneous square or rectangular transition matrices, even with the presence of covariates
for the latent distribution. When time inhomogeneous transition matrices are used and λ= 0,
the optimal kt =kmax,t for all t =1, : : : ,T .
To maximize expression (1) it is possible to proceed by adapting the general framework of
Chakraborty andChaudhury (2008), whichwas proposed for the completely different context of
robust estimation. The optimization procedure that we propose is a generalized EM algorithm
which we name the EMMM algorithm.
To initialize the EMMM algorithm, values for all possible parameters are specified, i.e. an
initial value is provided for ξ1, ξ2, : : : , ξkmax , Σ1, : : : ,Σkmax , π1, : : : ,πkmax and so on. The current
solution is then updated conditionally on the current specification of kˆ = .kˆ1, : : : , kˆT /, where
clearly ξj and Σj are updated only if any kˆt = j, and similarly for initial and transition proba-
bilities.
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The E-step, conditionally on kˆ, is exactly as above. At the M-step, updates of ξˆ and Σˆ are ob-
tained exactly as above. To update the initial and transition probabilities a simple approach is to
optimize expression (1) numerically, as computed through the forward recursion, conditionally
on kˆ, and the updated values of ξˆ and Σˆ.
It then remains only to update kˆ. This is done by running a Markov–Metropolis algorithm.
A sequence of random proposals k.1/, : : : , k.B/ is derived, where k.0/= {k1, : : : , kT } is the
current configuration and k.b+1/={k1.b+1/, : : : , kT .b+1/} is obtained by picking one time
occasion uniformly at random, and letting kt.b+1/=kt.b/+1 or kt.b+1/=kt.b/−1with equal
probability (unless kt.b/= kmin ,t or kt.b/= kmax ,t , of course). The candidate objective function
under the candidate configuration k.b/ is then evaluated, on the basis of the current values
for the other parameters involved. Call o{k.b/} the candidate objective function. The random
proposal k.b/ is accepted with probability
min
{
exp
(
− log.b+1/
D
[o{k.b−1/}−o{k.b/}]
)
, 1
}
, .2/
where D = 1=.TΔ/, Δ being the maximal variation that can be seen in o.·/ when one single
element of the current kt is increased or decreased by 1 unit.Note thatΔ can be computed exacty.
Mathematical details about the derivation of expression (2) can be found in Chakraborty and
Chaudhury (2008). An intuition is as follows: if o{k.b−1/}<o{k.b/}, we have found a better
solution and the candidate configuration k.b/ should be accepted. Indeed, if o{k.b − 1/} <
o{k.b/}, the resulting acceptance probability is 100%.Additionally, even if o{k.b−1/}>o{k.b/}
we allow acceptance of the candidate solution to be able to explore the parameter space and
possibly to escape local optima. However, the acceptance probability is non-increasing as a
function of b, so when b is large only improvements are in practice accepted. If the random
proposal is not accepted, k.b/=k.b−1/. AfterB iterations of theMarkov–Metropolis algorithm
the final configuration k.B/ is retained, together with the (possibly new) current solution for the
parameters.
If an implementation of the EMMM algorithm for the case of classical LM models with an
equal number of latent states at each iteration is desired, then only the procedure of random
proposal generation needs to be changed, where k.b/ is obtained by adding 1 to all entries
of k.b− 1/ with probability 12 , and subtracting 1 otherwise (unless k1 = k2 = : : := kT = kmin or
k1 =k2 = : : :=kT =kmax, of course).
The tuning parameterB should be set sufficiently large that the stochastic optimizer is allowed
to reach a better solution if that is available. We have found that often even as much as B=10
is sufficiently large, which is not surprising given that the stochastic optimizer is repeated at
each iteration. A brief simulation study on the sensitivity with respect to B is reported below.
A similar Markov–Metropolis within EM algorithm was previously used by Farcomeni and
Viviani (2011) and Farcomeni (2014a, b), but in completely different contexts.
As before, different initial solutions for the EMMM algorithm are tried to increase the like-
lihood of finding the global optimum. We have found that a good strategy for a deterministic
starting solution is to use several fixed sequences of k1, : : : , kT to obtain separate good values for
each parameter. Different sequences can be arbitrarily specified to obtain reasonable values for
all parameters involved in the general unknown k case. For instance, if kmax =3 and T =4, three
runs of the EM algorithm can be used: one fixing k = .1, 2, 2, 1/, another fixing k = .2, 3, 3, 2/
and the last fixing k= .3, 1, 3, k4/, where k4  3 is arbitrary. The first solution is used to initialize
π1, ξ1, ξ2, Σ1, Σ2, Π2,2, Π2,1 and Π1,2, the second to initialize ξ3, Σ3, π2, Π2,3, Π3,2 and Π3,3,
and the third to initialize π3, Π3,1 and Π1,3. As before, other initial solutions are obtained by
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randomly perturbing the hot start deterministic solution, or its outcome at convergence of the
EMMM algorithm.
To choose the penalty parameter λ several strategies can be set out. One possibility as in
Chamroukhi (2016) is to devise a data-driven expression; another, as suggested in Dotto et al.
(2017) in a different context, is to evaluate stability of the results via resampling for several values
in a grid. In the current context, however, data-driven approaches might increase the likelihood
of incurring local optima (at least in our dynamic latent state framework), and resamplingmight
become very cumbersome from a computational perspective. The suggestion is to evaluate the
likelihood for several values of λ in a grid, and
(a) to compare the optimal configuration at convergence for each λ, in a table, and
(b) to plot the penalized likelihood at convergence.
Experience suggests that, when groups are quite well separated, for λ>0 and up until a certain
value of λ we shall obtain the same (correct) solution consistently, making a precise choice of
λ not crucial. Additionally, the penalized likelihood at convergence should be not increasing
in λ, allowing for a heuristic choice looking for an ‘elbow’ in the plot. Another possibility
is to compute a standardized difference of penalized likelihoods, i.e. called Lj the penalized
likelihood corresponding to λj, and, assuming that λ1 =0<λ2 <λ3 < : : :<λg, we can compute
for j>1
Lj −Lj−1
L¯.λj −λj−1/
, .3/
where L¯ is the average of L1, : : : ,Lg, and pick λj as the minimizer. An illustration will be given
in Section 6 and a brief simulation about the sensitivity with respect to λ is reported in the next
section.
5. A simulation study
The following simulation study was performed to assess the ability of the penalized likelihood
approach to recover the true underlying configuration of the number of latent groups; and the
MSE-performance for estimation of centroids.
Data were generated from our model with r = 3 Gaussian outcomes, T = 4, 6, 8 occasions,
n= 100, 200 and four sequences of true configuration (which can be seen in the tables below).
An initial uniform distribution (with mass 1=k1) was fixed and transition matrices with entries
proportional to 1 for the probability of transitions to different states, proportional to pers+ kt−1
for the probability of staying in the same state label (even when the number of groups changes),
with pers=8, 10, 12. As a result, for instance, we fix Π22 as(
0:909 0:091
0:091 0:909
)
and Π23 (
0:833 0:083 0:083
0:083 0:833 0:083
)
,
when pers=8. Other transitions used include Π33, Π32, etc. For the centroids we set unit vari-
ances; and means for the lth variable as equally spaced between 0 and skt , with values for s
leading to medium or low separation (s=2:5) and to high separation (s=4).
At each iteration, after generating data as above, four different models were estimated: an
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Table 1. Simulation study: proportion of iterations in which maximization of penalized likelihood (1) leads
to the correct configuration of latent groups, for various n, T , separation s, configuration k1, . . . ,kT and
persistence pers†
n T s k1 k2 k3 k4 k5 k6 k7 k8 Proportion for the following values of pers:
pers=8 pers=10 pers=12
100 4 2.5 2 2 2 3 0.94 0.90 0.87
100 4 2.5 2 3 2 3 0.99 0.98 0.97
100 4 2.5 3 3 3 3 1.00 1.00 1.00
100 4 2.5 4 4 3 3 1.00 1.00 1.00
100 6 2.5 2 2 2 3 3 3 0.99 0.99 0.98
100 6 2.5 2 3 2 3 2 3 1.00 1.00 0.99
100 6 2.5 3 3 3 3 3 3 1.00 1.00 1.00
100 6 2.5 4 4 3 3 2 2 1.00 1.00 1.00
100 8 2.5 2 2 2 3 3 3 3 3 1.00 0.99 0.99
100 8 2.5 2 3 2 3 2 3 2 3 1.00 1.00 0.99
100 8 2.5 3 3 3 3 3 3 3 3 1.00 1.00 1.00
100 8 2.5 4 4 3 3 2 2 4 4 0.99 0.99 0.99
200 4 2.5 2 2 2 3 0.99 0.96 0.95
200 4 2.5 2 3 2 3 1.00 1.00 0.99
200 4 2.5 3 3 3 3 1.00 1.00 1.00
200 4 2.5 4 4 3 3 1.00 1.00 1.00
200 6 2.5 2 2 2 3 3 3 1.00 1.00 1.00
200 6 2.5 2 3 2 3 2 3 1.00 1.00 1.00
200 6 2.5 3 3 3 3 3 3 1.00 1.00 1.00
200 6 2.5 4 4 3 3 2 2 1.00 1.00 1.00
200 8 2.5 2 2 2 3 3 3 3 3 1.00 1.00 1.00
200 8 2.5 2 3 2 3 2 3 2 3 1.00 1.00 1.00
200 8 2.5 3 3 3 3 3 3 3 3 1.00 1.00 1.00
200 8 2.5 4 4 3 3 2 2 4 4 1.00 1.00 1.00
100 4 4.0 2 2 2 3 0.99 0.98 0.98
100 4 4.0 2 3 2 3 0.99 0.98 0.99
100 4 4.0 3 3 3 3 1.00 1.00 1.00
100 4 4.0 4 4 3 3 1.00 1.00 1.00
100 6 4.0 2 2 2 3 3 3 0.99 0.98 0.97
100 6 4.0 2 3 2 3 2 3 0.98 0.97 0.97
100 6 4.0 3 3 3 3 3 3 1.00 1.00 1.00
100 6 4.0 4 4 3 3 2 2 1.00 1.00 1.00
100 8 4.0 2 2 2 3 3 3 3 3 0.99 0.97 0.97
100 8 4.0 2 3 2 3 2 3 2 3 0.97 0.95 0.94
100 8 4.0 3 3 3 3 3 3 3 3 1.00 1.00 1.00
100 8 4.0 4 4 3 3 2 2 4 4 1.00 1.00 1.00
200 4 4.0 2 2 2 3 1.00 1.00 1.00
200 4 4.0 2 3 2 3 1.00 1.00 0.99
200 4 4.0 3 3 3 3 1.00 1.00 1.00
200 4 4.0 4 4 3 3 1.00 1.00 1.00
200 6 4.0 2 2 2 3 3 3 1.00 1.00 0.99
200 6 4.0 2 3 2 3 2 3 1.00 0.99 0.99
200 6 4.0 3 3 3 3 3 3 1.00 1.00 1.00
200 6 4.0 4 4 3 3 2 2 1.00 1.00 1.00
200 8 4.0 2 2 2 3 3 3 3 3 1.00 1.00 1.00
200 8 4.0 2 3 2 3 2 3 2 3 1.00 0.99 0.99
200 8 4.0 3 3 3 3 3 3 3 3 1.00 1.00 1.00
200 8 4.0 4 4 3 3 2 2 4 4 1.00 1.00 1.00
†Results are based on 1000 replicates.
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Table 2. Simulation study: MSE in estimation of the centroid when kD2 and kD3 (ξ2, ξ3) by maximizing
penalized likelihood (1) (penalized), with k D 2 or k D 3 at all times (fixed) and with known configuration
(oracle)†
n T s k1 k2 k3 k4 k5 k6 k7 k8 MSE ξ2 MSE ξ3
Penalized Fixed Oracle Penalized Fixed Oracle
100 4 4.0 2 2 2 3 0.042 0.134 0.042 0.963 19.972 6.158
100 4 4.0 2 3 2 3 0.063 0.417 0.061 0.268 11.803 1.244
100 4 4.0 3 3 3 3 0.071 0.071 0.071
100 4 4.0 4 4 3 3 0.139 0.993 0.139
100 6 4.0 2 2 2 3 3 3 0.042 0.156 0.042 0.132 2.942 0.249
100 6 4.0 2 3 2 3 2 3 0.040 0.402 0.040 0.188 9.621 0.515
100 6 4.0 3 3 3 3 3 3 0.046 0.046 0.046
100 6 4.0 4 4 3 3 2 2 0.060 2.397 0.060 0.139 0.139
100 8 4.0 2 2 2 3 3 3 3 3 0.042 0.082 0.042 0.064 0.901 0.064
100 8 4.0 2 3 2 3 2 3 2 3 0.030 0.395 0.030 0.126 7.775 0.197
100 8 4.0 3 3 3 3 3 3 3 3 0.034 0.034 0.034
100 8 4.0 4 4 3 3 2 2 4 4 0.060 1.678 0.060 0.139 0.139
200 4 4.0 2 2 2 3 0.020 0.114 0.020 0.261 16.319 2.093
200 4 4.0 2 3 2 3 0.030 0.390 0.030 0.126 9.637 0.200
200 4 4.0 3 3 3 3 0.034 0.034 0.034
200 4 4.0 4 4 3 3 0.068 0.915 0.068
200 6 4.0 2 2 2 3 3 3 0.020 0.129 0.020 0.061 1.796 0.061
200 6 4.0 2 3 2 3 2 3 0.020 0.385 0.020 0.084 7.718 0.084
200 6 4.0 3 3 3 3 3 3 0.023 0.023 0.023
200 6 4.0 4 4 3 3 2 2 0.030 2.302 0.030 0.068 0.068
200 8 4.0 2 2 2 3 3 3 3 3 0.020 0.051 0.020 0.032 0.846 0.032
200 8 4.0 2 3 2 3 2 3 2 3 0.015 0.379 0.015 0.062 6.316 0.062
200 8 4.0 3 3 3 3 3 3 3 3 0.017 0.017 0.017
200 8 4.0 4 4 3 3 2 2 4 4 0.030 1.362 0.030 0.068 0.068
100 4 1.0 2 2 2 3 0.042 0.299 0.041 0.553 76.835 56.207
100 4 1.0 2 3 2 3 0.061 1.020 0.061 0.359 63.270 38.460
100 4 1.0 3 3 3 3 0.071 0.071 0.071
100 4 1.0 4 4 3 3 0.139 3.106 0.140
100 6 1.0 2 2 2 3 3 3 0.042 0.365 0.042 0.124 34.366 17.694
100 6 1.0 2 3 2 3 2 3 0.040 0.995 0.040 0.237 62.452 35.332
100 6 1.0 3 3 3 3 3 3 0.046 0.046 0.046
100 6 1.0 4 4 3 3 2 2 0.060 6.093 0.060 0.139 0.139
100 8 1.0 2 2 2 3 3 3 3 3 0.042 0.185 0.042 0.064 7.109 1.533
100 8 1.0 2 3 2 3 2 3 2 3 0.030 0.985 0.030 0.127 64.874 32.415
100 8 1.0 3 3 3 3 3 3 3 3 0.034 0.034 0.034
100 8 1.0 4 4 3 3 2 2 4 4 0.060 6.818 0.060 0.139 0.139
200 4 1.0 2 2 2 3 0.020 0.271 0.019 0.261 77.303 45.548
200 4 1.0 2 3 2 3 0.030 0.974 0.030 0.126 62.746 38.205
200 4 1.0 3 3 3 3 0.034 0.034 0.034
200 4 1.0 4 4 3 3 0.068 2.410 0.211
200 6 1.0 2 2 2 3 3 3 0.020 0.312 0.020 0.061 33.587 15.033
200 6 1.0 2 3 2 3 2 3 0.020 0.967 0.020 0.084 65.747 35.262
200 6 1.0 3 3 3 3 3 3 0.022 0.022 0.022
200 6 1.0 4 4 3 3 2 2 0.030 5.876 0.030 0.068 0.068
200 8 1.0 2 2 2 3 3 3 3 3 0.020 0.117 0.020 0.032 3.802 0.032
200 8 1.0 2 3 2 3 2 3 2 3 0.015 0.958 0.015 0.062 64.018 42.694
200 8 1.0 3 3 3 3 3 3 3 3 0.017 0.017 0.017
200 8 1.0 4 4 3 3 2 2 4 4 0.030 3.733 0.030 0.068 0.068
†Results are shown for various n, T , separation s and configuration k1, : : : , kT and are based on 1000 replicates.
Persistence pers=8.
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Table 3. Simulation study: MSE in estimation of the centroid when kD2 and kD3 (ξ2, ξ3) by maximizing
penalized likelihood (1) (penalized), with k D 2 or k D 3 at all times (fixed) and with known configuration
(oracle)†
n T s k1 k2 k3 k4 k5 k6 k7 k8 MSE ξ2 MSE ξ3
Penalized Fixed Oracle Penalized Fixed Oracle
100 4 4.0 2 2 2 3 0.046 0.155 0.042 1.134 21.169 7.256
100 4 4.0 2 3 2 3 0.065 0.499 0.061 0.502 13.892 1.042
100 4 4.0 3 3 3 3 0.070 0.070 0.070
100 4 4.0 4 4 3 3 0.139 0.996 0.139
100 6 4.0 2 2 2 3 3 3 0.042 0.220 0.042 0.136 4.145 0.183
100 6 4.0 2 3 2 3 2 3 0.041 0.483 0.040 0.251 12.437 0.592
100 6 4.0 3 3 3 3 3 3 0.046 0.046 0.046
100 6 4.0 4 4 3 3 2 2 0.060 2.393 0.060 0.139 0.139
100 8 4.0 2 2 2 3 3 3 3 3 0.042 0.131 0.042 0.068 0.929 0.068
100 8 4.0 2 3 2 3 2 3 2 3 0.031 0.476 0.030 0.190 11.565 0.324
100 8 4.0 3 3 3 3 3 3 3 3 0.034 0.034 0.034
100 8 4.0 4 4 3 3 2 2 4 4 0.060 1.497 0.060 0.140 0.139
200 4 4.0 2 2 2 3 0.020 0.134 0.020 0.288 17.844 2.440
200 4 4.0 2 3 2 3 0.030 0.475 0.030 0.174 12.745 0.281
200 4 4.0 3 3 3 3 0.034 0.034 0.034
200 4 4.0 4 4 3 3 0.068 0.916 0.068
200 6 4.0 2 2 2 3 3 3 0.020 0.190 0.020 0.065 2.822 0.065
200 6 4.0 2 3 2 3 2 3 0.020 0.469 0.020 0.138 11.919 0.092
200 6 4.0 3 3 3 3 3 3 0.023 0.023 0.023
200 6 4.0 4 4 3 3 2 2 0.030 2.312 0.030 0.068 0.068
200 8 4.0 2 2 2 3 3 3 3 3 0.020 0.097 0.020 0.034 0.829 0.034
200 8 4.0 2 3 2 3 2 3 2 3 0.015 0.464 0.015 0.084 11.306 0.069
200 8 4.0 3 3 3 3 3 3 3 3 0.017 0.017 0.017
200 8 4.0 4 4 3 3 2 2 4 4 0.030 1.224 0.030 0.068 0.068
100 4 1.0 2 2 2 3 0.042 0.352 0.041 0.711 79.068 58.444
100 4 1.0 2 3 2 3 0.061 1.228 0.061 0.390 71.928 43.601
100 4 1.0 3 3 3 3 0.070 0.070 0.070
100 4 1.0 4 4 3 3 0.139 3.617 0.139
100 6 1.0 2 2 2 3 3 3 0.042 0.530 0.041 0.133 42.258 22.912
100 6 1.0 2 3 2 3 2 3 0.040 1.205 0.041 0.304 69.869 41.749
100 6 1.0 3 3 3 3 3 3 0.046 0.046 0.046
100 6 1.0 4 4 3 3 2 2 0.060 6.086 0.060 0.139 0.139
100 8 1.0 2 2 2 3 3 3 3 3 0.042 0.308 0.042 0.068 11.244 4.133
100 8 1.0 2 3 2 3 2 3 2 3 0.030 1.194 0.030 0.144 72.058 37.864
100 8 1.0 3 3 3 3 3 3 3 3 0.034 0.034 0.034
100 8 1.0 4 4 3 3 2 2 4 4 0.060 6.170 0.061 0.139 0.138
200 4 1.0 2 2 2 3 0.020 0.324 0.019 0.283 76.872 47.929
200 4 1.0 2 3 2 3 0.030 1.192 0.030 0.138 69.045 42.306
200 4 1.0 3 3 3 3 0.034 0.034 0.034
200 4 1.0 4 4 3 3 0.068 2.350 0.374
200 6 1.0 2 2 2 3 3 3 0.020 0.470 0.020 0.065 41.101 19.706
200 6 1.0 2 3 2 3 2 3 0.020 1.184 0.020 0.091 73.274 41.209
200 6 1.0 3 3 3 3 3 3 0.023 0.023 0.023
200 6 1.0 4 4 3 3 2 2 0.030 5.901 0.030 0.068 0.068
200 8 1.0 2 2 2 3 3 3 3 3 0.020 0.235 0.020 0.034 6.735 1.359
200 8 1.0 2 3 2 3 2 3 2 3 0.015 1.176 0.015 0.069 71.216 44.411
200 8 1.0 3 3 3 3 3 3 3 3 0.017 0.017 0.017
200 8 1.0 4 4 3 3 2 2 4 4 0.030 3.598 0.030 0.068 0.068
†Results are shown for various n, T , separation s and configuration k1, : : : , kT and are based on 1000 replicates.
Persistence pers=10.
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Table 4. Simulation study: MSE in estimation of the centroid when kD2 and kD3 (ξ2, ξ3) by maximizing
penalized likelihood (1) (penalized), with k D 2 or k D 3 at all times (fixed) and with known configuration
(oracle)†
n T s k1 k2 k3 k4 k5 k6 k7 k8 MSE ξ2 MSE ξ3
Penalized Fixed Oracle Penalized Fixed Oracle
100 4 4.0 2 2 2 3 0.047 0.170 0.041 1.212 22.132 7.742
100 4 4.0 2 3 2 3 0.065 0.566 0.061 0.742 16.087 1.571
100 4 4.0 3 3 3 3 0.070 0.070 0.070
100 4 4.0 4 4 3 3 0.140 1.000 0.140
100 6 4.0 2 2 2 3 3 3 0.042 0.274 0.042 0.159 5.805 0.377
100 6 4.0 2 3 2 3 2 3 0.050 0.554 0.040 0.430 14.711 0.552
100 6 4.0 3 3 3 3 3 3 0.046 0.046 0.046
100 6 4.0 4 4 3 3 2 2 0.059 2.390 0.059 0.139 0.140
100 8 4.0 2 2 2 3 3 3 3 3 0.042 0.185 0.042 0.072 1.027 0.072
100 8 4.0 2 3 2 3 2 3 2 3 0.031 0.547 0.030 0.246 14.258 0.460
100 8 4.0 3 3 3 3 3 3 3 3 0.034 0.034 0.034
100 8 4.0 4 4 3 3 2 2 4 4 0.059 1.366 0.059 0.141 0.139
200 4 4.0 2 2 2 3 0.020 0.150 0.020 0.318 18.564 2.611
200 4 4.0 2 3 2 3 0.030 0.540 0.030 0.346 14.373 0.305
200 4 4.0 3 3 3 3 0.034 0.034 0.034
200 4 4.0 4 4 3 3 0.068 0.917 0.068
200 6 4.0 2 2 2 3 3 3 0.020 0.247 0.020 0.071 4.350 0.071
200 6 4.0 2 3 2 3 2 3 0.020 0.536 0.020 0.145 14.187 0.103
200 6 4.0 3 3 3 3 3 3 0.023 0.023 0.023
200 6 4.0 4 4 3 3 2 2 0.030 2.308 0.030 0.068 0.068
200 8 4.0 2 2 2 3 3 3 3 3 0.020 0.151 0.020 0.036 0.827 0.036
200 8 4.0 2 3 2 3 2 3 2 3 0.015 0.531 0.015 0.078 13.978 0.078
200 8 4.0 3 3 3 3 3 3 3 3 0.017 0.017 0.017
200 8 4.0 4 4 3 3 2 2 4 4 0.030 1.159 0.030 0.068 0.068
100 4 1.0 2 2 2 3 0.042 0.391 0.041 0.909 79.219 62.081
100 4 1.0 2 3 2 3 0.061 1.402 0.061 0.332 78.150 45.646
100 4 1.0 3 3 3 3 0.070 0.070 0.070
100 4 1.0 4 4 3 3 0.139 3.942 0.291
100 6 1.0 2 2 2 3 3 3 0.042 0.669 0.042 0.227 49.309 25.532
100 6 1.0 2 3 2 3 2 3 0.040 1.385 0.040 0.296 74.954 41.951
100 6 1.0 3 3 3 3 3 3 0.046 0.046 0.046
100 6 1.0 4 4 3 3 2 2 0.059 6.080 0.059 0.139 0.140
100 8 1.0 2 2 2 3 3 3 3 3 0.042 0.446 0.041 0.072 17.955 6.897
100 8 1.0 2 3 2 3 2 3 2 3 0.030 1.374 0.030 0.164 78.820 42.721
100 8 1.0 3 3 3 3 3 3 3 3 0.034 0.034 0.034
100 8 1.0 4 4 3 3 2 2 4 4 0.059 5.759 0.060 0.139 0.139
200 4 1.0 2 2 2 3 0.020 0.364 0.019 0.313 78.618 47.194
200 4 1.0 2 3 2 3 0.030 1.360 0.030 0.154 73.108 45.152
200 4 1.0 3 3 3 3 0.034 0.034 0.034
200 4 1.0 4 4 3 3 0.068 2.526 0.392
200 6 1.0 2 2 2 3 3 3 0.020 0.615 0.020 0.070 48.511 25.059
200 6 1.0 2 3 2 3 2 3 0.020 1.355 0.020 0.102 76.203 43.804
200 6 1.0 3 3 3 3 3 3 0.023 0.023 0.023
200 6 1.0 4 4 3 3 2 2 0.030 5.892 0.030 0.068 0.068
200 8 1.0 2 2 2 3 3 3 3 3 0.020 0.373 0.020 0.036 11.000 3.646
200 8 1.0 2 3 2 3 2 3 2 3 0.015 1.349 0.015 0.077 78.574 47.389
200 8 1.0 3 3 3 3 3 3 3 3 0.017 0.017 0.017
200 8 1.0 4 4 3 3 2 2 4 4 0.030 3.113 0.030 0.068 0.068
†Results are shown for various n, T , separation s and configuration k1, : : : , kT and are based on 1000 replicates.
Persistence pers=12.
Analysis of the Wellbeing of Nations 13
Table 5. Simulation study: MSE in estimation of the centroid when k D 4 (ξ4) by maximizing penalized
likelihood (1) (penalized), with kD4 at all times (fixed) and with known configuration (oracle)†
n T s pers k1 k2 k3 k4 k5 k6 k7 k8 MSE
Penalized Fixed Oracle
100 4 2.5 8 4 4 3 3 0.254 1.227 0.310
100 6 2.5 8 4 4 3 3 2 2 0.253 4.465 0.445
100 8 2.5 8 4 4 3 3 2 2 4 4 0.138 1.782 0.138
200 4 2.5 8 4 4 3 3 0.122 0.927 0.122
200 6 2.5 8 4 4 3 3 2 2 0.122 2.972 0.122
200 8 2.5 8 4 4 3 3 2 2 4 4 0.067 1.423 0.067
100 4 4.0 8 4 4 3 3 0.253 23.167 6.323
100 6 4.0 8 4 4 3 3 2 2 0.253 31.264 5.657
100 8 4.0 8 4 4 3 3 2 2 4 4 0.136 32.426 7.415
200 4 4.0 8 4 4 3 3 0.121 23.586 11.446
200 6 4.0 8 4 4 3 3 2 2 0.121 26.991 7.334
200 8 4.0 8 4 4 3 3 2 2 4 4 0.067 29.546 7.941
100 4 2.5 10 4 4 3 3 0.254 1.379 0.311
100 6 2.5 10 4 4 3 3 2 2 0.254 4.706 0.255
100 8 2.5 10 4 4 3 3 2 2 4 4 0.140 1.992 0.139
200 4 2.5 10 4 4 3 3 0.122 0.962 0.122
200 6 2.5 10 4 4 3 3 2 2 0.122 3.041 0.122
200 8 2.5 10 4 4 3 3 2 2 4 4 0.068 1.442 0.068
100 4 4.0 10 4 4 3 3 0.251 25.281 5.979
100 6 4.0 10 4 4 3 3 2 2 0.251 31.462 4.134
100 8 4.0 10 4 4 3 3 2 2 4 4 0.138 35.660 8.559
200 4 4.0 10 4 4 3 3 0.121 22.522 11.357
200 6 4.0 10 4 4 3 3 2 2 0.121 27.491 7.634
200 8 4.0 10 4 4 3 3 2 2 4 4 0.068 33.364 10.113
100 4 2.5 12 4 4 3 3 0.254 1.378 0.310
100 6 2.5 12 4 4 3 3 2 2 0.254 4.723 0.296
100 8 2.5 12 4 4 3 3 2 2 4 4 0.142 2.311 0.208
200 4 2.5 12 4 4 3 3 0.121 0.999 0.121
200 6 2.5 12 4 4 3 3 2 2 0.121 2.940 0.121
200 8 2.5 12 4 4 3 3 2 2 4 4 0.070 1.483 0.070
100 4 4.0 12 4 4 3 3 0.251 23.590 6.322
100 6 4.0 12 4 4 3 3 2 2 0.251 31.398 4.441
100 8 4.0 12 4 4 3 3 2 2 4 4 0.139 38.958 7.242
200 4 4.0 12 4 4 3 3 0.120 23.931 8.847
200 6 4.0 12 4 4 3 3 2 2 0.120 27.699 5.335
200 8 4.0 12 4 4 3 3 2 2 4 4 0.069 35.710 10.881
†Results are shown for various n, T , separation s, configuration k1, : : : , kT and persistence pers, and are based
on 1000 replicates.
oracle rectangular LM model with known configuration kt , a classical LM model with a fixed
number of groups maxt kt , a classical LM model with fixed number of groups mint kt and a
rectangular LM model with unspecified configuration of latent states and maximization of
the penalized likelihood (1). A fixed λ= 0:1 was used for maximizing likelihood (1), where a
brief sensitivity analysis is reported below. The resulting performance of the penalized likelihood
approach is therefore conservative, being based on a fixed andnon-optimizedλ.Data generation
and model estimation were repeated 1000 times for each of the 144 scenarios.
The results are reported in Table 1, where the proportion of times that maximization of the
penalized likelihood led to the correct configuration of latent states is shown; and in Tables 2,
3 and 4 the average MSE for estimation of the centroid when k =2 and when k =3 for each of
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Table 6. Simulation study: proportion of iterations in which maximization of penalized likelihood (1) leads
to the correct configuration of latent groups when kD .2, 2, 2, 3/,nD100 and sD2:5, for various values of
persistence pers and tuning parameters B and λ†
pers Results for the following values of λ: Results for the following values of B:
0.01 0.05 0.10 0.20 0.35 0.5 Optimal 10 50 100 200 500
8 0.933 0.935 0.935 0.937 0.936 0.938 0.941 0.932 0.935 0.936 0.936 0.935
10 0.894 0.896 0.896 0.897 0.894 0.894 0.898 0.890 0.897 0.895 0.895 0.895
12 0.873 0.874 0.873 0.869 0.871 0.873 0.874 0.873 0.873 0.875 0.874 0.873
†Results are based on 1000 replicates.
the four estimation methods is reported, when pers= 8, 10, 12 respectively. The average MSE
for the case k=4 is reported in Table 5.
First, from Table 1 it can be seen that the penalized likelihood approach can recover the true
underlying configuration of the number of latent states with a satisfactory high probability.
Secondly, from Tables 2–5 it can be seen that, when the number of latent groups is not fixed,
the naive approach based on usual square LMmodels leads to an increasedMSE (mostly due to
bias), even when k =maxt kt . Notably, the penalized approach leads to comparable MSE with
respect to the oracle approach (and even lower in a few scenarios).
We conclude this section reporting on
(a) run times,
(b) sensitivity to λ and
(c) sensitivity to the tuning parameter B.
As far as run times are concerned, we report that, for the case T = 6, k = .4, 4, 3, 3, 2, 2/,
n=100, s=4 and pers=10, our non-optimized R code took about 2 min to optimize penalized
likelihood (1) with fixed λ, and about 12 min to fit a grid of values to choose the optimal penalty
parameter. This is compared with the 45 min that are needed to fit all possible configurations.
Similar run times are obtained in the other scenarios, where of course larger values of T and/or
kt lead to larger times to convergence.
Forλ andBwehave chosen theworst-case scenario inTable 1, i.e. n=100, T =4, k= .2, 2, 2, 3/
and s= 2:5; as can be expected this is the most sensitive to tuning parameters. In Table 6 we
report, for pers=8, 10, 12, the proportion of iterations in which maximization of likelihood (1)
leads to the correct configuration of latent groups for various values of λ and B. With λ=opt
we denote the λ-value that is chosen, for each data set, as the minimizer of expression (3).
6. Human development index and nation clubs
The common practice of measuring the wellbeing of a society with purely economic variables,
like the gross domestic product per capita, has recently been challenged by alternative multi-
dimensionalmeasures that policymakers and international organizations should consider in the
design and implementation of policies. The human development index, proposed by the United
Nations Development Programme (United Nations Development Programme, 1990), is by far
the most prominent attempt at expanding the dimensions of wellbeing. Common concerns with
this index are questions regarding aspects of wellbeing that should be included in the analysis,
how they should be aggregated and how to establish the cut-off points for the categories of the
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Table 7. Human development index
data: estimated configuration for the
number of latent states at convergence
of penalized likelihood (1) for various
values of λ
λ kˆ1 kˆ2 kˆ3 kˆ4 kˆ5 kˆ6
0.00 4 4 4 4 3 3
0.05 4 4 4 4 3 3
0.10 4 4 4 4 3 3
0.15 4 4 4 4 3 3
0.20 4 4 4 4 3 3
0.25 4 4 4 4 3 3
0.30 4 4 4 4 3 3
0.35 4 4 4 3 3 3
0.40 4 4 4 3 3 3
0.45 4 4 4 3 3 3
0.50 4 4 4 3 3 3
index to classify the nations. The United Nations Development Programme classifies nations
in four categories (low, medium, high or very high development) based on fixed cut-off points
derived from the quartiles of the development index distribution. The first problem with this
approach is that it prevents analysis of club convergence and mobility between classes. More
generally, the specification of class cut-offs is usually arbitrary and has met criticism (Anderson
et al., 2016).
The human development index extends the simple gross domestic product or gross national
income per capita as an indicator of wellbeing by incorporating information on health and
education. Currently, the index builds on three indicators (United Nations Development Pro-
gramme, 2016): gross national income per capita (the income index), life expectancy (the health
index) and a weighted average of expected years of schooling and mean years of schooling
(the education index). Here the analysis is carried out on a balanced panel of n= 164 coun-
tries over a period spanning from 1990 to 2014. Data were taken from the human develop-
ment reports Web site (hdr.undp.org/en/data) and have been collected every 5 years.
Per capita gross national income is reported in 2011 purchasing power parity. The expected
years of schooling are used for the education index as several mean years of schooling are
missing.
The penalized likelihood was maximized for a few values of λ. The final estimated configura-
tion of the number of latent groups for each value of λ is given in Table 7, where the maximum
and minimum values have been set at 4 and 1 respectively.
It can be seen that a fairly stable solution is obtained regardless of λ, with the only uncertainty
related to k4. Choosing λ in a forward manner by computing expression (3) as discussed above
leads to setting λ= 0:3, hence preferring the solution with k = .4, 4, 4, 4, 3, 3/. Note that these
results provide evidence of club convergence since the number of clubs is shrinking over time
with four groups in the period 1990–2005 and three groups in the period 2010–2014.
The centroids when k = 3 and when k = 4, together with the estimated standard deviations,
are reported in Table 8. As evident from Table 8, the groups are well separated in all cases.
The reduction in the number of groups represents a clear signal that a process of convergence
of wellbeing occurs after 2000. To evaluate this process better, we report the estimated transition
matrix Πˆ4,3:
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Table 8. Human development index data: estimated centroids
when there are three and four groups†
Group ξ1 ξ2 ξ3 σ1 σ2 σ3
k=3
g1 2532.45 59.66 9.48 1471.82 5.95 1.64
g2 12665.04 72.73 13.46 6179.60 3.78 1.50
g3 44641.89 80.20 15.96 18490.68 2.30 1.67
k=4
g1 1712.27 52.99 6.58 808.01 6.67 2.12
g2 6282.32 67.80 11.24 3103.92 5.46 1.55
g3 14116.36 71.53 12.94 4241.61 2.21 1.38
g4 40922.17 76.99 14.40 20782.97 2.56 2.23
†Here ξ1, ξ2 and ξ3 refer to the estimated group-specific means for
GDP, life expectancy and years of education respectively, whereas σ1,
σ2 and σ3 refer to the estimated group-specific standard deviations.
⎛
⎜⎝
1:000 0:000 0:000
0:028 0:972 0:000
0:000 1:000 0:000
0:000 0:000 1:000
⎞
⎟⎠,
which implies that the process of convergence involves essentially the two central groups, since
π2,2 ≈ 1 and π3,2 ≈ 1. We could name this new central group as ‘middle–high’. A proportion
of 3% of countries belonging to the middle group in the first period is ‘left behind’ and moves
to the new ‘low developed’ group. The transition matrix reveals no upward mobility from the
low class as well as no movements in and out of the very high developed group, indicating a
persistent gap. Overall, there is no indication that low developed countries are catching up with
the middle–high or very high developed groups.
To corroborate the substantial lack of mobility between groups, the square transitions Πˆ4,4
and Πˆ3,3, which are almost diagonal, are reported:⎛
⎜⎝
0:997 0:003 0:000 0:000
0:000 0:993 0:007 0:000
0:000 0:000 0:985 0:015
0:000 0:000 0:000 1:000
⎞
⎟⎠
and (1:000 0:000 0:000
0:000 1:000 0:000
0:000 0:000 1:000
)
:
As a last remark, note that this approach offers merely a perspective on the data, and that dif-
ferent results can be obtained considering different preprocessing of the data, or more generally
different indicators of wellbeing altogether. Using a regressive version of the model proposed,
in a Bayesian framework, Anderson et al. (2018) have argued in favour of a constant three-clubs
world, in the light of a different preprocessing of the data and the use of population weights.
We conclude this section by reporting that evaluation of all values of λ above takes about 90
min with our non-optimized R code. We also report on the fact that, because of the very small
sample size, there are several nearly optimal solutions for each value of λ and that the results we
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report have been obtained after comparing several initial deterministic and randomly perturbed
starting solutions. It is well known (e.g. Bartolucci and Farcomeni (2015)) that the number of
local optima decreases as the sample size increases with LM models. Finally, we report on a
sensitivity analysis with respect to the tuning parameter B. In our implementation above we set
B=200.Tocheck the sensitivitywith respect to this choice,we comparedB=10, 50, 100, 200, 500
with λ=0 but always obtain the same result.
7. Conclusions
In line with the discussion of Bartolucci et al. (2014), there are two main reasons for using LM
models. First, the hidden structure can be used to capture as much unobserved heterogeneity
as possible, to estimate parameters for the manifest distribution after removing time varying
sources of bias. In this case, a fixed (and slightly overestimated) number of latent states might
be a satisfactory choice. Secondly, the hidden structure can be itself of interest to cluster units
in a time varying fashion. In this case, a time varying number of groups (as proposed in this
paper for the first time) is justifiably necessary in our view since treating the true time varying
configuration kt in a classical time-fixed framework kt = k might lead to bias and incorrect
conclusions. In our experience, it often happens with classical LM models that one latent group
is almost empty at one or more time occasions, indicating that kt might be time varying. A more
parsimonious and less biased approach would in all those cases be represented by the use of the
rectangular LM models that are presented here.
For a fixed sequence of latent states, inference can be carried out at a computational cost
comparable with usual LM models. As the simulation study testifies, when kt is not constant
over time, assuming that it is constant might lead to bias. A penalized likelihood form can
be used to estimate the underlying configuration of the number of latent states efficiently (or,
after assuming that these are not time varying, of the number of latent states). Notably, a novel
EMMM algorithm for optimization of a penalized form of the likelihood has been proposed,
at the price of some additional computational overhead.
To the best of our knowledge the use of penalized likelihood forms for LM models is a new
area; it has only been considered previously by Farcomeni (2017) for a different purpose. In
contrast, mixture models with an entropy penalty have a long history, as testified by the classi-
fication likelihood information criterion in Biernacki and Govaert (1997). See also Hastie et al.
(2009) about the transition from best subset selection to penalized estimation in the statistical
learning literature. Biernacki and Govaert (1997) and Biernacki et al. (2000) also remarked
that entropy penalties may overestimate the number of classes. This led Biernacki et al. (2000)
to introduce the integrated completed likelihood, and Chamroukhi (2016) to threshold state
probabilities pct . The latter can be done also in our framework if desired. Finally note that in
the Bayesian mixture modelling literature there are several methods which treat the number of
mixture components as unknown (Fru¨hwirth-Schnatter, 2008; Anderson et al., 2018).
Motivated by a real word application, this work has focused on clustering. However, there are
several possible extensions for rectangular LM models; most are quite straightforward whereas
others, like parameterizing the number of clusters as a function of covariates (e.g. time), may
be slightly more cumbersome.
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