Abstract. We consider the problem of minimizing
Introduction
The problem of minimizing 
(x(t))
2 (x (t)) 2 dt, x(0) = 0, x(1) = 1, whose solution is x(t) = √ t, provides a simple example of a variational problem having an integrand independent of the integration variable t, whose solutions are not Lipschitzian. The question of the regularity, in particular Lipschitzianity, of the solutions to a variational problem has long been of interest-Tonelli himself considered this problem. The purpose of the present paper is to prove the regularity (Lipschitzianity) of a solution x to the problem of minimizing the functional . These results are obtained under conditions of superlinear growth and of regularity for the Lagrangian. In this paper we obtain the Lipschitzianity of solutions under a very weak growth assumption, that does not imply superlinear growth, without assuming regularity of the Lagrangian (we assume continuity) and without assuming convexity of the Lagrangian with respect to its second variable.
Notation and preliminary results
By B (ξ, r) and B [ξ, r] we shall mean the open and, respectively, closed ball in R N , centered at ξ and of radius r. L * (x, p) is the polar of L with respect to its second variable, i.e., L * (x, p) = sup ξ∈R N p, ξ − L(x, ξ) , and L * * (x, ξ) is the bipolar of L with respect to its second variable. In order that L * * be defined, a necessary and sufficient condition, to be assumed throughout, is that, for each x, ξ → L(x, ξ) be minorized by an affine function.
We shall call Problem (P ) the problem of minimizing b a
L(x(t), x (t)) dt, x(a) = A, x(b) = B,
while Problem (P * * ) is the problem of minimizing
Definition. We shall say that the (not necessarily convex) function f satisfies the Bounded Intersection Property (BIP ) if, for everyξ, there existsp ∈ ∂f
Theorem 1. Let f be a continuous function, affinely minorized, satisfiying (BIP ).
Then, for everyξ ∈ R N , there exist at most ν ≤ N + 1 points ξ i and coefficients of a convex combination α i such that
Moreover, the ξ i belong to {ξ :
is compact. To prove the theorem, we are going to show thatξ ∈ K. Assume that ξ / ∈ K. Thenξ / ∈ B [K, δ] for some positive δ, and soξ and the compact convex B [K, δ] can be strictly separated: there exist a, a = 1 , η > 0 and ξ 0 such that
, and the V n are closed and convex. We claim that there exists R such that, for n large, we have V n ⊂ B [0, R] . Otherwise, all the V n are unbounded and for each n the set D n of the asymptotic directions d n : d n = 1 ( [R] ), is compact and nonempty. Let the nonempty set D be their intersection.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
THE CALCULUS OF VARIATIONS IN THE AUTONOMOUS CASE 417
Then for any d ∈ D, any n and λ > 0,
so that f * * (λd) = (λd), contradicting (BIP ). Hence there areñ and R such that n ≥ñ and ξ ≥ R imply that
There exists a positive ε such that on the compact set
We claim that the map (ξ) +
proving the claim; hence, for every ξ, f
hence we obtain f
n η, a contradiction. Theñ ξ ∈ coK, so that there are at most ν ≤ N + 1 points x i ∈ K and coefficients of a convex combination
the theorem is proved. Proof. This is proved in [C:F:M]. The proof is easy when f is smooth. In the general case it is obtained by approximating f with smooth convex maps.
Proof. The same as for the proof of Proposition 1.
The following Uniformity Lemma will be the key to obtaining global estimates from a pointwise growth assumption.
Proof. Otherwise, there exist M and a sequence (ζ n , ξ n , p n (ξ n )), with ζ n ∈ Z, ξ n → ∞, and
and, from the uniform continuity of f on Z × B[0, R * ], we find that there existsñ such that, for n ≥ñ,
For any fixed sufficiently large n, apply Proposition 1 to the map f = f ζn , setting t = ξn R * , to infer that
a contradiction. Hence the lemma is proved.
, with values in the compact subsets of R N . i) ∆ maps bounded sets into bounded sets. ii) ∆ is upper semicontinuous, i.e., for every (x, ξ), for every ε > 0 there exists δ > 0 such that
In particular, the graph of ∆ is closed.
Proof. i). If the claim is false, there exist (x, ξ) and sequences (x n , ξ n ) and (p n ),
Passing to a subsequence, we can assume that pn pn → p 0 , where p 0 = 1, so that
a contradiction to the continuity of F .
ii). If the claim is false, there exist (x, ξ) and ε > 0, and sequences (x n , ξ n ) and
we have obtained a contradiction.
The growth assumption
To obtain the main results of this paper, neither convexity nor differentiability of the Lagrangian with respect to ξ will be assumed. Our results will depend on the validity of the growth assumption below: this assumption is expressed in terms of the convex (w.r.t. ξ) functions L * and L * * . The function ξ → L * * (x, ξ), being convex, admits a subdifferential, and we express the growth assumption in terms of this subdifferential.
For the special case of a bipolar L * * differentiable in ξ, the growth assumption
Apart from the possible lack of differentiability of L, it is in any case convenient to express the growth assumption in terms of ∇ ξ L * * instead of ∇ ξ L: in general, for a differentiable but non-convex function f (ξ), the assumption lim ξ →∞ f * (∇f * * (ξ)) = +∞ is weaker than the assumption lim ξ →∞ f * (∇f (ξ)) = +∞, as the example of the function t → (2 + sin t)t 2 shows: this function satisfies the first assumption but not the second.
We notice that (GA) is a pointwise condition with respect to x. 
The next proposition shows that convex maps (such as ξ → L * * (x, ξ)) with superlinear growth satisfy (GA).
Proof. Let B be the unit ball of R N and let k be such that f (x) ≤ k for x ∈ B. For x ∈ B and every ξ we have
Assume, to the contrary, that there exist a sequence (ξ n ), ξ n → +∞, and h such
contradicting the superlinear growth of f .
Theorem 2. Let
ii) Given R 0 > 0, there exists R = R(R 0 ) such that for every x in C, for every ξ, with ξ ≤ R 0 , there exist at most ν ≤ N + 1 points ξ i , with ξ i ≤ R, and coefficients of a convex combination α i such that
Proof. We shall prove i) and ii) together.
and define the function ψ x,ξ,p by
It is a convex function of ξ and it depends continuously on (x,ξ,p) and ξ. Moreover,
In fact, apply Proposition 3 to the map L * * (x, ξ). By i), Z is bounded. By ii), it is closed. Fix M > 0 arbitrarily. Apply the Uniformity Lemma to ψ x,ξ,p to infer the existence of R such that ξ ≥ R implies that for any x ∈ C, anyξ, with ξ ≤ R 0 , and anyp ∈ ∂L * * (x,ξ), for every selection p(ξ) from ∂L * * ξ (x, ξ), we have
In particular, this proves i). b) Fix ξ arbitrarily with ξ ≥ R and consider the convex function of the scalar t, 0, R] and the conclusion of Theorem 1 applies: for every x ∈ C,
be absolutely continuous and assume that every x(t), t ∈ [a, b], satisfies (GA). Then for every ε there existsx(.), depending on ε and satisfying the boundary conditions, such that
ii) Assume that every x ∈ R N satisfies (GA). Then
Proof. i). 
Apply ii) of Theorem 2, where
. [Ce] ), there exists a partition of [a, b] into ν measurable subsets E i , with characteristic functions χ i , such that, for 
we also have 
, it is enough to show that, given x(.) and ε > 0, there existsx(.), satisfying the boundary conditions, such that
The existence ofx(.) follows from i).
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Lipschitzianity of solutions
The purpose of this section is to prove the following theorem, the main result of this paper. 
Proof of Theorem
Apply i) of Theorem 2 to infer that there exists Λ such that
To prove the theorem we shall show that the assumption that the set S Λ has positive measure leads to a contradiction. More precisely, assuming the measure of S Λ to be positive, in steps b) through f) we shall show the existence of a positive real σ and of an absolutely continuous function, denoted xε(.) , obtained from x(.) by a reparametrization of the interval [a, b] 
In step g), applying Theorem 3, we shall show that this contradicts the fact that x(.) is a solution to (P ). b) From Proposition 2, given x and
hence, whenever x ∈ C and ξ1 1+δ ≥ Λ, we infer that
c) Consider S M , defined in a), and let χ M be its characteristic function: a.e. t ∈ S M is a point of density of S M and a Lebesgue point for the maps t → L * * (x(t), x (t)) and t → L * * (x(t),
1 o t h e r w i s e .
In particular, it follows that, for every ε > 0 sufficiently small, t ε is a Lipschitzian monotonic increasing transformation, mapping [a, b] onto itself. From the properties of t 0 and t 1 we have
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= ε{L * * (x(t 0 ),
where lim ε→0 h 0 (ε) = lim ε→0 h 1 (ε) = 0. e) Since x (t 0 ) ≤ M and x (t 1 ) ≥ Λ(1 + δ), from the estimates obtained in a) and b) we obtain
f) Consider the family of maps s ε (t), where s ε (t) is the inverse of the map t ε (s), and set x ε (t) = x(s ε (t)); since s ε is Lipschitzian and x is absolutely continuous, x ε is an absolutely continuous map satisfying the boundary conditions. The chain rule for derivatives holds [S:V], and we have
Recalling that L(x, ξ) ≥ L * * (x, ξ), we see that the conclusion of e) gives This contradicts the fact that x(.) is a solution to P . Hence the set S Λ has measure zero, and x(.) is Lipschitzian on [a, b] . 
