Abstract. We consider factorizations G = XY where G is a general group, X and Y are normal subsets of G and any g ∈ G has a unique representation g = xy with x ∈ X and y ∈ Y . This definition coincides with the customary and extensively studied definition of a direct product decomposition by subsets of a finite abelian group. Our main result states that a group G has such a factorization if and only if G is a central product of X and Y and the central subgroup X ∩ Y satisfies certain abelian factorization conditions. We analyze some special cases and give examples. In particular, simple groups have no non-trivial set-direct factorization.
Introduction
Factorizations of groups is an important topic in group theory that has many facets. The most basic and best studied type of factorization is the direct product factorization of a group into two normal subgroups. If G is a group and H and K are two normal subgroups of G then G = H × K if and only if each g ∈ G has a unique representation g = hk with h ∈ H and k ∈ K. One possibility to generalize this definition is to relax the condition that both H and K are normal. This leads to the well-known concept of a semi-direct product of subgroups (only one of the factors is assumed to be normal) and also to the consideration of factorizations G = HK where neither of the two subgroups H and K is normal, and even the unique representation condition is not necessarily assumed. To get a glimpse of the possibilities see the seminal classification result in [10] of maximal decompositions G = HK where G is a finite simple group and H and K are two maximal subgroups of G.
Another generalization arose from a geometry problem of Minkowski [12] . In 1938 Hajós [6] reformulated this problem as an equivalent factorization problem of a finite abelian group, where the factors need not be subgroups. More precisely, if G is an abelian group written additively then a (set) factorization of G is a representation of G in the form G = H + K where H and K are subsets of G and for each g ∈ G there is a unique pair h ∈ H and k ∈ K such that g = h + k. Four years later, Hajós [7] solved Minkowski's problem by solving the equivalent group factorization problem. This initiated the investigation of set factorizations of abelian groups. The interested reader is referred to the book [13] by Szabó and Sands for a comprehensive account of problems, techniques, results and applications of this field.
In the present paper we consider set factorizations of a general group. For abelian groups our definition coincides with the one described above. Some specialized results which apply to our definition appeared in [8] . Another related concept which is studied in the literature, is the concept of a logarithmic signature. This concept found use in the search for new cryptographic algorithms which are based on finite non-abelian groups, and this application motivates the bulk of the available results. A logarithmic signature of a group G is a sequence [α 1 , ..., α s ] of ordered subsets α i ⊆ G (not necessarily normal) such that each g ∈ G has a unique representation g = g 1 · · · g s with g i ∈ α i for all 1 ≤ i ≤ s. The first proposal for a cryptosystem which is based on logarithmic signatures can be found in [11] . Results on short logarithmic signatures can be found in [9] . Definition 1.1. Let G be a group, and let X and Y be two non-empty subsets of G. We shall say that the setwise product XY is direct, and denote this fact by writing X × Y for the set XY , if both X and Y are normal in G, and if every g ∈ XY has a unique representation g = xy with x ∈ X and y ∈ Y .
We shall say that the group G has a set-direct factorization (decomposition) or is a set-direct product, if G = X × Y for some X, Y ⊆ G. A set-direct factorization of G will be called non-trivial, if and only if none of X or Y is a singleton consisting of a central element (whereby the second factor must be G).
Our main result is a necessary and sufficient condition for a group G and an unordered pair X, Y of normal subsets of G to satisfy G = X × Y . This condition involves a certain central subgroup Z of G, and a family of set-direct factorizations of Z. Recall (see Section 2.2) that a group G is a central product of two normal subgroups M and N if G = M N and Z := M ∩ N is central in G. In this case we write G = M • Z N . 
Corollary 1.3. Simple groups have no non-trivial set-direct factorization.
Condition (b) of Theorem 1.2 specifies a family of set-direct factorizations of Z, and the next definition characterizes the families of set-direct factorizations of Z that arise in this way. Recall that if H is an abelian group, and S ⊆ H then the kernel of S in H is defined by K H (S) := {h ∈ H|hS = S} (we also write K (S) if H is clear from the context). One can easily check that K H (S) is a subgroup of H. Definition 1.4. Let Z be an abelian group and let M = {M i } i∈I and N = {N j } j∈J be two multisets (i.e., repetitions allowed) of subgroups of Z. An MN -direct factorization system of Z is a pair of multisets A = {A i } i∈I and B = {B j } j∈J of subsets of Z which satisfy for all i ∈ I and j ∈ J
To make the connection between Condition (b) of Theorem 1.2 and Definition 1.4, we need the following fact (see Section 2.1, Lemma 2.1). Let G be a group, N G, and Z ≤ N a central subgroup of G. Then Z acts by multiplication on the set Ω N of all conjugacy classes of G contained in N . The next theorem shows that starting from a central product G = M • Z N and an appropriate set-direct factorization system of Z, one can obtain a set-direct decomposition of G. We denote by O (Ω M ) and O (Ω N ) the set of all orbits of the multiplication action of Z on Ω M and Ω N respectively. Note (Lemma 2.1 part 3) that the stabilizer of an orbit is the stabilizer of any conjugacy class belonging to the orbit.
For each i ∈ I and j ∈ J let M i and N j be the stabilizers of the orbits i and j. Set M := {M i } i∈I and N := {N j } j∈J . Assume that A := {A i } i∈I and B := {B j } j∈J is an MN -direct factorization system of Z. For each i ∈ I and j ∈ J fix conjugacy classes C i and D j belonging to the orbits i and j respectively. Then G = X × Y is a set-direct decomposition of G, where
Thus, the set-direct factorizations of a general group G can be obtained, in principle, from the knowledge of the central subgroups of G, the central product decompositions of G in which they are involved (each central Z ≤ G is involved in at least one such decomposition -G = G• Z Z), the stabilizers of their multiplication action on the set of conjugacy classes of G contained in the factors of the central products, and the associated factorization systems. Now we consider some special cases of this general observation. The first case is when one of the factors is a group (and then the second factor is a normal transversal for this group). If G is finite, denote by k (G) the number of conjugacy classes of G. (
(2) G = X • Z N and for any m ∈ X and n ∈ N we have X m = Z and |Y n | = 1. Furthermore, if either of (1) or (2) holds, Y is a normal transversal of Z in N and Z acts semi-regularly on
The second special case we consider is a central product over a finite cyclic group (our non-standard commutator notation is explained in the first paragraph of Section 2). Theorem 1.9. Let G = M • Z N be a group such that Z is finite and cyclic, and let Concrete examples of non-trivial set-direct factorizations of the type described by Corollary 1.10, where G is a non-abelian finite quasi-simple group, are provided by the following theorem whose proof rests on the work of Blau in [3] . 
Notation and Background Results
Let G be any group. For x ∈ G we denote the conjugacy class of x in G by x G . For any normal subset S of G let Ω S denote the set of all conjugacy classes of G contained in S. We set k (G) := |Ω G | in the case that G is finite. 
Proof.
(1) Note that N is the union of all elements of Ω N and hence Ω N = ∅. Let D ∈ Ω N and z ∈ Z. Since Z ≤ N we have Dz ⊆ N . We have to show that Dz is also a conjugacy class of G. Let y ∈ Dz and g ∈ G. Then there exists d ∈ D such that y = dz. Using the fact that Z is central, we have
Thus, Dz is a normal subset of G. Now suppose that
Thus, any two elements in Dz are conjugate in G. This completes the proof that Dz is also a conjugacy class of G. 
Then, since nZ ⊆ DZ we have Y n = U ∩ nZ. On the other hand, since Y is normal in G , we get that U is a union of classes in O D , and hence, by part 3, U Z D = U . This together with (nZ)
We first prove that k (G/Z) is equal to the number of orbits of the multiplication action of Z on Ω G . Let D ∈ Ω G . It is easy to check that the set DZ, viewed as a set of cosets of Z in G is a conjugacy class of G/Z. By part 1, DZ can also be viewed as a disjoint union of conjugacy classes of G which form one orbit under the multiplication action of Z.
is equal to the number of orbits of the multiplication action of Z on Ω G . Now, the length of each orbit is at most |Z|, and k (G) equals the sum of the lengths of all of the Z-orbits. Since the action of Z is semi-regular if and only if all of the lengths equal |Z| = k (Z), we get that the action is semi-regular if and only if
Remark 2.2. We make two notational remarks in relation to Lemma 2.1.
(1) Let G be a group and let X be a set of conjugacy classes of G. In some discussions (e.g., X is an orbit of Z) it is convenient to abuse notation and let X stand also for the normal G-subset 
Any group G with M, N, Z as in the theorem is said to be the central product of M and N (with respect to Z), and we will write G = M • Z N .
Next we consider the structure of the conjugacy classes of a central product G = M • Z N , and the multiplication action of Z on them (see Section 2.1).
Lemma 2.4. Let G be a group and M and N normal subgroups of G, such that
(1) There exist a conjugacy class C M of M and a conjugacy class
be the set of all the distinct pairs of conjugacy classes
is a single orbit of the multiplication action of Z on Ω M and Ω N respectively.
Proof. 1. Let g ∈ C. Then, since G = M N , there exist m ∈ M and n ∈ N such that g = mn. Hence:
where the third equality relies on the fact that M and N centralize each other. Now we can take C M := m M and C N := n N . 2. Let C M and C N be as in the first part. Note that for any z ∈ Z, C = z
We have proved:
which implies the claim.
3. Let C M and C N be as in the first part. We have
For the second claim, let z ∈ Z C . Then
This implies that the pairs (zC
On the other hand, for any z 1 ∈ Z CM and z 2 ∈ Z CN we get
This proves that Z CM Z CN ≤ Z C and altogether we get The following type of subset plays an important role in the analysis of the action of a central subgroup on the conjugacy classes of central products.
Lemma 2.6. Let G be a group and M and N normal subgroups of G, such that
Furthermore, if Z is finite then {Z Xi } i∈I and Z Yj j∈J are finite sets of sizes r ≥ 1 and s ≥ 1 respectively, and we can relabel the Z Xi and Z Yj as follows:
In this case
By Lemma 2.1 parts (3) and (4) and Remark 2.2 part 2, if n ∈ N belongs to a conjugacy class in the orbit
The proof that
Z XiYj is similar, and
, and
follows from the fact that the Z (X) i are pairwise commuting. The claims for Z [N ] and Z [G] are similar.
2.3. Basic properties of a set-direct product. The following lemma states several equivalent conditions for the directness of a setwise product. Although the group is not assumed to be abelian the proof is essentially the same as that of [13, Lemma 2.2] , and is therefore omitted.
Lemma 2.7. Let G be a group, and let X and Y be two non-empty normal subsets of G. The following conditions are equivalent. Lemma 2.9. Let G be a group, and let G = X × Y be a set-direct decomposition of G. Then:
Proof. (a) Since |C| > 1 then C −1 C = CC −1 must contain non-trivial elements, and hence, if Y contains C or C −1 we get a contradiction with Lemma 2.7(b). (b) By part (a), if C is a conjugacy class, C ⊆ X and C −1 ⊆ Y , then C must consist of a single central element. On the other hand, since 1 G ∈ G, we must have at least one class C such that C ⊆ X and C −1 ⊆ Y . (c) Since z is central, the normality of X implies the normality of zX and (zX) −1 (zX) = X −1 X. Similar claims hold when X is replaced by Y . Now apply Lemma 2.7.
Remark 2.10. Following [13, p.5] , we shall say that a subset X of a group G is normalized if 1 G ∈ X, and that the set-direct factorization G = X ×Y is normalized if both X and Y are normalized. In view of Lemma 2.9(c),
and by Lemma 2.9(b) , each orbit of this action contains at least one normalized factorization. Note that if X ⊆ G is normalized and X is not a subgroup of G then gX is not a subgroup of G for any g ∈ G. For suppose by contradiction that gX is a subgroup for some g ∈ G. Then, since 1 G ∈ X we get that g ∈ gX and hence g −1 ∈ gX, implying gX = g −1 (gX) = X, whereby X is a subgroup -a contradiction.
Lemma 2.11. Let G be a group, and let A, B, C be three non-empty normal subsets of G. Suppose that the products AB and (AB) C are direct. Then the products BC and A (BC) are also direct.
Proof. First we show that
A (BC) is direct. For this we have to show that if a 1 , a 2 ∈ A, b 1 , b 2 ∈ B and c 1 , c 2 ∈ C and a 1 (b 1 c 1 ) = a 2 (b 2 c 2 ) , then a 1 = a 2 , and b 1 c 1 = b 2 c 2 . By associativity, (a 1 b 1 ) c 1 = (a 2 b 2 ) c 2 . Since (AB) C is direct, we get c 1 = c 2 and a 1 b 1 = a 2 b 2 . Since AB is direct we further get a 1 = a 2 and b 1 = b 2 . These three equalities give b 1 c 1 = b 2 c 2 . Now we show that AB is direct. Let a 1 , a 2 ∈ A, b 1 , b 2 ∈ B, and suppose that a 1 b 1 = a 2 b 2 . Multiplying on the right by some c ∈ C (recall that by assumption C = ∅) and using associativity, we have a 1 (b 1 c) = a 2 (b 2 c) . Since A (BC) is direct, this gives a 1 = a 2 and b 1 c = b 2 c, which yields b 1 = b 2 .
Set-direct factorizations of groups
In this section we prove the various conditions stated in the Introduction for set-direct decompositions of groups. We begin by showing that if the product of two subsets of a group is direct then they must centralize each other. 
Proof. Let X and Y be two normal subsets of G, and assume that XY = X × Y . It is immediate that if X 1 ⊆ X and Y 1 ⊆ Y are also normal subsets of G then X 1 Y 1 = X 1 ×Y 1 . Since X and Y are normal in G, each one of X and Y is a union of conjugacy classes. Hence it would suffice to show that for any two conjugacy classes C and D of G, the directness of CD implies that C and D centralize each other. Thus let C and D be two arbitrary conjugacy classes of G such that CD = C × D. Let x ∈ C and y ∈ D be arbitrary. We have to show that x and y commute. Set t := xy. First we shall prove that
Since x h ∈ C and y h ∈ D and the product CD is direct, we have, by uniqueness of factorization, that x h = x and y h = y.
. Hence t commutes with both x and y. But t = xy implies y = x −1 t. Using the fact that x commutes with both x −1 and t we get that x and y commute.
Using Theorem 3.1, we obtain Theorem 1.2 as a consequence of an apparently more general statement.
Let G be a group and let X and Y be subsets of G. We write G = X × c Y if every element g ∈ G can uniquely be expressed as g = xy where x ∈ X and y ∈ Y , and if X centralizes Y . Clearly, for an abelian G, G = X × c Y and G = X × Y is the same. 
. Conversely, assume that conditions (a) and (b) hold true. By (a) we get that
By (a) there exist m ∈ M and n ∈ N such that g = mn. Using (b) and the fact that X m and Y n are central we get:
Since g ∈ gZ this implies the existence of x ∈ X and y ∈ Y such that g = xy. It remains to prove uniqueness of representation. Suppose that we also have x 1 ∈ X and y 1 ∈ Y such that g = x 1 y 1 . Then xy = x 1 y 1 implying x 1 x = y −1 y 1 ∈ X x1 ∩ Y y . Now, since x 1 ∈ X we have 1 G ∈ X x1 and similarly 1 G ∈ Y y . Therefore 1 G ∈ X x1 ∩ Y y . By (b), the product X x1 Y y is direct, therefore, by Remark 2.8, X x1 ∩ Y y = {1 G }. This implies x 1 = x and y 1 = y.
Proof of Theorem 1.2. Combine Theorems 3.1 and 3.2.
Proof of Theorem 1.5. Since condition (a) of Theorem 1.2 holds by assumption, we have that G = X × Y if and only if Z = X m × Y n for every m ∈ M and n ∈ N . Hence, by Definition 1.4, it remains to show that for any m ∈ M and n ∈ N we have M m ≤ K (X m ) and N n ≤ K (Y n ). This is immediate from Lemma 2.1 (5). Then (A, B) has to satisfy the following arithmetical conditions:
and also
(a) We prove the first part of the claim. The proof of the second part is essentially the same. Suppose, by contradiction, that there exist i ∈ I and j ∈ J, and two elements a 1 = a 2 ∈ A i which belong to the same coset of N j in Z. Then a 1 = n 1 x and a 2 = n 2 x, where n 1 = n 2 are elements of N j and x ∈ Z. Since B j is a non-empty union of cosets of N j , there exists some y ∈ Z, such that N j y ⊆ B j . Hence b 1 := n 1 y and b 2 := n 2 y belong to (3)). In the first place, using
Observe that a is ′ z 1 ∈ A i and b jt ′ z 2 ∈ B j . By uniqueness of factorization in A i × B j we get a is = a is ′ z 1 and b jt = b jt ′ z 2 . If s = s ′ , we have, by our choice, that a is and a is ′ belong to distinct M i cosets in contradiction to a is = a is ′ z 1 . Hence s = s ′ and similarly t = t ′ . Now it follows that a is b jt C i D j are distinct conjugacy classes for distinct pairs (s, t), and
The next theorem is needed for the proof of Theorem 1.7. (1) and (2) 
Proof. Suppose that Z has a normal transversal Y in N . Then every element of Y meets every coset of Z in N in precisely one element which is equivalent to |Y n | = 1 for every n ∈ N . Let D ∈ Ω N . By Lemma 2.1 (5) we have
which is the claim of (2).
Conversely, assume (2) . Let J denote the set of all distinct orbits of the multiplication action of Z on Ω N . For each j ∈ J let D j be a conjugacy class belonging to the orbit j. We claim that T := j∈J D j is a normal transversal of Z in N . The normality of T in N is clear as it is a union of conjugacy classes. Since Z acts transitively by multiplication on each orbit we have ZD j = j and hence ZT = N . Now suppose that t 1 , t 2 ∈ T satisfy Zt 1 = Zt 2 . Then there exist z ∈ Z such that t 2 = zt 1 . If z = 1 then, by the semi-regularity assumption, t 1 and t 2 belong to two distinct conjugacy classes of N , say D 1 and D 2 respectively, but, on the other hand, D 1 and D 2 belong to the same Z-multiplication orbit. This contradicts the construction of T . Hence z = 1 and t 2 = t 1 .
Finally, the last claim of the theorem follows from Lemma 2.1 (6).
Proof of Theorem 1.7. Suppose that G = X × Y . Then G = X • Z N follows from Theorem 1.2(a). By Theorem 1.2(b) we have Z = X m × Y n for every m ∈ M and n ∈ N . Since M = X we have Z ⊆ X and mZ ⊆ X for every m ∈ M and hence X m = Z. By uniqueness of representation in the set-direct product Z = X m × Y n , this forces |Y n | = 1 for all n ∈ N . Conversely, assume condition (2) . Let m ∈ M and n ∈ N . Then X m = Z and |Y n | = 1 implies Z = X m × Y n . Now (1) follows by Theorem 1.2.
The condition that for any n ∈ N we have |Y n | = 1, is equivalent to the statement that Y intersects every coset of Z in N in precisely one element, which is equivalent to Y being a transversal of Z in N . The remaining claims follow from Theorem 3.5. Proof. Let A := {A i } i∈I and B := {B j } j∈J be an MN -direct factorization system of Z. Let i ∈ I and j ∈ J be arbitrary.
Lemma 3.8. Let G be a group and M and N normal subgroups of G, such that
Proof. Clearly, X and (Y ∩ Z) are normal subsets of M . Since G = X × Y any m ∈ M has a unique factorization m = xy with x ∈ X ⊆ M and y ∈ Y ⊆ N . This implies y = x −1 m ∈ M so y ∈ Z. Thus we have proved that every m ∈ M has a unique factorization m = xy with x ∈ X and y ∈ Y ∩ Z, so M = X × (Y ∩ Z). 
Proof. 1. By Lemma 2.6(b) (using its notation),
for all i ∈ I and j ∈ J, which holds true by Theorem 1.5 and Lemma 3.7.
2. Apply the notation of Lemma 2.6(b). Set M = {M i } i∈I where M i := Z Xi for all i ∈ I, and N = {N j } j∈J where N j := Z Yj for all j ∈ J. Let A = {A i } i∈I where A i = X 0 for all i ∈ I, and B = {B j } j∈J where B j = Y 0 for all j ∈ J. By Lemma 2.6(b) and Lemma 3.6 we have M i ≤ K (A i ) for each i ∈ I and N j ≤ K (B j ) for all j ∈ J. Hence, by Definition 1.4, (A, B) is an MN -direct factorization system of Z. Now apply Theorem 1.6. Note that Z itself is an orbit of conjugacy classes in both M and N . Using the notation of Theorem 1.6, let i ∈ I and j ∈ J be the labels of Z as an orbit of conjugacy classes. Choose in the proof of that theorem
Proof. By Theorem 3.9 part (2) we only need to prove that
and Z [N ] are unions of the distinct stabilizers of orbits of the multiplication action of Z on Ω M and Ω N respectively. These stabilizers are subgroups of Z and hence cyclic. Let p be any prime. Recall that for any two p-subgroups of a finite cyclic group, one of the subgroups contains the other. Hence, if Z [M] contains a non-trivial p-element, Z [N ] does not contain any such element and vice versa. Furthermore, since Z [M] and Z [N ] are abelian, we get that p divides Z [M] if and only if Z [M] contains a nontrivial p-element, and a similar statement holds for Z [N ] . Therefore,
= 1 which implies that
which implies, by Lemma 2.6(a) and Theorem 3. 
Consider the multiplication action of Z on Ω G . Since, by assumption, this action has no fixed point, the stabilizer of any conjugacy class is proper in Z. But X 0 is the unique maximal subgroup of Z and hence it contains all of the point stabilizers. By Lemma 2.6(b) this implies 
Finite quasi-simple groups
In this section we prove Theorem 1.11 which states conditions for the existence of non-trivial set-direct decompositions of finite quasi-simple groups. The proof demonstrates the use of some of the results of the previous sections. Recall that a group G is quasi-simple if G = G ′ and G/Z (G) is a simple group. The center of a finite quasi-simple group G must be isomorphic to a factor group of the Schur multiplier of G/Z (G) ([1, Section 33] ). Information on the relevant Schur multipliers is given in [2] . . But this gives, using the fact that G is perfect
Let G be a finite quasi-simple group. We shall call an element y ∈ Z (G) such that y does not fix (by multiplication) any conjugacy class of G, a semi-regular element. Blau [3] has classified the semi-regular elements of all finite quasi-simple groups. By Since Z = Y we get that θ 1 and θ 2 belong to two distinct order 3 subgroups. Note that Z has 4 distinct subgroups of order 3, and fixing any two of them, the other two are the two diagonal subgroups of the direct product of the first two. Therefore we can assume, without loss of generality, that y 1 := g 1 g 3 and y 2 := g 2 g 3 . Observe that g 1 , being of order 3, must fix a conjugacy class of G. We will now prove that there is no m ∈ M such that Z = X m × Y and g 1 ≤ K (X m ). Assume by contradiction that such m ∈ M exists. Note that the cyclic group g 2 g 3 of order 6 is a transversal of g 1 , and hence X m = g 1 ∪ g 1 α, where α is a nontrivial element of g 2 g 3 , which does not belong to the coset g 1 g 3 nor to the coset g 1 g 2 g 3 (since X m ∩ Y = {1}). We get:
Checking the three possible values of α ∈ g 2 g 3 \ {1, g 3 , g 2 g 3 } one verifies that for all of them we have |X m Y | < 18 -a contradiction. Hence the possibility Thus we have proved that if G is a finite quasi-simple group then G has no nontrivial normalized set-direct decomposition, except, possibly, G/Z(G) = PSL (3, 4) , and Z(G) is non-cyclic (case (iii) above). Now we consider this case and prove the existence of such a set-direct decomposition. First we discuss the possibilities for Z(G). Since the Schur multiplier of PSL(3, 4) is isomorphic to C 3 × C 4 × C 4 , a non-cyclic Z (G) is isomorphic to one of the following:
where C is either the trivial group or a group of order 3.
Choose Z ≤ Z (G) with Z = z ∼ = C 2 . Clearly G = M • Z N with M = G and N = Z. Notice that each orbit of conjugacy classes of G with respect to the multiplication action of Z has length 2. Setting I := O (Ω M ) and J := O (Ω N ), we have |J| = 1, and all of the point stabilizers, M i with i ∈ I and the single N j with j ∈ J are trivial. Thus A := {A i } i∈I and B := {B j } j∈J is an MN -direct factorization system of Z, where M = {M i } i∈I , N = {N j } j∈J , A i = {1} for all i ∈ I and B j = Z. By Theorem 1.6 we get a normalized set-direct factorization G = X × Z, where X contains precisely one conjugacy class from each Z-orbit, and X is not a group by Lemma 4.1. This proves the first claim of Theorem 1.11 concerning case (iii) above.
In order to prove the second claim of Theorem 1.11 concerning case (iii) above, note that |Z (G)| ≥ 4, and that |Z (G)| = 4 if and only if Z (G) ∼ = C 2 × C 2 . If |Z (G)| = 4 then any normalized subset of Z (G) whose size divides |Z (G)| = 4 is a subgroup of Z (G). This proves one direction of the claim. For the other direction assume that |Z (G)| > 4. If Z (G) contains a cyclic group of order 4 then G has a non-trivial normalized set-direct factorization such that none of the factors is a group by Corollary 1.10. Otherwise, Z (G) ∼ = C 3 × C 2 × C 2 . In this case take Z = Z (G). Choose elements g 1 , g 2 , g 3 ∈ Z such that Z = g 1 × g 2 × g 3 with o (g 1 ) = 3, o (g 2 ) = o (g 3 ) = 2. Let Y = {1, g 1 g 2 , g 1 g 3 , g 1 g 2 g 3 }. This is a normalized transversal of g 1 in Z, so Z = g 1 × Y . Furthermore, Z = Y , and, in particular, Y is not a group. Since every non-trivial stabilizer of a conjugacy class of G in Z is equal to g 1 , we obtain a suitable direct factorization system {A i } i∈I , {B j } j∈J of Z by setting A i = g 1 for all i ∈ I and B j = Y for all j ∈ J. By Theorem 1.6 there exists a normalized direct set factorization G = X × Y , where neither X nor Y is a group.
Products of two conjugacy classes
In this section we consider the directness of products of two conjugacy classes. 
