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Uvod
Pojam Markovljevog procesa prvi je uveo matematicˇar Andrej Markov za slucˇaj kada je
prostor stanja diskretan. Ovdje c´emo proucˇavati Markovljeve procese na opc´enitom skupu
stanja. Jasno je da su nam za promatranje takvih procesa potrebni finiji alati nego u diskret-
nom slucˇaju, no usprkos potesˇkoc´ama, do 70-ih godina prosˇlog stoljec´a je glavni dio teorije
doveden do stanja gdje je vec´ina fundamentalnih problema poput ciklicˇnosti, prolaznosti
i povratnosti, postojanja invarijantne mjere te konvergencije, rijesˇena na zadovoljavajuc´i
nacˇin. Jedan od poznatijih primjera Markovljevog procesa je autoregresivni proces reda 1
(AR(1) proces) koji je jedan od najvazˇnijih primjera u teoriji vremenskih nizova i kojem
c´emo se dijelom i u ovom radu posvetiti.
Nama c´e posebno zanimljivi biti Harrisovi lanci, nazvani tako po matematicˇaru The-
odoreu Harrisu. Manje je poznato da se dio ove teorije mozˇe pripisati Wolfgangu Do-
eblinu, matematicˇaru koji je, za vrijeme sluzˇbe u 2. svjetskom ratu, napisao svoj osvrt
na Chapman-Kolmogorovljeve jednadzˇbe te ih u ”pil cachete´” (zatvorena kuverta) poslao
Francuskoj akademiji znanosti. Doeblin je u ratu poginuo, no kada je ta zatvorena kuverta
otvorena 2000. godine, pokazalo se da je Doeblin, u pogledu razvijanja teorije Markovlje-
vih procesa, bio daleko ispred svog vremena.
U prvom poglavlju c´emo se prisjetiti teorije Markovljevih lanaca na diskretnom skupu
stanja. Nakon toga c´emo, u drugom poglavlju, razviti teoriju Markovljevih lanaca na
opc´enitom skupu stanja te pojmove poput ϕ-ireducibilnosti, subinvarijantne mjere, povrat-
nosti i prolaznosti te uniformne i geometrijske ergodicˇnosti. U trec´em poglavlju c´emo
suziti tu teoriju samo na Harrisove lance, posebnu vrstu Markovljevih lanaca na opc´enitim
skupovima stanja. Pokazat c´emo da je za neke od pojmova iz drugog poglavlja laksˇe doka-
zati postojanje ako radimo s Harrisovim lancem. Na kraju, rad c´emo zavrsˇiti s par primjera
Markovljevih lanaca na opc´enitom skupu stanja.
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Poglavlje 1
Diskretni Markovljevi lanci
U ovom poglavlju c´emo se prisjetiti nekih definicija i rezultata vezanih uz Markovljeve
lance na diskretnom skupu stanja kako bi ih kasnije mogli poopc´iti na opc´enite skupove
stanja.
Definicija 1.0.1. Neka je S prebrojiv skup. Slucˇajni proces X = (Xn : n ≥ 0) definiran
na vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u skupu S je Markovljev lanac ako
vrijedi
P(Xn+1 = j | Xn = i, Xn−1 = in−1, ..., X0 = i0) = P(Xn+1 = j | Xn = i)
za svaki n ≥ 0 i za sve i0, ..., in−1, i, j ∈ S za koje su obje uvjetne vjerojatnosti dobro
definirane.
Prisjetimo se nekih pojmova i definicija koji c´e nam trebati za daljnji rad. Stohasticˇka
matrica P = [pi j] je matrica dimenzije S × S kojoj je suma svakog retka jednaka 1 te je
konacˇna ukoliko je broj stanja u S konacˇan.
Definicija 1.0.2. Neka je λ = (λi : i ∈ S ) vjerojatnosna distribucija na S, te neka je
P = (pi j : i, j ∈ S ) stohasticˇka matrica. Slucˇajni proces X = (Xn : n ≥ 0) definiran na
vjerojatnosnom prostoru (Ω,F ,P) s prostorom stanja S je homogen Markovljev lanac s
pocˇetnom distribucijom λ i prijelaznom matricom P ako vrijedi
(i) P(X0 = i) = λi za sve i ∈ S , te
(ii)
P(Xn+1 = j | Xn = i, Xn−1 = in−1, ..., X0 = i0) = pi j
za svaki n ≥ 0 i za sve i0, ..., in−1, i, j ∈ S .
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Takve Markovljeve lance nazivamo (λ, P)-Markovljevim lancima.
Primjer 1.0.3. Slucˇajna sˇetnja. Neka je (Yn : n ≥ 1) niz nezavisnih, jednako distribuiranih
slucˇajnih varijabli s vrijednostima u Z i distribucijom P(Y1 = k) = pk, k ∈ Z. Definiramo
slucˇajnu sˇetnju Z = (Zn : n ≥ 0) sa
Z0 = 0, Zn =
n∑
k=1
Yi, n ≥ 1.
Uocˇite da za n ≥ 0 vrijedi Zn+1 = Zn + Yn+1. Nadalje,
P(Zn+1 = in+1|Zn = in, ...,Z1 = i1,Z0 = 0) = P(Yn+1 + in = in+1|Zn = in, ...,Z1 = i1,Z0 = 0)
= P(Yn+1 = in+1 − in) = pin+1−in
= P(Zn+1 = in+1|Zn = in),
gdje trec´i redak slijedi zbog nezavisnosti slucˇajne varijable Yn+1 sa Z0,Z1, ...,Zn. Dakle,
slucˇajna sˇetnja Z je Markovljev lanac.
Jedan od najzanimljivijih primjera slucˇajne sˇetnje je jednostavna slucˇajna sˇetnja kod
koje su slucˇajne varijable Yk Bernoullijeve na {−1, 1}. Preciznije, P(Y1 = 1) = p, P(Y1 =
−1) = q = 1 − p, 0 < p < 1. Pripadajuc´i Markovljev lanac Z pomicˇe se samo za jedno
mjesto ulijevo ili udesno. Prijelazne vjerojatnosti su pii−1 = q, pii+1 = p, pi j = 0 za
j , i − 1, i + 1. Za jednostavnu slucˇajnu sˇetnju kazˇemo da je simetricˇna ako je p = q = 12 .
Slucˇajne sˇetnje mozˇemo promatrati i na d-dimenzionalnoj resˇetci Zd, d ≥ 1. Sa ei
oznacˇimo vektor (0, ..., 0, 1, 0, ..., 0) ∈ Zd s jedinicom na i-tom mjestu. Pretpostavimo da je
Y = (Yn : n ≥ 1) niz nezavisnih. jednako distribuiranih slucˇajnih vektora s vrijednostima
u skupu {±e1,±e2, ...,±ed} s distribucijom P(Y1 = ei) = P(Y1 = −ei) = 12d . Definiramo
Z0 = 0, te Zn =
∑n
k=1 Yk, za n ≥ 1. Tada se Z = (Zn : n ≥ 0) zove jednostavna, simetricˇna
d-dimenzionalna slucˇajna sˇetnja. U svakom trenutku se Z mozˇe pomaknuti na jedno od 2d
susjednih mjesta na resˇetci.
5Mnozˇenje beskonacˇnih stohasticˇkih matrica definira se po analogiji s mnozˇenjem konacˇnih
matrica. Ako su P = (pi j : i, j ∈ S ) i Q = (qi j : i, j ∈ S ) matrice (konacˇne ili beskonacˇne),
definiramo matricu PQ = (ri j : i, j ∈ S ) sa
ri j =
∑
k∈S
pikqk j.
Specijalno, n-ta potencija matrice P dana je s Pn = (p(n)i j : i, j ∈ S ), gdje je
p(n)i j =
∑
i1∈S
...
∑
in−1∈S
pii1 pi1i2 ...pin−2in−1 pin−1 j.
Konacˇno, definirajmo nultu potenciju matrice P kao P0 = I = (δi j) gdje je δii = 1, a δi j = 0
za i , j.
Iz formule za konacˇnodimenzionalne distribucije mozˇemo izracˇunati jednodimenzi-
onalne distribucije. Zaista, koristec´i gornju formulu imamo
P(Xn = j) =
∑
i0∈S
∑
i1∈S
...
∑
in−1∈S
λi0 pi0i1 ...pin−1 j
=
∑
i0∈S
λi0 p
(n)
i0 j
= (λPn) j.
U zadnjem retku smo sa λPn oznacˇili produkt vektor-retka λ i matrice P, dok (λPn) j
oznacˇava j-ti element rezultirajuc´eg vektor-retka. Iz te formule odmah slijedi da je za
sve n ≥ 0,
Pi(Xn = j) = p
(n)
i j .
Ta formula nam govori da ako Markovljev lanac krec´e iz stanja i, tada je vjerojatnost da
nakon n koraka bude u stanju j jednaka i j-tom elementu n-te potencije prijelazne matrice
P. Vjerojatnosti p(n)i j zovu se n koracˇne prijelazne vjerojatnosti.
Na kraju, spomenimo rezultat poznat pod nazivom Chapman-Kolmogorovljeve jedna-
kosti: za sve i, j ∈ S
Pi(Xm+n = j) =
∑
k∈S
p(n)ik p
(m)
k j .
Interpretacija te formule je: lanac koji krec´e iz stanja i, te se u trenutku n+m nalazi u stanju
j mora u trenutku n biti u nekom stanju k ∈ S , te iz tog stanja k u preostalih m koraka treba
doc´i u stanje j.
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Neka je X = (Xn : n ≥ 0) Markovljev lanac s prostorom stanja S i prijelaznom matricom
P. Za B ⊂ S definiramo prvo vrijeme pogadanja tog skupa kao
TB = min{n ≥ 0 : Xn ∈ B},
uz konvenciju da je min ∅ = +∞. U slucˇaju B = { j} za j ∈ S zbog jednostavnosti pisˇemo
T j umjesto preciznijeg T{ j}.
Imajuc´i to na umu, za stanja i, j ∈ S kazˇemo da je j dostizˇno iz i, i −→ j, ako vrijedi
Pi(T j < ∞) > 0 te da stanja i, j ∈ S komuniciraju ako i −→ j i i −→ j. Nadalje, ako se S
sastoji od samo jedne klase komuniciranja, tj. za sve i, j ∈ S vrijedi i ←→ j za S kazˇemo
da je ireducibilan. Ukoliko je podskup C ⊂ S skupa stanja kazˇemo daje zatvoren ako za
svako stanje i ∈ C vrijedi Pi(TS \C = ∞) = 1, tj. skup C je zatvoren ako lanac ne mozˇe izac´i
iz C. U tom slucˇaju za stanje j ∈ S kazˇemo da je apsorbirajuc´e ako je { j} zatvoren skup.
Za slucˇajnu varijablu T, kazˇemo da je vrijeme zaustavljanja ako vrijedi {T ≤ n} ∈
σ(X0, X1, ...Xn), za sve n ≥ 0. Za fiksno stanje i ∈ S promatramo smo vremena u kojima
se Markovljev lanac vrac´a u stanje i. Uz definiciju Ti = T
(1)
i = min{n > 0 : Xn = i},
indukcijom za m ≥ 1 se pokazˇe
T (m+1)j =
min{n > T (m)i : Xn = i}, T (m)i < ∞∞, T (m)i = ∞
Vrijeme T (m)i zove se vrijeme m-tog povratka u stanje i.
Nadalje, za stanje i ∈ S kazˇemo da je povratno ako vrijedi Pi(Ti < ∞) = 1, tj. pozitivno
povratno ako vrijedi Ei(Ti) < ∞, a j ∈ S je prolazno ako je Pi(Ti < ∞) < 1, tj. nul-povratno
ako nije pozitivno povratno. Pokazˇe se da, ukoliko je i ∈ S povratno te i←→ j da je tada i
j ∈ S povratno. Uz to, ako je Markovljev lanac X ireducibilan i povratan tada su sva stanja
i povratna.
Podsjetimo se da je stacionarna distribucija Markovljevog lanca ona vjerojatnosna dis-
tribucija pi = (pii : i ∈ S ) za koju vrijedi pi = piP. Netrivijalna mjera λ na S je invarijantna
mjera Markovljevog lanca X (tj. prijelazne matrice P) ako vrijedi λ = λP. Nadalje,
definiramo i granicˇnu distribuciju Markovljevog lanca X, pi = (pii : i ∈ S ) ako za sve
i, j ∈ S vrijedi limn→∞ p(n)i j = pi j. Definirajmo josˇ i aperiodicˇnost Markovljevog lanca,
tj. aperiodicˇnost jednog stanja i ∈ S s d(i), gdje je d(i) najvec´i zajednicˇki djelitelj skupa
{n ≥ 1 : p(n)ii > 0}. Ako je taj skup prazan, d(i) = 1 te u tom slucˇaju kazˇemo da je i
aperiodicˇno. U suprotnom, kazˇemo da je i periodicˇno s periodom d(i). Uz takvu definiciju
kazˇemo da je X aperiodicˇan ukoliko su mu sva stanja aperiodicˇna. Sada mozˇemo iskazati
sljedec´i teorem koji nec´emo dokazati. Sam dokaz teorema se mozˇe nac´i [7].
7Teorem 1.0.4. Neka je λ proizvoljna vjerojatnosna distribucija na skupu stanja S . Pretpos-
tavimo da je X = (Xn : n ≥ 0) (λ, P)-Markovljev lanac koji je ireducibilan i aperiodicˇan,
te ima stacionarnu distribuciju pi. Tada je
lim
n→∞P(Xn = j) = pi j, za sve j ∈ S .
Specijalno,
lim
n→∞ p
(n)
i j = pi j, za sve i,j ∈ S ,
tj. stacionarna distribucija je ujedno i granicˇna.
Podsjetimo se vrlo vazˇnog rezultata iz teorije vjerojatnosti.
Teorem 1.0.5. (Jaki zakon velikih brojeva) Neka je (Yn : n ≥ 1) niz nezavisnih jed-
nako distribuiranih slucˇajnih varijabli na vjerojatnosnom prostoru (Ω,F ,P) , takvih da
je E|Y1| < ∞, te stavimo µ = E(Y1). Tada je
P
(
lim
n→∞
Y1 + Y2 + ... + Yn
n
= µ
)
= 1.
Na kraju, dajemo jedan od najvazˇnijih rezultata teorije Markovljevih lanaca na diskret-
nom skupu stanja. Teorem navodimo bez dokaza.
Teorem 1.0.6. (Ergodski teorem) Pretpostavimo da je Markovljev lanac X = (Xn : n ≥ 0)
ireducibilan i pozitivno povratan, te neka je pi njegova jedinstvena stacionarna distribucija.
Pretpostavimo da je f nenegativna ili ogranicˇena realna funkcija definirana na S . Tada
vrijedi
P
 limn→∞ 1n
n−1∑
k=0
f (Xk) =
∑
j∈S
f ( j)pi j
 = 1.
Primjer 1.0.7. (a) Jednostavna slucˇajna sˇetnja u Z. Neka je (Yn : n ≥ 1) niz nezavisnih
slucˇajnih varijabli s distribucijom P(Y1 = 1) = p, P(Y1 = −1) = q = 1 − p, 0 <
p < 1. Jednostavna slucˇajna sˇetnja Z = (Zn : n ≥ 0) definirana je s Z0 = 0 , Zn =∑n
k=1 Yk. Izracˇunajmo m koracˇne prijelazne vjerojatnosti p
(m)
00 . Ukoliko je m = 2n + 1
neparan, tada je p(m)00 = 0 (u pocˇetno stanje sˇetnja se mozˇe vratiti samo u parnom
broju koraka). Za m = 2n vrijedi
p(2n)00 =
(
2n
n
)
pnqn =
(2n)!
(n!)2
(pq)n ∼
√
2pi2ne−2n(2n)2n
(
√
2pine−nnn)2
(pq)n =
1√
pin
(4pq)n.
Gornja asimptotska jednakost povlacˇi da postoji n0 ∈ N takav da je za sve n ≥ n0
1
2
1√
pin
(4pq)n ≤ p(2n)00 ≤ 2
1√
pin
(4pq)n.
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Pretpostavimo da je p = q = 1/2, odnosno da je Z jednostavna simetricˇna slucˇajna
sˇetnja. Tada je 4pq = 1, pa je
∞∑
m=0
p(m)00 =
n0−1∑
n=0
p(2n)00 ≥
∞∑
n=0
p(2n)00 +
∞∑
n=n0
1
2
1√
pin
= +∞
iz cˇega zakljucˇujemo da je Z povratan lanac. Nadalje, ako je p , 1, tada je 4pq < 1,
pa imamo
∞∑
m=0
p(m)00 =
n0−1∑
n=0
p(2n)00 ≤
∞∑
n=0
p(2n)00 +
∞∑
n=n0
1
2
1√
pin
(4pq)n < +∞
iz cˇega zakljucˇujemo da je Z prolazan lanac.
Pokusˇajmo nac´i stacionarnu distribuciju od Z. Zamislimo da u svakoj tocˇki od Z
imamo cˇesticu mase 1. Svaka od tih cˇestica se podijeli u skladu s prijelaznim vjero-
jatnostima i pomakne na odgovarajuc´e mjesto. Konkretnije, cˇestica u stanju i podi-
jeli se na dvije cˇestice, svaka mase 1/2 od kojih se jedna pomakne u i − 1, a druga u
i + 1. S druge strane, u stanje i dolaze dvije cˇestice, svaka mase 1/2, jedna iz i − 1, a
druga iz i + 1. Nakon simultane podjele svih cˇestica, odgovarajuc´ih pomaka i sljep-
ljivanja, ocˇito je da u svakom stanju i imamo opet cˇesticu mase 1. Preciznije, neka
je λ = (λi : i ∈ Z) definirano s λi = 1, i ∈ Z. Tada se gornji postupak kratko mozˇe
zapisati kao
λ = λP,
gdje je P prijelazna matrica jednostavne simetricˇne slucˇajne sˇetnje. Drugim rijecˇima,
λ je skoro stacionarna distribucija. Razloga zasˇto to nije je taj da λ nije vjerojat-
nosna distribucija (suma komponenti nije jednaka 1). Sˇtovisˇe,
∑
i∈Z λi = +∞ sˇto
znacˇi da se λ ne mozˇe normirati tako da postane stacionarnom distribucijom. Intu-
itivno je jasno da bi stacionarna distribucija pi trebala imati svojstvo da je pii = pi j
za sve i, j ∈ Z, tj. da je konstantna. Medutim, takva vjerojatnost na Z ne postoji. Za-
kljucˇujemo da jednostavna simetricˇna slucˇajna sˇetnja nema stacionarnu distribuciju.
(b) Promotrimo sada slucˇajnu sˇetnju na skupu Zd = {0, 1, 2, .., d − 1}. I dalje je (Yn :
n ≥ 1) niz nezavisnih slucˇajnih varijabli s distribucijom P(Y1 = 1) = p, P(Y1 =
−1) = q = 1 − p, 0 < p < 1, no sada je X = (Xn : n ≥ 0) definiran sa X0 = 0,
Xn = (X0 +
∑n
i=1 Yi) mod d, gdje mod d oznacˇava ostatak pri dijeljenju s brojem
9d. Primijetimo da je matrica prijelaza P ovakve slucˇajne sˇetnje jednaka
P =

0 p 0 0 . . . q
q 0 p 0 . . . 0
0 q 0 p . . . 0
...
...
...
. . .
. . .
...
p 0 0 0 q 0

Iz graficˇkog prikaza ovog Markovljevog lanca vidimo da je lanac ireducibilan. Oda-
tle nam odmah slijedi da je lanac povratan, sˇtovisˇe, pozitivno povratan pa postoji
jedinstvena stacionarna distribucija pi = (pii : i ∈ {0, 1, 2, ..., d − 1}).
Rjesˇavamo sustav pi = piP,
∑d−1
i=0 pii = 1, pii ≥ 0:
pi0 = pi1q + pid−1 p = (1 − p)pi1 + ppid−1
pi1 = pi0q + pi2 p = (1 − p)pi0 + ppi2
...
pii = pii−1q + pii+1 p = (1 − p)pii−1 + ppii+1
...
pid−1 = pid−2q + pi0 p = (1 − p)pid−2 + ppi1
Zbog simetrije slutimo da su svi pii jednaki. Zaista, ako je pii = c, c ∈ R, c > 0, za
sve i ∈ {0, 1, 2, ..., d − 1}, onda vrijedi pi = piP.
Sada imamo:
1 =
d−1∑
i=0
pii ⇒ 1 =
d−1∑
i=0
c ⇒ 1 = dc ⇒ c = 1/d
Odavde slijedi da je stacionarna distribucija jednaka pi = (pii = 1d : i ∈ {0, 1, 2, ..., d−
1}).

Poglavlje 2
Markovljevi lanci na opc´enitom skupu
stanja
2.1 Osnovne definicije i svojstva
Definicija 2.1.1. Ako je P = {P(x, A), x ∈ Φ, A ∈ B(S)} takva da vrijedi:
(i) za svaki A ∈ B(S), P(·, A) je nenegativna izmjeriva funkcija na S
(ii) za svaki x ∈ S, P(x, ·) je vjerojatnosna mjera na B(S)
tada P nazivamo jezgrom prijelaznih vjerojatnosti, Markovljevom funkcijom prijelaza ili
krac´e prijelaznom jezgrom.
Za Markovljeve lance na opc´enitim skupovima stanja najvazˇnije je svojstvo zaborav-
ljivosti (eng. forgetfulness) dano teoremom koji nec´emo dokazivati, no njegov dokaz se
mozˇe pronac´i u Meyn i Tweedie [4] (Teorem 3.4.1).
Teorem 2.1.2. Za svaku pocˇetnu mjeru µ na B(S) i prijelaznu jezgru P = {P(x, A), x ∈
S, A ∈ B(S)} postoji stohasticˇki proces X = (Xn : n ≥ 0) na Ω = Π∞i=0Si, izmjeriv obzirom
na F = ∨∞i=0 te vjerojatnosna mjera Pµ na F takva da je Pµ(B) vjerojatnost dogadaja
{X ∈ B} za B ∈ F . Nadalje, za izmjerive Ai ⊆ Si, i = 0, . . . n i za bilo koji prirodan broj n,
za taj stohasticˇki proces vrijedi:
Pµ(X0 ∈ A0, X1 ∈ A1, . . . , Xn ∈ An) =
∫
y0∈A0
· · ·
∫
yn−1∈An−1
µ(dy0)P(y0, dy1) · · · P(yn−1, An).
(2.1)
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Sada mozˇemo formalno definirati Markovljev lanac na opc´enitom skupu stanja.
Definicija 2.1.3. Stohasticˇki proces X definiran na (Ω,F ) zove se vremenski homogen
Markovljev lanac sa prijelaznom jezgrom P(x, A) i pocˇetnom distribucijom µ ako sve konacˇno-
dimenzionalne distribucije od X zadovoljavaju (2.1) za svaki n.
Kao i u diskretnom slucˇaju, na opc´enitim skupovima stanja se n koracˇna jezgra Mar-
kovljevog lanca definira iterativno. Neka je P0(x, A) = δx(A), Diracova mjera definirana
sa:
δx(A) =
1, x ∈ A0, inacˇe,
pa, za n ≥ 1, induktivno definiramo:
Pn(x, A) =
∫
S
P(x, dy)Pn−1(y, A), x ∈ S, A ∈ B(S).
Za n koracˇnu jezgru prijelaznih vjerojatnosti {Pn(x, A), x ∈ S, A ∈ B(S)} pisˇemo Pn te pri-
mijetimo da je Pn definirana analogno kao i n koracˇna prijelazna matrica za diskretni slucˇaj.
Nadalje, i u diskretnom slucˇaju, i na opc´enitim skupovima stanja imamo Chapman-
Kolmogorovljeve jednakosti koje su podloga za sva nasˇa razmatranja. Teorem nec´emo
dokazivati, no njegov se dokaz mozˇe nac´i u Meyn i Tweedie [4] (Teorem 3.4.2).
Teorem 2.1.4. Za svaki m takav da je 0 ≤ m ≤ n,
Pn(x, A) =
∫
S
Pm(x, dy)Pn−m(y, A), x ∈ S, a ∈ B(S).
Chapman-Kolomogorovljeve jednakosti nam zapravo govore da, kako se X krec´e iz stanja
x u skup A u n koraka, u bilo kojem medukoraku m lanac mora posjetiti neko stanje y ∈ S
i u tom trenutku m, obzirom da je Markovljev lanac, zaboravlja prosˇlost i sljedec´ih (n−m)
koraka nastavlja kao da je krenuo iz stanja y. Stoga, te jednakosti mozˇemo alternativno
zapisati kao
Px(Xn ∈ A) =
∫
S
Px(Xm ∈ dy)Py(Xn−m ∈ A).
Isto kako prijelazna jezgra P opisuje lanac X, tako m koracˇna jezgra, gledana zasebno,
zadovoljava definiciju prijelazne jezgre pa tako opisuje lanac Xm = (Xmn : n ≥ 1) sa prije-
laznim vjerojatnostima
Px(Xmn ∈ A) = Pmn(x, A). (2.2)
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Definicija 2.1.5. Lanac Xm za kojeg vrijedi (2.2) zove se m-kostur lanca X.
Rezolventa Kaε je definirana za 0 < ε < 1 sa
Kaε(x, A) = (1 − ε)
∞∑
i=0
εiPi(x, A), x ∈ S, A ∈ B(S).
Markovljev lanac s prijelaznom jezgrom Kaε naziva se Kaε-lanac.
Napomena 2.1.6. Primijetimo da je Kaε doista prijelazna jezgra. Za svaki A ∈ B(S)
Kaε(·, A) je, kao suma nenegativnih izmjerivih funkcija, nenegativna izmjeriva funkcija na
S. Primijetimo i da je Kaε(x, ∅) = 0 te Kaε(x,S) = 1. Pokazˇimo josˇ da je Kaε σ-aditivna.
Neka je (An)n≥0 niz medusobno disjunktnih skupova iz B(S) te x ∈ S proizvoljan. Tada je
Kaε
x, ∞⋃
j=0
A j
 = (1 − ε) ∞∑
i=0
εiPi
x, ∞⋃
j=0
A j

= (1 − ε)
∞∑
i=0
∞∑
j=0
εiPi(x, A j)
=
∞∑
j=0
(1 − ε)
∞∑
i=0
εiPi(x, A j)
=
∞∑
j=0
Kaε(x, A j)
Zbog proizvoljnosti od x ∈ S, to znacˇi da je Kaε(x, ·) vjerojatnosna mjera na B(S).
Kako bi mogli detaljnije promatrati i analizirati nasˇ lanac X, nije nam dovoljno samo
znati njegovu distribuciju, nego i distribuciju u nekim posebnim trenucima.
Definicija 2.1.7. Neka je X Markovljev lanac. Definiramo:
(i) Za bilo koji skup A ∈ B(S), vrijeme posjeta ηA je broj posjeta lanca X skupu A nakon
vremena 0 i dan je sa
ηA :=
∞∑
n=1
1(Xn∈A).
(ii) Za bilo koji skup A ∈ B(S), varijable
τA := min{n ≥ 1 : Xn ∈ A}
σA := min{n ≥ 0 : Xn ∈ A}
zovu se vrijeme prvog povratka i vrijeme prvog pogadanja lanca X skupu A.
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Uz vremena posjeta, prvog povratka i prvog pogadanja skupa A, za potrebe daljnjeg
razmatranja definiramo:
U(x, A) :=
∞∑
n=1
Pn(x, A)
=Ex[ηA] (2.3)
koja preslikava S × B(S) u R ∪ {∞}, i vjerojatnosti povratka u konacˇnom vremenu
L(x, A) :=P(τA < ∞)
=P(X pogodi A). (2.4)
Uz to, da bi mogli analizirati broj posjeta nasˇeg lanca nekom skupu, nekada je bo-
lje promatrati ponasˇanje lanca nakon prvog posjeta τA skupu A (koji se dogada u nekom
slucˇajnom trenutku) nego ga promatrati u fiksnim vremenskim intervalima. Nadalje, jedan
od najvazˇnijih aspekata teorije Markovljevih lanaca je da svojstvo zaboravljivosti dano s
(2.1) ili, ekvivalentno, s
Eµ[h(Xn+1, Xn+2, . . .)|X0, . . . , Xn; Xn = x] = Ex[h(X1, X2, . . .)], (2.5)
gdje je µ pocˇetna distribucija lanca, a funkcija h : Ω → R ogranicˇena i izmjeriva, vrijedi
za lanac opazˇen u nekom slucˇajnom trenutku, a ne samo u u fiksnim vremenima n.
Definicija 2.1.8. Funkcija ζ : Ω → Z+ ∪ {∞} naziva se vrijeme zaustavljanja za X ako
je, za bilo koju pocˇetnu distribuciju µ, dogadaj {ζ = n} ∈ F Xn za svaki n ∈ Z+, gdje je
F Xn := σ(X0, X1, . . . , Xn) ⊆ B(Sn+1).
Propozicija 2.1.9. Za bilo koji skup A ∈ B(S), varijable τA i σA su vremena zaustavljanja.
Dokaz. Primijetimo
{τA = n} = ∩n−1m=1{Xm ∈ Ac} ∩ {Xn ∈ A} ∈ F Xn , n ≥ 1
{σA = n} = ∩n−1m=0{Xm ∈ Ac} ∩ {Xn ∈ A} ∈ F Xn , n ≥ 0.
pa po definiciji slijedi da su τA i σA uistinu vremena zaustavljanja. 
Nadalje, koristec´i elemente prijelazne jezgre te koristec´i Markovljevo svojstvo za svaki
fiksni n ∈ Z+ dobivamo:
Propozicija 2.1.10. (i) Za sve x ∈ S, A ∈ B(S)
Px(τA = 1) = P(x, A)
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te induktivno, za n > 1
Px(τA = n) =
∫
Ac
P(x, dy)Py(τA = n − 1)
=
∫
Ac
P(x, dy1)
∫
Ac
P(y1, dy2) · · ·
∫
Ac
P(yn−2, dyn−1)P(yn−1, A).
(ii) Za sve x ∈ S, A ∈ B(S)
Px(σA = 0) = 1A(x)
i za svaki n ≥ 1 te za x ∈ Ac
Px(σA = n) = P(τA = n).
Za vrijeme zaustavljanja ζ i slucˇajnu varijablu H = (X0, X1, . . .), operator pomaka θζ se
definira sa
θζH = h(Xζ , Xζ+1, . . .)
na skupu na kojem vrijedi {ζ < ∞} .
Definicija 2.1.11. Kazˇemo da X zadovoljava jako Markovljevo svojstvo ako za bilo koju
pocˇetnu distribuciju µ i bilo koju realnu ogranicˇenu izmjerivu funkciju h na Ω te bilo koje
vrijeme zaustavljanja ζ vrijedi
Eµ[θζH | F Xζ ] = EXζ [H], Pµ-g.s.
na skupu na kojem vrijedi {ζ < ∞}, gdje je F Xζ :=
{
A ∈ F : {ζ = n} ∩ A ∈ F Xn , n ∈ Z+
}
.
2.2 ϕ-ireducibilnost i aperiodicˇnost
U ovom poglavlju c´emo razviti koncept slicˇan ireducibilnosti Markovljevog lanca na dis-
kretnom skupu stanja. No, problem sa prosˇirenjem te ideje ireducibilnosti je taj da ne
mozˇemo definirati direktni analogon relacije komuniciranja stanja, ”↔”, jer iako mozˇemo
na L(x, A) gledati kao na pozitivnu vjerojatnost pogadanja skupa A ukoliko krenemo iz
stanja x, opc´enito ne mozˇemo rec´i da se mozˇemo vratiti u neko odredeno stanje x. Stoga
uvodimo pojam ϕ-ireducibilnosti
Definicija 2.2.1. Kazˇemo da je lanac X = (Xn : n ≥ 0) ϕ-ireducibilan ako postoji mjera ϕ
na B(S) takva da, kad god je ϕ(A) > 0, tada je L(x, A) > 0 za sve x ∈ S.
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Npr., ako je ϕ(A) = δx∗(A), tada ono zahtijeva da stanje x∗ ima pozitivnu vjerojatnost
dostizˇnosti iz bilo kojeg stanja x. Stoga, ako lanac ima ijedno stanje koje je dostizˇno iz svih
drugih stanja, tada je ϕ-ireducibilan. No, ako je S neprebrojiv, tada je cˇesto P(x, {y}) = 0
za sve x i y. U tom slucˇaju, ϕ(·) bi mogla biti npr. Lebesgueova mjera na Rd tako da je
ϕ({x}) = 0 za sve jednocˇlane skupove, no takva da su svi podskupovi A pozitivne Lebesgue
mjere s vremenom dostizˇni s pozitivnom vjerojatnosˇc´u iz bilo kojeg stanja x ∈ S.
Primijetimo da je pojam ϕ-ireducibilnosti u principu slabiji od pojma ireducibilnosti
kakav imamo na diskretnim skupovima stanja. Pokazati c´emo da se ϕ-ireducibilnost mozˇe
prosˇiriti tako da, ukoliko imamo ireducibilan lanac u smislu da je svako stanje dostizˇno
iz bilo kojeg drugog stanja, tada se prirodna mjera ireducibilnosti (npr. brojec´a mjera)
generira kao ”maksimalna” mjera ireducibilnosti.
Definirajmo josˇ prijelaznu jezgru
Ka 1
2
(x, A) :=
∞∑
n=0
Pn(x, A)2−(n+1), x ∈ S, A ∈ B(S),
i primijetimo da je to poseban slucˇaj rezolvente lanca X koju smo ranije definirali. Jezgra
Ka 1
2
za svaki x ∈ S definira vjerojatnosnu mjeru ekvivalentnu mjeri 1A(x) + U(x, A) =∑∞
n=0 P
n(x, A), koja mozˇe biti beskonacˇna za dosta skupova A.
Propozicija 2.2.2. Ako je X ϕ-ireducibilan za neku mjeru ϕ, tada postoji vjerojatnosna
mjera ψ na B(S) takva da da vrijedi:
(i) X je ψ-ireducibilan,
(ii) za bilo koji drugu mjeru ϕ′ lanac X je ϕ′-ireducibilan ako i samo ako je ψ  ϕ′,
(iii) ako je ψ(A) = 0, tada je ψ({y : L(x, A) > 0}) = 0,
(iv) vjerojatnosna mjera ψ je ekvivalentna mjeri
ψ′(A) :=
∫
S
ϕ′(dy)Ka 1
2
(y, A),
za bilo koju konacˇnu mjeru ireducibilnosti ϕ′.
Dokaz. Buduc´i da je bilo koja vjerojatnosna mjera koja je ekvivalentna mjeri ireducibil-
nosti ϕ, i sama mjera ireducibilnosti, mozˇemo bez smanjenja opc´enitosti pretpostaviti da
je ϕ(S) = 1. Uzmimo mjeru ψ zadanu sa
ψ(A) :=
∫
S
ϕ(dy)Ka 1
2
(y, A). (2.6)
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Primijetimo da je ψ takoder vjerojatnosna mjera na B(S). Kako bi pokazali da ψ ima sva
iskazana svojstva, definiramo skupove:
A¯(k) =
y : k∑
n=1
Pn(y, A) > k−1
 .
Iskazana svojstva c´emo dokazati opetovanom upotrebom Chapman-Kolmogorovljevih jed-
nakosti. Da bi pokazali (i), primijetimo da, kada je ψ(A) > 0, tada po (2.6) postoji k takav
da je ϕ(A¯(k)) > 0 i to zato sˇto A¯(k) ↑ {y : ∑n≥1 Pn(y, a) > 0} = S. Za bilo koji fiksni x, po
ϕ-ireducibilnosti, postoji m takav da je Pm(x, A¯(k)) > 0. Tada imamo
k∑
n=1
Pm+n(x, A) =
∫
S
Pm(x, dy)
 k∑
n=1
Pn(y, A)
 ≥ k−1Pm(x, A¯(k)) > 0,
sˇto pokazuje ψ-ireducibilnost. Nadalje, neka je sad ϕ′ takva da je X ϕ′-ireducibilan. Ako
je ϕ′(A) > 0, tada imamo
∑
n Pn(y, A) > 0 za sve y i po definicije je ψ(A) > 0 kad god je
ψ  ϕ′. Obratno, pretpostavimo da je lanac ψ-ireducibilan i da je ψ  ϕ′. Ako je ϕ′(A) > 0
tada je i ψ(A) > 0 pa, po ψ-ireducibilnosti slijedi da je Ka 1
2
(x, A) > 0 za bilo koji X ∈ S
te je stoga X ϕ′-ireducibilan sˇto se i trazˇi u (ii). Tvrdnja (iv) slijedi iz konstrukcije (2.6) i
cˇinjenice da su svake dvije maksimalne mjere ireducibilnosti ekvivalentne, sˇto je posljedica
(ii). Naposljetku, imamo∫
S
ψ(dy)Pm(y, A)2−m =
∫
S
ϕ(dy)
∑
n
Pm+n(y, A)2−(n+m+1) ≤ ψ(A)
otkuda svojstvo (iii) slijedi direktno. 
Uvedimo sada notaciju koju c´emo koristiti u nastavku:
(i) Za Markovljev lanac kazˇemo da je ψ-ireducibilan ako je ϕ-ireducibilan za neku mjeru
ϕ i mjera ψ je maksimalna mjera ireducibilnosti koje zadovoljava uvjete Propozicije
2.2.2.
(ii) Pisˇemo
B+(S) := {A ∈ B(S) : ψ(A) > 0}
za skupove pozitivne mjere ψ. Ekvivalentnost maksimalnih mjera ireducibilnosti
nam osigurava da je B+(S) jedinstveno definiran.
(iii) Skup A ∈ B(S) nazivamo punim ako je ψ(Ac) = 0.
(iv) Skup A ∈ B(S) nazivamo apsorbirajuc´im ako je P(x, A) = 1 za x ∈ A.
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Za Markovljeve lance na opc´enitom skupu stanja postoji veza izmedu punih i apsorbi-
rajuc´ih skupova.
Propozicija 2.2.3. Pretpostavimo da je X ψ-ireducibilan. Tada
(i) Svaki apsorbirajuc´i skup je puni skup,
(ii) Svaki puni skup ima neprazan apsorbirajuc´i podskup.
Dosada smo zakljucˇili da nam relacija x ↔ y ne koristi previsˇe kad je S neprebrojiv
jer je Pn(x, y) = 0 u vec´ini slucˇajeva. No, sada c´emo uvesti pojam dostizˇnosti i uniformne
dostizˇnosti koji nam ucˇvrsˇc´uju ideju komuniciranja na kojoj se ψ-ireducibilnost zasniva.
Definicija 2.2.4. Za skup B ∈ B(S) kazˇemo da je dostizˇan iz skupa A ∈ B(S) ako je
L(x, B) > 0 za svaki x ∈ A. Nadalje, za skup B ∈ B(S) kazˇemo da je uniformno dostizˇan iz
skupa A ∈ B(S) ako postoji δ > 0 takav da vrijedi
inf
x∈A L(x, B) ≥ δ, (2.7)
Ako (2.7) vrijedi, pisˇemo A { B.
Vazˇna cˇinjenica relacije ”A { B” je da vrijedi uniformno za svaki x ∈ A. Opc´enito, rela-
cija ”{” nije refleksivna iako mogu postojati skupovi A, B takvi da je skupu A uniformno
dostizˇan iz skupa B i obratno. No, ono sˇto je vazˇno je da se mozˇe pokazati da je ”{”
tranzitivna, tj. ako A { B i B { C, tada A { C.
U nastavku c´emo uvesti pojmove atoma i tzv. malih skupova te minorizacijskog uvjeta
jer pomoc´u tih pojmova se velik dio teorije Markovljevih lanaca na opc´enitom skupu stanja
mozˇe analogno razviti kao i u diskretnom slucˇaju.
Definicija 2.2.5. Skup α ∈ B(S) za naziva atomom za X ako postoji mjera ν na B(S) takva
da vrijedi
P(x, A) = ν(A), x ∈ α.
Ako je X ψ-ireducibilan i ψ(α) > 0 tada se α naziva dostizˇnim atomom.
Primijetimo, jednocˇlani skupovi α takvi da je ψ(α) > 0 su uvijek atomi. No, na
opc´enitim skupovima stanja, dostizˇni atomi nisu toliko cˇesti. Atome c´emo susretati kod
”jako periodicˇnih” lanaca tako sˇto c´emo konstruirati ”udvostrucˇeni lanac” Xˇ na udvos-
trucˇenom prostoru stanja Sˇ = S0 ∪ S1, gdje su S0 i S1 kopije skupa stanja S za koje vrijedi:
(i) lanac X je marginalni lanac lanca Xˇ u smislu da je P(Xk ∈ A) = P(Xˇk ∈ A0 ∪ A1) za
pripadne pocˇetne distribucije,
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(ii) ”donja razina” S1 je dostizˇan atom za Xˇ.
Dokaz da se skup stanja doista mozˇe udvostrucˇiti tako da je donja razina atom nec´emo
ovdje dati, no u njemu se koriste takozvani ”mali skupovi” C za koje postoji m > 0 i
minorizacijska mjera ν na B(S) takvi da vrijedi
Pm(x, B) ≥ ν(B), x ∈ C.
Isto tako, mozˇe se pokazati da, ukoliko je lanac ψ-ireducibilan, vrijedi:
S =
∞⋃
i=1
Ci,
gdje je svaki Ci mali sˇto nam omoguc´ava da je takvo dijeljenje uvijek moguc´e za takve
lance. Isto tako, josˇ jedna netrivijalna posljedica uvodenja malih skupova je da na opc´enitim
skupovima stanja imamo konacˇnu ciklicˇku dekompoziciju za ψ-ireducibilan lanac, tj. pos-
toje skupovi Di, i = 0, 1, . . . , d − 1, tj. ”d-ciklus” skupova takav da vrijedi:
S = N ∪
d−1⋃
i=0
Di,
gdje je ψ(N) = 0 i P(x,Di) ≡ 1 za x ∈ Di−1, pri cˇemu indekse skupova D zbrajamo
i oduzimamo modulo d. Detalji dokaza tih tvrdnji se mogu nac´i u Meyn i Tweedie [4]
(Poglavlje 5), no dati c´emo formalne definicije pojmova navedenih u gornjem tekstu.
Definicija 2.2.6. (i) Minorizacijski uvjet: Za realan broj δ > 0, neki skup C ∈ B(S) te
vjerojatnosnu mjeru ν za koju vrijedi ν(Cc) = 0 i ν(C) = 1 vrijedi
P(x, A) ≥ δ1C(x)ν(A), A ∈ B(S), x ∈ S. (2.8)
(ii) Skup C ∈ B(S) je mali skup ako postoji prirodan broj m > 0 i netrivijalna mjera νm
na B(S) takvi da za svaki x ∈ C, B ∈ B(S) vrijedi:
Pm(x, B) ≥ νm(B) (2.9)
Kada (2.9) vrijedi, za skup C kazˇemo da je νm-malen.
(iii) Periodicˇnost: Neka je X ψ-ireducibilan Markovljev lanac. Najmanji prirodan broj
d za koji X ima d − ciklus se nazivam periodom lanca X. Kada je d = 1, za lanac
X kazˇemo da je aperiodicˇan. Nadalje, kada postoji ν1-mali skup A sa svojstvom
ν1(A) > 0, tada kazˇemo da je lanac jako aperiodicˇan.
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Sljedec´a dva rezultata dajemo bez dokaza:
Teorem 2.2.7. Ako je X ψ-ireducibilan, tada minorizacijski uvjet vrijedi za neki m-kostur
i za svaki Kaε-lanac, 0 < ε < 1.
Propozicija 2.2.8. Pretpostavimo da je X ψ-ireducibilan Markovljev lanac.
(i) Ako je X jako aperiodicˇan, tada minorizacijski uvjet (2.9) vrijedi.
(ii) Rezolventa, tj. Kaε-lanac, je jako aperiodicˇan za svaki 0 < ε < 1.
(iii) Ako je X aperiodicˇan, tada mu je svaki kostur ψ-ireducibilan i aperiodicˇan, te postoji
m-kostur koji je jako aperiodicˇan.
Odavde vidimo da je pozˇeljno uvijek raditi s jako aperiodicˇnim lancima. No, u daljnjim
razmatranjima c´emo se uglavnom baviti periodicˇnim lancima. Pozitivno je sˇto, kao i u
diskretnom slucˇaju, na opc´enitim skupovima stanja imamo:
Propozicija 2.2.9. Pretpostavimo da je X ψ-ireducibilan lanac s periodom d i d-ciklusom
{Di : i = 1, . . . , d}. Tada je svaki od skupova Di apsorbirajuc´i ψ-ireducibilan skup za lanac
Xd = {Xd, X2d, . . .} s prijelaznom jezgrom Pd te je Xd na svakom Di aperiodicˇan.
Dokaz. Da su Di apsorbirajuc´i i ψ-ireducibilni za Xd je ocˇito. Aperiodicˇnost od Xd slijedi
iz definicije broja d kao najvec´e vrijednosti za koju ciklus postoji. 
Neka je a = {a(n)} distribucija ili vjerojatnosna mjera, na Z+ te promotrimo Markovljev
lanac Ma s prijelaznom jezgrom
Ka(x, A) :=
∞∑
n=0
Pn(x, A)a(n), x ∈ S, A ∈ B(S).
Primijetimo da je Ka uistinu prijelazna jezgra tako da je Xa dobro definiran obzirom na
Teorem 2.1.2. Xa zovemo Ka-lancem sa uzoracˇkom distribucijom a. Ovaj koncept lanca
nam odmah omoguc´ava da razvijemo uvjete pri kojima je neki skup uniformno dostizˇan.
Koristec´i a, kazˇemo da je skup B ∈ B(S) uniformno dostizˇan iz skupa A ∈ B(S), ako
postoji realan broj δ > 0 takav da vrijedi
inf
x∈A Ka(x, B) > δ (2.10)
i kada (2.10) vrijedi pisˇemo A
a
{ B.
Lema 2.2.10. Ako A
a
{ B za neku distribuciju a, tada a { B.
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Dokaz. Buduc´i da je L(x, A) = Px(τB < ∞) = P(Xn ∈ B za neke n ∈ Z+) i KA(x, A) =
P(Xη ∈ B), gdje η ima distribuciju a, slijedi da je
L(x, B) ≥ Ka(x, B)
za bilo koju distribuciju a pa slijedi tvrdnja. 
Za slijedec´i rezultat, koji c´emo koristiti prilikom razvijanja teorije Harrisove povrat-
nosti i Harrisovih lanaca, nam je potrebna definicija petite skupova.
Definicija 2.2.11. Skup C ∈ B(S) nazivamo νa-petite skupom ako lanac Xa zadovoljava
Ka(x, B) ≥ νa(B),
za svaki x ∈ C, B ∈ B(S), gdje je νa netrivijalna mjera na B(S).
Iz definicije vidimo da je mali skup ujedno i petite skup ukoliko se za distribuciju a uzme
δm za neki m. Stoga je svojstvo malog skupa opc´enito jacˇe od svojstva petite skupa.
Sljedec´i rezultat nam daje neka korisna svojstva petite skupova, po kojima se uvelike
razlikuju od malih skupova.
Propozicija 2.2.12. Pretpostavimo da je X ψ-ireducibilan.
(i) Ako je A νa-petite, tada postoji uzoracˇka distribucija b takva da je A ψb-petite, gdje
je ψb maksimalna mjera ireducibilnosti.
(ii) Unija dva petite skupa je petite skup.
(iii) Postoji uzoracˇka distribucija c, izmjeriva funkcija s : S→ R koja je strogo pozitivna
na cijelom R te maksimalna mjera ireducibilnosti ψc takvi da vrijedi
Kc(x, B) ≥ s(x)ψc(B), x ∈ S, B ∈ B(S),
tj., postoje rastuc´i niz {Ci} ψc-petite skupova, sa uzoracˇkom distribucijom c i minori-
zacijskom mjerom ekvivalentnom ψ za koje vrijedi ∪Ci = S.
2.3 Prolaznost i povratnost
U ovom dijelu c´emo se dotaknuti pitanja stabilnosti i nestabilnosti lanaca, u obliku povrat-
nosti i prolaznosti za ψ-ireducibilne Markovljeve lance. Za to nam je potrebna sljedec´a
definicija:
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Definicija 2.3.1. Skup A nazivamo uniformno prolaznim ako postoji M < ∞ takav da je
Ex[ηA] ≤ M za svaki x ∈ A. Skup A je povratan ako je Ex[νA] = ∞ za svaki x ∈ A. Nadalje,
skup B ∈ B(S) nazivamo prolaznim ako ga se mozˇe prekriti s prebrojivo mnogo uniformno
prolaznih skupova.
Pretpostavimo sada da promatramo lance koji su jako aperiodicˇni i nemaju atoma. U
tom slucˇaju, mozˇemo dati definicije povratnosti i prolaznosti lanca X.
Definicija 2.3.2. (i) Lanac X je povratan ako je ψ-ireducibilan i U(x, A) ≡ ∞ za svaki
x ∈ S i svaki A ∈ B+(S).
(ii) Lanac X je prolazan ako je ψ-ireducibilan i S je prolazan.
Pokazˇe se da pocˇetni lanac X i podijeljeni lanac Xˇ imaju vrlo slicˇno ponasˇanje kad je
u pitanju povratnost tj. prolaznost. Naime, ukoliko je X ψ-ireducibilan i jako aperiodicˇan,
tada su X i Xˇ oboje povratni ili prolazni. Isto tako, samo pretpostavka o ψ-ireducibilnosti
lanca X je dovoljna da se pokazˇe da je X prolazan ako i samo ako je svaki Kaε prolazan,
tj. povratan ako i samo ako je svaki Kaε povratan te konacˇno, da X koji je ψ-ireducibilan
mozˇe biti ili povratan ili prolazan. Detalje dokaza ovdje nec´emo iznositi, no mogu se nac´i
u Meyn i Tweedie [4] (Teorem 8.2.6).
Teorem 2.3.3. Pretpostavimo da je X ψ-ireducibilan i aperiodicˇan.
(i) Lanac X je prolazan ako i samo ako je jedan, a onda i svaki, m-kostur Xm prolazan.
(ii) Lanac X je povratan ako i samo ako je jedan, a onda i svaki, m-kostur Xm povratan.
Dokaz. Za dokaz tvrdnje (i) primjetimo da ako je A uniformno prolazan skup za m-kostur
Xm, sa
∑
j P jm(x, A) ≥ M, tada iz Chapman-Kolmogorovljevih jednakosti dobivamo
∞∑
j=1
P j(x, A) =
∞∑
r=1
Pr(x, dy)
∑
j
P jm(y, A) ≤ mM. (2.11)
To povlacˇi da je A uniformno prolazan za X. Stoga je X prolazan kad god je neki od kostura
prolazan. Obratno, ako je X prolazan, tada je svaki Xk prolazan jer vrijedi
∞∑
j=1
P j(x, A) ≥
∞∑
j=1
P jk(x, A).
Nadalje, za dokaz tvrdnje (ii), ako je m-kostur povratan, tada po (2.11) imamo∑
P j(x, a) = ∞, x ∈ S, A ∈ B(S)
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pa je X povratan. Obratno, pretpostavimo da je X povratan. Za svaki m, aperiodicˇnost i
Propozicija 2.2.8 povlacˇe da je Xm ψ-ireducibilan pa je stoga ili povratan ili prolazan. Kada
bi bio prolazan, po (i) bi imali da je i X prolazan sˇto bi bila kontradikcija s pretpostavkom.

Sada c´emo dati uvjete na vremena pogadanja koja osiguravaju da je skup uniformno
prolazan cˇime pocˇinjemo vezati ponasˇanje slucˇajne varijable τA s ponasˇanjem slucˇajne
varijable ηA.
Propozicija 2.3.4. Pretpostavimo da je X Markovljev lanac koji nije nuzˇno ireducibilan.
(i) Ako je bilo koji A ∈ B(S) uniformno prolazan sa svojstvom U(x, A) ≤ M za neki
x ∈ A, tada je U(x, A) ≤ 1 + M za svaki x ∈ S.
(ii) Ako bilo koji skup A ∈ B(S) zadovoljava L(x, A) = 1 za svaki x ∈ A, tada je A
prolazan. Ako je X ψ-ireducibilan, tada je A ∈ B+(S) i vrijedi U(x, A) ≡ ∞ za x ∈ S.
(iii) Ako bilo koji skup A ∈ B(S) zadovoljava L(x, A) ≤ ε < 1 za x ∈ A, tada je U(x, A) ≤
1/[1 − ε] za x ∈ S, tj. A je uniformno prolazan.
(iv) Neka je τA(k) k-to vrijeme povratka skupu A te pretpostavimo da za neki m vrijedi
Px(τa(m) < ∞) ≤ ε < 1, x ∈ A. (2.12)
Tada je U(x, A) ≤ 1 + m/[1 − ε] za svaki x ∈ S.
Dokazati c´emo samo tvrdnju (iv), ostatak dokaza se mozˇe nac´i u Meyn i Tweedie [4]
(Propozicija 8.3.1)
Dokaz. Kako bi pokazali tvrdnju (iv) pretpostavimo da (2.12) vrijedi. To znacˇi da za neki
fiksan m ∈ Z+ i za ε < 1 imamo
Px(ηA ≥ m) ≤ ε, x ∈ A. (2.13)
Indukcijom iz (2.13) dobivamo
Px(ηA ≥ m(k + 1)) =
∫
A
Px(XτA(km) ∈ dy)Py(ηA ≥ m)
≤ εPx(τA(km) < ∞)
≤ εPx(ηa ≥ km)
≤ εk+1, (2.14)
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pa, za x ∈ A vrijedi
U(x, A) =
∞∑
n=1
Px(ηA ≥ n)
≤ m[1 +
∞∑
k=1
Px(ηA ≥ km)]
≤ m/[1 − ε]. (2.15)
Sada primjenom Propozicije 2.3.4 (i) vidimo da tvrdnja vrijedi za svaki x ∈ S. 
Teorem 2.3.5. Ako je X ψ-ireducibilan i prolazan, tada je svaki petite skup uniformno
prolazan.
Odavde vidimo da su petite skupovi ”mali” s obzirom na definiciju prolaznosti. To nam
daje kriterij za povratnost koji c´emo koristiti u nastavku zajedno s kriterijem za prolaznost.
Teorem 2.3.6. Pretpostavimo da je X ψ-ireducibilan. Tada
(i) X je povratan ako postoji petite skup C ∈ B(S) takav da je L(x,C) ≡ 1 za svaki
x ∈ C.
(ii) X je prolazan ako i samo ako postoje dva skupa D,C ∈ B+(S) sa svojstvom L(x,C) <
1 za svaki x ∈ D.
Dokaz. (i) Po Propoziciji 2.3.4 (ii) vidimo da je C povratan. Obzirom da je C petite
skup, po Teoremu 2.3.5 slijedi da je X povratan.
(ii) Pretpostavimo da skupovi C,D postoje u B+(S). Tada mora postojati Dε ⊂ D sa
svojstvima ψ(Dε) > 0 i L(x,C) ≤ 1−ε za svaki x ∈ Dε. Ako je ujedno i ψ(Dε∩C) > 0,
tada zbog L(x,C) ≥ L(Dε ∩ C), po Propoziciji 2.3.4 slijedi da je lanac prolazan. U
suprotnom je ψ(Dε ∩ Cc) > 0. Maksimalna mjera ireducibilnosti ψ implicira da za
realan broj δ > 0 i neki prirodan broj n ≥ 1 skup Cδ := {y ∈ C :C Pn(y,Dε ∩Cc) > δ}
isto ima pozitivnu ψ-mjeru. Zato je, za x ∈ Cδ
1 − L(x,Cδ) ≥
∫
Dε∩Cc
CPn(x, dy)[1 − L(y,Cδ)] ≥ δε
pa je skup Cδ uniformno prolazan, otkuda slijedi da je i lanac prolazan. Kako bi po-
kazali obrat, pretpostavimo da je X prolazan. Tada je, za neki petite skup C ∈ B(S),
skup D = {y ∈ Cc : L(x,C) < 1} neprazan jer bi, u suprotnom, lanac bio povratan.
Pretpostavimo da je ψ(D) = 0. Tada po Propoziciji 2.2.3 postoji puni apsorbirajuc´i
skup F ⊂ Dc. Po definiciji, L(x,C) = 1 za x ∈ F \C i, obzirom da je F apsorbirajuc´i,
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slijedi da je L(x,C) = 1 za svaki X ∈ F pa je zato L(x,C0) = 1 za x ∈ F, gdje je
CO = C ∩ F, C0 ∈ B+(S). Sada, po Propziciji 2.3.4 (ii) vidimo da je C0 povratan sˇto
je kontradikcija s Teoremom 2.3.5 pa zakljucˇujemo da je D ∈ B(S) sˇto se i trazˇilo.

Propozicija 2.3.7. Ako je X ψ-ireducibilan, tada je svaki skup ψ-mjere nula prolazan.
Definicija 2.3.8. Drift operator za bilo koju nenegativnu izmjerivu funkciju V definira se
relacijom
∆V(x) :=
∫
P(x, dy)V(y) − V(x), x ∈ S
Definirajmo josˇ i nivo skup CV(r) := {x : V(x) ≤ r}
Teorem 2.3.9. Pretpostavimo da je X ψ-ireducibilan lanac. Tada je X prolazan ako i samo
ako postoji ogranicˇena funkcija V : S→ R+ i r ≥ 0 takvi da
(i) CV(r) i CV(r)c oba lezˇe u B+(S),
(ii) Ako je x ∈ CV(r)c, tada vrijedi
∆V(x) > 0.
Po Teoremu 2.3.9 vidimo da je X prolazan ako ima svojstvo drifta ”od” nekog skupa u
B+(S). No, mozˇemo promatrati sˇto se dogada ako X ima svojstvo drifta ”prema” nekom
skupu u B+(S).
Definicija 2.3.10. Drift svojstvo za povratnost
(V1) Postoji pozitivna funkcija V i skup C ∈ B(S) koji zadovoljavaju
∆V(x) ≤ 0, x ∈ Cc. (2.16)
Kako bi za X provjerili zadovoljava li uvjete takvog drifta, promatrati c´emo funkcije
V : S→ R za koje su skupovi CV(M) = {y ∈ S : V(y) ≤ M} ”konacˇni” za svaki M.
Definicija 2.3.11. Funkciju V : S → R+ nazivamo neogranicˇenom van petite skupova za
X ako je, za bilo koji n < ∞ , nivo skup
CV(n) = {y : V(y) ≤ n}
petite skup.
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Buduc´i da je, za ireducibilan lanac, konacˇna unija petite skupova petite skup, i obzirom da
je bilo koji podskup petite skupa petite skup, tada c´e funkcija V : S→ R+ biti neogranicˇena
van petite skupova za X ako postoji niz {C j} petite skupova takvih da za bilo koji n < ∞
vrijedi
CV(n) ⊆
N⋃
j=1
C j
za neki prirodan broj N < ∞.
Teorem 2.3.12. Pretpostavimo da je X ψ-ireducibilan. Ako postoje petite skup C ⊂ S i
funkcija V koja je neogranicˇena van petite skupova takvi da vrijedi (V1), tada je L(x,C) ≡
1 i X je povratan.
Dokaz. Pokazati c´emo da je L(x,C) ≡ 1 sˇto c´e nam, po Teoremu 2.3.6, dati povratnost
lanca X. Pretpostavimo suprotno, tj. da je lanac prolazan. To znacˇi da postoji x∗ ∈ Cc za
koji vrijedi L(x∗,C) < 1. Neka je CV(n) = {y ∈ S : V(y) ≤ n}. Po definiciji od V znamo
da je skup CV(n) petite skup, a po Teoremu 2.3.5 slijedi i da je uniformno prolazan za bilo
koji n. Fiksirajmo sada prirodan broj M dovoljno velik tako da vrijedi
M > V(x∗)/[1 − L(x∗,C)].
Modificirajmo P kako bi definirali jezgru Pˆ za koju je Pˆ(x, A) = P(x, A) za x ∈ Cc i
Pˆ(x, x) = 1 za x ∈ C. To definira lanac Xˆ sa skupom C koji je apsorbirajuc´i i sa svojstvom
da za svaki x ∈ S vrijedi ∫
Pˆ(x, dy)V(y) ≤ V(x). (2.17)
Buduc´i da je P nepromijenjena izvan skupa C, a lanac X je apsorbiran u C, dobivamo
Pˆn(x,C) = Px(τC ≤ n) ↑ L(x,C), x ∈ Cc, (2.18)
dok za A ⊆ Cc vrijedi
Pˆn(x, A) ≤ Pn(x, A), x ∈ Cc. (2.19)
Iterirajuc´i (2.17) dobivamo, za fiksni x ∈ Cc
V(x) ≥
∫
Pˆn(x, dy)V(y)
≥
∫
Cc∩[CV (M)]c
Pˆn(x, dy)V(y)
≥ M[1 − Pˆn(x,CV(M) ∪C)]. (2.20)
2.4. EGZISTENCIJA INVARIJANTNE MJERE 27
Buduc´i da je CV(M) uniformno prolazan, po (2.19) imamo
Pˆn(x∗,CV(M) ∩Cc) ≤ Pn(x∗,CV(M) ∩Cc)→ 0, n→ ∞.
Kombinirajuc´i to s (2.18) dobivamo
[1 − Pˆn(x∗,CV(M) ∪C)]→ [1 − L(x∗,C)], n→ ∞.
Pusˇtajuc´i n→ ∞ u (2.20) za x = x∗ dobivamo kontradikciju s (2.20) i nasˇim izborom M-a.
Sada vidimo da mora vrijediti L(x,C) ≡ 1 i da je X povratan. 
2.4 Egzistencija invarijantne mjere
Kako bi nastavili detaljnije proucˇavati stabilnost Markovljevih lanaca na opc´enitim skupo-
vima stanja, fokusirati c´emo se samo na povratne lance i gledati c´emo pod kojim uvjetima
se distribucija takvih lanaca ne mijenja za razlicˇite izbore broja n. Tada c´e, po Markov-
ljevom svojstvu, konacˇnodimenzionalne distribucije lanca X biti invarijante obzirom na
vrijeme. Takvim razmisˇljanjem dolazimo do definicije invarijantne mjere.
Definicija 2.4.1. σ-konacˇna mjera pi na B(S) sa svojstvom
pi(A) =
∫
S
pi(dx)P(x, A), A ∈ B(S) (2.21)
se naziva invarijantnom mjerom.
Teorem 2.4.2. Ako je lanac X povratan, tada za njega postoji (do na multiplikativnu kons-
tantu) invarijantna mjera pi sa svojstvom da za bilo koji A ∈ B(S) vrijedi
pi(B) =
∫
A
pi(dω)Eω
 τA∑
n=1
1(Xn∈B)
 , B ∈ B(S). (2.22)
Invarijantna mjera pi je konacˇna (ne samo σ-konacˇna) ako postoji petite skup C takav da
vrijedi
sup
x∈C
Ex[τC] < ∞.
Teorem navodimo bez dokaza, no mozˇe se nac´i u Meyn i Tweedie [4] (Teorem 10.0.1).
Ako je invarijantna mjera konacˇna, tada se mozˇe normalizirati na vjerojatnosnu mjeru.
No, ako invarijantna mjera ima beskonacˇnu ukupnu masu, tada je njena vjerojatnosna in-
terpretacija puno tezˇa. No, primijetimo da za povratne lance barem postoji interpretacija
kao u (2.22). Ovi rezultati nas navode na sljedec´u podjelu lanaca.
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Definicija 2.4.3. Ako ψ-ireducibilan lanac X ima invarijantnu vjerojatnosnu mjeru pi, tada
je on pozitivan lanac. Ukoliko X nema takvu mjeru, on je nul-lanac.
Procesi sa svojstvom da se za bilo koji k marginalne distribucije od {Xn, . . . , Xn+k} ne
mijenjaju obzirom na izbor broja n zovu se stacionarni procesi. Primijetimo da Markov-
ljev lanac opc´enito nec´e biti stacionaran jer za neku realizaciju mozˇemo imati X0 = x sa
vjerojatnosˇc´u jedan za neko fiksno stanje x. No, mozˇemo odabrati pocˇetnu distribuciju za
X0 tako da dobijemo stacionaran proces (Xn : n ∈ Z+).
Odavde odmah vidimo da trebamo promatrati samo stacionarnost prvog koraka kako bi
generirali cijeli stacionaran proces. Ako nam je dana invarijantna vjerojatnosna mjera pi
takva da vrijedi
pi(A) =
∫
S
pi(dω)P(ω, A),
mozˇemo to iterirati kako bi dobili
pi(A) =
∫
S
[∫
S
pi(dx)P(x, dω)
]
P(ω, A)
=
∫
S
pi(dx)
∫
S
P(x, dω)P(ω, A)
=
∫
S
pi(dx)P2(x, A)
...
=
∫
S
pi(dx)Pn(x, A) = Ppi(XninA), (2.23)
za bilo koji prirodan broj n i za svaki skup A ∈ B(S).
Iz Markovljevog svojstva je jasno da je X stacionaran ako i samo ako se distribucija od
Xn ne mijenja kroz vrijeme. Odatle odmah slijedi
Propozicija 2.4.4. Ako je lanac X pozitivan, tada je i povratan.
Najlaksˇi nacˇin pokazivanja egzistencije pi je preko josˇ sˇire klase mjera.
Definicija 2.4.5. Ako je µ σ-konacˇna i zadovoljava
µ(A) ≥
∫
S
µ(dx)P(x, A), A ∈ B(S) (2.24)
tada µ nazivamo subinvarijantnom mjerom.
2.5. UNIFORMNA I GEOMETRIJSKA ERGODICˇNOST 29
Propozicija 2.4.6. Pretpostavimo da je X ψ-ireducibilan. Ako je µ bilo koja mjera koja
zadovoljava (2.24) sa svojstvom µ(A) < ∞ za neki A ∈ B+(S), tada
(i) µ je σ-konacˇna te je zato µ subinvarijantna mjera,
(ii) µ  ψ,
(iii) ako je C petite skup, tada je µ(C) < ∞,
(iv) ako je µ(S) < ∞, tada je µ invarijantna.
Koristec´i ova svojstva subinvarijantnih mjera mozˇe se pokazati da povratan i jako ape-
riodicˇan lanac X ima jedinstvenu (do na multiplikativnu konstantu) subinvarijantnu mjeru
koja je invarijantna. Isti rezultat se mozˇe pokazati i ako je X samo povratan. Nadalje, za
ψ-ireducibilan i aperiodicˇan lanac X se pokazˇe da je za svaki prirodan broj m pi invarijantna
za m-kostur ako i samo ako je invarijantna za X, tj. lanac je pozitivan ako i samo ako su
svi m-kosturi, Xm, pozitivni. Dokaze tih tvrdnji nec´emo dati, no mogu se nac´i u Meyn i
Tweedie [4] (Poglavlje 10).
2.5 Uniformna i geometrijska ergodicˇnost
Sada, kada smo dobili uvjete pod kojima nasˇ lanac ima invarijantnu vjerojatnosnu mjeru,
mozˇemo promatrati i druga svojstva nasˇeg lanca. Primijetimo da vazˇnost takve mjere nije
samo u tome sˇto definira stacionarni proces. Pokazˇe se da takve mjere definiraju i du-
gorocˇno, tj. ergodsko ponasˇanje nasˇeg lanca. Kako bi vidjeli zasˇto bi to bilo tako, raz-
motrimo Pµ(Xn ∈ ·) za bilo koju pocˇetnu distribuciju µ. Ako granicˇna mjera γµ postoji u
odgovarajuc´oj topologiji na prostoru vjerojatnosnih mjera, takva da vrijedi
Pµ(Xn ∈ A)→ γµ(A)
za svaki A ∈ B(S), tada je
γµ(A) = lim
n→∞
∫
µ(dx)Pn(x, A)
= lim
n→∞
∫
S
µ(dx)
∫
Pn−1(x, dω)P(ω, A)
=
∫
S
γµ(dω)P(ω, A),
jer skupovna konvergencija
∫
µ(dx)Pn(x, ·) implicira konvergenciju integrala ogranicˇenih
funkcija kao sˇto je P(ω, A). Stoga, ako granicˇna distribucija postoji, ona je invarijantna
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vjerojatnosna mjera i primijetimo, ako postoji jedinstvena invarijantna vjerojatnosna mjera,
tada c´e γµ, kad god postoji, biti nezavisna od µ.
U prethodnom odjeljku smo ustanovili da c´e nasˇ lanac imati jedinstvenu (do na mul-
tiplikativnu konstantu) invarijantnu vjerojatnosnu mjeru pi ukoliko je povratan te da se ta
mjera mozˇe normirati tako da bude vjerojatnosna. Stoga, od sada nadalje, c´emo pretpos-
tavljati da je X ψ-ireducibilan povratan lanac te da je pi njegova invarijantna vjerojatnosna
mjera obzirom na koju je on stacionaran proces. Isto tako, od sada nadalje, pi c´emo zvati
stacionarnom distribucijom nasˇeg lanca.
Definicija 2.5.1. Totalna varijacija dviju vjerojatnosnih mjera ν1(·) i ν2(·) je:
‖ν1(·) − ν2(·)‖ = sup
A
|ν1(A) − ν2(A)|
Sada ima smisla pitati se je li limn→∞ ‖Pn(x, ·)−pi(·)‖ = 0? Ili, za dani realan broj ε > 0,
koliko velik mora n biti da bi vrijedilo limn→∞ ‖Pn(x, ·) − pi(·)‖ < ε? No, prije odgovora na
takva pitanja, pokazˇimo neka svojstva totalne varijacije mjera.
Propozicija 2.5.2. Neka je S neki opc´eniti skup stanja. Tada vrijedi:
(a) ‖ν1(·) − ν2(·)‖ = sup f :S→[0,1]
∣∣∣ ∫ f dν1 − ∫ f dν2 ∣∣∣ .
(b) ‖ν1(·) − ν2(·)‖ = 1b−a sup f :S→[a,b]
∣∣∣ ∫ f dν1 − ∫ f dν2 ∣∣∣ za bilo koje a < b, i posebno,
‖ν1(·) − ν2(·)‖ = 12 sup f :S→[−1,1]
∣∣∣ ∫ f dν1 − ∫ f dν2 ∣∣∣ .
(c) Ako je pi(·) stacionarna za Markovljevu jezgru P, tada je ‖ Pn(x, ·) − pi(·) ‖ monotono
opadajuc´i niz po n, tj. ‖ Pn(x, ·) − pi(·) ‖ ≤ ‖ Pn−1(x, ·) − pi(·) ‖ za n ∈ N.
(d) Opc´enitije, uz (νiP)(A) =
∫
νi(dx)P(x, A), uvijek vrijedi ‖ (ν1P)(·) − (ν2P)(·) ‖ ≤
‖ν1(·) − ν2(·)‖.
(e) Neka je t(n) = 2 supx∈S ‖Pn(x, ·) − pi(·)‖, gdje je pi(·) stacionarna. Tada je t sub-
multiplikativan niz, tj t(m + n) ≤ t(m)t(n) za m, n ∈ N.
(f) Ako µ(·) i ν(·) imaju gustoc´e g i h obzirom na neku σ-konacˇnu mjeru ρ(·), M =
max(g, h) i m = min(g, h) tada je
‖ µ(·) − ν(·) ‖ = 1
2
∫
S
(M − m)dρ = 1 −
∫
S
mdρ.
(g) Za dane vjerojatnosne mjere µ(·) i ν(·) postoje zajednicˇki definirane slucˇajne varija-
ble S i Y takve da je S ∼ µ(·), Y ∼ ν(·) i P(X = Y) = 1 − ‖µ(·) − ν(·)‖.
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Dokaz. Za dokaz tvrdnje (a) neka je ρ(·) bilo koja σ-konacˇna mjera takva da je ν1  ρ i
ν2  ρ (npr. ρ = ν1 + ν2, i neka je g = dν1/dρ, h = dν2/dρ. Tada je
∣∣∣ ∫ f dν1 − ∫ f dν2 ∣∣∣ =∣∣∣ ∫ f (g − h)dρ ∣∣∣. Ta vrijednost je maksimalna (na cijelom 0 ≤ f ≤ 1) kad je f = 1 na {g > h}
i f = 0 na {g < h} (ili obratno), i u tom slucˇaju je jednaka | ν1(A) − ν2(A) | za A = {g > h} (ili
{g < h}). Tvrdnja (b) se dokazuje slicˇno kao i tvrdnja (a), uz razliku da je f = b na {g > h}
i f = a na {g < h} (i obratno) iz cˇega slijedi ∣∣∣ ∫ f dν1 − ∫ f dν2 ∣∣∣ = (b − a) |ν1(A) − ν2(A)| .
Za dokaz tvrdnje (c) racˇunamo:∣∣∣Pn+1(x, A) − pi(A)∣∣∣ = ∣∣∣∣∣∣
∫
y∈S
Pn(x, dy)P(y, A) −
∫
y∈S
pi(dy)P(y, A)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
y∈S
Pn(x, dy) f (y) −
∫
y∈S
pi(dy) f (y)
∣∣∣∣∣∣
≤ ‖Pn(x, ·) − pi(·)‖,
gdje je f (y) = P(y, A) i nejednakost dolazi iz (a) dijela. Tvrdnja (d) pokazuje se vrlo slicˇno
kao i tvrdnja (c). Tvrdnja (e) slijedi iz cˇinjenice da je t(n) L∞ operatorska norma od Pn
(vidjeti Meyn i Tweedie [4], Lema 16.1.1). Konkretnije, neka su Pˆ(x, ·) = Pn(x, ·) − pi(·) i
Qˆ(x, ·) = Pm(x, ·) − pi(·) takve da je
(PˆQˆ f )(x) ≡
∫
y∈S
f (y)
∫
z∈S
[Pn(x, dz) − pi(dz)][Pm(z, dy) − pi(dy)]
=
∫
y∈S
f (y)[Pn+m(x, dy) − pi(dy) − pi(dy) + pi(dy)]
=
∫
y∈S
f (y)[Pn+m(x, dy) − pi(dy)].
Nadalje, neka je f : S → [0, 1], neka je g(x) = (Qˆ f )(x) ≡ ∫
y∈S Qˆ(x, dy) f (y) te neka je
g∗ = supx∈S |g(x)|. Tada je g∗ ≤ 12 t(m) po dijelu (a). Sada, ako je g∗ = 0, onda je ocˇito i
PˆQˆ f = 0. U suprotnom, racˇunamo
2 sup
x∈S
|(PˆQˆ f )(x)| = 2g∗ sup
x∈S
|(Pˆ[g/g∗])(x)| ≤ t(m) sup
x∈S
|(Pˆ[g/g∗])(x)|.
Buduc´i da je −1 ≤ g/g∗ ≤ 1, imamo da je (Pˆ[g/g∗])(x) ≤ t(n). Tvrdnja sada slijedi iz (a)
dijela i gornje nejednakosti. Kod dokaza tvrdnje (f) prvi dio jednakosti slijedi koristec´i (b)
dio jer za a = −1 i b = 1 imamo
‖µ(·) − ν(·)‖ = 1
2
(∫
g>h
(g − h)dρ +
∫
g<h
(h − g)dρ
)
=
1
2
∫
S
(M − m)dρ.
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Drugi dio jednakosti tada slijedi jer M + m = g + h pa je
∫
S
(M + m)dρ = 2 pa imamo
1
2
∫
S
(M − m)dρ = 1 − 1
2
(
2 −
∫
S
(M − m)dρ
)
= 1 − 1
2
∫
chi
(
(M + m) − (M − m))dρ = 1 − ∫
S
mdρ.
Na kraju, za dokaz tvrdnje (g) neka je a =
∫
S
mdρ, b =
∫
S
(g − m)dρ te c = ∫
S
(h − m)dρ.
Tvrdnja je trivijalna ukoliko je bilo koji od brojeva a, b, c jednak 0 pa pretpostavimo da su
svi pozitivni. Sad konstruiramo zajednicˇki definirane slucˇajne varijable Z,U,V, I tako da
Z ima gustoc´u m/a, U ima gustoc´u (g − m)/b, V ima gustoc´u (h − m)/b i I je nezavisna
od Z,U,V sa P(I = 1) = a i P(I = 0) = 1 − a. Neka je sada X = Y = Z za I = 1 i
X = U , Y = V za I = 0. Nadalje, U i V imaju disjunktne nosacˇe pa je P(U = V) = 0.
Tada tvrdnja slijedi koristec´i (f) dio jer
P(X = Y) = P(I = 1) = a = 1 − ‖µ(·) − ν(·)‖.

Teorem 2.5.3. Ako je Markovljev lanac, na skupu stanja s prebrojivo generiranom σ-
algebrom, ψ-ireducibilan i aperiodicˇan te ima stacionarnu distribuciju pi(·), tada pi-g.s. za
x ∈ S vrijedi,
lim
n→∞ ‖P
n(x, ·) − pi(·)‖ = 0. (2.25)
Specijalno, limn→∞ Pn(x, A) = pi(A) za svaki izmjerivi A ⊆ S.
Dokaz. Dokaz se mozˇe nac´i u Meyn i Tweedie [4] (Teoremi 5.2.1 i 5.2.2). Glavna ideja
je razlucˇiti dio Pn0(x, ·) koji je apsolutno neprekidan obzirom na mjeru ψ i onda nac´i C sa
svojstvom ψ(C) > 0 takav da je taj dio gustoc´e barem δ > 0 kroz cijeli C.

Ako se prisjetimo definicije granicˇne distribucije na diskretnim skupovima stanja, pri-
mijetiti c´emo da nam ovaj teorem daje slicˇnu tvrdnju za opc´enite skupove stanja. No,uocˇimo
da konvergencija u gornjem teoremu vrijedi za pi-g.s. x ∈ S. Problem je sˇto lanci mogu
imati neobicˇno ponasˇanje na skupovima pi-mjere nula i na njima ne konvergirati.
Razumno je pitati se pod kojim uvjetima c´e tvrdnja (2.25) vrijediti za sve x ∈ S,
ne samo za pi-g.s. x ∈ S. Primijetimo, tvrdnja c´e vrijediti ukoliko su prijelazne jezgre
P(x, ·) apsolutno neprekidne obzirom na pi(·) (npr. P(x, dy) = p(x, y)pi(dy) za neku funkciju
p : S × S→ [0,∞〉).
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Korolar 2.5.4. Ako je Markovljev lanac ψ-ireducibilan s periodom d ≥ 2 te ima staci-
onarnu distribuciju pi(·) tada za pi-g.s. x ∈ S vrijedi
lim
n→∞
∥∥∥∥∥1d
n+d−1∑
i=n
Pi(x, ·) − pi(·)
∥∥∥∥∥ = 0.
Dokaz. Neka je S1,S2, ...,Sd ⊆ S dekompozicija skupa stanja nasˇeg lanca te neka je P′ d
koracˇan lanac Pd restringiran na skup stanja S1. Tada je P′ ψ-ireducibilan i aperiodicˇan
na S1 sa stacionarnom distribucijom pi′(·) koja zadovoljava pi(·) = (1/d) ∑d−1j=0 (pi′P j)(·). Po
(c) dijelu Propozicije 2.5.2, dovoljno je dokazati tvrdnju korolara za n = md uz m → ∞.
Zbog jednostavnosti pretpostavljamo bez smanjenja opc´enitosti da je x ∈ S1. Po (d) dijelu
Propozicije 2.5.2 imamo ‖Pmd+ j(x, ·) − (pi′P j)(·)‖ ≤ ‖Pmd(x, ·) − pi′(·)‖ za j ∈ N. Tada je, po
nejednakosti trokuta,∥∥∥∥∥1d
mn+d−1∑
i=md
Pi(x, ·)pi(·)
∥∥∥∥∥ = ∥∥∥∥∥1d
d−1∑
j=0
Pmd+ j(x, ·) − 1
d
d−1∑
j=0
(pi′P j)(·)
∥∥∥∥∥
≤ 1
d
d−1∑
j=0
‖Pmd+ j(x, ·) − (pi′P j)(·)‖
≤ 1
d
d−1∑
j=0
‖Pmd(x, ·) − pi′(·)‖
Primjenom prethodnog teorema na P′ dobivamo limm→∞ ‖Pmd(x, ·) − pi′(·)‖ = 0 za pi′-g.s.
x ∈ S sˇto povlacˇi prvi dio tvrdnje korolara. 
U Teoremu 2.5.3 smo vidjeli sˇto nam je potrebno da bi nasˇ lanac asimptotski konvergi-
rao stacionarnosti, no on nam nisˇta ne govori o brzini te konvergencije. Jedna od ”kvalita-
tivnih” mjera je uniformna ergodicˇnost:
Definicija 2.5.5. Markovljev lanac sa stacionarnom distribucijom pi(·) je uniformno er-
godicˇan ako postoje realan broj ρ < 1 i prirodan broj M < ∞ takvi da za svaki x ∈ S
vrijedi:
‖Pn(x, ·) − pi‖ ≤ Mρn, n = 1, 2, 3, ...
Ekvivalentan iskaz uniformne ergodicˇnosti je dan sljedec´om propozicijom.
Propozicija 2.5.6. Markovljev lanac sa stacionarnom distribucijom pi(·) je uniformno er-
godicˇan ako i samo ako je supx∈S ‖Pn(x, ·) − pi(·)‖ < 1/2 za neki n ∈ N.
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Dokaz. Ako je lanac uniformno ergodicˇan, tada je
lim
n→∞ supx∈S
‖Pn(x, ·) − pi(·)‖ ≤ lim
n→∞Mρ
n,
pa supx∈S ‖Pn(x, ·) − pi(·)‖ < 1/2 za sve dovoljno velike n.
Obratno, ako je supx∈S ‖Pn(x, ·) − pi(·)‖ < 1/2 za neko n ∈ N, onda, u Propoziciji 2.5.2
(e), imamo da je d(n) ≡ β < 1 tako da za svaki j ∈ N, d( jn) ≤ (d(n)) j = β j. Stoga, po
Propoziciji 2.5.2 (c),
‖Pm(x, ·) − pi(·)‖ ≤ ‖Pbm/ncn(x, ·) − pi(·)‖ ≤ 1
2
d(bm/ncn)
≤ βbm/nc ≤ β−1(β1/n)m,
tj. lanac je uniformno ergodicˇan za M = β−1 i ρ1/n.

Sljedec´i rezultat je glavni rezultat koji nam jamcˇi uniformnu ergodicˇnost, a potjecˇe od
Doeblina [1], Dooba [2] i, u nekom smislu, od Markova [3].
Teorem 2.5.7. Promotrimo Markovljev lanac sa invarijantnom vjerojatnosnom distribu-
cijom pi(·). Pretpostavimo da minorizacijski uvjet (2.8) vrijedi za neki prirodan broj n0
i realan broj ε > 0 te vjerojatnosnu mjeru ν(·), u specijalnom slucˇaju kad je C = S
(tj. cijeli prostor stanja je mali skup). Tada je lanac uniformno ergodicˇan i, ustvari,
‖Pn(x, ·) − pi(·)‖ ≤ (1 − ε)bn/n0c za sve x ∈ S, gdje je brc najvec´e cijelo od r.
Kako bi dokazali Teorem, prvo nam treba tzv. nejednakost sparivanja: Ideja je sljedec´a.
Pretpostavimo da imamo dvije slucˇajne varijable X i Y zajednicˇki definirane na nekom
prostoru S. Ako su L(X) i L(Y) njihove vjerojatnosne distribucije, tada slijedi
‖L(X) − L(Y)‖ = sup
A
∣∣∣P(X ∈ A) − P(Y ∈ A)∣∣∣
= sup
A
∣∣∣P(X ∈ A , X = Y) + P(X ∈ A, X , Y)
− P(Y ∈ A , Y = X) − P(Y ∈ A,Y , X)∣∣∣
= sup
A
∣∣∣P(X ∈ A , X , Y) − P(Y ∈ A,Y , X)∣∣∣
≤ P(X , Y),
to jest, vrijedi
‖L(X) − L(Y)‖ ≤ P(X , Y). (2.26)
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Tj., totalna varijacija izmedu vjerojatnosnih distribucija dviju slucˇajnih varijabli je ogranicˇena
njihovom vjerojatnosˇc´u da su razlicˇite.
Dokazˇimo sada Teorem 2.5.7:
Dokaz. U ovom slucˇaju, C = S pa za svakih n0 iteracija imamo vjerojatnosti od barem
ε da su Xn i X′n jednaki. Tada je, za n = n0m, P(Sn , S
′
n) ≤ (1 − ε)m. Stoga je, po
(2.26), ‖Pn(x, ·) − pi(·)‖ ≤ (1 − ε)m = (1 − ε)n/n0 . Tada, po Propoziciji 2.5.2 (c) vrijedi
‖Pn(x, ·) − pi(·)‖ ≤ (1 − ε)bn/n0c za bilo koji n.

Ako Markovljev lanac nije uniformno ergodicˇan, tada ne mozˇemo primijeniti Teorem
2.5.7. No i dalje nam je vrlo vazˇno, za danu prijelaznu jezgru P Markovljevog lanca i
pocˇetno stanje x, nac´i n∗ takav da je, za realan broj ε > 0, ‖Pn∗(x, ·) − pi(·)‖ ≤ ε. Stoga
definiramo slabiji uvjet od uniformne ergodicˇnosti, geometrijsku ergodicˇnost.
Definicija 2.5.8. Markovljev lanac sa stacionarnom distribucijom pi(·) je geometrijski er-
godicˇan ako za neki ρ < 1 vrijedi:
‖Pn(x, ·) − pi(·)‖ ≤ M(x)ρn, n = 1, 2, 3, ...,
gdje je M(x) < ∞ za pi-g.s. x ∈ S.
Primijetimo da je razlika izmedu uniformne i geometrijske ergodicˇnosti u tome sˇto sada
konstanta M mozˇe ovisiti o pocˇetnom stanju x.
Definicija 2.5.9. Neka su nam dane prijelazne vjerojatnosti P Markovljevog lanaca na
skupu stanja S i izmjeriva funkcija f : S→ R. Tada definiramo funkciju P f : S→ R takvu
da je (P f )(x) uvjetno ocˇekivanje od f (Sn+1) uz uvjet da je Sn = x, tj.
(P f )(x) =
∫
y∈S
f (y)P(x, dy).
Definicija 2.5.10. Markovljev lanac zadovoljava uvjet drifta (ili uvjet univarijantnog ge-
ometrijskog drifta) ako postoje konstante 0 < λ < 1 i b < ∞ te funkcija V : S → [1,∞]
takve da vrijedi
PV ≤ λV + b1C, (2.27)
tj. takve da je
∫
S
P(x, dy)V(y) ≤ λV(x) + b1C(x) za sve x ∈ S.
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Teorem 2.5.11. Neka nam je dan ψ-ireducibilan Markovljev lanac sa stacionarnom dis-
tribucijom pi(·). Pretpostavimo i da vrijedi minorizacijski uvjet (2.8) za neki skup C ⊆ S
i realan broj ε > 0 te vjerojatnosnu mjeru ν(·). Nadalje, pretpostavimo da je uvjet drifta
(2.27) zadovoljen za neke konstante 0 < λ < 1 i b < ∞ te funkciju V : S → [1,∞] takvu
da je V(x) < ∞ za barem jedan (pa tako i za pi-g.s.) x ∈ S. Tada je lanac geometrijski
ergodicˇan.
Prije samog dokaza moramo navesti par rezultata koje nec´emo dokazivati, no svi do-
kazi se mogu nac´i u Meyn i Tweedie [?].
Cˇinjenica 2. Po Teoremima 15.0.1, 16.0.1 i 14.3.7 iz Meyn i Tweedie [4] te po Propoziciji
1 iz [6] slijedi da su minorizacijski uvjet (2.8) i uvjet drifta (2.27) Teorema 2.5.11 ek-
vivalentni (uz pretpostavljene ψ-ireducibilnost i aperiodicˇnost) ocˇigledno jacˇem svojstvu
”V-uniformne ergodicˇnosti”, tj. da postoje C < ∞ i ρ < 1 takvi da
sup
| f |≤V
∣∣∣Pn f (x) − pi( f )∣∣∣ ≤ CV(x)ρn, x ∈ S,
gdje je pi( f ) =
∫
x∈S f (x)pi(dx). To znacˇi da mozˇemo uzeti sup| f |≤V umjesto sup0< f<1 te sta-
viti da je M(x) = CV(x) kao ogradu za geometrijsku ergodicˇnost. Nadalje, uvijek vrijedi
pi(V) < ∞.
Nasˇ dokaz zahtijeva i uvjet bivarijantnog drifta:
P¯h(x, y) ≤ h(x, y)/α, (x, y) ∈ C ×C (2.28)
za neku funkciju h : S × S→ [1,∞〉 i neki realan broj α > 1, gdje je
P¯h(x, y) =
∫
S
∫
S
h(z,w)P(x, dz)P(y, dw).
Propozicija 2.5.12. Neka je uvjet univarijantnog drifta (2.27) zadovoljen za neke V : S→
[1,∞], C ⊆ S, λ < 1 i b < ∞. Neka je d = infx inCc V(x). Tada, ako je d > [b/(1 − λ)] − 1,
tada uvjet bivarijantnog drifta (2.28) vrijedi za isti C, sa h(x, y) = 12 [V(x) + V(y)] i
α−1 = λ + b/(d + 1) < 1.
Neka je sada,
Bn0 = max
[
1, αn0(1 − ε) sup
C×C
R¯h
]
, (2.29)
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gdje je za (x, y) ∈ C ×C,
R¯h(x, y) =
∫
S
∫
S
(1 − ε)−2h(z,w)(Pn0(x, dz) − εν(dz))(Pn0(y, dw) − εν(dw)).
Teorem 2.5.13. Neka nam je dan Markovljev lanac na skupu stanja S sa prijelaznom jez-
grom P. Pretpostavimo da postoje C ⊆ S, h : S × S → [1,∞〉, vjerojatnosna distribucija
ν(·) na S, α > 1, n0 ∈ N i ε > 0 takvi da vrijede (2.8) i (2.28). Definirajmo Bn0 kao u (2.29).
Tada, za bilo koju zajednicˇku pocˇetnu distribuciju L(S0,S′0) i bilo koje prirodne brojeve
1 ≤ j ≤ k, ako su {Sn} i {S′n} dvije kopije Markovljevog lanca pokrenutog iz zajednicˇke
pocˇetne distribucije L(S0,S′0), tada je
‖L(Sk) − L(S′k)‖TV ≤ (1 − ε) j + α−k(Bn0) j−1E[h(S0,S
′
0)].
Posebno, ako uzmemo j = brkc za dovoljno mali r > 0, tada dobivamo eksplicitnu kvanti-
tativnu ogradu za konvergenciju koja tezˇi k 0 eksponencijalno brzo kada k → ∞.
Dokaz. Sada c´emo dokazati Teorem 2.5.11 metodom direktnog sparivanja. Tako izbje-
gavamo tehnikalije dokaza Meyn i Tweedie [4] (dodusˇe, sa malo slabijim zakljucˇkom;
vidjeti Cˇinjenica 2). Pristupiti c´emo dokazu tako sˇto c´emo koristiti Teorem 2.5.13. Neka
je h(x, y) = 12 [V(x) + V(y)]. Dokaz c´e koristiti slijedec´i tehnicˇki rezultat.
Lema 2.5.14. Bez smanjenja opc´enitosti, mozˇemo pretpostaviti da je
sup
x∈C
V(x) < ∞ (2.30)
(2.31)
Posebice, za malen skup C i drift funkciju V koji zadovoljavaju (2.8) i (2.27), mozˇemo
pronac´i mali skup C0 ⊆ C takav da i dalje vrijede (2.8) i (2.27) (s istim n0, ε i b, ali s
λ0 < 1 umjesto λ) takav da (2.30) i dalje vrijedi.
Primijetimo da je moguc´e, u Lemi 2.5.14, ne zadovoljiti (2.30) tako sˇto mijenjamo V ,
a C ostavimo nepromijenjenim:
Propozicija 2.5.15. Postoji geometrijski ergodicˇan Markovljev lanac, s malenim skupom
C i drift funkcijom V koji zadovoljava (2.8) i (2.27), takav da ne postoji drift funkcija
V0 : S → [0,∞] takva da bi, ako zamijenimo V s V0, uvjeti (2.8), (2.27) te (2.30) i dalje
vrijedili.
Stoga, do kraja ovog dokaza, pretpostavljamo da (2.30) vrijedi. To, zajedno s (2.27)
povlacˇi
sup
(x,y)∈C×C
R¯h(x, y) < ∞, (2.32)
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sˇto nam osigurava da c´e Bn0 u (2.29) biti konacˇan.
Neka je sada, d = infCc V . Tada, po Propoziciji 2.5.12 slijedi da c´e uvjet bivarijantnog
drifta (2.28) vrijediti, ako vrijedi d > b/(1− λ)− 1. U tom slucˇaju, tvrdnja Teorema 2.5.11
slijedi odmah (sˇtovisˇe, njegova kvantitativna verzija), kombinirajuc´i Propoziciju 2.5.12 i
Teorem 2.5.13. Primijetimo, uvjet d > b/(1 − λ) − 1 nije obicˇna tehnikalija: taj uvjet nam
osigurava da je lanac aperiodicˇan.
No, ako je d ≤ b/(1 − λ) − 1, tada nam ta argumentacija ne prolazi. Nasˇ plan je da
povec´amo C tako da nova vrijednost od d zadovoljava d > b/(1 − λ) − 1 i da iskoristimo
aperiodicˇnost kako bi pokazali da je C ostao malen skup (tj. da i dalje vrijedi (2.8)) za
eventualno nekontrolirano vec´i n0 i manji ε > 0). Tada c´e Teorem 2.5.11 opet slijediti iz
Propozicije 2.5.12 i Teorema 2.5.13 kao i prije. (Primijetimo da nec´emo imati direktnu
kontrolu nad novim vrijednostima od n0 i C, zbog cˇega nam ovaj pristup ne daje kvantita-
tivnu ogradu za brzinu konvergencije.)
Kako bi nastavili, uzmimo proizvoljan d′ > b/(1−λ)−1, neka je S = {x ∈ S : V(x) ≤ d}
te neka je C′ = C ∪ S . To osigurava da je infx∈C′c V(x) ≥ d′ > b/(1 − λ) − 1. Nadalje,
buduc´i da je V po konstrukciji ogranicˇen sa S , vidimo da c´e (2.30) vrijediti za C′ umjesto
C. Tada, iz (2.32) i (2.27) slijedi da c´emo i dalje imati Bn0 < ∞, cˇak i ako zamijenimo
C sa C′. Stoga, Teorem 2.5.11 slijedi iz Propozicije 2.5.12 i Teorema 2.5.13 ako mozˇemo
dokazati:
Lema 2.5.16. C′ je malen skup.
Prisjetimo se problema sa moguc´im periodicˇnim ponasˇanjima lanca na petite skupo-
vima. Slijedec´i rezultat otklanja taj problem za aperiodicˇan, ψ-ireducibilan Markovljev
lanac.
Lema 2.5.17. (Meyn i Tweedie [4], Teorem 5.5.7) Za aperiodicˇan, ψ-ireducibilan Markov-
ljev lanac, svaki petite skup je mali skup.
Kako bi mogli iskoristiti Lemu 2.5.17, treba nam sljedec´i rezultat.
Lema 2.5.18. Neka je C′ = C ∪ S , gdje je S = {x ∈ S : V(x) ≤ d} za neko d < ∞, kao
gore. Tada je C′ petite skup.
Konacˇno, kombinirajuc´i Leme 2.5.18 i 2.5.17 zakljucˇujemo da C′ mora biti mali skup
cˇime dokazujemo Lemu 2.5.16 pa i sam Teorem 2.5.11.

Poglavlje 3
Harrisovi lanci
3.1 Definicije
Dosada smo razmatrali Markovljeve lance na opc´enitim skupovima stanja te pritom razvili
teoriju ψ-ireducibilnosti, prolaznosti i povratnosti, invarijantih mjera te ergodicˇnosti za
takve lance. Sada c´emo se fokusirati na uzˇu klasu Markovljevih lanaca, Markovljeve lance
u Harrisovom smislu, tj. Harrisove lance.
Prilikom promatranja povratnosti za skupove A ∈ B(S), nec´emo gledati samo prvo
vrijeme pogadanja τA ili ocˇekivanu vrijednost U(·, A) od ηA, vec´ c´emo promatrati dogadaj
da je X ∈ A beskonacˇno mnogo puta (b.m.p), tj. ηA = ∞, sˇto pisˇemo sa
{
X ∈ A b.m.p} := ∞⋂
N=1
∞⋃
k=N
{Xk ∈ A}
i sˇto je dobro definirano kao F -izmjerivi dogadaj na Ω := S∞. Za x ∈ S, A ∈ B(S) pisˇemo
Q(x, A) := Px(X ∈ A b.m.p). (3.1)
Primijetimo, za bilo koji x, A imamo Q(x, A) ≤ L(x, A) i po jakom Markovljevom svojstvu
vrijedi:
Q(x, A) = EX[PXτA (X ∈ A b.m.p)1(τA<∞)] =
∫
A
UA(x, dy)Q(y, A). (3.2)
Definicija 3.1.1. Za skup A kazˇemo da je povratan u Harrisovom smislu (tj. Harrisov
skup) ako vrijedi
Q(x, A) = Px(ηA = ∞) = 1, x ∈ A.
Lanac X je povratan u Harrisovom smislu (tj. Harrisov lanac) ako je ψ-ireducibilan i svaki
skup u B+(S) je Harrisov skup.
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3.2 Svojstva Harrisovih skupova
Nakon sˇto smo definirali sˇto je Harrisov skup, promotriti c´emo neka svojstva takvih sku-
pova.
Propozicija 3.2.1. Pretpostavimo da za neki skup A ∈ B(S) vrijedi L(x, A) ≡ 1, x ∈ A.
Tada je Q(x, A) = L(x, A) za svaki x ∈ S i A je Harrisov skup.
Dokaz. Koristec´i jako Markovljevo svojstvo, dobivamo da, ako je L(y, A) = 1, y ∈ A, tada
je za bilo koji x ∈ A
Px(τA(2) < ∞) =
∫
A
UA(x, dy)L(y, A) = 1,
otkuda indukcijom, opet koristec´i jako Markovljevo svojstvo, dobivamo, za x ∈ A
Px(τA(k + 1) < ∞) =
∫
A
UA(x, dy)Py(τA(k) < ∞) = 1.
Za bilo koji x imamo
Px(ηA ≥ k) = Px(τA(k) < ∞),
otkuda, po Teoremu o monotonoj konvergenciji, iz
Q(x, A) = lim
k
Px(ηA ≥ k)
dobivamo
Q(x, A) ≡ 1 za x ∈ A,
Odatle slijedi da je
Q(x, A) =
∫
A
UA(x, dy)Q(y, A) = L(x, A)
sˇto dokazuje tvrdnju. 
Teorem 3.2.2. (i) Pretpostavimo da D { A za bilo koje skupove D, A ∈ B(S). Tada je
{X ∈ D b.m.p} ⊆ {X ∈ A b.m.p} P∗ − g.s., (3.3)
i vrijedi Q(y,D) ≤ Q(y, A), za svaki x ∈ S. Ovdje P∗ oznacˇava uvjetnu vjerojatnost
P( · | X0 = ∗), dok ∗ oznacˇava bilo koje stanje x ∈ S.
(ii) Ako je S{ A, tada je A Harrisov skup i vrijedi Q(x, A) ≡ 1 za svaki x ∈ S.
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Dokaz. Obzirom da dogadaj
{
X ∈ A b.m.p} ukljucˇuje cijeli put od X, ne mozˇemo pokazati
tvrdnju promatrajuc´i Pn samo za fiksne n. Moramo promatrati sve dogadaje
En = {Xn+1 ∈ A} , n ∈ Z+
te ocijeniti vjerojatnost tih putova tako da beskonacˇno mnogo En postoji. Pokazˇimo prvo
da, ako je F Xn σ-algebra generirana s {X0, . . . , Xn}, tada, kako n→ ∞ imamo
P
 ∞⋃
i=n
Ei | F Xn
→ 1  ∞⋂
m=1
∞⋃
i=m
Ei
 P∗-g.s. (3.4)
Kako bi to pokazali, primijetimo da za fiksan k ≤ n
P
 ∞⋃
i=k
Ei | F Xn
 ≥ P  ∞⋃
i=n
Ei | F Xn
 ≥ P  ∞⋂
m=1
∞⋃
i=m
Ei | F Xn
 . (3.5)
Sada primijenimo Teorem o konvergenciji martingala na nejednakost (3.5) pa dobivamo
1
[∪∞i=kEi] ≥ lim sup
n
P
[
∪∞i=nEi | F Xn
]
≥ lim inf
n
P
[
∪∞i=nEi | F Xn
]
≥ 1 [∩∞m=1 ∪∞i=m Ei] (3.6)
Kako k → ∞, izrazi u (3.6) konvergiraju sˇto pokazuje da tvrdnja (3.4) vrijedi. Po jakom
Markovljevom svojstvu, P∗[∪∞i=nEI | F Xn ] = L(Xn, A) P∗-g.s. Iz pretpostavke D { A imamo
da je L(Xn, A) ogranicˇeno s 0 kad god je Xn ∈ D. Stoga, koristec´i (3.4), imamo
1
 ∞⋂
m=1
∞⋃
i=m
{Xi ∈ D}
 ≤ 1 (lim sup
n
L(Xn, A) > 0
)
= 1
(
lim
n
L(Xn, A) = 1
)
= 1
 ∞⋂
m=1
∞⋃
i=m
Ei
 . (3.7)
sˇto je (3.3). Dokaz tvrdnje (ii) sad slijedi direktno, uvrsˇtavajuc´i D = S u (3.3). 
Kao jednostavnu posljedicu Teorema 3.2.2 imamo sljedec´i teorem:
Teorem 3.2.3. Ako je X Harrisov lanac, tada je Q(x, B) = 1 za svaki x ∈ S i za svaki
B ∈ B+(S).
42 POGLAVLJE 3. MARKOVLJEVI LANCI U HARRISOVOM SMISLU
Dokaz. Neka je {Cn : n ∈ Z+} niz petite skupova za koje vrijedi ⋃Cn = S. Po Propoziciji
2.2.12, za ireducibilan lanac je konacˇna unija petite skupova petite skup pa mozˇemo pret-
postaviti da je Cn ⊂ Cn+1 te da je Cn ∈ B+(S) za svaki n.
Za bilo koji B ∈ B+(S) i bilo koji n ∈ Z+, po Lemi 2.2.10 imamo Cn { B i, obzirom
da je Cn Harrisov skup, po Teoremu 3.2.2 (i) vidimo da je Q(x, B) = 1 za bilo koji x ∈ Cn.
Buduc´i da skupovi {Ck} pokrivaju S, slijedi da je Q(x, B) = 1 za svaki x kako se i tvrdi. 
3.3 Harrisovi lanci
Promotrimo sad bilo koji lanac X za koji je svaki skup u B+(S) Harrisov skup. Dodajmo u
S niz stanja N = {xi} te prosˇirimo prijelaznu jezgru P do P′ na S′ := S ∪ N sa P′(x, A) =
P(x, A) za x ∈ S, A ∈ B(S) te
P′(xi, Xi+1) = βi, P′(xi, α) = 1 − βi
za specificˇan α ∈ S i sve Xi ∈ N. Bilo koji izbor vjerojatnosti βi zadovoljava
1 >
∞∏
i=0
βi > 0
sˇto osigurava
L′(xi, A) = L′(xi, α) = 1 −
∞∏
n=i
βi < 1, A ∈ B+(S)
tako da nijedan neprazan skup B ⊂ S′ sa svojstvima B ∩ S ∈ B+(S) i B ∩ S nije Harrisov
skup. No, s druge strane, vrijedi
U′(xi, A) ≥ L′(xi, α)U(α, A) = ∞, A ∈ B(S)
sˇto znacˇi a je svaki skup u B+(S) povratan. Ovime pokazujemo jedini nacˇin na koji iredu-
cibilan lanac mozˇe biti povratan, ali ne Harris povratan; postojanjem apsorbirajuc´eg skupa
koji je Harrisov skup, zajedno s jednim skupom ψ-mjere nula na kojem lanac nije Harrisov.
Za bilo koji Harrisov skup D pisˇemo D∞ = {y : L(y,D) = 1} tako da je D ⊆ D∞ i D∞ je
apsorbirajuc´i. D c´emo zvati maksimalnim apsorbirajuc´im skupom ako je D = D∞. Time je
motivirana definicija:
Definicija 3.3.1. Skup H nazivamo maksimalnim Harrisovim skupom ako je H maksimalan
apsorbirajuc´i skup sa svojstvom da je restrikcija lanca X na H Harrisov lanac.
Teorem 3.3.2. Ako je X povratan, tada mozˇemo pisati
S = H ∪ N, (3.8)
gdje je H neprazan maksimalan Harrisov skup, a N prolazan skup.
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Dokaz. Neka je C ψa-petite skup u B+(S), gdje je ψa maksimalna mjera ireducibilnosti.
Neka je H = {y : Q(y,C) = 1} i stavimo N = Hc.
Primijetimo, obzirom da je H = H∞ = {y : L(y,H) = 1}, slijedi da je H ili prazan ili
maksimalan apsorbirajuc´i. Pokazˇimo prvo da je neprazan.
Pretpostavimo suprotno, tj. Q(x,C) < 1 za svaki x. Prvo pokazujemo da to implicira
da je skup
C1 := {x ∈ C : L(x,C) < 1}
u B+(S).
U suprotnom, i ako je ψ(C1) = 0, tada po Propoziciji 2.2.3 postoji apsorbirajuc´i puni
skup F ⊂ Cc1. Tada, po definiciji vrijedi L(x,C) = 1 za bilo koji x ∈ C ∩ F i, obzirom da je
F apsorbirajuc´i, mora vrijediti L(x,C ∩ F) = 1 za x ∈ C ∩ F. Po Propoziciji 3.2.1 slijedi
da je Q(x,C ∩ F) = 1 za x ∈ C ∩ F sˇto je kontradikcija s Q(x,C) ≥ Q(x,C ∩ F). Dakle,
ψ(C1) > 0.
Sada, obzirom da je C1 ∈ B+(S), postoji B ⊆ C1, B ∈ B+(S) i realan broj δ > 0 sa
svojstvom L(x,C1) ≤ δ < 1 za svaki x ∈ B, tj.
L(x, B) ≤ L(x,C1) ≤ δ, x ∈ B.
Po Propoziciji 2.3.4 (iii) slijedi da je U(x, B) ≤ [1 − δ]−1, x ∈ B sˇto je kontradikcija s
pretpostavkom o povratnosti lanca X.
Slijedi da je H neprazan maksimalni apsorbirajuc´i skup i po Propoziciji 2.2.3 H je puni
skup. Odavde, po Propoziciji 2.3.7, odmah slijedi da je N prolazan.
Pokazˇimo josˇ da je H Harrisov skup. Za bilo koji skup A ∈ B+(S) imamo C { A. Po
Teoremu 3.2.2 slijedi da, ako je Q(x,C) = 1, tada je i Q(x, A) = 1 za svaki A ∈ B+(S).
Buduc´i da je, po konstrukciji, Q(x,C) = 1 za x ∈ H, imamo da je i Q(x, A) = 1 za bilo
koji x ∈ H i A ∈ B+(S) pa je restrikcija lanca X na skup H stvarno Harrisov lanac sˇto se i
trazˇilo. 
Sljedec´im rezultatom c´emo dodatno ojacˇati vezu lanca i njegovih kostura.
Teorem 3.3.3. Pretpostavimo da je X ψ-ireducibilan i aperiodicˇan. Tada je X Harrisov
lanac ako i samo ako je svaki njegov kostur Harrisov lanac.
Dokaz. Obzirom na mτmA ≥ τA za neki skup A ∈ B(S), gdje je mτmA prvo vrijeme pogadanja
za m-kostur, imamo da ako su m-kosturi Harrisovi lanci, tada je i X Harrisov lanac.
Obratno, pretpostavimo da je X Harrisov lanac. Za bilo koji prirodan broj m ≥ 2 znamo
da je, po Teoremu 2.3.3, Xm povratan pa Harrisov skup Hm postoji za taj m-kostur. Buduc´i
da je Hm puni skup, po Propoziciji 2.2.3 postoji H ⊂ Hm koji je apsorbirajuc´i i puni skup
za X.
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Buduc´i da je X Harrisov lanac, imamo Px(τH < ∞) ≡ 1 i, obzirom da je H apsorbirajuc´i,
znamo da je mτmH ≤ τH + m. Odavde slijedi
Px(τmH < ∞) = Px(τH < ∞) ≡ 1
otkuda slijedi da je Xm Harrisov lanac. 
Harrisova povratnost nam daje korisna prosˇirenja tvrdnji danih u Teoremu 2.3.5 i Te-
oremu 2.3.6.
Propozicija 3.3.4. Pretpostavimo da je X ψ-ireducibilan.
(i) Ako je neki petite skup C povratan, tada je i X povratan te je skup C ∩ N uniformno
prolazan, gdje je N prolazan skup u Harrisovoj dekompoziciji (3.8).
(ii) Ako postoji neki petite skup u B(S) za koji vrijedi L(x,C) ≡ 1, x ∈ S, onda je X
Harrisov lanac.
Dokaz. Po Teoremu 2.3.5, ako je C povratan, tada je i lanac povratan. Neka D = C ∩ N
predstavlja dio skupa C koji nije u H. Buduc´i je N ψ-mjere nula i ν je mjera ireducibilnosti,
zbog maksimalnosti od ψ mora vrijediti ν(N) = 0. Stoga, (2.13) vrijedi i, po (2.15), imamo
ogradu za U(x,D), x ∈ S takvu da je D uniformno prolazan sˇto dokazuje tvrdnju (i). Za
dokaz tvrdnje (ii) primijetimo da ako je L(x,C) ≡ 1, x ∈ S za neki ψa-petite skup C, tada po
Teoremu 3.2.2 slijedi da je C Harrisov skup. Obzirom da je C petite skup, imamo C { A
za svaki A ∈ B+(S). Harris povratnost skupa C, zajedno s Teoremom 3.2.2 (ii) povlacˇe da
je Q(x, A) ≡ 1 za svaki x sˇto znacˇi da je X Harrisov lanac.

Teorem 3.3.5. Pretpostavimo da je X ψ-ireducibilan lanac. Ako postoji petite skup C ⊂ S,
i funkcija V koja je neogranicˇena van petite skupova, takvi da (V1) vrijedi, tada je X
Harrisov lanac.
Dokaz. Teoremom 2.3.12 smo pokazali da je L(x,C) ≡ 1 pa je Harris povratnost pokazana
u vidu Propozicije 3.3.4. 
3.4 Ergodicˇnost Harrisovih lanaca
U ovom odjeljku c´emo promatrati kako se Harrisovi lanci ponasˇaju dugorocˇno, tj. ergodski.
Vidjeti c´emo da se ergodicˇnost mozˇe pokazati za aperiodicˇan Harrisov lanac, a i za Harrisov
lanac s periodom d. No, kako bi to pokazali, potrebno nam je jedno vrlo korisno svojstvo
mjere totalne varijacije.
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Propozicija 3.4.1. Neka je λ neka pocˇetna distribucija lanca X s prijelaznom jezgrom P.
Ako je pi invarijantna za P, tada je mjera totalne varijacije,
‖
∫
λ(dx)Pn(x, ·) − pi‖, (3.9)
monotono opadajuc´i niz po n.
Dokaz. Po definiciji mjere totalne varijacije i zbog invarijantnosti od pi imamo
‖
∫
λ(dx)Pn+1(x, ·) − pi‖
= sup
f :| f |≤1
∣∣∣∣∣∫ λ(dx)Pn+1(x, dy) f (y) − ∫ pi(dy) f (y)∣∣∣∣∣
= sup
f :| f |≤1
∣∣∣∣∣∫ λ(dx)Pn(x, dω)[ ∫ P(ω, dy) f (y)] − ∫ pi(dω)[ ∫ P(ω, dy) f (y)]∣∣∣∣∣
≤ sup
f :| f |≤1
∣∣∣∣∣∫ λ(dx)Pn(x, dω) f (ω) ∫ pi(dω) f (ω)∣∣∣∣∣ (3.10)
Gornji racˇun vrijedi jer kad god je | f | ≤ 1, tada je i |P f | ≤ 1. 
Teorem 3.4.2. Ako je X pozitivan i aperiodicˇan Harrisov lanac, tada za svaku pocˇetnu
distribuciju λ vrijedi
‖
∫
λ(dx)Pn(x, ·) − pi‖ → 0, n→ ∞. (3.11)
Dokaz. Znamo da je za neki prirodan broj m, m-kostur Xm jako aperiodicˇan i pozitivan
Harrisov lanac (vidjeti komentar na kraju odjeljka 2.4). Odavde slijedi:
‖
∫
λ(dx)Pnm(x, ·) − pi‖ → 0, n→ ∞. (3.12)
Tvrdnja za Pn slijedi direktno iz monotonosti u (3.10). 
Teorem 3.4.3. (i) Ako je X pozitivan Harrisov lanac s periodom d ≥ 1, tada za svaku
pocˇetnu distribuciju λ vrijedi
‖d−1
∫
λ(dx)
d−1∑
r=0
Pnd+r(x, ·) − pi‖ → 0, n→ ∞. (3.13)
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(ii) Ako je X pozitivan i povratan s periodom d ≥ 1 tada postoji skup N pi-mjere nula
takav da za svaku pocˇetnu distribuciju λ sa svojstvom λ(N) = 0 vrijedi
‖d−1
∫
λ(dx)
d−1∑
r=0
Pnd+r(x, ·) − pi‖ → 0, n→ ∞. (3.14)
Dokaz. Tvrdnja (i) je lagana za pokazati obzirom na postojanje ciklusa i s tim da znamo
da je lanac restringiran na ciklicˇne skupove aperiodicˇan i d-kosturi su pozitivni Harrisovi
lanci. Tvrdnja (ii) sada slijedi kao direktna posljedica teorema dekompozicije, tj. Teorema
3.3.2. 
Poglavlje 4
Primjeri
U ovom poglavlju c´emo pokazati primjere nekih Markovljevih lanaca na opc´enitom skupu
stanja.
4.1 AR(1) proces
Definicija 4.1.1. Proces X = (Xn : n ∈ Z+) se naziva autoregresivnim procesom reda 1, tj.
AR(1) procesom ako zadovoljava:
(AR1) za svaki n ∈ Z+, Xn i Wn su slucˇajne varijable na R za koje vrijedi
Xn+1 = αXn + Wn+1,
za neki realan broj α ∈ R.
(AR2) niz slucˇajnih varijabli {Wn} je niz nezavisnih jednako distribuiranih (n.j.d) slucˇajnih
varijabli sa distribucijom Γ na R.
Primijetimo, AR(1) proces je trivijalno Markovljev lanac; nezavisnost Xn+1 od Xn−1, ...
za dano Xn = x slijedi iz (AR1) jer vrijednosti od Wn, po (AR2), ne ovise o nijednom
{X1, X2, . . .}. Neka je µ bilo koja nenegativna izmjeriva funkcija na Rn+1 te pretpostavimo
da je X AR(1) proces. Nadalje, neka je W0 = X0 te neka Qm,n oznacˇava distribuciju od
Xn − αXs, s pokratom Qk = Qk−1,k. Po tekstu iznad jednadzˇbe (2.5) znamo da je taj uvjet
ekvivalentan sa Markovljevim svojstvom danim s (2.1) pa mozˇemo promatrati
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E
[
µ(X0, X1, . . . , Xn)
]
= E
[
µ(W0,W1 + αW0, . . . ,Wn + αWn+1 + . . . + αnW0)
]
=
∫
· · ·
∫
µ(y0, y1 + αy0, . . . , yn + αyn−1 + · · · + αny0)Qn(dyn) . . .Q1(dy1)PX0(dy0)
=
∫
· · ·
∫
µ(x0, x1, . . . , xn)Qn(dxn − αxn−1) · · ·Q1(dx1 − αx0)PX0(dx0),
sˇto pokazuje da je Xn Markovljev proces sa prijelaznom jezgrom
P(Xn ∈ B | Xm = x) = Qm,n(B − αx),
za neki skup B ∈ B(S) te neko stanje x ∈ S.
AR(1) proces, u neku ruku, mozˇemo smatrati prosˇirenjem slucˇajne sˇetnje, gdje, u sva-
kom novom trenutku uzimamo dio prethodne vrijednosti i dodajemo mu slucˇajnu vrijed-
nost (”sˇum” ili ”gresˇku”). Nadalje, pokazˇe se da izbor α dosta utjecˇe na ponasˇanje lanca.
Slika 4.1: AR(1) proces za α = 0.85, gdje je Γ = N(0, 1); proces je stacionaran i ergodicˇan
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Slika 4.2: AR(1) proces za α = 1.03, gdje je Γ = N(0, 1); proces nije stacionaran ni
ergodicˇan
Pokazˇimo josˇ ϕ-ireducibilnost AR(1) procesa. Neka je X AR(1) proces zadan relaci-
jama (AR1) i (AR2) za Γ = N(0, σ2). Neka je x ∈ S, X0 = x, λ Lebesgueova mjera te
A ∈ B(S) takav da je λ(A) > 0. Primijetimo da je tada X1 = αx + W1, gdje je W1 ∼ N(0, σ2)
te da je X1 ∼ N(αx, σ2). Neka je f funkcija gustoc´e za X1 uz uvjet X0 = x. Racˇunamo
P(x, A) = P(αx + W1 ∈ A)
=
∫
A
f dλ
=
∫
f1Adλ > 0.
gdje posljednja nejednakost vrijedi po teoriji mjere. U suprotnom bi vrijedilo f1A = 0
λ-skoro svuda, tj. f = 0 na A, a f je strogo pozitivna na cijelome R. Odavde slijedi
da je P(x, A) > 0 pa tako i U(x, A) =
∑∞
n=1 P
n(x, A) > 0. Tada po Meyn i Tweedie [4]
(Propozicija 4.2.1 (a) dio) vidimo da je nasˇ AR(1) proces ϕ-ireducibilan.
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4.2 AR(k) proces
Definicija 4.2.1. Proces Y = (Yn : n ∈ Z+) se naziva autoregresivnim procesom reda k, tj.
AR(k) procesom ako, za svaki skup pocˇetnih vrijednosti (Y0, . . . ,Y−k+1), zadovoljava
(AR1*) za svaki n ∈ Z+, Yn i Wn su slucˇajne varijable na R koje, induktivno za n ≥ 1,
zadovoljavaju
Yn = α1Yn−1 + α2Yn−2 + · · · + αkYn−k + Wn,
za neke realne brojeve α1, . . . , αk ∈ R.
(AR2*) niz slucˇajnih varijabli (Wn)n≥0 je niz n.j.d slucˇajnih varijabli na R.
Y = (Yn)n≥0 u principu nije Markovljev lanac za k > 1 jer informacije o prosˇlosti (tj.
prosˇlosti u terminima varijabli Yn−1,Yn−2, . . . ,Yn−k) daju informaciju o trenutnoj vrijednosti
od Yn. No, mozˇemo konstruirati proces koji c´e biti Markovljev lanac. Neka je
Xn = (Yn, . . . ,Yn−k+1)T
i stavimo X = (Xn : n ≥ 0). Jasno, X je Markovljev lanac cˇija prva komponenta opisuje
upravo putove autoregresivnog procesa. Primijetimo da, ako X0 ima proizvoljnu distribu-
ciju, tada i prvih k varijabli (Y0, . . . ,Y−k+1) smatramo proizvoljnima. Primjetimo da AR(k)
model tada mozˇemo ovako prikazati:
Xn =

α1 · · · · · · αk
1 0
. . .
...
0 1 0
 Xn−1 +

1
0
...
0
 Wn (4.1)
Ako pretpostavimo da imamo reprezentaciju nasˇeg lanca kao u (4.1), tada mozˇemo
odrediti uvjete pri kojima c´e nasˇ lanac biti ψ-ireducibilan.
U praksi se pokazuje da je jedan od cˇesto korisˇteni uvjet taj da W ima distribuciju koja ima
strogo pozitivnu gustoc´u. Ako je W gaussovski, tada je taj uvjet ocˇito zadovoljen.
No, za ψ-ireducibilnost nije uvijek dovoljno imati gustoc´u koja je pozitivna samo u okolini
0. Ako su nultocˇke polinoma A(z) = 1 − α1z1 − · · · − αkzk van zatvorenog kruga radijusa
1 uz C, tada Yn → 0 za n → ∞ kada je Wn =, za sve n. Odavde vidimo da je moguc´e
da lanac pogodi [−1, 1] u nekom trenutku u buduc´nosti. No, ako neka nultocˇka polinoma
A(z) lezˇi unutar otvorenog kruga radijusa 1 u C, tada c´e nasˇ lanac ”eksplodirati” te nec´e
biti ireducibilan.
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4.3 Model pohrane
Model pohrane ili model skladisˇtenja (eng. Storage model) je primjer u kojem, iako su
vremena u kojima se inputi dogadaju slucˇajna, izmedu tih vremena postoji deterministicˇko
gibanje koje nam daje reprezentaciju u Markovljevom smislu.
Jednostavan model pohrane ima sljedec´e elemente. Pretpostavljamo da postoji niz vre-
mena inputa T0 = 0,T0 + T1,T0 + T1 + T2, . . . u kojima se dogada input te pretpostavljamo
da su vremena medudolazaka (Ti)i≥1 nezavisne, jednako distribuirane (n.j.d) slucˇajne vari-
jable, distribuirane kao i varijabla T , s distribucijom G(−∞, t] = P(T ≤ t).
U n-tom vremenu inputa, kolicˇina inputa S n ima distribuciju H(−∞, t] = P(S n ≤ t);
kolicˇine inputa su nezavisne jedna od druge i od vremena medudolazaka. Izmedu inputa,
postoji konstantno povlacˇenje sadrzˇaja iz sustava pohrane po stopi r; takvo da, u vremen-
skom periodu [x, x+ t], pohranjeni sadrzˇaj se smanji za rt jer u tom periodu nije bilo inputa.
Kada put procesa sadrzˇaja dode do nule, on ostaje na nuli sve dok ne dode do trenutka u
kojem je input pozitivan.
Ovaj model je pojednostavljena verzija nacˇina na koji brana funkcionira. Isto tako,
mozˇe posluzˇiti i kao model za inventar ili bilo koji drugi slicˇan sustav pohrane.
Osnovni model pohrane je proces indeksiran neprekidnim vremenskim parametrom
t ∈ [0,+∞). Da bi se vidjelo da je Markovljev lanac, potrebno ga je analizirati u odredenim
vremenskim trenucima kada se (vjerojatnosno) regenerira.
Definicija 4.3.1. Jednostavni model pohrane (eng. Simple storage model)
(SSM1) Za svaki n ≥ 0 neku su S n i Tn n.j.d slucˇajne varijable na R sa distribucijama H i G
kao gore.
(SSM2) Definirajmo slucˇajne varijable
Xn+1 = [Xn + S n − Jn]+,
gdje su varijable Jn n.j.d, sa
P(Jn ≤ x) = G(−∞, x/r) (4.2)
za neki realan broj r > 0.
Tada lanac X = (Xn : n ≥ 0) predstavlja sadrzˇaj sustava pohrane u vremenima {Tn−}
neposredno prije svakog novog inputa i naziva se jednostavni model pohrane.
Primjetimo da su slucˇajne varijable Tn i Jn usko povezane, tj. Jn = rTn.
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Nezavisnost S n+1 od S n−1, S n−2, . . . i pravila (SSM1), (SSM2) osiguravaju da je (Xn)n≥0
Markovljev lanac.
Primijetimo da opc´enito, ovaj proces zaustavljen u nekim drugim trenucima nec´e biti
Markovljev jer je vazˇno izracˇunati vjerojatnosti buduc´ih putova kako bi znali koliko ranije
od odabranog trenutka se zadnji input dogodio. Odabirom takvog nacˇin promatranja nasˇeg
lanca , u trenucima neposredno prije inputa, zaboravljamo prosˇlost (u smislu da je nasˇ la-
nac stvarno Markovljev).
Pokazˇimo uvjete za ψ-ireducibilnost ovakvog procesa u prvom koraku. Neka je X
proces zadan relacijama (SSM1) i (SSM2) te neka je Wn := S n − Jn.
Propozicija 4.3.2. Neka je X = (Xn : n ≥ 0) slucˇajna sˇetnja na poluosi, zadana sa Xn+1 =
(Xn + Wn)+, gdje je W varijabla prirasta s distribucijom Γ. Tada je X ϕ-ireducibilan sa
ϕ(0,∞) = 0, ϕ({0}) = 1 ako i samo ako je
P(Wn < 0) = Γ(−∞, 0) > 0. (4.3)
Dokaz. Nuzˇnost od (4.3) je ocˇita. Obratno, pretpostavimo da za neke realne brojeve δ,
ε > 0 vrijedi Γ(−∞,−ε) > δ. Tada za bilo koji prirodan broj n, za koji je x/ε < n vrijedi
Pn(x, {0}) ≥ δn > 0.

Ako primijenimo ovaj rezultat na nasˇ model pohrane, vidimo da imamo ψ-ireducibilnost
ukoliko je
P(Wn < 0) > 0.
Uz uvjet da postoji vjerojatnost da se nijedan input ne dogodi dovoljno dugo, dobit c´emo
δ0-ireducibilnost u jednom koraku. To nam govori da mozˇemo ”iskljucˇiti” input na pe-
riod duzˇi od s kad god je kolicˇina zadnjeg inputa bila s, tj. pozitivnu vjerojatnost da c´e
input ”biti ugasˇen” dulje od s/r. Jedan od dovoljnih uvjeta za to je da distribucija H ima
beskonacˇne repove.
Linearnost u ovom modelu pohrane nam omoguc´ava da razvijemo detaljniji model.
Postoje dva moguc´a smjera u kojima to mozˇemo napraviti, a da proces ostane Markovljev.
Pretpostavimo ponovno da postoji niz vremena inputa T0 = 0,T0 + T1,T0 + T1 + T2, . . .
te da su vremena medudolazaka (Ti)i≥0 n.j.d s distribucijom G.
Pretpostavimo da je sadrzˇaj u n-tom vremenu inputa dan sa Xn = x i da kolicˇina inputa
S n(x) ima distribuciju danu s Hx(−∞, t] = P(S n(x) ≤ t) koja ovisi o x,. Tada kolicˇine inputa
u vremenima medudolazaka ostaju nezavisne jedna od druge.
Alternativno, pretpostavimo da izmedu inputa postoji povlacˇenje sadrzˇaja iz sustava
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pohrane po stopi r(x) koja isto ovisi o kolicˇini x u trenutku povlacˇenja. Tada dobivamo tzv.
sadrzˇajno-ovisan model pohrane ili skladisˇtenja (eng. Content-dependent storage model).
Kao i prije, kada put ovog procesa pohrane dode do nula, on ostaje u nula do trenutka s
pozitivnim inputom. Isto tako, i ovaj proces je vazˇno promatrati u trenucima neposredno
prije svakog inputa kako bi imali Markovljev proces.
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Sazˇetak
U prvom poglavlju se prisjec´amo pojmova iz teorije diskretnih Markovljevih lanaca. Na-
kon toga tu teoriju u drugom poglavlju prosˇirujemo na opc´enite skupove stanja. Definiramo
pojmove poput jezgre Markovljevog lanca u Definiciji 2.1.1 te pojmove poput vremena
posjeta η, prvog povratka τ, prvog pogadanja σ te vremena zaustavljanja ζ. Pokazujemo
da Markovljevi lanci na opc´enitom skupu stanja mogu imati slicˇna svojstva kao i na dis-
kretnom skupu stanja. Uvodimo pojmove uniformne i geometrijske ergodicˇnosti te u Te-
oremima 2.5.7 i 2.5.13 pokazujemo uz koje uvjete nasˇ lanac ima ta svojstva. U trec´em
poglavlju se fokusiramo na uzˇu klasu Markovljevih lanaca, tzv. Harissove lance. Prisje-
timo se, funkcija Q(x, A) je vjerojatnost da lanac X, ako krene iz stanja x, beskonacˇno
mnogo puta posjeti skup A, a funkcija L(x, A) je vjerojatnost da lanac X pogodi skup A.
U Teoremu 3.2.2 pokazujemo kako mozˇemo svojstva funkcije Q povezati sa svojstvima
funkcije L. Naposljetku, u Teoremima 3.4.2 i 3.4.3 dajemo uvjete pri kojima su Harrisovi
lanci ergodicˇni. Rad zavrsˇavamo s primjerima Markovljevih lanaca na opc´enitom skupu
stanja: autoregresivnim procesom reda k te poznatim modelom pohrane.

Summary
In the first chapter we list the main terms in the theory of Markov chains on discrete state
space. After that, in the second chapter, we expand that theory to Markov chains on general
state space. In Definition 2.1.1 we introduce terms like the kernel of a Markov chain as
well as occupation times η, first return times τ, first hitting times σ and stopping times
ζ. We show that Markov chains on general state space cam have similar properties as on
discrete state space. We define uniform and geometric ergodicity and show, in Theorems
2.5.7 and 2.5.13, the conditions needed for our chain to have those properties. In chapter
three we focus on a smaller class of Markov chains, so-called Harris chains. Function
Q(x, A) is the probability of chain X visiting set A infinite number of times, considering
he starts from state x. On the other hand, function L(x, A) is the probability of chain X
to return to set A. In Theorem 3.2.2, we show how the properties of the function Q can
be linked to those of the function L. Finally, in Theorems 3.4.2 and 3.4.3 we show the
sufficient conditions Harris chains need to be ergodic. We finish this thesis with a couple
of examples of Markov chains on general state space: the autoregressive process of order
k and the well known storage model.
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