Complete-data log-likelihood function
• E-step: Since N AA + N AO = N A we have
and similarly
Introduce Lagrange multiplier (Rice, p. 259) and maximize
with respect to p and λ.
Taking the sum of the three equations, we get (using
which yields for the first three equations the solutions
Iterations: Model: Mixture of two Gaussian populations (short/long waiting times):
Implementation in R
#EM iteration # Arguments: # N=(Na,Nb,Nab,No) # p=(pa,pb,po) emstep<-function(N,p) { #E-step Naa<-N[1]*p[1]^2/(p[1]^2+2*p[1]*p[3]) Nao<-N[1]*2*p[1]*p[3]/(p[1]^2+2*p[1]*p[3]) Nbb<-N[2]*p[2]^2/(p[2]^2+2*p[2]*p[3]) Nbo<-N[2]*2*p[2]*p[3]/(p[2]^2+2*p[2]*p[3]) #M-step n<-sum(N) p[1]=(2*Naa+Nao+N[3])/(2*n) p[2]=(2*Nbb+Nbo+N[3])/(2*n) p[3]=(2*Nao+Nbo+N[4])/(2*n) p } #Data N<-cf Y (y|θ) = p 1 σ 1 ϕ x − µ 1 σ 1 + (1 − p) 1 σ 2 ϕ x − µ 2 σ 2 Parameters: θ = (p, µ 1 , µ 2 , σ 2 1 , σ 2 2 ) T
Idea:
If we knew the group which each observation belongs to, we could simply fit a normal distribution to each group. Complete-data likelihood:
Missing data: Group indicator
Z i = 1 Y iL n (θ|Y, Z) = n i=1 p Z i (1 − p) 1−Z i · 1 σ Z i 1 ϕ Y i − µ 1 σ 1 Z i 1 σ 1−Z i 2 ϕ Y i − µ 2 σ 2 1−Z i Log-likelihood function l n (θ|Y, Z) = n i=1 Z i · log(p) + n i=1 (1 − Z i ) · log(1 − p) − 1 2 n i=1 Z i · log(2πσ 2 1 ) − 1 2σ 2 1 n i=1 Z i (Y i − µ 1 ) 2 − 1 2 n i=1 (1 − Z i ) · log(2πσ 2 2 ) − 1 2σ 2 2 n i=1 (1 − Z i )(Y i − µ 2 ) 2
Application of EM algorithm
• E-step: l n (θ|Y, Z) is linear in Z i . It therefore suffices to find the conditional
Thus the conditional mean is
i . Setting the first derivatives of Q(θ|θ (k) ) equal to zero we obtain
Iterations:
Implementation in R p<-c(0.5,40,90,20,20) -c(0.5,40,90,20,20) 
Furthermore, suppose that only the first 5 values are observed. Log-likelihood function l n (µ|y)
• Convergence of the EM algorithm depends on the amount of missing data.
• The more data are missing and have to be estimated, the slower the EM algorithm converges.
• Here
i + m is a weighted mean with strong weight on the previous µ (k) if the proportion of missing data is large. Convergence of the EM algorithm for m = 0, 1, 2.
