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Abstract. During the performance of sound source localization which
uses both visual and aural information, it presently remains unclear how
much either image or sound modalities contribute to the result, i.e. do
we need both image and sound for sound source localization? To ad-
dress this question, we develop an unsupervised learning system that
solves sound source localization by decomposing this task into two steps:
(i) “potential sound source localization”, a step that localizes possible
sound sources using only visual information (ii) “object selection”, a
step that identifies which objects are actually sounding using aural in-
formation. Our overall system achieves state-of-the-art performance in
sound source localization, and more importantly, we find that despite
the constraint on available information, the results of (i) achieve similar
performance. From this observation and further experiments, we show
that visual information is dominant in “sound” source localization when
evaluated with the currently adopted benchmark dataset. Moreover, we
show that the majority of sound-producing objects within the samples
in this dataset can be inherently identified using only visual information,
and thus that the dataset is inadequate to evaluate a system’s capability
to leverage aural information. As an alternative, we present an evaluation
protocol that enforces both visual and aural information to be leveraged,
and verify this property through several experiments.
Keywords: cross-modal learning, sound source localization, unsuper-
vised learning
1 Introduction
In many scientific areas, it is common to make a prediction of an objective
variable using explanatory variables. Nevertheless, the purpose is not always to
generate an accurate prediction, but to investigate which variable is important
for a prediction. For example, when using learning methods such as Random
Forests [1], or their variants like Gradient Boosted Trees [2–4], quantities such
as “variable importance” are widely used to determine the predictive strength
of specific variables. In a similar manner, linear regression coefficients are known
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Fig. 1. Overview of our system. The system decomposes sound source localization
into two steps, and each step is carried out by a specific module: “potential localization
network” and “selection module”. More specifically, the potential localization network
obtains a heat map of all objects that are capable of producing sound, and given sound
features from a sound network, the selection module identifies objects that are actually
producing sound. In the example above, as the boy and drums are capable of producing
sound, the potential localization network obtains a heat map that responds to their
corresponding regions. Then, when human voice is given as input audio, the pixels that
correspond to humans are selected by the selection module. On the other hand, when
the sound of drums is given, the pixels that correspond to drums are selected.
to be very useful to evaluate the contribution of specific variables in a linear
regression analysis. However, there are only a few studies that investigate the
contributions of each modality in cross-modal perception tasks that leverage
both visual and aural information. Our study focuses on the investigation of this
issue in sound source localization, which is a cross-modal perception task aiming
to determine image pixels that are associated with a given sound source, e.g.
selecting the region of trumpet in an image when given sound of trumpet.
In this research, we develop an unsupervised architecture which solves sound
source localization by decomposing the problem into two tasks. First, given only
an image, our system initially suggests a potential localization map, which is a
heat map of all objects that are capable of producing sound. We call this step
“potential sound source localization”. Then, given a sound, our system identi-
fies which objects within the potential localization map are actually producing
sound, and returns a localization map. By comparing the performance of the
potential localization map, which is derived only from visual information, and
the localization map, which leverages both visual and aural information, we are
able to evaluate the contributions of each modality in the benchmark dataset.
As can be seen from Fig. 1, the architecture has 3 components: the potential
localization network, the sound network, and the selection module. The poten-
tial localization network is an image network that takes an image as an input
and returns the potential localization map. Notably, the potential localization
network operates independently from the sound network, which returns latent
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features derived from the sound input. The selection module updates the po-
tential localization map to the localization map using the latent features, by
selecting objects from the potential localization map. During the training phase,
our model can be trained in an unsupervised manner as we utilize audio-visual
correspondence [5], i.e. whether image and sound correspond to each other or
not.
As a result, when using both visual and aural information, our system achieves
state of the art performance. More significantly, although utilizing only visual
information, the potential localization map performs similarly to the localization
map, indicating that in the current benchmark dataset, high performance can
be achieved without the usage of sound as input. Furthermore, from additional
quantitative and qualitative analysis, we have found that for the majority of the
samples within the current dataset, the sound-producing object can be inher-
ently identified using only image, as all objects that are capable of producing
sound are actually producing sound. This is problematic as this is not the case
in the real world, and proper evaluation on a system’s capability of leveraging
aural information can not be conducted. To overcome this issue, we design an
evaluation protocol called concat-and-localize, where evaluation is conducted on
artificially created samples that enforce the usage of aural information. We verify
this property through evaluation of our system using this evaluation protocol.
2 Related Work
Noting that a novel solution may find application in several domains, below we
provide a list of cross-modal perception tasks that are closely related to the
problem of sound source localization. Each task is accompanied with a descrip-
tion of how they are related. It should be noted that several tasks are sometimes
studied in a single paper.
Audio-Visual Correspondence (AVC) Audio and visual events tend to oc-
cur concurrently within our daily lives. Additionally, humans learn to local-
ize a sound source without any supervision by experiencing these natural co-
occurrences a sufficient number of times since they were born. Like humans, in
order for a machine to learn from these natural co-occurrences, Arandjelovic &
Zisserman [5] proposed an AVC task that predicts whether a pair of sound clip
and an image correspond with one another. Though the AVC task itself does not
have a practical application, the concept of AVC facilitates solutions for other
cross-modal perception tasks in an unsupervised fashion, such as audio-visual
representation learning [5–7], audio-visual source separation [8–10], and sound
source localization [6,9,11,12]. Although our work does not directly map to the
AVC task, it indirectly leverages this idea in an unsupervised setting.
Audio-Visual representation learning This task aims to generate represen-
tations of image/sound; these representations are useful for image/sound classifi-
cation, zero-shot detection, cross-modal retrieval and action recognition. Audio-
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visual representation learning models can be grouped within 3 categories: the use
of image features to train a sound network in a supervised manner [13–16], the
use of sound features to train an image network in a supervised manner [5,13,17],
and via unsupervised methods [6,7,10,18,19] including networks to classify mo-
tion information. Though the aim of representation learning is different from
that of sound source localization, some existing works have reported that the
internal representation i.e., image features and sound features of the models de-
veloped for sound source localization is useful for image/sound classification and
action recognition tasks [7,10,19]. Our efforts are different from this task, as we
do not focus on internal representations.
Audio-visual source separation. Audio-visual source separation is a task that
utilizes visual information to guide sound source separation, in contrast to blind
sound source separation that does not use visual information [20–23]. There are
various methods employed for audio-visual source separation: NMF [24–26], sub-
space methods [27, 28], the mix-and-separate method [8–10, 12, 29], and the use
of facial information for speech separation [30–33]. Many works have attempted
simultaneous sound source separation and sound source localization [8–10,12], as
it is important to identify which objects are producing sound to perform sound
source separation. For example, Zhao et al. [9] proposed a method that assigns
sounds to each image pixel and can localize a sound source by visualizing the
volume of each image pixel. However, these previous works applied their methods
to datasets containing a limited number of categories, such as a music instru-
ment or speech. In contrast, our work does not focus on sound source separation
and can be applied to a noisy dataset containing an unconstrained number of
categories.
Sound source localization Sound source localization is a classic problem in
both science and engineering. In robotics and signal processing research, sound
source localization mainly indicates a task that identifies the spatial locations of
the sound sources using only aural information from several microphones [34–37].
On the contrary, in computer vision research, sound source localization indicates
a task seeking to determine image pixels that are associated with sound sources,
usually employing both visual and aural information from a single microphone,
i.e., monaural hearing. There exist various studies concerning sound source lo-
calization in the computer vision domain, including works that are not based
on neural network techniques: mutual information and CCA [38, 39], subspace
methods [40], and keypoints [41]. After the great success of neural networks in
the year 2012 [42], a growing number of works have been conducted that leverage
neural network techniques, including the following methods: those that leverage
motion information [12, 18], CAM-based methods [10, 19], methods based on
attention mechanism [6, 11], and methods that can perform concurrent sound
source localization and sound source separation [8–10, 12]. A work that is most
similar to the one described in this study is that of Senocak et al. [11], which can
be trained in an unsupervised manner and can be applied to a noisy, unlabelled
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dataset. However, the focus of their work is different from ours, because our
study’s aim is to investigate the contributions of each modality in sound source
localization. Furthermore, our network differs from theirs in that we introduce
potential sound source localization network and object selection module.
3 Proposed Framework
3.1 Dataset and Data Preprocessing
As a benchmark, we employ a dataset created by Senocak et al. [11]; this dataset
contains 5k random subset selections of Flickr-SoundNet [14], a large unlabelled
dataset containing more than 200M matched pairs of images and sounds. In
addition, this dataset contains sound source annotations using bounding-boxes
and labels indicating whether the sound is ambient or from a specific object; these
labels were assigned by 3 annotators. To be accurate, annotators listened to the
first 10 seconds of each audio clip and determined whether the clip contained
either ambient or object sound. The annotators then performed bounding-box
annotation of sound sources within the image. The image sizes within the dataset
are fixed at 256 × 256 pixels, the sampling rate of the sound is fixed at 22.05
kHz, and the length of the sound clips is not fixed.
For image data, we performed a simple preprocessing and augmentation
scheme: mean subtraction and random cropping (224 × 224). For audio data,
we performed STFT with a window-length of 1022 and a hop-length of 511.
3.2 Potential localization network
The overall network architecture is given in Fig. 2. The potential localization
network takes image vectors Ii,j ∈ RH×W with height H and width W as in-
puts. Then, a VGG-11 network [43] pretrained on ImageNet [44] and two 1× 1
convolution layers followed by ReLU [45] were used to extract a positive vec-
tor vk,i,j ∈ RK×H16×W16 that represents image features with K channels. Finally,
a potential localization map Pi,j ∈ R H16×W16 is computed by applying a 1 × 1
convolution layer followed by a softmax function, as shown below.
Pi,j =
exp[
∑
k(Wkvk,i,j) + b]∑
i,j exp[
∑
k(Wkvk,i,j) + b]
. (1)
Here Wk, b are weight and bias term of the 1× 1 convolution layer, respectively.
3.3 Sound network
The sound network takes the amplitudes and phases of a spectrogram as an
input. This information is then fed into a VGG-like Network. Here, the sound
length is arbitrary, caused by the application of a global average pooling (GAP)
layer [46] along the time axis after the VGG-like network has acted on the
data. Then, the positive vector sk ∈ RK is obtained which represents the sound
features after having been fed through two fully-connected (FC) layers followed
by a ReLU.
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Fig. 2. The detailed network architecture of our unsupervised model. The potential
localization map is obtained using image features extracted from the input image.
Then from the potential localization map, the image features, and the sound features
extracted from the input sound, the selection module produces a localization map.
The similarity loss is calculated using sound features and image features of the sound-
producing object obtained from the pixel-wise product between the localization map
and the image features.
3.4 Selection module
The selection module takes 3 inputs: image features vk,i,j , sound features sk,
and the potential localization map Pi,j . An attention map Ai,j is obtained by
calculating the cosine similarity between image features vk,i,j , and sound features
sk, as shown below:
Ai,j =
∑
k vk,i,jsk√∑
k s
2
k
√∑
k v
2
k,i,j
. (2)
It should be noted that Ai,j ranges between 0 and 1, as both vk,i,j and sk are
positive. Finally, the localization map αi,j is calculated by L1 normalization
along pixels after multiplying Ai,j and Pi,j together as shown by the following
expression:
αi,j =
Ai,jPi,j∑
i,j Ai,jPi,j
. (3)
3.5 Training phase
For training, we leverage concepts from an AVC task [5] in which networks are
trained to determine whether data pairs (image and sound) correspond to each
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other. Our loss function which we call “similarity loss” is calculated as follows.
We first calculated sˆk ∈ RK by
sˆk = ReLU(FC(ReLU(FC(
∑
i,j
vk,i,jαi,j)))). (4)
Intuitively, sˆk indicates image features vk,i,j that were filtered by the localization
map αi,j .
Then as in a Siamese network [47], the loss function is defined differently
for the positive pairs (pairs corresponding to each other) and the negative pairs
(pairs not corresponding to each other).
For both positive and negative pairs, the cosine similarity between sˆk and sk
is used. For the positive pairs, the loss function is given as follows:
L = 1−
∑
k sksˆk√∑
k s
2
k
√∑
k sˆk
2
. (5)
For the negative pairs, the loss function is given by the following expression:
L =
∑
k sksˆk√∑
k s
2
k
√∑
k sˆk
2
. (6)
The loss function forces sˆk to be similar to sound features sk for positive pairs
and vice versa for negative pairs. Additional details such as hyperparameters are
provided in the supplementary material.
3.6 Inference phase
As we have shown, the potential localization network does not depend on aural
information and works independently from other components. Therefore, a po-
tential localization map Pi,j can be obtained using only visual information. On
the other hand, aural information is needed to obtain a localization map αi,j ,
since the attention map Ai,j necessary to derive αi,j depends on aural informa-
tion.
4 Experiments
We conducted 3 experiments. First, to verify the claim that potential localiza-
tion maps respond to objects that potentially produce sound and not to objects
that can not produce sound such as tables or chairs, we compared the results of
the potential localization map to a saliency map. Then, to investigate the con-
tributions of each modality, we trained our unsupervised method and compared
the performance of (i) our potential localization map (ii) our localization map
(iii) an existing unsupervised sound source localization method. Finally, we also
conducted a similar evaluation in a supervised setting.
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4.1 Evaluation metrics
To evaluate our system, we employ the consensus intersection over union (cIoU)
[11], which is similar to intersection over union (IoU), but can be applied when
ground truth takes continuous values. The ground truth Gi,j is given by
Gi,j =
M∑
k=1
Gk,i,j
M
. (7)
Here, M indicates the number of annotators and Gk,i,j indicates ground truth
by k-th annotator, which takes 1 if the bounding box includes (i, j)-th pixel, and
takes 0 otherwise. The definition of cIoU is as follows.
cIoU =
∑
i,j Gi,jBi,j∑
i,j Gi,j +
∑
(i,j)∈{(i,j)|Gi,j=0}Bi,j
, (8)
where Bi,j is obtained by binarizing the prediction Pi,j using a threshold τ .
Bi,j =
{
1 (Pi,j > τ)
0 (otherwise)
. (9)
Intuitively, the numerator of cIoU indicates the intersection of the ground truth
and the prediction, and the denominator indicates the union. Therefore, a higher
cIoU score indicates better performance. We also report AUC score, which in-
dicates the area under the curve of cIoU plotted by varying the threshold from
0 to 1. For evaluation, we use the same test set as Senocak et al. [11], which
contains 250 pairs of image and sound.
4.2 Configurations
Saliency Map We obtain the saliency map for the top-1 predicted class and the
top-100 predicted classes of the pretrained VGG network using Grad-CAM [48].
We conducted this experiment to address the question: is a potential localization
map just a saliency map, thus visualizing the important region for image classifi-
cation? This experiment allows us to differentiate whether potential localization
maps respond only to objects that potentially produce sound or to any given
object within the image, including those that can not produce sound. Additional
details of this experiment are given in the supplementary material.
Unsupervised learning We trained our unsupervised method with various
numbers of training samples (1k, 2.5k, 10k, 144k) using pretrained weights for
the VGG network. As a means of comparison, both the potential localization map
and the localization map were evaluated to investigate the degree to which aural
information contributes to the overall performance in the benchmark dataset.
We also trained our unsupervised method without pretrained weights, in order
to make a fair comparison with results reported in the existing study [11], which
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Table 1. Evaluation of localization map and potential localization map in an unsuper-
vised setting. cIoU score with threshold 0.5 and AUC score are calculated for different
sized training samples. We also report the results of random prediction. “de novo”
indicates training without pretrained weights, and localization map is abbreviated as
loc. map. Additional comparison with other methods are listed in the supplementary
material.
# of
training
samples
loc. map
by [11]
(reported)
loc. map
(pretrain.)
potential
loc. map
(pretrain.)
loc. map
(de novo)
potential
loc. map
(de novo)
cIoU AUC cIoU AUC cIoU AUC cIoU AUC cIoU AUC
1k — — 48.7 46.4 45.9 43.8 36.5 34.1 35.3 33.4
2.5k — — 50.3 47.7 48.1 46.0 40.7 37.3 38.5 36.8
10k 43.6 44.9 56.8 50.7 53.9 48.6 48.4 45.3 47.4 44.6
144k 66.0 55.8 68.4 57.0 66.8 56.2 66.7 56.3 65.5 55.5
Random
cIoU AUC
34.1 32.3
Table 2. Evaluation of potential localization map in a supervised setting, i.e. prediction
of U-Net which only uses visual information. We use 2.5k samples for training as in
the supervised setting of Senocak et al. [11].
Method cIoU AUC
loc. map by [11] (reported) 80.4 60.3
potential loc. map 79.3 60.9
does not use pretrained weights. In addition, based on this experiment, we can
verify whether our model can be trained without pretrained weights.
Supervised learning To also investigate the contribution of visual informa-
tion in a supervised setting, we trained a U-Net [49] with the ground truth Gi,j
as a target and use Dice-coefficient as a loss function. Dice-coefficient is defined
as
DC =
∑
i,j Gi,jUi,j∑
i,j Gi,j +
∑
i,j Ui,j
, (10)
where Ui,j indicates the prediction of U-Net. Additional details including hyper-
parameters are given in the supplementary material.
4.3 Results and Analysis
Table 1 and Table 2 show the results reported by Senocak et al. [11] and the
results of our potential localization map and localization map in an unsuper-
vised setting and a supervised setting respectively. Table 3 shows results for the
saliency maps. Insights obtained from these results are as follows.
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Table 3. Evaluation of saliency maps for the top 1 class and the top 100 classes.
Method cIoU AUC
saliency map for the top1 class 45.7 41.1
saliency map for the top100 classes 52.7 46.3
Original Image Potential Grad-CAM for Original Image Potential Grad-CAM for
Loc. map ’castle’ Loc. map ’barbell’
Original Image Potential Grad-CAM for Original Image Potential Grad-CAM for
Loc. map ’volcano’ Loc. map ’china cabinet’
Fig. 3. Visualization results of potential localization map and saliency map (Grad-
CAM) for the top 1 class. As the results show, the saliency maps react to objects that
can not produce sound like “china cabinet”, while our potential localization map does
not. For the visualization, we use the model trained with 144k samples and pretrained
weights.
Behavioral analysis of potential localization map As you can see from
Table 1 and Table 3, when more than 10k samples are used to conduct unsu-
pervised training with pretrained weights, and when more than 144k samples
are used to conduct training without pretrained weights, our potential localiza-
tion map outperforms the baselines of saliency maps. This implies our potential
localization map technique, trained with a sufficient number of samples can suc-
cessfully identify objects that potentially produce sound and not just visualize
a saliency map. As can be seen in Figure 3, it can be confirmed that our poten-
tial localization map focuses on objects that potentially produce sound, while a
saliency map does not.
Assessment of individual modalities’ importance When the quantity
of training data is within the range 10k to 144k, our localization maps achieve
state-of-the-art performance (68.4%, 56.8% in cIoU). More notably, our poten-
tial localization map performs comparably to the localization map which uses
both visual and aural information (1.6% gap in cIoU for 144k training samples
with pretrained weights). The difference in performance is consistent in the su-
pervised setting (1.1% gap in cIoU). This suggests that although sound source
localization is a cross-modal task, when evaluated using the current benchmark
dataset, visual information is dominant and the combined advantage of having
both visual and aural information is not fully assessed.
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Original Image Potential Loc. map Original Image Potential Loc. map
Loc. map Loc. map
Fig. 4. Visualization results of potential localization maps and localization maps of
various objects when all possible objects are producing sound (Type A). Samples in
the two top rows only have one object capable of producing sound. Samples in the
bottom two rows have multiple objects but the sound of both objects are given. In
these cases the results show that the potential localization map and the localization
map are very similar. For the visualization, we use the model trained with 144k samples
and pretrained weights.
Analysis of the performance gap In order to investigate the difference in
behavior between the potential localization map and the localization map, we
make qualitative observations as shown in Figure 4 and Figure 5. As seen from
Figure 4, it can be observed that in an unsupervised setting, when all objects
capable of producing sound are actually producing sound, the potential localiza-
tion map performs similarly to the localization map. We call this type of sample
Type A. On the other hand, when only some of the objects capable of producing
sound are actually producing sound, such as in Figures 5, the localization map
performs better than the potential localization map. We call this type of sample
Type B.
To quantitatively evaluate this difference in behavior between samples that
are Type A and Type B, we manually picked out 30 samples for each type from
Flickr-SoundNet [14] excluding the samples contained in the current benchmark
dataset [11], and then annotated sound sources using bounding-boxes. Further
details on the annotation process are given in the supplementary material. IoU
and AUC scores for both types were calculated to check which type of samples
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Original Potential Loc. map Loc. map Original Potential Loc. map Loc. map
Image Loc. map when given when given Image Loc. map when given when given
human sound instrument sound human sound machine sound
Fig. 5. Visualization results of potential localization maps and localization maps of
samples with several objects capable of producing sound in the image, but of which
only one object is actually producing sound (Type B). The localization map successfully
responds to an object that is actually producing sound, while the potential localization
map does not. For the visualization, we use the model trained with 144k samples and
pretrained weights.
Table 4. IoU score with threshold 0.5 and AUC score for Type A and Type B samples.
We use the model trained with 144k samples and pretrained weights.
loc. map
potential
loc. map
perform.
gap
Random
IoU AUC IoU AUC IoU AUC IoU AUC
Type A 58.5 49.6 55.7 48.3 2.8 1.3 29.9 28.4
Type B 44.5 38.0 31.9 27.2 12.6 10.8 17.1 16.6
leads to the difference in performance between potential localization map and
localization map. The results are shown in Table 4. In accordance with our qual-
itative observation, the results show that the performance gap is smaller in Type
A and larger in Type B.
Based on the differences seen between samples of Type A and Type B, it can
be implied that the lack of performance gap when evaluated with the current
benchmark dataset is caused by the majority of samples within the dataset be-
ing Type A. This indicates that, inherently, the majority of sound sources can
be inferred based on visual information only, thus confirming that the contribu-
tion of aural information is minimal in the current benchmark dataset. This is
problematic as a proper evaluation of whether a system is capable of leveraging
aural information can not be conducted. It is important to realize that in the
real world, there are many examples where objects that are capable of produc-
ing sound are silent, and thus the usage of sound would be inevitable. Hence,
datasets used for evaluation of sound source localization should necessitate the
usage of sound.
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Table 5. Evaluation of localization map and potential localization map in an unsu-
pervised setting following our evaluation protocol. cIoU score with threshold 0.5 and
AUC score are calculated for different sized training samples.
# of
training
samples
loc. map
(pretrain.)
potential
loc. map
(pretrain.)
perform.
gap
(pretrain.)
loc. map
(de novo)
potential
loc. map
(de novo)
perform.
gap
(de novo)
cIoU AUC cIoU AUC cIoU AUC cIoU AUC cIoU AUC cIoU AUC
1k 24.8 23.5 23.4 21.8 1.4 1.7 21.8 20.4 21.1 20.2 0.7 0.2
2.5k 27.3 24.4 23.5 21.3 3.8 3.1 23.2 21.5 22.9 20.8 0.3 0.7
10k 35.4 29.5 28.2 25.1 7.2 4.4 30.1 26.6 24.0 22.1 6.1 4.5
144k 41.6 35.6 30.2 26.4 11.4 9.2 37.4 31.6 28.9 25.4 8.5 6.2
Random
cIoU AUC
20.0 18.5
5 Alternative Evaluation Protocol
From our observations drawn in Sec. 4.3, it can be deduced that a dataset which
consists of abundant samples of Type B is required to properly assess a sys-
tem’s capability of leveraging aural information. However, as the retrieval of such
samples in sufficient amounts is implausible, we introduce a concat-and-localize
method, which is an alternative evaluation protocol that utilizes artificially cre-
ated samples which structurally have the same properties as Type B.
Inspired by the mix-and-separate method used in audio-visual source separa-
tion [8–10,12,29], the process of artificially creating a sample in our concat-and-
localize method is as follows. First, two pairs of image and sound are sampled
from the test set of the current dataset [11]. The two images are concatenated
side-by-side and then rescaled to the size of the original image. Only one of the
two sounds is given as input, and the new ground truth is defined as the rescaled
original ground truth of the sample corresponding to the input sound as shown
in Fig. 6. This process is conducted for both sounds, i.e. two synthetic samples
are obtained per process. By design, the newly created sample always consists
of multiple objects that are capable of producing sound as each original image
contains such objects. In addition, as only one of the sounds is given, we can
reproduce a situation where only some of the objects are producing sound, meet-
ing the requirements for the sample to be Type B. Hence, in order to determine
whether the sound originates from the objects on the left side of the concate-
nated image or the ones on the right side, aural information must be leveraged.
We created a new dataset of 1000 samples using the above process and eval-
uated our system using this dataset. The same metrics (cIoU and AUC) as Sec.
2 were utilized. In Table 5, we show the results of our potential localization map
and localization map following the same configuration as Sec. 2. As expected, the
results show that the performance gap is significantly greater than the currently
adopted evaluation method, especially when training with a large number of
samples (11.4% gap in cIoU with 144k training samples). This can be attributed
to the design of our evaluation protocol, where the problem cannot be solved
using only visual information. In this respect, our concat-and-localize method is
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Concatenated Potential Ground truth Loc. map Ground truth Loc. map
Image Loc. map when given when given when given when given
left sound left sound right sound right sound
Fig. 6. Visualization results of potential localization maps and localization maps for
artificially created samples. When given the concatenated image, the potential local-
ization map shows response to all objects capable of producing sound in both images.
Then when given only one of the sounds, the localization map correctly responds to
the corresponding object. For the visualization, we use the model trained with 144k
samples and pretrained weights.
more suitable for evaluating cross-modal perception task than simply using the
current benchmark dataset.
6 Conclusion
In this paper, we develop an unsupervised architecture that solves sound source
localization by decomposing this task into two steps: potential sound source lo-
calization and object selection. We provide sufficient evidence to show that our
system can localize possible sound sources from only an image, and achieve state-
of-the-art in sound source localization when leveraging both image and sound
inputs. More importantly, our system, even when using only visual information,
performs comparably to our state-of-the-art output which leverages both image
and sound, suggesting sound sources can be localized without the usage of sound
in the current dataset. From this observation and both qualitative and quanti-
tative analysis, we pointed out the problem of the currently adopted evaluation
method, and introduced the concat-and-localize method as an alternative. Our
evaluation protocol is more suitable for evaluating the cross-modal aspect of
sound source localization as the design enforces the usage of both modalities.
For future works, we believe it to be valuable to investigate the importance
and contribution of different modalities in other cross-modal perception tasks
too, as it may lead to a deeper understanding of the tasks, a dataset with better
quality, and a better performance of future models in the real world.
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A Unsupervised learning
Training procedure For the setting without pretrained weights for the image
network, we use a fixed learning rate = 0.0001, with batchsize = 8 and epochs =
50. When we use pretrained weights for the image network, we use batchsize =
8, epochs = 25 and learning rate = 0.00001 for the image network, and learning
rate = 0.0001 for the others. For all experiments, we use an Adam [50] optimizer.
Architecture details For the image network, we use VGG-11, implemented
in pytorch [51]. We show the architecture of the image network in Table 1. For
the sound network, we use a VGG-like architecture. Table 2 shows the architec-
ture of the sound network.
For more details of our unsupervised model, refer to our code included in the
supplementary materials.
B Supervised learning
For the supervised training, we train an U-Net [49] with a fixed learning rate =
0.0001, batchsize = 8, epochs = 100, and the Adam optimizer. The encoder of
the U-Net is ResNet-34 [52]. For More details of the architecture, refer to our
code.
C Saliency map
We use the output of Grad-CAM [48], which can be regarded as a class-specific
saliency map. To obtain the saliency map for top-N classes, we use the max value
for each pixel along N saliency maps, as follows.
SNi,j = max
k
Sk,i,j , (1)
where SNi,j is the saliency map for top-N classes and Sk,i,j is the saliency map
for the k-th predicted class.
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Table 1. The architecture of the image network. “conv” indicates a 2-dimensional
convolutional layer, “size” is the size of the filters, and “n filters” is the number of the
filters.
Layer Layer information
conv1 (n filters = 64, size = 3, stride = 1, padding = 1), ReLU
maxpool1 (size = 2, stride = 2, padding = 0)
conv2 (n filters = 128, size = 3, stride = 1, padding = 1), ReLU
maxpool2 (size = 2, stride = 2, padding = 0)
conv3 (n filters = 256, size = 3, stride = 1, padding = 1), ReLU
conv4 (n filters = 256, size = 3, stride = 1, padding = 1), ReLU
maxpool3 (size = 2, stride = 2, padding = 0)
conv5 (n filters = 512, size = 3, stride = 1, padding = 1), ReLU
conv6 (n filters = 512, size = 3, stride = 1, padding = 1), ReLU
maxpool4 (size = 2, stride = 2, padding = 0)
Table 2. The architecture of the sound network. “BatchNorm” means Batch Normal-
ization [53].
Layer Layer information
conv1 (n filters = 32, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
conv2 (n filters = 32, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
maxpool1 (size = 2, stride = 2, padding = 0)
conv3 (n filters = 64, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
conv4 (n filters = 64, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
maxpool2 (size = 2, stride = 2, padding = 0)
conv5 (n filters = 128, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
conv6 (n filters = 128, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
maxpool3 (size = 2, stride = 2, padding = 0)
conv7 (n filters = 128, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
conv8 (n filters = 128, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
maxpool4 (size = 2, stride = 2, padding = 0)
conv9 (n filters = 128, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
conv10 (n filters = 128, size = 3, stride = 1, padding = 1), BatchNorm, ReLU
We test the performances of the saliency maps for top-N classes, for N =
1, 10, 20, 50, 100, 200, 500, 1000 and find N = 100 works best; thus we report
the result of N = 100 in the original paper. Table 3 shows the performances of
saliency maps using different N.
D Additional comparison with other methods
Though our main focus is to analyze the contribution of image/sound modal-
ities, we made further comparisons with other various methods [7, 54, 55]. The
results in 4 show that our method achieves the best performance. Scores for lo-
calization maps obtained using models trained in an unsupervised setting with
10k samples are reported. As the original paper of DMC [7] only report scores
for models trained with 400k samples, we use the scores of DMC trained on 10k
samples reported in CAVL [54].
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Table 3. Evaluation of saliency maps for top N classes for varying N. cIoU score with
threshold 0.5 and AUC score are reported.
N
saliency
map
for top-N
classes
cIoU AUC
1 45.7 41.1
10 51.5 45.1
20 52.1 45.7
50 52.6 46.2
100 52.7 46.3
200 52.5 46.1
500 52.4 46.0
1000 51.8 45.5
Table 4. Additional comparison with other methods. Scores for localization maps ob-
tained using models trained in an unsupervised setting with 10k samples are reported.
Method cIoU AUC
Ours 56.8 50.7
Senocak et al. [11] (reported) 43.6 44.9
DMC [7] (reported) 41.6 45.2
CAVL [54] (reported) 50.0 49.2
Two-stage [55] (reported) 52.2 49.6
E Ablation Study
We conducted ablation study to further analyze our proposed model. Specifically,
we trained our model without the potential localization network and the selection
module, and compared their performances. The altered model is obtained by
fixing the potential localization map to be a constant (Pi,j = const.). The results
are shown in Table 5. As a result, the models without the potential localization
network and the selection module worked as good as Senocak et al. [11], but worse
than our proposed method, which means the potential localization network and
the selection module gives a positive effect on the performance of the localization
map. This result suggests that the potential localization network allows efficient
training by Eq. (3) because the workload of attention map Ai,j is reduced by the
potential localization map Pi,j , which predetermines the possible sound sources.
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Table 5. Evaluation of localization maps. cIoU score with threshold 0.5 and AUC score
are reported. “PLN, SM” denotes the potential localization network and the selection
module. All the experiments are conducted in an unsupervised setting.
# of
training
samples
[11]
(reported)
pretrained
pretrained &
without
PLN, SM
de novo
de novo &
without
PLN, SM
cIoU AUC cIoU AUC cIoU AUC cIoU AUC cIoU AUC
1k — — 48.7 46.4 44.4 40.6 36.5 34.1 35.7 33.0
2.5k — — 50.3 47.7 48.7 45.8 40.7 37.3 38.6 36.6
10k 43.6 44.9 56.8 50.7 56.4 49.2 48.4 45.3 47.6 44.3
144k 66.0 55.8 68.4 57.0 66.8 55.7 66.7 56.3 65.8 55.3
Random
cIoU AUC
34.1 32.3
F Comparison between our unsupervised model and
supervised model
Visualization of potential localization maps for our unsupervised model and su-
pervised model is shown in Fig. 1. It can be noted that for some samples, the
potential localization map of the unsupervised model only responds to a small
part of the observed object, whereas the supervised model mostly encompasess
the entire object. This can be attributed to the fact that, as with existing un-
supervised methods, our unsupervised model does not have any contraints that
force the localization map and potential map to exhibit this trait. The model is
only trained to minimize the similarity loss which does not necessarily require
the model to respond to the entire object.
G Annotation Details
The annotation process of the dataset used to analyze the performance gap in Ta-
ble 4 in the original paper is as follows. First, we randomly obtained 4K samples
from Flickr-SoundNet [14] excluding the samples contained in the benchmark
dataset [11]. Then, we searched Type-B samples (there are several objects ca-
pable of producing sound in the image, but of which only one object is actually
producing sound), by manually checking each image-sound pair. It should be
noted that we had to listen to the sound in the annotation process to decide
whether the samples are Type-A or Type-B, as their distinction is dependent
on the accompanying sound as stated above. As a result, we found 30 Type-B
samples in this process. We obtained the same number of Type-A samples to
match the number of each sample. Finally, we annotated sound source for each
sample using bounding boxes. In Fig. 2 and Fig. 3, we show the examples of
Type-A and Type-B images, and sound source annotations for them.
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Potential Potential Ground truth Potential Potential Ground truth
Loc. map Loc. map Loc. map Loc. map
(Unsupervised) (Supervised) (Unsupervised) (Supervised)
Fig. 1. Visualization of potential localization maps for our unsupervised model and
supervised model. For the unsupervised setting, we used the model trained with 144k
samples and pretrained weights.
H Video
The supplementary materials contain “video.mp4”. This video shows 4 cases
where the localization map and the potential localization map are different. For
instrument and machine sound, we use a 5-second clip from the original audio.
For human sound, we use a 5-second clip from another video’s sound that only
contains human sound. For the visualization, we use the model trained with 144k
samples and pretrained weights.
I Code
The supplementary materials contain a jupyter notebook file “code/code.ipynb”
and a html file “code/code.html”. The contents of these files are the same,
but “code/code.html” does not require an environment for jupyter notebook.
These files contain main parts of our code, including the network architectures
and how we obtain the saliency maps. We also include “code/requirements.txt”,
which shows the list of libraries we use.
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Original Image Ground truth Potential Loc. map Original Image Ground truth Potential Loc. map
Loc. map Loc. map
Fig. 2. Visualization of potential localization maps and localization maps of Type A
along with the ground truth. For the visualization, we used the model trained with
144k samples and pretrained weights.
Original Image Ground truth Potential Loc. map Original Image Ground truth Potential Loc. map
Loc. map Loc. map
Fig. 3. Visualization of potential localization maps and localization maps of Type B
along with the ground truth. For the visualization, we used the model trained with
144k samples and pretrained weights.
