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ABSTRAKT
Úkolem bakalářské práce bylo prostudování a popsání známých metod pro testování
kvality přenosových parametrů datových sítí. Vycházel jsem ze standardů RFC, které
jsou základními doporučeními v internetových sítích. Na základě prostudování RFC 2544
jsem otestoval webové aplikace pro měření parametrů datových sítí a také jsem otestoval
softwarové utility pro operační systém Linux. Na základě získaných poznatků z testování
jsem navrhl webovou aplikaci, která umožňuje měřit základní parametry v datových sítích
(přenosový tok k účastníkovi od serveru, přenosový tok od účastníka k serveru, zpoždění a
stabilitu). Aplikace je vytvořena pomocí serverového jazyka PHP spolu s databází MySQL
a klientského jazyka JavaScript. Aplikace byla testována také na „chytrých telefonech“
a tabletech. Umožňuje zobrazení provedených měření, prezentaci výsledků do grafu.
KLÍČOVÁ SLOVA
metody měření přenosových parametrů datových sítí, měření v datových sítích, přeno-
sové parametry, RFC 2544, měření rychlosti, speedmeter, měření rychlosti stahování dat,
měření rychlosti odesílání dat.
ABSTRACT
Study and benchmarking methodology description of methods for measuring transmission
parameters of data networks were the objectives of bachelor’s thesis. My sources were
the RFC standards. Those are the basic recommendations of internet networks. I tested
web applications for measuring transmission parameters. The test was based on the
study of RFC 2544 and also I tested utility for the Linux operating system. I designed
a web application for measuring basic parameters of data networks. Basic parameters are
transmission stream from the server to the user, the transmission stream from the user
to the server, delay and stability. Design of the application was based on experiences
from testing web applications and utility. The application is using PHP server’s language
along with MySQL database and JavaScript client’s language. The application also works
on smart phones and tablets. The measured data should be presented by graphs.
KEYWORDS
methods for measuring transmission parameters of data networks, measuring of data
networks, transmission parameters, RFC 2544, speed measurement, speedmeter, measu-
rement of downstream speed, measurement of upstream speed
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ÚVOD
Se vznikem počítačů vyvstal problém, jak jednoduše vytvořená data sdílet mezi
s sebou. To vedlo k vytvoření první datové sítě ARPANET, který je předchůd-
cem dnešního internetu. Od té doby s rozvojem výpočetní techniky a informačních
technologií neustále vzrůstají požadavky na datové sítě, s tím vzrůstá i objem přená-
šených dat. V dnešní době, kdy se pomalu stává standardem sledování videa ve full
HD rozlišení, jsou nároky na datové připojení velmi vysoké. Většina zákazníků platí
svým poskytovatelům internetového připojení na základě tarifu, který se odvíjí od
rychlosti. I proto je dobré vědět, jakých parametrů používaný datový spoj dosahuje.
Nejdříve si je potřeba definovat kvalitu přenosových parametrů. Přenosové para-
metry jsou rychlost stahování (download) – přenosový tok k účastníkovi od serveru,
rychlost odchozího toku dat (upload) – přenosový tok od účastníka k serveru, ode-
zva (zpoždění, ping) – čas, za který data dorazí od odesílatele k příjemci. Mezi
kvalitativní parametry patří stabilita – výkyvy kolísání rychlosti připojení v čase lze
vyjádřit vypočtením stability. Chceme-li zjistit kvalitativní parametry sítě, můžeme
použít softwarové nebo hardwarové nástroje. Hardwarové zařízení vyžaduje vynalo-
žení nemalých prostředku pro jeho pořízení. Výhodou však zůstává vysoká přesnost
měření a provedení testu podle definovaných standardů. Softwarové měření nevyka-
zuje takovou přesnost, ale je dostupné pro všechny uživatele internetu a to ve formě
webových aplikací nebo softwarových utilit.
Aby bylo možné navrhnout aplikaci, která bude odpovídat standardům měření,
je zapotřebí pochopit fungování testování sítí. Postupy jsou popsány v dokumentech
RFC. V následujících kapitolách bylo popsáno doporučení RFC 2544, které popisuje
metody měření. Na základě těchto informací byly otestovány nejznámější webové
aplikace a softwarové utility pro měření parametrů datových sítí, aby bylo možné
získané poznatky ověřit v praxi.
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1 STANDARDY PRO TESTOVÁNÍ DATOVÝCH
SÍTÍ
Na trhu existuje široká škála zařízení s různou kvalitou, spolehlivostí a technickými
parametry. Aby bylo možné různá zařízení mezi s sebou snadno porovnat, byly
vytvořeny standardy a normy pro testování. V datových sítích existují RFC (Request
for Comments), která spadají pod správu organizace IETF (Internet Engineering
Task Force). Nejdůležitější rolí IETF je koordinace nových norem v rámci sady
protokolů v internetu a následně jejich plynulé nasazování do provozu. V současné
době je IETF mezinárodní organizací zahrnující výzkumné pracovníky, výrobce,
provozovatele sítí, kteří se podílejí na bezproblémovém chodu internetové sítě a jejím
dalším vývoji.
RFC vydávají editoři IETF. Z názvu lze odvodit, že se jedná o doporučení.
Autoři textů jsou obvykle experti, kteří se snaží řešit konkrétní problém, jehož řešení
nabídnou ve formě RFC. Pokud se řešení osvědčí, dokument se vydá, jako RFC
s unikátním identifikačním číslem. Vydané RFC nelze upravit ani zrušit, pouze je
lze editovat vydáním novějším RFC. Všechna RFC lze zdarma stáhnout v angličtině
ze stránek IETF na adrese: http://www.ietf.org/rfc.html ve formátu prostého
textu.
Ačkoli je RFC oficiálně pouze doporučení, které na rozdíl od norem není potřeba
striktně dodržovat a ani není možnost, jak dodržování zkontrolovat, řídí se podle
nich značná část počítačových sítí a dnešního internetu. Bližší informace o procesu
tvorby RFC jsou uvedeny v RFC 2026 – The Internet Standards Process, Revision
3. První RFC dokument – RFC 1 Host Software, napsal Steve Crocker z Kalifornské
univerzity, byl vydán 7. dubna 1969
1.1 Doporučení RFC 1242
Testováním síťových zařízení se v IETF zabývá skupina BMWG (Benchmarking
Methodology Working Group), která se pokouší zabránit prodejců zařízení, aby ne-
mátli zákazníky nadsazenými čísly. Proto vydávají dokumenty zabývající se správnou
metodikou testovaní zařízení včetně jednoznačné prezentace naměřených výsledků.
Jedním ze základních dokumentů BMWG je RFC 1242, který definuje základní poj-
my užívané v dalších RFC, tím se snaží zamezit nesprávné interpretaci použitých
pojmů. V RFC 1242 je definována např. ztrátovost paketů, zpoždění, konstantní
zatížení [1].
11
1.2 Doporučení RFC 2544
V roce 1999 vydala BMWG RFC 2544 re-publikací RFC 1944, který opravuje vý-
chozí rozsahy IP adres použité pro testování zařízení v sítí a zároveň nahrazuje RFC
1944 z roku 1996. Není nutné testovat zařízení všemi testy uvedenými v doporučení.
Jsou zde definována slova jako MUST – musí splňovat, SHOULD – je doporučeno,
MAY – volitelné. Zařízení není kompatibilní, pokud nesplňují jeden nebo víc poža-
davků z kategorie MUST. Splňuje-li zařízení všechna MUST a všechna SHOULD,
zařízení je kompatibilní. Splňuje-li zařízení všechna MUST, ale ne všechny SHOULD,
zařízení je kompatibilní s podmínkou [2].
1.2.1 Konfigurace testeru a testovaného zařízení
Ve většině případů jsou do testování zahrnuty veškeré zařízením podporované pro-
tokoly, aby nedocházelo ke zkreslování výsledků odladěním zařízení pouze pro jeden
protokol. Pokud není během testu vyžadována změna nastavení, všechny testy by
měli být testovány se stejnou konfigurací. V protokolu testu musí být uvedena verze
software, včetně výpisu deaktivovaných funkcí. Bližší informace jsou uvedeny v do-
datku A standardu RFC 2544. Postupy popsané v dodatku nejsou závazné.
Možnosti zapojení
U testovaného zařízení není důležitá vnitřní struktura zpracovávání dat. Zajímá nás
jen to, jak zařízení data zpracuje. Můžeme použít celkem tři varianty zapojení tes-
tovaného zařízení. Ideální a zároveň nejjednodušší možností zapojení je zapojení do
smyčky obrázek 1.1, kdy testované zařízení má první port nastavený jako vstupní,
druhý jako výstupní. Tester odešle na svůj výstupní port pakety (zelená šipka),
které testované zařízení zpracuje a pošle je zpět testeru (oranžová šipka). Detekcí
zahození paketů tester snadno vyhodnotí výkonnostní parametry testovaného zaří-
zení. Možnou modifikací prvního zapojení je oddělit vysílací a přijímací zařízení do
dvou na sobě nezávislých zařízení viz 1.2. Sender (odesílatel) odešle data do testo-
vaného zařízení na vstupní port, zařízení data zpracuje a odešle data na výstupní
port, kde je připojen přijímač (reciever). Poslední možnost zapojení na obrázku 1.3



















Obr. 1.3: Zapojení s více testovanými zařízeními.
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Testovací rámce
Přesné formáty rámce při testování v sítích TCP/IP jsou uvedeny v dodatku RFC
2544 C: Formáty testovacích rámců. Při použití jiných rámců musí být jejich de-
tailní popis uveden v protokolu testu. Veškeré zkoušky se provádí na předepsaném
rozsahu velikostí rámců. Pro technologii Ethernet jsou předepsány následující veli-
kosti rámců:
• 64, 128, 256, 512, 1024, 1280, 1518. [Byte]
Velikost rámců se také volí v závislosti na fragmentaci a na MTU (Maximum
Transmission Unit). Pokud testované zařízení nepodporuje v nesouladu s MTU
fragmentaci, bude výsledná velikost fragmentovaných rámců nulová. Do testování
by měli být zahrnuty z rozsahu pro dané médium hlavně nejmenší a největší rámce.
Není nutné testovat veškeré velikosti rámců, ale měl by být proměřen celý rozsah ve-
likostí předepsaných rámců, aby bylo možné získat celou výkonovou charakteristiku
zařízení. Test musí zahrnout nejméně pět velikostí rámce z daného rozsahu.
Zkoušené zařízení by mělo zahodit všechny příchozí rámce, které nejsou rámci
odeslanými testerem. Většinou jde o všesměrové vysílání – broadcast, takové rámce
by neměli být započítány do celkového počtu přijatých rámců. V každém případě
by mělo být kontrolováno, zda se shoduje délka odeslaného a přijatého rámce. Pro
zvýšení přenosnosti testu je vhodné rámce číslovat. Lze tak jednoduše ověřit, zda
byly přijaty všechny odeslané rámce.
Při testech propustnosti by skladba testovacích rámců měla být volena přímo
na míru každému zařízení tak, aby prvek co nejvíce zatížila. U většiny routerů pro-
bíhá při detekci broadcastového vysílání složité zpracování zatěžující procesor. Proto
by mělo být broadcastové vysílání začleněno do proudu dat alespoň každým stým
rámcem. Tento rámec musí poté být zaslán na všechna rozhraní.
Většina rozlehlejších sítí využívá protokol pro správu sítě SNMP (Simple Network
Management Protocol). Je doporučeno simulovat chování zařízení, kdy více zařízení
zašle SNMP pakety. Mohlo by dojít k neočekávanému chování prvku.
RFC doporučuje sledovat výkon DUT (Device Under Test) při port forwardingu –
přesměrování portů, aktualizace routy, různém nastavení firewallu a dalších filtrech.
Nakonfigurovaná pravidla určují, jak bude s procházejícím paketem zacházeno. První
sada testů by měla proběhnout se základním nastavením. Testy s dodatečnými pod-
mínkami mají probíhat, až po dokončení základního testu. Každou dodatečnou pod-
mínku je nutné otestovat zvlášť, aby bylo možné určit výkonnostní vlivy. Pokud je
znám charakter provozu, do kterého bude testované zařízení nasazeno, je vhodné
nastavit tester tak, aby generovaný provoz co nejvíce odpovídal skutečnosti.
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Více-vláknové testování
Je jednodušší implementovat testy jako jedno - vláknové. Znamená to použít pouze
jednu zdrojovou adresu a právě jednu cílovou adresu. V praxi jsou však podmínky
trochu jiné. Běžně se vyskytuje i několik desítek souběžně běžících vláken. RFC 2544
nijak nezakazuje testování pouze jedním vláknem. Po dokončení jedno-vláknového
testu by měl test pokračovat s dalšími toky dat, které budou rovnoměrně vybrané
pro cílové adresy z rozsahu uvedeného v dodatku C doporučení RFC 2544.
Popisovaný test je pouze jednosměrný. V klasických sítích se takový datový tok
často nevyskytuje. Obousměrný datový tok se testuje s dvěma testery odesílajícími
data stejnou rychlostí.
V každé datové síti se vyskytuje zařízení s více porty například router, switch.
V takovém případě by měl být otestován každý port zvlášť, aby případná chyba
portu neovlivňovala další měření.
Doporučení nijak nespecifikuje testování více typů protokolů a médií současně.
Stejně tak mají autoři za zbytečné testovat různé délky rámců. Výsledky takových
testů by byly vhodné pouze pro velice specifické datové sítě.
1.2.2 Měření maximální rychlosti
Maximální rychlost je nejvyšší hodnota odesílání rámců za sekundu při které jsou
veškeré rámce bez problému odeslány nebo přijaty – nedochází k jejich zahazování.
Rychlost je udávána v rámcích za sekundu. Při testování maximální rychlosti je
z testeru odesláno několik rámců specifickou rychlostí. Na DUT je odečítán počet
správně přijatých rámců.
• Pokud je počet přijatých a odeslaných rámců shodný, rychlost dalšího testu
je zvýšena.
• Pokud je počet přijatých rámců nižší, než počet odeslaných rámců, rychlost
odesílání je příliš vysoká. Test musí být opakován s nižší rychlostí.
Propustnost je tedy nejvyšší možná rychlost odesílání rámců, kdy se počet odesla-
ných rámců rovná počtu přijatých rámců.
Výsledky testů by měli být prezentovány ve formě grafů, kde na osu 𝑥 je vynášena
velikost rámců. Na ose 𝑦 je rychlost v rámcích za sekundu. V grafu by měli být
zakresleny minimálně dvě křivky.
• První zobrazuje teoretickou rychlost média pro různé velikosti rámců.
• Druhá křivka zobrazuje změřené hodnoty v testu.
Pro porovnání může být změřena rychlost pro více druhů protokolů, výsledky se
vynáší do stejného grafu. Ke grafu by měl být doplněn jednoznační text, kde bude
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jasně definováno jakého protokolu, formátu datového toku a typu média bylo pou-
žito. U propagačních materiálů se předpokládá použití pouze hodnoty, kde zařízení
dosahuje nejvyššího výkonu. Hodnoty se uvádí v rámcích za sekundu, mohou být do-
plněny o přepočty v bitech, bajtech za sekundu a jejich násobcích. Protokol o měření
musí obsahovat:
1. Maximální změřenou rychlost odesílání rámců.
2. Velikost rámce na kterém byla maximální hodnota změřena.
3. Teoretickou maximální rychlost média pro danou velikost rámců.
4. Typ protokolu.
V technické specifikaci by měla být uvedena tabulka s naměřenými hodnotami.
Délka testu by neměla být kratší než dříve uváděných 60 sekund. Minimální počet
odeslaných rámců není nijak definován.
1.2.3 Testování chování při shlukovém provozu
Test by měl probíhat s maximální možnou rychlostí zasílání rámců. Velikost shlu-
kového provozu – počet co nejrychleji za sebou odeslaných rámců je daný použitým
médiem. Hodnoty maximálních rychlostí jsou uvedeny v doporučení RFC 2544 –
příloha B. Málokdy je generovaný datový tok konstantní. Aby test odpovídal více
reálnému provozu je doporučeno generovat shlukový provoz o velikosti:
• 16, 64, 256 a 1024. [rámce]
Rámce mají být generovány tak, aby mezi sebou měli co nejmenší mezeru. Výs-
ledkem testu je časový údaj, pod který nesmí klesnout mezera mezi rámci, aby
nedocházelo k jejich ztrátě. Konkrétní testování se skládá z několika úkonů.
1. Pokud je testované zařízení router, zašlete na vstupní port testovací tabulku.
Počkejte 2 sekundy, aby router aktualizaci zpracoval.
2. Odešlete rámce s nastavením DUT a počkejte 2 sekundy.
3. Nyní spusťte test. Některé testy mohou být časově náročnější minimálně,
však musí běžet 60 sekund.
4. Počkejte 2 sekundy, aby dorazili i poslední rámce.
5. Vyčkejte dalších 5 sekund na stabilizaci DUT.
1.2.4 Měření latence - zpoždění
Zpoždění je definováno jako čas, za který data dorazí od odesílatele k příjemci.
Nejčastěji se uvádí v milisekundách. S rostoucím zpožděním se zhoršují vlastnosti
spoje. Vysoké zpoždění může mít např. ve VOIP telefonii za následek vznik přeslechů.
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Také je důležité, aby zpoždění bylo co možná nejvíce konstantní. Z hlediska testování
je nutné zaměřit se na způsob zpracování paketů testovaným zařízením.
Zpracování paketu store and forvard
Celý paket je načten do paměti, kde je ověřena jeho integrita a poté je poslán na
rozhraní. Zpoždění je definováno jako časový interval od průchodu posledního bitu
rámce na vstupním portu a průchodem prvního bitu na výstupním portu.
Zpracování paketu bit forwarding
Paket je bez kontroly okamžitě přeposlán na výstupní rozhraní. Zpoždění je de-
finováno jako časový interval mezi průchodem prvního bitu na vstupní rozhraní
a průchodem prvního bitu na výstupním rozhraní.
Před zahájením testu je nutné zjistit propustnost pro různé délky rámce dané
použitou technologií. Rámce jsou zaslány maximální rychlostí změřenou z testu pro-
pustnosti po dobu minimálně 120 sekund. Po 60 sekundách je vložen do datového
toku označený rámec. Čas kompletního odeslání označeného rámce je zaznamenán.
Měřené zařízení musí označený paket rozpoznat a zaznamenat čas kompletního při-
jetí. Každý test musí být zopakován minimálně dvacetkrát. Výsledkem je průměr
naměřených hodnot. Adresa zařízení má stále stejnou adresu. Rámce by po každém
testu měli být směrovány do jiné sítě.
Protokol o měření musí obsahovat přesnou definici zpoždění podle RFC 1242,
která byla použita pro tento test. Výsledky měření mají být zapisovány do tabulky.
Každý řádek tabulky je reprezentován jednou velikostí rámce. Jednotlivé sloupce
odpovídají rychlosti zasílání rámců, typ použitého média a naměřenému zpoždění.
1.2.5 Měření ztrátovosti rámců
Ztrátovost je podle RFC 1242 definována jako počet odeslaných rámců, ale z dů-
vodu chyby vysílání nebo nedostatku systémového výkonu na straně vysílače nejsou
všechny rámce odvysílány.
Ztrátovost vypočítáme podle vzorce 1.1, kde 𝑆𝑓 jsou odeslané rámce a 𝑅𝑓 rámce





Tester odesílá definovaný počet rámců specifickou rychlostí na DUT, které rámce
má přijmout, zpracovat a poslat dále. V prvním testu by měla být rychlost odesílání
rámců nastavena na maximální rychlost, odpovídající maximální teoretické rychlosti
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podle velikosti rámce a typu média. Další testy by měli probíhat s postupně se
snižující rychlostí odesílajících se rámců a to tak, aby se rychlost snížila nejvíce
o 10% v jednom kroku z maximální hodnoty rychlosti. Je doporučeno provádět
snižování po menších intervalech než 10%. Snižování je prováděno do té doby, dokud
po dvou po sobě jdoucích měření je naměřena nulová ztráta.
Naměřené hodnoty by měli být prezentované grafem, kde na osu 𝑥 je vynášena
rychlost zasílání rámců v procentech maximální teoretické rychlosti, osa 𝑦 prezentuje
ztrátovost rámců v procentech. Rozsahy obou os musí být od 0 do 100%. Do grafu
mohou být doplněny pro srovnání další křivky ztrátovosti pro různé délky rámců,
typy protokolů nebo datových streamů.
1.2.6 Testování zpracování back to back rámců
Back to back rámce jsou rámce s pevnou délkou. Rámce jsou odesílány ve shluku
s nejkratším možným intervalem závislým na typu média. Výsledkem testu je cha-
rakteristika zpracování back to back rámců.
Tester odesílá do DUT shluk back-to-back rámců. Po každém testu je srovnán po-
čet přijatých a odeslaných rámců. Pokud je počet shodný, je zvýšen počet rámců ve
shluku. Pokud je počet přijatých rámců nižší, dochází k zahazování a je nutné počet
rámců snížit a test zopakovat. Je nutné změřit nejvyšší počet rámců ve shluku, kdy
ještě nedojde k zahazování. Každý provedený test musí trvat minimálně 2 sekundy.
Počet opakovaní by neměl být menší než 50 cyklů. Jako výsledná hodnota je pova-
žován průměr naměřených hodnot.
Výsledek testu by měl být přehledně uveden formou tabulky. Řádky reprezentují




Před zahájením testu je potřeba znát maximální rychlost DUT pro testovanou délku
rámce. Přetížení se provede zasláním rámců po dobu minimálně 60-ti sekund s rych-
lostí o 10% vyšší než je změřená maximální rychlost. Pokud tato rychlost dosahuje
vyšší hodnoty než je schopné médium přenést, test se provádí maximální rychlostí
média. Po uplynutí 60-ti sekund je rychlost datového toku snížena na polovinu. Sle-
duje se, za jak dlouhý časový interval [s] od snížení rychlosti je obnoven příjem rámců
DUT zařízením. Test by měl být několikrát zopakován. Jako výsledná hodnota je
považován průměr naměřených hodnot.
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Výsledky v testovacím protokolu by měli být zapsány do tabulky. Řádky odpo-
vídají jednotlivým velikostem testovacích rámců. Sloupce mohou obsahovat velikost
rámce, maximální rychlost pro zvolený datový tok, změřený čas potřebný k zotavení.
Zotavení po restartu
V testu je měřena rychlost s jakou se dokáže testované zařízení zotavit své funkce
po softwarovém nebo hardwarovém restartu.
Měřen je čas [s] od posledního přijatého rámce po restartu do prvního přijatého
rámce po zotavení zařízení. Rozdílem těchto dvou hodnot je výsledná doba zotavení
systému po restartu. Nejdříve je potřeba změřit propustnost testovaného zařízení
pro nejkratší délku rámce na testovaném médiu. Tester zasílá data změřenou rych-
lostí pro minimální délku rámce. Pokud je testováno chování zařízení při výpadku
elektrické energie, výpadek by měl být dlouhý alespoň 10 sekund. Aby nedošlo ke
zkreslení testu aktualizací směrovací tabulky, test by měl být prováděn pouze s přímo
připojenými zařízeními k DUT.




2.1 Webové aplikace pro měření rychlosti spoje
Uživateli vyhledávané měření parametrů internetové přípojky je pomocí webové apli-
kace – speedmeteru. Všechny dostupné aplikace fungují na podobném principu. Ni-
kde není zdaleka v plném znění bráno v úvahu plné znění RFC 2544. Před zahájením
měření je vhodné vypnout programy využívající přístup k internetu. Čím více spuš-
těných programů, tím větší je riziko nepřesného výsledku měření.
Speedmeter je server nabízející kompletní měření přenosových parametrů dato-
vých sítí. Důležité je umístění testovacího serveru v páteřní síti. Není příliš vhodné
používat zahraniční speedmetery. U tuzemských operátorů obvykle bývá deklaro-
vána rychlost dosažitelná pouze v rámci České republiky, tedy v rámci páteřní sítě
NIX (Neutral Internet eXchange). NIX je společnost sdružující české i zahraniční
poskytovatele internetových služeb za účelem vzájemného propojení jejich sítí [3].
V seznamu aplikací jsou vypsány pouze ověřené speedmetery, které mají testovací
server umístěný na páteřní síti v České republice.
2.1.1 Fáze měření přenosových parametrů
1. Měření maximální rychlosti stahování
Po spuštění měření maximální rychlosti stahování ve webové aplikaci dojde nejdříve
ke stažení referenčního souboru. Podle doby stahování je poté zvolena velikost hlav-
ního testovacího souboru. Aby nedocházelo k přetěžování je velikost stahovaného
souboru zvolena tak, aby se pohybovala v intervalu pěti až deseti sekund. Taková
doba je dostatečná, aby nedocházelo k nepřesnostem, a při tom netrvá zbytečně
dlouhou dobu.
2. Měření maximální rychlosti odchozího toku
Některé aplikace vůbec nepodporují měření maximální rychlosti odchozího toku dat.
Aplikace, které umožňují změřit rychlost odchozího toku, odesílají část dat stažených
při měření stahování nebo si svůj testovací soubor sami vygenerují.
3. Měření odezvy
Měření odezvy je realizováno pomocí webového prohlížeče. Měří se časový interval
mezi odesláním paketu a přijetí odpovědi od severu [ms]. Tento test je však vzhledem
k použité technologii velmi orientační. Protože je zatížen dobou zpracování dotazu
serverem.
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• Patří mezi nejvíce používané měřiče rychlosti. Měřicí servery jsou optimálně
rozloženy po celém světě, tak aby výsledky bylo co možná nejpřesnější.
• Výhodou a zároveň nevýhodou může být použití více vláknového stahování.
V závislosti na konfiguraci internetového spojení, zvláště u rychlostí větších
jak 20 Mbit/s, může dojít ke změření vyšších rychlostí než u testerů, které
využívají testování pouze jedním vláknem.
• Výsledky jsou zpracovány do propracovaných grafů.
• Ukázka měření na webových stránkách je na obrázku 2.1.
www.rychlost.cz
• Patří mezi nejznámější české servery pro měření přenosové kapacity. Zde je na
výběr pouze ze dvou serverů, které plně vyhovují běžným potřebám měření.
• Naměřená rychlost je přehledně srovnána se všemi naměřenými rychlostmi.
• Test stability spojení stáhne tři stejně velké soubory, porovná časy stažení,
pokud jsou shodné, měřený spoj je stabilní. Toto měření je zatížené značnou
chybou ovlivněnou zatížením serveru a nemá vypovídající hodnotu.
• Ukázka výstupu měření je na obrázku 2.2.
1Počet vláken je počet paralelních spojení realizovaných při testování mezi klientem a serverem.
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Obr. 2.1: Průběh měření a základní prezentace výsledků na serveru Speedtest.net.
www.dsl.cz
• Server zabývající se problematikou internetového připojení napříč Českou re-
publikou. Výsledky měření vycházejí formou článku každý měsíc.






• Webová měřicí utilita sdružení CESNET provozující páteřní akademickou síť.
• Server má velice kvalitní připojení, naměřil nejnižší síťovou odezvu ze všech
testovaných serverů.
• Ukázka výstupu měření je na obrázku 2.3.
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Obr. 2.2: Prezentace naměřených hodnot na serveru Rychlost.cz.
www.lupa.cz
• Server zabývající se problematikou IT technologií, který provozuje také spe-
edmeter s kvalitním připojením k internetu.
• Naměřené hodnoty jsou reprezentovány přehledně podle jednotlivých krajů.
• Stabilitu měří jako odchylku od průměrné rychlosti. Výsledek není tolik ovliv-
něn zatížením serveru.
www.internetprovsechny.cz
• Internetový portál zabývající se kvalitou internetových služeb a jejich využití.
• Jako jediný měří rychlost stahování pro tři různé velikosti stahovaného sou-
boru.
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Obr. 2.3: Prezentace naměřených hodnot na serveru Internet pro všechny.cz.
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2.2 Softwarové aplikace a jejich metody měření
Dalšími nástroji pro měření parametrů sítě jsou specializované softwarové nástroje
původně vyvíjeny pro platformu UNIX. Například nástroj IPERF se dočkal překladu
pro operační systém Windows a několika dalších grafických nástaveb. Jednotlivé ná-
stroje používají různé metody měření s různou přesností. U většiny utilit je kladen
větší důraz na dodržování RFC2544. Použití je více variabilní než u webových tes-
terů. Možné použití je pro měření internetové přípojky. Spíše je u těchto metod
uvažováno měření vlastnosti dílčích částí spoje. Jednotlivé utility, jejich metody mě-
ření a autoři jsou uvedeny v tabulce 2.2.
Tab. 2.2: Softwarové aplikace a jejich metody měření [4].
Utilita Autor Měřená metrika Použitá metoda
Clink Downey Přenosová kapacita od uzlu k uzlu Variable Packet Size
Pathchar Jacobson Přenosová kapacita od uzlu k uzlu Variable Packet Size
Pchar Mah Přenosová kapacita od uzlu k uzlu Variable Packet Size
Bprobe Carter End-toEnd přenosová kapacita Packet Pair Dispersion
Nettimer Lai End-toEnd přenosová kapacita Packet Pair Dispersion
Pathrate Dovorolis, Prasad End-toEnd přenosová kapacita Packet Pair Dispersion
Sprobe Saroiu End-toEnd přenosová kapacita Packet Pair Dispersion
Cprobe Carter End-toEnd dostupná přenosová kapacita Packet Train Dispersion
Pathload Jain, Dovrolis End-toEnd dostupná přenosová kapacita Self-Loading Periodic Streams
IGI HU End-toEnd dostupná přenosová kapacita Self-Loading Periodic Streams
PathChirp Ribeiro End-toEnd dostupná přenosová kapacita Self-Loading Periodic Streams
Treno Mathis Bulk Transfer Capacity Emulovaný TCP přenos
Cap Allman Bulk Transfer Capacity Emulovaný TCP přenos
Ttcp Muuss Bulk Transfer Capacity TCP přenos
Iperf NLANR Bulk Transfer Capacity TCP přenos
Netperf NLANR Bulk Transfer Capacity TCP přenos
2.2.1 Metoda Variable Packet Size
Prvním programem, který použil metodu VPS (Variable Packet Size) byl Pathchar
od pana Jacobsona. Další utility využívající stejnou metodu měření pouze vylepšují
původní myšlenku měření. Stejně jako traceroute pathchar využívá TTL (Time To
Live) obsaženou přímo v IP paketu. TTL určuje maximální dobu životnosti paketu
a chrání tak síť proti zahlcení. Každý router v internetu automaticky při průchodu
paketu hodnotu TTL sníží o jedna. Pokud router obdrží paket s hodnotou TTL
nula, musí paket zahodit a odeslat ICMP chybu „Time exceeded“ zpět odesílateli.
Zdrojová adresa ICMP paketu označuje router před tím, než paket byl zahozen.
Odesláním paketu s různou hodnotou TTL, tak lze zjistit podrobnou topologii sítě.
Podle času příchodu ICMP zprávy od jednotlivých zařízení lze vypočítat 𝑅𝑡𝑡 (Route
Trip Time). K výpočtu přenosové kapacity využíváme znalosti, že délka přenosu
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rychlejším spojem je kratší než u pomalejšího spoje. Přenosovou kapacitu vypočí-
táme podle vzorce 2.1.
𝑏𝑤 = 𝑃𝑠
𝑅𝑡𝑡 − 2𝐿𝑎𝑡 [𝑏] (2.1)
𝑃𝑠 – velikost paketu, 𝑅𝑡𝑡 – route trip time, 𝐿𝑎𝑡 – zpoždění.
V praxi je však velice obtížné určit hodnotu zpoždění. Ta je zjišťováno tak, že
zařízení odešle co nejmenší paket, změřený čas je považován za 𝐿𝑎𝑡. Poté se provede
měření s větší velikostí paketu. Doba doručení je považována za hodnotu𝑅𝑡𝑡. Z těchto
údajů je možné vypočítat parametry spoje. Dále se také objevuje několik aspektů,
které zkreslují výsledky měření:
• Spoj je tvořen několika paralelními spoji – výsledek změří pouze jeden spoj.
• Pokud dojde k fragmentaci paketu 𝑅𝑡𝑡 je změřená nepřesně. Dojde k
nadsazení šířky spoje.
• Doba po kterou paket čeká na zpracování značně kolísá.
V případě složitějších topologií, typicky internetu, se může trasa odeslaného a zpět
přijatého paketu lišit.
Tyto nedostatky se dají odstranit pouze vysokým počtem měření. Tento typ
měření není vhodný pro spoje rychlejší jak 35Mbit/s, kde není dostatečný rozdíl
času doručení mezi malým a velkým paketem [5].
Utilita Pchar
Pchar nabízí měření pomocí UDP a ICMP paketů. V dnešních sítích jsou bohužel
aplikace založené na této technologii téměř nepoužitelné. Každý správně nastavený
router nebude na tok UDP paketů vůbec reagovat, data budou zahozena bez od-
povědi. O něco úspěšnější se jeví zasílání ICMP paketů, ovšem ani to nezaručuje
dokonalý výsledek. Jakmile zařízení detekuje vysoký počet ICMP paketů začne je
zahazovat také.
Pchar nabízí široké možnosti nastavení. Je důležité uvést:
• Typy protokolů:
IPv4 a IPv6 – UDP.
IPv4 a IPv6 – ICMP.
IPv6 – TCP.
• ICMP Timeout.
• Ignorovat změny trasy.
• Maximální počet hopů.
26
Příklad výstupu:
ubuntu@ubuntu:~$ sudo pchar -p ipv4icmp 10.10.72.1
pchar to 10.10.72.1 (10.10.72.1) using ICMP/IPv4 (raw sockets)
Using raw socket input
Packet size increments from 32 to 1500 by 32
46 test(s) per repetition
32 repetition(s) per hop
0: 192.168.111.230 (ubuntu.local)
Partial loss: 0 / 1472 (0%)
Partial char: rtt = 0.816622 ms, (b = 0.000369 ms/B), r2 = 0.975704
stddev rtt = 0.010827, stddev b = 0.000009
Partial queueing: avg = 0.013286 ms (35961 bytes)
Hop char: rtt = 0.816622 ms, bw = 21653.387216 Kbps
Hop queueing: avg = 0.013286 ms (35961 bytes)
1: 192.168.111.1 (192.168.111.1)
Partial loss: 1472 / 1472 (100%)
Partial char: rtt = 0.000000 ms, (b = 0.000000 ms/B), r2 = 0.000000
stddev rtt = 0.000000, stddev b = 0.000000
Partial queueing: avg = 0.000000 ms (35961 bytes)
Hop char: rtt = 0.000000 ms, bw = 0.000000 Kbps
Hop queueing: avg = -0.013286 ms (0 bytes)
2: no probe responses
Partial loss: 4 / 1472 (0%)
Partial char: rtt = 2.684252 ms, (b = 0.000764 ms/B), r2 = 0.966105
stddev rtt = 0.032444, stddev b = 0.000022
Partial queueing: avg = 0.014301 ms (54681 bytes)
Hop char: rtt = 2.684252 ms, bw = 10472.031544 Kbps
Hop queueing: avg = 0.014301 ms (18720 bytes)
3: 10.10.72.1 (hornicka-5g-2.legacy.steadynet.czf)
Path length: 3 hops
Path char: rtt = 2.684252 ms r2 = 0.966105
Path bottleneck: 10472.031544 Kbps
Path pipe: 3513 bytes
Path queueing: average = 0.014301 ms (54681 bytes)
Start time: Sun Dec 2 11:21:22 2012
End time: Sun Dec 2 12:48:24 2012
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2.2.2 Metoda Packet Pair Dispersion
Tato metoda je používána pro měření end-to-end přenosové kapacity. Dva pakety
o stejné velikosti jsou odeslány s co nejmenší mezerou za sebou. Jakmile dvojice pa-
ketů projde pomalejším spojem je čas potřebný k jejich přenosu vyšší. Následuje-li
další spoj s vyšší přenosovou rychlostí, mezi pakety dojde ke zvýšení časového roz-
mezí viz obr. 2.4. Koncová stanice poté změří mezeru mezi pakety a určí přenosovou
rychlost podle vzorce 2.2.
𝑏𝑤 = 𝑃𝑠
𝑡2 − 𝑡1 , [𝑏] (2.2)
Ačkoli je realizace měření relativně jednoduchá. Rozptyl výsledků může být
značný.
• Při návrhu této metody v 1996 nebylo bráno v úvahu ovlivnění měření
ostatním provozem. Většina routerů fungovala na technologii FCFS (First
Come - First Serve), která nijak nezvýhodňovala vybraný provoz. Nyní je
obvykle rozdělen provoz do několika tříd s různou prioritou tzv. QoS
(Quality of Service). To má za následek, že měřená mezera mezi odeslanými
pakety nemusí být pouze z důvodu rozdílné kapacity spoje, ale může být
způsobena rozhodovací politikou routeru.
• Chybu měření lze eliminovat vysokým počtem měření a použitím
statistických metod. Bohužel standardní statistické metody jako výpočet
mediánu s kombinací měření pomocí VPS nemusí zcela odstranit chybu
měření.





Obr. 2.4: Grafické zobrazení paketového páru. Šířka paketu odpovídá rychlosti spoje.
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Utilita Pathrate
Požaduje přístup k oběma koncovým bodům, aby bylo možné provést měření. Vý-
sledkem měření je maximální možná rychlost IP vrstvy mezi měřicími stanicemi.
Z vybraných utilit měření trvá nejdéle, až 15 minut. Měření kapacity sítě probíhá
v následujících fázích [7]:
• Nejprve je zjištěno kolik paketů lze odeslat bezprostředně za sebou (packet
trains), aby nedošlo k přetížení cesty.
• Pathrate postupně zvyšuje délku paketů, aby bylo možné zjistit rozsah
měření.
• V této fázi nazvané Phase I je odeslán vysoký počet paketových párů (až
1000) s různou velikostí, aby bylo možné určit předběžnou kapacitu spoje.
• V konečné fázi – Phase II Pathrate vytváří řadu až 500 packet-train, aby
zjistil který naměřený údaj v Phase I je nejblíže k výsledné kapacitě spoje.
Příklad výstupu:
ubuntu@ubuntu:~/Desktop/pathrate_2.4.1$ ./pathrate_rcv -s 192.168.111.230
pathrate run from 192.168.111.230 to ubuntu on Sun Dec 2 11:06:35 2012
--> Average round-trip time: 1.0ms
--> Capacity Resolution: 1.4 Mbps
-- Phase I: Detect possible capacity modes --
-> Train length: 2 - Packet size: 600B -> 0\% completed
-> Train length: 2 - Packet size: 623B -> 2\% completed
-> Train length: 2 - Packet size: 646B -> 5\% completed
...
-> Train length: 2 - Packet size: 1488B -> 97\% completed
-- Local modes : In Phase I --
* Mode: 15 Mbps to 17 Mbps - 102 measurements
Modal bell: 677 measurements - low : 10.5 Mbps - high : 36 Mbps
* Mode: 8.0 Mbps to 9.3 Mbps - 87 measurements
Modal bell: 410 measurements - low : 1.5 Mbps - high : 13.2 Mbps
-- Phase II: Estimate Asymptotic Dispersion Rate (ADR) --
-- Number of trains: 500 - Train length: 48 - Packet size: 1488B
-- Local modes : In Phase II --
* Mode: 14.6 Mbps to 16 Mbps - 71 measurements
Modal bell: 497 measurements - low : 4.7 Mbps - high : 29 Mbps
-------------------------------------------------
Final capacity estimate : 15 Mbps to 17 Mbps
-------------------------------------------------
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2.2.3 Metoda Self-Loading Periodic Streams
Testy prováděné metodou SLoPS (Self-Loading Periodic Stream) měří dostupnou
přenosovou kapacitu. Pakety o stejné velikosti jsou periodicky odesílány měřenou
cestou určitou rychlostí. Metoda je postavena na sledování rozdílů jednosměrného
zpoždění:
• Pokud je rychlost odchozího toku paketů vyšší než dostupná přenosová
kapacita, cesta bude na krátký čas přetížena. To bude mít za následek
postupný růst zpoždění.
• Na druhou stranu pokud je rychlost odchozího toku nižší, než je dostupná
přenosová kapacita, pakety projdou měřenou cestou, aniž by došlo
k rapidnímu nárůstu zpoždění.
Maximální dostupná přenosová kapacita je určena podle hodnoty rychlosti, kdy ještě
nedošlo k růstu zpoždění. Aby bylo přiblížení k výsledku, co nejrychlejší používá se
iterační algoritmus. Odhad dostupné přenosové kapacity může v průběhu měření
kolísat. V takovém případě je výsledkem určitá oblast rychlostí [8].






Obr. 2.5: Průběh zpoždění pro rychlost odchozího toku vyšší než je přenosová ka-
pacita [8].
Utilita Pathload
Měření probíhá mezi klientem a serverem. Výsledkem měření je vždy rozsah rych-
losti, která je na dané cestě dosažena. Klient odesílá periodicky proud UDP paketů
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o určité rychlosti. Z jednoho měření nelze zjistit přenosovou kapacitu, proto Pathload
provádí vždy více měření a to do té doby dokud není splněna jedna z podmínek [9]:
• Rozptyl dvou po sobě jdoucích měření je menší, než je požadováno.
• Dostupná přenosová kapacita se pochybuje v „šedé zóně“, jejíž rozptyl je
větší, než je požadováno.
Měření lze provést bez jakýchkoli doplňujících podmínek. Pokud je potřeba mě-
ření blíže specifikovat, lze použít několik základních nastavení:
• vícenásobné měření,
• uživatelem nastavitelný rozptyl měření,
• délka měření.
Příklad výstupu:
ubuntu@ubuntu:~/Desktop/pathload_1.3.2$ ./pathload_rcv -s 192.168.111.230
Receiver ubuntu starts measurements at sender 192.168.111.230 on Sun Dec 2
11:58:14 2012
Receiving Fleet 0, Rate 10.67Mbps
Receiving Fleet 1, Rate 11.47Mbps
Receiving Fleet 2, Rate 12.16Mbps
Receiving Fleet 3, Rate 9.45Mbps
Receiving Fleet 4, Rate 8.52Mbps
Receiving Fleet 5, Rate 11.26Mbps
Receiving Fleet 6, Rate 5.83Mbps
Receiving Fleet 7, Rate 11.26Mbps
***** RESULT *****
Available bandwidth range : 6.08 - 5.88 (Mbps)
Measurements finished at Sun Dec 2 11:58:33 2012
Measurement latency is 19.70 sec
2.2.4 Metoda Bulk Transfer Capacity
BTC (Bulk Transfer Capacity) je volně definována jako maximální rychlost, která
může být na měřeném spoji dosažena, aniž by došlo k zahlcení. Hlavní představou
je, že s každým protokolem je v sítí zacházeno podle stejných pravidel. V dnešním
internetu je velká většina spojení realizována jako spojově orientovaná pomocí TCP
(Transmission Control Protocol) [10].
Utilita Treno
Je první utilitou, která měří BTC. Neměří jej pomocí TCP spojení, ale TCP spojení
pouze emuluje zasíláním UDP (User Datagram Protocol) paketů na libovolný port.
Výhodou tohoto řešení je, že Treno nemusí mít přístup k cíli. Utilita pouze očekává
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ICMP zprávu „Port-Unreachable“. Nevýhodou ovšem je, že v důsledku firewallu
doručení ICMP paketu, stejně tak jako u VPS, není spolehlivé.
Utilita Iperf
Využívá k měření TCP přenos. Aplikace běží ve dvou módech jako klient na jednom
stroji a jak server na stroji druhém. Mezi spuštěnými aplikacemi probíhá měření
rychlosti. Na klientské stanici je po zadání IP adresy serveru navázána komunikace
se serverem. Nejjednodušší je test spustit bez žádného nastavení, klient začne ihned
odesílat data na server. IPERF nabízí několik nastavení:
• nastavit maximální rychlost,
• obousměrný test,
• obousměrný test zvlášť,
• jak dlouho test poběží,
• kolik dat se má odeslat,
• načíst data pro odeslání ze souboru,
• načíst data pro odeslání ze standardního vstupu,
• počet klientů,
• simulace více klientů,
• velikost TCP segmentu.
UDP nemá žádné kontrolní mechanizmy, zda odeslané pakety dorazily v po-
řádku do cíle. IPERF nabízí nastavení fixní rychlosti odesílání. Pokud je nastavena
vyšší rychlost než je daný spoj schopný přenést. Naměřená rychlost odpovídá reálné
rychlosti, ale počet ztracených paketů výrazně vzrostl. Tento jev má za následek
krátkodobé přetížení cesty
Příklad výstupu:
ubuntu@ubuntu:$ iperf -c 192.168.111.230
------------------------------------------------------------
Client connecting to 192.168.111.230, TCP port 5001
TCP window size: 21.0 KByte (default)
------------------------------------------------------------
[ 3] local 192.168.111.236 port 34253 connected with 192.168.111.230
port 5001
[ ID] Interval Transfer Bandwidth
[ 3] 0.0-10.1 sec 16.1 MBytes 14.0 Mbits/sec
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2.3 Přesnost jednotlivých metod měření, shrnutí
Cílem bylo představit a porovnat webové aplikace z hlediska jejich přístupu k mě-
ření přenosové kapacity a orientačně zjistit přesnost měření. U softwarových utilit
bylo cílem porovnat utility s různými metodami měření a porovnat jejich naměřené
hodnoty.
Všechny webové aplikace změřili přenosovou kapacitu velice přesně s minimální
odchylkou způsobenou spíše chybou na straně klienta než na straně serveru. Největší
rozdíly byly patrné u měření odezvy. Server Speedtest.net a Rychlost.cz používají
pro měření odezvy stejnou technologii a přesto je rozdíl mezi naměřenými hodnotami
dvojnásobný. Zkreslení je způsobeno zatížením serveru Rychlost.cz. Server Internet
pro všechny naměřil zpoždění blížící se nejvíce reálné hodnotě.
S rozšiřující se oblibou mobilních zařízení padlo rozhodnutí otestovat softwarové
utility na WiFi připojení. S ohledem na nižší přesnost utilit u rychlých spojů byla
vybrána stále velice rozšířena WiFi technologie 802.11g namísto novější technologie
802.11n. Připojení Ubuntu-serveru bylo vždy realizované přes nezatíženou Wi-Fi
802.11g. Připojení Ubuntu-klienta bylo realizováno pomocí 1Gbps ethernetu, aby
nedocházelo ke zkreslení výsledků pomalejším spojem. Pro přehlednější orientaci
jsou v obrázku 2.6 uvedeny parametry jednotlivých testovaných spojů.
Před zahájením testu bylo provedeno referenční měření přes FTP server. Opa-
kovaným měřením bylo zjištěno, že průměrná rychlost spoje je 16Mbit/s s rozsahem
hodnot 15-17Mbit/s. Veškeré utility se nacházely v základním nastavení, aby je bylo
možné lépe srovnat. Detailnějším nastavením u některých utilit bylo možné získat
přesnější výsledky.
U měření rychlostí je důležitou složkou doba trvání samotného testu. Testovací
doba se pohybovala od 10 sekund do 18 minut. Nejdéle měření probíhalo u utility
Pathrate, ale také se výsledek pohyboval ve stejných mezích jako referenční měření.
Jako nejméně přesné měření bylo měření na rychlém spoji pomocí Pcharu. Naměřené
hodnoty jsou uvedeny v tabulce 2.3. Bohužel ani po úplném deaktivování firewallu
na RouterBoardu měření spoje mezi WiFi a RouterBoardem neproběhlo úspěšně.
Router stále příchozí pakety zahazoval. Překvapivě přesný výsledek byl dosažen na
bezdrátovém spoji k ISP. Spoj má udávanou šířku spoje 78Mbit/s, (WiFi 802.11a),
ale je shapován na 10Mbit/s. Měřená rychlost pomocí utility IPERF stabilně vyka-
zovala maximální rychlost o 2Mbit/s nižší než bylo referenční měření. Po nastavení
delší doby měření se naměřená hodnota více blížila hodnotě referenční. Pathload
má proměnlivou dobu měření danou podmínkami popsanými výše. Jedná se o velice
nepřesnou utilitu.
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Obr. 2.6: Schéma zapojení a parametry testované sítě.

















Pchar 425 2,4 16 21,14 5,14 32
– – 100 0 – –
510 2,4 10 10,22 0,22 2,2
Pathrate 1080 40 16 16 0 0
Pathload 20 – 60 3 – 9 16 11,5 -4,5 -28
IPERF 10 16 16 14 2 -12,5
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3 NÁVRH WEBOVÉ APLIKACE
Po nastudování uvedených doporučení RFC, analýze principů fungování aplikací
přímo pod operačním systémem a zjištění principů fungujících webových aplikací pro
měření zbývala samotná realizace. Podle zadání bakalářské práce má být vytvořena
aplikace pro zjištění základních kvalitativních parametrů připojení do sítě internet.
Základní parametry jsou:
• Rychlost stahování (download) – přenosový tok k účastníkovi od serveru.
• Rychlost odchozího toku (upload) – přenosový tok od účastníka k serveru.
• Odezva (zpoždění, ping) – čas, za který data dorazí od odesílatele k příjemci.
• Stabilita – výkyvy kolísání rychlosti připojení v čase lze vyjádřit vypočtením
stability.
Aplikace má být spustitelná jak na počítači, tak na „chytrých telefonech“ a table-
tech. Naměřená data mají být ukládána na server a uživatel bude moci svá data
prohlížet zpětně.
Z uvedených požadavků vyplývá, že aplikace bude řešena jako serverová a klienti
se k ní budou vzdáleně připojovat. Další otázkou je jakou technologii pro samotný
přenos dat zvolit. Z úvahy vyplynulo, že je možné použít programovací jazyk FLASH
nebo programovací jazyk JavaScript + PHP. Dále jsou uvedeny výhody a nevýhody
obou programovacích jazyků.
Výhody programovacího jazyka FLASH:
• Neumožňuje zobrazení zdrojového kódu.
• V každém prohlížeči lze očekávat stejné chování.
Nevýhody programovacího jazyka FLASH:
• Výpočetní náročnost.
• Ve většině prohlížečů nutná manuální doinstalace.
• Mnoho chyb umožňující útočníkovi vzdálené ovládnutí počítače.
• Chybí podpora u „chytrých telefonů“ a tabletů.
Výhody programovacích jazyků JavaScript a PHP:
• V porovnání s FLASHEM je až 4x rychlejší.
• Rychlejší vývoj nových verzí prohlížečů, neustálá výkonová optimalizace.
• Nativní podpora u „chytrých telefonů“ a tabletů.
Nevýhody programovacích jazyků JavaScript a PHP:
• Možnost zobrazení zdrojového kódu v prohlížeči.
• Různé chování prohlížeče odvislé od výrobce prohlížeče.
Po uvážení všech výhod a nevýhod byl vybrán JavaScript společně s jazykem
PHP a databází MySQL.
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3.1 Měření přenosových parametrů
Aplikace umožňuje měřit rychlost stahování dat směrem od serveru ke klientovi
(download), rychlost odchozího toku dat od klienta na server (upload), odezvu (ping)
a stabilitu. Jednotlivá měření probíhají postupně. Měření začíná stahováním, poté
probíhá měření rychlosti odchozího toku, měření odezvy a nakonec výpočet stability.










Počítače  v 
internetu
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Obr. 3.1: Funkční schéma webové aplikace.
3.1.1 Měření maximální rychlosti stahování
Funkce zajišťující měření rychlosti stahování pracuje pomocí JavaScriptu na prin-
cipu stahování dat o známé velikosti 𝐹𝑠. Na začátku měření je zaznamenán čas 𝑡1
a po úspěšném stažení je zaznamenán čas 𝑡2, ze kterého je vypočítán časový roz-
díl. Na základě těchto informací je podle vzorce 3.1 vypočítána rychlost stahování.
Aplikace je navržena tak, aby délka stahování souboru se vždy pohybovala mezi
5–12 sekundami u všech typů připojení EDGE, xDSL, 100Mbit/s Ethernet. Z toho
důvodu je nejdříve stahován referenční soubor o velikosti 246kb. Pokud je soubor
stažen v rozmezí od 8 000ms do 100ms je zahájeno paralelní stahování čtyř souborů
o takové velikosti, aby se čas stahování pohyboval mezi 5–12 sekundami. Pokud
je soubor stažen rychleji než za 100ms. Jsou paralelně stahovány čtyři referenční
soubory každý o velikosti 6 500kb. Podle jejich času stažení se znovu rozhoduje
o velikosti čtyřech paralelně stahovaných souborech. Délka testování byla zvolena
tak, aby nedocházelo ke zkreslení výsledků příliš krátkou dobou stahování a zároveň
jej uživatelé nevnímali jako příliš dlouhý. Data odesílána serverem jsou v obrazo-
vém formátu obsahující šum, tedy náhodně vygenerovaná data. Takto vygenerované
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obrázky zajišťují nekomprimovatelnost dat po přenosové cestě. Ještě před zaháje-
ním stahováním je pomocí JavaScriptu nastavena cesta ke stahovanému souboru
a pomocí PHP načtena přesná velikost souboru ze serveru. Aby nedocházelo při
opakovaném testu k načtení souboru z paměti prohlížeče, ke každé adrese souboru
je vygenerována sekvence náhodných čísel.
𝑏𝑤 = 𝐹𝑠
𝑡2 − 𝑡1 , [kbit/s] (3.1)
Obr. 3.2: Hlavní stránka aplikace.
37
3.1.2 Měření maximální rychlosti odchozího toku
Princip měření rychlosti od klienta na server je obdobný jako u měření stahování.
Rychlost odchozího toku dat je vypočítána podle vzorce 3.1. Nejprve je v prohlížeči
vygenerována sekvence náhodných dat o velikosti 246kb, která je odeslána na server.
Pokud doba odesílání 𝑡2 − 𝑡1 dosahuje času mezi 5 000ms a 100ms je proveden
výpočet, kolik stejných bloků 𝐹𝑠 bude odeslána na server, aby celková doba testu byla
přibližně 5–12 sekund. Pokud je soubor stažen rychleji než za 100ms je vygenerován
soubor o velikosti 6 500kb. Pokud je tento soubor odeslán rychleji jak za 6 000ms,
jsou k tomuto souboru přidávány bloky 246kb dat tak, aby nahrávání souboru trvalo
přibližně 5 sekund.
Princip odesílání je založen na technologii AJAX (Asynchronous JavaScript
and XML). Je to technologie, která vznikla spojením technologií XML, JavaScript,
HTTP a (X)HTML (PHP). Výsledkem je umožnění komunikace se serverem, aniž
by bylo zapotřebí znovu celou stránku znovu nahrávat. Vše se děje pomocí Ja-
vaScriptu na pozadí. Ukončení nahrávání je sledováno pomocí obslužné události
onreadystatechange, která vrací hodnotu při každé změně stavu. Při dokončeném
stahování má obslužná událost hodnotu = 4.
3.1.3 Měření odezvy
Cílem měření odezvy je změřit zpoždění komunikace 𝑅𝑡𝑡 mezi klientem a serverem.
K tomuto testu byla použitá obdobná technologie jako v případě testování rychlosti
stahování. Na serveru je uložen obrázek s rozlišením 1 × 1 pixel o velikosti 88B.
Obrázek je postupně 12× načten ze serveru, časy 𝑡1 a 𝑡2 před a po dokončení sta-
hování jednotlivých souborů jsou zaznamenány. Rozdíl je vypočítán podle vzorce
3.2. Při použití serverového systému Windows s webovým serverem IIS při měření
občas jedna hodnota nabývala nesmyslných hodnot, proto jsou dvě nejvyšší hod-
noty z testu odstraněny. Při použití LAMP serveru (Linux, Apache – HTTP Server,
MySQL, Perl (Pythlon)) se tento problém nevyskytoval. Ze zbývajících deseti hodnot
je vypočítán průměr, určena minimální a maximální hodnota. Zvolená technologie
neumožňuje měření odezvy <1ms. Bylo by možné použít odesílání IMCP paketů,
ale jejich doručení od serveru ke klientovi není v sítích chráněných firewallem příliš
spolehlivé.
𝑅𝑡𝑡 = 𝑡2 − 𝑡1, [ms] (3.2)
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3.1.4 Měření stability spojení
Připojení k internetu může dosahovat různých kvalit, která ovšem nelze vyjádřit
pouze rychlostí a odezvou. Výkyvy kolísání rychlosti připojení v čase lze matema-
ticky vypočítat jako stabilitu spojení. Vyjádřit stabilitu spojení lze mnoha způsoby s
různou vypovídající hodnotou. Po realizaci mnoha testů s přihlédnutím k reálnému
průběhu stahování byla stabilita určena jako největší odchylka od průměrné rych-
losti 𝑡𝑠𝑡𝑟𝑒𝑎𝑚𝐴𝑣𝑔 při paralelním stahování čtyř souborů. Hodnota má spíše informační
charakter. Použitá technologie je zatížená chybou měření, především na straně ser-
veru, kde může dojít ke zvýšení priority u jednoho přenosu souboru na úkor druhého.
Stahování probíhá v řádech vteřin, tím by měla být chyba kompenzována. Pro jed-
nodušší výpočet stability lze pracovat pouze s jednotlivými časy stahování. Podle
vzorce 3.3 je pro každý stahovaný soubor 𝑡𝑠𝑡𝑟𝑒𝑎𝑚𝑋 , kde X je číslo streamu od jedné
do čtyř, vypočtena odchylka, kde pouze nejnižší hodnota je brána v úvahu. Pro





⃒ , [%] (3.3)
Tab. 3.1: Hodnocení stability.
Rozsah [%] Hodnocení
100 – 85 Výborné
85 – 65 Velmi dobré
65 – 50 Dobré
50 – 30 Dostatečné
30 – 0 Nedostatečné
3.1.5 Ošetření chyb při testu
Při testování může dojít k neočekávané chybě. Nejčastěji se zřejmě bude jednat
o přerušení komunikace se serverem při výpadku spojení. O průběhu testu uživatele
informuje animovaný ukazatel, který s časem pomalu přibývá, a také jsou vypisovány
postupně dílčí výsledky jednotlivých testů. Při testování na pozadí je v JavaScriptu
spuštěn časovač, který po uplynutí 45s zahlásí chybu testu. Uživatel je chybovým
hlášením vyzván k vypnutí veškerého stahování a k opakování testu.
3.1.6 Zobrazení výsledků
Každý výsledek měření je uživateli zobrazen přehledně v tabulce na úvodní stránce.
Přitom je také uložen do databáze. Na úvodní stránce se zobrazuje posledních 10 pro-
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Obr. 3.3: Stránka s průběhem testu.
vedených měření všech uživatelů. Pokud zde uživatel provedl měření dříve, je také
jeho poslední měření zobrazeno. Počítače jsou identifikovány podle přidělené IP ad-
resy. V záložce statistiky jsou zobrazeny grafy posledních 30 měření daného uživatele.
Pokud uživatel žádné měření neprovedl, je v grafu zobrazeno posledních 30 měření.
Veškerá data zobrazená grafem jsou také prezentována formou tabulky.
3.1.7 Struktura databáze MySQL
MySQL je databázový systém často používaný ve webových aplikacích společně
se základním balíkem pro chod webu LAMP. Nyní je většinovým vlastníkem MySQL
společnost Oracle Corp. Především proto, že se jedná o volně dostupný databázový
systém je MySQL jedna z nejvíce používaných databází [11].
Nejdůležitější pro správný chod databázového systému je správné vytvoření zá-
kladních tabulek. Navržená webová aplikace obsahuje jednu tabulku data. Struktura
je uvedena v tabulce 3.2. Aby databáze pracovala co nejefektivněji je nutné správně
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zvolit formát ukládaných dat. Proto není IP adresa ukládána jako datový typ Var-
char, který je pro další zpracování výpočetně náročný. Před uložením do databáze
je IP adresa převedena na datový typ Integer.
Tab. 3.2: Struktura tabulky data v databázi MySQL.









3.1.8 Teoretická maxima měření rychlosti
Po naprogramování nastala další fáze testování na různých typech spojů. Navržená
koncepce se ukázala jako správná. Měření rychlosti vykazovalo výsledky s přesností
mezi 1% – 5%. První problémy se začaly objevovat při měření na 1Gbit/s ethernetu,
kde se začali objevovat limity prohlížečů a slabších počítačů. Nejvíce ovlivňující
výsledek testu se ukázal výpočetní výkon procesoru. V tabulce 3.3 jsou uvedeny tři
typy procesorů společně s jejich naměřeným výkonem ve výpočtu Ludolfova čísla (𝜋)
na jeden milion míst a dále jsou porovnány naměřené výsledky. Aplikace Super PI
měří výkon pouze na jednom jádru procesoru, tudíž měřený čtyř-jádrový procesor
Core2Quad má téměř dvojnásobný výpočetní výkon proti měřenému Core2Duo.
Tab. 3.3: Výkonové parametry procesorů.
Označení procesoru Počet jader Frekvence [GHz] Super PI [s]1
Intel Pentium 4 1 3,0 47,8
Intel Core2Duo E6600 2 3,0 18,15
Intel Core2Quad Q8400 4 2,66 20,2
Z tabulky 3.4 vyplývá, že procesor Intel Pentium 4 nelze použít v rychlejších
sítích. Použití tohoto procesoru je vhodné pouze pro měření sítě s rychlostí do
100Mbit/s. Naměřené výsledky nevykazují téměř řádné rozdíly ve výkonu jednotli-
vých prohlížečů, které se při měření na výkonnějších strojích znatelně projevují.
1Verze programu Super PI Mod v1.5. Čas výpočtu je pro 1 milion míst jedním jádrem procesoru.
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Tab. 3.4: Procesor Intel P4 3GHz(Prescott) – naměřené hodnoty v prohlížečích.





Google Chrome2 86,3 80,3 3
Mozilla Firefox3 86,6 85,5 2
Opera4 79,8 84,6 2
U dvoujádrového procesoru, tabulka 3.5, dojde s nárůstem výpočetního výkonu
ke zvýšení naměřené rychlosti. Zde se již projevují výkonnostní rozdíly mezi jed-
notlivými prohlížeči. Nejlépe měří rychlost stahování prohlížeč Google Chrome, kde
se zvyšujícím se výkonem roste naměřená rychlost stahování. Tento prohlížeč má
zřejmě omezení rychlosti odchozího toku dat okolo hranice 265Mbit/s. Ani při pou-
žití výkonnějšího procesoru se nezvýší rychlost odchozího toku. Naměřená data jsou
pro procesor Intel Core2Quad v tabulce 3.6.
Tab. 3.5: Procesor Intel Core2Duo E6660 – naměřené hodnoty v prohlížečích.





Google Chrome2 439 267 3
Mozilla Firefox3 156 471 2
Opera4 137 462 2
Nejhůře měří rychlost stahování prohlížeč Mozilla Firefox. Zde dochází v prvních
vteřinách k postupnému exponenciálnímu poklesu z rychlosti srovnatelnou s Chrome
až na 70Mbit/s. Prohlížeč Opera naměřil u obou vícejádrových procesorů téměř
shodné výsledky.
Tab. 3.6: Procesor Intel Core2Quad Q8400 – naměřené hodnoty v prohlížečích.





Google Chrome2 692 265 2
Mozilla Firefox3 216 554 1
Opera4 120 442 1
2Verze prohlížeče Chrome 26.0.1410.
3Verze prohlížeče Firefox 20.0.1.
4Verze prohlížeče Opera 12.15.
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Z naměřených výsledků vyplývá, že není prohlížeč, který dokáže měřit 1Gbit/s
síť oběma směry s odpovídajícími výsledky. Pro měření rychlosti stahování na více
jak 100Mbit/s sítích je vhodné použít dva prohlížeče. Pro měření rychlosti stahování
je nejlépe použít prohlížeč Google Chrome, pro měření rychlosti odchozího toku dat
vyšel nejlépe prohlížeč Mozilla Firefox. Předpokladem pro testování je použití stroje
alespoň s dvou-jádrovým procesorem. Měření parametrů je zobrazeno na vývojovém
diagramu obr. 3.4. Naměřené výsledky se mohou lišit v jednotlivých verzích prohlí-
žečů, proto jsou zde uvedeny jednotlivé verze. Po dobu vývoje této aplikace byly
vydány a testovány celkem tři verze prohlížečů Google Chrome a Mozilla Firefox.
U Google Chrome docházelo pravidelně s novou verzí k dosažení vyšších naměře-
ných výsledků. U prohlížeče Mozilla Firefox došlo k výraznému nárůstu naměřených
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Obr. 3.4: Vývojový diagram vytvořené aplikace.
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4 ZÁVĚR
Cílem bakalářské práce bylo nastudování základních metod měření přenosových pa-
rametrů datových sítí založených na IP technologii. Měřením v datových sítích se vě-
nuje skupina BMWG, která vydala doporučení RFC2544, kde jsou sepsány základní
poznatky. Aby bylo možné porovnávat jednotlivé metody měření bylo nutné nastu-
dovat doporučení RFC, kde je uveden přehled definic a postupy měření základních
přenosových parametrů sítí. Podle těchto poznatků byly porovnány metody měření
nejznámějších webových aplikací umístěných v ČR. Výsledky ukázaly, že přes různé
technologie měření jsou výsledky velice podobné. Největší rozdíly byly v hodnotách
zpoždění. Server Rychlost.cz a Lupa.cz se pokoušejí měřit stabilitu spoje. Rychlost.cz
měří stabilitu jako poměr mezi nejrychleji a nejpomaleji staženým souborem. Tato
metoda je velice nepřesná hodnotu určuje především zatížení serveru. Server Lupa
měří stabilitu jako odchylku průměrné rychlosti. Tato hodnota má větší vypovídající
hodnotu než na serveru Rychlost.cz.
V další kapitole byly popsány softwarové utility, které mohou být použity i pro
měření jednotlivých spojů. Každá utilita používá jinou metodu měření, která vyka-
zuje určitou přesnost. Od každé metody byla vybrána jedna utilita, která je blíže
popsána a její naměřené výsledky jsou porovnány s ostatními. Pro testování uti-
lit byla sestavena laboratorní síť tak, aby se měření co nejvíce podobalo reálným
podmínkám, ve kterých by síť měla být použita.
Podle zjištěných poznatků jsem navrhl aplikaci, která měří základní parametry
datové sítě. Těmito parametry jsou rychlost stahování (download) – přenosový tok
k účastníkovi od serveru, rychlost odchozího toku dat (upload) – přenosový tok od
účastníka k serveru, odezvu (zpoždění, ping) – čas za který data dorazí od ode-
sílatele k příjemci a stabilitu – výkyvy kvality připojení v čase. Aplikace využívá
výhod programovacích jazyků JavaScript a PHP, které zajišťují plnou kompatibilitu
i s „chytrými telefony“ a tablety bez dodatečných instalací doplňků do prohlížečů.
Měření je navrženo tak, aby jej bylo možné realizovat na mobilním připojení typu
EDGE a zároveň také na velmi rychlých sítích jako je 1Gbit/s ethernet. Výsledky
měření jsou uživateli prezentovány ve formě tabulky a pomocí grafů. Jednotlivé po-
čítače jsou identifikovány podle přidělené IP adresy. Pokud z dané IP bylo provedeno
alespoň jedno měření, je poslední výsledek měření zobrazen na úvodní stránce.
Zadání bakalářské práce bylo splněno ve všech bodech, přesto v dalších verzích
aplikace by bylo možné doplnit přihlašování uživatelů a zaměřit se na přesnější
testování 1Gbit/s sítě, kde je momentálně problematickým prvkem prohlížeč.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
RFC Request for Comments
BMWG Benchmarking Methodology Working Group
IETF Internet Engineering Task Force
DUT Device Under Test
MTU Maximum Transmission Unit
SNMP Simple Network Management Protocol
NIX Neutral Internet eXchange
TTL Time To Live
VPS Variable Packet Size
ICMP Internet Control Message Protocol
VPS Variable Packet Size
𝑅𝑡𝑡 Route Trip Time
FCFS First Come - First Serve
QoS Quality of Service
SLoPS Self-Loading Periodic Stream
BTC Bulk Transfer Capacity
TCP Transmission Control Protocol
UDP User Datagram Protocol
EDGE Enhanced Data rates for GSM Evolution





LAMP Linux, Apache – HTTP Server, MySQL, Perl (Pythlon)
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A OBSAH PŘILOŽENÉHO DVD
• Elektronická verze bakalářské práce.
• Zdrojové kódy webové aplikace SpeedMeter.
• Soubor README s postupem instalace aplikace SpeedMeter.
• Instalační balík XAMPP – Webový server pro Windows obsahující Apache,
MySQL, PHP a Perl a další.
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