Processing information in working memory requires selective access to a subset of working-memory contents by a focus of attention. Complex cognition often requires joint access to 2 items in working memory. How does the focus select 2 items? Two experiments with an arithmetic task and 1 with a spatial task investigate time demands for successive operations that involve 2 digits or 2 spatial positions, respectively. When both items used in an operation have been used in the preceding operation, latencies are shortened. No such repetition benefit (arithmetic) or a much smaller benefit (spatial) was found when only 1 item was repeated. The results rule out serial access to the 2 items, parallel access by expanding the focus, and parallel access by splitting the focus. They support the notion that 2 items are accessed by chunking them, so that they fit a focus limited to 1 chunk.
Complex cognitive activities such as reasoning, problem solving, planning, and text comprehension require the manipulation of complex structural representations with multiple interrelated elements, such as mental models (Gentner & Stevens, 1983; Johnson-Laird, 1983) , goal structures (Hayes-Roth & Hayes- Roth, 1979) , and propositional structures (Kintsch & van Dijk, 1978) . Most theories of complex cognition assume that these representations are assembled and manipulated in working memory (WM), a system with a limited capacity for temporary maintenance and manipulation of information (Baddeley, 1986; Cowan, 2005) . This view is supported by consistent evidence for high correlations between measures of WM capacity and performance in complex cognitive tasks (for a review see Conway, Kane, & Engle, 2003) .
Despite the broad consensus that WM is crucial for holding available and manipulating information in complex cognition, surprisingly little is known about how the system accomplishes these functions. Most experimental research on WM, rooted in the literature on human memory, investigates the system's maintenance function (for recent reviews see Lewandowsky & Farrell, 2008; Jonides et al., 2008) , whereas little research has been devoted to how information in WM is manipulated. The purpose of this article is to contribute to our understanding of how the WM system manipulates information in complex cognition.
Our starting point is the observation that the manipulation of WM contents typically involves, at any given processing step, only a subset of all elements currently held in WM, whereas the other elements must be maintained without influencing or being affected by the operation. This requires a mechanism for selective access to subsets of WM contents. For instance, when we mentally add two three-digit numbers, we may start by adding the units first, then progressing to the tens and the hundreds. WM must remember all six digits of the given numbers, and all intermediate results, but at the same time make sure that only selected contents enter each operation. Likewise, when manipulating a mental model of a spatial array of objects-for example, when thinking through a series of hypothetical moves on a chess board-WM must make sure that the imagined movement of one object is applied to that object exclusively while maintaining the position of other objects unchanged. (Garavan, 1998; McElree & Dosher, 1989; Oberauer, 2002) . 1 This assumption is supported by the available evidence, which comes from two basic findings. First, McElree and his colleagues have found that, in short-term recognition tasks such as the Sternberg (1969) task, the last item presented is accessed at a faster rate than all earlier items (for a review see McElree, 2006) . McElree argued that the last item presented is still held in the focus of attention and thus can be directly compared to the probe, whereas earlier items have to be retrieved into the focus. The increased rate of access extends to the last group of three items defined by a common semantic category, possibly because the common category facilitates chunking the three items into one mental object (McElree, 1998) .
The second finding suggesting a focus of attention limited to one element comes from the object-switch paradigm introduced by Garavan (1998) . He asked participants to count geometrical shapes of two categories. Shapes were displayed one by one, such that each display required updating one counter in WM. The time people took for each counting step was about 300 ms longer when the current shape was from a different category than the preceding shape, compared to when a shape from the same category was shown again. Garavan interpreted these switch costs as the time to switch the focus of attention from one mental object (i.e., counter) to the other.
Later research has extended this finding, using an arithmetic task in which participants hold up to four digits in WM and perform a sequence of arithmetic operations on them (Oberauer, 2003) . At each step, the operation sign and one argument of the equation (i.e., the second addend or subtrahend) were displayed on the screen, such as "ϩ 3" or "Ϫ 7." The other argument (i.e., the first addend or subtrahend) had to be taken from WM, and the spatial location or the color of the stimulus specified which of the digits currently held in WM had to be accessed for each step. Switching from one digit in WM to another incurred a time cost that increased with the memory set size, that is, the number of digits to be maintained available for access.
These findings are compatible with a focus of attention that is limited to a single mental object or chunk at any time-but then, the experimental tasks never required access to more than one element from WM. Many everyday cognitive activities, however, require access to more than one element in WM as input for a cognitive operation. For example, the multidigit mental addition discussed above requires, in the first step, access to the units of both numbers, and when both numbers are held in WM, this means access to two elements in WM. In general, access to two or more elements is required for any cognitive operation that involves integration of information from several independent representations (as in mental arithmetic), the building and processing of relations (e.g., computing verb-noun attachments in sentence comprehension or building spatial mental models of the relative locations of objects in spatial deductivereasoning tasks), or the comparison of entities (e.g., comparing stimuli along several feature dimensions in categorization and inductive reasoning). The examples listed here show that access to more than one element in WM is required for many processes that play crucial roles in complex cognitive tasks such as multidigit arithmetic, deductive and inductive reasoning, and language comprehension. This observation raises the possibility that the focus of attention appears limited to a single chunk only when the experimental task does not require more, whereas it can expand, possibly to an upper limit, when the task demands it . The degree of flexibility of the focus of attention in WM has important implications for how the system manipulates information-as we elaborate below, a severely limited focus implies strictly sequential processing of all elements in WM, whereas a more flexible focus enables some degree of parallel processing. Therefore, understanding the limitations and capabilities of the focus of attention in WM is important to inform process models of complex cognition.
Six Hypotheses
To summarize, the question we address in this article is: How does the focus of attention provide selective access to two elements in WM when the task requires it? We consider six hypotheses, derived by the hypothesis tree in Figure 1 . The tree emerges from a succession of theoretical decisions. The first decision, represented by the top-most branching, is whether the focus is structurally limited to a single chunk. Assuming that it is, the next decision is whether a chunk can consist of only one element in WM, or whether two (or more) elements can be chunked ad hoc, thus forming a single chunk that can be held in the focus.
If ad-hoc chunking is not possible, the focus is limited to accessing one element at a time. Thus, when an operation requires access to two elements from WM, they have to be accessed one after the other. For instance, adding together two digits, both of which are held in WM, would involve accessing one, sending it to the arithmetic module, then accessing the other and sending it to the arithmetic module. This modus of processing presupposes that the arithmetic module has a buffer in which the first digit can be held until the second one arrives. The arithmetic module would receive as a further ingredient the instruction to add or to subtract; this instruction comes from a task set that we assume to be represented outside WM. The two digits can be accessed in two orders, so there are two hypotheses to consider under this branch; serial-access 1-2 assumes that the focus starts with the first digit and then moves on to the second, whereas serial-access 2-1 assumes the reverse order.
If ad-hoc chunking is possible, the two digits in WM required for an arithmetic operation can be bundled into a chunk, which can then be selected and forwarded to the arithmetic module as a single object. We define a chunk as a unit that contains information of separable elements, but whose elements cannot be accessed or manipulated separately unless the chunk is unpacked (Halford, Wilson, & Phillips, 1998; Miller, 1956) . Therefore, a chunk can be taken into the focus of attention only as a whole and can be used only as a whole. We distinguish two variants of the chunking hypothesis that differ in their predictions, as we show below. The ordered-chunking hypothesis assumes that elements (e.g., digits) are bundled in a fixed order within the chunk, so that each is assigned a fixed role (1st vs. 2nd digit) in the arithmetic equation. The free-chunking hypothesis assumes that elements are not linked to a fixed order within the chunk, so that the chunk can be reused while the elements in it swap their roles.
Assuming that the focus is not limited to a single chunk, we have two further theoretical options. One, the expanded-focus hypothesis, is that the focus of attention can expand to accommodate as many elements as are needed for an operation, up to a limit . Thus, in the mental addition task both digits would be taken into the focus and sent to the arithmetic module simultaneously. This hypothesis differs from the chunking hypothesis in that the two digits held in the focus remain independent objects, which can be removed from the focus (and replaced by other objects) independent of each other.
The final hypothesis-the second alternative under the multiplechunk branch-is that the focus of attention is flexibly adapted to task demands in a way that goes beyond expanding its capacity. Whereas in an expanded focus each element is interchangeable, the split-focus hypothesis assumes that the focus of attention is split into separate foci, one for each element that needs to be accessed for the current task. Each focus is dedicated to a particular role in the task. For example in mental addition or subtraction, one focus would select the first argument of the equation (i.e., the digit before the operation sign) and the other would select the second argument (i.e., the digit after the operation sign). The two arguments would be sent to the arithmetic module simultaneously along separate channels, thus avoiding crosstalk between the arguments.
In the following section, we introduce the experimental paradigm we used to investigate dual access to WM and then derive predictions from the six hypotheses for that paradigm.
The Dual-Access Paradigm
The dual-access paradigm is an extension of the paradigm used by Oberauer (2003) to study the focus of attention in WM. We asked participants to hold in WM four digits, each displayed in a different color. The colors, which always occurred in the same order during presentation of the digits, serve as retrieval cues by which individual digits can be accessed. Thus, participants had to hold in mind the temporary bindings of four digits to their colors, or to their corresponding serial positions.
A series of 11 equations was then presented, each of which required access to two digits in WM. The equations were displayed as a plus or minus sign, flanked by two color patches in place of the two addends or subtrahends (see Figure 2) . The colors indicated which digits must be retrieved from WM. For example, the first equation in Figure 2 is "BLUE -RED"; the blue and red patches serve as retrieval cues for the numbers 4 and 3, respectively, so the required response is 1. The dependent variable is the time until participants enter the result of each equation. From one equation to the next, the first argument can be the same as in the preceding equation (repeat condition [rep] ), it can switch to the digit that has been the second argument in the preceding equation (switch-to-other condition [swo] ), or it can be a digit that has not been used in the preceding equation (switchto-new condition [swn] ). The same three levels of the switching variable apply to the second argument of the equation.
By crossing the two switching variables we obtain nine conditions, illustrated in Figure 3 . For example, let equation n Ϫ 1 be "RED ϩ BLUE." When the following equation n is "RED Ϫ GREEN," it would be sorted into the design cell "repetition of first argument, switch-to-new of second argument," because the first argument, RED, is repeated, whereas the second argument switches from BLUE to GREEN, and GREEN was not used in equation n -1. (We refer to this condition as rep-swn; the first acronym refers to the switching condition of the first argument, and the second acronym refers to the switching condition of the second argument). When instead equation n is "BLUE -RED," it would be sorted into the "switch-to-other, switch-to-other" (swo-swo) cell, because the new first argument switches to the color that has been used for the other (i.e., the second) argument on the preceding equation, namely BLUE; likewise, the new second argument switches to the color that has been used for the other (i.e., the first) argument in the preceding equation, namely RED. Two of the nine conditions in Figure 3 result in using the same digit for both arguments, implying that only one digit has to be accessed from WM. Therefore, we excluded these two conditions from the design, leaving seven design cells.
Predictions
We next derive predictions for the response latencies in the seven design cells from the six hypotheses introduced above. The predictions are models of the latencies, formulated as patterns of long, intermediate, and short latencies (coded as 1, .5, and 0, respectively) across the seven conditions. We use these models as predictors in a multilevel regression analysis, as explained below. The basic assumption guiding the predictions is that the information last held in the focus of attention when solving equation n Ϫ 1 is still in the focus when work on equation n commences. When that information can be reused, a repetition benefit is predicted. Conversely, when the information needed to work on equation n must be retrieved into the focus by using a new color-digit binding held in WM, a switch cost is incurred.
The Serial-Access Models
The first two hypotheses assume that the focus of attention selects the digits one by one, beginning either with the first or the second argument. Serial-access 1-2 assumes that the focus starts with the first argument and then moves on to the second. After entering the result of equation n -1, the focus will hold that equation's second argument. If the following equation n uses that digit as its first argument, no focus switch is necessary, whereas in all other conditions, the focus must switch to another digit as the first argument of equation n. Thus, serial-access 1-2 predicts a repetition advantage for the condition in which the first argument of equation n involves a switch to the second argument of equation n -1 (conditions swo-swo and swo-swn). The predicted pattern of this and all the following models is given in Table 1 , and illustrated in Figure 4 . (Table 1 also contains two further serial-access models, serial-access 1-1 and serial-access 2-2, which are relevant only for the single-access conditions discussed in the context of Experiment 1 below.)
Serial-access 2-1 starts with accessing the second argument of equation n -1, and thus, the focus ends up holding that equation's first argument. A repetition benefit is predicted for the case where the first argument of equation n -1 becomes the second argument of equation n, in other words, when the second argument of equation n involves a switch to the other argument (i.e., conditions swo-swo and swnswo). In all other cases, the focus must access a new digit, and hence, no differences are predicted between the other conditions.
The Chunking Models
The chunking hypothesis assumes that the two digits used in equation n -1 are packed into a chunk. We distinguish two versions of the chunking model, ordered chunking and free chunking. In ordered chunking, the two digits are chunked in a fixed order, and thus are bound to their argument roles-the first element in the chunk is assigned to the first argument in the equation, and the second element is assigned to the second argument in the equation. Because elements in a chunk cannot be manipulated individually, their order cannot be flipped around without unpacking the chunk. This model predicts a repetition benefit only for the condition in which the whole ordered chunk is repeated, that is, when both arguments are repeated in the same roles (i.e., condition rep-rep). In all other conditions, a new chunk must be formed, and this costs extra time, regardless of whether one of the digits is repeated from the preceding equation.
The second chunking model, free chunking, assumes that the two digits are not ordered within a chunk. In this model, the chunk formed for equation n -1 can be reused when both digits from equation n -1 are used again, either in the same roles (i.e., condition rep-rep) or with a reversed role assignment (i.e., condition swo-swo). In all other conditions, a new chunk has to be formed and selected by the focus of attention. In particular, the focus cannot reuse the digit selected for one argument of equation n -1 but select a new digit for the other argument, because the digits in a chunk cannot be kept in the focus individually. Therefore, all conditions that involve access to at least one digit that has not been used in equation n -1 require the formation and selection of a new chunk.
The Expanded-Focus Model
If the focus of attention is expanded to take in both digits as separate objects, they will both be in the focus after completion of equation n -1. When both of them are used again in equation n, either in the same argument roles (condition rep-rep) or in swapped roles (condition swo-swo), a large repetition advantage is predicted, because the focus does not have to access a new digit at all. When one of them is used again, but the other argument requires a digit not used in equation n Ϫ 1 (conditions rep-swn, swo-swn, swn-rep, and swnswo), then a smaller repetition benefit is to be expected because the focus needs to access only one new digit. Different from the chunking models, the expanded-focus model assumes that the focus can drop one digit while maintaining the other, thus reaping a partial benefit from partial repetitions. No repetition gain is predicted only for the case in which both arguments of equation n are digits not used in equation n -1 (condition swn-swn).
The Split-Focus Model
If the focus is split into two separate foci, each of which is dedicated to an argument role, repetition benefits will be reaped only when a digit of equation n -1 is repeated in equation n in the same argument role. If both arguments are repeated (condition rep-rep), the repetition benefit should be maximal. If one argument is repeated (conditions rep-swn and swn-rep), there should be a smaller benefit, because only one of the two foci needs to switch. If the two foci are switched one after the other, switching one of them takes half as long as switching both of them. If the two foci are switched in parallel, the time for switching two of them is the larger of the durations of each switch. The switch durations for each focus are random variables, and the expected value of the maximum of two random variables exceeds that of both variables individually; therefore, switching only one focus would be faster than switching both. No repetition benefit is to be expected in the conditions in which both foci need to access a new digit (conditions swo-swo, swo-swn, swn-swo, and swn-swn). The split-focus model can be emulated by a strategy in which the focus of attention selects one digit at a time but does so in random order, rather than in a constant order as assumed in the serial-access models outlined above. If the focus accesses the digits of equation n -1 in random order, it will end up holding the first digit half of the time and holding the second digit half of the time. If the digit held in the focus at the end of equation n -1 is repeated in the same argument role in equation n, it can immediately be reused, yielding a repetition benefit. This happens with a 50% chance in the conditions with one repeated digit (i.e., rep-swn and swnrep) and with certainty in the condition in which both digits are repeated in their roles (condition rep-rep). Note. The first two indented rows indicate the switching condition of the first and the second argument, respectively, for each of the seven joint conditions at the heads of the columns. The remaining rows represent the predictors, which contain a 1 for the conditions with no repetition benefit, 0.5 for conditions with a small repetition benefit, and 0 for conditions with a large repetition benefit. a For single-access conditions only.
Statistical Analysis Strategy
Our research strategy is one of model selection rather than null-hypothesis testing. As argued by statisticians for a long time (e.g., Cohen, 1995; Gigerenzer, 2004; Howson & Urbach, 1993; Wagenmakers, 2007) , null-hypothesis testing is a weak method of scientific inference that should be used only as a last resort in a situation where neither theory nor prior empirical work permits formulation of more precise alternative hypotheses than that there is an effect versus that there is not. Fortunately, here we are in a better position, because we can select between six alternative models. Therefore, we fit the models to the data and selected between them on the basis of their relative success, measured by their likelihood (i.e., the probability of the data under the assumption of the model).
Our model selection procedure considers not only pure cases but also the possibility that different people behave according to different models, or even that the same person uses processes specified by different models on different trials. Therefore, we also fit mixture models to the data. Specifically, we compare linear regression models using different subsets of predictors from Table  1 to predict the mean latencies across the seven conditions. We estimate the regression weights of each predictor as free parameters; these weights reflect the relative contribution of each predictor in the mixture models.
The regression models were applied in the framework of linear mixed-effects (LME) models (Pinheiro & Bates, 2000) , using the lme function in the nlme package (Pinheiro, Bates, DebRoy, & Sarkar, 2005) in R (R Development Core Team, 2005) . Mixedeffects models are applied to the data on two (or more) levels. On a first level, a model predicts the group mean latencies of the seven conditions, that is, the fixed effects of the experimental manipulations. On a second level, the model predicts the deviation of Table 1 ). The x-axis represents the switching condition with regard to the first argument, and the parameter represents the switching condition with regard to the second argument. The serial predictors assume that the focus holds a single element at any time (Serial 1-2: focus moves from first to second argument; Serial 2-1: focus moves from second to first argument). Expand reflects the assumption that the focus expands to hold both elements without distinguishing their roles. Split reflects the assumption that the focus holds both elements but separates them by their roles in the equation. Ordered chunking means that the focus chunks both elements while preserving their roles in the equation. The chunk can be reused only as a whole and only with the same role assignments of both elements. Free chunking means that the focus chunks both elements without preserving their roles; the chunk can be reused only as a whole, but the roles can be swapped. repet ϭ repetition; sw-other ϭ switch to other; sw-new ϭ switch to new.
individual participants from the group mean in each condition, that is, the random effects. The random effects are modeled by a standard deviation for each parameter. In this way, the model is applied to N ϫ 7 data points (i.e., each individual's mean reaction time [RT] in each of the seven conditions) using only two free parameters (one mean and one standard deviation) for each predictor, plus one mean and one standard deviation for the intercept.
(LME can also estimate correlations between parameters, but for simplicity we fixed all correlations to zero). For example, imagine that some of the participants used serial access, starting with the first argument, on most trials. Their individual patterns of RTs across the seven conditions would look like the predicted pattern of the serial-access 1-2 model in Figure 4 . Other participants would use free chunking most of the time, and their individual RT patterns would therefore look like the free chunking pattern in Figure 4 . When averaged across all participants, the means of the seven conditions would fall somewhere between the means predicted by the two patterns. When we enter the serial-access 1-2 predictor and the free chunking predictor as fixed effects into the regression model, both of them would account for a substantial part of the variance between conditions (within each subject). Their regression weights would reflect the relative size of the two groups of participants. As long as we use only fixed effects, the mean RTs in each condition would be predicted to be the same for each individual:
In Equation 1, the subscript i represents the experimental condition, A is the intercept, E is the residual, and S i and C i are the predictions of the two model predictors (serial-access 1-2 and free chunking, respectively) for condition i, with their respective regression weights, B 1 and B 2 . Individual differences are accounted for by random effects. First, participants differ in their overall speed, and this effect is captured by the random effect of the intercept. Second, participants differ in the degree to which they behave according to one or the other model, and this is captured by the random effect of the regression weights. The full model therefore is
Here, a j is the deviation of the individual intercept of participant j from the mean intercept A; b 1j and b 2j reflect the deviations of the weights for each predictor for participant j from the mean weights. Thus, if participant j refers to a participant who uses only free chunking, b 1j will have a substantial negative value, so that B 1 ϩ b 1j is close to zero, and b 2j will have a large positive value, so that B 2 ϩ b 2j is close to 1. Importantly, the a j , b 1j , and b 2j values are not estimated independently for each participant. Rather, they are implied by a normal distribution of parameters across subjects, with means A, B 1 , and B 2 (i.e., the fixed effects) and their respective standard deviations (i.e., the random effects).
We select between alternative models on the basis of their likelihood ratio, 3 which can be tested for significance when models are nested (using the anova function in R) and on the basis of the Akaike information criterion (AIC) and the Bayes information criterion (BIC), which are both based on the log-likelihood and in addition penalize for the number of free parameters (for accessible introductions to maximum-likelihood-based model selection see Glover & Dixon, 2004; Myung, 2003) . A predictor was included in a model if and only if it improved the BIC; because the BIC is the most conservative of the three criteria, this implied in all cases that the included predictor also improved the AIC and was significant. We refer to a predictor that surpassed the inclusion criterion as substantial.
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The most important advantage of LME models over conventional test statistics such as analysis of variance (ANOVA) is that they account for all systematic sources of variance in an experiment simultaneously. This has made them an invaluable tool, for instance, in psycholinguistic studies for simultaneously accounting for random effects across subjects and across items (Baayen, Davidson, & Bates, 2008; Quené & van den Bergh, 2008) . 5 Closer to the present study, LME models enable the application of regression models to within-subject variance without having to estimate all regression weights separately for each individual (Hoffman & Rovine, 2007) . For instance, predicted fixation durations in reading from experimental manipulations and naturally occurring sources of variance across items. Compared to applying a single regression model to the group means, this method has the advantage in that it takes individual differences in the direction and size of effects into account, rather than modeling an artificial "average participant," and that it builds on many more data points, thereby increasing statistical power. Compared to separate regression models for each individual, this method saves free parameters and thereby reduces the chance of over-fitting (i.e., fitting to noise). In addition, it safeguards against distortion of parameter estimates that arises from outliers and from unreliability in individual data sets (Hoffman & Rovine, 2007) by imposing a normal distribution on the random effects across individuals (as well as items).
The present analysis strategy takes this approach one step further by predicting within-subject variance (i.e., the fixed effects of the experimental manipulation) by theoretically motivated models, rather than the experimentally manipulated variables. Each model predictor specifies the expected pattern of RTs or error rates across all seven experimental conditions (in terms of high ϭ 1, intermediate ϭ .5, low ϭ 0; cf. Tables 1 and 5 ), analogous to a contrast code. In this way we can analyze all effects in our structurally incomplete design jointly, rather than having to break them down into many pairwise comparisons. Most important, however, LME enables us to test theoretically motivated models against each other, rather than testing individual effects predicted by one or another model against the theoretically uninteresting null hypoth-esis (see Gigerenzer, Krauss, & Vitouch, 2004 , for a particularly poignant example of how testing a model against null, rather than against a competing model, can lead to the wrong conclusion).
Because we are interested in model comparison, not in the testing of individual effects, we do not present conventional nullhypothesis tests for differences between conditions. Readers worried about whether our effects might have resulted from chance alone can glean the relevant information from the confidence intervals in the figures. All confidence intervals are computed for within-subjects comparisons by the method of Bakeman and McArthur (1996) . Confidence intervals that do not overlap reflect differences significant at p ϭ .01, and confidence intervals overlapping by less than 50% reflect differences significant at p ϭ .05 (Cumming & Finch, 2005) .
Experiment 1
The main goal of Experiment 1 was to provide data from the dual-access paradigm to test the six models outlined above and their mixtures. A second goal was to compare the dual-access paradigm to two analogous single-access conditions. One singleaccess condition involves access to the first argument in each equation from WM while the second argument is displayed on the screen. We refer to this as the single-access (first) condition. The other single-access condition is the reverse, with the first argument presented on the screen and the second taken from WM; this is called the single-access (second) condition. A direct comparison of dual-access and single-access conditions is of interest because it affords a comparison of attentional processes directed to WM contents and attentional processes directed to perceptual information in an otherwise identical task. If the same attentional processes apply to digits presented on the screen as to digits in WM, the same model should apply to the single-access and the dual-access conditions.
We included both single-access conditions to test the possibility of a cognitive asymmetry between the two arguments of an equation. All experiments conducted so far with the object-switch paradigm were single-access conditions in which the first argument had to be taken from WM, whereas the second argument was either displayed on the screen, as in the arithmetic tasks of Oberauer (2003) , or was a constant addition of 1, as in the counter task of Garavan (1998) . The results from these experiments are compatible with a focus of attention that holds the first argument only: Switch costs were found when the first argument changed from equation n -1 to equation n but not when the second argument changed (Oberauer, 2003) . This could mean that the focus of attention holds only the argument retrieved from WM, not the argument presented visually. Alternatively, it could mean that the focus holds only the first argument of an equation. This hypothesis could be justified by assuming that the second argument, together with the operation sign, forms a parameter of the task set that specifies which operation is applied to the first argument. For example, the equation "2 ϩ 3" would be parsed into the object "2" held in the focus of attention and the task set "add 3."
To test the two alternative interpretations of the object-switch effect in single-access conditions, we included the new condition in which the first argument was given perceptually (i.e., a digit displayed on the screen) and the second argument was to be taken from WM. If the focus always holds the first argument, then we should find an object-switch effect for the first argument in this condition but not for the second.
For the analysis of the single-access paradigms we included two further serial-access models. Serial 1-1 assumes that the focus of attention holds only the first argument. Thus, a repetition benefit is expected when the first argument is repeated, regardless of what happens with the second argument (i.e., in conditions rep-rep and rep-swn). All other conditions should be equally slower than these two conditions. Analogously, serial 2-2 assumes that the focus only ever holds the second argument. Therefore, a repetition benefit is expected when the second argument is repeated (i.e., conditions rep-rep and swn-rep), and all other conditions are assumed to be equal and slower than these two conditions. These two predictors are presented in the bottom two rows of Table 1 and illustrated in Figure 5 .
Method
Participants. Twenty-four participants (16 women and 8 men) between the ages of 17 and 35 years took part in Experiment 1. All had full color vision and normal or corrected-to-normal vision.
Materials. Thirty-six types of equations resulted from fully crossing the four within-subjects variables: (a) object switching Table 1 ). The x-axis represents the switching condition with regard to the first argument, and the parameter represents the switching condition with regard to the second argument. Serial 1-1 means that the focus holds the first argument, and Serial 2-2 means that the focus holds the second argument of the equation. repet ϭ repetition; sw-other ϭ switch to other; sw-new ϭ switch to new.
pertaining to the first argument with three levels: repetition, switch to the second argument of the previous equation, switch to a new digit; (b) object switching pertaining to the second argument with three levels: repetition, switch to the first argument of the previous equation, switch to a new digit; (c) operation sign with two levels: plus or minus; and (d) operation sign switch with two levels: repeat or switch. Equations with two identical arguments (i.e., x ϩ x ϭ 2x and x Ϫ x ϭ 0) were excluded as experimental conditions. Complete repetitions, in which both arguments and the operation sign were identical to the preceding equation (i.e., x ϩ y on step n and x ϩ y on step n ϩ 1), were also excluded. This left 25 conditions. A computer program generated all trials. Each trial consisted of four memory digits, followed by 11 equations to be performed with these digits. All equations had results between 1 and 9. The first equation could not be classified with regard to the objectswitch conditions and therefore was not included in any analyses. The remaining 10 equations were classified into 1 of the 25 conditions. The program generated trials such that, across the 19 trials of a block, all 25 conditions occurred about equally often (i.e., 7 Ϯ 1 repetitions per condition per block). Apart from this constraint on overall frequency, the 25 kinds of equations followed each other in random order. Trials were generated for 10 blocks, three each for the single-access (first) and single-access (second) condition and four for the dual-access condition. The same algorithm constructed equations for all three access conditions. Therefore, even in the two single-access conditions the digits used in the equations, including those presented on the screen, were limited to the set of four digits held in WM. This constraint ensures full comparability of the single-access and the dual-access conditions.
Procedure. The three access conditions were carried out in separate sessions, with one session each for the single-access (first) and the single-access (second) condition and two sessions for the dual-access condition. The order of the four sessions was counterbalanced by a Latin square design, and the sessions were scheduled on different days. The single-access sessions consisted of three blocks of 19 trials each. The dual-access sessions consisted of only two blocks with 19 trials each, because we anticipated that trials in this condition would take longer than those in the other two access conditions. At the beginning of each session there was a practice block consisting of 10 trials. These trials were excluded from analysis.
Each trial was initiated by the word "START" appearing on the screen for 1 s. Then 100 ms after it disappeared, the four digits to be held in memory were presented, one by one, each in a different color. The four colors always appeared in the same order: red, green, blue, and brown. Participants were instructed to remember which digit was presented in which color and to move on after each digit by pressing any of the number keys on the computer keyboard. After the fourth digit disappeared, 11 equations were displayed one by one in the center of the screen. In the dual-access condition, each equation consisted of two colored circles, separated by a plus or a minus sign and followed by an equals sign and a question mark (see Figure 2 for an example trial). In the singleaccess (first) condition, only the first argument was represented by a colored circle, whereas the second argument was given as a digit. In the single-access (second) condition, the second argument was represented by a colored circle, and the first argument was given as a digit.
Participants were instructed to complete the equation by replacing each colored circle by the digit that had been presented in that color. They entered the solution to each equation through the number keys on the computer keyboard, and 100 ms later the next equation was displayed. Once participants had provided an answer for the last equation in a trial, the word "START" was displayed after an intertrial interval of 100 ms, signaling the beginning of the next trial. At the end of each block, participants were encouraged to take a short break.
Results
In the condition with both digits repeated (rep-rep), the operation sign had to switch from plus to minus or vice versa to avoid repeating the exact equation, including the result. To avoid confounds of operation sign switch with any of the object-switch variables, we therefore limited our analyses to equations with an operation sign switch in all conditions. Accuracy was very good in the single-access conditions, with 3.0% and 2.6% errors in the single-access (first) and single-access (second) conditions, respectively. In the dual-access condition participants committed 8.8% errors. Our main focus of interest was on the response latencies. We analyzed only latencies of correct responses. After eliminating extreme outliers (Ͼ50 s), we defined outliers as latencies exceeding an individual's mean by 3 intra-individual SDs. These outliers (1.8% to 1.9% of correct latencies across conditions) were discarded. The remaining latencies were averaged across operation sign for each participant, resulting in means for the seven object-switch conditions for which the predictors were defined in Table 1 . These are the data submitted to the mixed-effects models.
Our modeling strategy was a variant of the forward regression strategy, entering predictors one by one until no further improvement in fit could be achieved. At each step we selected the predictor that improved model fit the most. Thus, we first selected the predictor with the best individual fit, as assessed by the model's log-likelihood, and in the second step added each of the other predictors to it in turn, evaluating all the resulting two-predictor models. If exactly one of these two-predictor models led to a substantial increase of fit over the best single-predictor model, we selected that two-predictor model as the final model of the fixed effects. If more than one two-predictor model superseded the best single-predictor model, we tested combinations of the predictors that were successfully added in the second step until no further substantial improvement could be reached by adding predictors. Entering predictors by their order of strength ensures that we account for the data with the smallest possible number of predictors, and trying out the addition of all remaining predictors ensures that we do not miss any possible improvement of fit from one of them. Throughout these steps, each predictor was entered with two free parameters, one for its mean regression weight (i.e., the fixed effect) and one for its standard deviation (i.e., the random effect). In a final step, we attempted to remove the standard deviation term for each predictor in the best-fitting model. When that did not lead to a substantial loss of fit, the standard deviation was permanently removed, leaving only the fixed effect for that predictor.
The predictors in Table 1 were applied to the three access conditions (i.e., the two single-access conditions and the one dual-access condition) separately. The best-fitting models are summarized in Table 2 . The table contains information about the regression weight of each predictor. Because the predictors are scaled from 0 (for the conditions with shortest predicted latencies) to 1 (for conditions with longest predicted latencies), these weights reflect how much (in seconds) the latencies in the fastest and the slowest conditions are predicted to differ by the effect of that predictor in the model. The table also contains information about the loss of fit when each predictor was removed from the model. In all cases, the loss of fit was substantial (and also highly significant; all p values Ͻ .01). The likelihood ratio for each predictor indicates how much more likely the data are under the full model, compared to the reduced model with that predictor removed. The change in AIC and BIC reflect the same likelihood ratio after subtracting the penalties for the different numbers of free parameters in the two models. For all models we also report the adjusted R 2 , which corrects for the number of free parameters:
where d i represents the observed values,d i is the predicted values, d is the mean, n is the number of data points, and k indicates the number of free parameters. The mean latencies are presented by the two object-switch variables in Figures 6 (single-access conditions) and 7 (dual-access condition); the layout of these figures corresponds to that of the individual predictors in Figures 4 and 5. The fixed-effect estimates of the best-fitting models are represented by an asterisk accompanying each data point.
As predicted from previous research, serial 1-1 was a substantial predictor for the single-access (first) condition. The serial 1-1 model assumes that the focus of attention holds only the first argument, which is the one to be selected from WM, and is not engaged with the visually presented second argument. In addition, the orderedchunking model also was a substantial predictor. This model assumes that the focus of attention holds both arguments, packing them into a chunk.
The results for the single-access (second) condition are to a large degree complementary. The predictor serial 2-2 reflects the assumption that the focus of attention holds only the second argument, which in this condition is the one selected from WM. The ordered-chunking model also was a substantial predictor in this condition. Different from the single-access (first) condition, here the split-focus model accounted for an additional portion of variance.
The dual-access condition showed a different pattern (see Figure  7) . The free-chunking model was the only predictor that accounted for a substantial proportion of variance across conditions. Error rates were low and therefore of secondary interest; they were analyzed primarily to check for speed-accuracy trade-offs. Table 3 summarizes the mean error rates across conditions. Error rates were submitted to the same model selection analysis as latencies, with the only difference being that we entered predictors into not a linear but a logistic regression, using the nlme function in the nlme package. The analysis of error rates for the single-access conditions indeed revealed a hint of speed-accuracy trade-off. In the single-access (first) condition, the best-fitting model included serial 1-1 as the only substantial predictor, entering with a negative regression weight, thus predicting larger error rates in the two conditions with repetition of the first argument (rep-rep and rep-swn). Analogously, in the single-access (second) condition, the best-fitting model included serial 2-2 with a negative regression weight.
6 Both these effects go against those ef- fects observed in the latencies, where the corresponding predictors had positive weights, reflecting faster latencies when the arguments accessed from WM were repeated. Whereas the latencies showed substantial repetition benefit, the error rates showed a repetition cost. Numerically, the repetition cost was tiny (see Table 3 ), so that speedaccuracy trade-off is unlikely to account completely for the large repetition benefit in latencies. Nevertheless, the consistency of this finding across conditions is noteworthy. The analysis of error rates from the dual-access condition resulted in the free-chunking predictor as the only substantial predictor, which had a positive regression weight. Thus, the error data in this condition confirmed the pattern observed in the latency data.
Discussion
The three access conditions showed distinctly different patterns of latencies and error rates. The data patterns in the two singleaccess conditions yielded evidence for two modes of operation for the focus of attention. One is that the focus deals only with the digit to be selected from WM. The other mode is to chunk both digits together into an ordered chunk. Repeating the whole chunk in the same order resulted in a benefit that went above what would be expected from the effects of repeating individual digits. This added benefit of repeating both digits cannot be due to a repetition of the whole equation because the operation sign always changed from one equation to the next, so that in one equation, the two digits had to be added, and in the other, they had to be subtracted from each other.
In the single-access (second) condition, we found that the splitfocus predictor contributed substantially to explaining the experimental effects. This means that not only repeating the digit from WM but also repeating the visually presented digit resulted in a latency advantage on its own. These two advantages were independent from each other but limited to repetitions in the same argument role-repeating the visually presented digit as the digit Second Argument from Working Memory Figure 6 . Reaction times (RTs) in Experiment 1, single-access conditions (top: first argument retrieved from working memory; bottom: second argument retrieved from working memory). Error bars are 95% confidence intervals for within-subjects comparisons computed by the method of Bakeman and McArthur (1996) . Predictions of the best-fitting model are presented as asterisks. repet ϭ repetition; sw-other ϭ switch to other; sw-new ϭ switch to new. from WM in the next equation, or the other way around, did not help. A comparable repetition benefit for the visually presented digit was not found in the single-access (first) condition and was also not found in Experiment 1 of Oberauer (2003), which realized a single-access (first) condition. Thus, the repetition benefit for the visually given digit seems to occur only when that digit takes the role of the first argument in the equation. One possible explanation for the split-focus effect is that the focus of attention-on the trials in which digits are not chunked-accesses either one or both digits in a serial fashion, with a preference for focusing on the WM digit and a preference for focusing on the first digit of the equation. In the single-access (first) condition, the two preferences converge on a strong bias of accessing the first digit most of the time. In the single-access (second) condition, the two preferences guide the focus to different digits. In most cases, the focus would end up holding the second digit-the one selected from WM-but in some cases, it would hold the first digit, and these cases would create the benefit for conditions in which the first digit is repeated. This benefit would be additive with the other effects and therefore would emulate a split-focus effect (see Footnote 2). Consistently across both single-access conditions, we found a small amount of speed-accuracy trade-off for the serial-access models. When the digit taken from WM was repeated, latencies were substantially shorter, whereas error rates slightly increased. We can only speculate about the cause of this unexpected effect. Perhaps participants, upon noticing a repetition of the color cue, sometimes reused not only the digit associated to that color that they still held in the focus of attention but inadvertently also reused the task set (i.e., the operation sign) or the other argument of the preceding equation, or both. Such a tendency could come about from associations between task sets and the objects they have been applied to (Koch, Prinz, & Allport, 2005; Waszak, Hommel, & Allport, 2003) . Reusing the operation sign as well as the digits results in a fast response, because no new result needs to be computed, but the result would be wrong in all trials included in our analysis because we included only trials in which the operation sign changed from the preceding equation.
The dual-access condition resulted in a pattern clearly distinct from that of the two single-access conditions. The data unambiguously point towards chunking as the only processing mode when both digits had to be selected from WM. Different from the single-access conditions, the free-chunking predictor rather than the ordered-chunking predictor explained the data best, implying that the digits packed into a chunk are not bound to their argument roles, and repeating both digits in swapped roles (condition swoswo) yielded a benefit nearly as large as that obtained with repeating them in the same roles (condition rep-rep).
Why, when chunks can have a free order in the dual-access condition, do they appear to be ordered in the two single-access conditions? There is a simple explanation: The chunk itself does not impose an order to its elements. A repetition benefit, however, can be obtained only when the participant recognizes that the chunk built for solving equation n -1 can be reused for equation n. In the dual-access condition, chunk repetition is signaled by repetition of both colors in the equation, regardless of their order. Seeing "BLUE ϩ GREEN" following "GREEN ϩ BLUE" indicates that the old chunk can be reused, and no retrieval of digits from WM is needed to realize that. In the single-access conditions, in contrast, repetition of both digits in swapped roles would not be recognizable. When "BLUE ϩ 3" follows "GREEN -2," participants cannot see that the blue circle refers to the "2" they hold in WM without retrieving that digit. Retrieving the blue digit, however, means to pull it into the focus of attention, and there it replaces the chunk used in the preceding equation. Therefore, in the single-access conditions, repeating a chunk with swapped argument roles does not lead to a repetition benefit. Only when both digits are repeated in their same argument roles (condition rep-rep) are the equations visibly similar, and participants can reap the benefit of chunk repetition. Therefore, the ordered-chunk predictor captures the chunk repetition benefit in the single-access conditions.
Experiment 2
In Experiment 2 we focused on the dual-access condition. We presented equations-consisting of an operation sign flanked by two colored circles-in two parts, varying the stimulus onset asynchrony (SOA) between them. In the condition with SOA ϭ 1,000, the color representing the first argument was displayed 1,000 ms before the color representing the second argument. With SOA ϭ -1,000, the color representing the second argument was displayed 1,000 ms before the color representing the first argument. The third condition, with SOA ϭ 0, was identical to the dual-access condition of Experiment 1; that is, both colors were presented simultaneously. Latencies were always measured from the moment the full equation was presented; thus, the asynchronous SOA conditions provide a potential preview benefit compared to the SOA ϭ 0 condition.
The purpose of the SOA manipulation was to test a prediction of the chunking models. When the WM system uses ad-hoc chunking, it needs information from both arguments of the equation to decide whether to reuse the chunk left in the focus from the preceding equation or to build a new chunk. When the two parts are presented asynchronously, the system can use one of two Note. rep ϭ repeat condition; swn ϭ switch-to-new condition; swo ϭ switch-to-other condition.
strategies: Either it waits until the second part is presented and then processes the whole equation as in the SOA ϭ 0 condition or it forfeits the potential benefit of being able to reuse the chunk from the preceding equation and starts building a new chunk with the digit that is already cued by the color presented first. The waiting strategy implies that the pattern of latencies should look the same in all three SOA conditions. In particular, the preview of half the equation in the asynchronous conditions should yield no benefit compared to the SOA ϭ 0 condition. The alternative strategy, starting a new chunk, comes at a risk. In those conditions in which the old chunk cannot be reused, starting a new one as soon as the first color cue appears creates a head start compared to the SOA ϭ 0 condition, resulting in faster measured latencies. In those conditions, however, in which the old chunk could be reused (i.e., conditions rep-rep and swo-swo), this strategy leads to a loss of the potential repetition benefit that is expected for SOA ϭ 0. As a result, the profile of latencies across the seven object-switch conditions should be relatively flat in the asynchronous conditions compared to SOA ϭ 0. A second reason for manipulating SOA is that asynchronous presentation of the retrieval cues creates a condition that disadvantages chunking and strongly encourages serial access. Whereas with chunking the focus of attention has little chance of reaping a preview benefit, with serial access the focus can fully process the digit cued first and then proceed to the digit cued second. For instance, with SOA ϭ 1,000, focusing first on the first argument and then moving to the second argument fits perfectly with the sequence of presentation. This condition, therefore, is ideally suited for the serial 1-2 model. Likewise, the negative SOA condition provides ideal conditions for the serial 2-1 model, in which the focus moves from the second to the first argument. If the WM system could flexibly choose between chunking and serial access, the present asynchronous conditions should therefore lead to a larger contribution of the serial-access predictors and a reduced contribution of the chunking predictor compared to the SOA ϭ 0 condition. Conversely, if chunking is a robust modus of operation for accessing two elements from WM that is not easily adapted to the opportunities of the task environment, the chunking predictor should be equally dominant in all three SOA conditions.
Method
Participants. Twenty participants from the University of Bristol community (12 women and 8 men) between the ages of 17 and 35 years took part in Experiment 2. All had full color vision and normal or corrected-to-normal vision.
Materials and procedure. Materials and procedure were the same as in Experiment 1 with the following exceptions: All equations consisted of two colored circles. The equations were presented in two parts. In trials with SOA ϭ 1,000, the colored circle on the left side, together with the operation sign, appeared 1,000 ms before the circle on the right side. In trials with SOA ϭ Ϫ1,000, the circle on the right side, together with the operation sign, appeared 1,000 ms before the circle on the left side. In trials with SOA ϭ 0, the whole equation was presented at once, exactly as in the dual-access condition of Experiment 1. SOA was varied between trials in a random order but held constant for all equations within one trial. All latencies were measured from the moment the whole equation was presented, so that the asynchronous SOA conditions provide a partial preview of the equation, the processing of which did not count toward the measured latency.
Experiment 2 consisted of three sessions (approximately 1 hr each) on different days. Each session consisted of two blocks of 19 trials each. At the beginning of each session there were 10 practice trials, which were excluded from analysis.
Results
Error rates were comparable to the dual-access condition in Experiment 1, with 9.9% for the zero SOA, 9.4% for the positive SOA, and 9.6% for the negative SOA. Latencies of error responses were excluded from analysis. Outliers, defined as in Experiment 1, were removed (2.4%, 1.7%, and 1.4% in the conditions with zero, positive, and negative SOA, respectively).
The mean RTs for the SOA ϭ 0 condition are displayed in Figure 8 ; those for the positive and the negative SOA conditions are shown in Figure 9 . We tested the predictions outlined in the introduction to Experiment 2 by fitting regression models to the three SOA conditions simultaneously, thus accounting for 3 ϫ 7 means. The modeling strategy was to start with a very basic model informed by the results of Experiment 1 and enriching it step by step with predictors that test specific hypotheses. The basic model consisted of the free-chunking predictor applied in all SOA conditions and two predictors capturing general preview benefits in the two asynchronous SOA conditions. The free-chunking predictor, applied equally to all SOA conditions, represents the assumption that the focus of attention always waits until the full equation is presented. The preview predictor for SOA ϭ 1,000 was set to Ϫ1 for all seven object-switch conditions with positive SOA and to 0 for all conditions with the other two SOA values. This preview predictor therefore represents the advantage from previewing the first argument. Likewise, the preview predictor for SOA ϭ Ϫ1,000 was set to Ϫ1 for the seven object-switch conditions with SOA ϭ Ϫ1,000, and to 0 for all conditions with the other two SOA values, thus representing the advantage of previewing the second argument. The general preview predictors were meant to reflect preview benefits that were constant for all object-switch conditions. For instance, participants could use the preview time for perceptual processing of the first-presented color cue and anticipatory eye movements to the location of the other color cue. They could also use the preview for task-set switching between addition and subtraction, because the operation sign was always included in the preview stimulus.
Starting from this basic model with the free-chunking predictor and the two general previous predictors, we first added two serialaccess predictors tailored to the affordances of the asynchronous SOA conditions. A preview-serial 1-2 predictor was applied to the positive SOA condition only, because this condition was ideally suited for the focus to move from the first to the second argument. Doing so would result in a benefit in the positive SOA condition, relative to SOA ϭ 0, specifically in the conditions in which the focus can repeatedly use the second argument of equation n -1 as the first argument of equation n. To capture this benefit, the preview-serial 1-2 predictor was set to Ϫ1 in the two conditions that afford this (i.e., swo-swo and swo-swn) and to 0 in all other conditions. Thus, the preview-serial 1-2 predictor equals the serial 1-2 predictor in Table 1 after subtracting 1, applied to the positive SOA condition only. Likewise, we applied the predictor previewserial 2-1 to the negative SOA condition to account for the benefit expected in that condition when the focus moved from the second to the first argument. A benefit is expected when the first argument of equation n -1 is repeated as the second argument of equation n (i.e., conditions swo-swo and swn-swo). In the negative SOA condition only, these two conditions were set to Ϫ1 in that predictor; all other conditions were set to 0. We added these two predictors individually to the basic model. In both cases, this led to no substantial improvement of fit, with a likelihood ratio of 2.07 ( p ϭ .35) for adding preview-serial 1-2 and of 0.86 ( p ϭ .64) for adding preview-serial 2-1. In both cases, AIC and BIC increased, confirming that the added free parameters were not worth the negligible increase in likelihood. We conclude that the asynchronous presentation did not induce serial access.
Next, we added the preview-free-chunking predictor to the basic model. This predictor captures the expected effect of starting a new chunk upon seeing the preview stimulus in the conditions with positive and negative SOA. When starting a new chunk in the preview period, latencies should be shorter than in the SOA ϭ 0 condition, except in the two conditions in which the chunk from equation n -1 could have been reused (i.e., rep-rep and swo-swo), in which case latencies should be longer than those in the SOA ϭ 0 condition. Thus, preview-free-chunking is the mirror image of free-chunking and is computed as .5 minus free-chunking for the positive and the negative SOA conditions; in the zero SOA condition this predictor is set to zeros throughout because this condition affords no preview. Thus, the preview-free-chunking predictor represents the interaction between SOA (zero vs. asynchronous) and the free-chunking predictor. Adding the preview-freechunking predictor resulted in a substantial improvement of fit (see Table 4 ). Its regression weight of 0.46 implies that, in the asynchronous SOA conditions, the net advantage of the conditions that afforded reusing the previous chunk over those conditions that did not was diminished by 460 ms. The final model is summarized in Table 4 ; its fixed-effect estimates are shown as asterisks in Figures  8 and 9 . To investigate potential speed-accuracy trade-offs, we applied all predictors in Table 1 to the error proportions. No predictor led to an improvement of model fit over the null model (i.e., a model with only the intercept). Thus, error rates did not differ substantially across conditions in a way correlated with any of our predictors.
Discussion
The results of the second experiment provide a clear confirmation of chunking as the dominant mode of operation in the dualaccess paradigm with a mental arithmetic task. Despite creating conditions that were particularly suitable for serial access and not favorable to chunking, the single-access predictors did not account for any systematic variance in the data. Rather, the free-chunking predictor accounted for the largest part of the variance across all three SOA conditions. In addition, the data confirmed a prediction following from the chunking hypothesis: With asynchronous presentation, the advantage of those conditions that afford reusing the chunk from the preceding equation should diminish relative to the SOA ϭ 0 condition, because on some trials participants forfeit the possible advantage of reusing the existing chunk and start over building a new chunk without full knowledge of the equation. This prediction was reflected by the preview-freechunking predictor, which turned out to capture a substantial part of the variance in the data.
We conclude that, when the task requires access to two digits from WM, the focus consistently chunks the two digits into a free, not-ordered chunk, even in conditions where chunking implies sacrificing potential benefits-either those of using the preview time for processing or those of reusing the chunk carried over from the preceding equation. The robustness of the chunking model suggests that, at least in the dual-access paradigm with mental arithmetic, chunking is not a strategy chosen among alternatives but rather the only option the focus actually has. The alternative models-obtaining the two digits from WM serially, expanding the focus, or splitting it-might just not be possible.
Expanding the focus and splitting the focus might not be feasible strategies for the dual-access paradigm simply because the focus of attention is structurally limited to holding one chunk at a time. Serial access to two digits from WM might be unfeasible because when the focus moves to the second digit, it loses the first digit. To keep both digits the focus would have to place the digit selected first into a buffer before moving to the second digit. If no such buffer is available, the serial-access model is not suited for solving the problem of selecting two digits from WM. Serial access might still be an option in conditions where only one digit has to be retrieved from WM and the other is perceptually given, as in the single-access conditions of Experiment 1. For instance, a perceptually given digit could be processed by a separate attention mechanism tuned to perceptual input rather than the contents of WM, and thus, each digit would be selected by its own attentional device. Alternatively, one could argue that no attention is needed for the visually presented digit because the visually displayed part of the equation is the only digit presented on the screen at any time, and thus, no selection is required. The situation is different for the digit to be taken from WM, because four digits are held in WM, and the relevant one has to be selected from them. A fruitful avenue toward investigating the interplay of perceptual attention and attention to WM would be to increase the selection demand for the perceptually given information in the single-access conditions of Experiment 1.
Experiment 3
In the final experiment we investigated access to two locations in WM in a spatial task. Participants remembered the locations of four elements (the digits 1 to 4) in a 4 ϫ 4 grid. They updated the digit's locations according to instructions such as "put 2 to the left of 3." In more general terms, each updating step involved moving one digit, called the moved digit, into the cell immediately left of, right of, above, or below the other digit, called the relatum.
We selected this task for three reasons. First, it provides a generalization of our investigation to spatial WM. Second, the new task places different demands on the focus of attention than the arithmetic task, as we explain below. Third, the relational instructions used in this experiment bridge the present work on access to WM with research on reasoning with spatial relations; we elaborate on this link in the Discussion section for this experiment.
The spatial updating task differs from the arithmetic task in that it does not require retrieval of information about two elements. In the spatial task it is not necessary to access the current locations of Note. Mean weights are unstandardized regression weights for fixed effects; they reflect the size of the effect of each predictor on the reaction time scale. Their standard deviations are estimates of the random effects (when zero, the random effect was dropped from the model). CI ϭ upper and lower limits of confidence intervals for the estimation of fixed effects, computed by the intervals function of nmle; L-ratio ϭ likelihood ratio of complete model to model with effect removed (all ps Ͻ .001); ⌬BIC and ⌬AIC ϭ changes in Bayes information criterion (BIC) and Akaike information criterion (AIC), respectively, when removing effect (positive values mean decrease of fit); SOA ϭ stimulus onset asynchrony.
both digits. Rather, the focus must access the current location of the relatum and, in addition, must select the as-yet empty new location of the moved digit to bind that digit to this new location. Knowledge of the old location of the moved digit is not necessary, because wherever it was before, the moved digit's new location is fully determined by the relatum's location and the spatial relation in the instruction. Therefore, a repetition benefit should be expected if and only if the relatum of instruction n is held in the focus of attention after completion of instruction n -1. There are four scenarios to be considered as variants of this hypothesis; these scenarios map onto four different sets of predictors for the regression analysis. The predictors for Experiment 3 are summarized in Table 5 . In the first scenario, the focus always holds only the relatum of each instruction. In that case, a repetition benefit would be found only when the relatum of instruction n -1 is repeated as the relatum of instruction n. This prediction is captured by predictor Serial R-R in Table 5 (because the relatum is the second digit mentioned in each instruction, this predictor corresponds to Serial 2-2 in Table 1 ). This scenario is implausible, however, because it does not explain how WM can place the moved digit in its new position without ever focusing on it.
The second scenario is that the focus of attention starts on the relatum and moves from there to the new position of the moved digit, following the direction in the instruction. At the completion of instruction n -1, the focus would be on the location of the moved digit. A repetition benefit would be expected if the moved digit of instruction n -1 figures as the relatum of instruction n. For instance, when given "put 2 above 3" as instruction n -1, the focus would move from 3 to 2. If instruction n is "put 1 to the left of 2," the focus is already on the relatum 2 and can directly move left to find the new location of 1. This process would be faster than the retrieval of a new relatum, such as when instruction n is "put 1 to the left of 4." The predicted pattern of repetition benefits following from the second scenario is represented by the predictor Serial R-M in Table 5 (corresponding to Serial 2-1 in Table 1 ).
The third scenario is that the focus of attention starts on the relatum of instruction n -1 and then expands to take in the location of the moved digit as well. At the end of instruction n -1, it would hold both the relatum and the moved digit. Thus, at the end of an instruction "put 2 above 3," the focus would hold two elements, the locations of 2 and 3. If the relatum of instruction n matches either the relatum or the moved digit of the preceding instruction, a repetition benefit ensues (e.g., for "put 4 to the right of 3," as well as for "put 4 to the right of 2"). This prediction is represented by the new predictor relatum, which is set to 0 for all conditions in which any of the digits used in instruction n -1, regardless of their role, are repeated as the relatum of instruction n.
The fourth scenario is that the focus starts at the relatum of instruction n -1 and then stretches out in the direction specified by the spatial relation to build a chunk that integrates both the relatum and the moved digits in its new location. Thus, at the end of an instruction such as "put 2 above 3," the focus would hold a chunk that represents the relation "two-above-three" as a single unit. A repetition benefit would be expected if the following instruction n uses both digits again in the same roles, as for instance, "put 2 below 3." This instruction could be followed by rotating the chunk in space without having to unpack it. Thus, the fourth scenario can be captured by the ordered-chunking predictor.
If the fourth scenario is correct, an additional repetition benefit could also be expected if instruction n uses one of the elements included in the chunk as its relatum. For instance, following "put 2 above 3," the next instruction could be "put 4 below 3." The focus of attention could not use the "two-above-three" chunk again; it has to abandon that chunk and start again by searching for the location of the relatum, 3. That relatum, however, is easy to find, compared to a new digit, because it must be close in space to the "two-above-three" chunk. The old chunk therefore serves as a very effective search cue for the new relatum's location. Thus, repeating an element of the chunk built for instruction n -1 as the relatum of instruction n can be expected to be faster than retrieving a new digit's location as the relatum. The repetition benefit from having the next relatum in close vicinity is captured by the predictor relatum introduced above; this predictor codes a benefit for all conditions in which the relatum of instruction n is one of the elements involved in instruction n -1. In the context of the fourth scenario, the predictor relatum is assumed to represent a relatively small effect in addition to an effect of ordered chunking. Note. The first two indented rows indicate the switching condition of the relatum (R) and the moved (M) digit, respectively, for each of the seven joint conditions at the heads of the columns. The remaining rows represent the predictors, which contain a 1 for the conditions with no repetition benefit, 0.5 for conditions with a small repetition benefit, and 0 for conditions with a large repetition benefit.
In addition to the four predictors representing these four scenarios, we also tested the hypothesis that an expanded focus or a split focus take in both digit locations at the same time. These hypotheses are represented by the expand and the split predictors, respectively, as in the first two experiments.
Method
Participants. Twenty-one participants (16 women and 5 men) between the ages of 19 and 34 years took part in Experiment 3. All had full-color and normal or corrected-to-normal vision.
Design and materials. The design involved the same seven switch conditions as in the first two experiments, generated by crossing two object-switch variables: (a) switching of the moved digit, with three levels: repetition, switch to the relatum of the previous step, switch to a new digit; and (b) switching of the relatum, with three levels: repetition, switch to the moved digit of the previous step, switch to a new digit. Two of the nine cells of that design resulted in using the same digit as relatum and moved digit and were thus excluded, leaving seven design cells. Each design cell could be realized with four spatial relations, "to the left of," "to the right of," "above," and "below." Thus, the complete design had 28 cells.
A computer program constructed 12 blocks of 14 trials each. A trial consisted of the initial locations of the four digits in the 4 ϫ 4 grid, selected at random with the constraint that no two digits occupy the same cell, and nine updating instructions, selected at random with the constraint that the new location of the moved digit never fall outside the grid and that two digits never occupy the same location. All updating instructions except the first were classified into one of the 28 design cells, and the program constructed trials such that each design cell was repeated four times in each block of 14 trials.
Instructions for all possible combinations of moved digit (1 to 4), relatum (1 to 4), and spatial relation were digitally recorded by a female English speaker. All sound files with the instructions were edited to 2 s of spoken duration by stretching or squeezing the original sounds using the Transform function of Cool Edit 2000 software (Audacity Developer Team, 2007) .
Procedure. The sequence of events in a trial is illustrated in Figure 10 . The word "START" (displayed on the screen for 1 s) initiated the beginning of a trial. After 100 ms, the digits 1 to 4 were presented simultaneously in four random locations in a 4 ϫ 4 grid. Participants had to try to remember which digit was presented in which cell of the grid. Once participants had learned the positions of all four digits, they pressed the space bar to continue, whereupon the digits were erased. Then nine instructions were played (one by one) through headphones, telling participants to move one of the digits to a new position. For instance, if the first instruction was "put 2 above 1," participants would mentally move the 2 to the cell directly above the 1. Participants had to try to remember the new position of the digit, as well as the old positions of the other three digits. Participants were instructed to press the space bar once they were ready to continue with the next instruction. Latency was measured from the end of the spoken instruction to the participant's response. The interval between the response to instruction n and the onset of instruction n ϩ 1 was 200 ms. The empty black grid remained on the screen until the response to the last instruction.
After the response to the last instruction in the series, an empty red grid appeared on the screen, and a series of four questions was played through the headphones, for example, "Where is 3?" Participants had to click with the mouse on the final position of the digit asked for in the question. The next question was played 200 ms after that response. Following the mouse click to the last question in a trial, a summary of the accuracy for the recall of the final position of the digits (e.g., "3 out of 4 correct") was displayed for 1,500 ms. After an intertrial interval of 200 ms, a new trial began with the word "START" displayed on the screen for 1 s.
There were four experimental sessions of 1 hr each, scheduled on different days. Each session consisted of three blocks of 14 trials each. Because pilot testing showed that the spatial task was more difficult than the arithmetic task, we regarded the full first session as a practice session and excluded it from analysis. In addition, each session started with three practice trials, also excluded from data analysis.
Results
Accuracy could not be assessed for individual updating steps in each trial, as in Experiments 1 and 2, but only for the recall of each digit's final position. On average, participants reported 2.67 (SD ϭ 0.91) of the 4 final positions correctly. One participant with exceptionally low accuracy (0.63 out of 4 correct) was excluded (the results did not change qualitatively with this participant included). Limiting analysis to only perfectly correct trials would have eliminated nearly all trials. We therefore placed a cutoff such that at least 3 out of 4 positions must be recalled correctly for a trial to be included. Outliers, defined as in the previous experiments, were removed (2.0%).
The mean RTs for the seven conditions are displayed in Figure  11 . The best-fitting model included the ordered-chunking predictor and the relatum predictor; its fixed-effect estimates are shown as asterisks in Figure 11 . This model, summarized in Table 6 , corresponds to the fourth scenario in the introduction to this experiment: The focus of attention starts implementing each instructed movement by focusing on the relatum, then stretches out to build an ordered chunk that includes the new location of the moved digit. When the next instruction involves both digits involved in that chunk in the same order (i.e., condition rep-rep), a substantial repetition benefit of more than 600 ms ensues because the existing chunk can be reused. When only the next instruction's relatum is one of the digits included in the chunk, the focus cannot use the old chunk, but it can find the relatum that forms the seed for the new chunk easily. The benefit of having the relatum of the new chunk nearby the location of the old chunk is reflected by the relatum predictor. In this experiment it amounted to about 400 ms.
We also tested the other three scenarios discussed in the introduction to this experiment. They all fit much worse than the fourth scenario; the best alternative (the third scenario, with the relatum predictor only) had a fit of 30.0 BIC units worse than the fourth scenario.
Discussion
The results of Experiment 3 support, once again, the hypothesis that the focus of attention builds chunks to accomplish relational processing. Given the instruction to place a moved digit A in a specific spatial relation with a relatum B, the focus starts selecting the relatum B as a point of reference and uses the information in the relational term (e.g., "to the left of") to find the new location of the moved digit A. Rather than moving to the new location, leaving B behind, the focus stretches out to include both A and B. This does not mean, however, that both digits and their locations are held in the focus as separate entities, as would be the case if the focus expanded. Rather, the two digits and their spatial relation are integrated into an ordered chunk. The evidence supporting ordered chunking over expansion comes from the finding that the repetition benefit is substantially larger when both digits are repeated in their roles (condition rep-rep) than when both are repeated in swapped roles (condition swo-swo) or when only one of them is repeated. In addition, repeating the relatum yielded a substantial repetition benefit even when the moved digit changed, whereas repeating only the moved digit resulted in hardly any repetition benefit. This asymmetry of repetition benefits for the two elements is captured by the relatum predictor. It arises because the present task requires retrieving the current location of the relatum but not the location of the moved digit.
The task used in Experiment 3 is related to tasks of spatial comprehension and spatial reasoning, in which people build spatial mental models from descriptive statements such as "the school is to the left of the hospital" or "on top of the red block is the blue block" (Goodwin & Johnson-Laird, 2005; Huttenlocher, 1968; Mani & Johnson-Laird, 1982) . These mental models are constructed in WM , and their construction is likely to involve processes similar to those used in the present spatial updating task. In particular, each descriptive statement can be interpreted as an instruction to place one entity relative to another entity that serves as its relatum. Hörnig, Oberauer, and Weidenfeld (2005) have shown that this process is easier when the relatum of a statement is already part of the mental model constructed from a preceding statement, compared to when the relatum is a new entity. They called this observation the relatum ϭ given principle. For instance, consider the two statements "A is to the left of B" and "C is on top of B." The first statement gives rise to a mental model of the relation between A and B. The second statement is relatively easy to process because the existing model can be incremented by placing C on top of its relatum B. For comparison, consider "A is on the left of B" and "B is below C." Here, the relatum of the second statement is new, and processing is more difficult. Importantly, a processing benefit for the second statement is also observed when its relatum was not the relatum of the first statement, such as in "A is on the left of B" and "C is below A." Thus, a processing benefit is found whenever the relatum of the second statement is already given as part of the first statement, regardless of its role in the first statement. The same principles seem to govern reasoning with temporal relations such as "the train stopped before the conductor fell," and comparative relations such as "Jim is faster than John" (Oberauer, Hörnig, Weidenfeld, & Wilhelm, 2005) . The relatum ϭ given principle governing integration of descriptive spatial statements corresponds exactly to the effect of the relatum predictor in the present experiment: An instruction is processed faster if its relatum is one of the entities used in the preceding instruction, regardless of what role that entity had in the preceding instruction. We feel justified, therefore, to generalize our conclusion about WM processes from the present experiment to the integration of descriptive sentences as studied by and other researchers investigating relational reasoning (e.g., Goodwin & Johnson-Laird, 2005) .
Reasoning with relations can thus be described as follows. Given a statement of the form "A is related to B" (where A and B can refer to objects and events and "is related to" can stand for any specific spatial, temporal, or comparative relation), the focus of attention first establishes a representation of the relatum B in WM and then adds A in the prescribed relation to B, thus forming a chunk of the A-B relation. When the next statement uses one of the two already given elements, A or B, as relatum, then the focus can find this element easily and use it as the seed for a new chunk. For instance, a second statement "C is below A" is processed by abandoning the A-B chunk, finding A close by, and then stretching out to the location below A, where C is placed. As a result, the focus now holds a new chunk of the A-C relation. In contrast, when the second statement introduces a new entity as its relatum, such as "A is above C," the focus has to establish C as a new object in a new location in WM. Then the focus stretches out in the direction indicated by the relation, searching for A above C-if A is not found, the focus has to select a new place for C and try again. Eventually, the focus finishes holding a chunk of the A-C relation, but the process leading there is more complicated and time demanding. An alternative strategy is to translate "A is above C" into "C is below A"; this again costs extra time.
General Discussion
Working memory (WM) is often characterized as a system for short-term maintenance and processing of information. Surprisingly little research has been done on how the information temporarily held in WM is processed. The present work asks how the information to be used in cognitive operations is selected from the set of representations currently held in WM. The mechanism selecting representations for cognitive operations is called the focus of attention in WM. The specific question addressed in this work is how the focus of attention selects representations for processes that involve more than one element, such as adding two digits, integrating two words in a sentence, placing one object to the left of another in space, determining the sequence of two action steps, or comparing two entities. Such processes form the basic steps of many complex cognitive tasks such as solving equations, language comprehension, reasoning about relations, action planning, and inductive reasoning. They pose a challenge for any theory that assumes that the focus of attention is strictly limited to holding a single representational unit (i.e., a single chunk) at a time.
We tested a number of alternative models, and mixtures of models, of how the focus of attention selects two elements in WM. The best-fitting mixture of models varied across experiments, but they all shared a model that assumed chunking of two elements into a single unit. Thus, our results converge on the conclusion that the focus of attention uses ad-hoc chunking to select two elements in WM for processing.
Ad-Hoc Chunking and Relational Processing
The empirical signature of chunking in the dual-access paradigm is a repetition benefit that is limited to transitions in which both elements are repeated. This benefit for repetitions of both Note. Mean weights are unstandardized regression weights for fixed effects; they reflect the size of the effect of each predictor on the reaction time scale. Their standard deviations are estimates of the random effects (when zero, the random effect was dropped from the model). CI ϭ confidence intervals for the estimation of fixed effects, computed by the intervals function of nmle; L-ratio ϭ likelihood ratio of complete model to model with effect removed (all ps Ͻ .001); ⌬BIC and ⌬AIC ϭ changes in Bayes information criterion (BIC) and Akaike information criterion (AIC), respectively, when removing effect (positive values mean decrease of fit).
elements has been observed in all conditions of our experiments. In the experiments with the arithmetic task, the repetition benefit was found regardless of whether the two repeated elements changed their roles in the equations, thus pointing to a free chunk that does not preserve the binding between each digit and its role. In the experiment with the spatial task, the repetition benefit from chunking was limited to repetitions of both digits in the same roles as relatum and as moved digit, respectively. The latter finding points to an ordered chunk in which elements are bound to their roles, and when the roles are swapped, the chunk cannot be reused. This difference between the arithmetic and the spatial task can be explained by their different demands. In the arithmetic task, the roles of digits in the equation are not strictly necessary to compute the result. This is obvious for addition, but it holds also for the subtraction equations in our experiment, when the following assumption is made: Rather than taking "x -y" as input and computing the result, the arithmetic module might take the unordered pair "x, y" as input and return their absolute difference. The sign of the difference is immaterial because participants knew that the results of all equations were limited to the range of 1 to 9. In the spatial task, in contrast, the roles of relatum and moved element are essential for correct placement of the elements: "Put A above B" results in a different arrangement than "put B above A." Therefore, the chunks formed in the arithmetic task did not need to include role bindings, whereas those formed in the spatial task did.
A Narrow Focus of Attention in Working Memory
The chunking hypothesis is compatible with the assumption that the focus of attention is limited to hold one chunk at a time (Garavan, 1998; McElree, 2001; McElree & Dosher, 1989; Oberauer, 2002) . Therefore, the present results provide evidence for the assumption of a focus of attention in WM that is limited to a single representational unit, while at the same time demonstrating that a unit does not necessarily correspond to a nominal unit of the task (e.g., digits in the arithmetic task). The WM system apparently has remarkable flexibility in forming ad-hoc chunks. Using a recognition paradigm, McElree (1998) has already provided first evidence that the focus of attention can hold several items when their semantic relatedness supports chunking them (for further supporting evidence, see McElree, 2006) .
The present results call into question an alternative view of the focus of attention. In the theory of Cowan, the focus of attention can flexibly expand to hold up to four chunks . If that were the case, we should expect that the expand predictor would carry a substantial weight in explaining repetition benefits in the present experiments; this was not what we found.
The lack of empirical support for the expand predictor also speaks against an explanation of repetition benefits (or objectswitch costs) in terms of a recency gradient of activation. All previous research on the object-switch effect has used a singleaccess paradigm. With that paradigm it is not possible to rule out an explanation of the object-switch effect by a recency gradient: The object last accessed might be more available than other objects simply because it was most recently used and therefore is still activated highest. Such an explanation does not require the concept of a focus of attention at all.
With the dual-access paradigm, the recency-based account of object-switch effects can be distinguished from an explanation referring to a focus of attention. If the speed of accessing an object is a function of only its current level of activation, which depends on the recency of its use, then repetition benefits for recently used objects should be independent of each other. That is, if one of the two objects figuring as arguments in the preceding operation is reused in the present operation, a repetition benefit should occur, regardless of whether the other object from the preceding operation is also reused. In other words, there should be no interaction between the repetition status of one argument and the repetition status of the other argument. This purely additive model of repetition benefits is just what the expand predictor represents. The data, in particular those of Experiments 1 and 2, clearly show that repetition benefits are not additive.
7 A repetition benefit was found only when both objects were reused jointly, not when only one of them was repeated. This pattern clearly rules out an explanation of repetition benefits on the basis of a recency gradient alone, and by implication, strongly supports the notion of a focus of attention. This is not to say that a recency gradient of activation or availability does not exist. There is compelling evidence for a recency gradient of availability for items outside the focus of attention, which is evident both in latencies and accuracies (Oberauer, 2003 (Oberauer, , 2006 Verhaeghen & Basak, 2005) . A full explanation of the speed of access to information in WM will have to include the notion of a focus of attention that speeds up access to the chunk it holds as a whole and a recency gradient of accessibility for information outside the focus. Studies measuring full speedaccuracy trade-off functions (McElree, 2006; McElree & Dosher, 1989) have shown that the repetition benefit for a chunk in the focus of attention reflects an increase in processing rate, whereas the benefit from accessing recent items outside the focus reflects only a higher asymptote of the speed-accuracy trade-off function for more recent items.
Finally, the lack of support for the expand predictor also helps to rule out an explanation of object-switch effects in terms of perceptual priming. In our experiments, as in most previous experiments on the object-switch effect, repeated access to the same object involves cueing with the same cue as before. In Experiments 1 and 2, colors served as cues to digits, and in Experiment 3, spoken digits served as cues to spatial locations. It could be that repetition benefits arise simply because processing of the cues is facilitated by their repetition (Li et al., 2006 ; for an analogous argument in the task-switching literature see Mayr & Kliegl, 2003) . In the dual-access paradigm, repetition benefits from priming of cues, like those from activation of individual objects, should be additive, so that repeating one cue should yield a partial benefit in between repetition of both cues and switching of both cues. This translates into the pattern predicted by the expand model, which was not supported by our data. 7 At the request of one reviewer, we computed conventional ANOVAs to test the critical interaction. As can be seen in Figure 4 , for ordered chunking, an interaction is predicted only for repetition versus switch to a new element; for free chunking, this interaction is also predicted for switch-to-other versus switch-to-new. In all cases, both interactions were significant (smallest F ϭ 6.7, largest p ϭ .018), with the exception of the interaction for swo versus swn in Experiment 3 (F ϭ 3.7, p ϭ .07), for which the model analysis identified ordered chunking instead of free chunking. Thus, the ANOVAs are in agreement with the model-based analyses.
A Broader View on the Engine of Thought
Zooming out from the issues discussed so far, we can place the present work in the context of a broader question: What is WM good for, and how does it accomplish its function? WM is the system responsible for holding information available for complex cognitive activities such as language comprehension, planning, and reasoning. All these activities involve the representation and processing of relational information, that is, information on how two or more elements (e.g., objects, events, words) are related to each other. For instance, in language comprehension we constantly relate verbs to subjects and objects and build mental models of what is spoken about by relating agents to actions and their objects, relating objects to each other in space, relating events to each other in time, and making causal connections (Gernsbacher, 1991; Zwaan, Magliano, & Graesser, 1995) . Similar processes are involved in deductive reasoning, where the meaning of a set of premises is represented by mental models of their possible referents (Johnson-Laird, 1983) . In inductive reasoning tasks, such as the Raven matrices task, finding out the rule governing a set of elements requires comparing two or more elements and building a representation of their relation on the dimension of comparison. Likewise, in analogical reasoning tasks, a structural representation of the base domain must be constructed and mapped on a representation of the target domain (Gentner, 1989) .
The reliance on relational representations is the common denominator of those tasks that have been identified as depending highly on WM capacity (Oberauer, Sü␤, Wilhelm, & Sander, 2007) . Therefore, two minimal requirements for WM as a system to support activities such as language comprehension and reasoning are that it can hold relational representations and that it has a mechanism for processing relations. The embedded threecomponents framework (Oberauer, 2002 (Oberauer, , 2007 provides a sketch of a system that meets these requirements; it has motivated the present work, and we use it here to explain how the WM system enables complex cognition.
The framework assumes three components of WM: the activated part of long-term memory, the region of direct access, and the focus of attention. Holding relational representations is assumed to be the function of the direct-access region. This component is responsible for building and maintaining temporary bindings between representations of content elements (e.g., objects, events, persons, words, numbers) and their locations in a cognitive coordinate system (e.g., their location in space and time), as well as bindings between content elements and their roles in schematic structures (e.g., the role of agent in a proposition or the role of effect in a causal schema). In the present Experiments 1 and 2, for instance, temporary bindings between digits and their colors must be established and maintained. 8 In Experiment 3, the digits must be bound to their positions in space. These bindings are maintained in the region of direct access.
The focus of attention has the function of providing selective access to the representations that are to be processed. Thus, the focus is the interface between the contents of WM (i.e., the representations held in the direct-access region) and the processing system. Cognitive operations acting on relational representations must be sensitive to relations and must be able to manipulate relations. Therefore, not only individual elements but also their relations must be selected by the focus of attention as input, and received as output, of operations. This means that the focus must select at least two elements, together with their roles in their relation. For example, in a spatial reasoning task one cognitive operation could be to build a representation of the premise "A is to the left of B." The procedure for this operation needs as input information about the location of B, together with its role as the relatum, and it produces as output information about the locations of both A and B. Thus, the focus starts by accessing the location of B, then stretches out to include the new location of A, and ends with holding both A and B in their respective locations. This outcome is fixed in the direct-access region of WM by binding A to its new location in mental space; once that is done, the focus of attention can select new representations. Likewise, in an inductive reasoning task, one operation would be to compare two objects, A and B. This operation needs as input both A and B, together with the information that, say, B is to serve as the relatum (i.e., the standard of comparison) and A is the compared object. The operation produces as output information about the relation between the two objects, for instance, "A is larger than B." This result would be established in the direct-access region of WM by binding A to a location above B on the size dimension in a mental feature space.
We have seen that the focus of attention uses ad-hoc chunking to accommodate relational information within its limit to hold only a single chunk. Besides offering a way around the limitation of the focus, ad-hoc chunking also enables building and evaluating relations between relations (Halford et al., 1998) . For instance, the spatial-location task can be extended to include instructions such as "put A between B and C" (for an extension of the relatum ϭ given principle to reasoning with "between," see . To process this instruction, the focus would form a chunk of the B-C relation and use it as the relatum for A. As a result, a new chunk is formed that represents the whole B-A-C complex. Likewise, the result of one comparison between two objects can in turn be compared to the result of another comparison, resulting in judgments such as, "the size difference between A and B is larger than that between C and D." This kind of reasoning, dear to us all, underlies the evaluation of interactions between experimental variables. Similarly, analogical reasoning involves noticing a similarity relation between two relations, as in, "horse is to cart as motor is to car," or, "the focus of attention in WM relates to cognitive action as visual attention relates to physical action." Thus, chunking affords a way of building representations of higher order relations with a mechanism that does not process anything more complex than a binary relation.
The ad-hoc chunks held in the focus include the objects on which cognitive actions operate, and their relations, but not the information specifying the actions themselves. For instance, in the arithmetic task of Experiments 1 and 2, the two digits are combined into a chunk but the operation sign is not. In the spatial task of Experiment 3, the two object locations are chunked, but the instructed direction in which the focus of attention stretches out from the relatum to find the moved object's location is not part of the chunk. Otherwise, the chunk could not be used again with a repetition benefit when the operation sign, or the spatial direction, is changed. In Experiments 1 and 2, equations with repeated signs were excluded, and in Experiment 3, instructions with repeated directions were rare, and yet we found repetition benefits when both elements in WM were repeated across successive operations; this would not be possible if every change of operation sign, or of movement direction, implied abandoning the currently selected chunk. We conclude that the information guiding the cognitive action is not included in the chunk but rather used by the processing system to specify the appropriate task (i.e., addition or subtraction in the arithmetic task and stretching up, down, left, or right in the spatial task).
Narrow Focus-Narrow Mind?
Why is the focus of attention limited to a single chunk? Wouldn't the WM system be much more efficient if the focus could hold several independent elements at the same time, as described by the expanding-focus model or the split-focus model? The reason for the one-chunk limit could be the function of the focus of attention, which is to select representations for processing. Selection of one representation means exclusion of other candidates. When several independent representations are selected at once, as they would be by an expanded focus, they could be confused with each other or, in the case of distributed neural representations, overlay each other to create a new pattern that does not resemble any of them individually (the so-called "superposition catastrophe"; cf. Bowers, 2002) . Even with a split-focus architecture in which two objects are selected but assigned different roles within a focus with two compartments would not avoid confusion and cross-talk completely unless the separation of the two objects is perfect. The brain is a highly interactive system in which complete compartmentalization of representations, in particular when they come from the same category (such as two digits, or two spatial locations within the same grid), is difficult and perhaps impossible. Chunking, in contrast, does not create confusion or superposition problems because a chunk is a single, new representation in which the components do not exist as separate entities (for discussions of how chunking can be accomplished in neural networks, see Halford et al., 1998; Plate, 2003) . Thus, the limitation of the focus of attention to a single chunk should not be bemoaned as a capacity limit that restricts our cognitive efficiency but rather as a means for maximizing the efficiency of the selection of contents for processing. Selecting a single representation at the exclusion of others might simply be the cleanest solution to that problem.
The narrow limit on the focus of attention matches a corresponding narrow limit on the side of the processing system: Under most circumstances, the processing system can conduct only one cognitive operation at a time (Pashler, 1994; Pashler, Johnston, & Ruthruff, 2000) . Again, this limitation seems to arise not from a structural limitation (i.e., a hard-wired "bottleneck") but reflects an organization of the cognitive system that minimizes cross-talk (Logan & Gordon, 2001; Oberauer & Kliegl, 2004) . This implies that in situations where cross-talk is unlikely-for instance, when two cognitive operations are dissimilar and operate on dissimilar inputs-the constraint to do one operation at a time can be relaxed. Indeed, with practice on a dual-task combination of an arithmetic task and a spatial task, a majority of young adults accomplished parallel processing without dual-task costs (Göthe, Oberauer, & Kliegl, 2007; Oberauer & Kliegl, 2004) . By analogy, we can speculate that the limit of one chunk at a time in the focus of attention also can be relaxed when the contents to be selected are sufficiently dissimilar to avoid any danger of confusing them (e.g., selecting one digit and one spatial position at the same time) and when participants receive a substantial amount of practice on the task.
What does this theoretical analysis imply for the limits of WM capacity? A focus limited to a single chunk might seem like a prime candidate for explaining why WM capacity is limited. This would be misleading, however. Measures of WM capacity such as the reading-span task (Daneman & Carpenter, 1980) or the operation-span task (Turner & Engle, 1989) reflect the number of elements people can recall after brief retention intervals filled with processing of unrelated material or of the memory items themselves. In the embedded-components framework, the main determinant of the ability to maintain several elements available for processing or recall is the capacity of the direct-access region, that is, its ability to hold the bindings of all these elements to their retrieval cues (in most cases, their list positions). Individual differences in WM capacity reflect primarily differences in the ability to maintain several such bindings simultaneously with little interference between them (Oberauer & Kliegl, 2006; Oberauer et al., 2007) . It is not obvious how the limited capacity of the focus of attention would have an impact on people's ability to recall items after an intervening processing episode. As we argued above, it is not clear whether a less limited focus would be advantageous, or rather increase the risk of cross-talk in processing. The narrow focus might well be a feature of optimal design. If this is so, we should not expect to find individual differences in the capacity of the focus, at least not within typical populations, because deviating from it would put efficient processing at risk.
The present work does, however, point to another potential source of individual differences, namely the ability to chunk elements ad hoc for the processing of relations or for the integration of information from several sources. The ability to rapidly chunk the elements that need to be accessed for a given task could be regarded as one aspect of the ability to control attention, which Engle, Kane, and colleagues proposed to be the common factor underlying WM capacity and its correlates (Engle, Kane, & Tuholski, 1999; Kane & Engle, 2002) . The dual-access paradigm, and the models associated with it, provide a tool for diagnosing the extent to which people chunk elements in a given dual-access task; this tool can be applied in future work to investigate individual differences in the processes involved in selective access to WM.
To conclude, we propose that WM is a system for making relational representations available for processing. It interacts with a processing system that determines what cognitive operations to apply to the contents of WM. The two systems interact through the focus of attention. By its limit to a single chunk, the focus creates a narrow channel for this interaction. The channel is narrow not because of structural or resource limits but as a means to ensure efficient selection without cross-talk. Despite its being narrow, the channel is open for relational information as long as that information is neatly packed into chunks.
