Understanding and developing a correlation measure that can detect general dependencies is not only imperative to statistics and machine learning, but also crucial to general scientific discovery in the big data age. We proposed the Multiscale Generalized Correlation (MGC) in [15] as a novel correlation measure, which worked well empirically and helped a number of real data discoveries. But there is a wide gap with respect to the theoretical side, e.g., the population statistic, the convergence from sample to population, how well does the algorithmic Sample MGC perform, etc. To better understand its underlying mechanism, in this paper we formalize the population version of local distance correlations, MGC, and the optimal local scale between the underlying random variables, by utilizing the characteristic functions and incorporating the nearest-neighbor machinery. The population version enables a seamless connection with, and significant improvement to, the algorithmic Sample MGC, both theoretically and in practice, which further allows a number of desirable asymptotic and finite-sample properties to be proved and explored for MGC. The advantages of MGC are further illustrated via a comprehensive set of simulations with linear, nonlinear, univariate, multivariate, and noisy dependencies, where it loses almost no power against monotone dependencies while achieving superior performance against general dependencies.
For any test statistic, the testing power at a given type 1 error level is the probability of rejecting the independence hypothesis when the null hypothesis is false. A test is consistent if and only if the testing power grows to 1 as sample size increases to infinity, and a valid test must properly control the type 1 error level. Modern datasets are often nonlinear, high-dimensional, and noisy, where density estimation and traditional statistical methods fail to be applicable. As multi-modal data are prevalent in much data-intensive research, a superior, intuitive, and easy-to-use method for detecting relationships is pivotal.
The classical Pearson's correlation [12] is still extensively employed in statistical methodology, machine learning algorithms, and real-world applications; it is an simple statistic that quantifies the linear association, a special but extremely important relationship. A recent surge of interests has been placed on distance and kernel-based transformation to achieve testing consistency against almost all dependencies, most notably the distance correlation (DCORR) [17, 18, 19, 20] : it is defined via the characteristic functions, can be estimated on sample data via the pairwise Euclidean distances, and enjoys testing consistency for any joint distribution of finite second moments. Notably, the idea of distance-based correlation measure can be traced back to the Mantel coefficient [11, 8] : it differs from the distance correlation only in the form of centering, gains popularity in ecology and biology applications, but does not have the consistency proof of DCORR.
Developed in parallel, the kernel-based method (HSIC) [5, 4, 14] has a striking similarity with the distance correlation: it is formulated via kernels, can be estimated on sample data via the kernel matrix, and also has the testing consistency; indeed, it has been proven in [14] that the kernel method equals the distance correlation for a certain kernel choice. Another competitive statistic is the Heller-Heller-Gorfine method (HHG) [6, 7] : by utilizing the rank information and the Pearson's chi-square test, HHG is also consistent but has better finite-sample testing powers over DCORR against a collection of common nonlinear dependencies.
As the number of observations in many real world problems (e.g., genetics and biology) are often limited and very costly to increase, finite-sample testing power is crucial for certain data exploration tasks: DCORR has been shown to perform well against monotone relationships, but not so well against nonlinear dependencies like circles, parabolas, etc.; the performance of HSIC and HHG are often the opposite of DCORR, which perform slightly inferior to DCORR against monotone relationships but excel in various nonlinear dependencies.
From another point of view, unraveling the nonlinear structure has been intensively investigated in the manifold learning literature [21, 13, 1] : by approximating a linear manifold locally via the k-nearest neighbors at each point, these nonlinear techniques have achieved successes in many branches of machine learning. The main downside of manifold learning often lies on the computational burden for choosing parameters, i.e., the number of neighbor to use or the correct dimension to embed is hard to directly estimate and often requires cross-validation. Towards a consistent method with improved finite-sample testing power, we propose the multiscale generalized correlation (MGC). By combining the distance testing with the locality principle, MGC inherits the testing consistency, enjoys a superior performance against many dependencies, and sheds insights into a number of real data applications [15] , e.g., testing brain images versus personality and disease, identify potential protein biomarkers for cancer, etc. However, previously we are mostly concerned with the practical usage of MGC on sample data and its power analysis; and there is a wide gap to cover on the theoretical side with respect to the underlying mechanism of this new correlation measure. Towards that end, in this manuscript, we aim to significantly advance our understanding of MGC: we formalize the notion of population local distance correlations and MGC, explore the theoretical properties both asymptotically and in finite-sample, and enhance the Sample MGC algorithm with theoretical guarantee and better power.
The paper is organized as follows: In Section 2, we define the population local distance correlation and population MGC via the characteristic functions of the underlying random variables and the nearest-neighbor indicators; population MGC is then shown to be a well-defined correlation measure that satisfies theoretical properties that are akin to those of the Pearson's correlation and distance correlation. In Section 3, we consider the sample local correlation on finite-sample data, prove its convergence to the population version and other desirable properties, and discuss the centering and ranking choices with respect to how DCORR and MANTEL are transformed. In Section 4, we present an algorithmic Sample MGC based on thresholding, prove its theoretical properties and advantages over DCORR, propose a theoretical-sound threshold choice, and manifest that sample MGC is valid and consistent under the permutation test. The comprehensive simulations in Section 5 exhibits the advantages of Sample MGC against state-of-the-art benchmarks. All proofs are in Section 6, and the simulation functions are presented in the supplementary material.
Multiscale Generalized Correlation for Random Variables.
2.1. Distance Correlation Review. We first review the original distance correlation in [17] . A non-negative weight function w(t, s) on (t, s) ∈ R p × R q is first defined as:
where c p =
is a non-negative constant tied to the dimensionality p, and Γ(·) is the complete Gamma function. Then the population distance covariance, variance and correlation are defined by
where | · | is the complex modulus, g · (·) denotes the exponential transformation within the expectation of the characteristic function, i.e., g x,y (t, s) = e i t,x +i s,y (i represents the imaginary unit) and E(g xy (t, s)) is the characteristic function. If either distance variance is non-positive, distance correlation is set to 0 instead. The main property of population DCORR is the following.
THEOREM. For any two random variables (x, y) with finite first moments, dCorr(x, y) = 0 if and only if x is independent of y.
To estimate the population version on sample data, the sample distance covariance is computed by double centering the pairwise Euclidean distance matrix of each data, followed by summing over the Hadamard product of the two centered distance matrices. The sample DCORR is shown to converge to the population DCORR, and is thus consistent for independence testing.
2.2. Population Local Correlations. Next we formally define the population local distance covariance / variance / correlation by combining the k-nearest neighbors with the distance covariance. For simplicity, they are named the local covariance / variance / correlation from now on, and the underlying random variables will always be assumed finite first moments unless mentioned otherwise. 4 DEFINITION. Suppose (x, y), (x , y ), (x , y ), (x , y ) are iid as F xy of finite first moments. Let I(·) be the indicator function, define two random variables
with respect to the ball B(x, x − x ) and B(y , y − y ) centered at x and y respectively. Then let · denote the complex conjugate, define
as functions of t ∈ R p and s ∈ R q respectively,
The population local covariance / variance / correlation for any
If either local variance is non-positive, the corresponding local correlation is set to 0.
The local covariance can be equivalently defined via the pairwise Euclidean distances. This is a useful alternative definition for proving certain properties, better motivates the sample version in Section 3, and suggests that local covariance is always real number, which is not directly obvious from equation 1. THEOREM 1. Suppose (x, y), (x , y ), (x , y ), (x , y ) are iid as F xy , and define
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The local covariance in equation 1 can be equally defined as
which shows that local covariance / variance / correlation are always real number.
Each local correlation is a well-defined correlation measure that satisfies a number of desirable properties similar to the properties of distance correlation shown in [17, 18] : THEOREM 2. The population local correlation satisfies the following:
If x is non-degenerate and (x, y) are dependent via a linear transformation (i.e., scaling, translation, rotation, reflection), then
x is independent of y.
In particular, Theorem 2(c) establishes the equivalence between population distance correlation and population local correlation at the maximal scale, which will ensure the consistency of MGC.
2.3. Population MGC and Optimal Scale. The population MGC is naturally defined as the maximum local correlation among all scales, i.e.,
and the local scale that attains the maximum is named the optimal scale
For continuous (x, y), the local correlations can be viewed as a continuous function of (ρ k , ρ l ) with a compact domain; for discrete (x, y), there are at most a countable number of local correlations within [−1, 1], for which the local correlation is upper semi-continuous of (ρ k , ρ l ). In either case the extreme value theorem applies and guarantees the existence of the maximum. Therefore the population MGC and the optimal scale exist, and they are distribution dependent. Without loss of generality, the optimal scale is assumed unique for presentation purpose. 6
The population MGC is no smaller than DCORR in magnitude, and equals the original DCORR under linear relationship or under independence, among other properties. 3. Sample Local Correlations. Sample DCORR can be easily calculated via properly centering the Euclidean distance matrices of the sample data pair, and is shown to converge to the population DCORR [17, 19, 20] . In this section, we show that the sample local correlations can be similarly calculated via the Euclidean distances with the additional ingredient of k-nearest neighbors on each sample observation, which converge to the respective population local correlation.
3.1. Definition. Given pairs of observations (x i , y i ) ∈ R p × R q for i = 1, . . . , n, denote X n = [x 1 , . . . , x n ] as the data matrix with each column representing one sample observation, and similarly Y n . LetÃ andB be the n × n Euclidean distance matrices of X n = {x i } and Y n = {y i } respectively, i.e.,Ã ij = x i − x j .
Then we compute two column-centered matrices A and B with the diagonals excluded, i.e.,Ã andB are centered within each column such that (5)
Next we define {R A ij } as the "rank" of x i relative to x j , that is, R A ij = k if x i is the k th closest point (or "neighbor") to x j , as determined by ranking the set {Ã 1j ,Ã 2j , . . . ,Ã nj } by ascending order. Similarly define R B ij for the y's. When ties occur, minimal rank is used, e.g., if y only takes two value, R B ij takes value in {1, 2} only. For ease of presentation, the underlying random variable (x, y) are always assumed continuous, i.e., with probability 1 there is no repeating observation and the ranks always take value in {1, . . . , n}.
For any (k, l) ∈ [n] 2 = {1, . . . , n} × {1, . . . , n}, we define the rank truncated matrices A k , B l , and the joint distance matrix C kl as
where the subscript of B is purposely switched.
Finally, the sample local covariance, variance, and correlation between the observations X n and Y n are computed as:
.
Note that once the rank is known, sample local correlations can be iteratively computed in O(n 2 ) instead of a naive implementation of O(n 3 ). A detailed running time analysis is presented in Section 4.4.
3.2.
Theoretical Properties. The sample local covariance / variance / correlation are designed to converge to the respective population versions. Moreover, the expectation of sample local covariance equals the population counterpart up to a difference of O( 1 n ), with the variance diminishing at the rate of O( 1 n ) under finite second moments assumption. For ease of presentation, finite second moments are always assumed for the underlying random variables henceforth. THEOREM 4. Suppose each column of X n and Y n are iid as F xy with finite second moments, which distributes the same as (x, y). The sample local covariance satisfies
where
n−1 and ρ l = l−1 n−1 . In particular, the convergence is uniform and also holds for the local correlation, i.e., for any there exists n such that for all n > n ,
It follows that Theorem 2(a-b) holds exactly by replacing the population version by the corresponding sample version, while (c-d) holds for the sample version asymptotically.
THEOREM 5. The sample local correlation satisfies the following:
(b) If X n has at least two distinct columns, and x i and y i are dependent via a linear transformation (i.e., scaling, translation, rotation, reflection)
Theorem 5(c) asserts that sample local correlation at the maximal scale converges to the population distance correlation. Moreover, one can show that dCorr n,n (X n , Y n ) ≈ dCorr(X n , Y n ) for the unbiased sample distance correlation in [20] up-to a small difference of O( 1 n ), which can be verified by comparing equation 5 to equation 3.1 in [20] . If one considers the original sample distance correlation without diagonal exclusion from [17] , an exact sample equivalence is established in Section A.II of [15] .
3.3. Centering and Ranking. To combine distance testing with locality principle, other than the procedure proposed in Equation 2, there are a number of alternative options to center and rank the distance matrices. For example, letting
still guarantees the resulting local correlation at maximal scale equals the distance correlation; and letting
makes the resulting local correlation at maximal scale equals the MAN-TEL coefficient, the earliest distance-based correlation coefficient.
However, the ranking strategy proposed in equation 2 is more faithful to k-nearest neighbors: the random variable I ρ k
x,x equals 1 if and only if P rob{B(x, x −x )} ≤ ρ k , which happens with probability ρ k . When conditioned on x, it equals 1 if and only if x satisfies P rob( x −x < x −x ) ≤ ρ k , thus matching the column ranking scheme in Equation 5 . Indeed, the locality principle used in [21, 13, 1] considers the k-nearest neighbors of each sample point in local computation, as an essential step to yield better nonlinear embeddings. Figures E3 and E4 in [15] empirically show that the Sample MGC based on Equation 2 is most advantageous among possible centering and ranking schemes.
On the centering side, the MANTEL test is an attractive option due to its simplicity in centering. All the DCORR, HHG, HSIC have their theoretical consistency, while the MANTEL coefficient does not, despite it being merely a different centering of DCORR. An investigation of the population form of MANTEL yields some additional insights:
DEFINITION. Given X n and Y n , the MANTEL coefficient on sample data is computed as
whereÃ ij andB ij are the pairwise Euclidean distance, andÊ(·) = 1 n(n−1) n i =j (·) is the diagonal-excluded sample mean of a square matrix. COROLLARY 1. Suppose each column of X n and Y n are iid as F xy , and (x, y), (x , y ) are also iid as F xy . Then
Corollary 1 suggests that MANTEL is actually a two-sided test based on the absolute difference of characteristic functions: under certain dependency structure, the MANTEL coefficient can be negative and yet implies dependency (i.e., E(g xy (t, s)) < E(g x (t))E(g y (s))); whereas population DCORR and MGC are always no smaller than 0, and any negativity of the sample version does not imply dependency. Therefore MANTEL is used as a two-sided test in Section 5 as a benchmark, which exhibits an improved performance than when used as a one-sided test in [15] .
Another insight is that MANTEL is not as consistent as DCORR: due to the integral w, one can construct a joint distribution such that the population MANTEL equals 0 under dependence (see Remark 3.13 in [10] for an example of dependent random variables with uncorrelated distances). However, any inconsistent example needs to be artificially constructed and difficult to come by in practice, and simple centering can out-perform other methods against a few special dependencies (like two parabolas and diamond in Figure 3 ).
Sample MGC and Estimated Optimal Scale.
A naive sample version of MGC can be defined as the maximum of all sample local correlations
Although the convergence to population MGC can be guaranteed, the sample maximum is a biased estimator of the population MGC in Equation 3. For example, under independence, population MGC equals 0, while the maximum sample local correlation has expectation larger than 0, which may negate the finite-sample power advantage of searching locally. This motivates us to design an algorithmic Sample MGC as a smoothed maximum within the largest connected region via thresholding the local correlations.
Sample MGC. The procedure is as follows:
Input: A pair of datasets (X n , Y n ).
Compute the Local Correlation Map:
Compute all local correlations:
Pick a threshold τ n ≥ 0, denote S(·) as the operation of taking the largest connected component, compute the largest region R of significant local correlations:
Within the significant region R, set
as the Sample MGC and the estimated optimal scale. If the number of elements in R is less than 2n, or the above thresholded maximum is no more than dCorr nn (X n , Y n ), we instead set c * (X n , Y n ) = dCorr nn (X n , Y n ) and (k n , l n ) * = (n, n). Output: Sample MGC c * (X n , Y n ) and the estimated optimal scale (k n , l n ) * .
Theoretical Properties.
Our algorithmic Sample MGC is enforced to be no less than the local correlation at the maximal scale, and also no more than the maximum local correlation. The algorithmic design ensure all desirable properties of population MGC in Theorem 3 to hold for the sample version either exactly or asymptotically. THEOREM 6. Regardless of the threshold τ n , the Sample MGC statistic
The purpose of taking the smoothed maximum within the largest connected region is to mitigate the bias of a direct maximum, while still maintaining its advantage over DCORR in testing. The next theorem states that as long as the threshold τ n converges to 0 as sample size increases, Sample MGC is guaranteed to converge to the population MGC, when population MGC lies in the largest significant region R; and regardless of the convergence, Sample MGC always maintains its advantage over sample DCORR whenever population MGC is larger. The advantage of Sample MGC is empirically illustrated in Figure 1 . THEOREM 7. Suppose each column of X n and Y n are iid as continuous F xy , which distributes the same as (x, y); and the threshold choice τ n → 0 as n → ∞.
(a) Assume that c * (x, y) > Dcorr(x, y) under the joint distribution. Then c * (X n , Y n ) > Dcorr(X n , Y n ) for n sufficiently large. (b) Assume there exists an element within the the largest connected area of
that the the local correlation of that element equals c * (x, y).
Alternatively, Theorem 7(b) can be stated that the algorithmic Sample MGC always converges to the maximal population local correlation within the largest connected area of significant local correlations (significant means larger than distance correlation). Note that we only concerned ourselves with the case that population MGC is larger than population DCORR, because the other case when they are equal is trivial.
4.3.
Choice of Threshold. The choice of threshold is imperative for Sample MGC to enjoy a good finite-sample performance, especially at small sample size. According to Theorem 7, the threshold shall converge to 0 for Sample MGC to prevail sample DCORR.
A non-parametric threshold τ n was previously suggested in [15] : for the following set
let σ 2 be the sum of all its elements squared, and set τ n = 5σ as the threshold; if there is no negative local correlation and the set is empty, use τ n = 0.05. The incentive is to treat any negative local correlation as noise from 0, such that its standard deviation serves as a good estimation of the noise level in all sample local correlations; and a bound of 0.05 seems a reasonable choice in case of no negative local correlation. Although the non-parametric threshold is a data-adaptive choice that works well empirically and does not affect the consistency of Sample MGC in Theorem 8, it does not converge to 0. The following finite-sample theorem from [19] motivates an improved threshold choice to be used in this paper:
THEOREM. Under independence of (x, y), assume the dimensions of x are exchangeable with finite variance, so are the dimensions of y. Then for any n ≥ 4 and v = n(n−3) 2 , as p, q increase the limiting distribution of (dCorr nn (X n , Y n ) + 1)/2 equals the symmetric Beta distribution with shape parameter v−1
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The above theorem leads to the new threshold choice:
The limiting distribution of DCORR under the null is still a good approximation even when p, q are not large, thus provides a very reliable bound for eliminating local correlations that are larger than DCORR by chance or by noise. The intuition here is that Sample MGC is mostly useful when it is significantly larger than DCORR in magnitude.
The Sample MGC based on the new threshold choice is guaranteed to prevail DCORR for n large, and performs equal or better than the previous threshold choice throughout our simulations in Section 5. The most notable difference is that Sample MGC was slightly inferior to DCORR against monotone relationships in [15] , whereas they are now almost the same in Figures 3 and 4. 
Permutation Test and running time analysis.
Testing dependence on a pair of sample data (X n , Y n ) requires the computation of a p-value, for which the random permutation test is almost always employed [2] . We discuss the computation procedure, prove the testing consistency of MGC, and analyze the running time.
To compute the p-value of MGC from the permutation test, first compute the Sample MGC statistic c * (X n , Y n ) on the observed data pair. Then the MGC statistic is repeatedly computed on the permuted data pair, e.g. Y n = [y 1 , . . . , y n ] is permuted into Y π n = [y π1 , . . . , y πn ] for a random permutation π of size n, and compute c * (X n , Y π n ). The permutation procedure is repeated for r times to estimate the probability P rob(c * (X n , Y π n ) > c * (X n , Y n )), and the estimated probability is taken as the p-value of MGC. The independence hypothesis is rejected if the p-value is smaller than a pre-set critical level, say 0.05 or 0.01. The following theorem states that MGC via the permutation test is consistent and valid. THEOREM 8. Suppose each column of X n and Y n are iid as F xy with finite second moments. At any type 1 error level α > 0, Sample MGC is a valid test statistic that is consistent against all possible alternatives under the permutation test.
14 Sample MGC can be computed and tested in the same running time complexity as distance correlation: Assume p is the maximum feature dimension of the two datasets, distance computation and centering takes O(n 2 p), the ranking process takes O(n 2 log n), all local covariances and correlations can be incrementally computed in O(n 2 ) (the pseudo-code is shown in [15] ). Overall, Sample MGC can be computed in O(n 2 max{log n, p}). In comparison, the HHG statistic requires the same complexity as MGC, while distance correlation saves on the log n term.
As the only part of MGC that has the additional log n term is the columnwise ranking process, a multi-core architecture can reduce the running time to O(n 2 max{log n, p}/T ). By making T = log(n) (T is no more than 30 at 1 billion samples), MGC effectively runs in O(n 2 p) and is of the same complexity as DCORR. The permutation test multiplies another r to all terms except the distance computation, so overall the MGC testing procedure requires O(n 2 max{r, p}), which is the same as DCORR, HHG, and HSIC.
Experiments.
In the experiments, we use the 20 dependency settings from [15] with the exact distributions shown in supplementary. The first 5 dependency types are structurally close to linear, and in fact all monotone in univariate (i.e., p = q = 1) except joint normal; type 6 − 19 are a collection of representative non-monotone and strongly nonlinear relationships. In particular, type 9 is a dependent but uncorrelated relationship, while type 20 is an independent relationship. Figure 1 compares MGC, DCORR, and Pearson's correlation for all 20 dependencies in testing against univariate dependencies. In each setting, one pair of dependent noise-free sample data (X n , Y n ) at p = q = 1 and n = 100 are generated, followed by computing each correlation measure. For type 1 − 5, both MGC and DCORR are remarkably greater than 0 and similar to each other in magnitude, for which MGC always takes the local correlation at the maximal scale and is almost identical to DCORR. For testing against all nonlinear relationships (type 6 − 19), MGC benefits greatly from searching locally and is significantly larger than DCORR, while DCORR is almost 0 and not much different from Pearson's correlation under many settings. This indicates that the sample size is insufficient for DCORR to detect meaningful associations from the sample data, but the information is already hidden in a local structure that MGC successfully recovers. For type 20, both MGC and DCORR are almost 0 as expected. On the other hand, the Pearson's correlation is large whenever there exists certain linear association, and almost 0 if not.
The advantage in the magnitude of MGC is successfully translated to the testing power: in Figure 2 , we compare MGC, DCORR, and Pearson's correlation against univariate linear relationship and quadratic relationship with increasing noise. The testing power of MGC is estimated as follows: at n = 20, we generate dependent sample data (X n , Y n ) at p = q = 1 with white noise (controlled by a constant) for r = 10, 000 replicates, and compute Sample MGC for each replicate to estimate the alternative distribution of MGC. Then independent sample data (X n , Y n ) of the same marginal distributions are generated for r = 10000 replicates, and Sample MGC is computed to estimate its' null distribution. The testing power of MGC is estimated at type 1 error level α = 0.05, the testing power of DCORR is computed in the same way, while the testing power of Pearson's correlation is directly derived based on the p-value of the t-test. MGC is very advantageous against the quadratic relationship, while being negligibly lower than Pearson against the linear relationship. The same phenomenon holds throughout all simulations we considered, i.e., MGC is almost the same as Pearson against close to linear relationships, while always being the best of the three against other nonlinear relationships.
In Figure 3 , we compare MGC with other recently proposed tests (DCORR, MANTEL, HSIC, HHG), and plot the testing power versus the sample size from 5 to 100. The performance is as expected: for type 1 − 5, MGC is almost identical to DCORR in testing power, both of which are better than MANTEL, HSIC, and HHG; for type 6−19, MGC is always significantly better than DCORR, and is either the best or very close to the best among all competitors; for type 20, all testing powers equal the type 1 error level, implying that all methods are valid including MGC. Note that the noise level is tuned for each dependency for illustration purpose, because certain dependencies without noise can be too easy and too large noise causes all methods to have no power.
The superiority of MGC is similar under a high-dimensional setting, as shown in the testing power versus increasing dimension in Figure 4 : the testing powers are compared based on n = 100 and increasing p. The relative powers in both univariate and multivariate setting are summarized in Figure 5 : MGC is overall the best method, followed by HHG and HSIC, while DCORR and MANTEL lag behind. Note that since non-monotone relationships are prevalent among the 20 settings, it is not a surprise that DCORR is overall worse than HHG and HSIC. Based on 10, 000 replicates of repeatedly generated dependent and independent data pairs, each panel shows the estimated testing power at the type 1 error level α = 0.05 versus the sample size of n = 5, 10, . . . , 100. Excluding the independent relationship (#20) for which all methods yield power 0.05, MGC exhibits the best or close to best testing power against most dependencies. The testing power computed in the same procedure as in Figure 3 , except the 20 dependence relationships are now multi-dimensional at fixed sample size n = 100, with the x-axis denoting the increasing dimension p. Again, MGC empirically achieves similar or better power than the previous state-of-the-art approaches for all dimensions on most settings. for each simulation type, we average the testing power of each method in Figure 3 over the sample size, and normalize all powers by the average power of MGC. The last column shows the median power among all relative powers of type 1 − 19. The same for the right panel, except it averages over the dimensionality in Figure 4 . The relative power percentage indicates that MGC is the most superior correlation measure in finite-sample testing.
Proofs.
6.1. Theorem 1.
PROOF. Equation 1 defines the local covariance as
Expanding the first integral term yields
Every other step being routine, the third equality transforms the w(t, s) integral to Euclidean distances via the same technique employed in remark 1 and the proof of Theorem 8 in [18] .
The second integral term can be decomposed into E(h
y (s))dw, because the first expectation only has t and the second expectation only has s, and w(t, s) is a product of t and s. Then
Combining the results verifies that equation 2 equals equation 1. Moreover, as every term in equation 2 is of real-value, local covariance / variance / correlation are always of real value. 22 6.2. Theorem 2.
PROOF. (a): For any
by noting that (x, y) and (x , y ) can be switched, and the conjugate has no effect on real-values. The symmetricity also holds for local correlation since the denominators are the same. The Cauchy-Schwarz inequality directly applies such that
and thus
By the equivalence definition of Equation 2, it follows that
When y is a linear transformation of x, y−y equals x−x almost surely under translation, rotation, and reflection, while the scaling only affects the equivalence up-to a constant. Therefore dCorr ρ k ,ρ k (x, y) = 1 under linear transformation for any ρ k = ρ l ∈ (0, 1].
Note that x cannot be degenerate, nor can ρ k = 0, in which cases local covariance equals 0 instead.
(c): Proceeding via the alternative definition in Theorem 1:
where the first equality follows by noting that E(d
, the second equality holds by switching the random variablenotations within each expectation, and the last equality is established in Theorem 8 of [18] . It follows that dV ar ρ k =1 (x) = dV ar(x), dV ar ρ l =1 (y) = dV ar(y), and dCorr ρ k =1,ρ l =1 (x, y) = dCorr(x, y).
(d): When x is independent of y, E(h 
(d):
Under the null that x is independent of y, all local correlations are 0 by Theorem 2(d), so is c * (x, y). Under the alternative, distance correlation is larger than 0, thus by (c) we have c * (x, y) ≥ dCorr(x, y) > 0.
Theorem 4.
PROOF. We prove this theorem by three steps: in (i), the expectation of sample local covariance is shown to equal the population local covariance; in (ii), the variance is shown of O( 1 n ); in (iii), sample local covariance is shown to convergence to the population counterpart uniformly. Then the convergence part trivially extends to the sample local variance and correlation.
(i): Expanding the first and second term of population local covariance in equation 2, we have E(d
All the α's are bounded due to the finite first moment assumption on (x, y). Note that for distance covariance, one can go through the same proof with only three terms -α 1 , α 2 , α 5 -while the local version involves eight terms, due to the additional random variables for local scales.
For the sample local covariance, the expectation of the first term can be expanded as
The expectation of the second term can be similarly expanded as
Combining the results yields that
The variance of sample local covariance is computed as
The last equality follows because: there are n 4 covariance terms in the numerator of O(
vu ))) are only related via the column centering when (i, j) does not equal (u, v); and there remains n 3 covariance terms of at most O(1). Note that the finite second moment assumption of (x, y) is required for the big O notation to have a bounding constant.
Therefore the variance of sample local covariance is of O(
converges to the population local covariance by applying the strong law of large numbers on U-statistics [9] . Namely, the first term of sample local covariance satisfies
where the second line applies law of large numbers at each i by conditioning on (x, y) = (x i , y i ) for each α's, and the last line follows by applying law of large numbers to the independently distributed conditioned α's. Similarly, the second term of sample local covariance can be shown to converge to the second term in population local covariance. The convergence is also uniform: each local covariance are dependent with each other, thus there exists a scale (k, l) such that dCor kl has the most terms to sum up and thus the largest deviation from the mean than all other local covariances, while all other local covariances have less summands, i.e., one can find a suitable to bound the maximum deviation for one such dCor kl , which at the same time bounds the deviation of all other dCov kl . Alternatively, convergence in probability can be directly established from (i) and (ii) by applying the Chebyshev's inequality; the almost sure convergence can also be proved via the integral definition using almost the same steps as in Theorems 1 and 2 from [17] , i.e., first define the empirical characteristic function via the w integral for the sample local covariance, and show it converges to the population local covariance in equation 1 by the law of large numbers on U-statistics. 6.5. Theorem 5.
PROOF. (a):
For any (k, l) ∈ [n] 2 , sample local covariance is symmetric because the subscript i and j can be switched within the expectation, i.e.,
and the symmetricity also holds for local correlation. Moreover, sample local correlation always lies in the range of [−1, 1] by the Cauchy-Schwarz inequality, similar to Theorem 2(a).
When y is a linear transformation (i.e., scaling, translation, rotation, reflection) of x, their realizations (x i , y i ) are also related by the same linear transformation. This means the pairwise Euclidean distances A ij equals B ij up-to a scalar constant. Thus dCov k,k (X n , Y n ) = 1 under linear transformation.
Note that X n cannot consist of the same observations for all i, nor can k = 1, in which cases the sample local covariance equals 0 instead. They correspond to the non-degenerate assumption and ρ k > 0 condition in Theorem 2(b).
(c): By Theorem 2(c) and Theorem 4, it follows that
and dCorr(X n , Y n ) → dCorr(x, y) by [17] . Therefore asymptotically, the sample local correlation at the maximal scale dCorr n,n (X n , Y n ) equals the sample distance correlation dCorr(X n , Y n ), both of which equal the population distance correlation. PROOF. The population MANTEL and its equivalence to expectation of Euclidean distances can be established via a very similar proof as in Theorem 1.
The convergence of sample MANTEL to its population version can be derived based on either the same procedure in Theorem 4, or Theorems 1 and 2 from [17] with minimal notational changes. , dCorr k,k (X n , Y n ) = max{dCorr k,l (X n , Y n )} = 1 for all k > 2 under linear transformation, which immediately yields c * (X n , Y n ) = dCorr n,n (X n , Y n ) = 1.
(c):
Regardless of the threshold choice, the algorithm design enforces Sample MGC to be always no less than dCorr n,n (X n , Y n ), and no more than max{dCorr k,l (X n , Y n )}.
(d): By Theorem 5(d), we have dCorr n,n (X n , Y n ) → dCorr(x, y); moreover, max{dCorr k,l (X n , Y n )} → c * (x, y), due to the uniform convergence of the sample local correlation by Theorem 4. Under the null, dCorr(x, y) and c * (x, y) are both 0, which is the value Sample MGC must converge to by part (c); under the alternative, dCorr n,n (X n , Y n ) converges to a positive constant by Theorem 5(d), and Sample MGC must converge to a constant that is equal or larger.
6.8. Theorem 7.
PROOF. (a):
Given c * (x, y) > dCorr(x, y), by the continuity of local correlations with respect to (ρ k , ρ l ), there always exists a non-empty connected area R ∈ [0, 1] × [0, 1] such that dCorr ρ k ,ρ l (x, y) > dCorr(x, y) for all (ρ k , ρ l ) ∈ R . Among all possible areas we take the one with largest area.
As n increases to infinity, {( , and {dCorr k,l (X n , Y n )} is also a dense subset of {dCorr ρ k ,ρ l (x, y)}. Thus for n sufficiently large, the area R can always be approximated via the largest connected component R by the Sample MGC algorithm. As all sample local correlations within the region R are larger than the sample distance correlation, so is the smoothed maximum.
Note that if the threshold τ n does not converge to 0, e.g., if τ n is a positive constant like 0.05, Sample MGC will fail to identify a region R when 0.05 > c * (x, y).
(b): Following (a), if population MGC lies in the largest area R , the sample maximum within R converges to the true maximum within R , i.e., Sample MGC converges to the population MGC. 
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The equation also implies that the percentile choice can be either fixed or anything no larger than 1 − c n 2 for some constant c, beyond which the convergence of τ n to 0 will be broken. 
→0.
The first equality conditions on the permutation being a partial derangement of size j, i.e., j = 0 means π is a derangement, while j = n means π does not permute any position. The first convergence follows by noting that the probability of a partial derangement of size j equals e −1 j! for n large. The follow-on inequality holds by observing that: Firstly, by the iid assumption, each observation of X n is only dependent with the corresponding observation of Y n , and thus independent of the corresponding observation in Y π n for any derangement π, i.e., c * (X n , Y π n ) → 0; moreover, we still have c * (X n , Y π n ) → 0 for any partial derangement π of size o(n) such as √ n, because the number of dependent pairs in the whole sample shrinks to 0. Secondly, there remains all other partial derangements π of size O(n), the probability of which converges to 0, though in those cases c * (X n , Y π n ) no longer converges to 0.
Therefore, at any type 1 error level α > 0, the p-value of Sample MGC under the permutation test will eventually be less than α as n increases, such that Sample MGC always successfully detects the relationship. Thus Sample MGC is consistent against all dependencies with finite second moments.
When (x, y) is independent, P rob(c * (X n , Y π n ) > c * (X n , Y n )) is always uniformly distributed in [0, 1], such that Sample MGC is valid. 30
