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Abstract-The existence of positive solutions are established for the third-order functional dif- 
ference equation 
a34n) + a(n)f(n, 444)) = 0, O<n<T, 
satisfying u(n) = d(n), ni 5 n 5 1, and n(n) = i(n), T + 3 1. n I: n2, with 4(O) = 4(l) = 
+(T + 3) = 0. The results in this paper generalize and substantially improve recent work by Agarwal 
and Henderson on boundary value problems related to third-order difference equations. @ 2002 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
, Boundary value problems (BVPs) for difference equations have recently received attention from 
many authors, for example [l-6], to name a few. Some analogues of results concerning BVPs for 
ordinary differential equations and for functional differential equations have been established. For 
more details on BVPs for ordinary differential equations and for functional differential equations, 
see [7-lo] and the references therein. 
In [l], Agarwal and Henderson considered the BVP consisting of the third-order ordinary 
difference equation 
A3u(n) + a(n)f(u(n)) = 0, 72 E N,T := {O,l,..., T}, (1.1) 
and the boundary condition (BC) 
U(0) = U(1) = U(T + 3) = 0, (I4 
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where f : [0, m) --f [0, 03) is continuous, and a : @ --) IR is positive valued. Let 
f(u) fo = ,liy+ - and f(u) ‘IL foe = lim -. 21’00 u 
The authors obtain results on the existence of positive solutions of BVP (1.1),(1.2) baaed on the 
limits fa and foe. The main result, Theorem 3.1 in [l], is stated below. 
THEOREM 1.1. Assumeeitherfc = Oandf, = 00, orfo = ooandf, = 0. ThenBVP(1.1),(1.2) 
has at least one positive solution. 
The next result is a variation of Theorem 4.1 in [I] and uses the Green’s function G(n, s) for 
the BVP consisting of the equation 
-A3u(n) = 0, 72 E N,T, (1.3) 
and the BC (1.2). 
THEOREM 1.2. Let G(n,s), (n,s) E NT+3 x Nr, be the Green’s function of BVP (1.3),(1.2). 
Assume fe, fm E (0, oo) such that 
(1.4) 
where r(s), u E Nz+3, are defined by 
Then BVP (1.1),(1.2) has at least one positive solution. 
However, when either fc or foe is not defined, the problem of existence of positive solutions 
still remains open. 
Motivated by the work in [l], in this paper we investigate a class of BVPs for functional 
difference equations of the third order (see (2.1)-(2.4) in Section 2), which can be regarded as a 
generalization of BVP (1.1),(1.2). F or related BVPs for functional differential equations and for 
functional difference equations, the reader is referred to [5,8,10]. 
We will obtain conditions for the existence of positive solutions without assuming the well- 
definedness of fc and foe, and establish the existence of multiple positive solutions. We will show 
that BVP (2.1)-(2.4) may have as many positive solutions as we want or even infinitely many 
positive solutions if f(n, u)/u exhibits sufficiently “slow-oscillatory” behavior. Therefore, the 
results in this paper are not only extensions of the work in [l] for ordinary difference equations 
to functional difference equations, but also substantial improvements of those in [I] even for the 
ordinary difference case. 
To better present our work, we will state the main results in Section 2, and leave the proofs to 
Section 3. 
2. MAIN RES,ULTS 
Given integers a 5 b, we denote Ni = {a, a + 1,. . . , b}. Let T > 2 be a fixed integer. We 
consider the BVP consisting of the third-order functional difference equation 
A3u(n) + a(n)f(n, u(dn))> = 0, n E N& (2-l) 
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and the BC 
u(n) = 4(n), n E N,ol, (2.2) 
U(l) = 0, (2.3) 
and 
u(n) = $(n), n E N&. (2.4) 
Throughout this paper we assume the following. 
(Al) f : N,T x P, CQ) -+ 10, 00 ) is continuous in u and a(n) is a positive valued function defined 
on NT. 
(AZ) w : NT + Z satisfies 
Hence, the set E = {n E Nz 1 2 I: w(n) 5 T + 2) is nonempty. 
(As) 4 : N& + [O,oo) and 11: N& + [0, co) satisfy 4(O) = $(T + 3) = 0, where 
7x1 = min{O,p} and ns = max{T + 3, q}. 
Problem (2.1)-(2.4) is a BVP for a third-order mixed type functional difference equation. In 
particular, when w(n) z n and f(n, y) F f(y), BVP (2.1)-(2.4) becomes the BVP for the third- 
order ordinary difference equation (1.1),(1.2). 
In [2], the Green’s function G(n,s), n E NT+3, s E NT, was found for BVP (1.3),(1.2), and it 
satisfies 
G(n,s) > 0, on NT+2 x NT and G(n,s) 2 0, on NF+3 x NT. (2.5) 
For each s E NT, let T(S) E NT+2 be defined by 
G(r(s),s) = max G(n,s). 
71EN,T+3 
(2.6) 
Also, let the number u E NT+2 be defined by 
1 G(a, s)a(s) = 
SEE 
nz~2 c G(n, sb(s). 
SEE 
(2.7) 
Then, from [ll], we know that the following properties hold: 
G(n, s) I G(T(s), s), n E NT+3, s E NF, (2.8) 
and 
Gh 4 2 (T + ,;(, + 2) G(T(s), s), n E NT+2, s E NT. (2.9) 
We define 
1 
4(n), n E N,?,, 
go(n) = 0, n E NT+2, 
1Cl(n), n E Nq$3. 
In the sequel, we will use the notation 
Ml = (zG(ols)o(s))-‘. Ms = (_sa+gG(n,s)a(s))-‘, 
(2.10) 
(2.11) 




N2 = Ml c G(c, s)a(s)f(a, yo(w(s))). 
sEN,T\E 
Obviously, Ml 2 Ms and Ni > N2. Now, we state our main results. In the following, we 
denote U* = msx ,eN~+a{u(n)} for a solution u of BVP (2.1)-(2.4). 
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THEOREM 2.1. Assume there exist X, q E IR, 0 < X < 77 (respectively, 0 < q < X), such that 
and 
f(% Y) I MlX - Nl, for {n, y} E E x 
(T+I;;T+2)‘x 1 
f(% Y) 2 MlV - N2, for{n,y}EEx (T+I;&+2)‘q . 1 
(2.13) 
(2.14) 
Then BVP (2.1)-(2.4) has at least one positive solution u satisfying X < u* 5 q (respectively, 
?I I u* I X). 
THEOREM 2.2. Assume there exist X,v E R, 0 < X < Q (respectively 0 < 77 < X), such that 
f(n, y + yo(w(n))) 5 M2k for {n, 9) E N,T x [O, Xl, (2.15) 
and (2.14) holds. Then BVP (2.1)-(2.4) h as at least one positive solution u satisfying X 5 u* 5 rj 
(respectively, q 5 u* 5 X). 
The next two results are obtained from Theorem 2.2. 
COROLLARY 2.1. Assume that 
l;my+~~Ty~ 
f(%Y+Yoo(w(n))) < M 
2 
+ 0 Y 
lim infmin f(% Y) > CT + 1w + 2) Ml 
11-00 nEE y 2 
(2.16) 
(2.17) 
Then BVP (2.1)-(2.4) has at least one positive solution. 
Note that conditions (2.16) and (2.17) are satisfied by functions such as f(n, y) = Iyo(w(n))-y/* 
where (u > 1. 
COROLLARY 2.2. Assume that 
liminf min f(% Y> > CT + l)(T + 2) J/f1 
v-+0+ nEE y 2 
(2.18) 
and 
li; stp n-nyT 
f(n, Y + yo(w(n))) < M 
2. + 0 Y 
(2.19) 
Then BVP (2.1)-(2.4) has at least one positive solution. 
REMARK 2.1. Theorems 2.1, 2.2, and Corollaries 2.1, 2.2 do not require the well-definedness of 
the limits lim,,o+ f(n, y)/y and lim,,, f(n, y)/y, and hence, provide general criteria for the 
existence of positive solutions of BVP (2.1)-(2.4). It is easy to see that Corollaries 2.1 and 2.2 
cover Theorems 1.1 and 1.2 as special cases for the special BVP (1.1),(1.2). 
The theorems below are extensions of Theorem 2.1 which give sufficient conditions for the 
existence of multiple positive solutions of the BVP (2.1)-(2.4). 
THEOREM 2.3. Let k E {1,2,.. .}. Assume there exist Aa, qi E B, i = 1,. . . , k, such that 
0 < x1 < 71 < ii2 < 772 < ’ ’ * < xk < ,,k (2.20) 
and (2.13),(2.14) hold for X = Xi, q = qi, i = 1,. . . , k, respectively Then BVP (2.1)-(2.4) has at 
least 2k - 1 positive solutions ui, i = 1,. . . ,2k - 1, satisfying 
Xi<~Z&_~<qi, i=l,...,k and qi<u&<Xi+l, i=l,..., k-l. 
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THEOREM 2.4. Let Ic E {1,2,. ..}. Assume there exist Xi E W, i = l,..., k + 1, and qi E R, 
i=l , . . . , lc, such that 
0 < Xl < 91 < AZ < 712 < . . . < A,, < qk < Xk+l (2.21) 
and (2.13),(2.14) hold for X = Xi, i = 1, . . . , k + 1, and 77 = vi, i = 1, . . . , k, respectively. Then 
BVP (2.1)-(2.4) has at least 2k positive solutions Ui, i = 1,. . . ,2k, satisfying 
Xi I &-I I rli and Vi L uiti I &+I, i=l,...,k. 
THEOREM 2.5. Assume there exist Xi, vi E B, i = 1,2,. . , such that 
(2.13) and (2.14) hold X = 77 = i = . . Then BVP (2.1)-(2.4) has an infinite 
number positive solutions ui, = 1,2,. . , 
REMARK 2.2. Parallel results to Theorems 2.3-2.5 also hold for the cases where Xi and vi are 
interchanged. We omit the details to avoid redundancy. 
EXAMPLE. Consider the equation 
A3u(n) + f(‘l~(w(n))) = 0, OlnLT, (2.23) 
with the BC (2.2)-(2.4), where 
(2.24) 
Ml is defined in (2.11), and T > (l/r) ln(T+l)(T+2)/2. It is clear that f satisfies (Al). Suppose 
that (A2) and (A3) also hold. Then this BVP has infinitely many positive solutions. Note that 
in this case, f(y)/y is bounded and “slowly oscillatory” about 1 as y + 00. 
In fact, from the assumptions, there exists E > 0 such that 
1 
T>- 
K - 2E 
ln (T + l)(T + 2) 
2 . 
Let Xk = er(2k?r-r), k E {ko, ko + 1,. . . }, be such that Ml&, sin E > Nl, where Nl is defined 
in (2.12). For y E [2&/(T + l)(T + 2), &] we have that 
Iny < 1nAk - = 2kn - E 
T-T 
lny - 2 1 (T + l)(T + 2) 
T T 
r(2kr - c) - In 
2 1 > 2kr - E - (r - 2~) = (2k - 1)~ + e. 
Thus, for y E (2&/(T + l)(T + 2), Xk], 
f(y) < Ml&(1 - sine) 5 MlXk - Nl; 
i.e., (2.13) holds for X = &, k E {ko, ko + 1,. . . }. Let qk = er(2k+1)n, k E {ko, ko + 1, . . . }. It is 
easy to see that (2.14) holds for 77 = qk, k E {ko, ko + 1,. . . }. Therefore, the conclusion follows 
from Theorem 2.5. 
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3. PROOFS 
We consider the Banach space B = {u : Nzf + (-co, CO)} with norm llz~ll = max,,N;; Iu(n)I. 
Define a cone K in B by 
1 i 
y(n) 2 0 on NC;, y(n) = 0 for n E N& U NT&, 
K= DEB 2llYll 
and nE$+2 y(n) > (T + l)(T + 2) . 
(3.1) 
We define an operator 7 : K -+ B as follows: 
T 
C G(n, sb(s)f(s, Y(~s)) + YO(~S))>, 
Z-y(n) = s=o 
i 
n E NTf2, 
(3.2) 
0, n E N& U Np+s. 
The following lemmas are needed in the proofs. 
LEMMA 3.1. The operator 7 maps K into K and is completely continuous. 
PROOF. We note that from (2.5) and (3.2), if y E K, then ly(n) >_ 0 on N,nlz, and ly(n) = 0 
when n E N& U N&. Furthermore, for all y E K, it follows from (2.8) that 
and then 
ll7~ll = max 7y(n) 
nEN:: 
I 5 G(T(s)> s)a(s)f(s, ~(4s)) + YO(W(S))). 
s=o 




7dn) = nEm$+2 5G(n, sMs).f(s, y(ds)) + YO(~S))) 
a=0 
L P+&+2) s__. 2 G(T(s), sb(s)f(s, Y(~s)) + YO(W(S))) 
’ (T + l,“(T + 2) “7y”’ 
Consequently, 7 : K -+ K. Obviously, 7 is completely continuous. I 
LEMMA 3.2. (See 112,131.) Let B be a Banach space, and let K c B be a cone. Assume al, 02 
axe open subsets of B with 0 E 521, tii, C 02, and let 
be a completely continuous operator such that either 
ll7~ll L Ilvll, Y E Knafll, and 117~11 L IIYII, Y E K n afl2; 
or 
lI7yll 2 Ilvll, Y E K n a%, and ti7~li I IIYII, Y E KnaQ2. 
Then 7 has a fixed point in K fl(fi2 \ 01). 
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PROOF OF THEOREM 2.1. Let K be defined by (3.1). For all y E K with llyil = A, we have 
that y(n) 5 X for n E Nz;, and for all n E E, 
2llYll 
y(w(n)) 2 $;y(w(n)) 2 (T + l)(T + 2). 
Hence, 
for all n E E. Prom (3.2), (2.10), and (2.13), we see that 
ly(n) 5 5 G(n, s)a(a)f(s, y(m(s)) + YO(W(S))) 
s=o 
= c G(n, sMs)f(s, ~($4)) + c G(n, sb(s).f(s, YO(~S))) 
SEE sEN,T\E 
I (MIX - Nl) 1 G(n, s)a(s) + $ L X = llyll 
SEE 
for n E Nz;. If we set 
01 = {Y E B II llvll < XI, 
then 
II~YII I IIYIL for all y E K n dR1. 
\ 
(3.4) 
For all y E K with llyll = n, by a similar discussion to the one above, we see that 
for all n E E. 
From (2.14), we obtain that 
MY = 2 (70, s)e(s)f(s> Y(~(s)) + YO(W(S))) 
s=o 
=.c G(a, s)o(s)f(s, Y(w(s))) + c (70, s)o(s)f(s, YO(W(S))) 
SEE sCNT\E 
2 (Ml77 - N2) c G(u, s)a(s) + $$ = 17 = IlYll~ 
SEE 
If we set 
02 = {Y E B II IIYII < 1717 
then 
II~YII 2 IIYII? for all y E K n 6’02. (3.5) 
Hence, by (3.4),(3.5), and Lemma 3.2, we conclude that I has at least one positive fixed point 
Y E Kn(%\%) and llyll ’ b t 1s e ween X and 7. Therefore, u(n) = y(n) +ye(n) is a desired positive 
solution of (2-l)-(2.4). I 
PROOF OF THEOREM 2.2. Let K be defined by (3.1). For all y E K with llyll = A, (3.2), (2.11), 
and (2.15) imply that 
79(n) I 5 G(n, sb(s)f(s, ~(4s)) + YO(~S))) 
s=o 
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for n E N,nl2. If we set 
Qi = {Y E B II IIYII < XI, 
then 
v-Y11 5 IIYIL for all y E K fl dS1i. (3.6) 
The rest of the proof is the same as in that of Theorem 2.1, and hence, is omitted. I 
PROOF OF COROLLARY 2.1. From (2.16), we see that there exists X > 0 such that for y E (0, A], 




Hence, for {n, y} E NO x [0, A], f(n, y + yc(w(n))) I Msy < MsX; i.e., (2.15) holds. From (2.17) 
we see that there exists 77 > X such that for {n, y} E E x [2~/(7’ + l)(T + 2), co), 
min f(n’ ‘) > (T + l)(T + 2, n/i, 
GEE y - 2 
Thus, (2.14) holds. The conclusion then follows from Theorem 2.2. I 
PROOF OF COROLLARY 2.2. From (2.18), we see that there exists n > 0 such that for y E (0,771, 
mip f(% Y) > CT + 1m + 2) Ml 
nEE y - 2 
Hence, for {n, y} E E x [2v/(T + l)(T + 2), ~1, 
f(n, y) > CT + lP + 2, M1y 2 Ibflrp 
2 
So (2.14) holds. 
If f(n, Y + YO(W(~))) is b ounded on NT x [0, co), then there exists X > 17 such that 
f(% Y + Yo(W(7J))) I n/i,& for {n, y} E N,T x [0, co). 
Hence, (2.15) holds. If f(n, y + yc(w(n))) is unbounded on Nz x [O,oo), then 
This means that there exists 
liyms~p~~~~f(~,Y+y~(w(n))) = 00. 
+ 0 
a sequence yk + 0 such that for {n, y} E NT x [0, yk], 
f(? Y + YO(w(n))) 5 ,yN5 .f(? Y + YO(w(n))) 5 nTyT f(n, Yk + !-/O(w(n))). 
0 0 
Note from (2.19) that there exists kc E {1,2,. . . } such that yko > 77 and 
Hence, f(n, y + yo(w(n))) L M2yk0 for {n, y} E NT x [0, yko]. Let A = yk,,; then (2.15) holds. 
The conclusion thus follows from Theorem 2.2. I 
Theorems 2.3-2.6 are immediate consequences of Theorem 2.1. 
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