To be considered for the 2016 IEEE Jack Keil Wolf ISIT Student Paper Award. We develop the tradeoff between privacy, quantified using local differential privacy (L-DP), and utility, quantified using Hamming distortion, for specific classes of universal memoryless finite-alphabet sources. In particular, for the class of permutation invariant sources (i.e., sources whose distributions are invariant under permutations), the optimal L-DP mechanism is obtained. On the other hand, for the class of sources with ordered statistics (i.e., for every distribution P = (P1, P2, ..., PM ) ∈ P, P1 ≥ P2 ≥ P3 ≥ . . . ≥ PM ), upper and lower bounds on the achievable local differential privacy are derived with optimality results for specific range of distortions.
I. INTRODUCTION
The differential privacy (DP) framework offers strong guarantees risk of identifying an individual's presence in a database from public disclosures of functions of that database. Guaranteeing a tight a bound on privacy risk often incurs a significant penalty in terms of the usefulness of the published result. In this paper we study this privacy-utility tradeoff in the context of publishing a differentially private approximation of the full data set and measure utility via a distortion measure. Local differential privacy (L-DP) was proposed by Duchi et al. [1] to Henceforth, it suffices to consider mechanisms Q(j|i) with the following form: 
Definition 1:
The sub-matrix of Q induced by rows from i min to i max and columns from j min to j max is written as Q(j min : j max |i min : i max ).
Definition 2: A mechanism QX |X , or equivalently its corresponding distortion set
, is called (P, D)-valid if it satisfies the average distortion constraint for every P X ∈ P. The set of all (P, D)-valid mechanisms is Q(P, D)
QX |X : E P X ,QX |X d(X,X) ≤ D, ∀P X ∈ P .
In this paper, we introduce the following DP definition which while based on the definitions in [3] and [1] is stronger in that it implies -differential privacy according to definitions in [3] and [1] , though the reverse implication need not hold.
Definition 3:
A mechanism QX |X is -differentially private if Q(x|x 1 ) ≤ e Q(x|x 2 ) for all x 1 , x 2 ∈ X ,x ∈X .
For a mechanism QX |X , let DP (QX |X ) be the minimum such that (1) is satisfied.
Remark 1: For a finite > 0, an -differentially private mechanism is such that every column has either all nonzero or all zero entries, i.e. there cannot be a zero and a non-zero entry in the same column. Thus, any mechanism achieving finite DP (·) can have M − k non-zero columns and k all-zero columns for some integer 0 ≤ k ≤ M − 1.
Also note that DP (QX |X ) ≥ 0 for any QX |X .
Note that D = 0 (perfect utility) implies thatX = X, i.e. the optimal mechanism is an identity matrix Q with DP (Q) = ∞. Thus, we focus only on D > 0 in the sequel. Lemma 1: DP (·) is a convex function of QX |X .
Proof: Based on the definition of convexity in [4] , It suffices to show that if two different mechanisms Q 1 and Q 2 are -differentially private mechanisms for some finite , then their convex combination Q θ = θQ 1 + (1−θ)Q 2 , 0 < θ < 1, is also -differentially private. Let x 1 , x 2 ,x be two arbitrary input elements and one arbitrary output element.
Since both Q 1 and Q 2 are -differentially private for a finite , Q 1 (x|x 2 ) is positive except when Q 1 (x|x 1 ) = 0.
Similarly, Q 2 (x|x 2 ) is positive except when Q 2 (x|x 1 ) = 0. We now exclude the case where either Q 1 (x|x 2 ) = 0
is also non-zero. Then we have:
< max
where the first inequality in (3) is based on If Q 1 (x|x 2 ) = 0 (or Q 2 (x|x 2 ) = 0), then by Remark 1 we have Q 1 (x|x 1 ) = 0 (or Q 2 (x|x 1 ) = 0). Thus,
From definitions 2 and 3, the minimal achievable -differential privacy for a given distribution class under Hamming distortion is defined as follows.
Definition 4: For a source distribution set P, and an expected Hamming distortion 0 < D ≤ 1, * DP (P, D) min
Also denote the set of all Q ∈ Q(P, D) that achieve (4) by Q * (P, D).
Definition 5:
A permutation function T (·) operating on a finite discrete random variable P gives a finite discrete random variable itself, such that for every permutation π of the set {1, . . . , M }, T (P ) i = P π(i) . A permutation function T (.) operating on integer numbers gives an integer number such that for every permutation π of the set
We will focus on two classes of source distributions in the rest of this article, which are defined as follows.
Definition 6: A class of distributions P is permutation invariant if P ∈ P implies T (P ) ∈ P for all permutations T (·). In other words, the set P is symmetric around the uniform point
M } in the probability simplex.
Definition 7: A class of distributions P has ordered statistics, if there exists a single permutation T (·) such that for every distribution P = (P 1 , P 2 , P 3 , . . . , P M ) ∈ P, we have
Remark 2: Without loss of generality, for the ordered statistic case we assume
A comparison of a permutation invariant class of sources versus ordered statistic class of sources is depicted in Fig   1 .
Remark 3: The diagonal elements are equal for a permutation invariant mechanism.
Remark 4: If P is permutation invariant and
A. Sub-linearity and our utility function
One can formulate the optimization problem in (4) as max Q∈Q U (Q) where utility U (Q) = min P ∈P M i=1 P i D i , and Q is the set of all -differentially private mechanisms. It is shown in [2] that staircase mechanisms are optimal for sub-linear U (Q) (i.e., U 's satisfying U (γQ) = γU (Q) and verified through the following examples that U (Q) is not sub-linear for both our source classes. Let M = 2 and consider two mechanisms with distortions {1, 0} and {0, 1}.
Clearly, in both cases
i .
III. OPTIMAL MECHANISM FOR M-ARY SOURCES
In [5] , the authors conjecture that the optimal differentially private mechanism for a discrete source of alphabet size M is
In the following subsections, we prove that for D ∈ [0, M −1 M ), the achievable scheme in (5) is tight for the permutation invariant source classes; for the sources with ordered statistics, we provide upper and lower bounds on * DP (P, D) that are tight for well-defined subsets of D ∈ [0, M −1 M ) and coincide with conjectured mechanism in (5) for those subsets. Note that, *
for any source class including permutation invariant and ordered statistic source classes.
Theorem 1: For a permutation invariant source class P *
Proof: See Section IV.
Theorem 2: For an ordered statistics source class P, D
0, and for any integer k,
Then the optimal privacy level *
where
and
Proof: See Section V.
Theorem 3:
For the ordered statistics class *
Proof: See Section VI.
Theorem 4:
If the source set P has ordered statistics and includes the uniform distribution, then *
Proof: See Section VII.
In the following sections, we present the details of the proofs for Theorems above.
IV. PERMUTATION INVARIANT STATISTICS: PROOF OF THEOREM 1
Based on Definitions 6 and 8, we prove the following lemma on existence of an optimal mechanism with a specific structure.
Lemma 2: For a permutation invariant P, and 0 < D <
M there exists a permutation invariant mechanism in Q * (P, D) with not only equal diagonal values, but also equal off-diagonal values.
Proof: First note that if QX |X ∈ Q * (P, D) is (P, D)-valid, then for all permutations T (·), the permuted mechanism Q T (X)|T (X) is also (P, D)-valid because for any P ∈ P, T (P ) is also in P. Besides, DP (Q T (X)|T (X) ) = DP (QX |X ) and thus Q T (X)|T (X) ∈ Q * (P, D). Now define the mechanismQX |X as follows:
where T is the set of all permutation functions T (·). Note that Q X |X is also (P, D)-valid because it is the average of some (P, D)-valid mechanisms, and permutation-invariant by definition. Moreover, we have DP (Q X |X ) ≤ DP (QX |X ) due to convexity of DP (·). Thus, Q X |X ∈ Q * (P, D). Now let
where a ≤ D. Clearly, Q is (P, D)-valid because all of its diagonal entries are equal to Q , and it is obviously permutation invariant. Therefore, DP (Q ) = (M − 1)
1−a a . Since for any i the row sum of off-diagonal elements is equal to a, there exists some j = i for which Q (j|i) ≤
Proof of Theorem 1: Let P be a permutation-invariant class of sources, and consider the set of optimal
is achievable with Q D defined in (5). However, by Lemma 2 there exists at least one permutation-invariant mechanism Q in Q * (P, D)
with diagonal entries equal to (1 − a) and off-diagonal entries equal to
M , * DP = 0 can be achieved with a (P, D)-valid mechanism defined as Q(i|j) = 1 M for all i, j.
V. ORDERED STATISTICS: PROOFS OF THEOREM 2
We now prove Theorem 2, which provides upper and lower bounds on * DP (P, D) for the class P of ordered statistics introduced in Definition 7. In the following collection of lemmas we prove various aspects of Theorem 2 including the need for various distortion subsets, the ordering of distortions, and the upper and lower bounds.
In particular, as the distortion increases there are specific distortion values at which it is likely that the support of output reduces. The following lemma captures this observation precisely.
Lemma 3: For a given integer k, no mechanism with at least k all-zero columns can be (P,
Proof: For any P ∈ P, any mechanism with k or more all-zero columns will result in an average distortion
that are equal to one. Hence, for D < D (k) , no mechanism with k or more all-zero columns can satisfy the distortion constraint for at least one P ∈ P and thus it is not (P, D)-valid.
Lemma 4:
In order to achieve * DP (P, D), it suffices to consider only those (P, D)-valid mechanisms for which the distortion set
is sorted in the ascending order, i.e.
be a distortion vector which is not necessarily ordered. Consider a mechanism Q T (X)|T (X) with {D T (i) } M i=1 as its corresponding distortion vector, where
. Since the set of elements in each column is the same in both QX |X and 
Obviously, DP (Q ) = 0. Since ∀P ∈ P,
A. Lower Bound (Converse)
We now prove a lower bound on *
. We first define critical pairs in a matrix and then introduce a matrix coloring scheme to prove specific properties of the optimal mechanism. We illustrate this definition and the properties using Fig. 2 .
Definition 9: A critical pair in QX |X is a pair of elements {Q(k|i), Q(k|j)} in a non-zero column, such that
Note that there exists at least one critical pair, but in general if there are multiple critical pairs in different columns of a matrix Q, they may have different values. However, their ratio needs to be equal to DP (Q). Furthermore, note that not all columns may have a critical pair. However, the maximal ratio of two elements in any column is at most DP (Q).
We color the entries of non-zero columns of any given matrix Q black, white or red as follows:
• An element is colored black if it is the larger element in a critical pair.
• An element is colored red if it is the smaller element in a critical pair.
• All other elements are colored white.
Our proof involves manipulating the elements of Q while maintaining it as a valid mechanism: any change or update of Q that neither increases a black element nor decreases a red element will keep DP (QX |X ) at most equal to its previous value.
Remark 6: Note that if a black element is decreased (or a red is increased), either the DP (·) of the matrix has to decrease, or that element can no longer be black (red). Definition 10:
be the set of mechanisms with the smallest DP (·) among all
In the following lemmas and propositions, we will use Definition 1 for sub-matrices of a mechanism Q.
Proof: Denote those mechanisms Q *
MS (P, D), where MS in the subscript stands for "Minimum Sum". Through five sequential claims, we now show that there exists a
MS (P, D) with a specific color structure as shown in Fig. 2 and DP (QX |X ) is given by (16). For any mechanism QX |X with k all-zero columns (or in other words, with k of its D i s being equal to 1), without loss of generality we can assume that columns M − k + 1 to M are the all-zero ones due to Lemma 4. Let MS (P, D). Consider the ratio DP (Q) = log Q(1|i) Q(1|j) , where Q(1|j) is the red element associated with Q(1|i) which is black, i.e. Q(1|j) and Q(1|i) form critical pairs. Also note that for any other 2 < l ≤ M − k, Q(l|i) ≥ Q(l|j). Now, if DP (Q) > 0, we have Proof: Take an arbitrary mechanism QX |X ∈ Q * (k)
Fix a row i, and let the number of off-diagonal elements in row i of Q(1 : (M − k)|1 : M ) with each of the colors black, white and red be n B , n W and n R respectively, where n B + n W + n R = M − 1 − k. If only one of n R , n W or n B is non-zero, then the claim is satisfied. So, we need to consider only the following two cases and for each of them we make the off diagonal elements of the ith row white, while keeping the off-diagonal row sum the same and privacy level at most equal to DP (QX |X ).
• If n R , n B > 0, then there exists an arbitrarily small δ > 0 such that each of the off-diagonal black elements can be decreased by
, and each of the off-diagonal red elements can be increased by
is red, and Q (j|i) = Q(j|i) if Q(j|i) is white. Note that it does not matter if n W = 0 or not, because the white off-diagonal elements Q (1 : (M − k)|i) will not be changed.
• If n R = 0, n W , n B > 0 (or n B = 0, n W , n R > 0), then there exists an arbitrarily small δ > 0 such that each of off-diagonal white elements can be increased (or decreased) by δ n W , and each of off-diagonal black elements (or red elements) can be decreased (or increased) by
is white), and Q (j|i) = Q(j|i) elsewhere.
For any δ > 0, Q has the same off-diagonal row sum and the same set of {D i } M i=1 as Q, but for sufficiently small δ, Q will still be a valid row stochastic matrix and none of the elements in Q (1 : (M − k)|1 : M ) become 1 or 0. Thus, Q would still be a (P, D)-valid mechanism. Besides, all off-diagonal elements in row i of Q , i / ∈ {a 1 , a 2 , · · · , a k }, will be white or otherwise we should have a smaller DP (Q X |X ) due to remark 6, which contradicts our first assumption that QX |X ∈ Q k * (P, D). In this construction, all off-diagonal elements of Q (1 : (M −k)|1 : M ) in rows other than i are colored the same as Q without affecting the average distortion, while keeping DP (Q ) ≤ DP (Q) and thus Q ∈ Q * (k)
MS (P, D). This operation can be repeated for each row i repeatedly, to get the final Q to satisfy the claim. MS (P, D) satisfying Claims 1 and 2, and let Q(i|i) be red or white, 1 ≤ i ≤ M − k. By claim 2, all elements in the set {Q(j|i) : j = i, 1 ≤ j ≤ M − k} have the same color. Assume to the contrary that they are not all red, so they are all black or white. Consider a Q which is equal to Q, except
For sufficiently small δ > 0 this is also a (P, D)valid mechanism. Although DP (Q X |X ) remains unchanged due to Remark 6, we have
which contradicts our choice of Q ∈ Q * (k)
MS (P, D). Claim 4: There is at most one non-black element on the diagonal of Q(1 :
Proof: Take an arbitrary QX |X ∈ Q * (k)
MS (P, D) satisfying all previous Claims. Assume the contrary that there are at least two non-black diagonal elements Q(i|i) and Q(j|j), (i = j, i, k ≤ M − k). Thus, Q(i|j) is red by claim 3, which implies that there exists a k = j where Q(i|k) is black, because there should be a black element for each red element in a column. However, k = i because we already know that Q(i|i) is non-black. Thus,Q(i|k) has to be an off-diagonal black element in Q(1 : (M − k)|1 : M ), which is contradictory to our first assumption of Q satisfying all previous claims, including Claim 1 and 2. Thus, at most one diagonal element is non-black. Proof: Take an arbitrary QX |X ∈ Q * MS (P, D) satisfying all previous claims. Let the diagonal element in row i, 1 ≤ i ≤ M − k, be non-black. We show that for any j = i, 1 ≤ j ≤ M − k,D j ≥D i . By claim 3 we know that any other off-diagonal entry in row i of Q(1 : (M − k)|1 : (M − k)), including Q(j|i) is red. We also know that Q(j|j) is black and other entries in row j of Q(1 : (M − k)|1 : (M − k)), including Q(i|j), are either all red or all white due to Claims 1 and 2. Thus, for all 1 ≤ k ≤ M − k other than i or j we have Q(k|j) ≥ Q(k|i) because Q(k|j) is either red or white, and Q(k|i) is red, where both of them are in the same column. Since any row has to sum up to one, Summing over rows i and j results in
Besides, since we know that Q(j|j) is black, Q(j|i) is either red or white, Q(i|j) is red and Q(i|i) is either red or white, we have
We now show that
Assume the contrary that Q(j|j) > Q(i|i). Thus, by (19) we have
which means
However, by basic math we can conclude from (20) that
because Q(j|j) > Q(i|i), which is contradictory to (22).
The claims above imply that for D 1 as one of the smallest
, all the other diagonal elements are black, and the non-zero elements in row 1 are all red. This implies that for each red Q(j|1), j = i, there exists a diagonal element 1 − D j in the same column j which is DP (Q) times bigger than the red element Q(j|1). The proof is completed by summing over row 1 entries and solving for DP .
Let 0 ≤ k ≤ M − 1. Lemma 6 provides a formula for the optimal DP (·) among (P, D)-valid mechanisms with k all-zero columns, in terms of their corresponding distortion values
. Besides, no mechanism with at least k all-zero columns can be (P, D)-valid for D < D (k) due to Lemma 3. Thus, for any k, and
a lower bound on * DP (P, D) can be derived by taking the minimums over 0 ≤ l ≤ k and all (P, D)-valid sets of
as given by (12). However, for a mechanism with k all-zero columns we have D i = 1 for i > M − k, and thus
This completes the proof of the lower bound in Theorem 2 on * DP (P, D).
B. Upper Bound (Achievability)
We first focus on the distortion subset D ∈ [D (M −1) , 1]. Prior work [5] showed that for M = 2 and P 2 ∈ Consider an achievable mechanism whose sub-matrix Q(1 : (M − k)|1 : (M − k)) has equal values along the diagonal and off-diagonal elements are equal to each other. Let
and for k = M − 1 let
Clearly
, and
Given some k ∈ {1, 2, . . . , M − 1}, and The following lemma will be used throughout the rest of the proof of Theorem 2.
, and {a i } n i=1 be all real numbers between 0 and 1, where
and b i s are ordered increasingly. If a 1 ≥ a 1 and a i ≤ a i for i = 2, 3, · · · , n, then
The following lemma will prove the first half of Theorem 3 Thus, by Lemma 6 we know that there exists an optimal mechanism QX |X with the set of distortions {D i } M i=1 , such that its DP is given by (16), and without loss of generality D 1 ≤ D 2 ≤ · · · ≤ D M due to Lemma 4. Hence, the contrary assumption is that there exists an optimal QX |X such that * DP (Q, D) = DP (QX |X ) = log(M − 1)
Thus:
On the other hand, since QX |X is supposed to satisfy the distortion constraint for any ordered distribution P ∈ P, including P * = arg max P ∈P P M , we have:
VIII. CONCLUSION
We found the exact minimum achievable privacy for permutation invariant source classes. We also provided upper and lower bounds for the sources with ordered statistics and showed that the bounds are tight for certain ranges of distortion. In fact, for both source classes the minimum achievable L-DP is given by log(M − 1)
and 0 for D (M −1) ≤ D ≤ 1.
