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Kurzfassung
In dieser Arbeit werden numerische Methoden bereitgestellt, die der Analyse
von Formgedächtnisfaserverbundwerkstoffen dienen. Im Einzelnen umfasst dies die
Formulierung eines eindimensionalen Stoffgesetzes für Formgedächtnislegierungen
(FGL), die Angabe eines dreidimensionalen inelastischen Stoffgesetzes für große Ver-
zerrungen, die Finite-Elemente-Implementierung für zwei Strukturelemente mit den
zugehörigen Vernetzungsalgorithmen und einen Mehrskalenansatz für die gekoppelte
Homogenisierung.
FGL sind Werkstoffe mit einzigartigen Eigenschaften, die auf einem weiten Gebiet
der Technik eingesetzt werden können. Insbesondere eignen sie sich für Anwendun-
gen zur Schwingungsreduktion, Selbstheilung, Vorspannung uvm. Ein großer Nach-
teil, der den flächigen Einsatz von FGL verhindert, ist ihr hoher Preis. Deswegen wird
hier der Einsatz als Faserverstärkung in Kompositmaterialien entsprechend einschlä-
giger Literaturquellen empfohlen. So lassen sich die Materialkosten auf wenige Volu-
menprozent beschränken. Die charakteristischen Merkmale der FGL bleiben erhalten,
während Schwächen des Matrixmaterials ausgeglichen werden.
Zur effizienten numerischen Beschreibung von Formgedächtnisfaserkompositen wer-
den vier Meilensteine definiert. Zum einen muss das Materialmodell für die FGL die
wichtigsten Materialphänomene wie die Pseudoplastizität, die Pseudoelastizität, die
Superelastizität und alle Formgedächtniseffekte wiedergeben können. Es muss sich
für den Einsatz als Faserbewehrung eignen und komplizierte Lastspiele nachverfol-
gen können. Zum anderen sollte das Matrixmaterial im Kontext großer Verzerrungen
Gültigkeit besitzen und das Verhalten möglichst vieler Materialien, die sich als Kom-
positwerkstoff eignen, wiedergeben. Drittens bietet sich für die numerische Analyse
der Kompositstrukturen die Finite-Elemente-Methode an. In Ermangelung an experi-
mentellen Daten werden zwei Elementformulierungen hergeleitet und es wird gezeigt,
dass sie zu gleichen Ergebnissen führen. Sowohl ein Fachwerkelement mit linearen
Ansatzfunktionen als auch ein hexahedrales Rebarelement mit linearen und quadrati-
schen Ansatzfunktionen genügt den Anforderungen. Für den Einsatz beider Element-
typen bedarf es leistungsstarker Netzgeneratoren, die die komplizierte Mikrostruktur
des Faserverbundmaterials erstellen und für die Finite-Elemente-Methode diskretisie-
ren. Doch die Berechnung vollständiger Strukturen wird erst mit der Einführung eines
FE2-Ansatzes möglich. Jedem Gaußpunkt der Makrostruktur wird ein repräsentatives
Volumenelement (RVE) auf der Mikroebene zugeordnet. Die effektiven Materialpara-
meter werden am RVE er- und an die Makrostruktur übermittelt.
Am Ende steht eine Arbeitsumgebung, die Formgedächtnisfaserkomposite mit beliebi-
ger Mikrostruktur numerisch zu analysieren vermag. Teure Experimente können durch
die Simulation sinnvoll ergänzt werden und man erlangt Kenntnis über die kompli-
zierten Mechanismen des Lastabtrags auf Mikroebene. Weiterhin erlaubt die vorge-
schlagene Homogenisierung die Schonung von Hardwareressourcen und die Analyse
ganzer Strukturen aus FGL-Faserkomposit wird möglich. Nicht zuletzt kann durch die
Verwendung von FGL als Faserbewehrung teures Material eingespart werden.
Abstract
This thesis provides numerical methods for the analysis of shape memory fiber compo-
sites. In detail, this includes the formulation of a one-dimensional material model for
shape memory alloys (SMA), the description of a three dimensional inelastic material
model for large strains, the finite element implementation for two structural elements
together with appropriate meshing algorithms and a multi-scale approach for a coupled
homogenization framework.
Shape memory alloys are materials with unique properties. They can be applied in a
broad technical field. Particularly, they can be used for damping, self-healing, prest-
ressing etc. A huge disadvantage is their extraordinary cost. This prevents broader
application. Therefore, this thesis proposes the use of shape memory fiber composi-
tes according to certain literature sources. The material costs can be reduced to few
percentages. Nevertheless, the fiber composites retain the characteristic properties of
the shape memory alloys. Additionaly, the feebleness of the matrix material may be
overcome.
Four mile-stones are defined for the efficient numerical representation of shape memo-
ry fiber composites. First, the material model for the shape memory alloy has to be able
to model the most important material phenomena. These are pseudoplasticity, pseu-
doelasticity, superelasticity and all shape memory effects. Next, the matrix material
should be valid in the context of large strains. It is needed to represent the material be-
havior of many materials which are suitable for the use in composite structures. Third,
the finite element method is an adequate tool for the analysis of composite structures.
Due to the lack of experimental data, two different structural elements are derived. It is
shown that they yield equivalent results. A truss element with linear ansatz functions
is compared to a hexahedral brick element with linear and quadratic ansatz functions.
Both elements require performant mesh-generators which are capable of creating the
complex micro-structure and discretizing it for the finite element method. However,
the calculation of complete structures only becomes possible when an FE2-approach is
introduced. Fourth, a representative volume element (RVE) is attached to each Gauß
point of the macroscopic structure. The desired effective material parameters are deri-
ved on RVE level and are transferred back to the macro-structure.
The realisation of the described mile-stones creates a framework for the numerical ana-
lysis of shape memory fiber composites with arbitrary micro-structure. The simulation
complements expensive experiments reasonably and information about the complex
mechanisms and the load-bearing behavior on the micro-structure can be yielded. The
proposed homogenization process allows for the economical use of hardware capaci-
ties. Thus, the analysis of whole structures becomes possible. Not least, the usage of
SMA as fiber reinforcement spares expensive material.
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Kapitel 1
Einführung und Motivation
Formgedächtnislegierungen (FGL, SMA) sind vielseitige Werkstoffe, deren besonde-
re Eigenschaften von großem Interesse für technische Anwendungen sind. In vielen
Bereichen der Technik finden sie bereits Anwendung. So bedient sich die Medizin
der guten Biokompatibilität oder die Robotik nutzt den Formgedächtniseffekt (FGE,
SME), um die FGL als Stellglied zu verwenden. Auch im Bauwesen bietet sich die
Verwendung von FGL an. Ihre besonderen Eigenschaften empfehlen sie für den Ein-
satz zur Schwingungsdämpfung, zur nachträglichen Ertüchtigung, zur Selbstheilung
oder als superelastische Strukturelemente. Jedoch sind die Kosten für FGL immer
noch sehr hoch, wenn auch die gesteigerte Nachfrage den Preis hat sinken lassen. Zur
Kostenreduktion kann hier die Verwendung des Werkstoffes als Zuschlagswerkstoff
in Kompositmaterialien beitragen. Verwendet man FGL beispielsweise in Form von
Bewehrungsstäben, laminaren Schichten oder Fasern, kann man die wesentlichen Ei-
genschaften von FGL für das Komposit konservieren, während viel Material gespart
wird. Bestenfalls werden die positiven, nützlichen Eigenschaften bewahrt und die un-
erwünschten Eigenschaften werden unterdrückt. Dabei können die unerwünschten Ef-
fekte auch auf Seiten des Matrixmaterials liegen – beispielsweise kann die geringe
Zugfestigkeit von Beton ausgeglichen oder durch die Applikation von Vorspannung
sogar erhöht werden.
Diese Arbeit zeigt die Einsatzgebiete von Formgedächtnislegierungen als Komposit-
werkstoff auf und legt dabei besonderen Wert auf Anwendungen im Bauwesen. Um
auch zukünftig die Verwendung von Formgedächtnislegierungen in der Praxis wei-
ter auszubauen, ist es nötig, die aktuell noch hohen Kosten geschickt zu begrenzen
und zuverlässige Berechnungsverfahren anzubieten. Diese Forschungsarbeit sieht die
beste Möglichkeit zur Kostenersparnis beim Einsatz des teuren Materials als Faserma-
terial in einem günstigeren Matrixmaterial. So werden im Komposit nur noch wenige
Volumenprozent an FGL im Vergleich zum Gesamtvolumen gebraucht, während die
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wichtigen Materialeigenschaften jedoch konserviert bleiben.
Mit den gesteckten Zielen erwächst der Bedarf an effizienten numerischen Methoden,
mit denen sich FGL-Faser/Matrix-Komposite mathematisch beschreiben lassen. Diese
Arbeit stellt die nötigen Werkzeuge bereit. Zur effizienten Erfassung der Faserbeweh-
rung im Komposit bedarf es eines eindimensionalen Stoffgesetzes für Formgedächt-
nisfasern, bei dem die wesentlichen Materialparameter leicht aus Versuchen abgeleitet
oder in Beispielen der Literatur identifiziert werden können. Die Fasergeometrie muss
ohne erhöhten Aufwand im Matrixmaterial erfasst und schließlich auch in der Berech-
nung berücksichtigt werden. Hierzu ist ein Strukturelement erforderlich, das sich für
die Verwendung in Kompositstrukturen eignet. Ein entsprechender Netzgenerator als
Präprozessor ist an dieser Stelle notwendig und erlaubt einen reibungsfreien Arbeits-
ablauf. Die gewählte Formulierung muss auf beliebige Strukturen anwendbar sein und
darf bestehende Kapazitäten gängiger Computerhardware nicht überschreiten. Um dies
zu gewährleisten, wird ein Mehrskalenansatz motiviert. Benötigte Materialparameter
werden auf der Mikroebene anhand eines repräsentativen Volumenelementes (RVE)
ermittelt und jeweils im jeweiligen, zugeordneten Gaußpunkt an die Makroebene über-
geben.
1.1 Stand der Forschung und Ziele der Arbeit
In den letzten Jahrzehnten wurde eine Vielzahl an Veröffentlichungen zum konsti-
tutiven Verhalten von Formgedächtnislegierungen herausgegeben. Deren vollständi-
ge Nennung würde den vorgesehenen Rahmen der Arbeit sprengen. Die folgenden
Ausführungen gehen auf die wichtigsten und bekanntesten Arbeiten ein. Grundsätz-
lich lassen sich mikromechanische Modelle von phänomenologischen Modellen un-
terscheiden. Die erstgenannten Modelle bilden das Material in einem repräsentati-
ven Bereich auf einer Skala ab, auf der das Kristallgitter erkennbar ist. Die konsti-
tutiven Größen erhält man aus einem Mittelungsprozess über das repräsentative Vo-
lumen. Im Gegensatz dazu versuchen phänomenologische Modelle, das makroskopi-
sche Spannungs-Dehnungs-Verhalten der Formgedächtnislegierungen wiederzugeben.
Über die Entwicklung interner Variablen lassen sich Aussagen zu der Mikrostruktur
des Materials treffen. Im Vergleich beider Modellierungsansätze sind phänomenologi-
sche Modelle nicht so detailgetreu wie die mikromechanischen Ansätze. Für die meis-
ten Anwendungen sind sie allerdings von ausreichender Genauigkeit. Ihr großer Vorteil
liegt in der Geschwindigkeit und Zuverlässigkeit. Anders ausgedrückt: Mikromechani-
sche Modelle erklären die makroskopische Antwort und phänomenologische Modelle
beschreiben das mikromechanische Verhalten mit Evolutionsgleichungen.
Eine der ersten Publikationen stammt von Achenbach und Müller [3]. Sie ist im klas-
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sischen Rahmen der statistischen Mechanik formuliert und kann das Spannungs-Deh-
nungs-Verhalten zu unterschiedlichen Temperaturen wiedergeben. Dieses Modell wur-
de von Seelecke und Müller [153] erweitert und legt nun den Fokus auf die thermo-
mechanische Kopplung.
Die Modelle von Liang und Rogers [112] und Brinson [22] gehören zu den ersten ein-
dimensionalen, phänomenologischen Modellen für Formgedächtnislegierungen. Wäh-
rend Liang und Rogers [112] nur eine interne Variable für den Martensit verwendet,
führte Brinson [22] den additiven Split für den Martensitgehalt ein. Dadurch ist das
Modell in der Lage den Formgedächtniseffekt wiederzugeben. Ihr 1D Modell verwen-
det die Freie Helmholtz Energiefunktion.
In den Arbeiten von Auricchio u. a. [5], Auricchio und Sacco [7, 8, 9] werden 1D-
Modelle stets um interessante Aspekte erweitert. Die Veröffentlichung von Auricchio
und Sacco [7] repräsentiert die Pseudoelastizität bei konstanter Temperatur und jene
von Auricchio und Sacco [8] umfasst zusätzlich den Formgedächtniseffekt. Auricchio
und Sacco [9] konzentrieren sich auf die Superelastizität zu unterschiedlichen Belas-
tungsraten und Auricchio u. a. [5] bieten ein umfassendes Modell, das die Superelas-
tizität, den Ein-Weg-Effekt, den Zwei-Wege-Effekt und Materialtraining wiedergeben
kann.
Leclercq und Lexcellent [109] führen eine exponentielle Verfestigungsfunktion ein. Sie
sind in der Lage die Pseudoplastizität und Pseudoelastizität im 3D-Fall zu beschreiben.
Der Ansatz von Raniecki und Lexcellent [146] kann die Zug-Druck-Asymmetrie wie-
dergeben. Ihr Modell basiert auf Gibbs’ Freier Energie.
Bo und Lagoudas [13, 14, 15], Lagoudas und Bo [107] verbessern ihr Modell in einer
Reihe von Veröffentlichungen und betrachten nun auch die Plastizität am Ende des
Spannungs-Dehnungs-Diagramms, kurz bevor Materialversagen eintritt.
Helm [73, 74, 75], Helm und Haupt [76] formulieren ein phänomenologisches 3D Ma-
terialmodell im Rahmen kleiner und großer Verzerrungen auf Basis der freien Helm-
holtz Energie. Das Modell beschreibt die Ratenabhängigkeit von Formgedächtnisle-
gierungen und es kann die Pseudoplastizität, -elastizität und die Formgedächtniseffek-
te abbilden. Die Finite-Elemente-Implementation beschäftigt sich jedoch nur mit der
Pseudoelastizität. Christ [31], Christ und Reese [32, 33] greifen das Modell nach Helm
auf und erweitern die Finite-Elemente-Formulierung um die fehlende Pseudoplastizität
und den Formgedächtniseffekt. Einen guten Überblick über viele existierende Modelle
liefert Lagoudas [106].
Zur Berücksichtigung von Faserbewehrung oder anderen Heterogenitäten in Bauteilen
werden in der Literatur verschiedene Möglichkeiten aufgezeigt. Grundsätzlich sind
konforme und nicht-konforme Modellierungsvarianten zu unterscheiden. In Bezug auf
Faserbewehrung kann bei der konformen Vernetzung die Faser als 1D-Fachwerkele-
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ment (Reese [148]) oder als 3D-Volumenelement (Nezhentseva u. a. [132], Reden-
bach und Vecchio [147], Schnell u. a. [151]) modelliert werden. In beiden Fällen sind,
laut Huber [79], geeignete Interface-Elemente verwendbar, mit denen sich auch die
Verbund-Schlupf-Beziehungen wiedergeben lassen. In jedem Fall sind konforme Ele-
mentnetze sehr schwer zu diskretisieren. Dabei kommt es in der Regel zu verzerrten
Elementgeometrien, die zu einer schlecht konditionierten Steifigkeitsmatrix oder auch
Elementen mit negativem Volumen führen. Viele Elemente sind zu einer ausreichend
exakten Berechnung notwendig.
Eine non-konforme Modellierung kann unter Umständen weniger Elemente benöti-
gen und erleichtert den Vernetzungsprozess. Zohdi u. a. [185], Zohdi und Wriggers
[186] stellen die Gaußpunktmethode vor. Mit diesem Vorgehen sind die Elementgren-
zen nicht mehr gleich den Materialgrenzen. Über die gewünschte Sollgeometrie wird
ein reguläres Finite-Elemente-Netz gelegt. Welche Materialkonstanten in die Berech-
nung der Steifigkeit eingehen, wird erst am Gaußpunkt entschieden. Dieses Vorgehen
stellt etwas höhere Anforderungen an die Finite-Elemente-Technologie und kann zu
Problemen bei der Verwendung iterativer Solver führen, s. Zohdi und Wriggers [186].
Löhnert und Wriggers [113] verwenden die Methode der ’Hanging Nodes’. Ungeach-
tet der Kugelform seiner Einschlüsse werden nur würfelförmige Elemente verwendet.
In den Bereichen nahe der Grenzen der Einschlüsse wird das Netz verfeinert. Mit zu-
nehmender Verfeinerung wird auch die Geometrie des Einschlusses besser erfasst. Sie
weisen nach, dass das Hanging Nodes Verfahren der Gaußpunktmethode in Effizienz
und Genauigkeit überlegen ist.
In Gebbeken [59] wird die Rebar-Methode vorgestellt. Bei diesem Verfahren werden
die Fasern nicht diskretisiert. Es gibt keine Faserknoten. Stattdessen liegt die Informa-
tion über Ein- und Austrittspunkt der Faser im Volumenelement vor. Über die Faserlän-
ge wird integriert, indem die Gaußpunkte der Faser in das Elementvolumen projiziert
werden. Die Steifigkeit der Faser wird zu der Steifigkeit der Matrix hinzuaddiert. Dem
verdrängten Matrixmaterial kann durch entsprechende Subtraktion von der Gesamt-
steifigkeit Rechnung getragen werden. Huber [79] beschreibt wie Balakrishnan und
Murray [10] unvollständigen Verbund in die Rebar-Methode implementieren. Elwi und
Hrudey [49] erweitern die Methode auf gebogene Bewehrung. Das Rebar-Verfahren
findet Einsatz bei der Berechnung von Strukturen mit Stab- oder Faserbewehrung, bei
flächigen Verstärkungen wie Textilgelegen oder bei der Berechnung von Pfahlgrün-
dungen.
Klinkel u. a. [99] stellen ein Verfahren vor, bei dem Faserbündel in verschmierter Form
berücksichtigt werden. Jedes Faserbündel, in dem Einzelfasern zusammengefasst wer-
den, die unidirektional ausgerichtet sind, wird mit einem eigenen Term in der Energie-
formulierung berücksichtigt. Die Matrix und die Fasern sind über den Deformations-
gradienten miteinander gekoppelt. Notta-Cuvier u. a. [133] übernehmen das Verfahren
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und vergleichen Berechnungen mit experimentellen Daten.
Für Homogenisierungsprozesse oder Mehrskalenanalysen werden viele verschiedene
Verfahren eingesetzt. Begonnen bei den analytischen Lösungen sind die Näherungen
von Voigt und Reuss die einfachsten ihrer Art. Sie werden auch Mischungsregeln ge-
nannt, denn sie ziehen nur die verschiedenen Volumenanteile der beteiligten Materiali-
en in Betracht, ohne auf die Geometrie und Ausrichtung der Heterogenitäten einzuge-
hen. Verfeinerte Ansätze finden sich in den Arbeiten von Eshelby [50], der die Grund-
lösung für ellipsoide Einschlüsse liefert, Hashin und Shtrikman [71] geben Schranken
für die effektiven Materialparameter auf Grundlage von Variationsprinzipien an. Eine
weit verbreitete Näherungslösung zur Berechnung effektiver Materialparameter hete-
rogener Materialien ist die Methode von Mori und Tanaka [125]. Die selbstkonsistente
Methode, vgl. Christensen und Lo [34], stellt eine weitere Verfeinerung der Methode
nach Mori und Tanaka dar.
Mit steigenden Rechnerkapazitäten wurden auch computerorientierte Homogenisie-
rungverfahren immer interessanter, vgl. Carvelli und Taliercio [25], Christman u. a.
[35], Lagoudas u. a. [108], Nakamura und Suresh [130], van der Sluis u. a. [159]. An
Einheitszellen werden die effektiven Materialparameter bestimmt. Darüber hinaus er-
langt man Information über die Verzerrungs-, Spannungsfelder, etc. auf der Feinskala.
Nachteilig gestaltet sich die Verwendung dieser Verfahren bei nichtlinearem Tragver-
halten, ob aufgrund materieller oder geometrischer Nichtlinearität, oder bei der Nach-
verfolgung komplizierter Lastwechsel. Dann ist das Arbeiten mit Einheitszellen nur
noch eingeschränkt möglich.
An dieser Stelle scheint der Einsatz von gekoppelten Homogenisierungsverfahren sinn-
voll. Im allgemeinen wird jedem Gaußpunkt einer Makroskala ein repräsentatives Vo-
lumenelement (RVE) auf der Feinskala zugeordnet. Mit diesem Vorgehen ist es nicht
notwendig, die effektiven Materialparameter der Makroskala zu kennen. Anhand des
bekannten Verzerrungszustandes eines jeden Gaußpunktes können die effektiven Ma-
terialparameter und die Spannungsterme am RVE ermittelt werden. Im RVE liegen
die einzelnen Materialkonstituenten, deren Werkstoffparameter bekannt sind, in ge-
trennter Form vor. Für dieses Vorgehen ist das RVE viel kleiner als die geometrischen
Abmessungen der Makrostruktur. Gilt zusätzlich die Hillbedingung, für die die gemit-
telte Arbeit auf dem Rand des RVE gleich der Arbeit der gemittelten Randspannung
auf der gemittelten Randverzerrung sein müssen, sind die Voraussetzungen für einen
Skalenübergang erfüllt.
Ghosh u. a. [61, 62], Ghosh und Moorthy [64] verwendeten in einer Reihe von Veröf-
fentlichungen die asymptotische Homogenisierung zusammen mit der Voronoi-Zellen-
Methode. Für die Erstellung des komplizierten Voronoi-Zellen-Netzes wurde ein Netz-
generator eigens entwickelt, s. Ghosh und Mukhopadhyay [65]. Es werden elastische
und elastisch-plastische, zweidimensionale Probleme untersucht.
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Miehe u. a. [120–122] betrachten finite Verzerrungen für polykristalline Materialien.
Die Mikrostruktur besteht aus repräsentativen Anordnungen einzelner Kornkristalle.
Es werden separate Randwertprobleme für die Makro- und die Mikrostruktur aufge-
stellt. Jedem Gaußpunkt der Makroskala ist ein RVE auf der Mikroskala zugeordnet.
Als Ergebnis leiten sie elasto-plastische Tangentenmoduln vom Prandtl-Reuss-Typ ab.
Miehe und Koch [119] zeigen, dass auch ein verzerrungsgetriebener Algorithmus wie
die Finite-Elemente-Methode mit Spannungsrandbedingungen auf der Feinskala ar-
beiten kann. Mit Hilfe von Lagrange-Multiplikatoren werden die Verzerrungen der
Makroskala in Spannungsrandbedingungen für die Mikroskala umformuliert.
Feyel [51], Feyel und Chaboche [53] benutzen zum ersten mal den Namen FE2. Ge-
genstand der Forschungsarbeiten sind Faserkomposite aus SiC/Ti mit langen Fasern
für leichte Strukturen. Die Mikrostruktur ist periodisch aufgebaut. In Carrere u. a. [24]
findet das Modell Anwendung bei der Berechnung eines Rotorblattes. In Feyel [52]
sind die Heterogenitäten so groß, dass die Annahme der Skalenseparation nicht mehr
zulässig ist. Abhilfe schafft hier der Einsatz eines Cosserat-Kontinuums auf der Ma-
kroskala.
Kouznetsova u. a. [105] untersuchen Fehlstellen im Material. Dies gilt als repräsenta-
tiv für Materialien mit sehr weichen Einschlüssen. Bei ihren Untersuchungen legen sie
Gewicht auf die Anordnung der Fehlstellen im Material. Es werden zwei verschiedene
Lastfälle (Zug und Biegung) betrachtet. Für den Fall, dass die Annahme der Skalen-
separation nicht mehr zulässig ist, führt Kouznetsova [104] das Homogenisierungs-
verfahren zweiter Ordnung ein. Hierbei ist die Feinskala um die zusätzliche Größe des
Gradienten des Deformationsgradienten an die Makroskala gekoppelt. Aufbauende Ar-
beiten nutzen diesen Ansatz, um Schädigung im Rahmen einer Mehrskalenanalyse zu
untersuchen, vgl. Gitman u. a. [67]. Das RVE ist nicht mehr einem Materialpunkt der
Makroskala gleichgesetzt. Der Ansatz über gekoppelte Volumen (coupled-volume ap-
proach) ordnet einem Makroelement ein RVE gleicher Größe zu.
Ghosh u. a. [63], Moorthy und Ghosh [124], Paquet [144], Raghavan [145] untersu-
chen nur die Bereiche mit nichtlinearem Materialverhalten über mehrere Skalen. Alle
anderen, unkritischen Bereiche werden mit Hilfe von Materialparametern modelliert,
die aus einem Homogenisierungsprozess stammen. Für die Makroskala wird eine kon-
ventionelle Finite-Elemente-Formulierung verwendet. Die Mikroskala wird von finiten
Voronoi Zellen (VCFEM) repräsentiert. Sie verwenden zwei Fehlerabschätzungmetho-
den in Bezug auf Traktionen und kinematische Größen, um Aussagen über die Qualität
der VCFEM-Berechnungen zu bekommen.
Ebenfalls aus Gründen der Rechenzeitersparnis führt Unger [176, 177] ein Spannungs-
kriterium, formuliert in den Hauptspannungen, ein. Wird ein kritisches Spannungsni-
veau bei der Berechnung überschritten, wird die Analyse auf die feinere Skala verla-
gert.
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In Geers u. a. [60] findet sich eine verständliche Übersicht über Forschungsgebiete,
auf denen die Mehrskalenanalyse gewinnbringend eingesetzt wird. Gleichfalls werden
Thematiken aufgezählt, die in naher Zukunft Gegenstand der Forschung sein werden.
Bis hierher wurden die Veröffentlichungen vorgestellt, die eines der Themen Formge-
dächtnislegierung, Faserbewehrung oder FE2 pioniert oder entscheidend geprägt ha-
ben. Wie eingangs umrissen ist ein gestecktes Ziel dieser Arbeit die effiziente und zu-
verlässige, gekoppelte Homogenisierung von FGL-Faserkompositen. Wenn auch das
Vorgehen und die Zielsetzung oftmals andere waren, so gibt es dennoch Arbeiten, die
FGL-Faserkomposite in einem Homogenisierungsrahmen untersucht haben.
Boyd und Lagoudas [19] stellen ein dreidimensionales FGL-Materialmodell vor. Der
Formgedächtniseffekt wird nicht erfasst. Die FGL selbst ist als ein elastisches Zwei-
Phasen-Material bestehend aus Martensit und Austenit abgebildet. Im Bereich der Pha-
senumwandlung findet eine exponentielle Verfestigungsfunktion Anwendung. Es wer-
den unterschiedliche Elastizitätsmoduln für die Martensit- und Austenitphase ange-
setzt. Die Mori-Tanaka Methode zusammen mit der Erweiterung von Christensen und
Lo [34] für zufällige Faserverstärkung wird verwendet, um die effektiven Materialpa-
rameter der FGL zu berechnen. Die FGL-Fasern sind in der linear-elastischen Elasto-
mermatrix unidirektional ausgerichtet. Auch der Faserkomposit wird mit dem Verfah-
ren von Mori-Tanaka homogenisiert. Das einachsiale Spannungs-Dehnungs-Verhalten
wird wiedergegeben.
In Boyd und Lagoudas [21] wird das phänomenologische FGL-Modell aus Boyd und
Lagoudas [20] verwendet. Für die Homogenisierung kommt wieder die Mori-Tanaka
Methode zum Einsatz. Die Veröffentlichung ist ohne Beispiele gestaltet. Auch Lagou-
das u. a. [108] verwendet das FGL-Modell von Boyd und Lagoudas [20]. Es wird ein
Randwertproblem an einer Einheitszelle für unidirektionale, periodisch angeordnete
FGL-Fasern aufgestellt. Ein Skalenübergang wird nicht betrachtet. Zwei verschiedene
Faseranordnungen werden einander gegenübergestellt (tetra- und hexagonal).
Song u. a. [161] verwenden die selbstkonsistente Methode zur Homogenisierung der
Mikrostruktur. Es werden einachsiale Zugversuche gerechnet und die Spannungs-Deh-
nungs-Kurven festgehalten. Das große Augenmerk liegt auf der Form der Inhomoge-
nitäten. Es werden Inhomogenitäten in Form von Fasern, Münzen und Kugeln zu ver-
schiedenen Volumengehalten miteinander verglichen. Das FGL-Modell repräsentiert
nur pseudoelastisches Verhalten.
Kawai u. a. [96] arbeiten mit der Method of Cells. Unidirektional ausgerichtete, pe-
riodisch angeordnete FGL-Fasern mit elastischer Matrix in einer Einheitszelle dienen
dazu, das phänomenologische Verhalten abzubilden. Der Fasergehalt und die Faseraus-
richtung werden variiert.
Cherkaoui u. a. [29] betrachten kugelförmige FGL-Einschlüsse in einer elasto-plas-
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tischen Aluminiummatrix. Zur Homogenisierung wird die selbstkonsistente Methode
verwendet. Die Spannungs-Dehnungs-Kurven für einachsiale Zugstabuntersuchungen
werden präsentiert.
Wieder unidirektional bewehrte FGL-Faserkomposite werden in Gilat und Aboudi [66]
untersucht. Die Matrix besteht aus Polymer oder Aluminium. Berechnet wird eine un-
endlich ausgedehnte Scheibe, die zuvor einer Be- und Entlastungshistorie ausgesetzt
war. Die Scheibe wird einer plötzlich aufgebrachten Temperaturlast ausgesetzt, die den
Shape Memory Effekt auslöst. Die Mikrostruktur wird über die Generalized Method
of Cells repräsentiert. Das Konzept der Method of Cells wird auch in weiteren Veröf-
fentlichungen aufgegriffen. Aboudi und Freed [2] berücksichtigen die starke thermo-
mechanische Kopplung der Shape Memory Alloys. Und zwar wird durch die Änderung
des Verzerrungszustandes Wärme induziert, die wiederum für eine Änderung des Ma-
terialverhaltens verantwortlich ist. Diese Erweiterung wird bei den Autoren mit dem
Namen High Fidelity Generalized Method of Cells referenziert. Die jüngsten Arbei-
ten aus dieser Reihe sind Freed und Aboudi [54, 55, 56], Freed u. a. [57]. Hier wer-
den unidirektional ausgerichtete Formgedächtnisfasern mit Beton als Matrixmaterial
in Verbindung gebracht. Der Fokus liegt abwechselnd auf Vorspannungseffekten, auf
der Schädigung in der Betonmatrix oder dem Zwei-Wege-Effekt in der Formgedächt-
nislegierung.
Wie man sieht bedienen sich die meisten Modelle komplizierter, dreidimensionaler
Stoffgesetze für FGL-Fasern. Die Faser wird entweder verschmiert abgebildet oder sie
liegt unidirektional ausgerichtet in der Mikrostruktur. Um die heterogene Mikrostruk-
tur zu erfassen, werden Einheitszellen verwendet, oder analytische Näherungsverfah-
ren werden eingesetzt.
An dieser Stelle setzt die vorliegende Arbeit an. Die FGL-Faser wird mit einem ein-
dimensionalen Stoffgesetz beschrieben. Die eindimensionale Formulierung wird als
vollkommen ausreichend erachtet, da die Fasern aufgrund ihrer Geometrie nahezu aus-
schließlich in ihrer Längsachse belastet werden. Weiterhin arbeitet das eindimensiona-
le Stoffgesetz sehr schnell und läuft stabil. Dreidimensionale Materialgesetze rechnen
langsamer, die Lösungen sind nicht immer eindeutig oder es werden weniger Effekte
erfasst. Für die Berücksichtigung der Faserbewehrung wird das Rebarkonzept verwen-
det. Dies bietet die Möglichkeit eine willkürliche Faseranordnung und -ausrichtung zu
simulieren, ohne auf detaillierte Ergebnisse in der Mikrostruktur verzichten zu müs-
sen, wie es bei verschmierten oder geschichteten Modellen der Fall wäre. Darüber
hinaus wird der Vernetzungsaufwand durch einen eigens entwickelten Netzgenerator
minimiert. Um die komplizierte Mikrostruktur zu beherrschen wird ein RVE entwor-
fen, dass in den Gaußpunkten der Makrostruktur gekoppelt ist. Beliebige Strukturen
unter willkürlichen Belastungen lassen sich auf diese Weise untersuchen. Beschrän-
kungen der Methoden mit Einheitszelle oder analytischen Näherungsverfahren muss
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keine Beachtung geschenkt werden. Im Sinne einer Steigerung der Effizienz der prä-
sentierten Methode ist die Analyse der Mikrostruktur nur in den Bereichen notwendig,
in denen nichtlineares Materialverhalten erwartet wird. Den verbleibenden Bereichen
genügt eine vorausgeschickte Homogenisierung am repräsentativen Volumenelement.
1.2 Gliederung der Arbeit
In Kapitel 2 wird der Leser allgemein an das Thema Formgedächtnislegierungen her-
angeführt. Begonnen bei der Mikrostruktur, werden die möglichen Kristallgitterstruk-
turen genannt und erläutert. Darauf aufbauend wird das phänomenologische Verhalten
für die Pseudoelastizität, die Pseudoplastizität und die Formgedächtniseffekte erklärt.
Es folgt ein Unterkapitel, das die Einsatzgebiete von Formgedächtnislegierungen in
der Technik aufzeigt. Es wird dargelegt wie die beschriebenen Eigenschaften der FGL
vorteilhaft eingesetzt werden können. Dazu werden Beispiele aus der Technik im All-
gemeinen genannt. Ein Schwerpunkt wird auf den Einsatz von Formgedächtnislegie-
rungen im Bauwesen gelegt. Hierbei wird jedem strategischen Konzept für den Ein-
satz von FGL ein gesonderter Abschnitt gewidmet. Kapitel 2 wird abgeschlossen mit
einem Überblick über grundlagenorientierte Arbeiten zu Formgedächtnisfaserkompo-
siten und Zukunftsperspektiven.
Das anschließende Kapitel 3 arbeitet die Grundlagen der Kontinuumsmechanik auf.
In einer Übersicht werden die wichtigsten Werkzeuge für Kontinuumsformulierun-
gen zusammengefasst, derer sich im späteren Verlauf der Arbeit bedient wird und de-
ren Kenntnis zu fortgeschrittenerem Stand der Arbeit vorausgesetzt wird. Es wird ein
nichtlineares Verzerrungsmaß eingeführt, so wie der korrespondierende Spannungs-
tensor. Anschließend werden die Bilanzgleichungen vorgestellt. Sie repräsentieren die
Massenerhaltung, das Gleichgewicht und weisen die Symmetrie der konstitutiven Grö-
ßen nach. Abschließend werden Aussagen zur Energieerhaltung, zur Entropiebilanz
und zur Dissipation herangezogen. Die Ausführungen hierzu sind als die ersten Haupt-
sätze der Thermodynamik bekannt.
Kapitel 4 leitet ein konstitutives Modell für Formgedächtnislegierungen her. Der spä-
tere Einsatz dieses Modells soll Fasern als Zuschlagsmaterial in Kompositstrukturen
beschreiben können. Das Zusammenspiel zwischen Matrix und Faser stellt sich als
sehr komplex dar. Es wird also ein möglichst verständliches Materialmodell benötigt,
dass auch für komplizierte Lastwechsel zuverlässige Ergebnisse liefert. Um einen mög-
lichst flexiblen Einsatz zu gewährleisten, müssen alle wichtigen Materialphänomene
sowie alle Formgedächtniseffekte von dem Materialmodell abgedeckt werden. Hier-
zu wird eine vereinfachte Freie Helmholtz Energie vorgeschlagen. In dieser ist bereits
der Martensitgehalt als innere Variable eingeführt und additiv in einen spannungsin-
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duzierten und einen temperaturinduzierten Martensit gesplittet. Der elastische Bereich
wird von zwei Fließ- bzw. Phasenübergangsbedingungen begrenzt. Im weiteren Vor-
gehen wird besonders großer Wert auf die thermodynamische Konsistenz des Modells
gelegt, um die akkurate Beschreibung der inneren Variablen in jedem Zeitschritt zu
gewährleisten. Dazu werden die Evolutionsgleichungen aus einer Lagrangegleichung
hergeleitet. Unter der Bedingung das die Phasenübergangsbedingung zu Null und die
Dissipation maximal wird, muss die Lagrangegleichung stationär werden. Die Evo-
lutionsgleichungen der inneren Variablen als Differentialgleichungen erster Ordnung
werden mit einem Euler-Rückwärtsverfahren integriert. Die konsistente Tangente im
Phasenübergang wird hergeleitet, um die Verwendung des Materialmodells in einem
Finite-Elemente-Kontext mit Newton Iteration zu gewährleisten.
Ein Material, das mit Formgedächtnislegierungen in einem Komposit verbunden wird,
muss wie die FGL in der Lage sein, große Verzerrungen abbilden zu können. Mit
diesem Ziel wird nach dem Vorbild in Klinkel [97] in Kapitel 5 eine spannungsfreie
Zwischenkonfiguration für die plastischen Verzerrungen eingeführt. Dementsprechend
wird der Deformationsgradient multiplikativ aufgespalten und es werden elastische
und plastische Verzerrungsmaße abgeleitet. Die Lösung vorgestellter Eigenwertpro-
bleme überführt die anschließenden Betrachtungen in den Hauptverzerrungsraum. Es
wird eine Freie Energiefunktion präsentiert, die sich zur Darstellung großer Verzerrun-
gen eignet. Der elastische Bereich wird durch eine Fließbedingung mit exponentieller
isotroper Verfestigung begrenzt. Die Forderung nach maximaler Dissipation liefert die
Evolutionsgleichung für die plastischen Verzerrungen, die assoziierte Fließregel. Die
Integration erfolgt mit einem Prädiktor-/Korrektor-Verfahren. Auch hier wird der al-
gorithmisch konsistente elasto-plastische Tangentenmodul angegeben.
Es schließt Kapitel 6 an, das die Berücksichtigung der Formgedächtnisfaserbeweh-
rung innerhalb der Matrixstruktur ermöglicht. Hierzu werden zwei Strukturelemente
für die Finite-Elemente-Methode hergeleitet. Das erste Element ist ein zwei-knotiges
Fachwerkelement mit linearen Ansatzfunktionen und konsistenter Tangente für die
Formgedächtnislegierung. Unter Verwendung dieses Elementes wird eine konforme
Knoten-zu-Knoten-Diskretisierung vorgestellt. Mit einem Vernetzungsprogramm wird
ein Knotennetz für die Matrixstruktur und ein Knotennetz für die Fachwerkelemente
generiert. Ein Algorithmus durchsucht dann die Umgebung eines jeden Matrixknotens
nach Fachwerkknoten und verschiebt diesen auf den letztgenannten und verschmilzt
beide. So entsteht ein leicht bis stark verzerrtes Netz für ein Faserkomposit. Auf diese
Vernetzungsmethode wird sich mit dem Namen konforme Vernetzung bezogen. Das
zweite Strukturelement ist ein sechsseitiges Rebarelement. Hier werden die Fasern
nicht mehr mit eigenen Knoten diskretisiert. Es werden jeweils die Ein- und Austritts-
koordinaten einer Faser in und aus einem Element abgespeichert. Die Information der
Faser wird durch Addition der Steifigkeit und Subtraktion des verdrängten Matrixvo-
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lumens zum sechsseitigen Volumenelement erfasst. Es wird ein Rebarelement mit acht
Knoten und linearen Ansatzfunktionen sowie mit 27 Knoten und quadratischen An-
satzfunktionen entworfen. Diese Elemente benötigen einen geringeren Vernetzungs-
aufwand. Ihre Form kann kubisch bleiben und es müssen keine Knoten verschoben
werden. Die Rebarmethode wird mit dem Namen nicht-konforme Vernetzung referen-
ziert. Die drei Strukturelemente mit den zwei Vernetzungsansätzen werden hinsicht-
lich ihres Vernetzungsaufwandes, ihrer Leistungsfähigkeit und ihres Rechenanspru-
ches diskutiert.
Die Berechnung von Systemen mit solch diffiziler Mikrostruktur wie die hier themati-
sierten Faserkomposite erfordert äußerst feine Netze. Ein Element muss kleiner sein als
die Länge des verwendeten Faserzuschlags. Damit wird der Berechnungsaufwand sehr
schnell sehr hoch, wenn die Systeme etwas größer und komplexer werden. Selbst mo-
derne Rechnersysteme gelangen schnell an ihre Grenzen. In Kapitel 7 wird ein gekop-
peltes Homogenisierungsverfahren eingeführt. Die Struktur muss so nicht mehr derart
fein aufgelöst werden wie oben erwähnt, sondern kann grober diskretisiert werden.
Die Materialdaten und Spannungen werden an einem repräsentativen Volumenelement
(RVE) ermittelt. Im Weiteren wird auf die Wahl der Größe dieses RVE eingegangen,
denn es darf gerade so groß sein, dass es noch als Materialpunkt gelten kann, muss
aber so groß sein, dass es alle nötigen Heterogenitäten erfasst.
In Kapitel 8 wird die Leistungsfähigkeit der vorgestellten Formulierung an aussage-
kräftigen Beispielen präsentiert, bevor abschließend die Arbeit zusammengefasst und
ein Ausblick gegeben wird.
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Kapitel 2
Formgedächtnislegierungen
Formgedächtnislegierungen (engl. Shape Memory Alloys, SMA) gehören zur Grup-
pe der Funktionsmaterialien (engl. smart materials). Diese Materialgruppe zeichnet
sich dadurch aus, dass sie aktiv auf veränderliche Umgebungseinflüsse reagieren kann.
Dabei wandeln sie thermische, mechanische, elektrische Energie um. Es gibt viele
Beispiele für diese Materialien. Abbildung 2.1 greift einige davon auf. Hier sind un-
terschiedliche smart materials mit ihrer Aktivierungsspannung über dem erreichbaren
Verzerrungsbereich aufgetragen, vgl. auch Lagoudas [106].
Insbesondere Formgedächtnislegierungen reagieren stark auf Temperaturänderungen.
Ihr gesamtes, phänomenologisches Verhalten ist in besonderem Maße von dem Pa-
rameter Temperatur abhängig. In Abbildung 2.2 wird dies deutlich. So findet sich
zu geringen Temperaturen θ pseudoelastisches Verhalten mit jeweils einer Hystere-
se im ersten und dritten Quadranten. Es folgt bei etwas höherer Temperatur pseudo-
plastisches Verhalten mit einer Hysterese um den Ursprung des Spannungs-Dehnungs-
Diagramms. Dieser Zustand ist eng an den Begriff des Formgedächtniseffektes ge-
knüpft. In der Hochtemperaturphase findet sich wieder pseudoelastisches Materialver-
halten bis schließlich bei sehr hohen Temperaturen die für Formgedächtnislegierungen
spezifischen Charakteristika verschwunden sind und klassisch plastisches Materialver-
halten zu beobachten ist.
Für Ingenieuranwendungen und damit auch für diese Arbeit sind der gelb und grün
markierte Bereich in Abbildung 2.2 von besonderer Wichtigkeit und werden nun de-
taillierter thematisiert.
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Abbildung 2.1: Aktivierungsspannungen verschiedener Funktionsmaterialien über ihren er-
reichbaren Dehnungen und zugehörigen Aktivierungsenergien
2.1 Mikrostruktur
In Helm [73], Otsuka und Wayman [138], Stöckel [166] u.a. werden die möglichen Kri-
stallstrukturen beschrieben, die Formgedächtnislegierungen einnehmen können. Wel-
che dieser Gitterstrukturen eingenommen wird, hängt von der Umgebungstemperatur
und dem Spannungszustand ab.
Für die bekannteste Formgedächtnislegierung Nickel-Titan (NiTi) und im Falle der
Hochtemperaturphase über einer charakteristischen Temperatur Af liegt ein kubisch
raumzentriertes Gitter vor. Es gibt in etwa gleich viele Nickel- wie Titanatome. In
den Abbildungen 2.3 und 2.4 sind die Nickelatome schwarz und die Titanatome weiß
dargestellt.
Abbildung 2.3 zeigt links eine kubisch raumzentrierte Elementarzelle. Sie wird Au-
stenit genannt. Die Ti-Atome bilden die Ecken der Elementarzelle. Das Ti-Atom
befindet sich in der geometrischen Mitte der würfelförmigen Zelle. Die Gleitebe-
ne zur Formänderung ist hellgrau gezeichnet. Die Kantenlänge des Würfels beträgt
a = 0.301 − 0.302 nm. Die Länge der Gleitebene wird zu b = √2a. Auf der rechten
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Abbildung 2.2: Veränderung des Spannungs-Dehnungs-Verhaltens von Formgedächtnislegie-
rungen in Abhängigkeit der Temperatur, Helm [73]
Seite der Abbildung ist ein Ausschnitt aus einem Gefüge von Elementarzellen darge-
stellt.
Bei einer Phasenumwandlung findet eine Scherung der Gleitebenen statt. Zur besse-
ren Unterscheidung sind in Abbildung 2.4 zwei verschiedene Grautöne gewählt. Die
hellgraue Ebene befindet sich vor der Phasenumwandlung, bezogen auf den Auste-
nit, innerhalb der betrachteten Elementarzelle. Die dunkelgrauen Gleitebenen gehören
bereits zu den benachbarten Zellen. Eine Scherung der unteren beiden Gleitebenen
führt zu einer martensitischen Phasenumwandlung. Es entsteht ausgerichteter Marten-
sit. Diese Elementarzelle ist monoklin. Hierbei ändern sich auch die Atomabstände
leicht. Die eingezeichneten Maße betragen a = 0.2889 nm, b = 0.4102 nm und
c = 0.4622 nm. Die damit verbundene Volumenänderung beträgt 0.34 %.
Unterhalb einer charakteristischen Temperatur Mf platziert sich der Martensit in einer
sog. Zwillingsanordnung. Hierbei sind die aufeinanderfolgenden Gleitebenen zueinan-
der versetzt. Dies bietet dem Gitter Raum, infolge äußerer Last in den ausgerichteten
Martensit umzuklappen und so eine remanente Gestaltänderung ohne Phasenumwand-
lung zu vollziehen.
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Abbildung 2.3: Kubisch raumzentrierter Austenit [73]
c
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Abbildung 2.4: Phasenübergang in monoklinen Martensit [73]
2.2 Phänomenologisches Verhalten
Die wichtigsten Materialphänomene werden in diesem Abschnitt zusammengetragen
und hinsichtlich ihrer jeweiligen Kristallgitterstruktur und ihres Spannungs-Dehnungs-
Verhaltens diskutiert. Die Eigenschaften von Formgedächtnislegierungen sind hinläng-
lich bekannt und können beispielsweise in den Werken von Duerig u. a. [48] oder Taut-
zenberger und Stöckel [167–173] nachgelesen werden. In den folgenden Ausführun-
gen wird Bezug auf die Kristallgitterstruktur genommen, indem eine Variable für den
Volumengehalt des Martensits z eingeführt wird. Ist z = 1, ist das Material vollkom-
men martensitisch. Und für den Fall, dass z = 0 ist, liegt reiner Austenit vor. Es gilt
z ∈ [0, 1]. Der Martensit selbst kann ausgerichtet z// oder verzwillingt z〉〉 sein. Die
Summe der beiden Anteile z = z// + z〉〉 ergibt den Gesamtmartensitgehalt.
2.2.1 Temperaturabhängigkeit
Die auffällig starke Temperaturabhängigkeit ist in der Mikrostruktur der Legierun-
gen begründet. Zur Hochtemperaturphase ist das Material vollständig austenitisch. Der
Martensitgehalt z ist folglich Null. Im niedrigen Temperaturbereich liegt eine marten-
sitische Mikrostruktur vor. Für den Martensitgehalt z gilt z = 1 (Abbildung 2.5 a)).
Die Schalttemperaturen werden dabei mitA für Austenit undM für Martensit bezeich-
net. Die Indizes s und f stehen für start und finish und markieren jeweils den Beginn
bzw. das Ende der temperaturinduzierten Phasenumwandlung. Die Verwendung der
Namen für die materialspezifischen Temperaturen As, Af , Ms und Mf ist angelehnt
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Abbildung 2.5: a) Umwandlungstemperaturen für die Phasenumwandlung Austenit–Marten-
sit, b) DSC-Diagramm
an Helm [73]. Experimentellen Rückschluss auf die Umwandlungstemperaturen erhält
man mithilfe einer elektrischen Widerstandsmessung, der Messung der Längenaus-
dehnung oder einer differential scanning calometrie (DSC-Analyse, Abbildung 2.5 b),
Helm [73], Lexcellent u. a. [111]). Für letztgenannte Messmethode wird die Tempera-
tur für ein martensitisches Material (z = 1) konstant gesteigert (θ˙ = konst > 0) und
gleichzeitig der Wärmefluss gemessen. Das erste Maximum stellt die Phasenumwand-
lung von Martensit zu Austenit (z = 0) dar. Der erhöhte, gemessene Wärmefluss mar-
kiert eine endotherme Reaktion. Anschließend wird die Temperatur konstant gesenkt
(θ˙ = konst < 0). Diesmal wird ein Minimum gemessen. Dies ist die Umwandlung von
Austenit zurück zu Martensit. Es ist eine exotherme Reaktion.
2.2.2 Pseudoelastizität
Oberhalb der materialspezifischen Austenit-finish Temperatur besteht die Formge-
dächtnislegierung ausschließlich aus Austenit (z = 0, 1 in Abb. 2.6). Um den Span-
nungsnullpunkt ist die Materialantwort linear elastisch bis sowohl im ersten als auch
im dritten Quadranten die obere Begrenzung einer Hysterese erreicht wird, vgl. Abbil-
dung 2.7 a). Der Anfang der Hysterese markiert den Beginn der Phasenumwandlung
von Austenit in ausgerichteten Martensit (z// = 1, 2 in Abbildung 2.6). Die appli-
zierte Last ist für den Phasenübergang verantwortlich. Man spricht deswegen von einer
spannungsinduzierten Phasenumwandlung. Dieser Vorgang ist zum Ende der Hystere-
se abgeschlossen, 3 in Abb. 2.6. Das Material besteht nun aus reinem, ausgerichteten
Martensit. Es folgt erneut ein linearer Ast. Bis nun echte plastische Verzerrungen auf-
treten, können sehr große Dehnwege zurückgelegt werden. Dies gibt diesem Material-
phänomen auch den Namen Superelastizität.
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Abbildung 2.6: Kristallgitterstruktur für die Pseudoelastizität
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Abbildung 2.7: a) Spannungs-Dehnungs-Diagramm, b) Evolution des Martensits für die Pseu-
doelastizität
Reduziert man die Belastung für das Material, wird der untere Teil der Hysterese be-
schrieben. Es verbleiben keine inelastischen Dehnungen. Das austenitische Kristallgit-
ter wird vollständig wiederhergestellt, 4 in Abb. 2.6.
2.2.3 Pseudoplastizität
Wenn eine Formgedächtnislegierung unter die Martensit-finish Temperatur Mf ab-
gekühlt wurde, befindet sie sich in einem rein martensitischen Zustand. Es liegt ein
verzwillingter Martensit vor (z = z〉〉 = 1, 1 in Abb. 2.8). Um den Spannungsnull-
punkt ist die Materialantwort linear elastisch bis ein Spannungsplateau ähnlich einer
Fließgrenze erreicht wird, s. Abbildung 2.9. Hier beginnt die Ausrichtung der Mar-
tensitzwillinge. Im Vergleich zur Pseudoelastizität kann hier nicht von einer Phasen-
umwandlung gesprochen werden, denn die Kristallgitter klappen lediglich in Richtung
der Last um und richten sich aus, bleiben aber martensitisch. Zum Ende der Hysterese
ist der Martensit vollständig ausgerichtet (z = z// = 1, z〉〉 = 0, vgl. 3 in Abbildung
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Abbildung 2.8: Kristallgitterstruktur für die Pseudoelastizität mit anschließendem Shape Me-
mory Effekt
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Abbildung 2.9: a) Spannungs-Dehnungs-Diagramm, b) Martensitevolutions-Diagramm für
die Pseudoplastizität
2.8) und es folgt wie zuvor ein linear elastischer Ast. Wird nun die Belastung entfernt,
verbleiben inelastische Dehnungen. Der Martensit bleibt ausgerichtet.
2.2.4 Mischverhalten
Zwischen der beschriebenen Pseudoelastizität und -plastizität existiert ein Mischbe-
reich ((Ms + Af )/2 < θ < Af ). Mit zunehmender Temperatur entsteht langsam das
pseudoelastische Materialverhalten. Die charakteristischen Hysteresen bilden sich aus.
Entsprechend Abbildung 2.5 a) kann das Material sowohl austenitisch als auch mar-
tensitisch sein.
Entsprechendes gilt auch, wenn sich das Material gerade in der Abkühlung befindet
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Abbildung 2.10: Formgedächtniseffekt am Beispiel einer Büroklammer
und die Hysteresen der Pseudoelastizität sich dem Ursprung nähern. In diesem Fall
kann phänomenologisch wieder Pseudoplastizität vorliegen, die Mikrostruktur besteht
jedoch noch aus einem austenitischen Gitter. Die Rückumwandlung infolge Tempera-
tur beginnt erst mit Erreichen der Martensit-start Temperatur (Abbildung 2.5).
2.2.5 Formgedächtniseffekte
Der Formgedächtniseffekt gibt dem Material seinen Namen. Beispielsweise ist zu be-
obachten, dass eine Büroklammer aus FGL wie in Abbildung 2.10 deformiert werden
kann. Wird sie anschließend erhitzt, erinnert sie sich scheinbar an ihre ursprüngliche
Form und nimmt diese wieder ein.
Um dieses Verhalten beobachten zu können, muss die Büroklammer anfangs aus ver-
zwillingtem Martensit bestehen (z = z〉〉 = 1). Durch die Deformation werden die
Martensitzwillinge ausgerichtet. Die Gitterstruktur verändert sich zu ausgerichtetem
Martensit (z = z// = 1). Die erreichten Dehnungen bleiben erhalten. Ein darauf-
folgendes Erwärmen der Büroklammer über die Austenit-start Temperatur initiiert den
Formgedächtniseffekt, das Material wechselt seine Gitterstruktur zu Austenit. Es findet
eine temperaturinduzierte Phasenumwandlung statt. Der Austenit ist makroskopisch
wieder ähnlich dem Zwillingsmartensit, die Büroklammer hat ihre alte Form wieder-
erlangt. Das abschließende Abkühlen unter die Martensit-finish Temperatur verändert
die Gitterstruktur zurück in den Zwillingsmartensit. Der Ausgangszustand ist wieder-
hergestellt (vgl. 5 in Abbildung 2.8, Abbildung 2.9). Ein erneutes Erhöhen der Tem-
peratur hat keinerlei Effekt auf den Deformationszustand.
Verhindert man, dass sich die Formgedächtnislegierung frei zurückverformen kann,
können große Kräfte freigesetzt werden. Man nennt dies den unterdrückten Formge-
dächtniseffekt. Während der Behinderung der Rückverformung wird die temperaturin-
duzierte Phasenumwandlung unterbunden, so entstehen hohe Spannungen im Materi-
al, die sich in hohen Rückstellkräften äußern. Mit steigender Temperatur steigen die
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Abbildung 2.11: Spannungs-Dehnungs-Diagramm des unterdrückten Formgedächtniseffektes
Rückstellkräfte (Abbildung 2.11).
Wird die Rückverformung der FGL-Struktur nicht vollständig unterbunden, sondern
wird ein elastischer Stellweg ermöglicht, ist der sogenannte Zwei-Wege-Effekt zu be-
obachten. In Abbildung 2.12 ist dieser Effekt anhand einer FGL-Feder illustriert. Wenn
die Feder unbelastet ist, spielt Temperaturänderung für sie keine Rolle. Es ist keine
Längenänderung zu verzeichnen. Wird die Feder im kalten Zustand durch ein Gewicht
G belastet, misst man die martensitische Auslenkung. Eine Temperaturänderung im
belasteten Zustand, initiiert den Formgedächtniseffekt, das Material wechselt teilweise
in das austenitische Kristallgitter. Die vollständige Umwandlung in Austenit ist jedoch
durch das angebrachte Gewicht G verhindert. Es wird die austenitische Auslenkung
gemessen. Zwischen austenitischer und martensitischer Auslenkung lässt sich allein
durch Temperaturänderung wechseln. Für den Zwei-Wege-Effekt ist ein Spannungs-
zustand erforderlich. Er kann wie hier durch eine äußere Last hervorgerufen werden,
oder aus Eigenspannungszuständen folgen.
2.3 Anwendungsgebiete
Formgedächtnislegierungen sind in der Technik mittlerweile weit verbreitet. Der Form-
gedächtniseffekt, die großen erreichbaren Dehnwege und die hohe Biokompatibilität
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Abbildung 2.12: Zwei-Wege-Effekt
Abbildung 2.13: Fußklammer aus FGL zur Heilung von Zehenbrüchen [31]
(Bogdanski [16]) bieten ein weites Einsatzfeld für Formgedächtnislegierungen.
2.3.1 Anwendungen in der Medizin
In der Medizin gibt es verschiedene Einsatzmöglichkeiten für FGL, wie in Machado
und Savi [115] nachzulesen ist. Die Superelastizität/Pseudoelastizität mit ihrer weiten
und weichen Hysterese wird für Zahnspangen oder für Gefäßstützen (Auricchio und
Petrini [6]) verwendet. Die geringe Steifigkeit beugt Verletzungen am Menschen vor,
während die großen Dehnwege die Funktionalität über eine weite Spanne sicherstellen.
Der Formgedächtniseffekt wird als Fußklammer bei Zehenbrüchen verwendet (Abbil-
dung 2.13). Durch Aktivierung desselben werden die Bruchflanken aufeinander ge-
presst und die Heilung unterstützt, s. Christ [31].
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Abbildung 2.14: Greiferentwurf nach Mertmann [118] – Skizze
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Abbildung 2.15: Greiferentwurf nach Mertmann [118] – Schema
Abbildung 2.16: Rohrverbindung [166]
2.3.2 Anwendungen in der Technik
FGL werden in der Greifertechnik angewendet. Abbildungen 2.14 und 2.15 zeigen
einen Entwurf von Mertmann [118]. Eine FGL-Faser wird im martensitischen Zustand
vorgedehnt und exzentrisch in eine elastische, stabförmige Struktur eingebracht. Mit
Hilfe des Zwei-Wege-Effektes lassen sich die Greiferarme öffnen und schließen. Wei-
tere Entwicklungen auf dem Gebiet der Greifertechnik finden sich in Just [93], Kohl
[100], Stöckel [166].
Auch für Rohrverbindungen bieten sich die Eigenschaften von Formgedächtnislegie-
rungen an. Fertig man eine Hülse wie in Abbildung 2.16 an, so dass sie passgenau
die zu verbindenden Rohre umschließt, kann der unterdrückte Formgedächtniseffekt
ausgenutzt werden, um sie kraftschlüssig zu verbinden.
Die Brillenindustrie bedient sich der Pseudoelastizität. Besonders Bügel aus FGL ge-
fertigt zeigen sich von Vorteil. Die Teile sind großen Verformungen unterworfen. Aber
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auch Brillengläser können mit superelastischer NiTi-Drähte befestigt werden.
Weiterhin werden Formgedächtnislegierungen als Verbrühschutz in Duschen, in Ro-
torblättern von Hubschraubern, bei Feuerschutzsystemen und auch in Golfschlägern
verwendet. Weitere Anwendungen aller Art finden sich in den Arbeiten von Duerig
u. a. [48], Otsuka und Wayman [138], Stöckel [166] und van Humbeek [81].
2.4 Anwendungen im Bauwesen
Die Anforderungen an Material und Konstruktion sind im Bauwesen sehr hoch. Es
gilt stets die Tragsicherheit zu gewährleisten – dies unter vielen verschiedenen Last-
fällen, über einen langen Zeitraum. Darüber hinaus darf die Gebrauchstauglichkeit
nicht eingeschränkt sein. Die vorgenannten Eigenschaften von Formgedächtnislegie-
rungen eröffnen dem planenden Ingenieur neue Möglichkeiten. Czaderski und Mota-
valli [37], Janke [89], Janke u. a. [90, 91], Klinkel und Kohlhaas [98], Motavalli u. a.
[128], Ozbulut u. a. [141], Song u. a. [160] und van Humbeek [81] geben einen Einblick
in Anwendungen und Möglichkeiten. Gleichwohl muss aber neuen Problemen begeg-
net werden. Bauwerke sind großen Temperaturschwankungen ausgesetzt. Der Bemes-
sungsbereich liegt liegt zwischen −25 ◦C ≤ θ ≤ 60 ◦C. Moser u. a. [126] empfehlen
einen Einsatz von FGL mit einer Martensit-start-Temperatur MS , die größer ist als
die untere Bemessungsgrenze (vgl. Abb. 2.17). DesRoches und Smith [40] legen eine
verbesserte Qualitätssicherung nahe, die die Materialzusammensetzung und die Ma-
terialeigenschaften überwacht, denn schon kleine Abweichungen der Volumenanteile
beteiligter Legierungselemente kann das Materialverhalten stark verändern. Ingenieur-
konstruktionen sind wechselnden Belastungen ausgesetzt. Zyklische Belastungen er-
müden das Material. Nach McCormick u. a. [116] werden Formgedächtnislegierungen
am besten für solch wiederkehrende Belastungen trainiert, indem sie großen Dehnun-
gen für einige wenige Belastungszyklen ausgesetzt werden. Ein ausschlaggebendes
Argument, was den Einsatz von Formgedächtnislegierungen limitiert und auf abseh-
bare Zeit auch einen flächendeckenden Einsatz unterbindet, ist der Preis. Abdulridha
u. a. [1] beziffern die Kosten auf 400 mal höher als bei Stahl. Bessere Fertigungstech-
niken und eine gestiegene Nachfrage lassen den Preis langsam sinken (DesRoches und
Smith [40]). Unterdessen liegt die Hoffnung auf kupfer- oder eisenbasierten Legie-
rungen, deren Konstituenten wesentlich günstiger als Nickel-Titan-Legierungen sind
(Ozbulut u. a. [141]).
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Abbildung 2.17: Betriebstemperatur für FGL im Bauwesen nach Moser u. a. [126]
2.4.1 Sanierung von historischen Mauerwerksbauten
In Bonci u. a. [18], Castellano u. a. [27], Castellano u. a. [28] und Indirli u. a.
[84, 85], Indirli u. a. [86], Indirli u. a. [87, 88] werden Projekte geschildert, bei de-
nen Formgedächtnislegierung zur Erhaltung historischer Mauerwerksbauten eingesetzt
wurde. Die prominentesten Beispiele sind die Kirche San Giorgio in Trignano in der
Emiglia Romana und die Basilika San Francesco in Assisi, beide Italien.
San Giorgio wurde bei einem Erdbeben stark beschädigt. Der Glockenturm tordierte
bei etwa zwei Drittel der Höhe um 3 cm. Um den Turm wiederherzustellen wurden
vorgespannte Stahlstäbe über seine gesamte Höhe in alle vier Ecken eingebracht. Auf
Höhe der größten Schädigung sind alle Stäbe durch eine Shape Memory Alloy Device
(SMAD, vgl. Abbildung 2.18) unterbrochen. Die FGL befindet sich im austenitischen
Kristallgitter (Af = 0 ◦C). In jeder SMAD befinden sich 60 pseudoelastische FGL-
Drähte mit einem Durchmesser D = 1 mm und einer Länge L = 300 mm. Die Vor-
spannung ist derart gewählt, dass sich der Spannungszustand in den SMADs auf Höhe
der Hysterese befindet. Für den Lastfall Erdbeben wird die pseudoelastische, weite
Hysterese durchlaufen und dämpft den schwingenden Glockenturm.
Auch die Basilika San Francesco in Assisi, Umbrien, Italien wurde bei einem Erdbe-
ben (1999) stark beschädigt. Besonders betroffen war das Tympanon über dem großen
Eingangstor direkt neben dem Glockenturm, zu sehen links neben dem Glockenturm in
Abbildung 2.19 b). Die Pfetten der Dachkonstruktion waren auf dem Tympanon aufge-
lagert. Einerseits bedeutete dies eine große Belastung für das Tympanon, andererseits
war durch einen Einsturz des Tympanons das ganze Dach des Querschiffs gefährdet.
Für die Sanierung wurde das Dach vom Tympanon losgelöst und stattdessen auf einen
neuen, steifen Stahlbetonsparren vor dem Tympanon aufgelagert. Der Sparren ist et-
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Abbildung 2.18: Ertüchtigungsmaßnahme am Glockenturm von San Giorgio [28, 88]
wa 30 cm vor dem Tympanon angebracht und mit diesem über SMADs verbunden
(Abb. 2.20). Hierdurch soll eine steife Lagerung für das Tympanon für kleine, ho-
rizontale Lasten geschaffen sein. Weiterhin sind die SMADs weich genug, um eine
federelastische Bettung für große Horizontalbewegungen des Tympanon darzustellen.
Dies ist wichtig, um den oberen Teil des Tympanons zu schützen. Und schließlich
sollen extrem große Bewegungen unterbunden werden, um ein Stabilitätsversagen im
unteren Teil des Tympanons zu vermeiden. Die Dreiteilung der Aufgaben der SMADs
wird von den natürlichen Eigenschaften der pseudoelastischen Formgedächtnislegie-
rung übernommen. Sie verhält sich zu Beginn steif, erreicht dann mit ihrer Hysterese
ein weiches Plateau und reagiert zum Ende wieder steifer.
2.4.2 Verwendung als Bewehrungsstäbe
In den Arbeiten von Abdulridha u. a. [1], Cai u. a. [23], Czaderski u. a. [36], Destrebecq
und Balandraud [41], Janke u. a. [91], Pacheco und Adão da Fonseca [142], Pacheco
u. a. [143] und Song u. a. [160] wird der mögliche Einsatz von FGL als Bewehrung im
Betonbau aufgezeigt. Es werden Vor- und Nachteile diskutiert und Möglichkeiten für
die nahe Zukunft genannt.
Abdulridha u. a. [1] zieht Nutzen aus der Pseudo-/Superelastizität. Er erwähnt, dass ei-
ne Bewehrung mit solchen Eigenschaften, große Rissöffnungen alleine durch die Supe-
relastizität wieder zu schließen vermag. Song u. a. [160] baut ebenfalls einen Versuch
mit pseudoelastischen FGL auf (Abbildung 2.21), er spannt sie zusätzlich vor, und
zieht ähnliche Schlüsse wie Abdulridha. Außerdem verwendet er den Formgedächt-
niseffekt, um Risse zu schließen. Hierzu sind FGL-Bewehrungsstäbe in der Zugzone
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Abbildung 2.19: Blick auf die Basilika San Francesco in Assisi: a) Haupttor, b) Totale
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Abbildung 2.20:
a) Anschluss des Tympanons von San Francesco an den Stahlbetonsparren über SMADs [88],
b), c) Fotografie des Stahlbetonsparrens mit SMADs (Rückseite des Tympanons und Giebel
innen) [28]
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Abbildung 2.21: Vorgespannte, pseudoelastische FGL-Bewehrung [160]
eines Betonbalkens eingebracht. An den Enden ist eine Stromquelle angeschlossen,
mit der man die Stäbe erhitzen und so den Formgedächtniseffekt initiieren kann. Der
Betonbalken wird im Dreipunktbiegeversuch belastet und es wird eine große Riss-
öffnung provoziert. Der Formgedächtniseffekt schließt den Riss für das menschliche
Auge vollständig.
Pacheco und Adão da Fonseca [142] und Pacheco u. a. [143] stellen eine neue Idee zur
Verwendung von FGL vor. Sie betonen, dass große Vorspannkräfte eine zusätzlichen
Belastung für die Struktur sind und nur für wenige Lastfälle wirklich benötigt werden.
Sie wollen Vorspanntechnologie dann nutzen, wenn sie tatsächlich gebraucht wird.
Dieses Konzept wird „Organic Prestressing“ genannt. Die Wärme wird wie zuvor bei
Song mit elektrischem Strom induziert.
Czaderski u. a. [36] führen Experimente an FGL-bewehrten Betonbalken durch. Sie
erreichen das Ziel, die Vorspannung im Balken nach Bedarf frei zu justieren und so
auch die Steifigkeit zu beeinflussen. In Anlehnung an „Organic Prestressing“ prägt
man hier den Begriff „Muscle“ für Strukturelemente, die aktiv eine tragende Rolle
übernehmen.
Janke u. a. [91] verwenden FGL in Betonstützen. Die Stützen werden mit FGL-Draht
eingeschnürt. Durch die Applikation von Vorspannung wird die Tragfähigkeit der Stüt-
ze erhöht. Das Ausnutzen des Formgedächtniseffektes, um die Vorspannung erst bei
Bedarf aufzubringen, verbesserte das Tragverhalten noch weiter.
2.4.3 Schwingungsdämpfung
Formgedächtnislegierungen werden im Hochbau und im Brückenbau zur Schwin-
gungsdämpfung erfolgreich eingesetzt. Ozbulut u. a. [141], Song u. a. [160] geben
einen umfassenden Überblick.
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Abbildung 2.22: a) FGL-Bolzen zur Dämpfung und Rezentrierung der Fahrbahnplatte, vgl.
DesRoches und Delemont [39], b) Basisisolierung nach Song u. a. [160]
Choi u. a. [30], Wilde u. a. [180] nutzen die FGL in Elastomerlagern zur Basisiso-
lierung. Sie vergleichen ihre Ergebnisse mit Berechnungen an Elastomerlagern und
betonen die guten Rezentrierungseigenschaften der pseudoelastischen FGL. DesRo-
ches und Delemont [39] bringen die FGL ebenfalls am Auflager an. Hier wird nicht
die isolierende, sondern die dämpfende und rezentrierende Eigenschaft des Materials
ausgenutzt. Es werden kurze stabförmige Bauteile am Auflager unterhalb der Fahr-
bahnplatte in Richtung Fahrbahnachse angebracht (vgl. Abb. 2.22 a)).
Ozbulut und Hurlebaus [140] untersuchen die Eignung von FGL in einem Brücken-
lager. Der Brückenträger ist isoliert auf einem laminierten Gummilager aufgelegt, so
dass vertikale Lasten abgefedert werden können und in horizontaler Richtung Spiel-
raum zugelassen ist. Um das Abrutschen des Trägers zu vermeiden, ist er über FGL-
Drahtschlingen am Auflager fixiert. Die FGL soll gleichzeitig die Schwingung dämp-
fen. In einer Simulation wird gezeigt, dass das Auflager die Horizontalverschiebungen
für sämtliche untersuchte Erdbeben reduziert. Gleichfalls wird herausgearbeitet, dass
es leistungsstärkere Alternativen gibt, vgl. Ozbulut und Hurlebaus [139], und dass die
starke Temperaturabhängigkeit von FGL als Dämpfungsbauteil von Nachteil ist. In
Ozbulut und Hurlebaus [139] wird ebenfalls ein Brückenlager vorgestellt, das unter
Verwendung von FGL konstruiert wurde. Hier hat die FGL allerdings keine dämp-
fenden Aufgaben, sondern dienen hauptsächlich der Rezentrierung des Reiblagers aus
Stahl/Teflon.
Johnson u. a. [92] führen ein Experiment im Maßstab 1 : 1 an einem Brückenträger
durch. Zur Fixierung und zur Rezentrierung auf dem Brückenlager, im Falle eines Erd-
bebens, werden üblicherweise Stahlkabel verwendet. Im Versuch wird die Performanz
der herkömmlichen Ausführung mit dem Einsatz von Formgedächtnislegierung ver-
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glichen. Die Versuchsdurchführung und die Nachrechnung am Modell zeigten bessere
Dämpfungs- und Rezentrierungseigenschaften seitens der FGL.
Die Arbeit von Soroushian und Hsu [162] verwendet die superelastische Eigenschaft
von Formgedächtnislegierungen, um Brückenträger zu verstärken. Die Formgedächt-
nisstäbe werden extern in der Zugzone des Betonbalkens montiert und nachträglich
vorgespannt. Alternativ stellen Soroushian und Hsu die Möglichkeit der Anbringung
eines unidirektional bewehrten Faserkomposits vor. Für beide Anwendungen konnten
durchgeführte Experimente die gute Eignung im Reparaturfall sowie zur Selbstheilung
und Verstärkung nachweisen. Eine Kostenanalyse ergab ein Einsparpotential von 40 %
im Vergleich zur konventionellen Bauweise.
Omar [135, 136, 137] verwendet FGL im Auflager von Brückenpylonen und weist
deren Leistungsfähigkeit numerisch nach. Ebenso zeigt er, dass Fachwerkverbände aus
FGL im Hochbau gute Ergebnisse liefern. Sowohl die Spitzendeformationen wurden
reduziert als auch die Eigenfrequenzen positiv beeinflusst (Abb. 2.23).
Casciati und Faravelli [26] und McCormick u. a. [116] führen Experimente an ein- und
zweistöckigen Rahmenkonstruktionen im Labor durch. Die getesteten Strukturen sind
in ihrer Größe herabskaliert. Es wird eine günstigere CuAlBe-Legierung verwendet,
deren Aktivierungstemperaturen Mf = −47 ◦C,Ms = −23 ◦C, As = −30 ◦C und
Af = −9 ◦C in einem baupraktisch verwertbaren Bereich liegen. Die Legierung wur-
de im Voraus behandelt und trainiert. So wurde ein gleichbleibendes Materialverhalten
gewährleistet. Als dämpfende Elemente wurden Aussteifungskreuze und Bleche aus
FGL verwendet. Es konnte gezeigt werden, dass die FGL die Eigenfrequenz der Ver-
suchsstände deutlich senken konnte, während das Dämpfungsvermögen erhöht wurde.
MANSIDE ist die Kurzform für Memory Alloys for New Seismic Isolation DEvices.
Innerhalb des Projektes wurde das Potential von Formgedächtnislegierungen erforscht,
Energie zu dissipieren und schwingende Systeme zu rezentrieren. Es wurden dämp-
fende Systeme entwickelt, die auch über weite Dehnwege gute Eigenschaften gegen
Materialermüdung zeigen. In Dolce und Cardone [44, 45], Dolce u. a. [46], Dolce und
Marnetto [47] wird erläutert wie solche Systeme zu entwickeln und bemessen sind. Das
bedeutet, die zu wählende Materialzusammensetzung ist zu diskutieren, um damit die
Form der Hysterese und die Betriebstemperatur des Dämpfersystems anzupassen. Die
im Rahmen des Projektes entwickelten Systeme werden vorgestellt. Es wurden Tests
an Torsionsstäben durchgeführt. Diese lagen als Martensite und als Austenite vor. Die
Martensitstäbe zeigten ein deutlich besseres Dämpfungsverhalten, während die Aus-
tenitstäbe annähernd wieder ihre Ausgangsform einnahmen und das Gesamtsystem
in die Nullage führten. Beide Kristallgitter zeigten ausgesprochen gutes Ermüdungs-
verhalten. Um das Dämpfungsverhalten von Austenitstäben zu verbessern empfehlen
Dolce und Cardone [45] mit Vordehnung zu arbeiten. Das Material sollte auf Breite
der maximalen Schwingungsamplitude vorgedehnt werden.
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Abbildung 2.23: Konstruktiver Einsatz von FGL zur Strukturdämpfung in Auflagern (a)) (nach
Omar [135]), Aussteifungsverbänden (b)) nach Song u. a. [160]
Active Strain Energy Tuning (ASET) bedeutet, dass der Shape Memory Effekt benutzt
wird. Es werden vorgedehnte Formgedächtnisdrähte oder -fasern in ein Komposit ein-
gebaut. Auf diese Weise werden große Spannungen aktiviert, die in die umgebende
Struktur eingetragen werden. So soll das Schwingungsverhalten günstig beeinflusst
werden. Beim Active Property Tuning (APT) geht man nur davon aus, dass sich die
Eigenschaften der FGL selber mit der Temperatur ändern. Dies betrifft in erster Linie
die Steifigkeit und die Elastizitätsgrenze (Zak und Cartmell [182]).
Diodati u. a. [42] untersuchen das Schwingungsverhalten von FGL-bewehrten Glasfa-
serplatten. Für die sog. shape memory hybrid composites (SMHC) wird die Temperatur
in der Formgedächtnislegierung verändert. Somit ändert sich hier der Elastizitätsmo-
dul und die Elastizitätsgrenze. Das Schwingungsverhalten kann auf diese Weise positiv
beeinflusst werden (APT).
Friend und Mattey [58] untersuchten ebenfalls SMHC-Strukturen, allerdings mit klei-
nen Volumengehalten % = 0.84 %. Über elektrischen Strom wurde der Formgedächt-
niseffekt initiiert und Druckspannungen wurden in die umgebende Struktur eingetra-
gen. So konnte die Eigenfrequenz der Probekörper aktiv verändert werden (ASET).
Zak und Cartmell [182] untersuchen sowohl die ASET- als auch die APT-Methode. Ge-
genstand ihrer Forschung sind mehrlagige Graphitfaser-Komposit-Balken und -Platten
mit FGL-Drähten. Im Fazit wird betont, dass die ASET-Methode bessere Ergebnisse
hinsichtlich der Beeinflussung der Eigenfrequenzen und kritischen Lasten liefert. Je-
doch muss hier mit Bedacht geplant werden, da hohe Verbundspannungen und damit
hohe Kompressionsdrücke auf das umgebende Material zu erwarten sind.
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2.4.4 Grundlagenorientierte Arbeiten
Wei u. a. [178] stellen einen umfassenden Überblick über Formgedächtnislegierungen
auf. Begonnen bei Formgedächtnislegierungen in ihren verschiedensten Vorkommnis-
sen wie Ni-Ti, kupfer- und eisenbasierten Legierungen, bis hin zu Formgedächtnis-
keramiken, -polymeren, -gelen und ferroelektrischen Formgedächtnislegierungen wer-
den diskutiert. In Wei u. a. [179] wird auf Komposite mit Formgedächtnismateriali-
en eingegangen. Es geht um die Zusammensetzung der Komposite, deren Herstellung
und mögliche Einsatzgebiete. Im Detail werden Formgedächtnisfaser-Metallmatrix-,
Formgedächtnisfaser-Polymermatrix- und Formgedächtnispartikel, Aluminiummatrix-
Komposite beleuchtet. Dies sind Materialien, in denen FGL als verstärkendes Material
fungieren. Keramikpartikel-FGL-, Magnetpartikel-FGL-Komposite sind Beispiele für
Werkstoffe mit FGL-Matrix. Außerdem sind Formgedächtnispolymere als Laminat-
strukturen zusammen mit glasfaser- oder carbonfaserverstärkten Kunstoffen Gegen-
stand der Forschung. Ebenfalls sind Komposite mit weiteren Konstituenten wie Piezo-
keramiken oder Terfenol denkbar, die das Materialverhalten wesentlich beeinflussen.
Bollas u. a. [17] untersuchen das Potential vorgedehnter Formgedächtnisfasern, die
in ein Faser-Polymer-Komposit eingebettet werden, Vorspannung auf das umgeben-
de Material aufzugeben. Die Proben waren mitunter auf 3 % vorgedehnt und konnten
im unterdrückten Formgedächtniseffekt 550 MPa rücktreibende Spannung entwickeln.
Im weichen Komposit reduzierte sich diese Spannung auf 227 MPa in der Faser. Dies
äußerte sich in der unterdrückenden Kompositmatrix mit durchschnittlich −25 MPa
und Spitzenspannungen nahe der aktivierten Faser von −75 MPa.
Shimamoto u. a. [154] bewehren Probekörper aus Epoxidharz mit Formgedächtnisfa-
sern, die auf 0 %, 1 %, 3 % und 5 % vorgedehnt sind. Der Probekörper wird durch einen
Riss geschädigt und der Formgedächtniseffekt wird initiiert. Mit der photoelastischen
Methode wurde die Veränderung der K-Faktoren an der Rissspitze in Abhängigkeit
der Vordehnung aufgezeichnet. Es wurde gezeigt, dass sich eine große Vordehnung
eindeutig positiv auf die Resttragfähigkeit auswirkt und die K-Faktoren verkleinert.
Moser u. a. [126] erproben die Eignung von FGL-Fasern zur Vorspannung von Beton-
strukturen. Sie verwenden vorgedehnte FGL-Fasern, die sie zu Schlaufen formen, sie-
he Abb. 2.24, um ein Herausziehen bei der Aktivierung des Formgedächtniseffektes zu
vermeiden. Die Fasern besitzen einen DurchmesserD = 0.25 mm und eine Länge L =
100 mm. In ein Betonprisma der AbmessungenL×b×t = 320×80×80 [mm3] werden
1.2 vol.-% Fasern eingebracht. In der Vorbereitung wurden die Fasern auf ε = 10 %
vorgedehnt. Dies resultierte in einer bleibenden Dehnung von εi = 7.5 %. Voruntersu-
chungen zeigten, dass für den unterdrückten Formgedächtniseffekt in vier Temperatur-
zyklen auf θ1 = 90 ◦C, θ2 = 100 ◦C, θ3 = 120 ◦C und θ4 = 180 ◦C Zwangsspannun-
gen von σ1 = 200 MPa, σ2 = 300 MPa, σ3 = 405 MPa und σ4 = 845 MPa induziert
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Abbildung 2.24: Herstellung und Formen der verwendeten Faserbewehrungen in Moser u. a.
[126]
wurden. Auf die gleichen Temperaturen wurde der Betonprobekörper mit der SMA-
Faserbewehrung erwärmt. Die Längenänderung wurde gemessen und mit ihr auf eine
resultierende Vorspannung von σc = −6.5 MPa geschlossen.
Lee und Taya [110] stellen ein Modell zur Berechnung vorgespannter unidirektional
bewehrter FGL-Faser/Aluminium-Matrix-Komposite vor. Ihre Lösung basiert auf ei-
nem 1D-Stoffgesetz für die FGL. Die Ermittlung der homogenisierten Materialpara-
meter erfolgt mit dem Mori-Tanaka-Modell. Die Ergebnisse werden mit Versuchsdaten
verglichen und zeigen eine gute Übereinstimmung.
Armstrong und Kino [4] rechnen eigens erstellte FGL-Faser/Aluminium-Komposit-
proben nach. Beim Herstellvorgang wurden NiTi-Fasern mit Durchmesser D =
0.19 mm auf Blatt-Aluminium 6061 mit den Abmessungen L× b× t = 35 × 9 ×
0.3 [mm]3 aufgebracht und im Anschluss zu einer Zugprobe heiß verpresst. Der Faser-
gehalt der fertigen Probe betrug ungefähr 20 %. In der Versuchsdurchführung wurde
die Kompositprobe bei 25 ◦C auf 5.8 % gedehnt. Nach dem Entfernen der äußeren Last
wurde die Umgebungstemperatur auf 75 ◦C erhöht. Diese Temperatur wurde konstant
gehalten und die äußere Last wurde wieder angebracht und die Probe zu Bruch gefah-
ren. Das Spannungs-Dehnungs-Verhalten wurde zu jedem Zeitpunkt aufgezeichnet.
Nach dem Einsetzen des Formgedächtniseffektes wurde eine erhöhte Zugtragfähigkeit
des Komposits verzeichnet. Ein Vergleich mit einem einfachen, eindimensionalen Re-
chenmodell zeigte eine zufriedenstellende Übereinstimmung. Der FGL-Berechnung
lag das Modell von Liang und Rogers [112] zugrunde.
Die Arbeit von Daghia [38] beschäftigt sich mit aktiven, FGL-faserverstärkten Kompo-
siten. Das FGL-Modell nach Auricchio wird in ein geschichtetes Plattenmodell imple-
mentiert. Die Möglichkeit zur Beeinflussung der Steifigkeit und der Geometrie wird
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diskutiert (vgl. APT, ASET). Es werden Versuchskörper aus Glasfaser- und FGL-
Schichten hergestellt. Die Versuchsergebnisse werden mit den Berechnungsergebnis-
sen verglichen und zeigen gute Übereinstimmung.
Kapitel 3
Kontinuumsmechanische Grundlagen
Die Kontinuumsmechanik beschreibt physikalische Körper als Ansammlung zahllo-
ser Materialpunkte. Die Materialpunkte sind so groß, dass einzelne Moleküle nicht
mehr wahrgenommen werden. Trotzdem sind sie immer noch so klein sind, dass sie
Partikelgröße haben. Physikalische Phänomene können beschrieben werden, ohne die
Mikrostruktur eines Werkstoffs genau zu kennen. In diesem Kapitel wird eine kur-
ze Einführung in die im weiteren Verlauf der Arbeit wichtigen Themen gegeben. Die
Ausführungen sind angelehnt an Arbeiten von Dixit und Dixit [43], Gurtin [70], Haupt
[72], Holzapfel [78], Stein und Barthold [165] oder Truesdell und Noll [175]. Gleich-
falls wird auf diese Quellen zur vertiefenden Lektüre verwiesen.
3.1 Verzerrungsmaße
Ein Körper B ist aus unzähligen Partikeln bzw. Materialpunkten zusammengesetzt. Er
wird vom Rand ∂B begrenzt. Der Rand mit vorgegebenen Verschiebungen wird ∂Bu
und der Rand mit vorgegebenen Lasten wird ∂Bσ genannt (Abb. 3.1).
Die Konstellation aller Materialpunkte des Körpers B zum Zeitpunkt t = 0 wird
Anfangs- oder Referenzkonfiguration Ω◦ genannt. Der Ortsvektor X = X1 · e1 +
X2 · e2 + X3 · e3 mit den Koordinaten (X1, X2, X3) gibt die (unverformte) Lage des
Materialpunktes M in der Referenzkonfiguration an. Man spricht von materiellen oder
Lagrangeschen Koordinaten. Variablen der Ausgangskonfiguration sind mit Großbuch-
staben benannt.
Zu einem späteren Zeitpunkt t 6= 0 wird die (verformte) Lage des Körpers B Momen-
tankonfiguration genannt. Der gleiche Materialpunkt M wird hier über den Ortsvektor
x = x1 · e1 + x2 · e2 + x3 · e3 mit den Koordinaten (x1, x2, x3) adressiert. Diese Ko-
ordinaten werden räumliche oder Eulersche Koordinaten genannt. Konsequenterweise
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Ausgangskonfiguration Momentankonfiguration
Abbildung 3.1: Abbildung zwischen Ausgangs- und Momentankonfiguration
erhalten Variablen der Momentankonfiguration Kleinbuchstaben zum Namen.
Die Abbildung Φ(X, t) der Ausgangskonfiguration Ω◦ auf die Momentankonfigurati-
on Ω und zurück wird Deformation genannt. Entsprechend der Benennung der Koor-
dinaten wird auch die Deformation Φ materielle und die Umkehrabbildung Φ−1 räum-
liche Abbildung genannt.
Die lineare Abbildung eines Linienelementes dX auf dx
dx = F (X, t) dX (3.1)
definiert den Deformationsgradienten F . Dieser ist eine zentrale Größe in der Konti-
nuumsmechanik und lässt sich mit
F =
dx
dX
= Gradx (3.2)
direkt bestimmen. Mit dem Deformationsgradienten werden grundsätzlich Transfor-
mationen zwischen Größen der Momentan- zur Referenzkonfiguration und umgekehrt
beschrieben, er ist in der Regel nicht symmetrisch. Gleichung (3.1) lässt sich auf Volu-
meninkremente dv = F dV übertragen. Hieraus kann anschaulich abgeleitet werden,
dass detF > 0 sein muss, um ein Null-Volumen oder ein negatives Volumen auszu-
schließen.
Man kann zeigen, dass sich F in
F = RU ,
F = V R
(3.3)
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zerlegen lässt. Hier sind U der Rechts-Streck- und V der Links-Streck-Tensor. Da der
TensorR die Starrkörperrotation beschreibt, die folglich ein Teil von F ist, eignet sich
der Deformationsgradient nicht als Verzerrungsmaß. Durch die Quadraturen
C = F TF = U 2,
b = FF T = V 2
(3.4)
zum materiellen Rechts-Cauchy-Green Tensor C und räumlichen Links-Cauchy-
Green Tensor b lässt sich R eliminieren. Außerdem sind beide Größen nun sym-
metrisch. Dies ist von Vorteil, da die zu verknüpfenden Spannungstensoren ebenfalls
symmetrisch sind. Es lässt sich zeigen, dass der Deformationsgradient für eine Starr-
körperverschiebung zu Eins wird, obwohl er keine Deformation beschreibt und somit
Null sein sollte. Der Green-Lagrange-Verzerrungstensor
E =
1
2
(
F TF − 1) (3.5)
wurde konstruiert, um den genannten Unzulänglichkeiten zu begegnen. Der Tensor E
wird als allgemeingültiges, nichtlineares Verzerrungsmaß angesehen. Beschränkt man
sich auf kleine Verzerrungen kann der nichtlineare Anteil
E = Elin +Enlin = ε+Enlin (3.6)
vernachlässigt werden. Der Anteil
ε =
1
2
(
Gradu+ GradT u
)
(3.7)
liefert in den Hauptdiagonalelementen εii die Ingenieurdehnungen und in den Neben-
diagonalelementen εij mit i 6= j die halben Ingenieurgleitungen.
Neben dem hier beschriebenen Green-Lagrange-Verzerrungstensor lassen sich mit
Em(U) =
{
1
m
(Um − 1) für m 6= 0
lnU für m = 0
(3.8)
weitere Verzerrungstensoren definieren, siehe auch Ogden [134]. Auf diese Art findet
man für
• m = 0 den Hencky-Verzerrungstensor,
• m = 1 den Biot-Verzerrungstensor und
• m = 2 den Green-Lagrange-Verzerrungstensor.
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Abbildung 3.2: Gleichgewichtsaussage und Schnittprinzip nach Cauchy
3.2 Spannungsmaße
Im vorangegangen Abschnitt 3.2 wurden die Hilfsmittel zur Beschreibung von Bewe-
gung und Deformation erklärt. Diese Beobachtungen haben in der Regel Spannungen
zur Folge. Spannungen werden “sichtbar”, wenn man das Eulersche Schnittprinzip an-
wendet und den Körper B am Schnitt S auftrennt. Auf der entstandenen Schnittfläche
mit der Normalenn am Ort x zum Zeitpunkt t steht in der Momentankonfiguration der
Cauchysche Spannungsvektor t1. Er ist im Gleichgewicht mit dem Spannungsvektor
t2 des gegenüberliegenden Schnittufers
t1(x, t, n) = −t2(x, t,−n). (3.9)
Man nennt die Gleichgewichtsbedingung (3.9) auch Cauchysches Fundamentallemma.
Das Cauchy Theorem besagt, dass die Abbildung σ der Normalen n auf den Span-
nungsvektor t
t = σ · n (3.10)
den Cauchy Spannungstensor darstellt. Durch die Pull-Back Operation
P = detF · σF−T (3.11)
kann der in der Momentankonfiguration lebende Tensor σ in die Ausgangskonfigura-
tion auf den 1. Piola-Kirchhoff Spannungstensor zurückgeführt werden. Während der
Cauchy Tensor noch die wichtige Eigenschaft der Symmetrie hatte, geht diese beim
ersten Piola-Kirchhoff Tensor verloren. Daher wird folgendes Konstrukt
S = detF · F−1σF−T (3.12)
eingeführt. Gleichung (3.12) erklärt den 2. Piola-Kirchhoff Spannungstensor. Er ist
wieder symmetrisch. Bei großen Deformationen geht allerdings die physikalische In-
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terpretation verloren. Auf den 2. Piola-Kirchhoff Tensor lässt sich nun wieder die Push-
Forward Operation
τ = F−1SF T = detF · σ (3.13)
anwenden, die ihn in die Momentankonfiguration überführt. Man erhält den symme-
trischen Kirchhoff Spannungstensor.
3.3 Erhaltung der Masse
Jedem Körper B kann eine Masse zugeordnet werden. Die Masse m ist eine skalare
Größe. Sie beschreibt die Menge an Material in B. Es wird angenommen, dass m
gleichmäßig über B verteilt ist. In der Ausgangs- und in der Momentankonfiguration
gilt
m◦ =
∫
Ω◦
ρ◦ dV m =
∫
Ω
ρ d v (3.14)
mit den Massedichten ρ◦ und ρ. Die Masse m◦ = m eines materiellen Körpers än-
dert sich während des Deformationsprozesses nicht. Die Bestimmung der Massedichte
kann mit der ersten lokalen Form der Masseerhaltung
ρ◦ = ρ detF (3.15)
erfolgen. Die zweite lokale Form der Masseerhaltung, auch Kontinuitätsbedingung,
ρ˙+ ρ div x˙ = 0 (3.16)
erhält man aus der Forderung, dass die Masse m sich mit der Zeit nicht ändert, m˙ = 0.
3.4 Impulsbilanz
Die allgemeine Gleichung für den Impuls in globaler Form lautet
I =
∫
Ω◦
ρ◦V dV =
∫
Ω
ρv d v (3.17)
für die Referenz- und Momentankonfiguration. Hier sind V und v die Geschwindig-
keiten der bewegten Massenpartikel. Die Impulsbilanz
I˙ =
∫
Ω◦
ρ◦V˙ dV =
∫
Ω
ρv˙ d v = R (3.18)
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besagt, dass die Änderung des Impulses gleich der Resultierenden der angreifenden
KräfteR ist. Die äußeren Kräfte werden in der Referenz- und Momentankonfiguration
als integraler Ausdruck
R =
∫
∂Ω◦
T dA+
∫
Ω◦
B dV =
∫
∂Ω
t d a+
∫
Ω
b d v (3.19)
aller Oberflächenlasten T bzw. t und dem Eigengewicht B = ρ◦g bzw. b = ρg defi-
niert, wobei g die Erdbeschleunigung darstellt. Stellt man nun die Traktion t mit dem
Cauchy Spannungstensor σ und der Flächennormalen n dar und wendet auf den In-
tegralausdruck den Gaußschen Integralsatz an, findet man die lokale Gleichgewichts-
aussage
divσ + b = ρv˙ (3.20)
in räumlicher Darstellung, die für jeden Teilkörper gilt. Geht man analog unter Benut-
zung der materiellen Größen vor, lautet die Gleichgewichtsaussage
DivP +B = ρ◦V˙ , (3.21)
wobei v˙ = detF · V˙ für den Zusammenhang zwischen den zeitlichen Änderungen
der Geschwindigkeiten in Momentan- und Ausgangskonfiguration gilt.
3.5 Drehimpulsbilanz
Die Drehimpulsbilanz ist postuliert als die zeitliche Änderung des Drehimpulses. Sie
steht im Gleichgewicht
L˙ =
d
d t
∫
Ω◦
(X −Xp)× ρ◦V˙ dV = d
d t
∫
Ω
(x− xp)× ρv˙ d v = M (3.22)
mit den angreifenden Momenten, die sich zu
M =
∫
∂Ω◦
(X −Xp)× T dA+
∫
Ω◦
(X −Xp)×B dV
=
∫
∂Ω
(x− xp)× t d a+
∫
Ω
(x− xp)× b d v
(3.23)
aufschreiben lassen.Xp und xp ist der Bezugspunkt, um den die bewegte Masse dreht.
Setzt man Gleichung (3.23) in Gleichung (3.22) ein, verwendet das Cauchy Theorem,
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führt anschließend das Divergenztheorem für Vektorprodukte aus und vereinfacht den
Ausdruck, so erhält man∫
Ω
(x− xp)× (ρv˙ − b− divσ) d v =
∫
Ω
E : σT d v . (3.24)
Nach der Vereinfachung findet sich hier der Permutationstensor dritter Stufe E . Auch
hier ist die Wahl des zu integrierenden Volumens beliebig und es gilt weiterhin
Cauchys erste Bewegungsgleichung (3.20). Daraus folgt
E : σT = 0 . (3.25)
In ausgeschriebener Form sieht man, dass
σ32 − σ23 = 0 , σ13 − σ31 = 0 , σ12 − σ21 = 0 (3.26)
gelten muss. Dies ist nur erfüllt, wenn
σ = σT (3.27)
gilt. Damit ist der Beweis zur Symmetrie des Cauchy Spannungstensors erbracht. Glei-
chung (3.27) wird in der Literatur als Cauchys zweite Bewegungsgleichung geführt.
Dies unterstreicht nicht zuletzt ihre Bedeutung.
3.6 Energiebilanz
Der Energieerhaltungssatz besagt, dass Energie weder erzeugt noch vernichtet werden
kann. In einem geschlossenen, physikalischen System kann eine Energieform nur in
eine andere umgewandelt werden. Beschränkt man sich bei diesen Betrachtungen auf
mechanische Energie, muss man im wesentlichen drei verschiedene Energieformen
unterscheiden: Äußere Energie Eext, Kinetische Energie K und Innere Energie U . Die
Energiebilanz postuliert, dass die Änderung der kinetischen Energie und die Rate der
inneren mechanischen Arbeit gleich der äußeren mechanischen Leistung
d
d t
(K + U) = Pext (3.28)
ist. Die Energiebilanz stellt zugleich den ersten Hauptsatz der Thermodynamik dar.
Ausgeschrieben liest man für die kinetische Energie
K = 1
2
∫
Ω◦
ρ◦V 2 dV =
1
2
∫
Ω
ρv2 d v , (3.29)
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während die Deformationsleistung Pint sich zu
Pint = d
d t
U =
∫
Ω◦
P : F˙ dV =
∫
Ω
σ : d d v (3.30)
ergibt. Mit Gleichung (3.30) wird die Verzerrungsrate d = 1
2
(gradv + gradT v) ein-
geführt. Die Angabe der äußeren mechanischen Leistung
Pext =
∫
∂Ω◦
T · V dA+
∫
Ω◦
B · V dV =
∫
∂Ω
t · v d a+
∫
Ω
b · v d v (3.31)
komplettiert den ersten Hauptsatz der Thermodynamik.
3.7 Entropieungleichung
Die Energiebilanz beschreibt den Energietransfer als thermodynamischen Prozess. Es
wird jedoch keine Aussage über die Richtung der Energietransformation getroffen.
Diesen Missstand behebt der zweite Hauptsatz der Thermodynamik, der hier als Entro-
pieungleichung vorgestellt wird.
Die Entropie S, oder η wenn sie auf ein Volumen bezogen wird, ist ein skalares Maß
für die Unordnung in einem Körper. In der Entropieungleichung wird die Änderung
der Entropie S˙ der Rate der Entropieproduktion Q˜ gegenübergestellt.
Der zweite Term Q˜ lässt sich als Summe der Menge des Entropieflusses h durch den
Rand des Körpers und der Rate der Entropieschüttung r˜ innerhalb des Körpers
Γ = S˙ − Q˜ = d
d t
∫
Ω◦
η dV +
∫
∂Ω◦
H ·N dA−
∫
Ω◦
R˜ dV ≥ 0
=
d
d t
∫
Ω
ηc d v +
∫
∂Ω
h · n d a−
∫
Ω
r˜ d v ≥ 0
(3.32)
niederschreiben. Der Normalenvektor n zeigt positiv nach außen. Oftmals werden der
Entropiefluß h und die Entropieschüttung r˜ mit Wärmefluss q und Wärmequelle r
über die Temperatur θ
H =
Q
θ
R˜ =
R
θ
h =
q
θ
r˜ =
r
θ
(3.33)
in Verbindung gebracht. So ergibt sich die Clausius-Duhem Ungleichung
Γ =
d
d t
∫
Ω◦
η dV +
∫
∂Ω◦
Q
θ
·N dA−
∫
Ω◦
R
θ
dV ≥ 0
=
d
d t
∫
Ω
ηc d v +
∫
∂Ω
q
θ
· n d a−
∫
Ω
r
θ
d v ≥ 0 .
(3.34)
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Mit Darstellung in der Referenzkonfiguration, Herleitung der lokalen Form und Elimi-
nation der Wärmequelle R findet sich die vereinfachte Form
P : F˙ − e˙+ θη˙ − 1
θ
Q ·Grad θ ≥ 0 (3.35)
der Clausius-Duhem Ungleichung. Hier stellt der letzte Term die Entropieprodukti-
on als Folge von Wärmeleitung dar. Aufgrund der physikalischen Beobachtung, dass
Wärme immer von einer wärmeren Umgebung zu einer kälteren fließt, muss der letzte
Subtrahend immer negativ sein. Es ergibt sich folgende stärkere Dissipationsunglei-
chung
Dint = P : F˙ − e˙+ θη˙ ≥ 0 . (3.36)
Sie wird auch Clausius-Planck Ungleichung genannt.
Über die Legendre Transformation werden temperaturassoziierte Variablen wie θ und
die Entropie η mit der Formänderungsenergie ψ in Verbindung gebracht
ψ = e− θη . (3.37)
Wird ψ in dieser Form aufgeschrieben, nennt man die Formänderungsenergie auch
Freie Helmholtz Energie oder kurz Freie Energie. Mit der zeitlichen Änderung der
Freien Helmholtz Energie lässt sich Gleichung (3.36) zu
Dint = P : F˙ − ψ˙ + θ˙η ≥ 0 (3.38)
ausdrücken. In einem letzten Schritt kann auch diese Dissipationsungleichung weiter
vereinfacht werden, indem man sich auf rein mechanische Betrachtungen beschränkt
und die thermischen Ausdrücke vernachlässigt
Dint = P : F˙ − ψ˙ ≥ 0 . (3.39)
Die temperaturassoziierten Terme sind unterdrückt. Die Formänderungsvorgänge er-
folgen isotherm oder adiabatisch.
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Kapitel 4
Thermodynamisch konsistentes
Materialmodell für
Formgedächtnislegierungen
In diesem Kapitel wird ein phänomenologisches Modell für Formgedächtnisfasern her-
geleitet. Im weiteren Verlauf der Arbeit dient dieses Modell zur Beschreibung des
Materialverhaltens der Fasern im Faserkomposit. Die Faser wird als eindimensiona-
le Struktur verstanden, deren Verhalten mit einem 1D Stoffgesetz abgebildet werden
kann. Die Herleitung basiert im Wesentlichen auf einer vereinfachten Form der Freien
Helmholtz Energie und der Begrenzung des elastischen Bereichs durch zwei Phasen-
übergangsbedingungen. Der ausgewiesene Fokus und die damit verbundene Alleinstel-
lung der Materialformulierung lässt sich wie folgt zusammenfassen:
1. Erfassung aller relevanten Materialphänomene, namentlich die Pseudoplastizi-
tät, die Pseudoelastizität und der Übergangs-/Mischbereich,
2. Beschreibung aller Formgedächtniseffekte (FGE), wie dem freien FGE, dem un-
terdrückten FGE und dem Zwei-Wege-Effekt,
3. Nachverfolgung komplexer Lastspiele (Be- und Entlastung des Materials, Er-
wärmung, Abkühlung),
4. exakte Erfassung der inneren Variablen zu jedem Zeitschritt,
5. besondere Eignung des Fasermodells zur Beschreibung von Faserstrukturen,
6. Einsatz in Kompositstrukturen,
7. Herleitung des Materialmodells in einem strikten, klassisch thermodynamischen
Rahmen
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Die Ausführungen orientieren sich an den Vorarbeiten von Christ [31], Christ und Ree-
se [32, 33], Helm [73, 74, 75], Helm und Haupt [76].
4.1 Freie Energie und Kinematik
In den Arbeiten von Helm [73, 74, 75], Helm und Haupt [76] wird ein additiver Split
für die freie Helmholtzenergie vorgeschlagen. Die freie Energie der Austenitphase und
der Martensitphase werden dabei über den Volumenanteil des Martensitgehalts z sepa-
riert
ψ = (1− z) · ψA + z · ψM . (4.1)
Hierin kann auch der Martensitgehalt z aufgespalten werden. Er lässt sich als Summe
z = z// + z〉〉 (4.2)
darstellen, wobei z// den Anteil des ausgerichteten und z〉〉 den des verzwillingten Mar-
tensits repräsentiert. Die Energien der einzelnen Phasen werden in den Quellen über
die Gleichung
ψω =
µω
ρω
devEωe · devEωe +
κω
2ρω
(trEωe )
2 − 3α
ω
θ κ
ω
ρω
(trEωe ) (θ − θ0)
+ cωd (θ − θ0) + uω0 − θ
[
cωd ln
θ
θ0
+ ηω0
] (4.3)
berechnet. Der Kopfzeiger ω weist auf die jeweilige Phase (Austenit/Martensit) im
Material hin. Die Form der Energie ist insbesondere derart gewählt, um die Parameter-
identifikation durch Experimente zugänglich zu machen. Die Energie aus Gleichung
(4.3) besteht aus drei Teilen. Der Reihe nach sind dies die St. Venant-Energie für
nichtlineare, hyperelastische Materialien, die häufig in der Beschreibung von Metal-
len Verwendung findet (vgl. Holzapfel [78]), ein Term, der die Wärmeausdehnung des
Materials beschreibt und eine kalorische Funktion, die die Temperatur mit der freien
Energie verknüpft.
Die verwendeten Variablen stehen für die Lamé-Konstante µ, das Kompressionsmodul
κ, die Dichte ρ und den elastischen Green-Lagrange-Verzerrungstensor Ee. Weiterhin
findet sich der Wärmeausdehnungskoeffizient αθ und die Bezugstemperatur θ0. Die
kalorische Funktion besteht aus der spezifischen Wärmekapazität cd und der inneren
Energie u0 sowie der Entropie η0 zur Bezugstemperatur θ0.
Die vorgeschlagene Energiefunktion wird nun sukzessive vereinfacht. Für die St. Ve-
nant-Energie wird die einfachere, nichtlineare Energiefunktion
ψ =
1
2
· εeEεe + 1
2
· αHα (4.4)
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eingeführt. In dieser Gleichung sind E der Elastizitätsmodul und H der Verfestigungs-
modul. Die Größe α ist eine innere Variable und korrespondiert zu den inelastischen
Verzerrungen. Die Dehnungsgröße εe drückt die elastische Längenänderung in Norma-
lenrichtung aus. Für die Gesamtverzerrungen ε wird von einem linearen Zusammen-
hang zwischen Dehnung und Achsialverformung ausgegangen
ε =
du
dx
= u′ . (4.5)
Mit der Annahme kleiner Dehnungen, ist die Arbeit mit einem additiven Split der
Verzerrungen in einen elastischen und einen inelastischen Anteil
ε = εe + εi (4.6)
erlaubt. Der Term zur Beschreibung der Wärmeausdehnung wird hier unterdrückt. Die
Gestaltänderungseffekte infolge Phasenumwandlung sollen im Vordergrund stehen. Es
verbleibt
ψω =
1
2
εeEωεe +
1
2
αHωα + cωd (θ − θ0) + uω0 − θ
[
cωd ln
θ
θ0
+ ηω0
]
(4.7)
als Energiefunktion. Geht man nun von gleichen Materialparametern für die Austenit-
und die Martensitphase aus, setzt Gleichung (4.7) in Gleichung (4.1) ein und verwendet
(4.2), so stellt sich die freie Energie
ψ =
1
2
· εeEεe + 1
2
· αHα + z// · (∆u0 − θ∆η0)
+ z〉〉 · (∆u0 − θ∆η0)− θ ·
[
cd ln
θ
θ0
+ ηA0 − cd
]
− cdθ0 + uA0
(4.8)
erneut etwas einfacher dar. Die Größen ∆u0 und ∆η0 entsprechen den Differenzen der
inneren Energie und der Entropie zwischen Austenit- und Martensitphase.
4.2 Konstitutive Gleichungen
Die konstitutiven Gleichungen werden hergeleitet, indem die partiellen Ableitungen
der freien Energie nach den inneren Variablen gebildet werden.
Die Spannung σ ist definiert als
σ =
∂ψ
∂εe
= E · εe = E · (ε− εi) . (4.9)
Auf die gleiche Art und Weise wird die Größe p hergeleitet.
p = −∂ψ
∂α
= −H · α . (4.10)
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Hierbei handelt sich ebenfalls um eine Spannungsgröße. In der klassischen Plastizitäts-
theorie wird dieser Ausdruck Rückspannung genannt. Er wird zur Beschreibung der
kinematischen Verfestigung herangezogen. Das negative Vorzeichen deutet die rück-
treibende Wirkung dieser Größe an.
Die Ableitung der freien Energie nach dem Martensitgehalt z// liefert
∆ψ =
∂ψ
∂z//
= ∆u0 − θ∆η0 (4.11)
als einen Ausdruck vom Spannungstyp. Die Energiedifferenz ∆ψ ist sehr wichtig für
die Phasenumwandlung infolge Temperaturänderung und die Formgedächtniseffekte
in dem vorgestellten Modell. In der Literatur wird sie auch als driving force (Christ und
Reese [32, 33]) oder thermodynamic force (Helm [74, 75]) referenziert. Da der Term
∆ψ/β immer in die Mitte der Hysterese zeigt und die Lage der Hysterese vorschreibt,
wird seine physikalische Bedeutung auch mit einem off-set verglichen. Die letztge-
nannte Größe β ist ein Materialparameter und gibt die maximale Breite der Hysterese
an. Für detailliertere Ausführung wird auf Abschnitt 4.7 verwiesen.
4.3 Phasenumwandlungsbedingungen
Nach der Definition der Freien Energiegleichung muss nun der elastische Bereich E
begrenzt werden. Dieser legt die annehmbaren Spannungen fest. Er wird durch die
Phasenumwandlungsbedingung abgesteckt. In der klassischen Plastizität taucht diese
Beziehung unter dem Namen Fließbedingung auf. Der Unterschied ist in den physi-
kalischen Zusammenhängen auf der Mikroebene zu finden. Während eine Fließbedin-
gung das Gleiten von Fehlstellen in der Kristallgitterstruktur angibt, handelt es sich
bei der Phasenumwandlung um den Übergang von Austenit zu Martensit bzw. Zwil-
lingsmartensit zu ausgerichtetem Martensit. Die hier angestrebte phänomenologische
Beschreibung des Phasenübergangs ist bekannten Ausführungen der Literatur zu Ma-
terialfließen angelehnt.
Wegen dem hysteretischen Verhalten der Formgedächtnislegierung reicht eine Um-
wandlungsbedingung nicht mehr aus. Hier wird jeweils eine Phasenumwandlungsbe-
dingung
→
Φ (σ, p,∆ψ) =
∣∣∣∣σ − p− 〈∆ψ〉β · sign (σ − p)
∣∣∣∣− k ≤ 0 (4.12)
für den oberen Teil der Hysterese, den Belastungspfad, und eine weitere Phasenum-
wandlungsbedingung
←
Φ (σ, p,∆ψ) =
∣∣∣∣σ − p− 〈∆ψ〉β · sign (εi)
∣∣∣∣− k ≤ 0 (4.13)
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für den unteren Teil der Hysterese, den Entlastungspfad, vorgeschlagen. Die korrekte
Wahl der jeweiligen Phasenumwandlungsbedingung wird von dem Ausdruck
ε¯ = εi · sign
(
σ − p− 〈∆ψ〉
β
· sign (εi)) = {≥ 0, Belastung
< 0, Entlastung
(4.14)
bestimmt, der die Belastungsrichtung vorgibt. Neben den im vorhergehenden Kapi-
tel eingeführten konstitutiven Größen findet sich hier die Hysteresenbreite β. Sie ist
ein Materialparameter und gibt die maximale Breite der Hysterese (εi ≤ β) an. Der
Parameter k steht für die halbe Höhe der Hysterese. Das Föppl-Symbol (〈...〉)
〈x− a〉 =
{
0, wenn x < a
x− a, wenn x ≥ a (4.15)
ist hier auch für den Fall x = a definiert.
Eine Besonderheit ist für die erste Phasenumwandlungsbedingung, den Belastungsfall,
zu beachten. Damit nicht frühzeitig der inelastische Bereich mit
→
Φ= 0 anzeigt wird,
muss ein Spannungskriterium
σ
!≥ σctrl = |σ − p| − 〈∆ψ〉
β
. (4.16)
erfüllt sein.
4.4 Dissipationsungleichung
Der zweite Hauptsatz der Thermodynamik wird in Form der Clausius-Planck-Unglei-
chung (3.39) angewendet. Dieser Satz besagt, dass Gestaltänderungsprozesse stets mit
der Umverteilung von Energie einhergehen müssen
D = σ · ε˙− ψ˙
= σ · ε˙i + p · α˙−∆ψ · z˙// ≥ 0 .
(4.17)
Es ist zu erkennen, dass die Spannung σ auf der Rate der inelastischen Verzerrungen
und die Rückspannung p auf der Rate der inneren Variable α Energie dissipiert. Die
neue Größe ∆ψ ist eine arbeitskonforme Größe zu dem ausgerichteten Martensit z//.
Werte D < 0 können nicht angenommen werden. D = 0 gilt für reversible Prozesse.
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4.5 Evolutionsgleichungen
Um die Evolutionsgleichungen der inneren Variablen zu finden, muss die Dissipation
(4.17) unter der Bedingung maximiert werden, dass die Phasenumwandlungsbedin-
gung Null ist. Mathematisch lässt sich dies in einer Lagrangefunktion
L = −D + λ · Φ→ stationär (4.18)
ausdrücken. Für die Phasenumwandlungsbedingung
→
Φ bzw.
←
Φ ist dann der maßge-
bende Fall, wie in Abschnitt 4.3 beschrieben, einzusetzen. Die Lösung muss ihrem
Minimum zustreben. Dies wird erreicht, wenn alle partiellen Ableitungen der Lagran-
gefunktion L nach den konstitutiven Größen zu Null werden
−
[
∂D
∂σ
∂D
∂p
∂D
∂∆ψ
]T
+ λ ·
[
∂Φ
∂σ
∂Φ
∂p
∂Φ
∂∆ψ
]T
= 0 . (4.19)
Nach Durchführung der partiellen Ableitungen und in ausgeschriebener Form stellen
sich die Evolutionsgleichungen als Differentialgleichungen erster Ordnung wie folgt
dar 
ε˙i
α˙
z˙//
 = λ

+sign
(
σ − p− 〈∆ψ〉
β
· sign (...)
)
−sign
(
σ − p− 〈∆ψ〉
β
· sign (...)
)
1
β
· sign
(
σ − p− 〈∆ψ〉
β
· sign (...)
)
 . (4.20)
Dies ist der Satz Gleichungen, der das Optimierungsproblem löst. Er garantiert, dass
Gleichung (4.18) stationär und dass die Dissipation nicht negativ wird. Das Argument
der Signumfunktion sign(...) ändert sich entsprechend der verwendeten Phasenüber-
gangsbedingung. Es sei hier angemerkt, dass durch die angewendete konvexe Opti-
mierung auch die Kuhn-Tucker Komplementärbedingungen
λ ≥ 0, Φ ≤ 0 und λ · Φ = 0 (4.21)
und Konsistenzbedingungen
λ · Φ˙ = 0 (4.22)
gelten, vgl. Simo und Hughes [158]. Inelastische Formänderung findet nur auf dem
Rand des elastischen Bereiches ∂E statt.
4.6 Martensitgehalt
Die Mikrostruktur von Formgedächtnislegierungen kann zwei unterschiedliche Typen
Martensit aufweisen. Der verzwillingte Martensit z〉〉 ist im unbelasteten Material bei
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niedriger Umgebungstemperatur zu finden. Dieser Martensit verändert sich zu Austenit
bei Erwärmung. Man spricht von temperaturinduziertem Martensit. Die andere Art von
Martensit ist der ausgerichtete Martensit z//. Er entwickelt sich, wenn das Material
belastet wird. Beide Martensitanteile als Volumengehalte können Werte zwischen Null
und Eins
0 ≤ z〉〉 ≤ 1 0 ≤ z// ≤ 1 (4.23)
annehmen. Für die Koexistenz beider Martensite wird ein additiver Split
z = z〉〉 + z// . (4.24)
wie bei Brinson [22], Leclercq und Lexcellent [109] eingeführt. Dies erlaubt die Abbil-
dung des Shape Memory Effekts. Der Split der Martensitgehalte z unterliegt ebenfalls
der Restriktion, dass
0 ≤ z ≤ 1 (4.25)
gelten muss. Die Evolution des ausgerichteten Martensits wurde in Abschnitt 4.5 her-
geleitet und kann Gleichung (4.20)3 entnommen werden. Sie lässt sich mit Hilfe von
(4.20)1 zu
z˙// =
ε˙i
β
⇒ z// = ε
i
β
(4.26)
vereinfachen und integrieren. Weil Gleichung (4.23)2 gilt, wird (4.26) zu
z// =
|εi|
β
(4.27)
umgeschrieben.
Die Evolution des temperaturinduzierten Martensits im unbelasteten Zustand kann Ab-
bildung 2.5 entnommen werden. Übersetzt man die dargestellten Zusammenhänge in
eine mathematische Gleichung, stellen sie sich wie folgt
z˙0〉〉 =

− θ˙
Af−As , θ˙ > 0 und As < θ < Af
+ θ˙
Ms−Mf , θ˙ < 0 und Mf < θ < Ms
0 , sonst
(4.28)
dar. Hier finden sich wieder die Aktivierungstemperaturen der Phasen Austenit und
Martensit. Die Indizes s und f stehen für die englischen Wörter start und finish. Sie
stehen stellvertretend für die Anfangs- bzw. Endtemperatur der jeweiligen Phase. Ent-
sprechend den Ausführungen in Abschnitt 2.2 liefert der Martensitgehalt seinen Bei-
trag zum makroskopischen Materialverhalten. Abbildung 4.1 zeigt, dass ein zu Belas-
tungsbeginn austenitisches Material pseudoelastisches Materialverhalten aufweist. Ein
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Abbildung 4.1: Veränderung der Martensitgehalte in Abhängigkeit des Temperatur- und Ver-
zerrungszustandes
Material, das gleichzeitig aus verzwillingtem Martensit und Austenit besteht, liefert
eine Mischantwort. Und reiner Martensit führt bei kühlen Temperaturen zu pseudo-
plastischem Materialverhalten. Neben dem mikroskopisch vorhandenen Kristallgitter,
ist auch die Energiedifferenz ∆ψ von zentraler Bedeutung für die makroskopische Ma-
terialantwort, s. Abschnitt 4.7.
Damit der korrekte Martensitgehalt für beliebige Lastspiele angegeben werden kann,
bedarf es einer Bestimmungsgleichung für den Zwillingsmartensit in Abhängigkeit der
inelastischen Verzerrungen. Um diese Beziehung aufstellen zu können, werden die zu
beachtenden Randbedingungen nachfolgend zusammengefasst:
• Es kann im unbelasteten Zustand Zwillingsmartensit oder Austenit vorliegen.
Der Anteil des dann vorhandenen Martensits wird über Gleichung (4.28) be-
rechnet.
• Im voll belasteten Zustand, d.h. am Ende der Hysterese ist das Material stets
ausgerichtet martensitisch, z〉〉 = 0.
• Für den Bereich innerhalb der Hysterese, dort wo der Martensit sich entwickelt,
wird ein linearer Ansatz gewählt.
Damit ergibt sich
z〉〉
(
εi
)
= −z
0
〉〉
β
· ∣∣εi∣∣+ z0〉〉 = −z0〉〉 · z// + z0〉〉 (4.29)
für den mathematischen Zusammenhang.
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Abbildung 4.2: Spannungs-Temperatur-Diagramm
4.7 Aktivierungstemperaturen
Die Aktivierungstemperaturen sind in dem vorgestellten Materialmodell abhängige
Größen. Sie sind keine Eingangsparameter, sondern ergeben sich aus dem Zusam-
menspiel der anderen beteiligten Materialgrößen. Abbildung 4.2 zeigt den Verlauf der
markanten Spannungspunkte an den Ecken der Hysterese über der Temperatur. Die
Energiedifferenz ∆ψ zeigt sich verantwortlich für die Lage der Hysterese. Zur Tempe-
ratur Null (′′0′′) wird der Ausdruck ∆ψ positiv und beginnt die Hysterese in den ersten
bzw. dritten Quadranten zu schieben. Dabei deutet der Ausdruck ∆ψ/β immer in die
Mitte der Hysterese. Die Temperatur As markiert den Zeitpunkt, zu dem der untere
rechte Teil der Hysterese die Temperaturachse überschreitet. Dieser Zeitpunkt ist auch
in Abb. 4.3 a) dargestellt. In gleicher Weise gibt die Temperatur Af den Zeitpunkt an,
zu dem die Hysterese vollständig über der Temperaturachse zu Liegen kommt, vgl.
Abb. 4.3 b). Diese beiden Temperaturen benennen ebenso den Start sowie das Ende
des ungezwängten Formgedächtniseffektes (Ein-Weg-Effekt).
Um nun die Aktivierungstemperaturen zu beziffern, sind die relevanten Größen in die
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a) b)
Abbildung 4.3: Spannungs-Dehnungs-Diagramm jeweils zur a) Austenit-start-Temperatur, b)
Austenit-finish-Temperatur
Phasenumwandlungsbedingung
←
Φ
←
Φ (σ, p,∆ψ) =
∣∣∣∣σ − p− 〈∆ψ〉β · sign (εi)
∣∣∣∣− k
=
∣∣∣∣0−H · β − 〈∆u0 − As ·∆η0〉β · sign (β)
∣∣∣∣− k
= 0 .
(4.30)
einzusetzen. Daraus folgt
As = +
∆u0
∆η0
+
kβ
|∆η0| −
Kβ2
|∆η0| . (4.31)
als formelmäßiger Ausdruck für die Austenit-start Temperatur. Ähnlich ist das Vorge-
hen für die Austenit-finish Temperatur. Die in die Phasenumwandlungsbedingung
←
Φ (σ, p,∆ψ) =
∣∣∣∣0− 0− 〈∆u0 − Af ·∆η0〉β · (+1)
∣∣∣∣− k = 0 (4.32)
einzusetzenden Größen unterscheiden sich in anderen Werten für die inneren Varia-
blen. Hieraus lässt sich die Austenit-finish-Temperatur
Af = +
∆u0
∆η0
+
kβ
|∆η0| (4.33)
ableiten. Um den Satz an Bestimmungsgleichungen zu vervollständigen, werden für
die Martensit-start und die Martensit-finish Temperatur
Ms = +
∆u0
∆η0
− kβ|∆η0| (4.34)
Mf = +
∆u0
∆η0
− kβ|∆η0| −
Kβ2
|∆η0| (4.35)
die geometrischen Zusammenhänge, dargestellt in Abb. 4.2 ausgenutzt.
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4.8 Thermodynamisch konsistente Tangente
Das hergeleitete Materialmodell soll in einem Finite-Elemente-Kontext Verwendung
finden. Um die quadratische Konvergenz des Newton-Raphson Verfahrens zu gewähr-
leisten, muss eine konsistente Tangente im inelastischen Zeitschritt angeben werden.
Die konsistente Tangente ist definiert als der Proportionalitätsfaktor
σ˙ = CT · ε˙ (4.36)
zwischen den Raten der Spannungen und den Raten der Verzerrungen. Zur Herleitung
wird zeitliche Ableitung der Phasenumwandlungsbedingung
Φ˙ =
∂Φ
∂σ
· σ˙ + ∂Φ
∂p
· p˙+ ∂Φ
∂∆ψ
·∆ψ˙ . (4.37)
gebildet. Der letzte Summand in Gleichung (4.37) entfällt, weil die Energiedifferenz
nur von der Temperatur abhängig ist und damit bei einer spannungsgetriebenen Pha-
senumwandlung konstant ist. Die verbleibende Gleichung lautet noch
Φ˙ = sign
(
σ − p− 〈∆ψ〉
β
· sign(...)
)
· σ˙ + sign
(
σ − p− 〈∆ψ〉
β
· sign(...)
)
· p˙ ,
(4.38)
wobei sign(...) wie zuvor in (4.20) die verallgemeinerte Schreibweise für beide Pha-
senübergangsbedingungen ist. Die Raten der Spannungsterme lassen sich mit
σ˙ = E · (ε˙− ε˙i) p˙ = −Hα˙ (4.39)
angeben. Unter Berücksichtigung der Konsistenzbedingung Φ˙ = 0 und Einsetzen der
beiden Gleichungen (4.39)1 und (4.39)2 in Gleichung (4.38) findet sich der folgende
Ausdruck
sign
(
σ − p− 〈∆ψ〉
β
· sign(...)
)
· E · ε˙− λ (E +H) = 0 , (4.40)
der in Verbindung zur Evolutionsgleichung (4.20)1 für die inelastischen Verzerrungen
gebracht werden kann
ε˙i = λ sign(...) =
E
E +H
· ε˙ . (4.41)
Setzt man diese Relation der Verzerrungsraten in Gleichung (4.39)1 ein, erhält man die
Spannungsrate
σ˙ =
EH
E +H
· ε˙ (4.42)
in Abhängigkeit der Rate der Gesamtverzerrungen. Der Term CT = [EH/(E +H)]
wird konsistenter Tangentenmodul genannt. Abhängig davon, ob der Gleichgewichts-
zustand innerhalb des elastischen Bereiches oder auf dem Rand liegt ist
CT =
{
E für elastische Zeitschritte
EH
E+H
für inelastische Zeitschritte
. (4.43)
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zu wählen.
4.9 Integration der Evolutionsgleichungen
Die Evolutionsgleichungen (4.20) liegen als Differentialgleichungen erster Ordnung
vor. Für die Verwendung in der Finite-Elemente-Methode müssen die Evolutionsglei-
chungen integriert und in der Zeit diskretisiert werden. Der Begriff Zeit wird hier nicht
im herkömmlichen kontinuierlichen Sinne interpretiert. Es handelt sich um Zeitschrit-
te und die Indizes sind als Zählvariablen zu verstehen. Mit dieser Konvention ist der
Zeitschritt n der letzte Zeitschritt und n+ 1 ist der aktuelle Zeitschritt.
Eine Evolutionsgleichung X˙ wird als Steigung der FunktionX(t) interpretiert. Mit der
Vereinbarung
Xn+1 = Xn + ∆t · X˙n+ϑ (4.44)
wird eine Approximation für die Größe Xn+1 angeboten, wobei ϑ ∈ [0, 1] und ∆t =
tn+1 − tn ist. Je nach Wahl des Zeitpunktes, zu dem die Tangente X˙n+ϑ ausgewertet
wird, verhält sich der Integrationsalgorithmus anders und findet sich in der Literatur
unter anderem Namen wieder. Für ϑ = 0 erhält man das Euler Vorwärtsverfahren.
Es ist ein expliziter Integrationsalgorithmus. ϑ = 0.5 wird Mittelpunktregel und ϑ =
1 wird Euler Rückwärtsverfahren genannt. Die beiden letztgenannten sind implizite
Integrationsalgorithmen, sie führen immer zu einer Lösung. Im Folgenden wird das
Euler Rückwärtsverfahren angewendet.
Für die Integration der Evolutionsgleichungen wird der Verzerrungszustand des letzten
Zeitschritts eingefroren. Die Größen
σn+1 = E ·
(
εn+1 − εin+1
)
= E · (εn+1 − εin −∆εi)
= E · (εn+1 − εin)− E ·∆t · ε˙i
= σtrial − E · γ · sign(...) ,
(4.45)
pn+1 = −H · αn+1
= −H · (αn + ∆α)
= −H · αn −H ·∆t · α˙
= ptrial +H · γ · sign(...) ,
(4.46)
die in Abhängigkeit der eingefrorenen, inneren Variablen aufgestellt werden, werden
als Versuchszustände eingeführt und erhalten den Index trial. Die Phasenumwand-
lungsbedingungen zum Zeitschritt tn+1
Φn+1 =
∣∣∣∣σn+1 − pn+1 − ∆ψβ sign(...)
∣∣∣∣− k (4.47)
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und im Versuchszustand
Φtrial =
∣∣∣∣σtrial − ptrial − ∆ψβ sign(...)
∣∣∣∣− k (4.48)
ergeben sich dementsprechend. Für den länglichen Ausdruck innerhalb der Betrags-
striche wird eine abkürzende Schreibweise eingeführt
ξn+1 = σn+1 − pn+1 − ∆ψ
β
sign(...), (4.49)
ξtrial = σtrial − ptrial − ∆ψ
β
sign(...) . (4.50)
Zusammen mit den Gleichungen (4.45) und (4.46) findet man
|ξn+1| · sign (ξn+1)
= σtrial − pn − ∆ψ
β
sign(...)− (E +H) · γ · sign(ξn+1)
= ξtrial − (E +H) · γ · sign(ξn+1) .
(4.51)
Bringt man den Subtrahenden der rechten Seite auf die linke und klammert das Vor-
zeichen sign(...) aus
(|ξn+1|+ (E +H) · γ) · sign (ξn+1) = |ξtrial| · sign (ξtrial) , (4.52)
stellt man fest, dass der Klammerausdruck auf der linken Seite positiv sein muss. Damit
Gleichung (4.52) gilt, muss
sign (ξn+1) = sign (ξtrial) (4.53)
sein und daraus folgt, dass
|ξn+1| = |ξtrial| − (E +H) · γ . (4.54)
gelten muss. So lässt sich Gleichung (4.47) umschreiben
Φn+1 =
∣∣∣∣σn+1 − pn+1 − ∆ψβ sign(...)
∣∣∣∣− k
= |ξn+1| − k
= |ξtrial| − (E +H) · γ − k
(4.55)
und man erhält unter Verwendung der Konsistenzbedingung Φn+1 = 0 die wichtige
Beziehung
γ =
ftrial
E +H
. (4.56)
Hiermit lässt sich die Änderung der inneren Variablen exakt angeben. Der neue Gleich-
gewichtszustand liegt auf dem Rand ∂E des elastischen Bereichs.
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4.10 Erweiterung des Modells auf große Verzerrungen
Für große Verzerrungen ist der lineare Zusammenhang (4.5) und die additive Auf-
spaltung in elastische und inelastische Dehnungen nicht mehr gültig. Aber durch nur
zwei kleine Veränderungen, der Einführung wahrer Verzerrung und der Verwendung
eines multiplikativen Splits, behält der zuvor beschriebene Algorithmus seine Gültig-
keit. Laut Simo [157] kann auf diese Weise jeder klassische Projektionsalgorithmus
ohne Modifikation in einen Algorithmus mit moderat großen Verzerrungen überführt
werden.
Als Verzerrungsmaß wird ab hier mit dem natürlichen Logarithmus lnλ der Stre-
ckung gearbeitet. Dieses Verzerrungsmaß wird auch als die wahre Verzerrung oder die
Hencky-Verzerrung bezeichnet. Die Längsachse der Faser als eindimensionales Ob-
jekt gibt die Richtung der ersten Hauptstreckung an. Die zweiten und dritten Haupt-
streckungen sind für eindimensionale Fasergeometrien Null. Dies erspart im Vergleich
zu Kapitel 5 die Lösung eines Eigenwertproblems an dieser Stelle. Für die Streckung
wird ein multiplikativer Split eingeführt. Die Gesamtstreckung λ = λeλp ergibt sich
aus dem Produkt der elastischen Streckung λe und der inelastischen Streckung λp.
Daraus lässt sich die wahre Dehnung
ε′ = lnλ = ln (λeλp) (4.57)
ableiten. Mit den bekannten Rechenregeln zu Logarithmen lässt sich die letzte Glei-
chung auch als Summe
ε′ = lnλe + lnλp = εe′ + εp′ ⇒ εe′ = ε′ − εp′ (4.58)
darstellen. Die Analogie zu Gleichung (4.6) wird hergestellt.
In einer nichtlinearen Finite-Elemente-Berechnung muss vom Deformationsgradien-
ten F ausgegangen werden. Die Richtung tf der Faserbewehrung kann als bekannt
vorausgesetzt werden. Mit Hilfe dieser beiden Größen kann der Streckungsvektor
λtf = F · tf (4.59)
errechnet werden. Die erste Hauptstreckung ist in diesem eindimensionalen Fall gleich
der Länge
λ =
∣∣λtf ∣∣ (4.60)
des Streckungsvektors.
Das zu erwartende Materialverhalten wurde in Kapitel 4 ausführlich diskutiert. Abhän-
gig davon, ob ein elastischer oder inelastischer Lastschritt vorliegt, wird die Spannung
τ =
{
E · εe′ elastischer Zeitschritt
EH
E+H
· εe′ inelastischer Zeitschritt (4.61)
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in Faserrichtung berechnet. Die Spannung τ ist die wahre Kirchhoff Spannung bezo-
gen auf das globale Koordinatensystem. Die 2. Piola-Kirchhoff Spannungen ergeben
sich aus der Transformationsbeziehung
S = F−1τF−T . (4.62)
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Kapitel 5
Modellierung des Matrixmaterials
Wie im vorhergehenden Kapitel beschrieben, können Formgedächtnislegierungen sehr
große Verzerrungen erfahren. In der vorliegenden Arbeit dienen FGL als Konstituenten
in Faserkompositmaterialien. Unter der Annahme, dass gleiche Verzerrungszustände
für Matrix- und Fasermaterial vorliegen, sollte auch das Matrixmaterial in der Lage
sein, diese moderaten bis großen Verzerrungen abzubilden, um die Formgedächtnisle-
gierung vollständig auszureizen.
In den Arbeiten von Freed und Aboudi [54, 55], Freed u. a. [57] wird der im Bauwesen
häufig vorkommende Werkstoff Beton mit FGL in Verbindung gebracht. Experimen-
telle Aspekte zu Beton/FGL als Komposit werden von Abdulridha u. a. [1], Czaderski
u. a. [36], Czaderski und Motavalli [37], Janke [89], Janke u. a. [90, 91], Moser u. a.
[126], Motavalli u. a. [127, 128], Song u. a. [160] untersucht. Die energiedissipierende
Wirkung von FGL, die Vorspannmöglichkeit durch Anwendung des Formgedächtnis-
effektes oder die Superelastizität kann von Vorteil sein.
Andere Arbeiten sehen großes Potential in der Verwendung von Aluminium in Verbin-
dung mit FGL, Boyd und Lagoudas [19], Wei u. a. [179]. Ähnlich wie bei der Anwen-
dung des Formgedächtniseffektes in Betonkompositstrukturen, kann die Zugfestigkeit
des Matrixmaterials erhöht werden.
Bei der Verwendung von Epoxydharz/Glasfaser oder Epoxydharz/Graphit (Rousseau
und Xie [149], Wei u. a. [179]) zusammen mit FGL erwartet man eine Verbesserung
hinsichtlich der Energiedissipation im Falle etwaiger Anprallasten. Zwar bieten die ge-
nannten Komposite hohe Festigkeiten zu annehmbaren Preisen, ihr sprödes Verhalten
zeichnet sich aber nachteilig gegenüber plötzlich auftretenden Stoßbelastungen aus.
Der Aspekt der Energiedissipation steht auch im Vordergrund bei der Verwendung
von FGL in Verbindung mit Polymeren oder gummiähnlichen Materialien, Choi u. a.
[30], Ozbulut und Hurlebaus [140], Wei u. a. [179].
Die hier aufgelisteten Matrixmaterialien erfordern die Berücksichtigung von nicht-
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linearem Verhalten. Das einachsiale Materialverhalten von Beton ist charakterisiert
durch ein asymmetrisches Materialverhalten im Zug-/Druckbereich. Im Zugbereich
findet sich eine bilineare Spannungs-Dehnungs-Verteilung. Die Materialantwort ist li-
near elastisch bis zum Erreichen der Zugfestigkeit, anschließend entfestigt der Werk-
stoff bis zum Verlust jeglicher Resttragfähigkeit. Im Druckbereich findet sich ein pa-
rabelförmiges Spannungs-Dehnungs-Verhalten. Nach dem Erreichen der maximalen
Druckspannung ist ein kleiner entfestigender Bereich erkennbar. Mit dem Erreichen
der Bruchdehnung versagt der Beton auch auf Druck. Abhängig von der Problem-
stellung wird der Druckbereich des Beton auch als Parabel-Rechteck-Diagramm oder
mit bilinearer Spannungs-Dehnungs-Kurve abgebildet, vgl. Schneider u. a. [150]. Für
komplexe Betonmodelle wird auf weiterführende Fachliteratur verwiesen, vgl. Hu-
ber [79], Menrath [117], Schütt [152]. Es werden nur kleine Dehnungsmaße bis zum
Materialversagen erreicht. Epoxydharz und Polymere sind elastische Materialien, die
großen Dehnungen ausgesetzt werden können. Bei ihrer Modellierung kommen nicht-
linear elastische, hyperelastische Materialien zum Einsatz. Das einfachste Materialmo-
dell dieser Gattung ist das St. Venant’sche Modell, dessen Formänderungsenergie
W (E) =
λ
2
(trE)2 + µ tr(E2) (5.1)
lautet. λ und µ sind die sogenannten Lamé-Konstanten. Das Modell nach St. Ven-
ant ist ungeeignet wenn es um große Verzerrungen geht. Besonders im Druckbereich
wird dies deutlich. Eine einhundertprozentige Stauchung liefert den Wert Null für die
Spannungsgröße. Besser geeignet sind die Modelle von Mooney und Rivlin, wie das
Neo-Hooke oder das Mooney-Rivlin Modell, oder von Ogden mit dem nach ihm be-
nannten Ogden Modell. Metallische Werkstoffe wie Aluminium, Stahl usw. erfahren
zu bestimmten Spannungszuständen bleibende plastische Dehnungen. Makroskopisch
ist dies daran erkennbar, dass nach dem Überschreiten der Fließspannung und an-
schließender Entlastung nicht mehr die Ausgangsform eingenommen wird. Auf der
Mikroebene hat zu diesem Zeitpunkt ein Versatz an der Gitterstruktur stattgefunden.
Eigenspannungszustände verhindern die Einnahme der ursprünglichen Ruhelage. Die
Folge sind plastische Verzerrungen auf der Makroskala. Die Modellierung plastischer
Deformationsprozesse war ein Schwerpunkt der Forschung in den 1990er Jahren, vgl.
Kamlah [94], Simo [155, 156, 157], Simo und Hughes [158], Klinkel [97] und dort
referenzierte Standardliteratur wie Lubliner [114] u.a. und wird als weitestgehend er-
forscht angesehen. Diese Arbeit ruft eine Materialroutine für moderate Verzerrungen
auf. Auf Grundlage eines multiplikativen Splits im Deformationsgradienten werden
die kinematischen Annahmen erläutert. Es wird eine Formänderungsenergie präsen-
tiert, die für die Berechnung im Bereich moderater Verzerrungen Gültigkeit behält. Sie
dient dazu, die konstitutiven Gleichungen abzuleiten. Eine Fließbedingung begrenzt
den elastischen Bereich. Die Dissipation wird unter der Nebenbedingung maximiert,
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Ausgangskonfiguration Momentankonfiguration
Plastische Zwischenkonfiguration
Abbildung 5.1: Zerlegung des Deformationsgradienten in einen elastischen (F e) und einen
plastischen (F p) Anteil
dass die Fließbedingung Null ist. So ergeben sich die Evolutionsgleichungen für die
inneren Variablen. Ein impliziter Integrationsalgorithmus in Verbindung mit einem
Prädiktor-Korrektor-Verfahren liefert die Lösung für den neuen Zeitschritt.
5.1 Kinematik
Für die Handhabe dreidimensionaler Plastizität im Kontext großer Verzerrungen wird
eine spannungsfreie Zwischenkonfiguration eingeführt.
Mit einer mikromechanischen Sichtweise kann der Deformationsgradient F p als ei-
ne Größe verstanden werden, die die Unordnung in der Konfiguration herstellt. Von
einem phänomenologischen Standpunkt aus betrachtet, definiert der Gegenpart F e−1
die spannungsfreie, unbelastete Konfiguration. Der multiplikative Zusammenhang
F = F eF p (5.2)
gibt die korrekte Zerlegung des Deformationsgradienten für die Modellanschauung
wieder, vgl. auch Abb. 5.1.
Es können folgende Verzerrungstensoren
E =
1
2
(
F TF − 1) Ep = 1
2
(
F pTF p − 1) (5.3)
konstruiert werden. Und zusammen mit Gleichung (5.2) ergibt sich auch eine Bezie-
hung für die elastischen Verzerrungen
Ee =
1
2
F pT
(
F eTF e − 1)F p . (5.4)
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Vergleichbar zu einer pull-back-Operation, werden die elastischen Deformationsan-
teile mit Hilfe der plastischen auf die Ausgangskonfiguration zurückgezogen. Wegen
den plastischen Deformationsgradienten im elastischen Verzerrungstensor ist es nicht
sinnvoll eine Formänderungsenergie in Abhängigkeit von Ee zu definieren, wie es bei
kleinen Verzerrungen möglich war. Neben den bekannten Rechts- und Links-Cauchy-
Green Tensoren
C = F TF b = FF T (5.5)
werden deren plastische und elastische Pendants
Cp = F pTF p be = F eF eT (5.6)
gemäß der Einführung der plastischen Zwischenkonfiguration vorgestellt. Bedient man
sich des multiplikativen Splits F e = FF−p in Gleichung (5.6)2 findet man
be = FCp−1F T (5.7)
und umgekehrt durch die Multiplikation von F−1 und F−T der letzten Gleichung von
links und rechts
Cp−1 = F−1beF−T . (5.8)
Der Algorithmus zur Berechnung finiter Plastizität ist ein verzerrungsgetriebener Pro-
zess. Als Eingangswerte werden die elastischen Hauptstreckungen λeA benötigt. Li-
teraturquellen [97, 157] geben zur Ermittlung der elastischen Hauptstreckungen ein
Eigenwertproblem in räumlicher Darstellung(
be − λeA21
)
nA = 0 (5.9)
und ein Eigenwertproblem in materieller Darstellung(
C − λeA2Cp
)
NˆA = 0 (5.10)
an. Beide Eigenwertprobleme lassen sich ineinander durch geeignete Umformungen
überführen.
Die Gleichungen (5.9) und (5.10) beinhalten die elastischen Hauptstreckungen λeA, die
zum Links-Cauchy-Green Tensor gehörenden Eigenvektoren nA und die Eigenvekto-
ren NA des Rechts-Cauchy-Green Tensors. Diese Größen lassen sich mit Hilfe der
Spektralzerlegung eines Tensors bestimmen. Jeder symmetrische Tensor zweiter Stu-
fe lässt sich als Summe über das Produkt seiner Eigenwerte λA multipliziert mit dem
dyadischen Produkt der zugehörigen EigenvektorenNA bzw. nA
Cp =
3∑
A=1
λpA
2(NA ⊗NA) be =
3∑
A=1
λeA
2(nA ⊗ nA) (5.11)
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darstellen. Die Eigenvektoren bilden dabei ein orthonormiertes Basissystem in Rich-
tung der Hauptstreckungen und die Eigenwerte stellen die Quadrate der Hauptstre-
ckungen dar. Die abkürzenden Schreibweisen
NˆA =
1
λpA
NA NˆA = λ
p
AN
A (5.12)
bieten eine Möglichkeit den plastischen Rechts-Cauchy-Green Tensor und seine Inver-
se
Cp =
3∑
A=1
NˆA ⊗ NˆA Cp−1 =
3∑
A=1
NˆA ⊗ NˆA (5.13)
nochmals in veränderter Form zu notieren.
Das räumliche Problem (5.9) lässt sich in das materielle Problem (5.10) überführen, in-
dem es von links vektoriell mit be−1 und skalar mit nA multipliziert wird. Für den Ein-
heitstensor 1 = F−TCF−1 wird die umgestellte Beziehung (5.5) des Rechts-Cauchy-
Green Tensors eingesetzt. Ebenso wird die inverse Beziehung aus Gleichung (5.6) be-
nutzt. Es ergibt sich
nA · F−T
(
C − λeA2Cp
)
F−1nA = 0 . (5.14)
Arbeitet man mit der Beziehung
F =
3∑
A=1
λeAnA ⊗ NˆA F−1 =
3∑
A=1
1
λeA
NˆA ⊗ nA (5.15)
für den Deformationsgradienten, stellt diese nach F−1nA = 1λeANˆ
A um und setzt in
(5.14) ein, ergibt sich
NˆA · 1
λeA
2
(
C − λeA2Cp
)
NˆA = 0 , (5.16)
worin das Eigenwertproblem (
C − λeA2Cp
)
NˆA = 0 (5.17)
enthalten ist. Wie eingangs erwähnt stellen die Eigenwerte λeA die elastischen Haupt-
streckungen dar. Mit der Anwendung es natürlichen Logarithmus auf die Streckungen
wird ein logarithmisches Verzerrungsmaß eingeführt
εe =
 εe1εe2
εe3
 =
 lnλe1lnλe2
lnλe3
 . (5.18)
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Diese Maßnahme soll später bei der Verwendung eines exponentiellen Integrations-
algorithmus von Vorteil sein. Aber auf die Weise wird auch die Kompatibilität zur
Plastizitätstheorie im Kontext kleiner Verzerrungen mit additivem Split in elastische
und plastische Verzerrungsanteile gewährleistet
ε = εe + εp
= lnλe + lnλp
= ln (λeλp) .
(5.19)
5.2 Freie Energie
Das im letzten Abschnitt eingeführte logarithmische Verzerrungsmaß benötigt eine
Formänderungsenergie, die auf eben solchen Verzerrungen basiert. Weiterhin soll die-
se Arbeit sich auf isotrope Materialien beschränken. Eine Energiefunktion, die den ge-
nannten Anforderungen genügt wird in Simo [157] vorgeschlagen und besitzt folgende
Struktur
Ψ(εeA, α) = Ψel(ε
e
A) + Ψpl(α) . (5.20)
Der elastische und der plastische Energieanteil sind entkoppelt. Ψpl repräsentiert für
diese Arbeit nichtlineare, isotrope, exponentielle Verfestigung mit der inneren Varia-
blen α vom Verzerrungstyp. Für die elastische Freie Energiefunktion wird folgende
Form
Ψel(ε
e
A) =
1
2
λ [εe1 + ε
e
2 + ε
e
3]
2 + µ
[
εe1
2 + εe2
2 + εe3
2
]
(5.21)
mit den Lamé-Konstanten λ und µ empfohlen. Sie ist quadratisch in den logarithmi-
schen Hauptverzerrungen und gilt uneingeschränkt im Bereich mäßig großer Verzer-
rungen.
Mit dieser Konstruktion der Freien Energie kann, laut Simo [157], jeder, im Span-
nungsraum formulierte, return mapping Algorithmus der infinitesimalen Theorie un-
verändert in den hier präsentierten Rahmen überführt werden. Die einzige Änderung,
die vorgenommen werden muss, ist eine Formulierung in Hauptspannungen.
5.3 Konstitutive Gleichungen
Das Spannungsmaß ergibt sich aus der Differentiation der Freien Energie nach den
elastischen Verzerrungen
τ = 2
∂Ψ
∂be
be , (5.22)
5.4 Dissipationsungleichung 67
hier den Links-Cauchy-Green Verzerrungen be. Die Spannungen, die hieraus resultie-
ren, sind die wahren Kirchhoff-Spannungen als Hauptspannungen. Unter der Annah-
me, dass isotropes Material vorliegt, sind die Hauptspannungsrichtungen identisch zu
den Hauptrichtungen der Streckungen aus dem vorangehenden Abschnitt. Die Freie
Energiefunktion ist nicht direkt abhängig von den elastischen Links-Cauchy-Green
Verzerrungen, deswegen muss die Kettenregel
τ = 2
3∑
A=1
∂Ψ
∂εeA
∂εeA
∂λeA
2
∂λeA
2
∂be
3∑
B=1
λeB
2nB ⊗ nB (5.23)
zum Einsatz kommen.
Mit einer abermaligen Ableitung der Freien Energie nach den elastischen Verzerrun-
gen, erhält man die Elastitzitätsmatrix C. Unter Berücksichtigung der Schreibweise
für die Verzerrungen in Gleichung (5.18) und einer entsprechenden Anordnung für die
Spannungen τ , findet man für C die folgende Darstellung
C = κ [1⊗ 1] + 2µP . (5.24)
Hierin sind κ = λ+ 2
3
µ der Kompressionsmodul, 1 = (1, 1, 1)T ist ein Einsvektor und
P ist die Projektionsmatrix
P = I − 1
3
[1⊗ 1] =
 +23 −13 −13−1
3
+2
3
−1
3
−1
3
−1
3
+2
3
 , mit I =
 1 0 00 1 0
0 0 1
 . (5.25)
5.4 Dissipationsungleichung
Auch hier wird die Dissipationsungleichung in Form der Clausius-Planck-Unglei-
chung als zweiter Hauptsatz der Thermodynamik angegeben, vgl. Gleichung (3.39).
Der Ausdruck für die Elementarleistung wird für das vorliegende Problem angepasst
D = τ : d− Ψ˙ ≥ 0 . (5.26)
Der erste Piola-Kirchhoff Tensor P wird durch durch die Kirchhoffschen Spannun-
gen τ ersetzt und für die zeitliche Änderung des Deformationsgradienten F˙ wird der
räumliche Deformationsgeschwindigkeitstensor
d =
1
2
(l + lT) (5.27)
verwendet, der mit dem räumlichen Geschwindigkeitsgradienten l = F˙ F−1 gebildet
wird. In Gleichung (5.26) wird von der Elementarleistung τ : d die zeitliche Änderung
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der Freien Energie Ψ˙ abgezogen. Um die Ableitung nach der Zeit zu bilden, findet
wieder die Kettenregel
Ψ˙ =
∂Ψel
∂be
: b˙e +
∂Ψpl
∂α
α˙ (5.28)
Anwendung. Die Zeitableitung des Links-Cauchy-Green Tensor folgt aus der Produkt-
regel
b˙e =
d(FCp−1F T)
d t
= F˙Cp−1F T + FC˙p−1F T + FCp−1F˙ T
= F˙ F−1FCp−1F T + FC˙p−1F T + FCp−1F TF−TF˙ T
= lbe + belT + FC˙p−1F T .
(5.29)
Lie Zeitableitung des Rechts-Cauchy-Green Tensors Die Lie Zeitableitung ist de-
finiert für einen Tensor der Momentankonfiguration, indem eine pull-back-Operation
auf den räumlichen Tensor angewendet, die Zeitableitung gebildet (in anderen Wor-
ten: es wird linearisiert) und dann wieder in die Momentankonfiguration durch einen
push-forward überführt wird.
Eine pull-back Operation am Beispiel des Rechts-Cauchy-Green Tensors zusammen
mit dem Zusammenhang F = F eF p ergibt
F−1beF−T = F p−1F p−T . (5.30)
Die anschließende Zeitableitung führt auf
d(F p−1F p−T)
d t
= F˙ p−1F p−T + F−pF˙ p−T = C˙p−1 . (5.31)
Wird auf Gleichung (5.31) die push-forward Operation angewendet, erhält man die Lie
Zeitableitung
Lvbe = FC˙−pF T , (5.32)
die identisch ist mit dem letzten Summanden in Gleichung (5.29). Es lässt sich also
die Beziehung
b˙e = lbe + belT + Lvbe (5.33)
für die zeitliche Ableitung des rämlichen Rechts-Cauchy-Green Tensors angeben, mit
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deren Hilfe die zeitliche Änderung der Freien Energie
Ψ˙ =
∂Ψ
∂be
: b˙e +
∂Ψ
∂α
α˙
=
∂Ψ
∂be
:
(
lbe + belT + (Lvbe)
)
+
∂Ψ
∂α
α˙
=
∂Ψ
∂be
: 2be
(
1
2
be−1lbe +
1
2
be−1belT +
1
2
be−1 (Lvbe)
)
+
∂Ψ
∂α
α˙
=
∂Ψ
∂be
: 2be
(
1
2
l +
1
2
lT +
1
2
be−1 (Lvbe)
)
+
∂Ψ
∂α
α˙
= 2
∂Ψ
∂be
be :
(
d+
1
2
be−1 (Lvbe)
)
+
∂Ψ
∂α
α˙
(5.34)
bestimmt werden kann. Diese in die Dissipationsungleichung eingesetzt, ergibt
D =
(
τ − 2 ∂Ψ
∂be
be
)
: d− 2 ∂Ψ
∂be
be :
(
1
2
be−1 (Lvbe)
)
− ∂Ψ
∂α
α˙ ≥ 0 (5.35)
als Ausdruck für die Clausius-Planck Ungleichung. Da der letztgenannten Ausdruck
für beliebige Verzerrungsraten erfüllt sein soll, muss der erste Klammerausdruck ver-
schwinden. Diese Argumentation belegt die konstitutive Gleichung (5.22) und stellt
gleichzeitig eine alternative Definition dar. Es verbleibt die reduzierte Gleichung für
die Dissipation
D = −τ :
(
1
2
be−1 (Lvbe)
)
+ qα˙ ≥ 0 , (5.36)
in der
τ = 2
∂Ψ
∂be
be und q = −∂Ψ
∂α
(5.37)
sind.
5.5 Fließbedingung
Die Fließbedingung beschreibt eine Fläche im Raum, die den elastischen Bereich be-
grenzt. Der beschriebene Raum ist konvex. Das bedeutet, dass der jeweilige Gleich-
gewichtszustand sich stets innerhalb des von der Fließfläche umschlossenen Raumes
oder auf der Fließfläche selbst befindet.
Zusammen mit der Freien Energie liegt es in erster Linie in der Verantwortung der
Fließbedingung, welche Ausprägung das Verfestigungsverhalten im nichtlinearen Be-
reich erhält. In ihrer einfachsten Form stellt eine Fließbedingung vom von Mises Typ
(J2-Plastizität) eine zylinderförmige Fläche mit Kreisquerschnitt und Radius y im
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Abbildung 5.2: Von Mises Fließzylinder im Hauptspannungsraum, isotrope Verfestigung
Hauptspannungsraum dar. Die Schwereachse des Zylinders liegt auf der Hauptdiago-
nalen im R3 mit σ1 = σ2 = σ3. Für diese einfachste Form ist der Zylinder im Raum
ortsfest und der Radius y ist konstant. Das Ergebnis ist ein linear elastisch – ideal
plastisches Fließverhalten.
Diese Arbeit stellt ein Materialmodell vor, dass eine Fließbedingung vom von Mi-
ses Typ verwendet. Der Verfestigungsbereich ist durch ein exponentielles, isotropes
Verfestigungsverhalten charakterisiert. Dazu nimmt die Fließbedingung die folgende
Form
Φ =
√
3
2
τ¯ TPτ¯ − y∞ − hα− (y0 − y∞) · e−ηα (5.38)
an. In der Reihenfolge ihres Erscheinens sind τ¯ der Deviator der wahren Kirchhoff-
schen Spannungen, angeordnet als Tripel wie in (5.18) für die Verzerrungen einge-
führt. Der Deviator wird im Falle der vorliegenden Vektordarstellung durch folgende
Berechnungsvorschrift
τ¯ = τ − 1
3
tr(τ )1 = τ − 1
3
[
τ T · 1]1 (5.39)
gebildet. P ist die Projektionsmatrix (5.25). Die Größen y0, y∞ sind Parameter, die mit
der Fließspannung assoziiert werden können und h, η beschreiben das Verfestigungs-
verhalten, während α die innere Variable vom Verzerrungstyp ist. Im Vergleich zum
Radius des linear elastisch – ideal plastischen Fließzylinders wird sich der Radius des
vorgestellten Modells mit der Evolution der inneren Variablen aufweiten, Abb. 5.2. Die
Aufweitung erfolgt nach den vorgegebenen exponentiellen Gesetzmäßigkeiten.
Für die nachfolgende Verwendung werden die Abkürzungen
g =
√
3
2
τ¯ TPτ¯ , q = hα + (y∞ − y0)
(
1− e−ηα) (5.40)
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eingeführt, so dass die Fließbedingung die kompakte Darstellung
Φ = g − (y0 + q) (5.41)
erhält, auf die im Folgenden Bezug genommen wird.
5.6 Assoziierte Evolutionsgleichungen und Prinzip der
maximalen Dissipation
Es ist postuliert, dass ein Körper seinem energetischen Minimum entgegenstrebt. Dies
ist gleichbedeutend mit der Forderung nach der maximalen Dissipation. Die inneren
Variablen müssen sich entsprechend der Forderung nach diesem Minimum einstellen.
Basierend auf der Dissipationsungleichung zusammen mit der Nebenbedingung, dass
die Fließbedingung Φ ≤ 0 ist, kann ein Sattelpunktproblem
L(τ , q, λ) = −D + λΦ→ stationär (5.42)
in Form einer Lagrangegleichung formuliert werden. Die Lösung der Lagrangeglei-
chung liefert die assoziierten Fließregeln. λ ist der Lagrangeparameter.
Die Lösung für das in Gleichung (5.42) dargestellte Problem wird gefunden, indem die
Richtungsableitung nach den Größen τ , q, λ
∇D = λ · ∇Φ (5.43)
gebildet wird. In ausgeschriebener Form gilt die obige Gleichung, wenn die folgenden
drei Gleichungen
1
2
(Lvbe) be−1 = −λ∂Φ
∂τ
α˙ = +λ
∂Φ
∂q
Φ = 0
(5.44)
erfüllt sind. Die Gleichungen in (5.44) werden als Evolutionsgleichungen bezeichnet.
Die erste Evolutionsgleichung ist die Fließregel, die zweite gibt die Evolution der in-
neren Variablen an und die dritte besagt, dass die inelastischen Prozesse nur unter
der Nebenbedingung stattfinden, dass die Fließbedingung Null ist. Die Differential-
gleichungen erster Ordnung werden zumeist inkrementell iterativ gelöst. Die Lösung
wird sich in der Form einstellen, dass die Optimalitätsbedingungen nach Kuhn-Tucker-
Karush
λ ≥ 0 , Φ ≤ 0 , λΦ = 0 (5.45)
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erfüllt sind. Die Kombination der drei Optimalitätsbedingungen lässt drei mögliche
Gleichgewichtszustände
Φ˙ < 0 λ = 0 → elastische Entlastung
Φ˙ = 0 λ > 0 → plastische Belastung
Φ˙ = 0 λ = 0 → neutrale Spannungsumlagerung
(5.46)
für das Material, das sich laut Φ = 0 auf der Fließfläche befindet, zu. Im Zustand der
elastischen Entlastung bewegt sich das Material von der Fließfläche herab und reagiert
elastisch. Die inneren Variablen erfahren keine Änderung. Im Falle der plastischen Be-
lastung erfährt das Material eine Belastungsänderung, die eine Änderung der inneren
Variablen zur Folge hat. Der neue Gleichgewichtszustand liegt wieder auf der Fließflä-
che. Auch im dritten zu unterscheidenden Fall bleibt das Material in seinem Gleichge-
wichtszustand auf der Fließfläche, die inneren Variablen erfahren diesmal aber keine
Änderung. Man spricht von neutraler Belastung bzw. neutraler Spannungsumlagerung.
Die Beobachtungen aus (5.46) können in der Konsistenzbedingung
λΦ˙ = 0 (5.47)
zusammengefasst werden.
Die Fließregel (5.44)1 ist wieder in räumlichen Variablen notiert. Wie schon zuvor wird
auch für die Fließregel eine materielle Formulierung angestrebt. Hierfür wird die Lie
Zeitableitung (5.32) in die Fließregel eingesetzt. Und weil
d
(
CpCp−1
)
d t
= 0 ⇒ C˙p = −Cp−TC˙−pCp (5.48)
gilt, ergibt sich für die Fließregel in materieller Schreibweise
C˙p = +2λCpF−1
∂Φ
∂τ
F . (5.49)
5.7 Integration der Fließregel
In Erinnerung an die Tatsache, dass die Gleichung
z(t) = e(t−tn)Az(tn) (5.50)
eine exakte Lösung der linearen Differentialgleichung erster Ordnung z˙(t) = Az(t)
im Zeitintervall t ∈ [tn, tn+1] ist und im Vergleich der Konstruktion der Gleichung in
(5.50) mit den Fließregeln in (5.44)1 oder (5.49) wird für die Integration der Fließ-
regel ein exponentieller Integrationsalgorithmus verwendet. Der plastische Fluss wird
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zu diesem Zweck eingefroren und ein elastisches Zeitinkrement eingeführt, das für
diesen Zwischenschritt die Fließbedingung Φ ≤ 0 verletzen darf. Es wird das abge-
schlossene Zeitintervall [tn, tn+1] mit ∆t = tn+1 − tn betrachtet. Für das Produkt des
Lagrangeparameters mit dem Zeitinkrement wird abkürzend γ = λ ·∆t eingeführt.
Mit (5.50) lässt sich die Fließregel folgendermaßen
Cpn+1 = C
p
n · e
[
2γ
(
F−1n+1
∂Φn+1
∂τn+1
Fn+1
)]
(5.51)
festhalten. Hier den eingefrorenen plastischen Verzerrungszustand Cptrial = C
p
n des
letzten Zeitschritts tn eingesetzt, führt auf
Cptrial = C
p
n+1 · e
[
−2γF−1n+1
∂Φn+1
∂τn+1
Fn+1
]
. (5.52)
Arbeitet man im Exponenten der letzten Gleichung mit der Spektraldarstellung des
Deformationsgradienten und der Normalen ∂Φ/∂τ
F−1
∂Φ
∂τ
F =
3∑
A=1
1
λeA
2Nˆ
A ⊗ nA
3∑
B=1
∂Φ
∂τB
nB ⊗ nB
3∑
C=1
1
λeC
2nC ⊗ NˆC
=
3∑
A=1
Φ
τA
NˆA ⊗ NˆA
(5.53)
erhält man die Spektraldarstellung der plastischen Versuchsverzerrungen
Cptrial =
3∑
A=1
NˆAn+1 ⊗ NˆAn+1
3∑
B=1
e
−2γ ∂Φn+1
∂τBn+1 NˆBn+1 ⊗ NˆBn+1
=
3∑
A=1
e
−2γ ∂Φn+1
∂τBn+1 NˆAn+1 ⊗ NˆAn+1 .
(5.54)
Ein Vergleich mit der Spektraldarstellung der plastischen Versuchsverzerrungen
Cptrial =
3∑
A=1
NˆAtrial ⊗ NˆAtrial (5.55)
legt nahe für die Versuchsstreckungen
λe 2Atrial = e
2γ
∂Φn+1
∂τAn+1 λe 2An+1 (5.56)
in exponentieller Darstellung zu wählen, so dass in gleicher Weise die Versuchseigen-
vektoren zu
NˆAtrial =
λeAn+1
λeAtrial
NˆAn+1 (5.57)
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werden. Man sieht, dass die Hauptrichtungen des Versuchszustandes und die des neuen
Zeitschritts gleich sind. Die korrekte Angabe der Versuchsgrößen lässt sich mit dem
Eigenwertproblem (
Cn+1 − λe 2AtrialCptrial
)
NˆAtrial = 0 (5.58)
ermitteln, das die gleiche Form besitzt wie das in Gleichung (5.17) vorgestellte Eigen-
wertproblem. Erinnert man sich an die Definition des Verzerrungsmaßes als Logarith-
mus der Hauptstreckungen, vgl. (5.18), und wendet den natürlichen Logarithmus auf
Gleichung (5.56) an, ergibt sich
εetrial = ε
e
An+1
+ γ
∂Φn+1
∂τAn+1
⇒ εeAn+1 = εetrial − γ
∂Φn+1
∂τAn+1
. (5.59)
Wie bereits erwähnt, ist der additive Split in den Verzerrungen εe = ε − εp durch die
Wahl des logarithmischen Verzerrungsmaßes immer noch gültig – trotz des multiplika-
tiven Split des Deformationsgradienten F = F eF p. Für die plastischen Verzerrungen
kann nach den vorangegangen Untersuchungen nun die folgende Beziehung
εpAn+1 = εAn+1 − εeAtrial + γ
∂Φn+1
∂τAn+1
= εpAn + ∆ε
p
An+1
(5.60)
für die Verzerrungen des neuen Zeitschritts angegeben werden. Entsprechend den vor-
gestellten Ausführungen ergeben sich auch die aktualisierten Werte für die innere Va-
riable
αn+1 = αn − γ ∂Φn+1
∂qn+1
. (5.61)
5.8 Projektion der Spannungen auf die Fließfläche
Wie dem vorhergehenden Abschnitt zu entnehmen ist, wurde eine Bestimmungsglei-
chung für die plastische Verzerrung und die innere Variable des aktuellen Zeitschritts
gefunden. Diese sind von Bedeutung für die Berechnung der Spannungsgrößen. Die
Kirchhoffschen Spannungen lassen sich nun zu
τ n+1 = C
(
εn+1 − εpn+1
)
= C (εn+1 − εpn)− γC
∂Φn+1
∂τ n+1
= τ trial − 3
2
· γ
gn+1
· CPτ n+1
= τ trial − 3
2
· γ
gn+1
· 2µPτ n+1
(5.62)
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notieren. Die deviatorischen Spannungen τ¯ erhält man leicht durch umstellen der Glei-
chung für die Spannungen zu
τ n+1 =
1
1 + 3
2
γ
gn+1
2µ
· τ trial . (5.63)
und anschließender Multiplikation der jeweiligen Spannungsterme mit der Projekti-
onsmatrix P von links. Die deviatorischen Spannungen
τ¯ n+1 =
1
1 + 3
2
γ
gn+1
2µ
· τ¯ trial (5.64)
werden benötigt, weil sie in der Fließbedingung Verwendung finden. Zusammen mit
dem ersten Teil der Fließbedingung im neuen Zeitschritt n+ 1
gn+1 =
√
3
2
τ¯ Tn+1Pτ¯ n+1 = gtrial − 3µγ (5.65)
ergibt sich ein Ausdruck für den gleichen Teil der Fließbedingung im Versuchszustand
trial sowie eine Formulierung der deviatorischen Spannungen ausschließlich in Ver-
suchsgrößen
τ¯ n+1 =
gtrial − 3µγ
gtrial
· τ¯ trial . (5.66)
Die letzte Unbekannte im Gleichungskomplex ist der plastische Parameter γ. Seine
Ermittlung wird iterativ mit einem Newton Verfahren gestaltet. Hierzu wird die Fließ-
bedingung, in eine Taylorreihe
Φk+1n+1 = Φ
k
n+1 +
d Φkn+1
d γk
∆γk+1 (5.67)
entwickelt, die nach dem linearen Glied abgebrochen wird, k ist eine Zählvariable
die den Iterationsschritt angibt. Da die Fließbedingung eine implizite Funktion des
plastischen Parameters γ ist, findet wieder die Kettenregel Anwendung
d Φkn+1
d γk
=
d Φkn+1
d τ kn+1
d τ kn+1
d γk
+
d Φkn+1
d pkn+1
d pkn+1
dαkn+1
dαkn+1
d γk
= −3
2
1
gn+1
τ¯ Tn+1
3µ
gtrial
τ¯ trial −
(
h+ (y∞ − y0) ηe−ηαkn+1
)
= −
(
3µ+ h+ (y∞ − y0) ηe−ηαkn+1
)
.
(5.68)
So kann eine Formel für den Zuwachs
∆γk+1 = − Φ
k
n+1
d Φkn+1
d γk
=
Φkn+1
3µ+ h+ (y∞ − y0) ηe−ηαkn+1
(5.69)
des plastischen Parameters je Iterationsschritt angegeben werden.
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Ablauf des Iterationsverfahrens Im ersten Iterationsschritt werden die Startwerte
γk = 0, αkn+1 = α
k
n und gtrial festgelegt. Hiermit können die konjugierte Variable g
k
n+1
und damit wiederum die Fließbedingung Φkn+1 ausgewertet werden. Ist der Betrag der
Fließbedingung
∣∣Φkn+1∣∣ kleiner einer benutzerdefinierten Toleranzgrenze, kann schon
hier die Iteration abgebrochen werden und die Startwerte sind gleich den Lösungswer-
ten. Ist dies nicht der Fall, wird mit der Fließbedingung und Gleichung (5.69) über
γk+1 = γk + ∆γk+1 ein neuer plastischer Parameter errechnet, mit dem die Startwer-
te aktualisiert werden können. Die Zählvariable k der Iterationsschleife wird erhöht.
Dieser Vorgang wird so lange wiederholt bis die Fließbedingung
∣∣Φkn+1∣∣ < tol erfüllt
ist.
Um den Projektionsvorgang abzuschließen, müssen in einem letzten Arbeitsschritt die
Spannungen und plastischen Verzerrungen aktualisiert werden. Dies ist nunmehr nur
noch ein Einsetzen in bereits bekannte Gleichungen. Die endgültigen Spannungen kön-
nen mit
τ n+1 =
1
3
tr (τ trial) · 1 + gtrial − 3µγ
gtrial
τ¯ trial (5.70)
angegeben werden, so dass sich die zweiten Piola-Kirchhoff Spannungen zu
Sn+1 = F
−1τ n+1F−T =
3∑
A=1
τAn+1
λe 2An+1
NˆAn+1 ⊗ NˆAn+1
=
3∑
A=1
τAn+1
λe 2Atrial
NˆAtrial ⊗ NˆAtrial
(5.71)
berechnen. Währenddessen nimmt die endgültige Formulierung der plastischen loga-
rithmischen Verzerrungen die folgende Form
εpn+1 = ε
p
n +
3
2
γ
gtrial
τ¯ trial (5.72)
an. Mit diesen und dem Zusammenhang λeAn+1 = e
εAtrial−∆ε
p
An+1 werden die aktuali-
sierten plastischen Rechts-Cauchy-Green Verzerrungen
Cpn+1 =
3∑
A=1
=
λe 2An+1
λe 2Atrial
NˆAtrial ⊗ NˆAtrial (5.73)
ermittelt.
5.9 Herleitung der konsistenten Tangente
Um im Kontext einer Finite-Elemente-Formulierung, die für die Anwendung des
Newton-Raphson Verfahrens linearisiert wurde, quadratische Konvergenz zu errei-
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chen, ist es notwendig, auch die elasto-plastische Tangente
c
ep =
d τ n+1
d εn+1
(5.74)
konsistent zu linearisieren. In Erinnerung an den Versuchszustand τ trial = C(εn+1 −
εpn) und an den üblichen Split in einen hydrostatischen sowie deviatorischen Anteil,
hier mit (5.24), lässt sich τ trial auf zwei verschiedene Arten schreiben
τ trial =
1
3
tr (τ trial) · 1 + τ¯ trial
= κ (1⊗ 1) (ε− εpn) + 2µP (ε− εpn) .
(5.75)
Im Vergleich mit Gleichung
τ n+1 =
1
3
tr (τ trial) · 1 + gtrial − 3µγ
gtrial
τ¯ trial (5.76)
sieht man, dass der erste Summand übereinstimmt. Für die spätere Schreibweise wird
die Darstellung der zweiten Zeile in Gleichung (5.75) verwendet. Für den zweiten
Summanden von Gleichung (5.75) wird in Gleichung (5.76) eingesetzt. Es ergibt sich
τ n+1 =
[
κ (1⊗ 1) + gtrial − 3µγ
gtrial
2µP
]
(ε− εpn) . (5.77)
Von dieser Gleichung wird entsprechend der Definition in (5.74) die totale Ableitung
nach den logarithmischen Verzerrungen gebildet
d τ n+1
d εn+1
=
∂τ n+1
∂εn+1
+
∂τ n+1
∂γ
⊗ ∂γ
∂εn+1
. (5.78)
Die partielle Ableitung des ersten Summanden führt auf folgende Gleichung
∂τ n+1
∂εn+1
= κ (1⊗ 1) + gtrial − 3µγ
gtrial
2µP . (5.79)
Zur Berechnung des ersten Terms im dyadischen Produkt des zweiten Summanden
wird zum einen gtrial = gn+1 + 3µγ in (5.77) substituiert, und zum anderen wird,
unter der Voraussetzung, dass die Fließbedingung zum betrachteten Zeitschritt Null
ist, gn+1 = yn+1 gesetzt, wobei yn+1 = y0 + qn+1 der zweite Teil der Fließbedingung
ist. Die Ableitung der Spannung nach dem plastischen Parameter γ ergibt dann
∂τ n+1
∂γ
=
∂yn+1
∂γ
(yn+1 + 3µγ)− yn+1
(
∂yn+1
∂γ
+ 3µ
)
g2trial
τ¯ trial . (5.80)
Auch die Ableitung des zweiten Teil des dyadischen Produkts wird mit Hilfe der Fließ-
regel gebildet. Denn mit der impliziten Differentiation gilt
∂Φn+1
∂εn+1
+
∂Φn+1
∂γ
∂γ
∂εn+1
= 0 , (5.81)
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und diese Gleichung wiederum lässt sich leicht nach ∂γ/∂εn+1 auflösen, so dass das
Ergebnis in (5.78) verwendet werden kann. Schlussendlich fehlen in der letzten Glei-
chung noch zwei Terme zur vollständigen Angabe der totalen Ableitung. Den ersten
der beiden erhält man durch Anwendung der Kettenregel
∂Φn+1
∂εn+1
=
∂Φn+1
∂τ trial
∂τ trial
∂εn+1
=
3µ
gtrial
τ¯ trial (5.82)
und der zweite Term lässt durch eine einfache Ableitung der Fließbedingung ermitteln
∂Φn+1 (gtrial, yn+1)
∂γ
= −3µ− ∂yn+1
∂γ
. (5.83)
Mit den beschriebenen Vorarbeiten kann dann das dyadische Produkt aus Gleichung
(5.78) in folgende Form
∂τ n+1
∂γ
⊗ ∂γ
∂εn+1
= 2µ
(
1− 3µ
3µ+ ∂yn+1
∂γ
− gn+1
gtrial
)
τ¯ trial
|τ¯ trial| ⊗
τ¯ trial
|τ¯ trial| (5.84)
überführt werden. Und damit kann die elasto-plastische Tangente
c
ep = κ (1⊗ 1) + ϑ1P− ϑ2 τ¯ trial|τ¯ trial| ⊗
τ¯ trial
|τ¯ trial| (5.85)
angegeben werden. Hierbei wurden die Abkürzungen
ϑ1 = 2µ
gtrial − 3µγ
gtrial
ϑ2 = −2µ
(
1− 3µ
3µ+ ∂yn+1
∂γ
− gn+1
gtrial
)
(5.86)
für eine kompaktere Darstellung verwendet.
Die Tangente, bezogen auf das Hauptachsensystem, kann in Summenschreibweise zu
C =
3∑
A=1
3∑
B=1
CAABB
(
NˆAtrial ⊗ NˆAtrial ⊗ NˆBtrial ⊗ NˆBtrial
)
+
3∑
A 6=B
CABAB
(
NˆAtrial ⊗ NˆBtrial ⊗ NˆAtrial ⊗ NˆBtrial
+ NˆAtrial ⊗ NˆBtrial ⊗ NˆBtrial ⊗ NˆAtrial
)
(5.87)
ausgedrückt werden. Wobei sich die Koeffizienten wiederum zu
CAABB = ∂SA
∂EB
= λe−2Atrial
(
∂τAn+1
∂εBn+1
− 2τAn+1δAB
)
λe−2Btrial
CABAB = 1
2
SA − SB
EA − EB =
SA − SB
λe−2Atrial − λe−2Btrial
(5.88)
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ergeben. Hier findet das Kroneckersymbol δAB Verwendung, dass durch die Vorschrift
δAB =
{
1, für A = B
0, für A 6= B (5.89)
definiert ist. Für die weitere Verwendung wie beispielsweise eine FE-Implementation
ist es sinnvoll, den vierstufigen Tensor C in die Matrixnotation zu transferieren. Hierzu
werden die Spannungen τ und die Eigenwerte λ in Diagonalmatrizen
τ = diag (τ1, τ2, τ3) und Λ = diag
(
λe−21trial , λ
e−2
2trial
, λe−23trial
)
(5.90)
zusammengefasst, so dass sich die Koeffizienten
C1 = ΛT (cep − 2τ ) Λ (5.91)
und
C2 = diag
(
S1 − S2
λe 21trial − λe 22trial
,
S1 − S3
λe 21trial − λe 23trial
,
S2 − S3
λe 22trial − λe 23trial
)
(5.92)
mit Hilfe von Diagonalmatrizen niederschreiben lassen. Dann lässt sich die elasto-
plastische Tangente in matrizieller Schreibweise
Cep = T T1C1T 1 + T T2C2T 2 (5.93)
angeben, wobei T 1 und T 2 Transformationsmatrizen sind, die als
T 1 =
 t11Tt22T
t33
T
T und T 2 =
 t12T + t21Tt13T + t31T
t23
T
+ t32
T
T (5.94)
zusammengebaut werden. Die Transformationsmatrizen werden mit Hilfe von
tAB =

(
NˆAtrial · e1
)(
NˆBtrial · e1
)
(
NˆAtrial · e2
)(
NˆBtrial · e2
)
(
NˆAtrial · e3
)(
NˆBtrial · e3
)
(
NˆAtrial · e1
)(
NˆBtrial · e2
)
(
NˆAtrial · e1
)(
NˆBtrial · e3
)
(
NˆAtrial · e2
)(
NˆBtrial · e3
)

(5.95)
und den Einheitsvektoren e1, e2 und e3 aufgebaut.
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Kapitel 6
Modellierung der Faserbewehrung
und Finite-Elemente-Methode
Für das Gleichgewicht einfacher Strukturen lassen sich Differentialgleichungen auf-
stellen, die mit Hilfe von Werkstoffgesetzen und kinematischen Annahmen analytisch
gelöst werden können. Doch schnell werden die Probleme so komplex, dass keine ge-
schlossene Lösung mehr gefunden werden kann. An dieser Stelle helfen Näherungs-
verfahren weiter. Sie erschließen die Möglichkeit der Lösung mit Hilfe von leistungs-
starken Rechnersystemen. Die bekannteste dieser Näherungslösungen ist die Finite-
Elemente-Methode nach Galerkin, ausführlich beschrieben in Bathe [11], Wriggers
[181], Zienkiewicz u. a. [183, 184]. Die Grundidee ist die Zerlegung der Gesamtstruk-
tur in kleine Teilgebiete, sie werden als Elemente bezeichnet. Für jedes Element wird
das Gleichgewicht aufgestellt, die konstitutiven Gleichungen und die kinematischen
Zusammenhänge werden eingesetzt und die Randbedingungen definiert. Die Verläufe
der unbekannten Feldgleichungen werden approximiert. Nach einigen algebraischen
Umformungen und der Linearisierung des Problems erhält man das Gleichungssys-
tem für ein Element, bestehend aus der Elementsteifigkeitsmatrix, den unbekannten
Knotenverschiebungen und dem Residuum auf der rechten Seite. Werden diese Glei-
chungssysteme für das gesamte Problem aufgestellt und simultan gelöst, erhält man
die unbekannten Knotengrößen des Gesamtproblems.
Für die Berücksichtigung der Faserbewehrung existieren einige unterschiedliche An-
sätze.
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6.1 Modellierungsansätze für materielle Inhomogeni-
täten
Verschmierte Modellierung Klinkel u. a. [99] schlagen eine verschmierte Modellie-
rung für unterschiedliche Faser-Matrix-Komposite mit finiten elasto-plastischen Ver-
zerrungen vor. Das Matrixmaterial und beliebig viele Fasermaterialien werden einan-
der überlagert. Dies findet beim Aufstellen der Freien Energiefunktion Anwendung.
Hier werden die Anteile der Matrix und alle Faserbündel aufaddiert. Die Fasern wer-
den als unterschiedliche Kontinua aufgefasst, bestehend aus jeweils gleichgerichteten
Faserbündeln, die gleichmäßig über das Volumen verteilt sind. Alle beteiligten Kon-
tinua sind über den gleichen Deformationsgradienten F miteinander verknüpft. Die
Richtung der Fasern in der Momentankonfiguration im dyadischen Produkt mit der
Richtung der Fasern in der Referenzkonfiguration führt einen ein-dimensionalen De-
formationsgradienten
F F = vF ⊗ V F (6.1)
für die Faserbündel ein. Weiterhin wird ein Strukturtensor
MF = V F ⊗ V F (6.2)
aufgestellt, der den Deformationsgradienten F auf den Faser-Deformationsgradienten
F F projiziert
F F = FMF . (6.3)
Für die finite Plastizität werden die Deformationsgradienten
F F =F
e
FF
p
F und F =F
e
MF
p
M (6.4)
multiplikativ aufgespalten. Mit den eingeführten Größen lässt sich die Kinematik der
Fasern und der Matrix separiert beschreiben. Die konstitutiven Größen und die konsis-
tente Tangente können abgeleitet werden.
Bei diesem Verfahren wird nicht beachtet, dass Matrixmaterial durch das Faservolu-
men verdrängt wird. Bei hohen Fasergehalten wird das Verfahren ungenau.
Gaußpunktmethode Die Gaußpunktmethode wird den nicht-konformen Vernet-
zungskonzepten zugeordnet und wurde von Zohdi u. a. [185] erstmals erforscht. Bei
diesem Vorgehen wird einem zu diskretisierenden Körper ein Elementnetz einbeschrie-
ben. Dieses Netz muss sich nicht an Materialgrenzen orientieren, es kann regelmäßig
sein, auch wenn die Geometrie der Inhomogenitäten willkürlich ist. Auf Gaußpunkt-
ebene erfolgt der Abgleich zwischen der physikalischen und der diskretisierten Struk-
tur. Liegt ein Gaußpunkt innerhalb der Inhomogenität, werden die Steifigkeiten auf
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a) b) c)
Abbildung 6.1: Gaußpunktmethode: a) physikalische Struktur mit Inhomogenitäten, b) diskre-
tisierte Struktur, c) Materialzuordnung am Gaußpunkt
Elementebene mit den Materialdaten der selbigen aufgestellt, vgl. Abbildung 6.1. Im
Vergleich zu konformen Vernetzungsmethoden, bei denen die Materialgrenzen mit den
Elementgrenzen zusammenfallen, ist der Vernetzungsaufwand geringer und es werden
gegebenenfalls weniger Elemente benötigt. Mit zunehmender Netzverfeinerung wird
die Inhomogenität besser approximiert. Bei der Verwendung iterativer Gleichungslöser
wurden Probleme mit diesem Verfahren beobachtet.
Hanging Nodes In Löhnert und Wriggers [113] wird die Methode der Hanging No-
des vorgestellt. Hierbei ist jedem Element genau ein Material zugeordnet. Alle Ele-
mente haben würfelförmige Gestalt und sind gleich groß. Eine grobe Diskretisierung
des zu beschreibenden Körpers würde die Materialgrenzen nur unzureichend erfassen.
Über eine verfeinerte Diskretisierung entlang der Inhomogenitäten wird deren Geome-
trie besser approximiert. Die Elemente innerhalb der Inhomogenität erhalten die Mate-
rialeigenschaften derselbigen, die Elemente außerhalb der Inhomogenität erhalten die
Eigenschaften der Matrix. Die Elementgeometrie soll bei diesem Vorgehen kubisch
bleiben. Auch hier gilt, je feiner das Netz desto besser wird die exakte Geometrie der
Einschlüsse wiedergegeben, s. Abbildung 6.2. Durch die Netzverfeinerung entstehen
non-konforme Elemente mit Hanging Nodes, die auf den Elemträndern ihrer Nachbar-
elemente zu liegen kommen. Die Freiheitsgrade der Hanging Nodes stehen in einer
linearen Abhängigkeit zu den Freiheitsgraden des gröberen Nachbarnetzes. Mit der
Formulierung dieser Abhängigkeiten entstehen Zwangsbedingungen, die in das globa-
le Problem integriert werden können. Das Gleichungssystem wird mit einem iterativen
Verfahren gelöst. Löhnert und Wriggers [113] zeigen, dass die Modellierung mit Han-
ging Nodes der Gaußpunktmethode hinsichtlich Effizienz und Genauigkeit überlegen
ist.
Diskrete Modellierung mit gleichen Elementen für Faser und Matrix Nezhent-
seva u. a. [132], Redenbach und Vecchio [147] und Schnell u. a. [151] verwenden ei-
ne zerstörungsfreie Computertomographiemethode. Zum einen werden Probekörper
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Struktur 1. Verfeinerung 2. Verfeinerung
3. Verfeinerung 4. Verfeinerung 5. Verfeinerung
Abbildung 6.2: Netzverfeinerung mit Hanging Nodes (Hanging Nodes in 2. und 3. Verfeine-
rung mit • markiert)
aus ultrahochfestem Beton mit einer Stahlfaserbewehrung hinsichtlich der Verteilung,
Ausrichtung und Lage der Fasern untersucht, vgl. Abbildung 6.3. Der Faserorientie-
rungsbeiwert
nφ =
Lp,φ
LV · V (6.5)
gibt das Verhältnis der projizierten Gesamtfaserlänge Lp,φ zur tatsächlichen Gesamt-
faserlänge innerhalb des betrachteten Volumens V an. Nimmt der Faserorientierungs-
beiwert den Wert Eins an, liegen alle Fasern in Richtung der betrachteten Achse φ. Bei
einem Wert nφ = 0 liegen alle Fasern orthogonal zur Achse φ.
Die Computertomographieanalyse liefert dreidimensionale Daten zur Topographie des
Probekörpers. Anhand des Kontrastes im Bild lassen sich die einzelnen Bildpunkte
dem jeweiligen Material zuordnen. In der Computergrafik nennt man diese Bildpunk-
te auch Voxel. Es ist ein Kunstwort und setzt sich zusammen aus den Einzelwörtern
volume, picture und element. Der Export in ein CAD-Programm ist leicht realisierbar.
Auch der Transfer in ein Finite-Elemente-Programm ist möglich. Mit geeigneten Ma-
terialmodellen können Untersuchungen auf der Mikroebene angestellt werden. Für die
Berechnung größerer Strukturen bietet sich ein Mehrskalenansatz an. Nur so lässt sich
die große Datenmenge bewältigen.
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Abbildung 6.3: Auswertung einer Computertomographie für UHPFRC
6.2 Diskrete Modellierung mit 1D Elementen
Für die Berechnung von Faserkompositen mit der Finite-Elemente-Methode bietet es
sich an, ein Fachwerkelement zu wählen, das die Faser repräsentiert. Die eindimen-
sionale Gestalt des Elementes empfiehlt sich zur Repräsentation der Faser, deren Flä-
che gegenüber ihrer Länge klein ist. Ein zwei-knotiges Fachwerkelement mit linearen
Ansatzfunktionen ist die einfachste Form eines finiten Elementes. Die Wahl von Fach-
werkelementen bei der Diskretisierung verlangt eine konforme Vernetzungsstrategie.
Dieser Ansatz ist sehr aufwändig und bedingt einen leistungsstarken Netzgenerator.
Im Rahmen dieser Arbeit wurde ein solcher entwickelt, seine Funktionsweise ist in
Anhang A.1 ausführlich geschildert. Der Vorteil bei diesem Vorgehen ist die exakte
Erfassung der Geometrie. Etwaige Verbund-Schlupf-Beziehungen können durch ein-
fache Verbund-Knoten- und Verbund-Zonen-Elemente (vgl. Huber [79]) berücksichtigt
werden. Als nachteilig ist anzusehen, dass eine Reduktion der Matrixsteifigkeit durch
von der Faser verdrängtes Matrixmaterial nicht möglich ist. Die Herangehensweise ist
demnach nur für niedrige Fasergehalte anwendbar. Weiterhin entstehen durch die not-
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2
1
Abbildung 6.4: Faserelement mit Stablängsbelastung und linearen Ansatzfunktionen Nˆ
wendige Knoten-zu-Knoten Diskretisierung verzerrte Elementnetze, deren numerische
Eigenschaften im Vergleich zu regulären Elementnetzen schlechter sind. Wegen der ge-
nannten Nachteile und der überlegenen Rebarformulierung (vgl. Abschnitt 6.3 und Ab-
schnitt 8.4) wird die Formulierung nicht auf die nichtlineare Theorie verallgemeinert.
Im Folgenden wird für die Verwendung in einem konformen Finite-Elemente-Netz ein
Zwei-Knoten-Faserelement hergeleitet. Die Materialeigenschaften einer Formgedächt-
nislegierung sollen von dem Element aufgerufen werden können.
Die Stablängsverformungen u werden zu Verzerrungen ε in einem linearen Zusam-
menhang stehend angenommen, so dass die Beziehung
ε =
du
dx
(6.6)
gilt. Ausgehend von Cauchys Gleichgewichtsformulierung (3.20) und der Vernach-
lässigung von Trägheits- und Volumenkräften, nimmt das Gleichgewicht zunächst die
folgende Form an
divσ + b = ρv˙ ⇒ dN
dx
+ n = 0 . (6.7)
Hierin ist N ′ = dN/ dx die Änderung der Normalkraft N über die infinitesimale
Länge dx des Stababschnitts L und n die angreifende Gleichstreckenlast in axia-
ler Richtung, Abbildung 6.4. Die gesamte Gleichung wird mit einer Testfunktion
δu multipliziert. Die Testfunktion, auch virtuelle Verrückung genannt, nimmt auf
dem Rand mit den vorgegebenen Verschiebungen ∂Lu den Wert Null an. Es gilt
δu = {δu | δu = 0 auf ∂Lu}. Mit anschließender Aufintegration über den Stab L
und Durchführung der partiellen Integration für den Term der inneren Kräfte, findet
sich die schwache Form des Gleichgewichts
g =
∫
L
δε ·N dx−
∫
L
δu · n dx = 0 . (6.8)
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Für die Verschiebungen werden lineare Ansatzfunktionen
ue = N · ve =
[
Nˆ1(x) Nˆ2(x)
] [ v1e
v2e
]
=
[
1− x
L
x
L
] [ v1e
v2e
]
(6.9)
eingeführt. Die Verzerrungen werden in einen linearen Zusammenhang ε = du/ dx
zu den Verschiebungen gesetzt. Damit ergibt sich folgende Beziehung
εe = B · ve =
[
Nˆ ′1(x) Nˆ
′
2(x)
] [ v1e
v2e
]
=
[ − 1
L
1
L
] [ v1e
v2e
]
(6.10)
für die Verzerrungen. Die B-Matrix beinhaltet die Ableitung der Ansatzfunktionen.
So entsteht die approximierte, schwache Form des Gleichgewichts auf Elementebene
ghe =
∫
L
δvTeB
TN dx−
∫
L
δvTe nN
T dx . (6.11)
Der Zusammenbau aller Elemente über L ergibt die globale Gleichgewichtsaussage
G =
nelem⋃
e=1
ghe = 0 . (6.12)
Für nichtlineare Problemstellungen bietet sich die Linearisierung mit einer Taylorreihe
G
(
uk+1
)
=
∂G
(
uk
)
∂vke
·∆vke +G
(
uk
)
= 0 (6.13)
an. Die Lösung des Gleichungssystems findet iterativ mit dem Newton-Raphson-
Verfahren statt. Hier ist −G (uk) die Abweichung von der Gleichgewichtslage, das
sog. Residuum oder die rechte Seite. Der Bruch stellt die Steifigkeitsmatrix dar. Mit
dem Werkstoffgesetz N = CTA · ε wird die Elementsteifigkeitsmatrix
Ke =
∂Ge
∂ve
=
∫
L
BTCTAB dx . (6.14)
definiert. Darin findet sich CT als die konsistente Tangente
CT =
∂σk
∂εk
=
{
E, elastischer Zeitschritt
EH
E+H
, inelastischer Zeitschritt
(6.15)
für die Formgedächtnislegierung.
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Abbildung 6.5: Prinzipieller Aufbau der GesamtsteifigkeitsmatrixK für das Rebarkonzept
6.3 Rebarkonzept für zufällig ausgerichtete Fasern be-
liebiger Anzahl
Das Rebarkonzept berücksichtigt die Faserbewehrung in eingebetteter Form. Die Fa-
sern werden als Kontinuum aufgefasst und mit den gleichen Knoten und Ansatz-
funktionen approximiert wie das Matrixmaterial. Die Steifigkeit der Fasern wird zu
der des Matrixmaterials hinzuaddiert. Dem durch die Faser verdrängten Matrixvolu-
men wird in gleicher Weise durch Subtraktion Rechnung getragen. In der Literatur
[79, 152, 163, 164] wird das Rebarkonzept oft verwendet, um Stahlbewehrung in Be-
tonstrukturen zu berücksichtigen, Autoreifen in der Simulation durch Textilgelege zu
verstärken oder Pfahlgründungen zu untersuchen. Gebbeken [59] unterstreicht die Eig-
nung der Methode, wenn Faser- und Matrixmaterial ähnliche Elastizitätsmoduln besit-
zen.
6.3.1 Schwache Form des Gleichgewichts
Die Herleitung beginnt bei der starken Form des Gleichgewichts
Π(Φ) = + Πm + Πsf −Πmf
= + Divσm + Divσsf −Divσmf
+ (ρ◦g)m + (ρ◦g)sf − (ρ◦g)mf − (ρm + ρsf − ρmf ) V˙ = 0
(6.16)
für den Körper B mit dem Rand ∂B. Der Rand setzt sich zusammen aus den Bereichen
mit den vorgegebenen Traktionen t¯ auf ∂Bσ und den Bereichen mit den vorgegebenen
Verschiebungen u¯ auf ∂Bu, so dass ∂B = ∂Bσ ∪ ∂Bu ist. In Gleichung (6.16) sind die
Gleichgewichtsanteile für die Matrix Πm, die Einzelfaser Πsf und die von der Faser
verdrängte Matrix Πmf getrennt aufgeführt. Sie werden für das Gesamtgleichgewicht
aufsummiert bzw. voneinander abgezogen. Die Variablennamen in Gleichung (6.16)
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stehen in der Reihenfolge ihres Erscheinens für die Abbildung Φ der Deformation, die
Volumenkräfte ρ◦g und die zeitliche Änderung der Geschwindigkeit in der Referenz-
konfiguration V˙ .
Die Elementformulierung soll physikalischen und geometrischen Nichtlinearitäten
Rechnung tragen. Die folgende Herleitung beinhaltet damit die linearen Ausführungen,
die für die Einzelfaser im vorgehenden Abschnitt vorgestellt wurden, und erstreckt sich
darüberhinaus auf geometrische Nichtlinearitäten. Vergleiche zwischen beiden Formu-
lierungen müssen sich in späteren Untersuchungen auf lineare Zusammenhänge be-
schränken. Als Spannungsmaß im nichtlinearen Gleichgewicht
DivP +B = ρV˙ in B (6.17)
dient deswegen der erste Piola-Kirchhoff Tensor. Diese Gleichung nimmt für jeden
Teil Πi die gleiche Gestalt an, muss aber stets gesondert ausgewertet werden. Für
eine übersichtliche Schreibweise finden die anschließenden Erklärungen stellvertre-
tend an Πm statt. Die Gleichgewichtsbeiträge Πsf und Πmf sind nur eindimensio-
naler Natur und werden zu einem späteren Zeitpunkt dahingehend vereinfacht. Alle
drei Teile sind über den jeweils gleichen Verzerrungszustand miteinander verknüpft.
Die folgenden Ausführungen beschränken sich auf quasi-statische Lastzustände mit
V˙ = 0. Volumenlasten B = 0 werden ebenfalls vernachlässigt. Auf die verbleibende
Gleichgewichtsbedingung DivP = 0 wird das Prinzip der virtuellen Verrückung an-
gewendet. Hierfür wird Gleichung (6.17) mit einer beliebigen vektorwertigen Funktion
η aus dem Hilbertraum H, die den Randbedingungen auf ∂Bu genügt, multipliziert,
η = {η | η = 0 auf ∂Bu}. Anschließend wird über den Körper B
G(Φ,η) =
∫
B
DivP · η dV = 0 (6.18)
integriert. Um das vorstehende Integral zu lösen, bedient man sich der Produktregel
div(ATu) = divA · u +A · gradu und wendet nachfolgend das Divergenztheorem∫
A
u ·An dA = ∫
V
div(ATu) dV an. Es ergibt sich die schwache Form
G(Φ,η) =
∫
B
DivP · η dV =
∫
B
(
Div(P Tη)− P ·Gradη) dV
=
∫
∂Bσ
η · PN dA−
∫
B
P ·Gradη dV
=
∫
∂Bσ
η · t¯ dA−
∫
B
P ·Gradη dV
(6.19)
des Gleichgewichts. Der Operator (·) schreibt das Skalarprodukt als Rechenregel vor.
In der letzten Zeile ist, bei Annahmen konservativer Lasten, nur der erste Piola-
Kirchhoff Spannungstensor abhängig von der Abbildung Φ. Die Gleichung ist damit
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nichtlinear in P und muss linearisiert werden, damit das Newton-Raphson Verfahren
angewendet werden kann.
6.3.2 Linearisierung der schwachen Form
Um eine Linearisierung
L[G(x0)] = G(x0) + DG(x0) ·∆u+R (6.20)
einer Größe G an einer Stelle x0 in Richtung ∆u durchzuführen (R ist der Fehler, der
aus der Linearisierung folgt), wird die Gâteaux-Ableitung
lim
→0
G(x0 + ∆u)−G(x0)

=
d
d 
[G(x0 + ∆u)]
∣∣∣∣
=0
(6.21)
als Richtungsableitung eingesetzt. Mit Anwendung der Kettenregel
d
d 
[G(x0 + ∆u)]
∣∣∣∣
=0
=
[
∂G(x0 + ∆u)
∂x
· ∂(x0 + ∆u)
∂
]
=0
=
∂G(x0)
∂x
·∆u
(6.22)
erkennt man, dass die Gâteaux-Ableitung die Tangente DG in x0 liefert.
Die Ausführungen zur Linearisierung können nun auf das Gleichgewicht in (6.19) an-
gewendet werden. Es genügt, die Untersuchungen auf den letzten Term, den Subtra-
hend,
DG(Φ,η) ·∆u =
∫
B
[DP (Φ) ·∆u] ·Gradη dV (6.23)
zu beschränken, der als einziger vom Deformationszustand Φ abhängig ist. Mit P =
FS und der Produktregel ergibt sich
DG(Φ,η) ·∆u =
∫
B
[(DF )S∆u+ F (DS)∆u] ·Gradη dV . (6.24)
Und mit dem Einsetzen der Linearisierung der kinematischen und konstitutiven Grö-
ßen
(DF )∆u = Grad ∆u (DS)∆u = C[∆E] (6.25)
erhält man die kompakte Darstellung
DG(ϕ,η) ·∆u =
∫
B
[Grad ∆uS ·Gradη + δE · C[∆E]] dV (6.26)
der Tangente. Der erste Summand im Integral ist der nichtlineare Anteil im Gleich-
gewicht. In der Literatur findet sich hierfür der Name Anfangsspannungszustand. Der
zweite Summand ist der lineare Part.
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Linearisierung der Variation des Green-Lagrange Verzerrungstensors In Glei-
chung (6.26) wurde ausgenutzt, dass der Zusammenhang
δE =
1
2
[
GradT ηF + F T Gradη
]
= F Gradη (6.27)
besteht. Dies entspricht der Variation des Green-Lagrange Verzerrungstensors in den
virtuellen Verrückungen
DE · η = d
d 
1
2
[
F T(Φ + η)F (Φ + η)− 1]∣∣∣∣
=0
=
d
d 
1
2
[
GradT(Φ + η) Grad(Φ + η)− 1]∣∣∣∣
=0
=
1
2
[
GradT(η) Grad(Φ + η) + GradT(Φ + η) Grad(η)
]∣∣∣∣
=0
=
1
2
[
GradT(η)F + F T Grad(η)
]
.
(6.28)
6.3.3 Das isoparametrische Konzept
Ab diesem Abschnitt wird für das Problem keine kontinuierliche Lösung mehr angebo-
ten. Die zu berechnende Struktur wird mit finiten Elementen approximiert und für die
Lösungsvariablen werden geeignete, funktionale Annahmen im Elementinneren ge-
troffen. Hierzu wird das isoparametrische Konzept verwendet. In einem Element mit
nenKnoten werden die Geometrie und die Verläufe der Unbekannten mit den gleichen
Funktionen NI angenähert
Xe(ξ) =
nen∑
I=1
NI(ξ)XI ue(ξ) =
nen∑
I=1
NI(ξ)uI . (6.29)
Der Index e zeigt an, dass die Gleichungen für die Elementebene gelten. FürNI werden
üblicherweise polynomiale Funktionen gewählt. Die vorliegende Arbeit implementiert
sowohl lineare
N1(ξ) =
1
2
(1− ξ), N2(ξ) = 1
2
(1 + ξ) (6.30)
als auch quadratische Ansatzfunktionen
N1(ξ) =
1
2
ξ(1− ξ), N3(ξ) = (1− ξ2), N2(ξ) = 1
2
ξ(1 + ξ) (6.31)
für die Approximationen. Die Ansatzfunktionen sind dabei so konstruiert, dass sie an
der Stelle eines Knotens zu Eins und an allen anderen Knoten zu Null werden. Die
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Wahl der Ansatzfunktion beeinflusst somit die Anzahl der benötigten Knoten. Für li-
neare Ansatzfunktionen reichen zwei Knoten in einer Koordinatenrichtung aus, was
auf 23 = 8 Knoten im dreidimensionalen Raum führt. Quadratische Ansatzfunktionen
benötigen drei Knoten in einer Koordinatenrichtung. Damit sind 33 = 27 Knoten für
ein Volumenelement nötig. Die Ansatzfunktionen sind in einem Referenzvolumen de-
finiert. Zur Beschreibung des Referenzvolumens wird ein orthonormiertes Koordina-
tensystem ξ = [ξ, η, ζ]T verwendet. In der geometrischen Mitte des Volumens befindet
sich der Ursprung des Koordinatensystems. Der Wertebereich jeder Koordinatenrich-
tung liegt in dem geschlossenen Intervall {ξ, η, ζ} ∈ [−1; +1]. Für den dreidimensio-
nalen Raum werden die Ansatzfunktionen im Element als Produkte der Ansatzfunk-
tionen der Gleichungen (6.30) oder (6.31) aufgestellt
NI(ξ) = NI(ξ)NI(η)NI(ζ) . (6.32)
Jedes finite Element der Ausgangskonfiguration Ω◦ wird in das Referenzvolumen Ω
projiziert. Diese Transformation erfolgt über die Jacobimatrix
J = GradξXe =
nen∑
I=1
XI ⊗∇ξNI =

∂X1
∂ξ
∂X1
∂η
∂X1
∂ζ
∂X2
∂ξ
∂X2
∂η
∂X2
∂ζ
∂X3
∂ξ
∂X3
∂η
∂X3
∂ζ
 . (6.33)
Die Analogie zum Deformationsgradienten F fällt ins Auge. Man erinnere sich, dass
F die Abbildung eines Körpers B von seiner Ausgangskonfiguration in die Momentan-
konfiguration beschreibt, s. auch Abbildung 6.6. Mit der Determinanten detF konnte
die Volumenänderung des Körpers als Verhältnis des Volumens im verformten zum un-
verformten Volumen angegeben werden. In gleicher Weise beschreibt J die Abbildung
des Referenzvolumens auf die Ausgangskonfiguration und detJ ist die Verhältniszahl
der zwei Volumen des Körpers B, wobei das Volumen im natürlichen Koordinatensys-
tem V = 2 · 2 · 2 = 8 stets konstant ist. Genauso wie hier die Transformation von der
Referenzkonfiguration im natürlichen Koordinatensystem in die Ausgangskonfigurati-
on der Struktur aufgezeigt wurde, lässt sich auch die Transformation in die Momen-
tankonfiguration
j = Gradξ xe =
nen∑
I=1
xI ⊗∇ξNI =

∂x1
∂ξ
∂x1
∂η
∂x1
∂ζ
∂x2
∂ξ
∂x2
∂η
∂x2
∂ζ
∂x3
∂ξ
∂x3
∂η
∂x3
∂ζ
 (6.34)
angeben. Da uh = xh −X gilt, können die Gradienten des Verschiebungsfelds in der
Ausgangs- und Momentankonfiguration
Gradue =
n∑
I=1
uI ⊗∇XNI gradue =
n∑
I=1
uI ⊗∇xNI (6.35)
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Abbildung 6.6: Isoparametrische Abbildung mit der Jacobimatrix
angegeben werden. Und in Erweiterung zu den vorstehenden Ausführungen ergibt sich
die Transformation der Gradienten
∇ξNI = JT∇XNI ∇ξNI = jT∇xNI (6.36)
in verschiedenen Bezugssystemen. Auf diese Weise lässt sich ein Gradient eines Ver-
schiebungsfeldes in einem Element
Gradue =
nen∑
I=1
uI ⊗ J−T∇ξNI gradue =
nen∑
I=1
uI ⊗ j−T∇ξNI (6.37)
ausschließlich in Größen des Referenzsystems angeben.
6.3.4 Finite-Elemente-Approximation
Die approximierten Feldgrößen werden nun verwendet, um die linearisierte schwache
Form des Gleichgewichts (6.20) zu diskretisieren. Die Tangente
DG(ϕ,η) ·∆u =
∫
B
(Grad ∆uS ·Gradη + δE · C[∆E]) dV (6.38)
sei zur besseren Lesbarkeit hier noch einmal wiederholt. Es ist Ziel, die Ausdrücke
Gradη,Grad ∆u, δE und ∆E hierin durch Approximationen zu ersetzen. Die beiden
erstgenannten Gradienten werden analog zu (6.35)
Gradηe =
n∑
I=1
ηI ⊗∇XNI Grad ∆ue =
n∑
K=1
∆uK ⊗∇XNK (6.39)
gebildet. Man beachte, dass der virtuelle Ausdruck mit Gradηe und der inkrementelle
Ausdruck mit Grad ∆u gleich konstruiert sind. Dies gilt auch für die virtuellen und
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inkrementellen Green-Lagrange Ausdrücke. Hier wird auf Gleichung (6.27) zurückge-
griffen, und mit Gleichung (6.39) ergeben sich
δEe =
1
2
nen∑
I=1
[
(∇XNI ⊗ ηI)F e + F Te (ηI ⊗∇XNI)
]
und (6.40)
∆Ee =
1
2
nen∑
I=1
[
(∇XNI ⊗∆uI)F e + F Te (∆uI ⊗∇XNI)
]
. (6.41)
Führt man die Rechenoperationen aus und zieht Vorteil aus der Symmetrie des Green-
Lagrange Verzerrungstensors, kann die Voigt-Notation angewendet werden
δEe =

δE11
δE22
δE33
δE12
δE23
δE13

e
=
nen∑
I=1
BIηI ∆Ee =
nen∑
I=1
BI∆uI , (6.42)
um einen zweistufigen Tensor in einem Vektor zusammenzufassen. Die unbekannten
Feldgrößen η und ∆u werden ausgeklammert. Es ergibt sich eine Matrix B als Vor-
faktor vor den Unbekannten. Es entsteht ein linearer Zusammenhang zwischen der
Variation und der inkrementellen Darstellung des Green-Lagrange Tensors und den
Feldgrößen. DieB-Matrix nimmt ausgeschrieben folgende Form
BI =

F11NI,1 F21NI,1 F31NI,1
F12NI,2 F22NI,2 F32NI,2
F13NI,3 F23NI,3 F33NI,3
F11NI,2 + F12NI,1 F21NI,2 + F22NI,1 F31NI,2 + F32NI,1
F12NI,3 + F13NI,2 F22NI,3 + F23NI,2 F32NI,3 + F33NI,2
F11NI,3 + F13NI,1 F21NI,3 + F23NI,1 F31NI,3 + F33NI,1

(6.43)
an.
Mit den eingeführten Ausdrücken kann nun die approximierte schwache Form des
Gleichgewichts angegeben werden. Der erste Summand in (6.38) ergibt sich dann zu
Gm∆uK =
∫
B
Grad ∆uS ·Gradη dV
=
numel⋃
e=1
nen∑
I=1
nen∑
K=1
∫
Ωe
(∆uK ⊗∇XNK)Se · (ηI ⊗∇XNI) d Ω
=
numel⋃
e=1
nen∑
I=1
nen∑
K=1
ηTI
∫
Ωe
(∇XNI)TSe(∇XNK) d Ω ∆uK
(6.44)
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und stellt die Anfangsspannungsmatrix oder geometrische Matrix dar. Der Integralaus-
druck wird stets für einen Knoten (I,K) ausgewertet. Nach dem Durchlauf der beiden
Summen über die Laufvariablen I,K ist die Anfangsspannungsmatrix für ein Element
bekannt. Das Symbol
⋃
verdeutlicht den Zusammenbau über alle Elemente numel
zur Gesamtmatrix. Mit diesem Vorgang erfolgt die Approximation der Geometrie für
die Gesamtstruktur. Die Ansatzfunktionen treffen also Annahmen für die funktionalen
Verläufe der unbekannten Feldgrößen und approximieren diese innerhalb der Elemen-
te. Mit zunehmender Elementierung konvergiert die Berechnung gegen eine Lösung.
Der zweite Term in (6.38) kann mit den vorgenannten Ausführungen zu∫
B
δE · C[∆E] dV =
numel⋃
e=1
nen∑
I=1
nen∑
K=1
ηTI
∫
Ωe
BTIDBK d Ω ∆uK (6.45)
umgeschrieben werden. Die sich ergebende Matrix wird als materielle Steifigkeitsma-
trix bezeichnet. Und die Matrix D repräsentiert den inkrementellen Materialtensor in
Voigtnotation, der in einer Materialroutine gesondert ermittelt wird.
Als nächstes wird der konstante Term im linearisierten Gleichgewicht betrachtet. In-
nerhalb der Newton-Raphson Iteration wird dieser auch als Residuum bezeichnet. Er
besteht aus zwei Teilen. Diese sind zum einen der Term der inneren Arbeit∫
B
δE · S dV =
numel⋃
e=1
nen∑
I=1
ηTI
∫
Ωe
BTISe d Ω (6.46)
und zum anderen der Term der äußeren Arbeit∫
∂Bσ
η · t¯ dA =
numel⋃
e=1
nen∑
I=1
ηTI
∫
Γe
NI t¯ d Γ . (6.47)
Die Integration erfolgt über den Rand Γ.
In diesem Abschnitt wurde das Gleichgewicht ganz allgemein hergeleitet. Es gilt in
dieser Form für große Verzerrungen. Dazu wurde der nichtlineare Green-Lagrange Ver-
zerrungstensor eingeführt. Zur Lösung des entstandenen nichtlinearen Gleichungssys-
tems wurde das iterative Newton-Raphson Schema vorgeschlagen. Die beherrschen-
den Gleichungen wurden dazu linearisiert. Die unbekannten Lösungsvariablen und die
Geometrie wurden approximiert. Hier werden im Sinne des isoparametrischen Kon-
zeptes die gleichen Ansatzfunktionen für die Geometrie und für die approximierten
Größen verwendet.
Der folgende Abschnitt bricht die dreidimensionalen Gleichgewichtsbedingungen auf
den eindimensionalen Fall der Faserbewehrung herunter.
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6.3.5 Berücksichtigung der Faserbewehrung über das Rebarkon-
zept
Die linearisierte approximierte Form des schwachen Gleichgewichts nimmt für den
eindimensionalen Fall der Faserbewehrung eine stark vereinfachte Darstellung an. Ei-
ne Faser erfährt nur Verzerrungen in Faserlängsrichtung. Genauso ergibt sich nach
Anwendung des Stoffgesetzes eine eindimensionale Faserlängsspannung bzw. Nor-
malkraft. Diese Größen werden mit Hilfe der Transformation aus Anhang B in das
lokale Koordinatensystem des Volumenelementes transformiert. Man erhält
Gsf∆uK =
numel⋃
e=1
nfib∑
sf=1
Asf
nen∑
I=1
nen∑
K=1
ηTI
∫
Lsf
(∇XNI)TSsf (∇XNK) d Λ ∆uK (6.48)
für die geometrische Steifigkeit der Faser und
Gmf∆uK =
numel⋃
e=1
nfib∑
mf=1
Asf
nen∑
I=1
nen∑
K=1
ηTI
∫
Lsf
(∇XNI)TSmf (∇XNK) d Λ ∆uK
(6.49)
für den Steifigkeitsanteil des von der Faser verdrängten Matrixvolumens. Analog wird
die materielle Steifigkeit für die Faser und das verdrängte Matrixvolumen gebildet.
Dies ergibt sich zu
Ksf∆uK =
numel⋃
e=1
nfib∑
sf=1
Asf
nen∑
I=1
nen∑
K=1
ηTI
∫
Lsf
BTICsfBK d Λ ∆uK (6.50)
und
Kmf∆uK =
numel⋃
e=1
nfib∑
mf=1
Asf
nen∑
I=1
nen∑
K=1
ηTI
∫
Lsf
BTIDBK d Λ ∆uK . (6.51)
Die Koordinaten der beiden vierstufigen ElastizitätstensorenCsf undD beziehen sich
auf das lokale Koordinatensystem des Volumenelementes. Im lokalen Koordinatensys-
tem (r, s, t) der Faser, besitztCsf nur einen Eintrag auf der Hauptdiagonalen in axialer
Richtung r
Csf =

CT 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

. (6.52)
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Der genannte Eintrag entspricht dann der konsistenten Tangente für die Formgedächt-
nislegierung, vgl. (6.15). Die Koordinatentransformation zwischen dem lokalen Koor-
dinatensystem der Faser und dem des Volumenelementes wird unter Zuhilfenahme der
Transformationsmatrix (B.12) durchgeführt.
6.3.6 Integration über das Volumen mit der Gauß Quadratur
Die Gleichgewichtsgleichungen aus dem vorangegangenen Abschnitt enthalten in ih-
rer schwachen Form Integralausdrücke über ein Volumen. Nach der Diskretisierung
der Gesamtstruktur und nach der Anwendung des isoparametrischen Konzeptes ist
das zu integrierende Gebiet immer ein Einheitskubus mit Kantenlänge a = 2. Das
Größenverhältnis des finiten Elementes vom globalen Koordinatensystem zum lokalen
Koordinatensystem wird über die Determinante detJ der Jacobimatrix berücksichtigt.
Jedes Volumenintegral
∫
Be
G(X) dV =
∫
Ω
G(ξ) detJ d Ω =
+1∫
−1
+1∫
−1
+1∫
−1
G(ξ, η, ζ) detJ d ξ d η d ζ (6.53)
wird erst in den isoparametrischen Raum überführt. Dort wird die Integration für jede
lokale Koordinatenrichtung ξ, η, ζ separat ausgeführt. Die Integration selbst erfolgt mit
Hilfe der Gauß Integration. Dabei wird das Integral in einen Summenausdruck über-
führt; die eigentliche, zu integrierende Funktion wird an einer vorgegebenen Stützstelle
ausgewertet und mit einem Wichtungsfaktor multipliziert
+1∫
−1
+1∫
−1
+1∫
−1
G(ξ, η, ζ) detJ d ξ d η d ζ ≈
NGP∑
p=1
Wp ·G(ξp, ηp, ζp) detJ . (6.54)
Der ausgewertete Summenausdruck ist ungefähr gleich dem Integral über das Element-
volumen.
6.3.7 Integration über das Faservolumen
Jede Faser eines jeden Volumenelementes besitzt ihr eigenes, lokales Koordinatensys-
tem (r, s, t). Das Koordinatensystem ist orthonormiert und es gilt r1 ∈ [0;Lsf ] mit Lsf
als Faserlänge. In Anhang A.2 wird ein Präprozessor beschrieben, der die Durchstoß-
punkte aller Fasern durch die finiten Elemente ermittelt. Die Informationen werden
für die Eingabe in ein Finite-Elemente-Programm aufbereitet und hier verwendet. Das
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Tabelle 6.1: Gaußpunkte und Wichtungsfaktoren
Anzahl Koordinate Wichtungsfaktor
NGP ξp Wp
1 0 2
2 −1/√3 1
+1/
√
3 1
3 −√3/5 5/9
0 8/9
+
√
3/5 5/9
Rebar-Konzept erstellt aus der Information der Eintrittskoordinate t¯α und der Austritts-
koordinate t¯ω eine Geradengleichung
g =
x =
 x1x2
x3
 = t¯α + λ · t¯ω − t¯α||t¯ω − t¯α||
∣∣∣∣λ ∈ R
 . (6.55)
Damit ergeben sich die Gaußpunktkoordinaten auf der Faser nach Einsetzen des ent-
sprechenden Geradenparameters
λi =
Lsf
2
+ ξp,i · Lsf
2
, (6.56)
wobei Lsf die Länge der Faser im lokalen Koordinatensystem darstellt und sich nach
der L2-Norm
Lsf =
√
(tω1 − tα1)2 + (tω2 − tα2)2 + (tω3 − tα3)2 (6.57)
errechnet. ξp,i ist die natürliche Koordinate des Gaußpunktes. Für die Auswertung der
Integralausdrücke in den beherrschenden Gleichungen mit dem Gaußschen Integrati-
onsverfahren ist die Projektion der Gaußpunkte der Faser in das natürliche Koordina-
tensystem des Matrixvolumens nötig. Die Lage der Gaußpunkte kann mit
xgpi = t¯α +
1 + ξp,i
2
· (t¯ω − t¯α) . (6.58)
berechnet werden. Für die Integration werden die Ansatzfunktionen NI und die B-
Matrizen an den Stellen der projizierten Gaußpunkte ausgewertet und mit den Wich-
tungsfaktoren entsprechend Tabelle 6.1 multipliziert. Die Summe über alle Gaußpunk-
te entspricht der Integration über die Länge der Faser.
Fläche der Faser im natürlichen Koordinatensystem In den vorangegangenen
Ausführungen wurde die Integration über die Einzelfaser im Element diskutiert, vgl.
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Abbildung 6.7: Lokale Koordinatensysteme für die Faser (r, s, t) und das Volumenelement
(ξ, η, ζ)
Abbildung 6.7. Hierbei wurde lediglich über die Länge der Faser integriert. Die Quer-
schnittsfläche ist konstant und wird vor das Integral gezogen. Ebenso ist sie ein Mate-
rialparameter, der für die Berechnung vorgegeben wird. Für die Verwendung im isopa-
rametrischen Raum muss ein Ansatz getroffen werden.
Der Fasergehalt in einem Element oder auch in einer Struktur lässt sich ausdrücken als
Gesamtvolumen der vorhandenen Fasern Vf bezogen auf das Matrixvolumen Vm. Der
Fasergehalt %f lässt sich also zu
%f =
Vsf
Vm
=
Asf · Lsf
Vm
(6.59)
schreiben. Während der Querschnitt Af eine Eingangsgröße im Materialdatensatz ist,
ergeben sich Faserlänge Lsf und Matrixvolumen Vm aus der Diskretisierung. Diese
Beziehung gilt sowohl für das globale als auch für das lokale Koordinatensystem. Der
Fasergehalt darf sich nicht ändern. Durch Gleichsetzen des lokalen Fasergehaltes mit
dem globalen Fasergehalt und unter Verwendung der Beziehung (6.59) und detJ als
Verhältniswert des lokalen zum globalen Elementvolumen ergibt sich
⇒ Alsf =
Agsf · Lgsf
V gm
· V
l
m
Llsf
=
Agsf · Lgsf
detJ · Llsf
(6.60)
für die Querschnittsfläche der Faser im lokalen, natürlichen Element.
Dieses Vorgehen liefert korrekte Ergebnisse, wenn die globalen Elemente unverzerrt
und kubisch sind. Andernfalls müsste eine Querschnittänderung im lokalen Element
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entlang der Faser berücksichtigt werden oder die Faser würde von ihrer geraden Geo-
metrie abweichen.
Kapitel 7
Mehrskalenmodellierung
Wir nehmen unsere Umwelt in Form von Gegenständen, Lebewesen, Pflanzen, Struk-
turen war. Dabei ist jedes einzelne der vorgenannten Dinge aus Metallen, Kunststoffen,
Zellstoffen oder anderem Material aufgebaut. Nimmt man beispielsweise einen Brück-
enträger mit Spannweiten von mehreren hundert Metern und vergrößert den betrachte-
ten Ausschnitt, bemerkt man, dass er aus Stahlbeton besteht. Auf dieser Betrachtungs-
ebene/Skala ist Stahlbeton ein homogener Werkstoff mit phänomenologischen Eigen-
schaften. Das Werkstoffverhalten kann durch Parameter wie den Elastizitätsmodul und
die Querdehnzahl charakterisiert werden. Vergrößert man diesen Ausschnitt ebenfalls,
wird erkennbar, dass der Stahlbeton sich aus Betonstahlbewehrung, Zuschlagsmateri-
al und Zementstein zusammensetzt. Er ist wider den Annahmen auf der vorgenannten,
gröberen Skala heterogen. Der nächste Vergrößerungsschritt zeigt die Korngrenzen des
Stahls, die Mineralstruktur des Zuschlags und den Aufbau des Zementsteins. Der Ver-
größerungsvorgang lässt sich wiederholen, bis schließlich die einzelnen Moleküle und
Atome erkennbar sind. Gewisse physikalische Modelle oder Werkstoffeigenschaften
wie die Verbundwirkung zwischen Stahl und Beton oder die Spannungskonzentrati-
on um den Kieszuschlag finden auf ihrer charakteristischen Skala statt. Der Ingenieur
muss entscheiden, auf welcher Skala sein Problem zu betrachten ist. Führt ein Trag-
werksplaner beispielsweise Berechnungen an einem Brückenträger durch, steht die
Struktur im Vordergrund und als Werkstoffgesetz kann ein verschmiertes Gesetz für
den Verbundwerkstoff Stahlbeton dienen. Wird in einem anderen Beispiel die Span-
nungskonzentration um den Kies im Beton untersucht, ist die Zementmatrix separat
von dem Zementstein aufzulösen, beide Konstituenten sind nebeneinander zu simulie-
ren, vgl. Abbildung 7.1.
Eine grobe Zoomstufe wird als die Makroskala bezeichnet. Vergrößert man einen zu
betrachtenden Ausschnitt, bewegt man sich auf die Mikroskala. Die Mikroskala ist
dabei der kleinste Ausschnitt, der betrachtet wird. Unter Umständen ist die Einführung
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Brücke Stahlbeton
Stahlstab
mit Beton
Korngrenzen
Stahl
Atomgitter
Stahl
Abbildung 7.1: Verschiedene Betrachtungsskalen am Beispiel eines Brückenträgers aus Stahl-
beton
einer Auflösungsstufe zwischen den beiden vorgenannten Stufen nötig. Diese dritte
Skala wird Mesoskala genannt.
Für die Mikromechanik sind im Wesentlichen drei Ziele von Interesse. Zunächst kann
es nötig sei, das Verhalten eines Einschlusses, einer Fehlstelle etc. zu untersuchen oder
dessen Einfluss auf seine Umgebung zu beschreiben. Im Sinne einer Vereinheitlichung
werden diese Vorkommnisse auf der Mikroebene allgemein unter dem Begriff des De-
fektes zusammengefasst. Das Verhalten eines Defektes wird auf seiner eigenen cha-
rakteristischen Skala untersucht.
Weiterhin ist es häufig nötig den Einfluss vieler Defekte auf die Makroskala zu quan-
tifizieren. Es ist davon auszugehen, dass die Anordnung, die Anzahl und die Form der
Defekte einen Einfluss auf das Werkstoffverhalten auf der Makroskala hat. Für diesen
Fall wird das mikromechanische Verhalten in verschmierter Form einem Materialpunkt
der Makroebene zugeordnet. Dieser Mikro-Makro-Übergang wird Homogenisierung
genannt. Das makroskopische Verhalten heterogener Materialien ist unter Umständen
sehr komplex und kann phänomenologisch nicht erfasst werden. Die detaillierte Auf-
schlüsselung der Konstituenten auf der Mikroebene erlaubt aber wieder jeweils die
Verwendung eines einfacheren Materialmodells und die Anwendung der Werkzeuge
aus der Kontinuumsmechanik.
Schließlich eröffnet der Skalenübergang dem Anwender die Behandlung des sog. “In-
versen Problems”. Hierfür werden Verhaltenscharakteristika für die Makroebene de-
finiert. Es wird rechnerisch auf die Mikrostruktur zurückgeschlossen, die dieses Ma-
terialverhalten hervorrufen kann. So ist die Entwicklung neuer Kompositmaterialien
möglich. Man spricht auch vom Design neuer Materialien.
Die nachfolgenden Ausführungen sind der Standardliteratur zur Mikromechanik wie
Gross und Seelig [68], Zienkiewicz u. a. [184], Zohdi und Wriggers [186] angelehnt.
Sie beschränken sich auf kleine Verzerrungen und lineares Materialverhalten.
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7.1 Eigendehnungen und Einschlussprobleme
Es wird von einem Einschlussproblem gesprochen, wenn die Defekte aus dem glei-
chen Material bestehen wie die umgebende, unendlich ausgedehnte, linear elastische
Matrix.
Eigendehnungen sind punkt- oder linienförmige, aber auch dreidimensionale Defekte.
Die wichtigsten Eigendehnungen sind das Dilatationszentrum mit Punktform, die Stu-
fenversetzung und die Schraubenversetzung mit Linienform. Für alle drei Fälle gibt die
Literatur geschlossene Lösungen für die umgebenden Spannungs- und Verschiebungs-
felder an.
Wenn der Defekt eine räumliche Ausdehnung aufweist, wird von einem Einschluss ge-
sprochen. Für diesen Fall gestaltet sich die Lösbarkeit etwas komplizierter. Einschlüsse
sind ursprünglich spannungsfreie Transformationsverzerrungen εt. Zum Beispiel sind
thermische oder plastische Verzerrungszustände als Eigendehnungen interpretierbar.
Der Bereich, in dem diese Verzerrungen auftreten, wird Einschluss Ω genannt. Das
umgebende, eigendehnungsfreie Material erhält den Namen Matrix. Die Gesamtver-
zerrung ε = εe + εt innerhalb eines Einschlusses setzt sich zusammen aus den elasti-
schen Verzerrungen und den Eigendehnungen. Hieraus kann der Spannungszustand
σ = C : εe = C : (ε− εt) (7.1)
abgeleitet werden. Eine Lösung des Einschlussproblems ist nicht für beliebige Ein-
schlussgeometrien möglich.
Den wichtigsten Beitrag zu allgemeineren Geometrien, aus dem weitere Spezialfälle
abgeleitet werden können, liefert Eshelby (1916 – 1981) mit einem Lösungsvorschlag
für ellipsoidförmige Einschlüsse, Eshelby [50]. Es konnte gezeigt werden, dass un-
ter einer konstanten Eigendehnung auch konstante Gesamtverzerrungen im Einschluss
entstehen. Der Zusammenhang zwischen den Verzerrungsgrößen ist linear und hängt
von dem vierstufigen Eshelby Tensor
ε = S : εt = konst (7.2)
ab. Der Eshelby Tensor ist symmetrisch in den beiden vorderen und hinteren Indizes,
jedoch nicht bezüglich der Vertauschung dieser beiden Paare
Sijkl = Sjikl = Sijlk 6= Sklij . (7.3)
Die Einträge im Eshelby-Tensor hängen ab von der Querkontraktionszahl ν, den
Hauptachsen ai des Ellipsoids und deren Orientierung im Raum. Eine ausführliche
Bestimmung aller Koeffizienten des Eshelby-Tensors kann Mura [129] entnommen
werden. Außerhalb des Einschlusses sind die Spannungs- und Verzerrungsfelder nicht
konstant. Das Abklingverhalten ist umgekehrt proportional zum kubischen Abstand r3
von dem Einschluss – wie beim Dilatationszentrum.
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Abbildung 7.2: Konzept der äquivalenten Eigendehnung; a) heterogenes Randproblem als
Ausgangsproblem, b) homogenes Vergleichsmaterial, c) homogenes Vergleichsmaterial mit
äquivalenter Vergleichsdehnung, d) homogenisiertes Ausgangsproblem
7.2 Inhomogenitäten und das Konzept der äquivalen-
ten Eigendehnung
Wenn der Defekt aus einem anderen Material besteht als die umgebende Matrix,
spricht man nicht mehr von einem Einschluss, sondern von einer Inhomogenität. Das
grundsätzliche Vorgehen beim Arbeiten mit Inhomogenitäten führt die Defekte auf
äquivalente Vergleichsdehnungen in einem homogenen Vergleichsmaterial zurück. Mit
diesem Vorgehen lässt sich die Eshelby Lösung anwenden.
Ein heterogenes Gebiet V wird durch den ortsabhängigen Materialtensor C(x) cha-
rakterisiert, vgl. Abbildung 7.2. Auf dem Rand ∂V wirkt das Verschiebungsfeld uˆ.
Das erzeugt das Verzerrungsfeld ε im heterogenen Ausgangsmaterial. Das zugehörige
Randwertproblem wird durch die Gleichungen
Divσ = 0 σ = C(x) : ε u|∂V = uˆ (7.4)
beschrieben. Volumenkräfte sind hierin vernachlässigt. Analog lässt sich ein homoge-
nes Vergleichsmaterial beschreiben. Hier finden sich keine Heterogenitäten. Die Ma-
terialmatrix C0 ist überall konstant. Geometrie und das auf dem Rand wirkende Ver-
schiebungsfeld sind gleich dem heterogenen Ausgangsproblem. Die Feldgleichungen
stellen sich hier als
Divσ0 = 0 σ0 = C0 : ε0 u0|∂V = uˆ (7.5)
dar. Die Differenzen
u˜ = u− u0 ε˜ = ε− ε0 (7.6)
führen auf ein Randproblem mit den Feldgleichungen
σ˜ = 0 u˜|∂V = 0 (7.7)
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σ˜ = σ − σ0 = C0 : [ε˜+ C0 −1 : (C(x)− C0) : ε] = C0 : [ε˜− ε∗] , (7.8)
die ein homogenes Vergleichsmaterial mit Eigendehnung ε∗, die als äquivalente Ver-
gleichsdehnungen angesehen werden kann, repräsentieren.
Trifft man nun geeignete Annahmen und stützt sich auf bekannte Lösungen für Eigen-
dehnungen, lässt sich das letztgenannte Eigenproblem lösen. Hierzu wird ein unend-
licher Raum betrachtet, in dem eine ellipsoidförmige Inhomogenität eingeschlossen
ist. Als Vergleichsmaterial wird das Matrixmaterial CM gewählt. Es wird als konstant
über den Raum angenommen. Der Einschluss wird mit dem ebenfalls konstanten Elas-
tizitätstensor CI beschrieben. Im Unendlichen liegt ein konstantes, homogenes Verzer-
rungsfeld ε∞ an. Während die äquivalente Vergleichsdehnung im Defekt
ε∗ = C−1M :
(
C(x)− C0) (ε˜+ ε∞) (7.9)
ist, gilt außerhalb des Einschlusses Ω: ε∗ = 0. Unter dieser Voraussetzung gilt auch
die Eshelby Lösung
ε˜ = S : ε∗ = konst , (7.10)
mit der die äquivalente Eigendehnung zu
ε∗ = − [I+ S : C−1M : (CI − CM)]−1 : ε0 in Ω (7.11)
wird. Sie ist nun nur noch in Abhängigkeit der Fernfeldverzerrung ε0, den Materi-
altensoren CI und CM , dem Eshelby-Tensor S und dem Einheitstensor vierter Stufe
I angegeben. Die äquivalente Eigendehnung gibt die Eigendehnung an, die ein De-
fekt aus dem gleichen Material wie die umgebende Matrix entwickeln muss, um den
gleichen Verzerrungszustand hervorzurufen wie er im heterogenen Ausgangsmaterial
herrscht. Die Gesamtverzerrung im Einschluss ergibt sich zu
ε =
[
I+ S : C−1M : (CI − CM)
]−1
: ε0 = A∞I : ε0 = konst . (7.12)
Hier ist A∞I der Einflusstensor. Er ist von vierter Stufe und verknüpft die Verzerrung
im Einschluss mit der Verzerrung des Fernfeldes.
7.3 Grundlagen und Annahmen
Um Materialien mit Mikrostruktur nicht stets in ihrer ganzen Komplexität abbilden zu
müssen, strebt man an, deren effektive Materialeigenschaften zu erfassen. Ähnlich wie
in den Versuchshallen werden Probekörper gewählt, an denen repräsentative Ergebnis-
se ermittelt werden. Es werden Elastizitätsmoduln und Querdehnzahlen für Komposit-
materialien angegeben, definiert als Verhältnis zwischen aufgebrachter Spannung und
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Makroebene Mikroebene (RVE)
Mikrostruktur
Homogenisierung
Abbildung 7.3: Veranschaulichung des Homogenisierungsprozesses
gemessener Dehnung. Auch in der Mikromechanik werden solch effektive Materialei-
genschaften bestimmt. Es wird untersucht wie sich die Mikrostruktur auf das Material-
verhalten der Makrostruktur auswirkt. Die durchgeführte, gedankliche Verschmierung
der Konstituenten wird Homogenisierung genannt. Die gemittelten Materialparameter
werden zur Berechnung der Makrostruktur herangezogen, siehe auch Abbildung 7.3.
Für den Homogenisierungsprozess werden Anforderungen an die verwendeten Probe-
körper und die gesetzten Randbedingungen gestellt.
7.3.1 Das repräsentative Volumenelement
Ein repräsentatives Volumenelement (RVE) umfasst einen Ausschnitt der Mikrostruk-
tur. Für die Größe dieses Ausschnittes gibt es obere und untere Grenzen. Auf der einen
Seite müssen genügend Informationen über die Mikrostruktur in dem RVE vorhanden
sein, so dass man es als repräsentativ bezeichnen kann. Das bedeutet, dass sich die
effektiven Materialeigenschaften nicht mehr ändern, wenn der Ausschnitt noch größer
gewählt würde. Auf der anderen Seite sollte das RVE immer noch so klein sein, dass
es auf die Makroskala bezogen noch als Punkt wahrgenommen werden kann, s. Hund
[82, 83].
Die notwendige Größe eines RVE hängt von den Abmessungen, der Geometrie, der
Verteilung und der Orientierung der Inhomogenitäten auf der Mikroskala ab. Diese
Inhomogenitäten sorgen für Fluktuationen der Spannungs- und Verzerrungsfelder auf
der Mikroebene. Das RVE sollte mindestens so groß sein, dass diese Schwankungen
als konstant wahrgenommen werden. Im Einzelfall muss eine gesonderte Studie zur
Ermittlung der Größe eines RVE erfolgen. Für das Beispiel einer mehrskalig unter-
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suchten Betonstruktur empfiehlt van Mier [123] die drei- bis fünffachen Abmessungen
des Größtkorns. Nicht immer ist die Existenz eines RVE gewährleistet. Als Beispiel
kann die Untersuchung der Verzerrungen an einer Rissspitze dienen. Die Verzerrun-
gen werden dort singulär und es existiert kein passendes RVE.
Einen Sonderfall für die Wahl eines RVE stellt eine periodische Mikrostruktur dar.
Das repräsentative Volumenelement wird zur Einheitszelle, die aus dem kleinsten sich
wiederholenden Teilstück der Mikrostruktur bestehen kann. Je nach Lastzustand ist es
sinnvoll, dass die Inhomogenitäten den Rand des RVE durchdringen und sich dann auf
der entgegengesetzten Seite widerspiegeln. Sogenannte wall-effects, vgl. Gitman u. a.
[67], werden auf diese Weise vermieden, weil es nicht zu großen Steifigkeitsabfällen
zum Rand hin kommt.
7.3.2 Mittelungen und Hill-Bedingung
Jedem Materialpunkt M der Makrostruktur ist ein gemittelter Spannungs- und Ver-
zerrungszustand zugeordnet, der sich auf der Mikrostruktur als fluktuierendes Feld
darstellt. Die Mittelung der Mikrofelder
〈σ〉 = 1
V
∫
V
σ(x) dV 〈ε〉 = 1
V
∫
V
ε(x) dV (7.13)
ergibt die Zustände 〈•〉 der Makroebene. Die Relation
〈σ〉 = C∗ : 〈ε〉 (7.14)
zwischen den beiden Makrogrößen definiert den effektiven Elastizitätstensor C∗. Glei-
chung (7.14) hat jedoch nur Gültigkeit, wenn die sogenannte Hill-Bedingung, Hill [77],
〈σ : ε〉 = 〈σ〉 : 〈ε〉 (7.15)
erfüllt ist. Sie besagt, dass der Mittelwert der Arbeit, die die Mikrospannungen auf den
Mikroverzerrungen leisten, gleich der Arbeit ist, die die gemittelten Spannungen auf
den gemittelten Verzerrungen leisten.
Die Randbedingungen für das Mikroproblem sind frei wählbar. Aufgrund der Mittel-
wertbildung der Verzerrungs- und Spannungsfelder für die Makroebene empfiehlt sich
allerdings das average strain theorem [68], bei dem homogene Randverzerrungen zum
Volumenmittelwert der Verzerrungen werden oder das average stress theorem [68],
für das homogene Randspannungen zum Mittelwert der Spannungen in V werden.
Beide Randbedingungen erfüllen die Hill-Bedingung. Der jeweilige Spannungs- oder
Verzerrungszustand im RVE steht über sogenannte Einflusstensoren in einem linearen
Zusammenhang mit der gesetzten Randbedingung
ε(x) = A(x) : ε0 σ(x) = B(x) : σ0 . (7.16)
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Beide Randbedingung führen zusammen mit dem Elastizitätsgesetz auf die effektiven
Elastizitätstensoren
(a)C∗ = 〈C : A〉 (b)C∗ = 〈C−1 : B〉−1 . (7.17)
Für beliebige Volumen V gilt (1)C∗ 6= (2)C∗. Erst wenn V eine ausreichende Größe er-
reicht, wird (1)C∗ ≈ (2)C∗. Je genauer diese Relation Gleichheit erreicht, desto besser
ist die Qualität des verwendeten Volumenelementes. Beschränkt man sich auf Materia-
lien aus zwei Phasen, hier Komposite, und restringiert die Beschaffenheit der beiden
Phasen auf homogene, elastische Eigenschaften stellt sich die effektive Elastizität wie
folgt dar
(a)C∗ = CM + cI (CI − CM) : AI , (7.18)
(b)C∗ =
(
C−1M + cI
(
C−1I − C−1M
)
: BI
)−1
. (7.19)
Indizes M bezeichnen die Matrixgrößen und Indizes I die Inhomogenitäten. Der Vor-
faktor cI steht für den Volumenanteil der Inhomogenitäten.
7.3.3 Voigt-Reuss Schranken
Die Approximationen nach Voigt und Reuss sind erste praktische Ansätze den effek-
tiven Elastizitätstensor auch zahlenmäßig zu bestimmen. Gleichzeitig stellen sie aber
auch Supremum und Infimum möglicher effektiver Materialeigenschaften dar. So ist
die Approximation nach Voigt, bei der das Verzerrungsfeld als konstant angenommen
wird, gleichzeitig die kleinste obere Schranke zur Eingrenzung der effektiven Elasti-
zität. Ebenso nähert Reuss das Spannungsfeld als konstant an und findet so die größte
untere Schranke für den Elastizitätstensor.
Mit der Annahme ε = 〈ε〉 = konst wird der Einflusstensor A = I und der effektive
Elastizitätstensor setzt sich additiv
C∗(V oigt) = 〈C〉 =
n∑
α=1
cαCα (7.20)
aus den einzelnen Phasenanteilen zu einer mittleren Steifigkeit zusammen. Mit diesen
Annahmen wird die Voigt-Schranke gefunden.
In gleicher Weise wird das Spannungsfeld σ = 〈σ〉 = konst angenommen und der
Einflusstensor ergibt sich zu B = I, womit sich die effektive Elastizität als mittlere
Nachgiebigkeit
C∗−1(Reuss) =
〈
C−1
〉
=
n∑
α=1
cαC−1α (7.21)
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Voigt
Reussa)
b)
Abbildung 7.4: Randwertprobleme, die mit den a) Reuss-, b) Voigt-Schranken exakt beschrie-
ben werden
darstellt. Das Ergebnis ist die Reuss-Schranke.
In aller Regel sind die Voigt- und Reuss-Approximationen nur grobe Näherungen. Ex-
akte Lösungen stellen beide Verfahren nur für geschichtetes Material dar. Die Reuss-
Schranke liefert eine exakte Lösung, wenn die Materialien hintereinandergeschaltet
sind, Abbildung 7.4 a). Für die Voigt-Schranke muss das Material über die Höhe eines
Zugstabes geschichtet sein, vgl. Abbildung 7.4 b). Dies kommt einer Parallelschaltung
der Steifigkeiten gleich.
Es ist ein pragmatischer Ansatz, die Annäherung des effektiven Elastizitätstensors
durch die Bildung des arithmetischen Mittels
C∗ =
1
2
(
C∗(V oigt) + C∗(Reuss)
)
(7.22)
aus den Approximationen nach Voigt und Reuss zu verbessern.
7.4 Analytische Näherungsverfahren
Unter Zuhilfenahme der vorgestellten Modellannahmen und Vereinfachungen existie-
ren verschiedene Ansätze zur Erfassung des effektiven Materialverhaltens. Die Nähe-
rungen nach Voigt und Reuss wurden hier als obere und untere Schranken eingeführt,
sind aber gleichzeitig auch erste Annäherungen an eine effektive Elastizität. Für Voigt
wurde das Verzerrungsfeld und für Reuss wurde das Spannungsfeld als konstant ange-
nommen.
Untersucht man ein heterogenes Material, dessen Inhomogenitäten sehr klein sind im
Vergleich zu ihrem Abstand untereinander und geht man davon aus, das cI  1 gilt,
kann man annehmen, dass keine Wechselwirkung zwischen den Defekten stattfindet.
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Aus den vorgenannten Annahmen rührt der Name Dünne Verteilung (Dilute Distri-
bution). Für das Verfahren wird jeder Defekt als für sich allein in einer unendlich
ausgedehnten Matrix unter einer Fernfeldbelastung ε0 = 〈ε〉 betrachtet. Für ellip-
soidförmige Einschlüsse ist über den Eshelby Tensor die äquivalente Eigendehnung
bekannt. Schließlich lässt sich der Einflusstensor A∞I mit Gleichung (7.12) errechnen.
Die effektive Elastizität ergibt sich aus der Summe der Einzelphasen zu
C∗DD =
n∑
α=1
cαCα : A∞α (7.23)
und im Falle gleich ausgerichteter, aus einer Phase bestehender Inhomogenitäten
C∗DD = CM + c1 (CI − CM) : A∞I . (7.24)
Das Mori-Tanaka-Modell ist eine erste Verfeinerung der Dünnen Verteilung und ver-
wendet anstatt der Fernfeldverzerrung ε0 die mittlere Matrixverzerrung 〈ε〉M . Diese
steht über die Eshelby Lösung
〈ε〉I = A∞I : 〈ε〉M (7.25)
mit den mittleren Defektverzerrungen in Verbindung. Über die Elimination der mittle-
ren Matrixverzerrungen mit 〈ε〉 = cI 〈ε〉I + cM 〈ε〉M findet man den Einflusstensor
AMT =
[
I+ cMSM : C−1M : (CI − CM)
]−1 (7.26)
für die Mori-Tanaka Näherungslösung. Und damit erhält man mit Gleichung (7.19)
den effektiven Elastizitätstensor
C∗MT = CM + c1 (CI − CM) : AI,MT (7.27)
nach dieser Methode. Wegen der anfänglichen Annahme gemittelter Matrixverzerrun-
gen, gilt die Näherung nach Mori-Tanaka nur für kleine oder nur für große Defektan-
teile cI .
Wenn der Abstand zwischen zwei oder mehreren Defekten nicht mehr wechselwir-
kungsfrei ist und auch nicht mehr die Annahme einer homogenen, gemittelten Matrix-
verzerrung hält, kann die Selbstkonsistenzmethode eingesetzt werden. Hier wird die
gesamte, inhomogene Umgebung eines Einzeldefektes verschmiert. Der Einzeldefekt
wird dann wie bei der Dünnen Verteilung in einer unendlich ausgedehnten, homogenen
(hier verschmierten) Matrix betrachtet. Wieder gilt das Eshelby Resultat und es kann
ein Einflusstensor
AI,SK = A∞I (CM = C∗) =
[
I+ S∗ : C∗ −1 : (CI − C∗)
]−1 (7.28)
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Abbildung 7.5: Effektiver Elastizitätsmodul einer Scheibe mit isotrop verteilten Kreislöchern
nach Gross und Seelig [68]
für die Selbstkonsistenzmethode aufgestellt werden. Es folgt eine implizite Darstellung
des Elastizitätstensors
C∗SK = CM + c1 (CI − CM) : A∞I (C∗SK) . (7.29)
Es wird gefordert, dass der berechnete Elastizitätstensor und der zur Bestimmung des
Einflusstensors A∞I (C∗SK) verwendete Elastizitätstensor gleich sind. Die Bestimmung
von C∗SK erfolgt iterativ.
Abbildung 7.5 zeigt die Entwicklung eines angenäherten Elastizitätsmoduls für ver-
schiedene Approximationsverfahren an einer Scheibe mit isotrop verteilten Kreislö-
chern in Abhängigkeit des Anteils Kreislöcher an der Gesamtstruktur. Man erkennt,
dass im Experiment der Kollaps der Struktur etwa bei c = 0.6 zu verzeichnen war. Ein
solches Versagen erfasst überhaupt nur die Selbstkonsistente Methode. Sie prognosti-
ziert eine Perkolationsgrenze (Punkt des Versagens) bei c = 1/3. Das Mori-Tanaka-
Modell gibt eine Reststeifigkeit zurück bis die Scheibe vollständig aufgelöst ist. Dieser
Fall kann nur theoretisch von Bedeutung sein und wäre ein nachvollziehbares Ergeb-
nis, wenn c beispielsweise den Fasergehalt der Struktur angeben würde. Die Dünne
Verteilung liefert für große Defektgehalte c keine sinnvollen Ergebnisse mehr.
7.5 Numerische Homogenisierung
Neben den analytischen Näherungsverfahren hat sich die Finite-Elemente-Methode als
numerische Lösungsmethode für Mehrskalenprobleme etabliert. Der Fortschritt in der
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Finite-Elemente-Technologie erlaubt detaillierte Untersuchungen für mikromechani-
sche Probleme. Für die Mehrskalensimulation mit der Finite-Elemente-Methode wer-
den zwei oder mehr Randwertprobleme formuliert und simultan gelöst. Das Randwert-
problem der Makroskala ist grob diskretisiert. Die Materialparameter sind unbekannt
und müssen mit Hilfe weiterer Randwertprobleme auf den Mikroskalen ermittelt wer-
den. Auf der Mikroskala findet der Homogenisierungsprozess statt. Es werden effek-
tive Materialparameter berechnet und an die Makrostruktur übermittelt. Dieses Vorge-
hen findet sich erstmals in den Arbeiten von Ghosh u. a. [61, 62], Ghosh und Moorthy
[64], Ghosh und Mukhopadhyay [65] wieder, wobei sie zur Lösung der Differential-
gleichungen auf die Voronoi-Cell-Finite-Elemente-Methode (VCFEM) zurückgreifen.
Einen numerischen Homogenisierungsprozess über zwei Skalen mit der Methode der
finiten Elemente findet man unter dem Namen FE2 bei Feyel [51], Feyel und Chaboche
[53] wieder. Auch die Arbeiten von Miehe u. a. [121, 122] befassen sich mit der Homo-
genisierung von RVEs, die im Gaußpunkt der Makrostruktur angehängt sind. In Mie-
he und Koch [119] werden drei mögliche Randbedingungen für den Skalenübergang
diskutiert. Neben den in einem Finite-Elemente-Rahmen leicht nachvollziehbaren Ver-
schiebungsrandbedingungen, wird auch die Verwendung von periodischen Randbedin-
gungen und Spannungsrandbedingungen erklärt. Gruttmann und Wagner [69] erläutern
die Verwendung der FE2-Methode für makroskopische Schalenstrukturen und passen
die Randbedingungen auf der Mikroebene für das Problem entsprechend an.
Im Folgenden sei Ω eine beliebige Struktur auf der Makroskala. Sie ist begrenzt durch
den Rand ∂Ωσ, auf dem die Traktionen t¯, und den Rand ∂Ωu, auf dem die Verschie-
bungen u¯0 vorgegeben sind, ∂Ω = ∂Ωσ ∪ ∂Ωu, vgl. Abbildung 7.6. Die Mikroebe-
ne wird repräsentiert von einer kubischen Faser-Matrix-Struktur, die entsprechend den
Ausführungen in Abschnitt 6.3 mit Rebar-Elementen modelliert wird. Die Mikrostruk-
tur erfüllt alle Anforderungen an ein RVE aus den vorangegangen Kapiteln und ist an
allen sechs Seiten in allen drei Freiheitsgraden der Volumenelemente gelagert. Auf
die Lagerung wird im anschließenden Abschnitt nochmals im Detail eingegangen. Die
nachfolgenden Ausführungen orientieren sich an der Vorarbeit von Gruttmann und
Wagner [69].
7.5.1 FE2-Methode
Die statischen Feldgleichungen für das globale und lokale Randwertproblem werden
folgendermaßen
Divσ + b = 0 in Ω , (7.30)
Divσm + Divσsf −Divσmf + b = 0 in Bi (7.31)
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Abbildung 7.6: Schematischer Austausch der Feldgrößen auf verschiedenen Skalen
in ihrer starken Form zusammengefasst. Die Volumenkräfte b werden in den folgen-
den Überlegungen vernachlässigt. Die schwache Form des Gleichgewichts wird ge-
bildet, indem die Gleichungen (7.30) und (7.31) mit einer beliebigen virtuellen Test-
funktion δu = [δu0, δuµ] aus dem Hilbertraum H, die den Randbedingungen, δu =
{δu | δuµ = 0 auf ∂Bu, δu0 = 0 auf ∂Ωu}, genügt, multipliziert und anschließend
über den Körper integriert wird. Die Integration erfolgt auf der Makroebene über die
Gesamtstruktur Ω und auf der Mikroebene über das jeweilige RVE Bi. Beide schwa-
chen Formen müssen das Gleichgewicht zu Null erfüllen und werden in Summe in eine
Gleichung
g(u, δu) = −
∫
Ω
Divσ · δu0 dV
−
numel∑
e=1
NGP∑
i=1
1
Vi
∫
Bi
Div (σm + σsf − σmf ) δuµ dV = 0 .
(7.32)
notiert. Auch hier wird die schwache Form des Gleichgewichts partiell integriert und
die Verschiebungen werden wahlweise mit linearen oder quadratischen Ansatzfunktio-
nen je Richtung approximiert. Die approximierte schwache Form des Gleichgewichts
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wird in eine Taylorreihe entwickelt und im Sinne einer Linearisierung
L
[
g
(
vh, δvh
)
,∆vh
]
=
numel∑
e=1
[
δvG δV 1 . . . δV i . . . δV NGP
]
e
·

kG(Di) 0
... 0
... 0
0 KL1
... 0
... 0
. . . . . .
. . . 0 . . . . . .
0 0 0 KLi 0 0
. . . . . . . . . 0
. . . . . .
0 0 . . . 0 . . . KLNGP


∆vG
∆V 1
...
∆V i
...
∆V NGP

+

fG(σi)
F L1
. . .
F Li
. . .
F LNGP


e
(7.33)
nach dem ersten Glied abgebrochen. Die Kopfzeiger G und L verweisen auf das glo-
bale Makroproblem und das lokale Mikroproblem. Die tangentiale Steifigkeitsmatrix
kG(Di) =
∫
Ωe
BTDiB dV (7.34)
und die rechte Seite des Makroproblems
fG(σi) =
∫
Ωe
BTσi dV −
∫
∂Ωσe
NTt¯ dA . (7.35)
sind bekannt als Standardvolumenelement mit sechs Seiten und tri-linearen bzw. -
quadratischen Ansatzfunktionen für die Verschiebungen. Der Spannungsvektor σi und
die homogenisierten, effektiven Materialmatrizen Di werden im Folgenden näher be-
schrieben. NGP ist die Anzahl der Gaußpunkte im Element im Makroproblem. Die
Zeilen zwei bis NGP in Gleichung (7.33) kennzeichnen also das Mikroproblem in
Form des RVE für jeden Gaußpunkt des Makroproblems. Eine Zeile i der obigen Be-
ziehung lässt sich in ausführlicher Weise
δV Ti (K
L
i ∆V i + F
L
i ) =
1
Vi
N∑
e=1
δvTe (k
L
e ∆ve + f
L
e ) = 0 (7.36)
für das RVE aufschreiben. Auf der linken Seite findet sich das zusammengesetzte Pro-
blem. V i ist der Vektor der unbekannten Knotenverformungen und KLi ist die as-
semblierte Gesamtsteifigkeitsmatrix für das RVE. In gleicher Weise stellt F Li den zu-
sammengesetzten Residuumsvektor dar. Auf der rechten Seite sind alle Größen auf die
Einzelelemente bezogen. Das RVE besteht ausN Einzelelementen. ve ist der Element-
verformungsvektor mit den Knotenverformungen vie = ([u, v, w]
i)
T am Knoten i, kLe
ist die Elementsteifigkeitsmatrix und fLe ist der Elementresiduumsvektor. Die einzel-
nen Elementgrößen sind über das RVE aufzusummieren. Im Anschluss wird über das
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RVE-Volumen gemittelt. Das Residuum und die Elementsteifigkeitsmatrix sind dem
Mikroproblem angepasst zu wählen. Für die hier thematisierten Formgedächtnisfaser-
komposite entsprechen sie den Ausführungen aus Abschnitt 6.3.
Es folgt eine nähere Betrachtung der Elementknotenverformungen ve. Sie werden um-
sortiert zu ve = [va,vb]T. Der Teil va umfasst die Knotenfreiheitsgrade eines Ele-
mentes, die sich im Inneren des RVE befinden, während in vb die gelagerten Knoten
und ihre Freiheitsgrade zusammengefasst sind, die auf ∂Bi zu liegen kommen. Die
Elementfreiheitsgrade va werden zu den globalen Freiheitsgraden der Mikroebene in
Relation gesetzt. Dies geschieht über eine Zuordnungsmatrix ae. Die Knotenverfor-
mungen vb des Randes ∂Bi ergeben sich aus der Umrechnung der Makroverzerrungen
εi des Gaußpunktes mit der TransformationsmatrixAe, siehe Abschnitt 7.5.2. Für Ele-
mente, die keine Freiheitsgrade auf dem Rand des RVE besitzen, ist vb nicht vorhan-
den. Die Aufteilung nimmt also die folgende Form an
ve =
[
va
vb
]
=
[
aeV i
Aeεi
]
. (7.37)
In gleicher Weise wird mit den Verformungsinkrementen ∆ve und den virtuellen Kno-
tenverformungen δve verfahren[
δva
δvb
]
=
[
ae 0
0 Ae
] [
δV i
δεi
]
,
[
∆va
∆vb
]
=
[
ae 0
0 Ae
] [
∆V i
∆εi
]
. (7.38)
Als nächstes wird Gleichung (7.36) entsprechend der Ordnung der inneren und der
Randfreiheitsgrade umsortiert. Um die neue Ordnung zu verdeutlichen, wird auch für
die Steifigkeitsmatrix k und den Residuumsvektor f die Indizierung a, b eingeführt
δV Ti (K
L
i ∆V i + F
L
i ) =
1
Vi
N∑
e=1
[
δva
δvb
]T
e
([
kaa kab
kba kbb
]
e
[
∆va
∆vb
]
e
+
[
fa
f b
]
e
)
= 0 .
(7.39)
Hier können nun die virtuellen Verrückungen und die Verformungsinkremente substi-
tuiert werden, so dass sich der folgende, längliche Ausdruck aus der statischen Kon-
densation ergibt
δV Ti (K
L
i ∆V i + F
L
i ) =
1
Vi
N∑
e=1
[
δV i
δεi
]T([
aTekaaae a
T
ekabAe
ATekbaae A
T
ekbbAe
]
e
[
∆V i
∆εi
]
+
[
aTefa
ATef b
]
e
)
,
(7.40)
der mit Hilfe der AbkürzungenK,L,M und F für die Produkte in den Matrizen und
das Unterschlagen des Zeigers für die Elementebene (•)e kompakter dargestellt wird
1
Vi
[
δV i
δεi
]T([
K L
L M
] [
∆V i
∆εi
]
+
[
aTefa
ATef b
])
= 0 . (7.41)
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In alphabetischer Reihenfolge stehen die Abkürzungen für
F a =
N∑
e=1
aTefa F b =
N∑
e=1
ATef b
K =
N∑
e=1
aTekaaae L =
N∑
e=1
aTekabAe
M =
N∑
e=1
ATekbbAe .
(7.42)
Wegen des Transfers des Verzerrungszustandes über die Skalen und der Vorgabe von
Randverschiebungen auf das RVE sind die virtuellen Verzerrungen δεi nicht mehr be-
liebig. Aus der ersten Zeile von Gleichung (7.41) folgt
K∆V i +L∆εi + F a = 0 , (7.43)
womit sich eine Beziehung für die Verschiebungsinkremente
∆V i = −K−1(F a +L∆εi) (7.44)
ergibt, die wiederum in Gleichung (7.41) eingesetzt und so ∆V i eliminiert werden
kann. Man erhält also
δV Ti
(
KLi ∆V i + F
L
i
)
=
1
Vi
δεTi
[(
M −LTK−1L)∆εi + (F b −LTK−1F a
)]
.
(7.45)
Anhand der Konstruktion von Gleichung (7.45) lassen sich
σi =
1
Vi
(
F b −LTK−1F a
)
, Di =
1
Vi
(
M −LTK−1L) (7.46)
als gemittelte Makrospannung σi und tangentiale Steifigkeit Di identifizieren. Damit
vereinfacht sich Gleichung (7.45) zu δV Ti
(
KLi ∆V i + F
L
i
)
= δεTi (Di∆εi + σi) und
kann in Gleichung (7.33) eingesetzt werden. Es ergibt sich die vollständige, lineari-
sierte Form
L[g(vh, δvh),∆vh] =
numel∑
e=1
[
δvG δε1 . . . δεi . . . δεNGP
]
e
·

kG(Di) 0
... 0
... 0
0 D1
... 0
... 0
. . . . . .
. . . 0 . . . . . .
0 0 0 Di 0 0
. . . . . . . . . 0
. . . . . .
0 0 . . . 0 . . . DNGP


∆vG
∆ε1
...
∆εi
...
∆εNGP

+

fG(σi)
σ1
. . .
σi
. . .
σNGP


e
(7.47)
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Abbildung 7.7: Randbedingungen für das RVE: a) Verschiebungs-, b) Spannungs- und c) pe-
riodische Randbedingungen (von links nach rechts)
des Randwertproblems. Es ist zu erkennen, dass das lokale und das globale Problem
miteinander gekoppelt sind. Zum einen halten die Gaußpunktverzerrungen εi des Ma-
kroproblems in Gleichung (7.37) Einzug in die Randknotenverschiebungen des Mikro-
problems. Zum anderen werden der Spannungsvektorσi und die tangentiale Steifigkeit
Di des Mikroproblems in kG(Di) und fG(σi) zur Formulierung des Makroproblems
benötigt. Zum Lösen des linearisierten Gleichungssystems wird das Newton-Raphson-
Iterationsverfahren verwendet. Gleichgewicht ist erreicht, wenn jeder Gaußpunkt mit
dem Mikroproblem und das Makroproblem auskonvergiert sind. Dies geschieht für
beide Skalen simultan, siehe [69].
7.5.2 Wahl der Randbedingungen am RVE
Auch für die numerischen Homogenisierungsverfahren muss die Hill-Bedingung
(7.15) erfüllt sein. Es kann mit Hilfe des Gaußschen Integralsatzes gezeigt werden,
dass sowohl Verschiebungs- als auch Spannungsrandbedingungen den Anforderun-
gen genügen. In Abbildung 7.7 sind mögliche Arten von Randbedingungen darge-
stellt. Spannungs- und Verschiebungsrandbedingungen werden als homogene Rand-
bedingungen zusammengefasst. In Analogie zu den Voigt- und Reuss-Grenzen zei-
gen die Verschiebungsrandbedingungen tendenziell ein etwas steiferes und die Span-
nungsrandbedingungen ein etwas weicheres Verhalten. Periodische Randbedingungen
stellen einen Sonderfall dar. Sie sind nur auf periodisch aufgebaute Mikrostrukturen
anwendbar. Es werden periodische Randverschiebungen aufgebracht und gleichzeitig
sind antiperiodische Randspannungen zu fordern, Huet [80], Hund [82], Miehe und
Koch [119].
Diese Arbeit modelliert Faserverbundmaterial mit willkürlich verteilten Fasern und
zufälliger Ausrichtung. Die Anwendung von periodischen Randbedingungen ist aus
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Abbildung 7.8: Lage eines RVE im Koordinatensystem und Festhaltungen der Randknoten,
vgl. Gruttmann und Wagner [69]
diesem Grund ausgeschlossen. Die verwendeten RVEs schließen den Koordinatenur-
sprung des kartesischen Koordinatensystems mittig ein. Der umschlossene Raum
liegt in den Grenzen −Lx/2 ≤ x ≤ +Lx/2, −Ly/2 ≤ y ≤ +Ly/2 und −Lz/2 ≤ z ≤
+Lz/2, vgl. Abbildung 7.8. Jeder Freiheitsgrad auf dem Rand ∂Bi ist fixiert. Unter der
Annahme kleiner Verzerrungen, gilt die Relation
u¯I = AI(x, y, z) · εi . (7.48)
Mit dieser Gleichung der Verzerrungstensor εi der Makroebene zu Randverformungen
eines Knotens der Mikroebene umgerechnet werden und dort als Last in Form von
Zwangsverformungen dienen. AI ist eine Submatrix von Ae und . Die eingeführte
TransformationsmatrixAI nimmt folgende lineare Form an
 u¯1u¯2
u¯3
 =
 x 0 0 y z 00 y 0 x 0 z
0 0 z 0 x y


ε11
ε22
ε33
ε12
ε13
ε23

. (7.49)
Hier sind [x, y, z] Koordinaten eines Knotens auf dem Rand des RVE, ε ist der Verzer-
rungstensor im Gaußpunkt i in Voigt-Notation und u¯I ist die resultierende Verformung
des Randknotens I infolge εi.
Kapitel 8
Numerische Beispiele
Das vorliegende Kapitel legt die Leistungsfähigkeit der vorgeschlagenen Formulie-
rung dar. In nachvollziehbarer Abfolge werden Beispiele zur Formgedächtnislegie-
rung vorgestellt. Es folgen Beispiele zur Verwendung der FGL als Kompositmaterial
und der Möglichkeit Strukturen vorzuspannen. Es werden zwei verschiedene Ansätze
zur Diskretisierung diskutiert. Die in den Anhängen A.1 und A.2 beschriebenen Netz-
generatoren finden Anwendung bei der Erstellung der komplizierten Strukturen. Ein
konformer Vernetzungsansatz wird mit einem nicht-konformen verglichen. Der Be-
darf an einer sehr feinen Vernetzung wird diskutiert. Ein Mehrskalenansatz übermittelt
den Verzerrungszustand an und berechnet die effektiven Materialparameter sowie die
Spannungsantwort auf der Mikroskala.
Um die Anzahl der variierten Parameter überschaubar zu halten, wird für die FGL,
wenn nicht anders erwähnt, ein Satz Materialparameter verwendet, wie er auch bei
Christ [31] Anwendung fand, vgl. Tabelle 8.1. Die ersten sechs Materialparameter sind
für das Erfassen des Materialverhaltens von Bedeutung. Die Aktivierungstemperaturen
sind abgeleitete Größen und werden durch Einsetzen in die Gleichungen (4.31) – (4.35)
ermittelt.
8.1 1D Zugstab
Das erste Beispiel beschränkt sich auf die Verwendung der Formgedächtnislegierung
in einem Fachwerkelement. Anhand eines einfachen Zugstabes wird gezeigt, dass die
gewählte Formulierung, die Pseudoplastizität, die Pseudoelastizität und alle Formge-
dächtniseffekte wiederzugeben vermag. Für dieses Vorhaben werden unterschiedliche
Lastszenarien durchgespielt. Alle Ergebnisse sind in den Abbildungen 8.1, 8.2 und 8.3
zusammengefasst.
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Tabelle 8.1: Materialparameter für eine Formgedächtnislegierung, vgl. Christ und Reese [32]
Materialparameter Formelzeichen Einheit Betrag
Elastizitätsmodul E MPa 60000.00
Verfestigungsmodul H MPa 2000.00
Halbe Hysteresenhöhe k MPa 120.00
Max. Hysteresenbreite β [ - ] 0.05
Energiedifferenz ∆u0 MPa -204.00
Entropiedifferenz ∆η0 MPa/◦K -0.80
Martensit-finish Mf ◦K 241.25
Martensit-start Ms ◦K 247.50
Austenit-start As ◦K 256.25
Austenit-finish Af ◦K 262.50
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 1800
 2000
 0  0.01  0.02  0.03  0.04  0.05  0.06  0.07
Sp
an
nu
ng
 σ
 
[M
Pa
]
Verzerrung ε [-]
Pseudoelast 
Pseudoplast und SME
CSME
TWSME II
TWSME  I
Abbildung 8.1: Spannungen σ im 1D-Zugstab über der Verzerrung ε
Die ersten beiden Unterbeispiele bestehen aus einem Zugstab, der mit einer externen
Einzellast belastet ist. Die Einzellast wird für die Berechnung erst gesteigert und an-
schließend wieder auf Null gesenkt. Dies wird einmal für pseudoplastisches Material
gerechnet und anschließend für pseudoelastisches Material wiederholt.
1. Pseudoplastizität und Formgedächtniseffekt (SME). Es wird eine Umgebung-
stemperatur von θ = 250 ◦K vorgegeben. Die Energiedifferenz ∆ψ ist zu dieser
Temperatur gleich Null. Sobald die Anfangsfließspannung k = 120 MPa erreicht
wird, beginnen die Martensitzwillinge sich auszurichten, es wird der obere Teil
der Hysterese beschrieben, inelastische Verzerrungen entwickeln sich. Bei einer
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Abbildung 8.2: Spannungen σ über der Umgebungstemperatur θ
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Abbildung 8.3: Umgebungstemperatur θ über der Verzerrung ε
inelastischen Verzerrung von εi = β = 5 % ist wieder linear elastisches Ver-
halten zu beobachten. Wird anschließend die äußere Last auf Null verringert,
verbleiben remanente Dehnungen der Größe ε = εi = β.
Wird nun die Temperatur über die Austenit-start Temperatur As = 256.25 ◦K
erhöht, wird der Formgedächtniseffekt initiiert und die Verzerrungen verringern
sich. Beim Erreichen der Temperatur θ = Af = 262.50 ◦K sind auch die Ver-
zerrungen wieder Null, ε = εi = 0. Ein anschließendes Abkühlen unter die
Temperatur θ = Mf = 241.25 ◦K stellt den Zwillingsmartensit auf der Mikro-
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ebene wieder her. Der Verlauf ist in den Abbildungen 8.1 – 8.3 schwarz und mit
durchgezogener Linie dargestellt.
2. Pseudoelastizität mit θ = 300 ◦K. Das Kristallgitterstruktur ist nun austeni-
tisch. Die Energiedifferenz beträgt jetzt ∆ψ = ∆u0 − θ ·∆η0 = 36 MPa. Die
Hysterese wurde in den ersten Quadranten verschoben. Bei einer Spannung
σ = ∆ψ/β + k = 840 MPa wird der obere Teil der Hysterese erreicht. Die
Austenitkuben transformieren spannungsinduziert zu ausgerichtetem Marten-
sit. Auch hier liegt bei einer inelastischen Dehnung εi = β = 0.05 wieder li-
near elastisches Verhalten vor. Das Material ist vollständig in ausgerichteten
Martensit transformiert. Nach einem Vorzeichenwechsel der Belastungsrichtung
wird der untere Teil der Hysterese beschritten. Mit Erreichen der Spannung
σ = ∆ψ/β − k = 600 MPa wird die Hysterese geschlossen. Auf einem line-
ar elastischen Ast kehrt das Material zurück in den Ursprung des Spannungs-
Dehnungs-Diagramms. Die Mikrostruktur ist in den Austenit vom Beginn der
Belastungshistorie zurückgekehrt. Die pseudoelastische Materialantwort ist in
den Abbildungen 8.1 – 8.3 schwarz und mit gestrichelter Linie wiederzufinden.
Die nun folgenden Berechnungen starten bei einer Umgebungstemperatur θ = 250 ◦K.
Dies entspricht einem Materialverhalten wie unter Punkt 1 beschrieben. Im Gegensatz
zu den ungezwängten Berechnungen aus 1 und 2 wird jetzt eine Feder an die Spitze des
Zugstabes angebracht. Für diese Beispiele ist der Zugstab auf seine maximale Hyste-
resenbreite β vorgedehnt, ε = εi = β. Diesmal wird nicht die Last verändert, sondern
die Temperatur. Für unterschiedliche Randbedingungen sind die verschiedenen Form-
gedächtniseffekte zu beobachten.
3. Zwei-Wege-Effekt – Fall I (TWSME I). Die Steifigkeit der angebrachten Feder
beträgt EA/L = 1 · 104 MN/m. Wie in 1. beginnt der Formgedächtniseffekt mit
Erreichen der Austenit-start Temperatur As. Über die Feder werden Zwangs-
spannungen in den Zugstab eingetragen, die eine vollständige Rückverformung
unterbinden. Mit der Temperaturerhöhung entsteht pseudoelastisches Material-
verhalten in der Formgedächtnislegierung und die Spannungen im Zugstab stei-
gen auf σ = 428.54 MPa bei einer minimalen Verzerrung ε = 0.0071457. Die
anschließende Abkühlung lässt die Spannungen wieder sinken, der Zugstab wird
wieder länger. Schlussendlich verbleibt eine Spannung von σ = 166.43 MPa bei
einer Verzerrung ε = 0.033357 im Zugstab. Dieser Effekt lässt sich durch die
Änderung der Umgebungstemperatur beliebig wiederholen (rot gepunktet in den
Abbildungen 8.1 – 8.3).
4. Zwei-Wege-Effekt – Fall II (TWSME II). In diesem Beispiel wird eine steife-
re Feder EA/L = 1 · 105 MN/m verwendet. Das beobachtete Verhalten ist ana-
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log zu dem unter 3. beschriebenen. Diesmal werden jedoch größere Spannungen
σ = 1874.50 MPa bei größeren Mindestverzerrungen ε = 0.031255 für die Er-
wärmung erreicht. Auch nach dem anschließenden Abkühlvorgang liegen andere
Werte σ = 194.87 MPa und ε = 0.048051 vor (rot gestrichelte Linie in den Ab-
bildungen 8.1 – 8.3).
5. Unterdrückter Formgedächtniseffekt (CSME). Für die letzte Berechnung wird
die Rückverformung des Stabes vollständig unterdrückt (EA/L → ∞). Der
Zugstab ist vollständig eingespannt und Verzerrungen können nicht zurückge-
stellt werden. Mit der Temperaturerhöhung verändern sich nur die Spannungen
im Zugstab. Mit dem gewählten Materialmodell sind Zwangsspannungen über
σ = 2000.00 MPa möglich. Nach dem Abkühlvorgang verbleiben Spannungen
der Größe σ = 199.00 MPa. Der unterdrückte Formgedächtniseffekt ist in den
Abbildungen 8.1 – 8.3 mit einer roten, durchgezogenen Linie dargestellt.
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a) Reine Biegebelastung b) Biegebelastung mit Faserbewehrung
c) Formgedächtniseffekt (SME) d) Biegebelastung mit SME
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Abbildung 8.4: 2D Biegebalken unter verschiedenen Belastungen
8.2 2D Vier-Punkt-Biegeversuch
Dieses Beispiel geht auf den positiven Nutzen von Faserbewehrung auf das Tragverhal-
ten eines Balkentragwerks ein. Darüber hinaus wird gezeigt, dass durch Vorspannung
das Tragverhalten eines Bauteils auf Zug deutlich verbessert werden kann, siehe auch
Kohlhaas und Klinkel [103].
Es wird ein statisch bestimmt gelagerter Balken als Scheibentragwerk modelliert. Die
Abmessungen betragen L× h× t = 2000× 300× 10 mm3. Es wird ein linear elasti-
sches Material mit einem Elastizitätsmodul E = 30500 MPa und einer Querdehnzahl
ν = 0.0 gewählt. Der E-Modul ist dabei in seiner Größenordnung angelehnt an Beton
und die Abmessungen der Scheibe entsprechen einem Fassadenelement im Hochbau.
Die Scheibe ist mit 9643 Fasern verstärkt. Jede Faser besitzt eine Länge von L =
40 mm und einen Durchmesser D = 0.9 mm. Dies führt auf ein Längen-zu-Durch-
messer Verhältnis von L/D = 44.44 und einen Volumenanteil %f = 4.09 %. Im Ver-
gleich hierzu geben Bergmeister und Wörner [12] eine Faserlänge L = 12 − 70 mm,
einen DurchmesserD = 0.15− 1.2 mm und ein L/D-Verhältnis L/D = 45− 100 an,
um eine gute Verarbeitbarkeit für Faserbeton zu gewährleisten. Alle verwendeten Fa-
sern sind auf ihre maximale Hysteresenbreite β = 0.05 vorgedehnt. Für das Finite-
Elemente-Modell werden 200× 20 Scheibenelemente mit linearen Ansatzfunktionen
zusammen mit Fachwerkelementen für die Formgedächtnisfasern verwendet.
Bei der Diskretisierung wird erst ein regelmäßiges Netz aus Scheibenelementen er-
zeugt, dann werden die Formgedächtnisfasern zufällig generiert. Jeder Bereich um
einen Scheibenknoten wird im Anschluss von einem programmierten Algorithmus
nach Faserknoten durchsucht. Im Falle des Auffindens eines Faserknotens wird der
Scheibenknoten auf diesen verschoben und mit diesem Verschmolzen. Durch dieses
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Abbildung 8.5: Spannungsverlauf über die Querschnittshöhe für einen a) unbewehrten Balken,
b) einen faserbewehrten Balken
Vorgehen entsteht ein Knoten-zu-Knoten Netz. Die Faserbewehrung findet sich dis-
kret und mit Fachwerkelementen dargestellt im FE-Netz wieder. Für die Scheibenele-
mente entsteht ein leicht bis stark verzerrtes Elementnetz. Im ungünstigsten Fall kann
dies auf eine schlecht konditionierte Jacobi-Matrix oder sogar negative Elementflächen
(detJ < 0) führen.
Für die Berechnung werden vier Lastfälle untersucht. Als erstes wird ein Vier-Punkt-
Biegeversuch mit zwei Einzellasten je F = 5 kN berechnet. Der resultierende Span-
nungsverlauf in Trägermitte über die Höhe der unbewehrten Scheibenstruktur ist Ab-
bildung 8.4 a) und 8.5 a) zu entnehmen. Abbildung 8.4 b) und 8.5 b) zeigt den Span-
nungsverlauf an gleicher Stelle für einen Balken mit vorgedehnter Formgedächtnis-
Faserbewehrung. Die Beanspruchung für das Matrixmaterial wurde leicht reduziert.
Der Spannungsnullpunkt befindet bei beiden Beispielen auf halber Trägerhöhe. Die
dritte Berechnung aktiviert den Formgedächtniseffekt in den Fasern ohne Berück-
sichtigung der zwei Einzellasten auf dem Träger, vgl. Abbildung 8.4 c). Die gesam-
te Struktur wird erwärmt und anschließend abgekühlt. Die Fasern werden von dem
Matrixmaterial an ihrer Rückverformung gehindert. So werden Druckspannungen in
das Matrixmaterial eingetragen. In Abbildung 8.6 c) ist ein Druckspannungsverlauf zu
erkennen, der um die Spannung σx = −10 N/mm2 leicht variiert. Im letzten Unterbei-
spiel wird der Formgedächtniseffekt wie zuvor initiiert, aber anschließend mit der Vier-
Punkt-Biegebelastung kombiniert, siehe 8.4 d). Es ist in Abbildung 8.6 d) zu erkennen,
dass die Zugbeanspruchung an der Unterseite des Balkens auf σx,u = 10 N/mm2 re-
duziert wird. Dies entspricht weniger als 50 % der Spannung der vorangegangenen
Berechnung ohne Vorspannung. Insbesondere ist dieser Effekt bei Betonstrukturen ge-
wünscht. Beton besitzt bekanntermaßen eine vergleichsweise schwache Zugfestigkeit.
Dieses Beispiel demonstriert den vorteilhaften Einsatz des Formgedächtniseffektes für
Faserverbundstrukturen.
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Abbildung 8.6: Spannungsverlauf über die Querschnittshöhe für einen a) durch den Formge-
dächtniseffekt belasten Balken, b) Balken unter kombinierter Beanspruchung
8.3 Greiferelement
Formgedächtnislegierungen lassen sich verwenden, um intelligente Strukturen zu
schaffen. Dieses Beispiel präsentiert einen mechanischen Greifer, der auf eine Tempe-
raturänderung hin greifen und loslassen kann, vgl. auch Kohlhaas und Klinkel [101].
Der Greifer besitzt drei Arme mit prismatischer Gestalt. Jeder Arm ist L = 180 mm
lang und hat einen quadratischen Querschnitt b× h = 30 mm× 30 mm. Die Grei-
ferarme bestehen aus einem weichen Kautschukmaterial mit einem Elastizitätsmodul
E = 100 N/mm2 und einer Querdehnzahl ν = 0. An der Unterseite jedes Arms sind
vier Bahnen Formgedächtnisfaser angebracht, Abbildung 8.7. Die Formgedächtnis-
fasern mit dem Materialset aus Tabelle 8.1 sind auf ihre maximale Hysteresenbreite
β = 0.05 vorgedehnt. Jeder Greiferarm besteht aus NL ×Nb ×Nh = 9× 3× 3 he-
xahedralen Volumenelementen mit acht Knoten und linearen Ansatzfunktionen. Die
Knoten der Fachwerkelemente stimmen mit denen der Volumenelemente überein.
Zu Beginn der Betrachtung liegt eine Umgebungstemperatur θ = 240 ◦K vor. Alle
Greiferarme befinden sich in ihrer Nullage w = 0 mm bzw. r = 50 mm, vgl. Abbil-
dungen 8.8, 8.9 – Punkt 1. Die Temperatur wird erhöht. Mit Erreichen der Tempera-
tur θ = As = 256.25 ◦K setzt der Formgedächtniseffekt ein. Die Greiferarme begin-
nen, sich aufeinander zuzubewegen. Ab θ = 284 ◦K und wmax = 34.60 mm ist kei-
ne Veränderung der Verformung mehr feststellbar. Zu diesem Zeitpunkt könnte ein
Gegenstand mit Radius rmin = r − wmax = 50− 34.60 = 15.40 mm gegriffen wer-
den, Punkt 2 in Abbildungen 8.8, 8.9. In diesem Beispiel wird die Temperatur bis
θ = 290 ◦K gleichförmig erhöht und anschließend mit gleicher Änderungsrate wieder
gesenkt. Die Rückverformung beginnt bei θ = 269 ◦K und endet bei θ = 255.5 ◦K.
Der Greifer kehrt nicht mehr in seine Ausgangslage zurück. Der größte Öffnungsradi-
us der erreicht wird, beträgt r¯ = 30.40 mm. Das entspricht einer Radialverschiebung
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Abbildung 8.7: Schemaskizze des Greiferelements
1
2
3
0
5
10
15
20
25
30
35
240 250 260 270 280 290 300
R
a
d
ia
lv
e
rs
c
h
ie
b
u
n
g
 w
 [
m
m
]
Temperatur θ [°K]
Zwei-Weg-Effekt
Abbildung 8.8: Radialverschiebung der Greiferarme infolge des Zwei-Weg-Effekts
w¯ = 50− 30.4 = 19.60 mm, Abbildungen 8.8, 8.9, Punkt 3. Eine erneute Erwärmung
lässt die Greiferarme wieder schließen. Der Schließvorgang beginnt bei θ = 270.5 ◦K.
Von nun an ist der Vorgang zwischen den Punkten 1 und 2 wiederholbar.
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1 32
Abbildung 8.9: Verformungsfiguren des Greiferelementes zu verschiedenen Temperaturen
Abbildung 8.10: Zugstab mit zufälliger Faserbewehrung
8.4 3D Zugstab
In diesem Beispiel wird ein 3D Zugstab modelliert. Es werden zwei unterschiedliche
Vernetzungsmethoden angewandt und es wird gezeigt, dass beide bei einem ausrei-
chend feinen Netz zum gleichen Ergebnis führen, sich damit also verifizieren, vgl.
auch die Arbeiten von Kohlhaas und Klinkel [102, 103].
Als Struktur wird ein prismatischer Körper mit den Abmessungen L× b× h =
20× 2× 2 cm3 gewählt. Alle Fasern sind sowohl zufällig orientiert als auch ver-
teilt. Jede Faser misst Lf = 1.0 cm in der Länge und besitzt einen Querschnitt von
Asf = 0.01 cm2. Der anteilige Faservolumengehalt beträgt % = 5.5 % der Struktur. Die
Fasern selber bestehen aus verzwillingtem Martensit. Es liegt pseudoplastisches Mate-
rialverhalten vor. Um Rechenzeit und Speicherbedarf zu sparen, werden Symmetrieei-
genschaften ausgenutzt. Dabei wird davon ausgegangen, dass die Verteilung der Fasern
statistisch repräsentativ ist. Es wird ein achtel des gesamten Zugstabes modelliert. Für
die Matrix wird ein weiches, kautschukähnliches Material mit einem Elastizitätsmodul
E = 30.5 kN/cm2 und einer Querdehnzahl ν = 0 gewählt. Auf das reduzierte System
wirkt noch eine Last F = 0.1 kN. Alle Knoten auf der Seite des Lastangriffs sind ei-
ner Zwangsbedingung unterworfen, so dass sie alle die gleiche Verschiebung in globa-
le x-Richtung erfahren. Bei diesem Lastniveau sind noch keine nichtlinearen Effekte
zu beobachten. Für die Konvergenzstudie wird das Finite-Elemente-Netz sukzessive
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Abbildung 8.11: Konvergenzverhalten des gesamten Zugstabes für Netzverfeinerung
verfeinert. Es wird ein Lastschritt gerechnet und die Verformung der Zugstabspitze
wird über der Anzahl der Elemente in Lastrichtung aufgetragen, Abbildung 8.11. Dies
geschieht einmal für ein konformes, Knoten-zu-Knoten Netz und einmal für ein nicht-
konformes Rebarnetz, s. Abschnitte A.1 und A.2.
Beide Lösungsansätze führen zu gleichen Ergebnissen. Dies verifiziert den gewählten
Ansatz. Das konforme Netz konvergiert dabei etwas langsamer und nähert sich der
richtigen Lösung von oben. Das non-konforme Netz konvergiert schneller und in zu
erwartender Weise von unten zum korrekten Ergebnis.
Das Tragverhalten ist durch das Last-Verformungs-Diagramm in Abbildung 8.12 cha-
rakterisiert.
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Abbildung 8.12: Vergleichende Darstellung des berechneten Last-Verformungs-Verhaltens mit
konformer und non-konformer Netzgenerierung, diskretisiert mit jeweils 600 Elementen in x-
Richtung bezogen auf den gesamten Stab
8.5 FE2 – Zufällig verteilte, unidirektional ausgerich-
tete Mikrostruktur
Im Sinne einer Optimierung der Faserbewehrung aus Abschnitt 8.4 wird für das folgen-
de Beispiel eine Faserausrichtung in Lastrichtung gewählt. Die Anordnung der Fasern
im Raum bleibt willkürlich. Zur Verifikation des Mehrskalenansatzes wird ein reprä-
sentatives Volumenelement gesucht, dass für die Homogenisierung des heterogenen
Faserkomposits geeignet ist. Es wird die Berechnung an einem detailliert aufgelösten
Zugstab der Berechnung einer homogenisierten Struktur mit grobem Finite-Elemente-
Netz gegenübergestellt, siehe auch Kohlhaas und Klinkel [103].
8.5.1 Makroskopische Ergebnisse
Die Abmessungen des Zugstabes betragen L× b× h = 30× 2× 2 cm3, vgl. Abb.
8.13. Aufgrund der hohen Anforderungen an die Rechnerkapazitäten werden die fol-
genden Berechnungen an einem Achtel der Gesamtstruktur durchgeführt. Die verblei-
bende Struktur ist zwängungsfrei und entsprechend der symmetrischen Randbedin-
gungen gelagert. Der Faservolumengehalt wird auf %f = 10.0 % festgelegt. Die Fa-
sern sind willkürlich im Matrixvolumen verteilt, und um den Effekt der Faserbeweh-
rung zu maximieren, sind alle Fasern in Lastrichtung ausgerichtet. Als Matrixmaterial
wird ein linear elastisches Material mit einem Elastizitätsmodul EM = 500 kN/cm2
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Abbildung 8.13: Zugstab mit unidirektional ausgerichteten, zufällig verteilten Fasern
Abbildung 8.14: Zugstab mit homogenisiertem Ersatzmaterial in den Gaußpunkten
und einer Querdehnzahl ν = 0 gewählt. Dies entspricht der Größenordnung von Po-
lypropylen. Es werden zwei Berechnungen durchgeführt. Zum einen wird eine detail-
liert aufgelöste Struktur untersucht. Jede Faser wird wie in Beispiel 8.4 einzeln in der
Eingabe berücksichtigt. Und zum anderen wird ein sehr grobes Netz von nur einem
Element gewählt, dass das symmetrische Achtel der Makrostruktur repräsentiert, s.
Abb. 8.14. In jedem der acht Gaußpunkte dieses Makroelementes wird ein repräsen-
tatives Volumenelement aufgerufen. Hier findet der Transfer des Verzerrungszustan-
des auf die Mikroebene, an das RVE statt. Die homogenisierten Spannungen σi und
die Materialtangente Di werden als Ergebnis wieder an die Makrostruktur zurück-
gegeben. Für beide Beispiele wird eine Zugkraft F = 1 kN angeordnet, die für eine
Last-Verformungsberechnung erst gesteigert und anschließend gesenkt wird. Für bei-
de Berechnungen findet das Rebar-Konzept Anwendung.
Im Ergebnis in Abbildung 8.15 zeigt sich, dass für den gewählten, einfachen Last-
fall vergleichbare Ergebnisse generiert werden. Es wird ein makroskopisches Netz der
Feinheit 320× 32× 32 Elementen mit einem Mehrskalenansatz verglichen. Das wür-
felförmige RVE besteht aus 403 Elementen und besitzt die Kantenlänge a = 2 cm.
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Abbildung 8.15: Last-Verformungs-Verhalten am Zugstab für den FE2- und den Rebar-Ansatz
Damit ist auch der Mehrskalenansatz verifiziert.
8.5.2 Details der Mikroebene
Ein RVE muss die in Abschnitt 7.3.1 beschriebenen Kriterien erfüllen. Gitman u. a.
[67], Hund [82], Kanit u. a. [95] empfehlen iterative Vorgehen zur Findung eines ge-
eigneten RVE. Sie gehen von einem kleinen Ausschnitt des heterogenen Materials mit
einer repräsentativen Verteilung der Inhomogenitäten aus. Für diesen Ausschnitt, auch
Zelle genannt, wird eine Konvergenzstudie durchlaufen, die effektiven Materialpara-
meter werden bestimmt. Im Anschluss wird der Ausschnitt um einen zu wählenden
Faktor vergrößert und es wird erneut eine Konvergenzstudie durchgeführt. Ändern sich
die effektiven Materialparameter zwischen zwei Iterationsschritten nicht mehr, ist die
Zelle ausreichend groß und kann als RVE dienen, s. auch Abb. 8.16.
Im vorliegenden Beispiel ist aufgrund der gewählten Lastanordnung hauptsächlich der
erste Eintrag C1111 der Materialmatrix für die Größe der berechneten Verformung ver-
antwortlich. Es wird ein effektiver Vergleichs-E-Modul
E∗ =
σ
ε
=
F · L
A ·∆L (8.1)
eingeführt. Im Folgenden werden statisch bestimmt gelagerte, würfelförmige Struk-
turen auf ihre Eignung zum RVE geprüft. Sie werden einer achsialen Zugbeanspru-
chung ausgesetzt, die Längenänderung wird berechnet, der effektive Vergleichs-E-
Modul wird ermittelt. Dies geschieht für jeweils fünf verschiedene, zufällig erzeugte
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Abbildung 8.16: Iterationsprozess für das RVE
 500
 600
 700
 800
 900
 1000
 1100
 20  40  60  80  100
E=
FL
/(∆
L 
A)
ELEMENTE/(1 cm)
a = 1 cm
a = 2 cm
a = 4 cm
a = 8 cm
Abbildung 8.17: Effektive E-Moduln der Faserrealisationen für verschiedene Kantenlängen a
Faserrealisationen. Ein geeignetes RVE ist gefunden, wenn die Abweichung der be-
rechneten Vergleichs-E-Moduln aller fünf Realisationen klein ist, denn dann kann es
als repräsentativ gelten, und wenn das Netz auskonvergiert ist. In diesem Beispiel liegt
der effektive Elastizitätsmodul bei etwa E∗ ≈ 850 kN/cm2, vgl. Abb. 8.17. Dieses Er-
gebnis ist im Einklang mit den Annahmen nach Voigt
EV = %fEf + EM = 0.1 · 6000 + 1.0 · 500 = 1100.0 kN/cm2 (8.2)
oder denen von Reuss
ER =
(
%f
Ef
+
1
EM
)−1
=
(
0.1
6000
+
1.0
500
)−1
= 495.9 kN/cm2 . (8.3)
In Abbildung 8.18 ist ein RVE unter den Verzerrungszuständen bei λ = 1.0 und
λ = 60.0 dargestellt. Man sieht, dass alle Ränder entsprechend der gewählten Rand-
bedingungen eben bleiben. Zur besseren Einsicht in die mikromechanischen Vorgänge
innerhalb des RVE ist der vordere, linke Teil des RVE ausgeblendet. Um die Fasern
entstehen Spannungsspitzen. Die Fasern haben großen Anteil am Lastabtrag.
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Abbildung 8.18: Schnitt durch ein RVE bei 50-facher Überhöhung der Deformation unter a)
F = 1 kN, b) F = 60 kN
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Abbildung 8.19: Schnitte durch ein RVE bei ξ = −0.9, ξ = −0.6, ξ = −0.3, ξ = ±0,
ξ = +0.3, ξ = +0.6 und ξ = +0.9 und Darstellung der Deformation in 50-facher Überhöhung
entlang der Schnitte
Eine andere Darstellung des gleichen RVE in Abbildung 8.19 verdeutlicht die starken
Veränderungen im Verschiebungsfeld über den RVE-Querschnitt. Diese Ansicht zeigt,
dass trotz des einfachen Lastzustandes auf der Makroebene komplexe Vorgänge auf
der Mikroebene stattfinden. Die großen Fluktuationen, die hier zu beobachten sind, er-
klären die hohe Elementzahl die zur ausreichend genauen Beschreibung der Probleme
mit Faserbewehrung nötig sind.
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Abbildung 8.20: Statisch bestimmt gelagertes Kreisringrohr
8.6 FE2 – Nachträgliche Ertüchtigung eines Alumini-
umrohres
Dieses Beispiel demonstriert die Möglichkeit FGL zur nachträglichen Ertüchtigung
von hoch belasteten Strukturen heranzuziehen und durch Applikation des Formge-
dächtniseffektes das Tragverhalten positiv zu beeinflussen. Durch die Wahl der Rohr-
geometrie stößt der Fasergenerator in seinem aktuellen Entwicklungsstand an seine
Leistungsgrenze. Die FE2-Methode ermöglicht dennoch die Untersuchungen zu faser-
verstärkten Verbundstrukturen am Kreisrohr. Die Faserbewehrung wird nur auf der
Mikrostruktur im RVE berücksichtigt. Das RVE bleibt nach wie vor kubischer Gestalt.
Die modellierte Struktur ist ein Kreisrohrsegment der Länge L = 10 cm mit dem
Innenwanddurchmesser Di = 5 cm und der Wandstärke t = 1 mm. Das Kreisrohr-
segment ist statisch bestimmt gelagert. Die Rohrgeometrie ist mit 20 Elementen in
Umfangsrichtung angenähert. In Meridianrichtung wird ein Element zur Darstellung
verwendet. Die Struktur wird derart belastet, dass über die Wanddicke konstante Ring-
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Abbildung 8.21: Vergleich FE2-Ansatz mit Makrostruktur aus Aluminium
spannungen
σ22 =
p ·R
t
=
1 · 2.55
0.1
kN
cm2
= 25.5
kN
cm2
(8.4)
auftreten. Dies resultiert unter Verwendung der Kesselformel in Punktlasten
Fi = 1.964 kN Fa = 2.042 kN , (8.5)
die auf Innen- und Aussenknoten aufgebracht werden. Für das Aluminium
werden die Materialparameter: E = 7240 kN/cm2, ν = 0.33, y0 = 37.15 kN/cm2,
y∞ = 1 · 106 kN/cm2, h = 2300 kN/cm2, η = 0 gewählt.
Es wird zuerst eine Berechnung am unbewehrten Aluminiumrohr durchgeführt. Für
die Ergebnisdarstellung wird der auf die Belastung wirkende Lastfaktor λ über der
Radialverschiebung ∆R aufgetragen. Es werden die Ergebnisse verglichen, die der
herkömmliche Ansatz mit der Definition von Aluminium auf der Makroebene und der
FE2-Ansatz mit einem RVE bestehend aus Aluminium liefern. Abbildung 8.21 zeigt,
dass der FE2-Ansatz auch für dieses Beispiel zu korrekten Ergebnissen führt. Das Alu-
minium erreicht bei einem Lastfaktor λ ≈ 1.5 die Fließgrenze. Dieser Wert entspricht
der analytischen Lösung
λy =
y0
σ22
=
37.1
25.5
= 1.455 . (8.6)
Zur Verstärkung des Aluminiumrohres wird dieses mit FGL-Draht mit einer Quer-
schnittsfläche Af = 0.01 cm2 umwickelt. Der Anteil an FGL-Draht je laufenden Zen-
timeter Kreisrohr beträgt 10 % bezogen auf die Wanddicke des Rohres. Dieser Faser-
gehalt wird im RVE eingeben. Es werden zehn verschiedene repräsentative Volumen-
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Abbildung 8.22: Ausrichtung der Fasern in den zehn verschiedenen RVE
elemente (Abbildung 8.22) erstellt, deren Faserbewehrung stets in Umfangsrichtung
des aufrufenden Makroelementes zeigt.
Der Innendruck wird erneut gesteigert und über der Radialverschiebung aufgetragen.
Es ist eine leichte Verbesserung im Vergleich zum unbewehrten Rohr festzustellen,
siehe Abbildung 8.23. Für eine letzte Berechnung wird der FGL-Draht auf seine ma-
ximale Hysteresenbreite β = 0.05 vorgedehnt und anschließend in gleicher Weise um
das Rohr gewickelt. Der Formgedächtniseffekt wird initiiert, indem die Temperatur
im Draht von anfänglich 250 ◦K auf 410 ◦K gesteigert wird. Die freie Rückverfor-
mung des FGL-Drahtes wird durch das Aluminiumrohr verhindert. Durch den Form-
gedächtniseffekt wird das Rohr um ∆R = −2.2028 · 10−2 cm zusammendrückt. Nach
der Temperaturerhöhung wird das Aluminiumrohr erneut durch den Innendruck belas-
tet und die Last wird auf λ = 10.0 gesteigert. In Abbildung 8.23 ist eine Erhöhung
der Fließgrenze deutlich erkennbar. Darüber hinaus verbessert sich das Tragverhalten
durch einen steiferen Fließbereich. Dies wird erreicht, indem die FGL sich nicht voll-
ständig zurückverformen kann und somit schneller den zweiten linearen Ast am Ende
der Hysterese erreicht.
138 8 NUMERISCHE BEISPIELE
 0
 2
 4
 6
 8
 10
-0.05  0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45
La
st
fa
kt
or
 λ
 
[-]
Radialverschiebung ∆R [cm]
Alu-FE2
Alu-FE2-SMA
Alu-FE2-SME
Abbildung 8.23: Vergleich zur Verbesserung des Tragverhaltens
8.7 FE2 – Adaptive Mehrskalensimulation
Das Ausführen einer zweiten Instanz des Finite-Elemente-Programms während der
Mehrskalenanalyse, die Schreib- und Lesevorgänge auf dem Festplattenspeicher und
nicht zuletzt das sehr fein zu wählende Finite-Elemente-Netz der Mikrostruktur er-
weisen sich als äußerst zeitintensiv. Dies zeigen die vorhergehenden Untersuchungen
und wird in der Fachliteratur (Feyel [52], Geers u. a. [60], Kouznetsova [104], Unger
[176, 177]) bestätigt.
Ähnlich der hierarchischen Mehrskalenanalyse, bei der nur die betreffenden Bereiche
feiner diskretisiert werden, können auch für die FE2 Methode Überlegungen angestellt
werden, Rechenzeit zu sparen. Vielfach ist die Materialantwort zu niedrigen Laststufen
noch linear elastisch und kann bei vorausgegangener Homogenisierung als bekannt an-
genommen werden. In diesem Fall ist es nicht notwendig in jedem Gaußpunkt das RVE
aufzurufen, sondern nur in den Gaußpunkten, in denen nichtlineares Materialverhalten
erwartet wird. Unger [176, 177] führt hierzu ein Spannungskriterium, formuliert in
den Hauptspannungen, ein. Wird ein kritisches Spannungsniveau bei der Berechnung
überschritten, wird die Analyse auf die feinere Skala verlagert.
8.7.1 Aufbau des Beispiels
In diesem Beispiel wird eine ähnliche, neue Methode für eine adaptive Mehrskalen-
analyse vorgeschlagen, siehe auch Kohlhaas und Klinkel [103]. Es wird ausgehend
von einer linearen Berechnung der Bereich ingenieurmäßig abgeschätzt, in dem nicht-
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Abbildung 8.24: Abmessungen, Lastanordnung und Elementierung für den Einfeldträger
lineares Materialverhalten erwartet wird. Anschließend wird eine Berechnung mit FE2
durchgeführt, um eine Aussage über die Entwicklung der Nichtlinearitäten auf der Mi-
kroskala zu treffen.
Das betrachtete Beispiel besteht aus einem Drei-Punkt-Biegeversuch. Die geometri-
schen Abmessungen des Trägers entsprechen denen eines handelsüblichen Unterzuges
und betragen L×b×h = 250×25×25 cm3. Die Struktur ist statisch bestimmt gelagert.
In der Mitte des Einfeldträgers wird eine Last F angeordnet. Zur Rechenzeitersparnis
wird nur die Hälfte der Struktur mit der entsprechenden Symmetrielagerung model-
liert. Für das verbleibende System werden 80× 4× 8 acht-knotige Volumenelemente
mit linearen Ansatzfunktionen verwendet, s. Abb. 8.24.
Auf der Mikroskala finden sich willkürlich verteilte FGL-Fasern mit zufälliger Aus-
richtung und einem Volumenanteil von %f = 10.0 %. Der Elastizitätsmodul des line-
ar elastischen Matrixmaterials beträgt EM = 2000 kN/cm2 und die Poissonzahl ist zu
Null gesetzt. Zu Beginn wird ein Homogenisierungsprozess durchlaufen wie er in Ab-
schnitt 8.5.2 beschrieben wurde. Es findet sich eine optimale RVE-Größe kubischer
Form mit der Kantenlänge a = 4 cm und nelem = 403 Elemente, vgl. auch Abbildung
8.25. Aus dem Homogenisierungsprozess ergibt sich ein effektiver Elastizitätsmodul
E∗ = 2090 kN/cm2 und eine effektive Querdehnzahl ν = 0.251. Diese homogenisier-
ten Materialparameter werden zur Modellierung des Einfeldträgers herangezogen. Nur
in den Bereichen in Feldmitte an der Ober- und Unterseite des Trägers wird nichtlinea-
res Materialverhalten erwartet und damit eine exakte Ermittlung der Materialparame-
ter auf Mikroebene durchgeführt. Um die Menge der nichtlinear aktivierten Fasern im
RVE zu quantifizieren, wird eine nichtlineare Vergleichsdehnung
ε∗NL =
√√√√nfib∑
n=1
εi2n (8.7)
eingeführt, indem die nichtlineare Dehnung jeder Faser in jedem Element des RVE
quadriert, über alle Fasern aufsummiert und schließlich die Wurzel daraus gezogen
wird.
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Abbildung 8.25: Mittelwert effektiver E-Moduln für verschiedene Kantenlängen a
8.7.2 Zur Abschätzung des nichtlinearen Bereiches
Für das vorliegende Beispiel ist zu erwarten, dass sich nichtlineare Faserverzerrungen
im Bereich des größten Biegemomentes entwickeln. Alle anderen Teile des Einfeld-
trägers werden linear elastisch bleiben. Mit der Kenntnis der linear elastischen Ma-
terialparameter ist es nicht nötig in jedem Gaußpunkt diese erneut zu bestimmen. Für
eine erste konservative Abschätzung des nichtlinearen Bereiches wird die größte untere
Schranke
ER =
[
%f
Ef
+
1
EM
]−1
=
[
0.1
6000
+
1
2000
]−1
= 1935.5 kN/cm2 (8.8)
für den E-Modul angesetzt. Mit der Annahme einer Navierschen Spannungsverteilung
über die Querschnittshöhe kann die Spannung am oberen und unteren Rand zu
σu,o = ±M
W
, mit M = M(F, x) und W =
bh2
6
(8.9)
angegeben werden. Dabei ist M das Moment an der Stelle x nach Balkentheorie und
W ist das Widerstandsmoment für einen Rechteckquerschnitt. Im linearen Bereich gilt
noch das Hookesche Gesetz σ = E · ε, das mit Gleichung (8.9) gleichgesetzt und an-
schließend durch E = ER dividiert wird. Es ergibt sich eine Beziehung für die Verzer-
rungen
ε(F, x) =
σ(F, x)
ER
=
M(F, x)
W · ER . (8.10)
in Abhängigkeit der Belastung F an der Stelle x.
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Für die verwendete Formgedächtnislegierung lässt sich angeben, dass sie ab einer Deh-
nung εSMA = k/E = 12/6000 = 0.002 nichtlinear reagiert. Die Annahme von Voigt,
die die kleinste untere Schranke liefert, besagt, dass überall im RVE gleiche Verzer-
rungen vorliegen. Es lässt sich also
εSMA ≥ ε(F, x) , (8.11)
fordern, damit weiterhin lineares Materialverhalten erwartet werden kann. Eine zah-
lenmäßige Auswertung mit F = 250 kN ergibt ein Volumen V = L × b × h =
44.4 × 25 × 4.4 [cm3] in der symmetrisch verbleibenden Hälfte des Einfeldträgers.
In Bezug auf die Elementierung umfasst der Bereich 29× 4× 2 Elemente.
8.7.3 Ergebnisse
Das nichtlineare Volumen steht an der Unterseite des Trägers unter Zug-, an der Ober-
seite unter Druckspannungen σx in Längsrichtung. Um den nichtlinearen Bereich si-
cher abzustecken wird die Berechnung durchgeführt, indem der Bereich mit den Ele-
menten 35× 4× 2 mit einem RVE auf der Mikroskala arbeitet, vgl. grüner Bereich in
Abb. 8.24. Die Berechnung wird mit zwei Laststufen F1 = 200 kN und F2 = 250 kN
durchgeführt, um die die Ausbreitung der Nichtlinearität mit zunehmender Last zu
illustrieren. Die Ergebnisse zur Untersuchung der Nichtlinearität sind in Abb. 8.26
dargestellt. Der Bereich mit homogenisierten Materialeigenschaften ist grau markiert.
In der Druckzone an der Oberseite des Trägers, gleichbedeutend mit dem Bereich der
Lasteinleitung und in der Zugzone an der Unterseite des Trägers bilden sich nichtlinea-
re Verzerrungen in den Fasern aus. Es ist zu erkennen, dass der tatsächliche, nichtli-
neare Bereich 30× 4× 2 Elemente umfasst. Die vorweggeschickte Abschätzung stellt
also eine ausgesprochen gute Näherung für dieses Beispiel dar. In Abbildung 8.27 wer-
den Schnitte durch die Koordinate x = xi des RVE geführt. Die Schnittebenen haben
die lokale der x-Richtung des RVE als Normale. Das betrachtete RVE befindet sich am
unteren Zugrand des Trägers. Die erste Hauptspannung ist farblich gekennzeichnet.
Man sieht die Spannungskonzentrationen, die in den Bereichen um die Faserbeweh-
rung entstehen.
142 8 NUMERISCHE BEISPIELE
6.121E-02 1.237E-03 0.000E+00
Nichtlineare Verzerrungen für F=200 kN
Nichtlineare Verzerrungen für F=250 kN
Legende:
Abbildung 8.26: Ergebnisse der Berechnung mit adaptiver FE2 Methode, Darstellung der
Gaußpunkte
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Abbildung 8.27: Grafische Darstellung der ersten Hauptspannung, Schnitt durch das RVE bei
xi = −2.0,−1.9, ...,+1.9
144 8 NUMERISCHE BEISPIELE
Kapitel 9
Fazit und Ausblick
In dieser Arbeit wird eine Arbeitsumgebung für die Mehrskalenanalyse von Faserkom-
positen mit zufälliger Mikrostruktur präsentiert. Ein Hauptaugenmerk liegt dabei auf
der Wahl von Formgedächtnislegierungen als Fasermaterial und deren zufälliger Aus-
richtung in der Matrix.
Formgedächtnislegierungen erfahren immer mehr Aufmerksamkeit auf den verschie-
densten Gebieten der Technik. Die unterschiedlichen Einsatzgebiete werden in dieser
Arbeit aufgezeigt und es wird verdeutlicht, dass großes Interesse an effizienten Be-
rechnungsmethoden besteht. Trotz eines mannigfaltigen Angebots an Materialmodel-
len gibt es wenige, die alle Effekte präsentieren. Und wenn sie dies vermögen, sind sie
oftmals zu kompliziert und entsprechen nicht den gesetzten Zielen. Diese Arbeit lei-
tet daher ein einfacheres Modell für Formgedächtnislegierungen ab. Wenige Parameter
werden zur vollständigen Beschreibung des Materialverhaltens benötigt. Die nötigen
Parameter können leicht aus Versuchsdaten oder aus Literaturvorgaben gewonnen wer-
den. Dabei ist das Modell in der Lage alle wichtigen Materialphänomene wiederzuge-
ben. Dies sind namentlich die Pseudoelastizität, die Pseudoplastizität und alle Form-
gedächtniseffekte, wie den freien FGE, den unterdrückten FGE und den Zwei-Wege-
Effekt. Zudem ist das Modell in einem thermodynamisch konsistenten Rahmen herge-
leitet. Allein aus der Angabe der Freien Energiefunktion und der Phasenübergangsbe-
dingungen ergeben sich alle konstitutiven Gleichungen und die Evolutionsgleichungen
für die inneren Variablen.
Die meisten Quellen in der Literatur zu Faserkompositen arbeiten mit einer unidi-
rektionalen Bewehrungsführung und periodisch aufgebauter Mikrostruktur. Für viele
Ingenieurstrukturen und -materialien treffen diese Annahmen nicht zu. Hier können
beispielsweise alle Faserbetone, faserverstärkte Industriefußböden oder faserbewehrte
Griffschalen für Werkzeuge genannt werden. Sowohl die Anordnung als auch die Aus-
richtung der Einzelfasern ist zufällig. Die Anwendung von Einheitszellen oder analy-
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tischen Näherungsverfahren gestaltet sich daher umständlich bis unmöglich. Dies liegt
nicht zuletzt an dem stark nichtlinearen Verhalten und der Abhängigkeit der Materi-
alantwort von der Belastungsgeschichte. Mit der Entwicklung zweier unterschiedli-
cher Netzgeneratoren – einem konformen und einem nicht-konformen – wird diesem
Manko in dieser Arbeit begegnet. Die konforme Vernetzungsmethode verwendet ein
eindimensionales Faserelement mit zwei Knoten und linearen Ansatzfunktionen. Der
Netzgenerator passt die Lage der Matrixknoten an die der Faserknoten an, wenn sich
Faserknoten im Einzugsgebiet der Matrixknoten finden. Es entsteht ein verzerrtes Ele-
mentnetz, dass die Information zufälliger Faserbewehrung wiedergibt. Für die non-
konforme Vernetzung wird ein neu entwickeltes Rebarelement verwendet. Die Stei-
figkeit der Faserbewehrung wird in eingebetteter Form erfasst. Die Steifigkeitsanteile
der Matrix und der Faser werden addiert. Auch dem durch die Faser verdrängten Ma-
trixmaterial kann bei diesem Verfahren durch Subtraktion von der Gesamtsteifigkeit
Rechnung getragen werden. Die Rebarelemente behalten alle ihre kubische Ausgangs-
form. Beide Verfahren wurden miteinander verglichen und es wurde gezeigt, dass sie
bei sehr feinen Netzen zu gleichen Ergebnissen führen.
Im Falle der hier vorgestellten Formgedächtnislegierungen werden große Verzerrun-
gen beobachtet. Wird der Einsatz von FGL als Verstärkungsmaterial in Faserkompo-
siten angestrebt, empfiehlt sich die Verwendung eines Matrixmaterials, das ebenfalls
moderate bis große Verzerrungen erfahren kann. Aus diesem Grund wird das Reba-
relement in dieser Arbeit an eine Materialbibliothek angeschlossen, die die Darstel-
lung finiter J2-Plastizität erlaubt. Das Materialmodell basiert auf einer multiplikativen
Zerlegung des Deformationsgradienten in einen elastischen und einen plastischen An-
teil. Es wird eine elastische Freie Energiefunktion präsentiert, die sich zur Darstellung
moderat großer Verzerrungen eignet. Die Evolutionsgleichungen, aus dem Prinzip der
maximalen Dissipation hergeleitet, werden mit einem exponentiellen Ansatz integriert.
Mit einem radial-return-Algorithmus werden die eingeführten Versuchsgrößen auf die
Fließfläche projiziert.
Die Erfordernis der feinen Netze und der hohe Vernetzungsaufwand erschweren den
Einsatz beider Methoden für komplexe und große Strukturen. Ein gekoppelter Mehr-
skalenansatz, auch FE2-Methode genannt, schafft hier Abhilfe. Einer grob diskretisier-
ten Makrostruktur deren Materialparameter unbekannt sind, ist in den Gaußpunkten ei-
ne Mikrostruktur in Form eines repräsentativen Volumenelementes angeheftet. Um als
repräsentativ zu gelten, muss das RVE die Voraussetzung erfüllen, groß genug zu sein,
so dass es genügend Heterogenitäten auf der Mikroebene erfasst, und gleichzeitig klein
genug, um als Materialpunkt auf der Makroebene wahrgenommen zu werden. Über die
Wahl von Verschiebungsrandbedingungen am RVE gelten die Hill-Bedingungen. Die
Makroebene und die Mikroebene sind über den Verzerrungstensor miteinander gekop-
pelt. Er fungiert unter der Annahme linearer Verzerrungen als Belastung auf der Mikro-
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ebene. Eine gemittelte Elastizitätsmatrix und gemittelte Spannungen werden am RVE
berechnet und an die Makrostruktur zurückgegeben. Das Gleichgewicht wird simultan
gelöst.
Die Ausführungen in der Arbeit werden abschließend anhand aussagekräftiger Bei-
spiele belegt. Außerdem zeigen die Beispiele die mannigfaltigen Anwendungsmög-
lichkeiten von Formgedächtnislegierungen. Die Gültigkeit der gekoppelten Homoge-
nisierung wird demonstriert, indem eine fein aufgelöste Makrostruktur mit einer ge-
koppelten Mehrskalenberechnung verglichen und die Gültigkeit der Ergebnisse her-
vorgehoben wird. Die FE2-Methode erlaubt nun die Analyse beliebiger Strukturen jed-
weder Form und Größe. Doch zeigt sich, dass der Aufruf des fein diskretisierten RVE
in jedem Gaußpunkt sehr zeitintensiv ist, zudem entsteht eine sehr große Datenmenge
durch den Austausch von Informationen zwischen Makro- und Mikrostruktur. Durch
eine geschickte Kombination vorausgesandter Homogenisierung der linearen Bereiche
und der FE2-Methode lässt sich viel Rechenzeit sparen.
Die für die Arbeit gesetzten Ziele wurden erreicht und es ist fortan möglich, Faserver-
bundstrukturen mit beliebiger, zufälliger Mikrostruktur genau zu untersuchen. Für die
Faserbewehrung lag der Fokus auf der Verwendung von Formgedächtnislegierungen.
Damit soll diese Arbeit einen Beitrag liefern, die Verwendung dieses neuartigen Mate-
rials weiter voran zu treiben. Besonders der Einsatz von Faserbewehrung ist noch nicht
weit verbreitet, obwohl dies eine ausgezeichnete Möglichkeit ist, teures Formgedächt-
nismaterial einzusparen, während die besonderen Eigenschaften der FGL im Komposit
erhalten bleiben. Als Faserbewehrung wäre insbesondere ein Einsatz in filigranen, vor-
gespannten Fassadenelementen aus Sichtbeton möglich. Durch die Vorspannung ließen
sich Schwindrisse überdrücken. Eine andere Anwendung ist im Rohrleitungsbau zu
sehen. Zum einen kann einer Rohraufweitung bei hohen Durchflussdrücken entgegen-
gewirkt und zum anderen kann die Durchflussgeschwindigkeit durch die Regulierung
des Rohrdurchmessers beeinflusst werden.
Während den hier vorgestellten Untersuchungen ergaben sich weitere interessante
Aspekte, die Thema aufbauender Forschungsarbeiten sein können. Trachtet man nach
der Verwendung von Formgedächtnislegierung in dynamischen Anwendungen, erhöht
sich die Bedeutung der starken, thermo-mechanischen Kopplung des Materials. Durch
die schnell ablaufende Phasenumwandlung entsteht Wärme, die wiederum für eine Än-
derung der Materialeigenschaften sorgt. Hier wäre eine Berücksichtigung des thermo-
mechanischen Kopplungseffektes im FGL-Materialmodell anzuraten.
Bei der Untersuchung der Faserverbundstrukturen zeigte sich, dass eine sehr feine Ver-
netzung benötigt wird, um ausreichend genaue Ergebnisse zu erlangen. Eine Untersu-
chung der Verzerrungsfelder um die Faserbewehrung zeigte sehr große Fluktuationen,
besonders bei weichem Matrixmaterial. Eine ensprechende Anreicherung der Ansatz-
funktionen oder isogeometrische Ansätze könnten hier eine Verbesserung bringen.
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Auch wenn die Formgedächtnislegierung und das Matrixmaterial große Verzerrungen
abbilden können, limitiert derzeit der Skalenübergang von der Makro- auf die Mikro-
ebene die Verwendung großer Verzerrungen über alle Skalen hinweg. Hier werden die
Verschiebungen zu den Verzerrungen in einen linearen Zusammenhang gesetzt. Die
Verwendung des Deformationsgradienten beim Übergang auf die Mikroskala würde
hier Abhilfe schaffen. Ebenso wären Spannungsrandbedingungen auf der Mikroebe-
ne wünschenswert. Es ist bekannt, dass Verschiebungsrandbedingungen die Steifigkeit
des Materials für bestimmte Mikrostrukturen überschätzen. Ein Vergleich mit Span-
nungsrandbedingungen würde die Angabe von Grenzen ermöglichen.
Die Verwendung von FE2 hat sich als sehr langsame Methode bewahrheitet. Zum Teil
ist eine Beschleunigung des Verfahrens zu erwarten, wenn die Anzahl der Elemente auf
der Mikroebene reduziert werden kann. Eine weitere Drosselung des Verfahren liegt in
der Konstruktion des Algorithmus. Für jeden Gaußpunkt wird eine externe Anwendung
gestartet, die das RVE als Eingabedatei einliest. Außerdem werden Restartdateien ge-
lesen und geschrieben. Für die nahe Zukunft sollte die zweite Anwendung mit der auf-
rufenden Anwendung verschmolzen werden, indem die Quellcodedateien in das erste
Programm integriert werden. Auch das langsame Schreiben der Restartdateien auf die
Festplatte kann durch eine Zwischenspeicherung in den Arbeitsspeicher beschleunigt
werden. Eine Speicherauslastung des RAM ist bei gut ausgestatteten Serverrechnern
mit 64bit-Architektur in naher Zukunft nicht zu erwarten. Arbeitsspeicherkapazitäten
bis zu 16 Exbibyte können hier adressiert werden.
In dieser Arbeit wurde diskutiert, dass der Aufruf eines RVE nur in den Bereichen
von Nöten ist, der nichtlineares Materialverhalten zeigt. Die linearen Bereiche können
durch eine vorausgeschickte Homogenisierung mit effektiven Materialparametern ab-
gebildet werden. Für einen einfachen Fall wurde hier ein Abgrenzungskriterium vorge-
schlagen. Die Entwicklung eines effizienten Verfahrens zur vorhergehenden Abschät-
zung der nichtlinearen Bereiche, besonders bei anisotropem Materialverhalten, ist ein
anspruchsvolle Aufgabe.
Anhang A
Netzgenerierung
Faser-Matrix-Strukturen besitzen eine sehr komplizierte Mikrostruktur. Die hohe An-
zahl an Einzelfasern bedingt gleichfalls eine hohe Anzahl an Elemente, um die Mi-
krostruktur korrekt abzubilden. Die Vernetzungsaufgabe ist nicht mehr allein von Hand
oder mit Bordmitteln der Finite-Elemente-Programme zu bewältigen. Es werden leis-
tungsstarke Netzgeneratoren benötigt, die die Faser-Matrix-Strukturen algorithmisiert
erstellen. Dieses Kapitel stellt zwei verschiedene Vernetzungsvarianten vor. Es gibt die
konforme Vernetzung, die mit dem Faserelement aus Abschnitt 6.2 arbeitet. Des wei-
teren gibt es das non-konforme Vernetzungskonzept, das das Rebar-Element aus Ab-
schnitt 6.3 verwendet. Beide Präprozessoranwendungen sind Schnittstellenprogramme
zum Finite-Elemente-Programm FEAP (Taylor [174]).
A.1 Konformes Netz
Die als konforme Vernetzungsmethode referenzierte Netzgenerierung erzeugt zwei un-
terschiedliche Netze für die Matrix- und für die Faserstruktur. Im Anschluss wird jeder
einzelne Matrixknoten in einem Einzugsbereich nach Faserknoten durchsucht. Wird
ein Faserknoten gefunden, wird der Matrixknoten auf diesen verschoben und beide
Knoten werden veschmolzen.
Der in Visual Basic entwickelte Präprozessor Spiderconf benötigt Angaben zu den
prismatischen Abmessungen Vprism = [L× b× h]prism und der Diskretisierung
Nprism = NL × Nb × Nh des Problems. Die notwendigen Angaben zur Faser sind
der Volumenanteil der Fasern %f , die Faserlänge Lf und der Faserquerschnitt Af . Zur
Optimierung des Tragverhaltens können die Faserwinkel begrenzt werden. Dies ge-
schieht in Anlehnung an ein Kämmen der Fasern während des Herstellvorgangs. Das
Vorgehen ist aus der Betontechnologie bekannt und wird für Faserbetone angewendet.
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Abbildung A.1: Prozess der konformen Netzgenerierung
Man erwartet eine Verbesserung des Tragverhaltens durch ein Kämmen der Fasern in
Lastrichtung.
Es werden zuerst die Matrixknoten und -elemente in eimem regelmäßigen Netz gemäß
der vorgegebenen Diskretisierung erzeugt. Die Knoten- und Elementdaten werden für
die FEAP-Eingabesätze COOR und ELEM formatiert. Im Anschluss wird die entspre-
chend dem Faservolumen %f benötigte Faseranzahl
nf = %f · Vprism
Vf
= %f ·
[L · b · h]prism
Af · Lf (A.1)
berechnet. Für jede Faser wird mit Hilfe eines Zufallsgenerators ein Mittelpunkt in-
nerhalb des Matrixprismas erstellt. Zur weiteren, exakten Beschreibung der geome-
trischen Lage der Faser werden zwei Richtungswinkel erzeugt, der Polarwinkel ϑ und
der Azimutwinkel ϕ. Diese beiden Winkel können zur Optimierung des Tragverhaltens
beschränkt werden. Der verwendete Zufallszahlengenerator wird mit einem Startwert
initialisiert, der auf der Systemzeit beruht. Auf diese Weise werden niemals gleiche Fa-
serrealisationen erzeugt. Für weiterführende Untersuchungen besteht die Möglichkeit
bereits erzeugte Faserrealisationen in Form von Textdateien erneut einzulesen.
Die Elementlänge für ein Faserelement richtet sich nach der Diskretisierung der Ma-
trix. Damit ein Faserelement niemals kleiner als ein Matrixelement ist, wird die Ele-
mentlänge der Faser gleich der Raumdiagonalen in einem Matrixwürfel gewählt. Für
jede Faser werden, beginnend an ihrem Anfang die benötigten Knoten gesetzt. Da die
Faserlänge kein ganzzahliges Vielfaches der Faserelementlänge sein muss, ist die ge-
nerierte Faserlänge in der Regel kürzer als der Soll-Wert. Die untere Grenze für die
A.1 Konformes Netz 151
26
35
Abbildung A.2: Beispiel für eine Faser in einem konformen Netz
Anzahl der zu generierenden Faserknoten ist zwei. Es besteht die Möglichkeit, dass
Fasern aus dem vordefinierten Prismavolumen herausragen. So werden wall effects
vermieden.
Das Einzugsvolumen um einen Matrixknoten wird nach einem Faserknoten durch-
sucht. Das Volumen ist durch den halben Abstand des Knoten zu seinen Nachbarkno-
ten bestimmt. Wenn ein Faserknoten gefunden wird, wird der Matrixknoten auf den
Faserknoten verschoben. Der Faserknoten wird umbenannt und erhält die Knotennum-
mer des Matrixknotens. Gegebenenfalls werden durch diesen Vorgang Randknoten der
Matrix verschoben, Abbildung A.1. Eine nachfolgende Überprüfung verschiebt die-
se Randknoten in der Verlängerung der Faserachse wieder zurück auf die Randebene.
So wird eine ebene Prismaoberfläche bewahrt. Außerhalb des Prismas liegende Fa-
serknoten werden gelöscht. Die Faserknoten für die Faserelemente werden in einem
Datenfeld gesammelt und in der Ausgabe unter den Datensatz der Matrixelemente im
ELEM-Block angefügt. Ein Minimalbeispiel für das Ergebnis des Fasergenerators ist
in Abbildung A.2 zu sehen.
Begleitend wird die Länge der generierten Faserelemente aufaddiert. Das erzeugte Ist-
Faservolumen %ist wird errechnet. Ist dieses ungleich dem Soll-Faservolumen %0soll in-
nerhalb einer vorzugebenden Toleranz, wird die Schätzung der benötigten Fasern
%i+1soll = %
0
soll ·
%isoll
%iist
(A.2)
korrigiert und der Algorithmus startet erneut. Innerhalb der Iterationsschleife ist i die
Zählvariable.
Für den oben beschriebenen Vernetzungsalgorithmus kann es zu Problemen kommen,
wenn im Einzugsbereich eines Matrixknotens zwei oder mehr Faserknoten gefunden
werden. Für diesen Fall wird ein Mittelwert der Faserknoten gebildet, auf welchen
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dann der Matrixknoten verschoben wird. Mit dieser Lösung wird ein Knick in der
Faserachse in Kauf genommen.
Durch das Verschieben der Matrixknoten entsteht ein unter Umständen stark verzerrtes
Netz für die Volumenelemente. Dies führt auf eine schlecht koniditionierte Jacobi-
Matrix J und in besonderen Fällen auch auf negative Volumen detJ < 0. Ebenso
liefert die Integration nach Gauß über das Volumen des finiten Elementes bei verzerrten
Elementgeometrien schlechtere Ergebnisse.
Verbundwirkungen zwischen Faser und Matrix könnten durch eine Erweiterung des
Netzgenerators berücksichtigt werden. Hierzu wären Interfaceelemente zwischen Fa-
serknoten und Matrixknoten zu platzieren, die in Richtung der Faserachse das Ver-
bundgesetz wiedergeben.
Nicht ohne weiteres lässt sich der Tatsache begegnen, dass an der Stelle des Faserele-
mentes, Fasermaterial und Matrixmaterial doppelt vorliegen. Kleine Volumengehalte
unter 20 % werden gemeinhin als vernachlässigbar erachtet, bei größeren Volumenge-
halten wird diese Vernetzungsmethode ungenauer.
A.2 Non-konformes Netz
Für die konforme Vernetzungsmethode können die Elemtknoten mit der dem Finite-
Elemente-Programm FEAP eigenen Funktion COOR gesetzt werden. Die anschlie-
ßende Vernetzung erlaubt der Befehl ELEM. Die non-konforme Vernetzungsstrategie
bedient sich des neu entwickelten Rebar-Elementes aus Abschnitt 6.3. Die Faserbe-
wehrung wird nicht mehr mit eigenen Elementen abgebildet. Anhand der Eintritts- und
Austrittskoordinaten wird die Richtung der Faser im Element bestimmt. Die Steifigkeit
und die rechte Seite werden berechnet.
A.2.1 Netzgenerator
Zur Berechnung der Eintritts- und Austrittskoordinaten der Faserbewehrung in die
Rebar-Elemente wird wieder ein Netzgenerator benötigt. Anhand der Eingabedaten zu
Abmessungen, Elementierung sowie Faserlänge Lf , Faserquerschnitt Af und Faseran-
teil %f erstellen die Präprozessoranwendungen Fiber8 ein regelmäßiges, achtknotiges
und Fiber27 ein regelmäßiges 27-knotiges Elementnetz in prismatischer Form.
Mit Gleichung (A.1) wird die Anzahl der benötigten Fasern abgeschätzt. Für die An-
zahl der benötigten Fasern erzeugt ein Zufallsgenerator einen Mittelpunkt p innerhalb
der Prismaabmessungen und einen beliebigen Endpunkt ω für jede Faser. Mit diesen
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Angaben kann die Geradengleichung
g =
x =
 x1x2
x3
 = p+ λ · ω − p||ω − p||
∣∣∣∣∣∣ λ ∈ R
 (A.3)
in Parameterdarstellung angegeben werden, vgl. Neunzert und Blickensdörfer-Ehlers
[131]. Hier ist p der Ortsvektor und ω − p ist Richtungsvektor. Letzterer ist durch die
Division durch die L2-Norm ||ω − p|| auf die Länge Eins normiert.
Zwei Programmschleifen durchlaufen alle Matrixelemente und alle Fasern. Es wird
überprüft, ob eine oder mehrere Fasern einen gemeinsamen Schnittpunkt mit einer der
Seiten des aktuell durchsuchten Volumenelementes besitzt.
Die Eckknoten n¯n mit den Koordinaten [nn1 , n
n
2 , n
n
3 ] und der Knotennummer n =
1, 2, 4, 5 des Volumenelementes definieren die Ebenengleichungen
E = {xi ∈ R | xi = nni } . (A.4)
der begrenzenden Seitenwände in Koordinatendarstellung, vgl. Tabelle A.1 und Abbil-
dung A.3. Durch Gleichsetzen der Zeile i in (A.3) mit (A.4) erhält man den Abstand
λ0
pi + λ · ωi − pi||ω − p|| = xi ⇒ λ0 = ||ω − p|| ·
xi − pi
ωi − pi (A.5)
des Mittelpunktes p zur Ebene, sofern der Vektor (ω − p) nicht parallel zur Ebene
E liegt. Das Einsetzen von λ0 in (A.4) ergibt den Schnittpunktvektor x(λ0). Liegen
die Koordinaten von x(λ0) innerhalb der Elementgrenzen und ist der Parameter λ0
der Geradengleichung im Betrag kleiner als die halbe Faserlänge, |λ0| ≤ Lf/2, wur-
de ein gültiger Durchstoßpunkt t¯α gefunden. Es muss einen zweiten Durchstoßpunkt
t¯ω geben. Wird der Parameter λ für den zweiten Durchstoßpunkt zu groß, entfällt das
Faserende für das betrachtete Volumenelement. Wenn zwei Durchstoßpunkte gefunden
wurden, wird die Länge der eingebetteten Faser berechnet. Alle eingebetteten Faserlän-
gen werden zur GesamtfaserlängeLgesf aufaddiert. Ist der Sollfasergehalt nicht erreicht,
wird der Zielfasergehalt korrigiert und es wird eine neue Faserrealisation erzeugt, siehe
auch die Flussdiagramme in den Abbildungen A.4 und A.5.
A.2.2 Neuer Meshbefehl FIBE für FEAP
Für den Einlesevorgang der Rebarinformationen wurde der ELEM-Eingabesatz erwei-
tert. Nach wie vor steht in dem neuen Eingabesatz FIBE an erster Stelle die Element-
nummer, gefolgt von der Materialnummer. Anschließend sind die Knotennummern
aufgelistet. Die Element-Knoten-Beziehung wird wie in ELEM im ix(...)-Datenfeld
abgespeichert.
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Abbildung A.3: Lokales Koordinatensystem des Volumenelementes mit lokaler Knotennum-
merierung
Tabelle A.1: Knoten und Koordinaten zur Ebenenbeschreibung
Knotennummer Ebenengleichung xi
n nni
1 n11
1 n12
1 n13
2 n21
4 n42
5 n53
Eine Neuerung besteht in einer Zeile direkt unterhalb des Schlüsselwortes FIBE. Hier
stehen zwei, durch Komma getrennte Zahlen. Die erste Zahl gibt an, wie viele Fasern
nfibmax maximal in einem Element im gesamten Problem zu finden sind. Die zweite
Zahl nennt die Gesamtelementzahl. Eine weitere Neuerung gegenüber dem ELEM-
Datensatz sind zwei neue Stellen, die nach den acht bzw. 27 Knotennummern auf-
geführt werden. Während die vorletzte Stelle im aktuellen Entwicklungsstand noch
unberücksichtigt, aber der Materialnummer der Faserbewehrung vorbehalten ist, gibt
die letzte Stelle die Anzahl nfib der Fasern im Rebarelement an. Diese Zahl stellt
gleichzeitig die Anzahl der Folgezeilen im FIBE-Datensatz dar, die die Anfangs- und
Endkoordinaten t¯α, t¯ω der Fasern enthalten – eine Faser, eine Zeile. Nachdem alle
nfib Fasern eingelesen wurden, folgt das Einlesen des nächsten Elementes. Die Infor-
mationen der Faserbewehrung werden in einem neuen, global definierten Feld fx(...)
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abgespeichert. Der Speicher für dieses Feldes wird mit der Eingabezeile unterhalb des
Schlüsselwortes FIBE mit den Variablen nfibmax und numel alloziert. Das zweidi-
mensionale Feld hat
n×m = (6 · nfibmax) + 3× numel (A.6)
Einträge. In diesem Feld werden spaltenweise die Faserkoordinaten abgespeichert. Da
das Feld global deklariert wurde, lässt sich auf Elementebene jederzeit wieder darauf
zugreifen und die Information der Faserbewehrung steht zur Verfügung.
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Abbildung A.4: Flussdiagramm für den non-konformen Vernetzungsalgorithmus
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    Ja
Speichere 6 Durchstoßpunktkoordinaten in Ausgabearray
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Abbildung A.5: Flussdiagramm für Subroutine ’Durchstoßpunktberechnung und Vernetzung’
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Anhang B
Transformation der
Tensorkomponenten bei Basiswechsel
Die FGL-Faser wird auch in der Rebar-Formulierung nur mit einem eindimensiona-
len Stoffgesestz abgebildet. Das erfordert die Transformation der Komponenten des
Spannungs-, Verzerrungs- und Elastizitätstensors vom lokalen Koordinatensystem des
Volumenelementes in das lokale Koordinatensystem des Faserelementes und umge-
kehrt, Abbildung B.1.
Eine bekannte Tensorfunktion ist die Abbildung des Normalenvektors n auf den Span-
nungsvektor t durch den zweistufigen Cauchy Spannungstensor
t = σ · n . (B.1)
Diese Abbildung gilt für jedes beliebige, gewählte Koordinatensystem. Auch ändert
sich nicht die physikalische Bedeutung der Tensorgebilde. Lediglich die Komponen-
ten ti, ni mit i = 1, 2, 3 und σij mit i, j = 1, 2, 3 ändern sich gemäß der gewählten
Basis und werden zu t′i, n
′
i und σ
′
ij . Es sei t = t
′, n = n′ und σ = σ′. Die Tensorkom-
ponenten der nicht-indizierten Größen beziehen sich auf das lokale Koordinatensystem
des Volumenelementes, die Komponenten der mit (•)′ gekennzeichneten Größen sol-
len sich auf das lokale Koordinatensystem ξ der Faser beziehen.
Mit den Beziehungen
t′ = a · t n′ = a · n (B.2)
t = aT · t′ n = aT · n′ (B.3)
lassen sich die Koordinanten der Vektoren vom Koordinatensystem ei zum Koordinan-
tensystem ξi und zurück (B.3) transformieren. Die Transformationsmatrix
a =
 a1 a2 a3b1 b2 b3
c1 c2 c3
 =
 ξ1 · e1 ξ1 · e2 ξ1 · e3ξ2 · e1 ξ2 · e2 ξ2 · e3
ξ3 · e1 ξ3 · e2 ξ3 · e3
 (B.4)
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Abbildung B.1: Lage des Vektors t im Koordinatensystem e und ξ
wird mit Hilfe der Richtungscosinus in Form der Skalarprodukte der Einheitsvektoren
beider Koordinatensysteme gebildet.
Die Herleitung der Transformationsmatrix für die zweistufigen Tensoren gestaltet sich
etwas aufwendiger und arbeitet mit der Transformationsmatrix a. Stellvertretend wird
Gleichung (B.1)1 zeilenweise mit den Gliedern der ersten Zeile der Transformations-
matrix a durchmultipliziert a1t1a2t2
a3t3
 =
 a1σ11 a1σ12 a1σ13a2σ21 a2σ22 a2σ23
a3σ31 a3σ32 a3σ33
 n1n2
n3
 . (B.5)
Das Aufaddieren der linken Seite liefert
t′1 = a1t1 + a2t2 + a3t3 (B.6)
wie in Gleichung (B.2)1. Gleiches gilt für die rechte Seite in (B.5)
t′1 = a1σ11n1 + a1σ12n2 + a1σ13n3
+ a2σ21n1 + a2σ22n2 + a2σ23n3
+ a3σ31n1 + a3σ32n2 + a3σ33n3 .
(B.7)
Die Komponenten des Normalenvektors n werden mit Hilfe von Gleichung (B.3)2
ersetzt
t′1 = (a1σ11 + a2σ21 + a3σ31) · (a1n′1 + b1n′2 + c1n′3)
+ (a1σ12 + a2σ22 + a3σ32) · (a2n′1 + b2n′2 + c2n′3)
+ (a1σ13 + a2σ23 + a3σ33) · (a3n′1 + b3n′2 + c3n′3)
. (B.8)
Nach dem Ausmultiplizieren der Klammerausdrücke und dem Ausklammern der An-
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teile n′i erhält man
t′1 =
[
3∑
j=1
3∑
i=1
aiajσij
3∑
j=1
3∑
i=1
aibjσij
3∑
j=1
3∑
i=1
aicjσij
]
·
 n′1n′2
n′3
 (B.9)
eine kompakte Schreibweise für die erste Zeile der Abbildung der Normalen n′ auf die
Traktion t′ im Koordinatensystem ξ. Führt man die in (B.5) bis (B.9) beschriebenen
Schritte ebenfalls für bi und ci aus, erhält die vollständige Abbildung
t′ = σ′ · n′ =

3∑
j=1
3∑
i=1
aiajσij
3∑
j=1
3∑
i=1
aibjσij
3∑
j=1
3∑
i=1
aicjσij
3∑
j=1
3∑
i=1
biajσij
3∑
j=1
3∑
i=1
bibjσij
3∑
j=1
3∑
i=1
bicjσij
3∑
j=1
3∑
i=1
ciajσij
3∑
j=1
3∑
i=1
cibjσij
3∑
j=1
3∑
i=1
cicjσij

·
 n′1n′2
n′3
 (B.10)
in Größen aus ei für σ′. Somit ist nun eine Transformation des Cauchy Spannungsten-
sors vom einen ins andere Koordinatensystem möglich.
Für eine verkürzte Schreibweise und zur Vereinfachung der meistgenutzten Tensor-
operationen wird häufig die Voight-Notation verwendet. Sie zieht Nutzen aus den be-
kannten Symmetrieeigenschaften der Tensoren. Der Cauchy Spannungstensor erhält
folgende Form
σ =
[
σ11 σ22 σ33 σ12 σ13 σ23
]T
. (B.11)
Berücksichtigt man diese Schreibweise auch bei der Koordinatentransformation σ′ =
T · σ, dann reduziert sich das Gleichungssystem auf sechs Zeilen und Spalten
T =

a1a1 a2a2 a3a3 2a1a2 2a1a3 2a2a3
b1b1 b2b2 b3b3 2b1b2 2b1b3 2b2b3
c1c1 c2c2 c3c3 2c1c2 2c1c3 2c2c3
a1b1 a2b2 a3b3 a1b2 + a2b1 a1b3 + a3b1 a2b3 + a3b2
a1c1 a2c2 a3c3 a1c2 + a2c1 a1c3 + a3c1 a2c3 + a3c2
b1c1 b2c2 b3c3 b2c1 + b1c2 b3c1 + b1c3 b3c2 + b2c3

. (B.12)
Die Rücktransformation kann über die Inverse der Transformationsmatrix σ = T Tσ′
erfolgen.
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