In a lidar system an accurate transmitter-receiver alignment is essential for correct results. Usually this optical adjustment is time consuming and requires the intervention of highly qualified personnel. As a solution to this problem, a fast and precise automatic alignment procedure is presented, based on a simple model of the transmitter-receiver overlap. The lidar mounted at the Naples University is used to test this method. A centering precision of few microradians is obtained through dedicated software controlling a gimbal-mounted mirror. The automatic alignment procedure is then assessed. In particular, the correctness of the center and of its error is determined. Finally, the system is applied to the monitoring of tropospheric aerosols, leading to the continuous retrieval of profiles with fine spatiotemporal resolution.
Introduction
During the second half of this century the interest in environmental issues has steadily increased. In particular, many chemists, meteorologists, and physicists have devoted their attention to the problem of air pollution. 1 For studying such a complex phenomenon, numerical models have been widely used. 2 Nevertheless, the predictions of the computer simulations should be compared with range-and timeresolved measurements. For this reason a large variety of air-quality-monitoring systems have been developed. Among them, two important classes can be distinguished: in situ and remote sensors. The former have a long history and are often employed in routine applications for their reliable and simple operation. 3 Among the latter, optical radar or lidar 4 -7 has proliferated after the discovery of the laser and presents many advantages with respect to the usual techniques:
Continuous retrieval of a pollutant concentration profile over a considerable range and with good spatiotemporal resolution;
Probeless measurement, which eliminates the possibility of modifying the sample; Integrated-path determination, which is less sensitive to local effects;
The capability of sweeping the complete hemisphere, which allows the researcher to follow the physicochemical dynamics of the atmosphere. 8 Even if optical radar has proved to be as accurate as in situ methods 9, 10 and therefore has been used in many field campaigns, 11, 12 its employment in routine applications is discouraged by the complexity of data acquisition and analysis. In the past decade some advances in making easier to use lidar instruments have been reported, both in system operation ͑Mc-Dermid et al. 13 and Winker et al. 14 used a two-axis active-gimbaled boresight system to maintain the alignment between the transmitter and the receiver͒ and in profile retrieval ͑a correction scheme for experimental biases was recently suggested by Fiorani et al. 15 ͒. Nevertheless, some experimental adjustments, e.g., the optical alignment, 16 be executed only by highly qualified personnel. This is a serious problem, especially when the instrument has to be checked often, and it reduces the effective time during which a monitoring system is operational. To overcome this limitation, a self-aligning optical radar has been developed in the framework of a project whose aim is the realization of a userfriendly lidar facility. 17 Such an instrument requires, on the one hand, fast and accurate mechanical actuators and, on the other, a repeatable and precise centering procedure. In this paper we describe our system and report its first results.
Transmitter-Receiver Alignment
A lidar system 5, 6 consists of a transmitter ͑laser͒ and a receiver ͑telescope͒ whose optical axes have to be carefully aligned such that the receiver field of view ͑FOV͒ includes the transmitter beam. Part of the emitted pulse of duration is backscattered toward the collection area A by the molecules and the aerosols at range R from the system. The optical properties of the atmosphere along the beam-namely, the extinction coefficient ␣ and the backscattering coefficient ␤-influence the detected signal. Under the assumption, valid in most cases, that multiple scattering is negligible, the relationship between transmitted ͑P 0 ͒ and received ͑P͒ power is given by the lidar equation 5, 6 
where the constant k takes into account the detection efficiency and is the overlap function between the telescope FOV and the laser beam. R is linked to t, the time interval between emission and detection, by
where c is the speed of light. A simplified two-dimensional model of the transmitter-receiver geometry for a monostatic lidar is given in Fig. 1 . If not otherwise stated, we consider the usual condition in which the telescope's full divergence ͑2␦͒ is larger than the laser's ͑2⑀͒. Figure  1 clearly shows that, if the beam is not centered in the FOV, the overlap function can be different from unity, leading to an erroneous interpretation of the backscattered light. This problem can be avoided if the emission cone is contained in the detection cone, at least within the measurement range. In any case, the system alignment is surely correct when the laser axis coincides with the telescope axis: referring to Fig. 1 , this is accomplished when ϭ ⌽. To center the laser beam in the telescope FOV at a given range, we can record the signal level P corresponding to this range while sweeping the beam through the FOV. In practice, a value P i will be measured for each angle i of a discrete scan under standard atmospheric conditions ͑i.e., the extinction and the backscattering coefficients are quite stable in the spatiotemporal scale of the scan͒. If the emissionintensity distribution and detection-efficiency profile were rectangular, then the plot of P as a function of would follow a trapezoidal form, as shown in Fig. 2 ͑solid curve͒. This behavior allows one not only to center the beam in the FOV but also to measure the divergence of the beam and of the FOV. In fact, at a distance where the initial diameters of the cones are negligible it can be readily demonstrated that the width of the rise ͑or fall͒ and the full width at halfmaximum ͑FWHM͒ of the trapezoid are equal to the full angles of the emission and the detection cones, respectively. Actually, this is strictly true only in the simplified two-dimensional model being considered. Moreover, we do not expect the experimental plot to be as sharp as the theoretical one, owing to the transverse energy distribution of the laser, the vignetting of the telescope, and the spatial inhomogeneity in the photomultiplier sensitivity. Under such conditions a simple but still accurate way to determine the center position can be given by the formula
The precision of the angle control ͑see Section 3͒ leads us to accept that the inaccuracy of i is negligible. Under this assumption, the error in the measurement of ⌽ is ͑see Appendix A͒
where i is the standard deviation of P i . Another method for finding the center is to fix it halfway between the two points at half-maximum in the plot of P i as a function of i ͑A and B in Fig. 2͒ . In our case A and B are clearly identified by the steady rise and fall, respectively, of P i . For this reason we use the latter algorithm to check the results of Eq. ͑3͒. Anyway, this alternative way of determining the center has been discarded mainly for two reasons. First, one can imagine a transmitterreceiver geometry in which the rise and fall of P i are not sharp enough to identify A and B clearly ͑e.g., when ⑀ ϳ ␦͒. Second, the calculation of the alignment error is less straightforward than with Eq. ͑4͒.
Experimental Setup
The direct-detection monostatic lidar mounted at the Physics Department of the Naples University ͑40°50Ј N, 14°10Ј E, at sea level͒ has been used to test the alignment method described above, that is, Eqs. ͑3͒ and ͑4͒. The experimental layout is shown in Fig.  3͑a͒ ; the components and characteristics are summarized in Tables 1 and 2 , respectively.
The key element of this system is a gimbalmounted mirror, able to rotate about two orthogonal and independent axes. One actuator moves the beam east-west ͑angle ͒, the other one south-north ͑angle ͒. The laser direction is adjusted through computer-controlled servo-driven micrometers. An angular resolution of ϳ0.5 rad is ensured by optical encoders. The mechanical accuracy depends on the way the alignment is accomplished. According to the specifications, the accuracy is less than 10 rad for one-way movements ͑unidirectional repeatability͒ Fig. 2 . Signal level at a selected altitude as a function of the laser beam direction. The modeled curve ͑solid curve͒ is drawn according to the system characteristics given in Table 2 ͑2␦ ϭ 5 mrad, 2⑀ ϭ 1.5 mrad͒. The experimental points were obtained by integration of the lidar return between 500 and 650 m in range. The dashed line indicates the efficiency of the detection assembly as measured in the laboratory with a light beam simulating the rays focused by the telescope. Fig. 3 . ͑a͒ Experimental layout of the lidar mounted at the Physics Department of the Naples University. ͑b͒ System used to reproduce in the laboratory the effect on the detection assembly of sweeping the laser beam in the telescope FOV. The excimer laser beam is nearly rectangular, and each side has its own divergence. The direction east-west ͑south-north͒ corresponds to the angle ͑͒. and more than 100 rad for back-and-forth displacements ͑bi-directional repeatability͒.
As is explained in Section 2, the simplified model of overlap can now be validated by measurement of the signal level P i for N given angles, i.e., sweeping the telescope FOV with the laser beam. The width of the rise ͑or fall͒ and the FWHM of the curve is in good agreement with the transmitter and the receiver divergences, respectively, though the experimental plot is not as sharp as the theoretical one ͑Fig. 2͒. As we mentioned, this behavior is explained by the transverse energy distribution of the laser, the vignetting of the telescope, and the spatial inhomogeneity in the photomultiplier sensitivity. To determine the smoothing effect of the receiver, we have reproduced the measurement of the signal level P i for N given angles in the laboratory, as shown in Fig. 3͑b͒ , sweeping the detection assembly ͑stop, interference filter, and photomultiplier͒ with a light beam simulating the rays focused by the telescope ͑spot, 5 mm; wavelength, 351 nm͒. The agreement between the angle scans obtained under real and simulated detection conditions is good ͑Fig. 2͒.
Self-Alignment Procedure

A. Description
Dedicated software has been developed to execute the self-alignment procedure. It has been designed to require only minimum operator intervention at the beginning and consists of three main steps ͑Fig. 4͒:
1. The laser sweeps the space describing a spiral in the ͑, ͒ plane until a small part of the beam is detected by the telescope ͑path AB in Fig. 4͒ ; i.e. the signal average in the first 150 m is greater than four times the standard deviation of the background level. We have indicated by field of detection ͑FOD͒ the region in which this occurs. The field of detection is larger than the FOV because of the blurred border of the emission and the detection cones. The increment in the spiral radius is chosen by the operator to be smaller than the FOV ͑coarse resolution͒.
2. The laser changes its position ͑medium resolution͒, optimizing the lidar return until it falls in the FOV ͑point F in Fig. 4͒ . After the beam is detected ͑B͒ it moves in the same direction ͑BC͒ as long as the integral of the signal-time product calculated in the first 300 m does not decrease ͑CD͒. At that moment it goes one step back ͑DC͒, and a similar optimization is performed in the orthogonal directions ͑CE CF͒. The signal-time product is considered instead of the signal, to permit rejection of the geometry in which the telescope FOV is traversed by the laser beam ͑CD in Fig. 1͒ . Under such a condition the return is strong, but only at the beginning of the measurement interval. In contrast, a high signal over a long period is characteristic of the transmitter-receiver alignment.
3. The laser scans the FOV in both axes ͑fine resolution͒. The center ͑⌽, ⌿͒, corresponding to point G in Fig. 4 , and its error ͑ ⌽ , ⌿ ͒ are computed according to Eqs. ͑3͒ and ͑4͒, where the level P i is obtained by integration of the signal in a selected interval ͑R s , R s ϩ ⌬R͒.
Each lidar measurement ͑each point in Fig. 4͒ is obtained by averaging of 50 laser shots ͑1 s of run at a 50-Hz repetition rate͒. The value of 50 Hz, imposed by the oscilloscope, was the main factor that limited the speed of the alignment procedure. In the actual configuration the first step can take as long as some minutes, whereas the last two steps are accomplished in a few tens of seconds. The duration of the first step can be considerably shortened if the system is roughly aligned at the beginning ͑e.g., with movement beginning from the center determined in the preceding data acquisition͒. In general it could be helpful to fix the zero position of the gimbal mount ͑ ϭ 0, ϭ 0͒ so that it nearly corresponds to the coincidence between the transmitter and the receiver axes ͑ ϭ ⌽, ϭ ⌿͒.
The self-alignment procedure outlined here has now to be assessed. First the optimum integration interval ͑R s , R s ϩ ⌬R͒ has to be found. Then the correctness of the center ͑⌽, ⌿͒ and of its error ͑ ⌽ , ⌿ ͒ has to be determined. For the sake of simplicity, in what follows only will be considered: All conclusions can be directly applied to ⌿.
B. Optimum Integration Interval
The optimum integration interval ͑R s , R s ϩ ⌬R͒ is the result of the compromise between different demands. On the one hand, ⌬R has to be large enough to ensure a good determination of P i in a short time; on the other, it should be considerably smaller than L-the dimension of the beam projection on the detection cone surface ͑Fig. 1͒-to avoid artificial broadening in the plot of P i as a function of i . A ⌬R of ϳ150 m satisfies both conditions for 100 m Ͻ R s Ͻ 1500 m.
Similarly, too high or too low a value of R s should be avoided. For high values the signal-to-noise ratio ͑SNR͒ is bad, and the lidar return is influenced by a Fig. 4 . Illustration of the self-alignment procedure.
longer atmospheric path ͑e.g., a thick cloud layer would prevent any measurement behind it͒. For short R s it should be noted that for light backscattered from the short range the beam image forms behind the stop ͑situated in the focal plane of parallel rays͒. As a consequence the actual FOV is reduced. In particular, the detection cone can be contained in the emission cone. This happens in our system for R s Ͻ 100 m. Under such a condition the plot of P i as a function of i gives a picture of the laser transverse energy distribution instead of the telescope FOV. In our case such a distribution is not symmetric: This explains why the center determined by Eq. ͑3͒ for small R s does not correspond to the real one. However, such effect becomes negligible from ϳ500 m, as can be inferred from the plot of ⌽ as a function of R s ͑Fig. 5͒. Figure 5 also suggests that the region just above 500 m is optimum for the alignment because ⌽ is minimum ͑ϳ3 rad͒. In any case, R s can be modified during data acquisition to ensure a reliable determination of the center.
C. Accuracy
The accuracy of the center ⌽ was assessed by comparison of the results of formula Eq. ͑3͒ to those obtained with the method that fixes the center halfway between the two points at half-maximum in the plot of P i as a function of i ͑A and B in Fig. 2͒ . No significant difference was found.
To allow us to assess the correctness of the center error ⌽ , the results of Eq. ͑4͒ were compared with the standard deviations of repeated measurements of the center for the ten values of R s shown in Fig. 5 . For each measurement only the FOV scan was executed. In fact, in the self-alignment procedure the two steps that precede the FOV scan merely find the FOV and have a negligible effect on the final result. For R s Ͼ 100 m the two determinations of the error differ by less than 30% per each value of R s , with 3% averaging on all ranges. Such results encourage the application of Eq. ͑4͒ instead of the time-consuming procedure of repeated measurements.
It is important that the error computed here takes into account the mechanical accuracy. In fact, each alignment involves at least two back-andforth displacements. This proves that the bidirectional repeatability specified by the manufacturer is conservative.
Application: Continuous Monitoring of the Atmosphere
The self-alignment procedure has been applied to analyze the dynamics of the aerosol load in the planetary boundary layer ͑PBL͒. More precisely, the signal has been processed to retrieve the profiles of ␤ aer ͑R͒, the aerosol backscattering coefficient, with fine spatiotemporal resolution ͑30 m, 180 s͒. This parameter was chosen for its climatic effect, 18 especially in Mediterranean towns, 19 and because it can be measured by a simple one-wavelength system.
The procedure used to retrieve ␤ aer ͑R͒ is based on an inversion of the lidar equation ͑1͒. After a relationship between ␣͑R͒ and ␤͑R͒ is assumed, the analytical solution for ␤͑R͒ can be found according to Klett's method. 20 Finally, ␤ aer ͑R͒ is given simply by the difference between the total and the molecular backscattering coefficients. The latter can be easily calculated from an atmospheric model. 21 A detailed description of the scheme followed to compute ␤ aer ͑R͒ and a careful discussion of its error can be found elsewhere 12 : Here we mention only that our method is a variation of Fernald's. 22 The aerosol phase function is set equal to 0.028. The molecular backscattering coefficient is used as boundary value for ␤͑R͒, well outside the PBL.
Departures of the telescope's operation from the ideal behavior at short ranges ͑R Ͻ 100 m͒ have been taken into account with dedicated software. This program carefully computes , the overlap function between the telescope FOV and the laser beam, by ray tracing. Unlike analytical methods, this technique allows one to consider irregular telescope obstructions, real beam shapes, and optics aberrations. The knowledge of makes it possible to retrieve atmospheric parameters from the short range, also.
To simulate the experimental conditions of a field measurement campaign, the data acquisition lasted for more than 3 h, and the optics supports were exposed to direct solar radiation; in this way the thermal expansion leads to a continuous modification of the beam direction, as can be seen in Fig. 6 , where the drift of ⌽ has been plotted as a function of time. One can note a steady rise ͑heating͒, a nearly constant behavior ͑equilibrium͒, and a slow fall ͑cooling͒ after sunset ͑18:07 Central Europe Time͒. The self-alignment procedure was performed before each profile retrieval, thus ensuring the coincidence between the transmitter and receiver axes even under these severe conditions and without any human intervention.
The test was conducted on a sunny day ͑13 March 1997͒ with clear sky and good visibility. During the experiment, 64 profiles of ␤ aer ͑R͒ were re- trieved, each one averaging 650 laser shots ͑13 s of run at a 50-Hz repetition rate͒. The time interval between two consecutive data acquisitions was 180 s. A range resolution of 30 m was chosen to increase the signal-to-noise ratio. The final results are combined in the contour plot shown in Fig. 7 . Four aerosols layers are clearly visible, one above the ground and three near 500, 700 and 1300 m of altitude. The last layer is more enhanced and marks the upper limit of the PBL. Approximately a half an hour before sunset ͑18:07 Central Europe Time͒ the convective activity stops, 23 and consequently the PBL thickness diminishes.
Conclusion
A simplified model of the transmitter-receiver overlap for an optical radar system has been described and validated. On this basis a fast and accurate procedure for centering the laser beam in the telescope FOV has been set up. Its execution has been ensured by dedicated software controlling a gimbal-mounted mirror equipped with servo-driven micrometers. The angular accuracy is of few microradians, and the positioning time varies from some seconds to a few minutes, depending on the initial conditions. Although the accuracy is satisfactory, even for narrow FOV lidars ͑ϳ0.1 mrad͒, the positioning time could be reduced with faster electronics. Anyway, the periodic running of the centering program has demonstrated the possibility of continuously monitoring the atmosphere without any human intervention, even in presence of misaligning factors ͑modifications of the experimental setup and of the atmospheric conditions͒. These results show the practical feasibility of a self-aligning lidar, capable of tracking the dynamics of rapidly changing phenomena. Such an instrument can find a large variety of applications:
Long-range routine control of air quality without requiring highly qualified personnel, Fully automatic operation of remote stations ͑e.g., at the Poles͒, Deployment in mobile facilities ͑shortening the tuning time after each transportation͒.
We plan that in the near future the self-alignment procedure will be applied to a tunable twowavelength system ͑differential absorption lidar͒ to retrieve the concentration profile of significant tropospheric pollutants.
Appendix A: Calculation of the Center Error
As we discussed in Section 2, the FOV center is given by Eq. ͑3͒: To compute the uncertainty in the measurement of ⌽, we apply the well-known error propagation formula. Under the assumption that the inaccuracy of i is negligible, this implies that
Let us now calculate the partial derivative:
Finally, combining formulas ͑A1͒ and ͑A2͒, we obtain Eq. ͑4͒.
