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1 Introduction
In 1979, Ape´ry [1] introduced the following numbers
An =
n∑
k=0
(
n
k
)2(
n+ k
k
)2
and A
′
n =
n∑
k=0
(
n
k
)2(
n+ k
k
)
,
in his ingenious proof of the irrationality of ζ(2) and ζ(3). These numbers are now known
as Ape´ry numbers. Since the appearance of these numbers, some interesting arithmetic
properties have been gradually discovered. For instance, Beukers [2] showed that for
primes p ≥ 5 and m, r ∈ N,
Ampr−1 ≡ Ampr−1−1 (mod p
3r),
A
′
mpr−1 ≡ A
′
mpr−1−1 (mod p
3r).
In 2012, Z.-W. Sun [14] proved that for any prime p ≥ 5,
p−1∑
k=0
(2k + 1)Ak ≡ p +
7
6
p4Bp−3 (mod p
5).
Here the nth Bernoulli number Bn is defined as
x
ex − 1
=
∞∑
n=0
Bn
xn
n!
.
In the past two decades, some interesting congruence properties for Ape´ry numbers
and similar numbers have been widely studied (see, for example, [2–6, 9, 12, 14–16]).
Our interest concerns the following two conjectural supercongruences on the (p− 1)th
Ape´ry number, which were recently proposed by Z.-H. Sun [12, Conjecture 2.1 & 2.2].
1
Conjecture 1.1 (Z.-H. Sun) For any prime p ≥ 5, we have
Ap−1 ≡ 1 +
2
3
p3Bp−3 (mod p
4), (1.1)
A
′
p−1 ≡ 1 +
5
3
p3Bp−3 (mod p
4). (1.2)
The aim of this paper is to prove (1.1) and (1.2) by establishing their generalizations.
Theorem 1.2 Let p ≥ 7 be a prime. Then
Ap−1 ≡ 1 + p
3
(
4
3
Bp−3 −
1
2
B2p−4
)
+
1
9
p4Bp−3 (mod p
5). (1.3)
Theorem 1.3 Let p ≥ 7 be a prime. Then
A
′
p−1 ≡ 1 + p
3
(
10
3
Bp−3 −
5
4
B2p−4
)
+
5
18
p4Bp−3 (mod p
5). (1.4)
Letting k = 1 and b = p − 3 in the following Kummer’s congruence (see [11, page
193]):
Bk(p−1)+b
k(p− 1) + b
≡
Bb
b
(mod p),
we arrive at
B2p−4 ≡
4
3
Bp−3 (mod p). (1.5)
Substituting (1.5) into (1.3) and (1.4), we get (1.1) and (1.2) for primes p ≥ 7. It is
routine to check that (1.1) and (1.2) also hold for p = 5.
The rest of this paper is organized as follows. In the next section, we prove Theorem
1.2. We show Theorem 1.3 in the last section.
2 Proof of Theorem 1.2
Since (
p− 1 + k
k
)
=
p
p+ k
(
p+ k
k
)
, (2.1)
we have
Ap−1 =
p−1∑
k=0
p2
(p+ k)2
(
p− 1
k
)2(
p+ k
k
)2
. (2.2)
2
Note that (
p− 1
k
)(
p+ k
k
)
=
(p2 − 12)(p2 − 22) · · · (p2 − k2)
k!2
≡ (−1)k
(
1− p2H
(2)
k
)
(mod p4), (2.3)
where H
(r)
n denotes the nth generalized harmonic number of order r:
H(r)n =
n∑
k=1
1
kr
,
with the convention that Hn = H
(1)
n . It follows from (2.2) and (2.3) that
Ap−1 = 1 +
p−1∑
k=1
p2
(p+ k)2
(
p− 1
k
)2(
p+ k
k
)2
≡ 1 + p2
p−1∑
k=1
1− 2p2H
(2)
k
(p+ k)2
(mod p6). (2.4)
Furthermore, we have
1
(p+ k)2
≡
1
k2
−
2p
k3
+
3p2
k4
(mod p3). (2.5)
Substituting (2.5) into (2.4) gives
Ap−1 ≡ 1 + p
2H
(2)
p−1 − 2p
3H
(3)
p−1 + 3p
4H
(4)
p−1 − 2p
4
p−1∑
k=1
H
(2)
k
k2
(mod p5). (2.6)
For 1 ≤ k ≤ p− 1, we have
H
(2)
k +H
(2)
p−k ≡ H
(2)
k +
p−k∑
i=1
1
(p− i)2
(mod p)
= H
(2)
p−1 +
1
k2
≡
1
k2
(mod p),
and so
H
(2)
k
k2
+
H
(2)
p−k
(p− k)2
≡
1
k4
(mod p).
3
It follows that
p−1∑
k=1
H
(2)
k
k2
=
p−1
2∑
k=1
(
H
(2)
k
k2
+
H
(2)
p−k
(p− k)2
)
≡
p−1
2∑
k=1
1
k4
(mod p). (2.7)
By [7, page 353], we have
p−1
2∑
k=1
1
k4
≡
1
2


p−1
2∑
k=1
1
k4
+
p−1
2∑
k=1
1
(p− k)4

 (mod p)
=
1
2
H
(4)
p−1
≡ 0 (mod p). (2.8)
It follows from (2.7) and (2.8) that
p−1∑
k=1
H
(2)
k
k2
≡ 0 (mod p). (2.9)
By [7, page 353], we have
H
(3)
p−1 ≡ 0 (mod p
2), (2.10)
H
(4)
p−1 ≡ 0 (mod p). (2.11)
Combining (2.6) and (2.9)–(2.11) gives
Ap−1 ≡ 1 + p
2H
(2)
p−1 (mod p
5). (2.12)
Letting k = 2 in [11, Theorem 5.1, (a)] and simplifying gives
H
(2)
p−1 ≡
(
4
3
Bp−3 −
1
2
B2p−4
)
p+
(
4
9
Bp−3 −
1
4
B2p−4
)
p2 (mod p3). (2.13)
Substituting (1.5) into (2.13) yields
H
(2)
p−1 ≡
(
4
3
Bp−3 −
1
2
B2p−4
)
p+
1
9
p2Bp−3 (mod p
3). (2.14)
The proof of (1.3) follows from (2.12) and (2.14).
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3 Proof of Theorem 1.3
In order to prove Theorem 1.3, we need the following combinatorial identities.
Lemma 3.1 For any non-negative integer n, we have
2n∑
k=1
(−1)k
k
(
2n
k
)(
2n+ 1 + k
k
)
= −2H2n, (3.1)
n∑
k=1
(−1)k
k
(
n
k
)(
n+ 1 + k
k
)
Hk = 2
(
n∑
k=1
(−1)k
k2
+
(−1)n
n+ 1
Hn
)
. (3.2)
Proof. By Schneider’s computer algebra package Sigma (see [10]), we find that the left-
hand side of (3.1) satisfies the following recurrence:
(−1− 2n)SUM[n] + 2(3 + 2n)SUM[1 + n] + (−5− 2n)SUM[2 + n]
=
17 + 24n+ 8n2
(1 + n)(2 + n)(3 + 2n)
.
It is easy to verify that the right-hand side of (3.1) also satisfies the recurrence above and
both sides of (3.1) are equal for n = 0, 1.
In a similar way, both sides of (3.2) satisfy the same recurrence:
(1 + n)(2 + n)2(7 + 2n)SUM[n] + (2 + n)(7 + 2n)(7 + 6n+ n2)SUM[1 + n]
− (3 + n)(3 + 2n)(2 + 4n+ n2)SUM[2 + n]− (3 + n)2(4 + n)(3 + 2n)SUM3 + n] = 0.
It is routine to check that both sides of (3.2) are equal for n = 0, 1, 2. 
Proof of (1.4). By (2.1) and (2.3), we have
A
′
p−1 = 1 +
p−1∑
k=1
p
p+ k
(
p− 1
k
)2(
p+ k
k
)
≡ 1 + p
p−1∑
k=1
(−1)k
p+ k
(
p− 1
k
)(
1− p2H
(2)
k
)
(mod p5). (3.3)
Letting n = p− 1 and x = p in the following partial fraction decomposition:
n∑
k=0
(−1)k
x+ k
(
n
k
)
=
n!
(x)n+1
,
we arrive at
p−1∑
k=0
(−1)k
p+ k
(
p− 1
k
)
=
1
p
(
2p−1
p−1
) .
5
It follows from the above that
p
p−1∑
k=1
(−1)k
p+ k
(
p− 1
k
)
= p
p−1∑
k=0
(−1)k
p+ k
(
p− 1
k
)
− 1
=
1(
2p−1
p−1
) − 1. (3.4)
We need the following McIntosh’s congruence (see [8, (6)]):(
2p− 1
p− 1
)
≡ 1− p2H
(2)
p−1 (mod p
5). (3.5)
Substituting (3.5) into (3.4) and using the fact that H
(2)
p−1 ≡ 0 (mod p), we arrive at
p
p−1∑
k=1
(−1)k
p+ k
(
p− 1
k
)
≡ p2H
(2)
p−1 (mod p
5). (3.6)
On the other hand, using
(
p−1
k
)
≡ (−1)k(1− pHk) (mod p
2) we have
p3
p−1∑
k=1
(−1)k
p+ k
(
p− 1
k
)
H
(2)
k
≡ p3
p−1∑
k=1
H
(2)
k
p+ k
− p4
p−1∑
k=1
HkH
(2)
k
p+ k
(mod p5). (3.7)
Next, we shall prove that
p−1∑
k=1
HkH
(2)
k
p+ k
≡
p−1∑
k=1
HkH
(2)
k
k
≡ 0 (mod p). (3.8)
Letting n = p− 1 in (3.2) and noting (2.3), we find that
p−1∑
k=1
(
1− p2H
(2)
k
)
Hk
k
≡ 2
(
p−1∑
k=1
(−1)k
k2
+
1
p
Hp−1
)
(mod p4).
It follows that
p2
p−1∑
k=1
HkH
(2)
k
k
≡
p−1∑
k=1
Hk
k
− 2
(
p−1∑
k=1
(−1)k
k2
+
1
p
Hp−1
)
(mod p4).
Since
p−1∑
k=1
Hk
k
=
1
2
(
H2p−1 +H
(2)
p−1
)
,
p−1∑
k=1
(−1)k
k2
=
1
2
H
(2)
(p−1)/2 −H
(2)
p−1,
Hp−1 ≡ 0 (mod p
2),
6
we have
p2
p−1∑
k=1
HkH
(2)
k
k
≡ −
2
p
Hp−1 +
5
2
H
(2)
p−1 −H
(2)
(p−1)/2 (mod p
4).
From [8, (6) & (7)], we deduce that
1
p
Hp−1 ≡ −
1
2
H
(2)
p−1 (mod p
3).
Thus,
p2
p−1∑
k=1
HkH
(2)
k
k
≡
7
2
H
(2)
p−1 −H
(2)
(p−1)/2 (mod p
3). (3.9)
Letting k = 2 in [11, Theorem 5.2, (a)] and simplifying gives
H
(2)
(p−1)/2 ≡
(
14
3
Bp−3 −
7
4
B2p−4
)
p +
(
14
9
Bp−3 −
7
8
B2p−4
)
p2 (mod p3). (3.10)
Substituting (2.13) and (3.10) into (3.9) gives
p2
p−1∑
k=1
HkH
(2)
k
k
≡ 0 (mod p3),
which implies (3.8).
Since
1
p+ k
≡
1
k
−
p
k2
(mod p2),
by (2.9) we have
p−1∑
k=1
H
(2)
k
p+ k
≡
p−1∑
k=1
H
(2)
k
k
− p
p−1∑
k=1
H
(2)
k
k2
≡
p−1∑
k=1
H
(2)
k
k
(mod p2). (3.11)
Combining (3.7), (3.8) and (3.11) gives
p3
p−1∑
k=1
(−1)k
p+ k
(
p− 1
k
)
H
(2)
k ≡ p
3
p−1∑
k=1
H
(2)
k
k
(mod p5). (3.12)
7
Letting n = p−1
2
in (3.1), we get
p−1∑
k=1
(−1)k
k
(
p− 1
k
)(
p + k
k
)
= −2Hp−1.
By (2.3), we have
p−1∑
k=1
1− p2H
(2)
k
k
≡ −2Hp−1 (mod p
4),
and so
p2
p−1∑
k=1
H
(2)
k
k
≡ 3Hp−1 (mod p
4),
which implies that
p−1∑
k=1
H
(2)
k
k
≡
3
p2
Hp−1 (mod p
2). (3.13)
Substituting (3.13) into (3.12) gives
p3
p−1∑
k=1
(−1)k
p+ k
(
p− 1
k
)
H
(2)
k ≡ 3pHp−1 (mod p
5). (3.14)
From [8, (6) & (7)], we deduce that
pHp−1 ≡ −
p2
2
H
(2)
p−1 (mod p
5). (3.15)
Finally combining (3.3), (3.6), (3.14) and (3.15) gives
A
′
p−1 ≡ 1 +
5
2
p2H
(2)
p−1 (mod p
5). (3.16)
Then the proof of (1.4) follows from (2.14) and (3.16). 
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