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Durch die Einführung der Fließbandarbeit im Automobilbau gelang es vor 100 Jahren, das 
Automobil zu einem Massenprodukt zu machen. Durch zunehmende Konkurrenz in der 
Mitte des 20. Jahrhunderts wurden die Automobilhersteller gezwungen, verstärkt auf die 
Wünsche der Kunden nach personalisierten Fahrzeugen einzugehen. Dies gelang durch die 
Einführung von so genannten Produktlinien, wobei eine systematische Wiederverwendung 
von Fahrzeugkomponenten auch konzernübergreifend zum Einsatz kommt. Resultierend 
daraus ist es heute für einen Hersteller möglich, kostengünstig und schnell qualitativ 
hochwertige Fahrzeuge auf Basis von erprobten Komponenten zu realisieren. 
Im Jahre 1968 wurde erstmals der Wunsch formuliert, diese Konzepte auch für die Software-
Entwicklung anzuwenden. Daraus entstanden Ansätze, Software-Produktlinien zu erstellen, 
die mit Hilfe von Software-Kompositionssystemen wiederverwendbare Komponenten zu 
angepassten Produkten assemblieren. Im Rahmen der Untersuchungen der Arbeit zum Stand 
der Technik werden die konzeptionellen Vorgehensweisen analysiert und damit 
einhergehende Probleme identifiziert.  
Die Thesen der Arbeit besagen, dass bei der Neuerstellung einer Software-Produktlinie der 
Einsatz einer automatischen Planungskomponente Vorteile gegenüber dem Stand der 
Technik bedeutet. Durch Nutzung einer einfachen, erweiterbaren 
Komponentenbeschreibungssprache lässt sich existierende Software so umarbeiten, dass 
daraus konfigurierbare Produkt-Basen als Grundstein für Software-Produktlinien erstellt 
werden können. Eine Kombination der automatischen Planungskomponente mit der 
Komponentenbeschreibungssprache ist möglich und dadurch entsteht die Möglichkeit, die 
Vorteile der Beschreibungssprache bereits während der Erstellung eines neuen Software-
Systems auszunutzen und dieses später umarbeiten zu können. 
Da bei der Entwicklung von Software-Produktlinien ohne existierende Altsysteme sowie bei 
der Umarbeitung existierender Systeme unterschiedliche Anforderungen existieren, werden 
zwei voneinander getrennte Konzepte vorgestellt. Das Forward-Engineering setzt eine 
Beschreibungssprache ein, die die Modellierung der gesamten Variabilitäten der Software-
Produktlinie ermöglicht. Durch eine semantische Beschreibung der Arbeitsschritte, die 
Komponenten in ein System integrieren, ist der Einsatz einer automatischen 
Planungskomponente möglich, die auf Basis einer Variantenauswahl ein dazu passendes 
Kompositionsprogramm synthetisiert. Um im Rahmen des Reverse-Engineering so wenig 
wie möglich Änderungen an einem existierenden System vornehmen zu müssen, wird 
basierend auf einem einfachen, erweiterbaren Komponenten-Meta-Modell ein Ansatz 
vorgestellt, der ein System um logische Komponenten erweitert. Zur Formalisierung 
komponentenbezogener Aspekte werden Meta-Modelle zur Beschreibung von 
Internationalisierung, Dokumentation, Fehlerbeschreibung und Änderungshistorie diskutiert. 
Durch Untersuchung der Überschneidungen beim Forward- und Reverse-Engineering 
werden im Kontext eines zusätzlichen hybriden Ansatzes Anpassungen vorgenommen, so 
dass es möglich ist, die Konzepte des Reverse-Engineering bereits bei der Neuerstellung von 
Software-Systemen einsetzen zu können.  
Um die Richtigkeit der vorgestellten Thesen und Konzepte zu beweisen, werden die 
notwendigen Software-Werkzeuge auf Basis der Programmiersprache Java als 
Erweiterungen der Eclipse-Entwicklungsumgebung realisiert und anhand von zwei 
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Any customer can have a car painted any colour that he wants so long as it is black.  
Henry Ford [FC22]  
Mit diesem Beisatz verkündete Henry Ford laut eigener Aussage in seiner Autobiographie 
My Life and Work [FC22] im Jahre 1909 seinen Mitarbeitern, dass in Zukunft das „Model T“ 
das einzige Modell sei, das die Ford Motor Company (FMC) bauen würde. Die Vision, die 
Henry Ford hatte, war ein Automobil für die große Mehrheit der Menschen zu bauen, „groß 
genug für eine Familie, aber klein genug, damit sich der Einzelne damit fortbewegen und 
sich darum kümmern könne“ (übersetzt aus dem Englischen). Dahinter verbarg sich die 
technische Idee, dass alle künftig produzierten Modelle auf dem gleichen Fahrgestell 
basieren und dass bereits in den anderen Modellen erprobte Komponenten wiederverwendet 
werden sollten. Bis zu diesem Zeitpunkt wurden lediglich einige der verbauten Fahrzeugteile 
zwischen verschiedenen Modellen (Modell A-S) wiederverwendet, jedoch erfolgte dies nicht 
systematisch.  
Zudem hielt mit dem Ford T-Modell die Fließbandarbeit Einzug in den Automobilbau. Bis 
dato waren Automobile in Handarbeit erstellte Einzelanfertigungen, die weitgehend nach den 
Wünschen der Käufer gebaut wurden. Dies hatte zur Folge, dass ein Automobil ein Luxus 
war, den sich nur wenige Menschen leisten konnten. Diese Tatsache lässt sich an den 
Verkaufszahlen der Ford-Modelle in den Jahren um 1910 veranschaulichen: Im Jahr 1908, 
ein Jahr vor der Einführung des T-Modells, wurden mit rund 2000 Mitarbeitern insgesamt 
circa 6000 Autos hergestellt. Im Jahre 1911 hatte sich die Zahl der Mitarbeiter auf 4000 
verdoppelt und es wurden jährlich circa 35000 Autos hergestellt. Am 31.Mai 1921 
schließlich verkaufte Ford das 5.000.000ste Automobil [FC22]. Als Gründe für diese 
explosionsartige Entwicklung gab Henry Ford selbst den Einsatz von „intelligent 
eingesetzter Energie und Maschinen“ an.  
Mit dem Beginn der Industrialisierung des Automobilbaus war das Auto ein Gegenstand, der 
die Mobilität erweitern und das Leben erleichtern sollte. Die Individualität stand für den 
Einzelnen nicht im Vordergrund. Zu dieser Zeit war somit auch eine Reduzierung der 
Farbauswahl auf schwarz akzeptabel1. Dass die Einschränkung der Farbwahl den Erfolg des 
T-Modells nicht verhinderte zeigt, dass das Produkt zu seiner Zeit den Anforderungen der 
Kundschaft entsprochen hat. 
Die Situation änderte sich nach dem 2. Weltkrieg, als Automobilhersteller mit ausländischer 
Konkurrenz konfrontiert wurden. Zum einen erhöhte sich durch günstigere 
Herstellungskosten der Konkurrenz der Preisdruck. Viele der technischen 
Fahrzeugausstattungen wie das Anti-Blockier-System (ABS) und Airbags mussten aufgrund 
des Kostendrucks relativ preisgünstig an den Endkunden weitergegeben oder direkt in den 
                                                     
1
 Tatsächlich gab es das T-Modell zunächst auch in rot, grün, pearl und grau. Erst ab 1914 wurde nur 
noch die Farbe Schwarz angeboten, da es die einzige Farbe war, die schnell genug trocknete, um die 
Fertigung nicht zu verzögern [Wik09]. Es erscheint also wahrscheinlich, dass das einführende Zitat 
eher aus oder nach der Zeit der Umstellung auf Schwarz als einzige Farbe stammt. 
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Serienumfang aufgenommen werden [EMH03]. Andererseits wurde ein Automobil auch für 
die breite Masse verstärkt auch ein Ausdruck von Individualität und Persönlichkeit. Es 
reichte nicht mehr aus, einen Autotyp in einer Farbe für alle zu bauen, sondern es mussten 
Mittel und Wege gefunden werden, um die spezifischen Kundenwünsche zu erfüllen.  
Für die Hersteller bedeuteten an Kundenwünsche angepasste Fahrzeuge höhere Investitionen 
in Technologien, was entweder auf höhere Preise für den Endkunden oder auf geringere 
Gewinne für die Hersteller hinauslief. Durch die ausländische Konkurrenz konnte der Preis 
nicht gesteigert werden, so dass andere Strategien entwickelt werden mussten. Die 
Automobilhersteller begannen unter Anderem damit, technische Plattformen für 
verschiedene Fahrzeuge zu entwickeln. Heutzutage sind auch konzernübergreifende 
Plattformen weit verbreitet. So basieren z. B. der VW Golf, VW Jetta, Škoda Octavia, Seat 
Leon, Seat Toledo, Audi A3, VW Touran, VW Caddy, VW Golf Plus, Seat Altea und Audi 
TT jeweils in der aktuellen Generation auf der Plattform PQ35/A5 des Volkswagen-
Konzerns. Dabei beinhaltet beim VW-Konzern die Plattform unter anderem Teile wie 
Motoren, Getriebe, Achsen, Kraftstoffbehälter, Sitzgestelle und Verkabelung [Wik08]. Die 
genannten Fahrzeuge kann man als Produktlinie innerhalb des VW-Konzerns bezeichnen. 
Voraussetzung für die Produktlinien waren die konsequente Einführung und Umsetzung der 
modularen Bauweise und die Einführung von Standards wie dem CAN-Bus [Eng02] zur 
Vernetzung verschiedener elektronischer Fahrzeugkomponenten. Um unabhängig von 
Absatzschwankungen zu werden, wurde versucht, sich auf Kernkompetenzen, die 
Entwicklung von Fahrzeugen, zu konzentrieren. Dies wurde durch das Auslagern der 
Produktion einzelner Fahrzeugkomponenten an externe Zulieferer und Beschränkung auf die 
Endmontage der Fahrzeuge erreicht. Ziel der eingeführten Strategien waren unter anderem 
Kostensenkung, die Reduzierung der Entwicklungszeit eines Fahrzeuges und 
Kundengewinnung durch Anbieten von angepassten Lösungen.  
Ein weiteres Erfolgsgeheimnis steckt in der überspitzten einführenden Aussage Fords über 
die Farbe der Fahrzeuge. Man muss die Anforderungen der Kunden erkennen und darauf 
eingehen. Es geht es dabei um den Kompromiss beim Verhältnis von Aufwand und Nutzen 
von beispielsweise werbewirksamen Sonderfarben/-ausstattungen, die einerseits attraktiv für 
Kunden, andererseits aber teuer in der Realisierung sind, und den Anforderungen der Masse 
der Kundschaft. Im Jahre 1914 war es akzeptabel, sich die Farbe nicht aussuchen zu können. 
Heute ist es das nicht mehr. Heutzutage ist es, vor allem im europäischen Raum, für einen 
Endkunden möglich, über das Internet oder vor Ort bei einem Händler ein Auto nach seinen 
Wünschen und Bedürfnissen in einem vorgegebenen Rahmen zu konfigurieren (vgl. 
Abbildung 1). Zusätzlich kann der Kunde direkt sehen, was sein personalisiertes Fahrzeug 
kosten wird.  
Am derzeitigen steigenden Erfolg von Fahrzeugen wie dem Dacia Logan [Dac08], die mit 
weniger Konfigurationsmöglichkeiten, dafür aber wesentlich kostengünstiger als 
vergleichbare Fahrzeuge der gleichen Fahrzeugkategorie angeboten werden, kann man 
erkennen, dass es möglich ist, dass sich die Anforderungen der Kundschaft über die Zeit 
komplett ändern. Somit müssen ständig die Liste der Anforderungen analysiert und 
angepasst werden. Zusätzlich zu den Massenherstellern von Fahrzeugen wird es immer einen 





Abbildung 1: Fahrzeugkonfiguration der Bayrischen Motoren-Werke (BMW, [BMW08]) 
Zusammenfassen kann man die Erfolgsfaktoren der Industrialisierung des Automobilbaus 
mit der Einführung der Fließbandfertigung beim Ford T-Model, der Einführungen von 
konzernübergreifenden Plattformen, einhergehend mit einer modularen 
Komponentenbauweise, Standards und einer ingenieurmäßigen Wiederverwendung der 
Komponenten. Die Herausforderung dabei ist das Erkennen, wo und wieweit gemeinsame 
Plattformen sinnvoll sind. Abgeleitet davon ist es notwendig, entsprechende strategische 
Partnerschaften auch zwischen verschiedenen Herstellern zu schließen. Es muss bei jedem 
Produkt der Kompromiss zwischen Variabilität und dem Preis gefunden werden. Letzterer 
muss außerdem durch Anpassung der Herstellungsmethoden optimiert werden. 
1.1 Motivation 
Vergleicht man die Geschichte des Automobilbaus mit der Geschichte der Software-
Entwicklung, so kann man einige Parallelen erkennen. Bis zum Jahre 1936 waren 
„Computer“ Gerätschaften, die je nach Mechanik bestimmte Berechnungen durchführen 
konnten. Eine Programmierung dieser Geräte erfolgte über die Anordnung der Mechanik. 
Der durch Konrad Zuse im Jahre 1936 konstruierte Z1 [RH00] war die erste 
speicherprogrammierbare Rechenmaschine. Programmiert wurden sie und viele ihrer 
Nachfolger durch Lochkarten, in die die Programme eingestanzt wurden. Bis zu dieser Zeit 
war Softwareentwicklung im wahrsten Sinne des Wortes „Handarbeit“. Da der Unterhalt und 
die Programmierung von Computern sehr aufwändig und teuer waren, wurden sie 
vorwiegend beim Militär, in Universitäten und der Industrie eingesetzt. Oftmals wurde 
Software auch nur mit entsprechender Hardware zusammen verkauft. 
Mit der Verbreitung von Personal-Computern (PC) und Speichermedien wie Disketten 
begann auch die Industrialisierung der Software-Entwicklung. Neben Massen-Software wie 
beispielsweise den Betriebssystemen Microsoft DOS und UNIX [Cer03], Bildverarbeitungs- 
und Office-Programmen wurden auch Programmiersprachen wie Basic, C, und Java sowie 
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entsprechende dazugehörige Software-Werkzeuge entwickelt. Zusätzlich wurden 
komplexere Software-Systeme wie Krankenhaus-Informationssysteme und Content-
Management-Systeme kostengünstiger und weiter verbreitet. Wie auch schon in der 
Automobilindustrie zu Zeiten des Ford T-Modells war es zu diesem Zeitpunkt akzeptabel, 
entweder sehr viel Geld für eine Software-Einzelanfertigung auszugeben oder ein Standard-
Massenprodukt einzusetzen.  
Ähnlich wie in der Automobilindustrie in den 1970er Jahren sehen sich Software-Hersteller 
heute jedoch einer zunehmenden Konkurrenz in- und ausländischer Firmen 
gegenübergestellt. Konsequenterweise müssen auch in der Software-Entwicklung ähnliche 
Ansätze wie in der Automobilindustrie genutzt werden: eine ingenieurmäßige 
Wiederverwendung von Software, modulare Architekturen und Einsatz von Plattformen zur 
Erstellung von so genannten Software-Produktlinien. Die Motivation für Software-
Produktlinien sind nach [PBvdL05] dieselben wie die in der Automobilindustrie. Das Ziel ist 
die Verringerung der Entwicklungskosten bei gleichzeitiger Steigerung der Qualität und 
Reduzierung der Zeit bis zur Marktreife eines Produktes. 
Ein prominentes Beispiel einer Software-Plattform ist die Eclipse Rich-Client-Plattform 
(RCP) [ML05]. Sie bietet auf Basis einer modularen Architektur grundlegende 
Funktionalitäten bezüglich der Benutzerschnittstellen. Basierend auf dieser Plattform 
existieren eine Vielzahl von integrierten Entwicklungsumgebungen (Integrated Development 
Environment, IDE) wie die Eclipse IDEs für Java-SE-Entwicklung, J2EE-Entwicklung und 
C#-Entwicklung. Durch die modulare Architektur kann jeder Eclipse-Nutzer die Umgebung 
nach seinen Wünschen um bestimmte weitere Features ergänzen. Dazu gibt es einen Markt 
für „Veredler“, die gegen eventuelle zusätzliche Kosten Erweiterungen bereitstellen oder 
eine Anpassung existierender Features vornehmen. Diese kommen sowohl aus dem 
kommerziellen wie auch aus dem wissenschaftlichen Bereich. Zusätzlich zur Nutzung als 
Grundlage für Entwicklungsumgebungen wird das Eclipse RCP auch als Basis für 
kommerzielle Produkte verwendet.  
Das Ziel in der Software-Industrie muss es also sein, Konzepte und Werkzeuge zu 
entwickeln, die es erleichtern, Software-Produktlinien basierend auf gemeinsamen Software-
Plattformen zu erstellen, zu warten, und die dabei anfallenden Kosten so gering wie möglich 
zu halten. Außerdem werden Ansätze benötigt, die es in einem gewissen Rahmen 
ermöglichen, existierende Software (so genannter legacy code) auf Plattformen zu migrieren 
oder zumindest zu konfigurierbaren Produkten zu machen, die nach und nach zu einer 
Produktlinie umgebaut werden können. 
Im Rahmen dieses Prozesses ist es nicht möglich, alle Konzepte der Automobilindustrie 
ungeprüft zu übernehmen, da es zwischen der Software- und Fahrzeugherstellung einige 
grundlegende Unterschiede gibt. So lässt sich Software im Gegensatz zu Fahrzeugteilen 
relativ leicht kopieren bzw. fertigen. Es ist deshalb nicht notwendig, für die Vervielfältigung 
der Software eine Zuliefererstruktur im Sinne der Automobilindustrie aufzubauen. Vielmehr 
muss man sich darauf konzentrieren, was beim Automobilbau die „Kernkompetenzen“ der 
Hersteller sind: die Spezifikation der Schnittstellen zwischen einzelnen Komponenten sowie 
die Implementierung/Realisierung der Komponenten. Einige der Komponenten, beim Auto 
beispielsweise die Airbag-Steuereinheit, können von extern zugekauft werden. Andere 
Komponenten wie Getriebe und Motoren werden immer vom Konzern selbst spezifiziert und 
implementiert werden müssen, um den gewünschten Qualitätsstandard sicherzustellen. 
Deshalb ist es fraglich, inwieweit in der Software-Entwicklung eine Auslagerung von 
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Software-Entwicklungs-Arbeitsplätzen in Billiglohnländer den Kernkompetenzen eines 
Software-Unternehmens widerspricht. Vielmehr muss man versuchen, Software- und 
Produktlinien-Entwicklung mit so wenig wie möglich hochqualifiziertem Personal sowie 
modernen Paradigmen und Werkzeugen zu realisieren. Dabei steht eine Vielzahl von 
Technologien wie modellgetriebene [PTN+07], generative [Cza07] und testgetriebene 
[Bec03] Software-Entwicklung zur Verfügung. Außerdem bieten moderne objektorientierte 
Programmiersprachen und deren Laufzeitumgebungen eine gute Grundlage, um 
hardwareunabhängige, verteilte Systeme zu realisieren. Des Weiteren bestehen mit 
[PBvdL05] bereits Ansätze für die Formalisierung von Prozessen, die bei der Erstellung von 
Software-Produktlinien benötigt werden. 
1.2 Beispiele aus der Geschäftswelt 
Die im Umfeld der Automobilindustrie vorgestellten Herausforderungen bezüglich 
Wiederverwendung einzelner Systemkomponenten und Anpassung des Endproduktes an die 
Bedürfnisse des Endkunden bestehen in ähnlicher Weise wie bereits erläutert auch bei der 
Herstellung von Softwaresystemen. Um die im Rahmen der vorliegenden Arbeit 
vorgestellten Ansätze und Technologien besser veranschaulichen zu können und dabei auf 
die unterschiedlichen Anforderungen bei der Erstellung von Software „auf der grünen 
Wiese“ und beim Umarbeiten existierender Software zu einer Software-Produktlinie 
eingehen zu können, werden im Folgenden zwei Systeme aus dem Umfeld der 
Medizintechnik, die Elektronische Fallakte und Soarian Integrated Care, vorgestellt. Auf 
diese wird später immer wieder Bezug genommen und die Ergebnisse der Arbeit sollen mit 
deren Hilfe evaluiert werden. 
1.2.1 Soarian Integrated Care 
Bei Soarian Integrated Care (SIC) handelt es sich nach [SMS07] um eine „webbasierte 
Telemedizinlösung, mit der medizinische Daten zwischen angeschlossenen Partnern auf 
Basis einer gesicherten Verbindung ausgetauscht werden können. Angeschlossene Partner 
können Krankenhäuser, niedergelassene Ärzte oder sonstige Einrichtungen innerhalb der 
Gesundheitsversorgung sein. In dieser Umgebung unterstützt Soarian Integrated Care die 
krankenhausübergreifende Behandlung von Patienten.“  
Im Wesentlichen besteht das Produkt SIC aus einer 3-Schichten-Architektur mit der 
Datenbankschicht, der Applikationslogik sowie der Präsentationsschicht. Aus der logischen 
Sicht ist eine Trennung von SIC in verschiedene Module bzw. Komponenten sinnvoll. Zu 
ihnen zählen Komponenten wie die Electronic Health Record (EHR; eine Elektronische 
Patientenakte), der Master Patient Index (MPI; ein Modul zum Zusammenführen von 
Patientendaten aus verschiedenen Informationssystemen), Mailing (zum Verschicken von 
Nachrichten innerhalb des Systems) und Ticketing (zum Erstellen und Verwalten von 
Aufträgen). Aus technischer Sicht sind die Module teilweise so eng miteinander verwoben, 
dass eine Trennung nicht ohne weiteres möglich ist. Eine über grobe Anforderungen an das 
System hinausgehende Formalisierung der aus Kundensicht existierenden Eigenschaften der 
Module existiert nur ansatzweise. 
Bei der Auslieferung des Produkts an einen Kunden wird das gesamte System vor Ort 
installiert und durch Implementierung spezieller Schnittstellen bzw. durch Bearbeiten der 
Konfiguration in Betrieb genommen. Es besteht die Möglichkeit, einzelne Funktionalitäten 
über Lizenzen abzuschalten. Zusätzlich ist es möglich, bei besonderen Kundenwünschen 
  
Kapitel 1  Einleitung 
 
 18
Anpassungen in Form von Modifikationen einzelner Module vorzunehmen. Durch 
Benutzung von modellgetriebenen Ansätzen und Generatoren ist es weiterhin möglich, das 
Datenmodell (z.B. die Modellierung eines „Patienten“) an die Gegebenheiten des Kunden 
anzupassen. Der gesamte Prozess der Anpassung ist nicht formalisiert und besitzt nur wenig 
Werkzeugunterstützung. 
Die fehlende Formalisierung der Eigenschaften des Systems aus Kundensicht und deren 
Variabilitäten erschweren es der Vertriebsabteilung, potentielle Kunden über die 
Möglichkeiten und Varianten des Systems zu informieren. Des Weiteren ist es nur schwer 
möglich, Aufwands- und Kostenschätzungen für eine gewählte Variante abzugeben. Die 
fehlende Werkzeugunterstützung bei der Anpassung des Systems zur Erstellung einer auf die 
Kundenwünsche optimierten Lösung erschwert die Zusammenarbeit der Entwicklungs- und 
der Vertriebsabteilung bei der Erstellung einer den Anforderungen entsprechenden Lösung. 
1.2.2 Die Elektronische Fallakte 
Die Elektronische Fallakte (eFA) ist eine Vereinigung der Klinikketten asklepios 
Klinikverwaltungsgesellschaft mbG, der Rhön-Klinikum AG und Sana Kliniken GmbH & 
Co. KGaA mit dem Ziel, „die Aktivitäten zur Errichtung von Ärzteportalen zu bündeln und 
in ein gemeinsames Projekt mit der Deutschen Krankenhausgesellschaft e.V. und dem 
Frauenhofer-Institut für Software- und Systemtechnik ISSS einzubringen. [..] Das Ziel ist die 
Spezifikation einer interoperablen Architektur, mit der bei Krankenhäusern vorgehaltene 
Patientendaten über verschiedene Zugangswege unter Beachtung des Datenschutzes im 
Kontext kooperativer Behandlungsszenarien nutzbar gemacht werden können.“ [CBN07] Im 
Jahr 2006 haben sich weitere Partner wie das Universitätsklinikum Aachen, die Charité 
Universitätsmedizin Berlin, das Klinikum Dortmund GmbH, die Helios Kliniken GmbH, das 
städtische Klinikum München, das Universitätsklinikum Tübingen und das Vivantes 
Netzwerk für Gesundheit dem Projekt angeschlossen. 
Bei der elektronischen Fallakte handelt es sich um eine arztgeführte, 
einrichtungsübergreifend nutzbare Akte, die an einer Behandlung befassten Medizinern 
einen sektor- und einrichtungsübergreifenden Datenaustausch ermöglichen soll. Die streng 
dezentralen Strukturen der Verwaltung medizinischer Daten werden beibehalten und 
vermeiden somit Mehrfachspeicherungen der Daten. Die Fallakte gibt eine strukturierte und 
integrierte Sicht auf die medizinischen Daten, die einem einzelnen Fall zugeordnet werden 
können. Ein Fall ist im Sinne des Patienten definiert und beginnt mit einer initialen Diagnose 
und endet mit der partiellen oder vollständigen Heilung oder dem Tod des Patienten. Der 
Patient kann dabei festlegen, welche Leistungserbringer Zugriff auf die Daten erhalten. Er ist 
dabei sowohl berechtigt als auch technisch in der Lage, die Existenz einer Fallakte vor einem 
Arzt zu verbergen. 
Die Spezifikationen der Elektronischen Fallakte enthalten eine grundlegende 
Sicherheitsarchitektur sowie darauf aufbauend eine Anwendungsarchitektur. Die gesamte 
Architektur ist nach dem Architekturmuster der serviceorientierten Architektur (siehe 
Kapitel 2.4) konzipiert. Die Sicherheitsarchitektur [Cau06] setzt sich aus 
Sicherheitsobjekten, Sicherheitsmechanismen und Sicherheitsdiensten zusammen. Der 
Identity Provider ist für die Realisierung eines Single-Sign-On zuständig, der Attribute 
Service verwaltet Gruppenzugehörigkeiten (Identity Management), der eFA Token Service 
erstellt und verifiziert Autorisierungsnachweise und der DataChannel Service sorgt für den 
Auf- und Abbau von sicheren Ende-zu-Ende-Verbindungen. Die Anwendungsarchitektur 
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[Böh06] besteht aus Verzeichnissen für Metadaten von Fallakten und darin enthaltene 
Objekte sowie Objektspeichern, die als Transferdatenbanken fungieren oder als Fassade für 
existierende Quellsysteme realisiert sind [CBN07].  
Bei der elektronischen Fallakte handelt es sich um die Spezifikation einer Middlware-
Architektur (des Service Layers, vgl. Abbildung 2). Die Anbindung an bzw. Umsetzung 
durch existierende Krankenhaus-interne Systeme (Data Layer) müssen durch deren jeweilige 
Hersteller realisiert werden. 
 
Abbildung 2: EFA-Architektur nach [Cau07]  
Eine Umsetzung des Standards verspricht Interoperabilität der eigenen Software-Systeme 
mit denen der anderen Hersteller bzw. Klinikketten. In [Cau07] werden als weitere Vorteile 
genannt, dass „verschiedene fachliche Anwendungen (Business Process, GUI) auf den 
gleichen Infrastrukturdiensten und Datenbeständen aufsetzen können, wodurch gleichzeitig 
eine Konsolidierung und Zentralisierung der IT-Systeme und eine Ausweitung des 
Anwendungsangebots zur Bindung von Kunden und Partnern möglich ist“. 
1.3 Zielstellung und Thesen 
Um die im Kontext von SIC und der elektronischen Fallakte auftretenden Probleme zu 
überwinden, werden Ansätze und Software-Werkzeuge benötigt, die zum einen die 
Vertriebsabteilung dabei unterstützen, mit potentiellen Kunden über ein an ihre 
Anforderungen angepasstes System zu verhandeln und dabei schnell Aussagen über 
Aufwand und Kosten geben zu können. Zum anderen soll die technische Basis dafür gelegt 
werden, dass die Entwicklungsabteilung abhängig von den durch den Kunden und die 
Vertriebsabteilung ausgewählten Eigenschaften der Variante schnell eine Lösung realisieren 
kann. Die Implementierung der elektronischen Fallakte soll dabei als ein optional 
integrierbarer Teil von SIC realisiert werden. 
Daraus abgeleitet ist das verallgemeinerte Ziel der vorliegenden Arbeit ist die Untersuchung 
und Erstellung von Ansätzen und Software-Werkzeugen für die Entwicklung von Software-
Produktlinien. Im Folgenden wird detailliert auf die Teilziele der Arbeit eingegangen 
werden, auf deren Grundlage die Evaluierung im Kapitel 6 erfolgen soll.  
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Ziel 1. Unterstützung von Neuerstellung und Umarbeitung 
Ausgehend von den vorgestellten Beispielen aus der Wirtschaft – Soarian Integrated 
Care und der Elektronischen Fallakte – soll unterschieden werden zwischen der 
Neuerstellung einer Software-Produktlinie ohne existierenden Code (so genannte green-
field Projekte) und dem Fall, dass ein existierendes Produkt zu einer Produktlinie 
umgearbeitet (engl. refactored) werden soll. 
Ziel 2. Ableitung von Empfehlung für die Erstellung von Software-Produkten 
Nicht immer ist es bei der Erstellung eines Software-Produktes von Anfang an möglich 
oder notwendig, eine Produktlinie aufzusetzen. Um den Aufwand und damit die Kosten 
eines späteren Umarbeitens (engl. refactoring) so gering wie möglich zu halten, sollen 
die beiden in der ersten Zielstellung genannten Herangehensweisen auf 
Gemeinsamkeiten hin untersucht und daraus ein Ansatz abgeleitet werden, mit dessen 
Hilfe Software-Produkte entwickelt werden können und gleichzeitig die Grundlagen für 
die Entwicklung einer Software-Produktlinie gelegt werden. 
Ziel 3. Erstellung einer Referenzarchitektur 
Das Hauptziel der vorliegenden Arbeit ist die Erstellung einer Architektur, die es 
ermöglicht, beliebige Software-Produktlinien unabhängig von der Zielarchitektur der 
Software-Produktlinie und den daraus entstehenden Produkten sowie unabhängig von 
den verwendeten Implementierungs-Technologien zu erstellen. Da diese Architektur 
unabhängig von der Zielarchitektur ist, kann sie auch als Meta-Architektur bezeichnet 
werden. 
Ziel 4. Größtmögliche Automatisierung und Vermeidung von redundanten Daten 
Einige bisherige Ansätze im Bereich Software-Produktlinien bzw. Software-
Kompositionssystemen (vgl. 2.2 und 2.3) nutzen einen featurebasierten Ansatz, um die 
Variabilitäten einer Produktlinie zu beschreiben. Eine konkrete Auswahl dieser 
Variabilitäten wird regelbasiert auf existierende Komponenten abgebildet, die mittels 
eines automatisierten Arbeitsablaufes zu einem konkreten Produkt der Produktlinie 
assembliert werden. Da die Erstellung und Wartung der Abbildungsregeln sowie des 
Arbeitsablaufes von Hand erfolgen muss und diese mit steigender Größer der 
Produktlinie immer schwerer zu warten sind, ist ein Ziel der vorliegenden Arbeit die 
Minimierung des damit verbundenen Aufwands durch computergestützte Planung und 
größmögliche Automatisierung des gesamten Prozesses. 
Ziel 5. Bereitstellung von Werkzeug-Unterstützung 
Um nachzuweisen, dass die vorgeschlagenen Konzepte zur Erstellung von Software-
Produktlinien anwendbar sind, sollen entsprechende Software-Werkzeuge erstellt 
werden. Das Ziel sind Werkzeuge, die sowohl von der Vertriebsabteilung einer Firma 
genutzt werden können, um potentiellen Kunden einer Software-Produktlinie schnell 
einen Überblick über die möglichen Varianten sowie eine Preiskalkulation geben zu 
können. Andererseits sollen die Werkzeuge auch mächtig genug sein, um die 
Architekten und Entwickler der Entwicklungsabteilung dabei zu unterstützen, bestimmte 
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Als Arbeitsgrundlage für die nachfolgenden Kapitel werden folgende drei Thesen formuliert.  
These 1. Durch den Einsatz einer automatischen Planungskomponente lassen sich Probleme 
lösen, die im Zusammenhang mit der Neuerstellung von Software-Produktlinien 
beim aktuellen Stand der Technik auftreten. 
These 2. Die Nutzung einer einfachen, erweiterbaren Komponentenbeschreibungssprache 
ermöglicht es, existierende Software so umzuarbeiten, dass daraus eine 
konfigurierbare Produkt-Basis als Grundstein für eine Software-Produktlinie 
erstellt werden kann. 
These 3. Es ist eine Kombination der Nutzung einer automatischen Planungskomponente 
mit der Nutzung einer einfachen, erweiterbaren Komponenten-
Beschreibungssprache möglich. Dadurch entsteht die Möglichkeit, die Vorteile der 
Beschreibungssprache bereits bei der Erstellung eines neuen Software-Systems 
einsetzen zu können. Soll dieses System zu einer Software-Produktlinie 
umgearbeitet werden, können die Vorteile der Nutzung der automatischen 
Planungskomponenten ohne unnötiges Transformieren ausgenutzt werden. Bei 
dieser These handelt es sich um die Hauptthese der vorliegenden Arbeit. 
Die drei Thesen sollen als Rahmen der vorliegenden Arbeit dienen. Während der 
Evaluierung des Standes der Technik werden die Probleme erläutert, die zur Formulierung 
der Thesen führten. Im Rahmen der Konzeption werden die Lösungsansätze vorgestellt, 
welche bei der Realisierung in Form von Software-Werkzeugen umgesetzt und durch die 
Anwendung auf die vorgestellten Beispiele aus der Geschäftswelt evaluiert werden. Die 
Zusammenfassung wird abschließend darauf eingehen, in wieweit die Thesen bewiesen 
werden konnten. 
1.4 Verwandte Arbeiten und Abgrenzung 
Die Erstellung einer (Software-) Produktlinie benötigt ein tiefes Verständnis der Ziel-
Domäne sowie eine genaue Kenntnis der Anforderungen und Wünsche der potentiellen 
Kunden. Auf diese Themen wird in Arbeiten wie [BS99], [ML04] und [SBS06] vertiefend 
eingegangen. Die Überlegungen darüber, welche in verschiedenen Produkten wieder-
verwendbaren Komponenten erstellt oder eingesetzt werden müssen, sind nicht Ziel der 
Betrachtungen dieser Arbeit. Das Ziel ist die Bereitstellung der Modellierungssprachen, der 
Infrastruktur sowie der Software-Entwicklungs-Werkzeuge, um Software-Produktlinien 
technisch mit so wenig wie möglich Aufwand realisieren zu können. 
Zu den Artefakten, aus denen ein komplexes Software-System besteht, gehört neben dem 
Source-Code bzw. Software-Komponenten unter anderem auch Spezifikationen, Entwickler- 
und Benutzer-Dokumentationen sowie Tests. Mit modellgetriebenen und state-machine-
basierten Ansätzen zur Generierung von Tests für Software-Produktlinien beschäftigen sich 
unter anderem [RMP07] und [WSS08]. Im Rahmen dieser Arbeit wird sich auf den Umgang 
mit Software-Komponenten beschränkt. Die Behandlung der anderen Artefakttypen ist nicht 
Teil der Betrachtungen und muss in weiterführenden Arbeiten untersucht und die 
vorgestellten Konzepte gegebenenfalls angepasst und erweitert werden. 
Um ein Software-Produkt aus einzelnen, wiederverwendbaren Komponenten bzw. 
Artefakten zu assemblieren, müssen diese angepasst und miteinander verbunden werden. 
Dazu sind verschiedene Adaptionsmechanismen notwendig, auf welche in Kapitel 2.3 im 
Überblick eingegangen wird. Die im Rahmen der vorliegenden Arbeit vorgestellten 
  
Kapitel 1  Einleitung 
 
 22
Konzepte der Nutzung einer automatischen Planungskomponente beschäftigen sich auf einer 
höheren Ebene mit der Anwendung dieser Mechanismen in sogenannten 
Kompositionsprogrammen, wobei dieser Ansatz unabhängig von den verwendeten 
Adaptionsmechanismen ist. 
Ein Ziel der Arbeit ist die Erstellung einer Referenzarchitektur, die es ermöglicht, mit 
Einsatz einer automatischen Planungskomponente Software-Produktlinien zu realisieren. 
Diese Architektur ist grundsätzlich unabhängig von der Zielarchitektur des zu erstellenden 
Systems, solange dieses modular ist. Die Zielarchitektur ist nicht im Fokus der 
Betrachtungen und auf eine Nutzung entsprechender Konzepte wie serviceorientierten und 
komponentenbasierten Architekturen wird nicht vertiefend eingegangen. Arbeiten wie 
[BS05] und [LJH03] beschäftigen sich mit der Erstellung solcher Architekturen für 
verschiedene Domänen. 
Im Bereich von Web-Services gibt es zahlreiche Arbeiten, die sich mit einer (semi-) 
automatischen Komposition von semantisch annotierten Web-Services beschäftigen. Dazu 
zählen unter anderem [RS05], [WPS+03] und [IS03]. Das Ziel dieser Arbeiten ist die 
Erstellung von Konzepten, um automatisch und unabhängig von der Zieldomäne Services 
miteinander kombinieren zu können, um daraus höherwertige Dienste zu generieren. Im 
Rahmen der vorliegenden Arbeit werden Teile dieser Konzepte aufgegriffen und 
einschränkend auf die Domäne Software-Product-Line-Engineering angewendet. Während 
die Komposition bei den anderen Arbeiten im Fokus steht, steht in dieser Arbeit ein unter 
anderem auf dieser Technologie basierendes Gesamtkonzept zur Erstellung von Software-
Produktlinien im Mittelpunkt. 
1.5 Gliederung 
Die vorliegende Arbeit ist wie folgt aufgebaut. 
• Das erste Kapitel gibt eine Einführung in die Arbeit, stellt die Motivation, 
Zielstellung sowie Thesen der Arbeit vor und beinhaltet die Abgrenzung zu anderen 
Themen. 
• Das zweite Kapitel geht auf die Grundlagen der zum Verständnis der vorliegenden 
Arbeit eingesetzten Technologien sowie der verwendeten Terminologie bezüglich 
der Erstellung von Software-Produktlinien ein. 
• Das Kapitel 3 beschäftigt sich mit dem aktuellen Stand der Technik bezüglich der 
Realisierung von Software-Produktlinien. 
• Das Kapitel 4 unterteilt sich in 3 Abschnitte, wobei der erste Abschnitt Konzepte 
diskutiert, die zur Erstellung von neuen (green-field) Software-Produktlinien 
benötigt werden. Der zweite Teil des Kapitels beschäftigt sich mit Konzepten zur 
Umarbeitung existierender Software-Systeme. Im dritten Teil wird diskutiert, wie 
die Konzepte der vorhergehenden Unterkapitel zu einem kombinierten Ansatz 
zusammengeführt werden können, um eine Minimierung von initialen Kosten und 
Aufwänden, die bei der Erstellung einer Software-Produktlinie entstehen, zu 
erreichen. 
• Das Kapitel 5 befasst sich mit der Umsetzung der beschriebenen Konzepte und der 




• Im Kapitel 6 werden die im 4. Kapitel aufgezeigten Konzepte an den zwei Projekten 
aus dem Umfeld der Medizintechnik evaluiert, wobei die Potentiale und Grenzen der 
Ansätze und Software-Werkzeuge aufgezeigt werden. 
• Das abschließende 7. Kapitel fasst die Ergebnisse der Arbeit zusammen und gibt 
einen Ausblick auf zukünftige Arbeit. 
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2 Grundlagen 
Die Erstellung von Software-Produktlinien ist kein in sich abgeschlossenes 
Forschungsgebiet. Vielmehr ist es eine Ingenieurdisziplin, die auf eine Vielzahl existierender 
Forschungsergebnisse aus dem Bereich Software-Technik und verteilten Systemen 
zurückgreift, diese kombiniert und gegebenenfalls erweitert. In diesem Kapitel werden die  
zum Verständnis der vorliegenden Arbeit grundlegenden Themen vorgestellt und die 
notwendigen Begriffe eingeführt. 
Um Software effizient zu entwickeln, ist es notwendig, ein zum jeweiligen 
Entwicklungszeitpunkt und -ziel passendes Abstraktionsniveau sowie entsprechende 
Terminologie verwenden zu können. Aus diesem Grund wird im Kapitel 2.1 auf die 
modellgetriebene Software-Entwicklung und domänenspezifische Sprachen eingegangen, die 
die Mittel dafür bereitstellen. Aufbauend darauf gibt das Kapitel 2.2 einen Einblick in die 
grundlegenden Begriffe des Product-Line-Engineering. Dabei wird der Fokus auf die 
Prozessbeschreibung gelegt, die notwendig ist, um eine Produktlinie aufzusetzen. Im 
Gegensatz dazu beschäftigt sich Kapitel 2.3 mit  Software-Kompositionssystemen, bei denen 
es hauptsächlich um die technische Umsetzung der Zusammenstellung von verschiedenen 
Produkten basierend auf vorhandenen Komponenten bzw. einer Plattform geht. Da im 
Rahmen der vorliegenden Arbeit eine Referenzarchitektur für die Komposition von 
Produkten basierend auf einer Plattform erstellt werden soll, wird im Kapitel 2.4 auf service-
orientierte Architekturen und Web-Services eingegangen, welche dafür passende 
Architekturmuster und Implementierungtechniken darstellen. 
2.1 Modellgetriebene Software-Entwicklung und domänen-spezifische 
Sprachen 
Think simple' as my old master used to say meaning reduce the whole of its parts into the 
simplest terms, getting back to first principles. 
Frank Lloyd Wright, Architect 
Der Prozess der Software-Entwicklung beinhaltet verschiedene Rollen wie Projekt-Manager, 
Architekten, Entwicklungsleiter, Entwickler und Qualitätssicherer [Bog08]. Jede Person, die 
eine oder mehrere dieser Rollen übernimmt, hat eine spezielle Sicht auf ein Gesamtsystem 
und verwendet eine spezielle Terminologie. Realisiert werden Software-Systeme in 
verschiedenen Programmiersprachen, häufig einer Mischung aus universellen Hochsprachen 
(engl. General-Purpose-Language, GPL), hardwarenahen Programmiersprachen und so 
genannten domänenspezifischen Sprachen (Domain Specific Language, DSL). Dabei bieten 
GPLs die größte Ausdrucksstärke, aber auch die größte Komplexität und damit den größten 
Einarbeitungsaufwand. Zudem enthalten GPLs keine an die jeweilige Zieldomäne des zu 
erstellenden Software-Systems angepassten Konstrukte. Beispiele für GPLs sind Java 
[AGH05], C++ [STR00] und C# [Mar08]. Hardwarenahe Sprachen sind speziell an 
bestimmte Hardware angepasste Programmiersprachen und werden eingesetzt, sobald eine 
hohe Performanz benötigt wird und diese mit einer Universalsprache nicht erreicht werden 
kann oder wenn eine Programmierung der Hardware mit einer Universalsprache nicht 
adäquat erfolgen kann. DSLs bieten dagegen den Vorteil, dass das System in der an die 
jeweilige Rolle angepassten Terminologie beschrieben werden kann und so „das Gesamte 
auf einfachste Begriffe reduziert werden kann“. Dieser Vorteil geht einher mit einer 
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eingeschränkten Mächtigkeit der Sprache in Bezug auf die Lösung von Problemen außerhalb 
der Zieldomäne. Als Beispiele für DSLs dienen einfache Konfigurationsdateien 
(beispielsweise Schlüssel-Wert-Paare in so genannten properties-Dateien) bis hin zu 
komplexen graphischen Programmiersprachen für die Konfiguration einer 
Brandmeldeanlage durch einen entsprechenden Administrator. Der entscheidende Vorteil 
von DSLs ist das Anheben des Abstraktions-Niveaus, wodurch die Komplexität, die in der 
Software-Entwicklung liegt, leichter handhabbar wird [Bro87]. 
Den Modellierungsprozess der modellgetriebenen Software-Entwicklung kann man in drei 
verschiedene Ebenen einteilen (vgl. Abbildung 3). Die Meta-Modell-Ebene (M2) definiert 
die abstrakte Syntax von Modellierungssprachen und entspricht den Grammatiken im 
Compilerbau [ASU06]. Grammatiken werden eingesetzt, um eine konkrete textuelle Syntax 
einer DSL zu beschreiben. Eine (textuelle) DSL ergibt sich damit aus einem abstrakten 
Meta-Modell und der Definition einer (oder mehrerer) konkreten Syntaxen. Die Meta-
Modelle selbst sind Instanzen der Meta-Meta-Modelle (Ebene M3). Diese Ebene stellt die 
Terminologie bereit, um beliebige Meta-Modelle zu beschreiben. Im Compilerbau entspricht 
dies einer Meta-Grammatik, also einer Grammatik, mit der beliebige Grammatiken 
beschrieben werden können. Die Ebene M3 ist ausdrucksstark genug, um sich selbst zu 
beschreiben, so dass die jeweiligen Meta-Meta-Modelle/Meta-Grammatiken Instanzen von 
sich selbst sein können und keine höhere Ebene benötigt wird. Die Ebene M1 entspricht im 
Compilerbau einem gültigen Satz einer Grammatik. In der modellgetriebenen Software-
Entwicklung werden diese Instanzen als Modelle bezeichnet. Ein Parser, ein optional aus 
einer Grammatik erstelltes bzw. generiertes Programm, kann einen Satz der Grammatik 
einlesen und das entsprechende Meta-Modell instanziieren. Mit diesem Modell ist es 
möglich, verschiedene nachgelagerte Aktionen wie Modelltransformationen und Code-
Generierung auszuführen. 
 
Abbildung 3: Meta-Modell-Ebenen und DSLs 
Das von der Object Management Group (OMG [OMG08]) standardisierte MetaObject-
Facility (MOF [MOF08]) ist ein Beispiel für ein Meta-Meta-Modell. MOF unterteilt sich in 
das essential MOF (EMOF) – eine Teilmenge von MOF – sowie dem complete MOF 
(CMOF). MOF ist die Beschreibungssprache für weitere OMG-Standards wie die Unified 
Modeling Language (UML [Stö05]). In der Eclipse-Gemeinschaft hat sich im Rahmen des  
Eclipse Modeling Framework (EMF [EMF08]) Ecore als Meta-Meta-Modell durchgesetzt, 
welches kompatibel zu EMOF ist. Weitere Formalismen wie Microsofts Meta Data 
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Die Unified Modeling Language ist ein von der OMG standardisierter Satz von 
Modellierungssprachen (Meta-Modellen) basierend auf MOF. UML 2.0 definiert dabei 13 
Standard-Diagramm-Typen. Unterschieden wird zwischen Struktur-Diagrammen wie dem 
Klassen-, Komponenten- und Deployment-Diagramm sowie den Verhaltens-Diagrammen 
wie den Aktivitäts- und Use-Case-Diagrammen. Zusätzlich gibt es noch von den Verhaltens-
Diagrammen abgeleitete Interaktions-Diagramme wie das Kommunikations- und das 
Sequenz-Diagramm. UML ist durch so genannte Profile erweiterbar. Dieser generische 
Erweiterungsmechanismus kann angewendet werden, um die generischen UML-
Diagrammtypen für spezielle Domänen anzupassen. Vorteilhaft bei der Verwendung des 
Profil-Ansatzes ist die Wiederverwendbarkeit existierender UML-Werkzeuge für neue 
UML-Profile. 
Meta-Modelle beschreiben die abstrakte Syntax von Modellen. Zusätzlich muss es analog 
zum Compilerbau möglich sein, die statische Semantik eines Modells zu formalisieren. Um 
diese Semantik zu beschreiben, ist es notwendig, weitere Einschränkungen (engl. contraints) 
auf Modellen auszudrücken [SVE+06]. Bei der Object Constraint Language (OCL 
[OMG08]) handelt es sich um eine formale, deklarative und seiteneffektfreie Sprache, die 
die Definition von Restriktionen für auf MOF-basierende Modellierungssprachen erlaubt. 
OCL kann auch dafür benutzt werden, um Suchen (engl. queries) nach Objekten eines 
Modells durchzuführen. 
Das Ziel der modellgetriebenen Software-Entwicklung ist wie bereits beschrieben die 
Bereitstellung von domänenspezifischen Meta-Modellen bzw. DSLs, die es den Entwicklern 
ermöglichen, das zu entwickelnde System in der jeweils passenden Sprache zu beschreiben. 
Damit werden DSLs zu Hauptbestandteilen der Software-Entwicklung. Um die in den 
Modellen spezifizierten Informationen weiter zu nutzen, besteht die Möglichkeit, diese zur 
Laufzeit zu interpretieren oder sie schon während der Entwicklungszeit in andere Modelle zu 
transformieren bzw. zu kompilieren. Bei der Transformation werden aus einem oder 
mehreren Quellmodellen unter Abarbeitung von Transformations-Regeln ein oder mehrere 
Zielmodelle erstellt. Die Transformationsregeln verwenden die in den jeweiligen Meta-
Modellen bereitgestellten Elemente. Ein Standard im Bereich Modell-Transformationen 
stellt das Query/View/Transformations (QVT [OMG08]) dar. Dabei kann  zwischen Modell-
zu-Modell-Transformationen und Modell-zu-Text-Transformationen unterschieden werden.  
Ein weiterer Standard der OMG ist Model Driven Architecture (MDA [Wen07]). Die Idee 
dieses Vorgehensmodells zur Software-Entwicklung ist ebenfalls die Beschreibung von 
Software mittels unterschiedlicher Modelle. Dabei lassen sich drei unterschiedliche 
Kategorien von (Meta-) Modellen unterscheiden. Das Domänenmodell (engl. Computation 
Independent Model, CIM) beschreibt die Software unabhängig von der zugrunde liegenden 
Struktur des Softwaresystems. Dies entspricht den oben genannten DSLs. Das 
plattformunabhängige Modell (engl. Platform Independent Model, PIM) dient zur 
Modellierung unabhängig davon, auf welcher Plattform das System später installiert wird. 
Im Gegensatz dazu enthält das plattformspezifische Modell (engl. Platform Specific Model, 
PSM) zusätzlich Implementierungsdetails einer bestimmten Zielplattform. Als Beispiel für 
ein PIM kann die Programmiersprache Java dienen. Java kann auf diversen Plattformen 
ausgeführt werden und somit als plattformunabhängig eingestuft werden. Das Java Native 
Interface (JNI [Lia99]) ist eine  Erweiterung von Java, um hardwarenahen und 
betriebssystem-spezifischen Code ausführen zu können. Dabei handelt es sich um ein PSM. 
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Da die im Rahmen der vorliegenden Arbeit erstellten Software-Werkzeuge auf der Eclipse 
RCP basieren und im Rahmen der Eclipse-Gemeinschaft eingesetzt werden sollen, wird zur 
Beschreibung von Meta-Modellen das Ecore-Meta-Meta-Modell (vergleiche Abbildung 4) 
verwendet. Zur Modellierung stehen Konstrukte wie Pakete, Klassen, Datentypen, 
Aufzählungen, Operationen, Parameter sowie Attribute und Referenzen zur Verfügung. Es 
werden mit Ecore, entsprechend der MDA-Terminologie, verschiedene CIM beschrieben. 
Diese werden gegebenenfalls nach Java transformiert, wobei Java als PIM dient. Da es selbst 
plattformunabhängig und ausführbar/interpretierbar ist, ist eine weitere Transformation in 
ein plattform-spezifisches Modell (PSM) meist nicht notwendig. Mittels aus dem Meta-
Modell generierten Java-Code und Editoren können die Modelle bearbeitet und zur Laufzeit 
interpretiert werden. 
 
Abbildung 4: Das Ecore-Meta-Meta-Modell (Klassenhierarchie) 
Da das Ecore Meta-Meta-Modell von der Mächtigkeit und Ausdrucksstärke ähnlich zum 
UML-Klassendiagramm ist und UML als lingua franca der Informatik oft zur  
Dokumentation verschiedener Aspekte von Software-Systemen und zur Kommunikation 
zwischen Informatikern eingesetzt wird, werden im Rahmen der vorliegenden Arbeit die mit 
Ecore modellierten Meta-Modelle mittels der Notation von UML 2 Klassendiagrammen 
visualisiert. Abbildung 4 zeigt dabei die Klassenhierarchie des Ecore Meta-Meta-Modells 
(selbst als Ecore-Meta-Modell modelliert) in UML 2 Klassendiagramm-Notation. 
2.2 Software-Produktlinien 
Die Ziele, die zur Erstellung von Software-Produktlinien führten, ergaben sich wie in der 
Einleitung dargelegt, analog zu den Ideen im Automobilbau bzw. in der Industrie im 
Allgemeinen. Nach [CN01], [WL99] und [LSR07] bestehen die Ziele aus der Minimierung 
von Entwicklungszeit, Aufwand, Kosten und Komplexität bei gleichzeitig steigender 
Qualität der Produkte durch gezielte Wiederverwendung. Im Gegensatz zu vielen anderen 
Wiederverwendungsansätzen der Software-Technik handelt es sich bei Software-
Produktlinien um Wiederverwendung innerhalb einer Organisation, die sowohl Code als 
auch weiterführende Artefakte wie Dokumentationen, Tests und Benutzer-Handbücher mit 




In [PBvdL05] wird ein Prozessmodell für die Erstellung von Software-Produktlinien 
definiert (vgl. Abbildung 5). Dabei wird generell zwischen dem Domain-Engineering und 
dem Application-Engineering unterschieden. In den folgenden Unterkapiteln wird auf die 
einzelnen Aspekte und Teilprozesse von Software-Produktlinien eingegangen und 
anschließend wird beispielhaft eine aktuelle Software-Plattform vorgestellt. 
 
Abbildung 5: Überblick Product-Line-Engineering nach [PBvdL05]  
2.2.1 Domain-Engineering 
Während des Domain-Engineering-Prozesses werden wiederverwendbare Artefakte 
geschaffen, die die Basis bilden, um daraus konkrete Produkte abzuleiten. Dabei werden 
anhand der vorliegenden Anforderungen, die während des domain requirements engineering 
erfasst und dokumentiert werden, in der Phase des domain design die Referenzarchitektur 
der Produktlinie definiert. Passend zur dieser Architektur werden in der domain realisation 
wiederverwendbare und anpassbare Komponenten erstellt, deren Funktionalität 
produktübergreifend geteilt wird. Während des domain testing werden die bereitgestellten 
Komponenten gegen ihre jeweiligen Spezifikationen getestet. Das Produkt-Management ist 
dafür verantwortlich, Strategien für die Weiterentwicklung der Plattform zu entwickeln und 
diese gegen ökonomische Faktoren abzuwiegen.  
In der Analogie zum Automobilbau beschäftigt sich das domain engineering mit der Frage, 
welche Baugruppen verschiedener Automodelle wie beispielsweise Bodengruppen, Achsen, 
Fahrzeugelektronik und Innenausstattung in eine gemeinsame Plattform übernommen 
werden sollen, welche Anforderungen diese Teile erfüllen müssen, wie sie hergestellt bzw. 
angepasst werden können und wie sie auf ihre Funktionsfähigkeit getestet werden. 
  




Das Application-Engineering beschäftigt sich mit der Ableitung von konkreten Produkten 
aus den wiederverwendbaren Artefakten, die während des Domain-Engineering bereitgestellt 
werden. Analog existieren auch hier 4 Unterprozesse: Während des application requirements 
engineering werden die Anforderungen an die konkrete Anwendung erfasst und 
dokumentiert. Dabei ist es wichtig, die Gemeinsamkeiten und Unterschiede zwischen den 
Anforderungen an die Plattform und an die des Produktes zu erkennen, um die 
höchstmögliche Wiederverwendung von Artefakten zu realisieren. Es ist wichtig zu 
erkennen, ob sich die Plattform generell eignet, um ein bestimmtes Produkt zu realisieren, ob 
die Plattform angepasst werden muss oder ob das Produkt nicht auf Basis der Plattform 
realisiert werden kann. Das application design definiert eine Anwendungsarchitektur auf 
Basis der Referenzarchitektur der Plattform. Während der application realization wird das 
fertige Produkt aus wiederverwendbaren und neu implementierten Komponenten 
zusammengestellt, das abschließend während des application testing gegen die 
Anwendungsspezifikation getestet wird. 
Während des application realization werden verschiedene Technologien und Werkzeuge 
eingesetzt. Diese entsprechen denen, die im Kapitel 2.3 bei den Software-
Kompositionssystemen aufgezählt werden. An dieser Stelle wird darauf nicht vertiefend 
eingegangen. 
Im Automobilbau entspricht das application-engineering der Realisierung eines neuen 
Fahrzeugtyps basierend auf einer existierenden Plattform. Dabei müssen die Anforderungen 
ermittelt und diese mit den technischen Daten der Plattform abgeglichen werden. Stellt sich 
heraus, dass sich die Plattform für den neuen Fahrzeugtyp eignet, muss die 
Fahrzeugarchitektur erstellt werden. Dabei werden so viele wie möglich Standard-
Komponenten der Plattform wiederverwendet und angepasst. Eine gewisse Zahl von 
Komponenten müssen für dieses Fahrzeug spezifisch komplett neu entwickelt werden. Um 
die Sicherheit und Qualität des neuen Fahrzeugtypen sicherzustellen, müssen vor der 
Auslieferung entsprechende Tests durchgeführt werden. 
2.2.3 Reifegrade von Software-Wiederverwendung 
In [Bos02] wird ein Überblick über die verschiedenen Reifegrade von Software durch 
Wiederverwendung (vgl. Abbildung 6) gegeben. Dabei geht das Spektrum von der 
Erstellung voneinander unabhängiger Produkte (keine Wiederverwendung) bis hin zu einer 
konfigurierbaren Produktbasis (Erstellung von Produkten durch Konfiguration generischer 
Komponenten). 
Diese Kategorisierung ist interessant, um daraus Anforderungen an eine Methodologie und 
entsprechende Software-Werkzeuge ableiten zu können, die zur Erstellung von Software-
Produktlinien eingesetzt werden sollen und dabei die verschiedenen Reifegrade bestmöglich 





Abbildung 6: Verschiedene Reifegrade von Software-Wiederverwendung nach [Bos02]  
Standardisierte Infrastruktur 
Der erste Schritt auf dem Weg zur Wiederverwendung ist der Einsatz einer standardisierten 
Infrastruktur. Dazu zählen grundsätzliche Artefakte wie das verwendete Betriebssystem und 
Datenbanken bis hin zu einer gemeinsamen Technologie für die Erstellung von graphischen 
Benutzeroberflächen und im Java-Umfeld beispielsweise die Verwendung eines 
gemeinsamen Applikationsservers. Bei diesem Reifegrad wird kein Domain-Engineering 
(vgl. Kapitel 2.2.1) betrieben, da keine Geschäftslogik zwischen verschiedenen Produkten 
geteilt wird. Der gesamte Aufwand wird in das Application-Engineering (vgl. Kapitel 2.2.2)  
investiert.  
Plattform 
Eine Plattform setzt typischerweise auf einer standardisierten Infrastruktur auf und erweitert 
diese um Geschäftslogik, die zwischen verschiedenen Produkten geteilt wird. Die 
Funktionalität, die nicht von der Infrastruktur zur Verfügung gestellt wird, muss selber 
implementiert werden. Dabei wird im Rahmen des Application Engineering die Plattform so 
behandelt, als wäre es ein extern zugekauftes Produkt. Bei diesem Ansatz wird ein gewisser 
Anteil der Entwicklungsarbeit in das Domain-Engineering zur Erstellung und Wartung der 
Plattform investiert.  
Software-Produktline 
Von einer Software-Produktlinie spricht man dann, wenn der Umfang der Funktionalität der 
Plattform soweit erhöht wird, dass es Software-Artefakte gibt, die zwischen einigen, aber 
nicht allen abgeleiteten Produkten geteilt wird. Ist dieser Reifegrad erreicht wird es 
notwendig, die entstehenden Variabilitäten mit geeigneten Mechanismen und Technologien 
zur behandeln. Dazu gehören die Modellierung von Variabilitäten im Domain-Engineering 
(vgl. 2.2.1) und der Einsatz von Software-Kompositionssystemen (vgl. 2.3) während des 
Application-Engineering.   
Konfigurierbare Produktbasis 
In relativ stabilen Domänen ist es möglich, dass der Anteil des Domain-Engineering weiter 
gesteigert wird. Das hat zur Folge, dass man nicht unterschiedliche Produkte erstellt, sondern 
eine konfigurierbare Produktbasis bereitstellt. Bei jedem Kunden wird die gleiche Codebasis 
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installiert. Diese enthält alle Artefakte, um daraus mit geeigneten Konfigurationen und 
automatisierten Werkzeugen das an den Kunden angepasste Produkt ableiten zu können.  
Produktpopulation 
Die Produktpopulation erweitert den Einsatzbereich bestimmter wiederverwendeter 
Artefakte von einer Domäne auf mehrere. Dies erweitert deren potentiellen Einsatzbereich 
und vergrößert die Anzahl der ableitbaren Produkte, jedoch führt dies zu einem Anstieg in 
der Komplexität, wie verschiedene Komponenten kombiniert werden können, was während 
des Domain-Engineering entsprechend berücksichtigt werden muss.  
Programm von Produktlinien 
Besonders für sehr große Systeme kann der Ansatz eines Programms von Produktlinien 
eingesetzt werden. Dabei wird eine Software-Architektur für das Gesamtsystem definiert. 
Bei den daran beteiligten Komponenten kann es sich selbst wiederum um Software-
Produktlinien handeln. Aufgrund der Größe der Systeme erfolgt die Konfiguration solcher 
Systeme durch die Methoden und Technologien von Software-Produktlinien oder durch 
konfigurierbare Produktbasen. 
Es ist nicht für jede Domäne erstrebenswert, die höchste „Evolutionsstufe“ zu erreichen. 
Vielmehr muss danach entschieden werden, wie stabil das jeweilige Wissen der Domäne ist. 
Dementsprechend müssen die passenden Methodologien und Technologien ausgewählt und 
eingesetzt werden. 
2.2.4 Existierende Software-Produktlinien 
Im Laufe der Zeit ist es mehrfach gelungen, erfolgreiche Software-Produktlinien aufzusetzen 
und zu pflegen. Als Beispiel kann die bereits weiter oben vorgestellte Eclipse Rich Client 
Platform (RCP [ML05]) genannt werden. Um einen groben Überblick über die 
Erfolgsfaktoren einer Software-Plattform zu bekommen, soll im Folgenden ein Einblick in 
die Eclipse RCP gegeben werden, einer prominenten Software-Produktlinie im Umfeld der 
Erstellung von Client-Applikationen sowie der Software-Entwicklung selbst. 
Die Eclipse Rich Client Platform und die Eclipse Entwicklungsumgebungen 
Die Eclipse Entwicklungsumgebung (Integrated Development Environment, IDE) entstand 
ursprünglich als Nachfolger der Entwicklungsumgebung Visual Age von IBM [VAC08]. Der 
Gedanke war es, eine leicht erweiterbare IDE zu schaffen, die es ermöglicht, eine Vielzahl 
von Entwicklungswerkzeugen in einer Anwendung zu vereinen. Dabei setzt die Eclipse-IDE 
technisch auf der Eclipse Rich Client Platform (RCP) auf. Die RCP ist eine Software-
Plattform, mit der sich beliebige Anwendungen erstellen lassen. Die IDE nutzt diesen Ansatz 
und erweitert ihn um Entwicklungswerkzeuge wie Text-Editoren, Such-Mechanismen, und 
Werkzeugen zur Fehlerbehebung. Seit dem November 2001 ist sowohl Eclipse als auch die 
Eclipse RCP Open Source und wird von der Eclipse Community [Ecl08] gewartet und 





Die architektonische Basis der Eclipse RCP (vgl. grau hinterlegter Teil in Abbildung 7) legt 
ein OSGi2-Container. Dieser ermöglicht einen modularen Aufbau des Gesamtsystems, wobei 
der Container die Möglichkeit bietet, die Anwendung um verschiedene als Plug-ins 
bezeichnete Module zu erweitern, falls notwendig auch zur Laufzeit. Da es sich beim RCP 
um eine Plattform für Client-Anwendungen handelt, wurde ein Framework zur Ansteuerung 
der Benutzerschnittstelle benötigt. Da zum Zeitpunkt der Implementierung von Eclipse die 
Java-AWT- [NS96] und Swing- [ELW02] Bibliotheken bzw. deren Implementierungen noch 
nicht effizient genug gearbeitet haben, wurde ein hardwarenahes Framework, das Standard 
Widget Toolkit (SWT) geschaffen. SWT bietet dabei ähnlich wie Swing und AWT eine 
Abstraktion von UI-Elementen auf der Ebene von Schaltflächen, Text-Feldern, 
Auswahlboxen und Tabellen. Darauf aufsetzend bietet JFace eine weitere Abstraktion von 
SWT und führt dabei eine konsequentere Nutzung des Model-View-Controller-Patterns 
[BMR+98] ein. Um mehrere Werkzeuge in einer Anwendung zu integrieren bietet Eclipse 
die Abstraktion einer Workbench. Dabei stehen verschiedene Elemente wie Formulare, 
Editoren, Sichten und Perspektiven zur Verfügung. Mit dieser Basis ist es möglich, jede 
beliebige Client-Anwendung zu erstellen und dabei die von der Plattform bereitgestellten 
Abstraktionsebenen zu nutzen. 
 
Abbildung 7: Überblick über die Eclipse (RCP) 
Aufbauend auf der Eclipse RCP gibt es eine Vielzahl verschiedener Produkte. Zu diesen 
Produkten zählen zum einen die verschiedenen Versionen der Eclipse IDE, zum anderen 
kommerzielle Applikationen wie beispielsweise die Engineering-Plattform aloXerv 
[SBT08]. Im Jahr 2008 stehen auf  der Download-Seite der Eclipse-Community [EcD08] 
zahlreiche Eclipse-Versionen zur Verfügung, darunter die Eclipse IDE for Java EE 
Developers, die Eclipse IDE for C/C++ Developers, die Eclipse Modeling Tools sowie 
Eclipse for RCP/Plug-in Developers. Alle diese Produkte sind Instanzen der Eclipse 
Software-Produktlinie und können mit entsprechenden weiteren Plug-ins beliebig erweitert 
und ausgebaut werden. Dazu bietet Eclipse analog zum Fahrzeugkonfigurator im 
                                                     
2
 Open Software Gateway Initiative [Osg08]: Ein Standard zur Erstellung von komponentenbasierten 
Java-Anwendungen 
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Automobilbau (vgl. Abbildung 1) einen Update- bzw. Konfigurationsdialog (Abbildung 8), 
der das Herunterladen und Installieren sowie das Deinstallieren verschiedener Features 
ermöglicht. 
 
Abbildung 8: Eclipse 3.4 Update-/Konfigurationsdialog 
2.3 Software-Kompositionssysteme 
Wie bereits beim Application-Engineering (Kapitel 2.2.2) im Rahmen der Software-
Produktlinien erwähnt, sind bestimmte Methoden und Techniken erforderlich, um den 
Prozess der Komposition eines Gesamtsystems aus einzelnen Komponenten zu realisieren. In 
[Aßm03] werden als Anforderungen für so genannte Softwarekompositionssysteme 
Komponentenmodelle, Kompositionssprachen sowie Kompositionstechniken genannt (vgl. 
Abbildung 9).  
 
Abbildung 9: Anforderungen an Kompositionssystemen nach [Aßm03] 
Komponentenmodell 
Das Komponentenmodell wird dazu benötigt, um die einzelnen Artefakte, die in dem 
Kompositionssystem zusammengefügt werden sollen, zu beschreiben. Dies wird ermöglicht 
durch die Definition von Komponenten, Komponentenschnittstellen und konsistenten 
Kompositionen. 
Eine Komponente ist die kleinste Einheit innerhalb einen Kompositionssystems und kann 
nach [HHJ+08] eine Vielzahl von Realisierungsformen haben, beispielsweise binäre, 
Kompositionssystem 








vorkompilierte Black-Box-Komponenten wie bei Enterprise Java Beans [PRL07] und 
CORBA [AKS05] bis hin zu frei änderbaren Komponenten basierend auf strukturiertem Text 
(z.B. XML-Dokumenten), auch White-Box-Komponenten genannt.  
Die Komponentenschnittstellen definieren die Teile der Komponente, auf die während der 
Komposition zugegriffen werden kann. Dies kann im Falle von Black-Box-Komponenten 
von der Beschreibung der zur Laufzeit aufrufbaren Programmierschnittstellen und einer 
Technik, um zu einem Komponentennamen eine Referenz auf die Komponente zu erhalten 
bis hin zur Möglichkeit der Änderung des kompletten Textes bei White-Box-Komponenten. 
Der Begriff konsistente Komposition bezieht sich auf die Bedingungen, die erfüllt werden 
müssen, damit zwei Komponenten in einer bestimmten Art und Weise zusammenarbeiten 
können. Dabei kann zwischen syntaktischer und semantischer Konsistenz unterschieden 
werden. Die syntaktische Konsistenz setzt voraus, dass nach einem oder mehreren 
Kompositionen das Ergebnis, beispielsweise ein XML-Dokument einer White-Box-
Komponente, syntaktisch korrekt bzw. wohlgeformt ist. Semantische Konsistenz bedeutet, 
dass semantische Einschränkungen (engl. constraints), die vor der Komposition gelten, auch 
nach der Komposition eingehalten werden müssen. 
In [Aßm03] werden verschiedene Anforderungen für Komponentenmodelle genannt. 
Modularität erhöht die Wiederverwendbarkeit von Komponenten und senkt damit die Kosten 
sowie die Zeit bis zur Marktreife eines Produkts. Um Komponenten in verschiedenen 
Anwendungen einsetzen zu können, ist es notwendig, diese parametrisierbar zu machen. Um 
eine optimale Wiederverwendung während der Komposition zu gewährleisten und die Zeit 
zu minimieren, um eine Komponente zu verstehen, sollten Komponenten möglichst 
Standards folgen. 
Kompositionssprache 
Die Kompositionssprache wird eingesetzt, um „Kompositionsrezepte“ zu beschreiben, d.h. 
Arbeitsabläufe, um aus einzelnen Komponenten ein Gesamtsystem zusammenzusetzen. 
Dabei wird zwischen der Komponentenbeschreibungssprache und der 
Kompositionsbeschreibungssprache unterschieden. 
Die Komponentenbeschreibungssprache dient zur Beschreibung von Komponenten und 
deren Schnittstellen. Diese Sprache kann entweder zusätzlich zum Komponentenmodell oder 
als dessen Erweiterung eingesetzt werden. Die Kompositionsbeschreibungssprache dient zur 
Beschreibung des Arbeitsablaufes, mit dessen Hilfe das Gesamtsystem aus einzelnen 
Komponenten zusammengesetzt wird. 
In [Aßm03] werden verschiedene Anforderungen an Kompositionssprachen genannt. Es 
sollen die Produkt-Konsistenz unterstützt werden, was bedeutet, dass die 
Kompositionssprache dabei helfen soll, die Qualität des erstellten Gesamtsystems 
sicherzustellen. Außerdem soll die Sprache zum einen ausdrucksstark genug sein, um 
komplexe Systeme beschreiben zu können, zum anderen soll sie verständlich und leicht 
erlernbar sein. Da die Kompositionsprogramme mit der Zeit immer größer und für Menschen 
dadurch immer schwerer wartbar werden, sollte die Kompositionssprache selbst 
komponierbar sein. 
Kompositionstechnik 
Die Kompositionstechniken sind die technische Umsetzung der in der Kompositionssprache 
vorhandenen Konzepte bzw. Operatoren. Zu ihnen zählen Techniken wie Modifikation von 
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Bytecode (z. B. Binary Component Adaptation [KH98]), Modifikation von Quelltext (z. B. 
RECODER [REC09] und das FXL-Framework [RO04]) und Adaption zur Laufzeit durch 
Wrapper und Adapter [GHJ94] wie beispielsweise bei den Metaobjects Protocols [KRB91]. 
In [Aßm03] werden verschiedene Anforderungen an Kompositionstechniken genannt. Um 
Komponenten über ihre Schnittstellen miteinander verbinden zu können, ist es notwendig, 
Parametertypen sowie Protokolle anzupassen. Zu diesem Zweck soll ein 
Kompositionssystem ermöglichen, so genannten glue code zu erzeugen, mit dessen Hilfe 
diese Anpassungen vorgenommen werden können. Es sollten nicht nur Black-Box-
Komponenten zusammengefügt werden. Stattdessen sollten verschiedene funktionale und 
nicht-funktionale Aspekte unterscheidend betrachtet werden. Zudem sollen 
Kompositionstechniken bezüglich Zeit und Technik skalierbar sein.  
2.4 Serviceorientierte Architekturen und Web-Services 
Eines der Ziele der vorliegenden Arbeit ist die Schaffung einer Architektur, die es 
ermöglicht, effizient Software-Produktlinien zu entwickeln und zu warten. Eine solche 
Architektur muss es ermöglichen, eine Vielzahl von heterogenen und potentiell verteilten 
Software-Werkzeugen zu einer Gesamtarchitektur zu vereinen. Dieses Kapitel beschäftigt 
sich mit der Erklärung der Begriffe serviceorientierte Architektur (SOA) und Web-Services. 
Dabei stellt die SOA ein mögliches Architekturmuster für verteilte Anwendungen und Web-
Services eine mögliche Implementierungsform dieses Architekturmusters dar.  
2.4.1 Serviceorientierte Architekturen 
Nach [Ibm04] sind SOAs Komponentenmodelle, bei denen verschiedene funktionale 
Einheiten von Anwendungen über wohldefinierte Schnittstellen miteinander verknüpft 
werden. Die funktionalen Einheiten werden als Services bezeichnet. Die Schnittstellen 
müssen unabhängig von der verwendeten Hardware, dem eingesetzten Betriebssystem und 
der Programmiersprache sein, in der ein Service implementiert wird. Diese Eigenschaft fließt 
in die Anforderungen für eine lose Kopplung ein. 
In [He03] werden SOAs als Architekturen angesehen, deren Ziel es ist, lose Kopplung 
zwischen interagierenden Software-Agenten zu erreichen. Dabei wird ein Service durch 
einen Anbieter eines Services (service provider) erbracht, um die erwünschte Ziele eines 
Konsumenten eines Services (service requestors) zu erreichen. 
Ein weiterer Aspekt, den eine SOA nach [Ibm04] erfüllen muss, ist das Anbieten eines 
Mechanismuses, der es einem service requestor ermöglicht, einen gesuchten service 
provider ausfindig zu machen. Dieser Anforderung wird in einer SOA durch die Rolle einer 
Service Registrierung (engl. service registry) erfüllt. Abbildung 10: fasst die verschiedenen 
Rollen und Interaktionen zwischen ihnen innerhalb einer SOA zusammen. 
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Abbildung 10: Rollen in einer serviceorientierten Architektur 
Diese abstrakte Beschreibung der serviceorientierten Architekturen soll an einem Beispiel 
aus der Herstellung von Automobilen, veranschaulicht werden: Während der Herstellung 
eines Automobils werden verschiedene Arbeitsschritte durchgeführt. Es muss beispielsweise 
der Motor und das Chassis montiert sowie die Karosse lackiert werden. Ein Roboter kann 
dafür zuständig sein, die Arbeiten zum Aufbringen der Grundierung auf die Karosserieteile 
auszuführen. In diesem Falle erbringt er den Dienst Grundieren und kann als service 
provider bezeichnet werden. Die Person oder Maschine, die den Prozess der 
Fahrzeugfertigung überwacht, nimmt diesen Dienst in Anspruch und ist in diesem Falle in 
der Rolle des service requestors. Die service registry kann im Lage- bzw. Bestückungsplan 
der Fabrik gesehen werden, welcher auflistet, an welchen Orten der Fabrik welche Roboter 
stehen und welche Dienste sie erbringen können. Ein potentieller service requestor kann dort 
nachschauen, wo er den Dienst Grundieren finden kann. Die lose Kopplung ist erkennbar an 
der Tatsache, dass in dem Fall, dass der Roboter auf Grund eines Defekts den Dienst nicht 
erbringen kann, ein anderer geeigneter Roboter diese Aufgabe übernehmen kann, 
unabhängig davon, wo dieser innerhalb der Fabrik steht. 
Das Ziel der losen Kopplung zwischen einzelnen Services entstand, wie in der materiellen 
Welt, unter anderem aus dem Wunsch, einmal entwickelte Software wiederverwenden zu 
können. Die Wiederverwendung von Software ist in vielen Fällen billiger, als ein 
entsprechendes Programm komplett neu zu schreiben. Zusätzlich können sich verschiedene 
Firmen auf die Erstellung von spezialisierten Lösungen konzentrieren, die dann von anderen 
genutzt werden. Dies trägt zur Erfüllung eines der Prinzipien der Softwareentwicklung bei, 
das unter der Bezeichnung separation of concerns, also der Trennung von Zuständigkeiten, 
bekannt ist. Ein weiterer Auslöser war der Wunsch, sich schneller an veränderte 
Umgebungen anpassen zu können. Eine dieser Änderungen kann das Wechseln eines 
Geschäftspartners sein. Dabei trägt die lose Kopplung dazu bei, dass ein Unternehmen 
flexibel auf seine Umgebung reagieren kann. 
Um eine lose Kopplung zu erreichen, werden in [Ibm04] weitere Einschränkungen für SOAs 
genannt. Zum einen muss die Kommunikation zwischen service requestor und service 
provider mittels ausgetauschten Nachrichten geschehen. Da der service provider für die 
Lösung des Problems zuständig ist, müssen zum anderen die ausgetauschten Nachrichten 
beschreibend und nicht instruktiv sein. Das heißt, eine Nachricht eines service requestors 
muss das vorhandene Problem beschreiben, darf aber nicht enthalten, wie das Problem gelöst 
werden soll. Das ist die Aufgabe des service providers. 
  




Getrieben werden Web-Services unter anderem von einer herstellerübergreifenden Initiative 
für webbasierte Dienste, an der unter anderen Firmen wie Microsoft, IBM, Sun und BEA 
Systems beteiligt sind. Die eingesetzten Technologien werden durch das World Wide Web 
Consortium (W3C [W3C09]) und die Web-Services Interoperability Organisation (WSIT, 
[WSI08]) standardisiert. 
Generell stellen Web-Services eine Möglichkeit der Realisierung einer SOA dar. Nach 
[Kay03] ist ein Web-Service eine sich selbst enthaltende, selbstbeschreibende, modulare, 
lose gekoppelte und wiederverwendbare Anwendung. Als einen Grundstein von Web-
Services wird dabei die Verwendung der Extensible Markup Language (XML [XML08]) als 
Basistechnologie genannt. Eine weitere Eigenschaft von Web-Services ist, dass verwendete 
Datenaustausch-Protokolle auf existierenden Internetprotokollen wie HTTP, FTP und SMTP 
[Met05] basiert sein müssen, um somit im Internet und über Firewalls hinweg einsetzbar zu 
sein. Zur Beschreibung der Schnittstellen der Services wird die Web-Service Description 
Language (WSDL) eingesetzt. Nachrichten werden in SOAP, einem XML-basierten 
Nachrichtenformat, übertragen. Für die Realisierung der service registry steht der Standard 
Universal Description, Discovery and Integration (UDDI) zur Verfügung [PAP07]. Im 
Zusammenhang mit SOAs und Web-Services treten die Begriffe Orchestration und 
Choreography [Pel03] auf.  
Die Orchestration beschreibt die Zusammenarbeit verschiedener Services aus der Sicht eines 
Geschäftspartners, die einen Workflow bilden. Dabei entsteht wieder ein ausführbarer 
Prozess, der die Funktionalität des Workflows als neuen Service bereitstellt. Somit ist es 
möglich, einen Service zu orchestrieren, der im Rahmen des Automobilbaus die kompletten 
Lackierarbeiten für ein Fahrzeug anbietet und dabei den Grundierungs-, den Lackier- und 
den Trocknungs-Service sowie die Services zum Transport zwischen den einzelnen 
Arbeitsstationen nutzt. Mit diesem Mechanismus können Services angeboten werden, die 
komplexe Aufgaben aus der Zusammensetzung einfacherer Services erfüllen, die wiederum 
ihre Funktionalität aus einfacheren Services zusammensetzen. Dies stellt die Möglichkeit der 
Schaffung verschiedener Abstraktionsniveaus zur Verfügung. 
Die Voraussetzungen für das Beschreiben von Geschäftsprozessen innerhalb von 
Orchestrierungen sind Funktionalitäten wie synchrones und asynchrones Absetzen von 
Serviceaufrufen, Erkennen von Rückantworten, Fehlerbehandlung und Kompensation von 
Transaktionen im Fehlerfall. Ein Vorteil der Orchestrierung ist die Trennung der 
Prozesslogik von den konkreten Implementierungen der aufgerufenen Services. In der 
Terminologie der Software-Kompositionssysteme (siehe Kapitel 2.3) entspricht ein 
Workflow/Orchestration einem Kompositionsprogramm.  
Eine Choreography ist gegenüber Orchestration eine Art externe Sicht und beschreibt den 
Nachrichtenaustausch innerhalb eines Workflows zwischen den beteiligten Partnern. Dabei 
beschreibt jede Partei ihren Teil der Interaktion. Es entsteht ein beschreibendes, nicht 
ausführbares Protokoll.  
Die Web-Services-Pyramide 
In [Kay03] werden die im Zusammenhang mit Web-Services entwickelten Technologien in 
verschiedene Bereiche eingeteilt und in eine so genannte Web-Services-Pyramide 
eingeordnet (vgl. Abbildung 11).  
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Abbildung 11: Web-Services Pyramide nach [Kay03]  
Als obersten Teil der Web-Services Pyramide existieren die vertikalen nicht-standardisierten 
Technologien, die Business Services. Dazu zählen industrie-spezifische Protokolle, Formate 
und Dokumente. Diese sind nicht standardisiert und von Industriezweig zu Industriezweig 
und sogar von Firma zu Firma verschieden. 
In der Mitte der Pyramide finden sich die horizontalen, nicht standardisierten Technologien, 
zu denen Technologien bezüglich Sicherheit, Routing, Workflow und 
Transaktionsmanagement zählen. Diese Technologien sind weit verbreitet und werden von 
verschiedenen Firmen auch industriezweigübergreifend eingesetzt. Mittelfristiges Ziel ist 
eine Standardisierung dieser Technologien. 
Im untersten Teil der Pyramide befinden sich horizontale, standardisierte Technologien. 
Diese Technologien sind weit verbreitet und werden auch industrieübergreifend eingesetzt. 
Zudem werden sie durch anerkannte Institutionen wie z.B. das W3C standardisiert. Zu 
diesen Technologien zählen die Protokolle HTTP, FTP und SMTP sowie die weiteren 
Technologien XML, XML Schema [XSD09], SOAP, WSDL und UDDI. 
2.4.3 Semantische Web-Services 
Die Semantic Web-Services Initiative [SWI08] entstand als Erweiterung von Web-Services 
analog zur Entwicklung des Semantic Web als Erweiterung der Internet-Technologien.  
Das Internet ist ein weltweit verteiltes Netzwerk, bestehend aus einer Sammlung von Web-
seiten, die mittels Hyperlinks miteinander verbunden sind. Webseiten werden überwiegend 
mittels der Hyper Text Markup Language (HTML [Pow03]) beschrieben, die den Nachteil 
hat, den Inhalt einer Webseite mit deren Präsentation zu vermischen. Ein weiterer Nachteil 
ist die Tatsache, dass es jedem Autor überlassen ist, seine eigene Terminologie zu 
verwenden und diese nicht in Relation zu anderen Terminologien zu setzen. Diese beiden 
Aspekte machen es schwer, das Internet zu durchsuchen und maschinell zu verarbeiten. Das 
Ziel des Semantic Web ist nach [Yu07] die Strukturierung der Inhalte des Internets, die es so 
genannten Software-Agenten ermöglicht, Informationen von verschiedensten Quellen zu 
kombinieren und analysieren, ohne von dem Problem der unterschiedlichen Formatierung 
der Inhalte und den verwendeten Terminologien beeinträchtigt zu werden. Zur Realisierung 
der Ziele wurden etliche Markup- und Ontologie-Bespreibungssprachen wie die Resource 
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Description Framework (RDF [RDF09]) und die Web Ontology Language (OWL [OWL09]) 
entwickelt. 
Das Ziel von Web-Services ist die lose Kopplung einzelner Services, die über eine Service 
Registry gesucht und dann zu komplexeren Services orchestriert werden können. Dabei tritt 
ein ähnliches Problem wie beim Internet auf. Zum einen erfolgt die Registrierung der 
Services in der Service Registry mittels Hinterlegung der syntaktischen 
Schnittstellenbeschreibung, in der Regel in Form der WSDL-Datei, sowie einer zusätzlichen, 
nicht standardisierten Zahl von Schlüssel-Wert-Paaren. Dabei wird wiederum eine vom 
Autor wählbare Terminologie sowie Syntax (Präsentation der Daten) verwendet, was die 
Suche nach einem Service, der bestimmte Anforderungen erfüllt, erschwert und damit die 
gewünschte Wiederverwendung limitiert. 
Basierend auf den Ideen und Technologien im Rahmen des Semantic Web werden bei den 
semantischen Web-Services zusätzlich zur syntaktischen Schnittstellenbeschreibung um 
formale Beschreibungen der erbrachten Funktionalitäten zu erweitern. Dabei wird auf 
Forschungsergebnisse aus den Gebieten der Wissenserlangung und -Repräsentation und 
Software-Agentensystemen zurückgegriffen. Im Rahmen dieser Forschungen entstanden 
Konzepte, die zu Technologien wie WSDL-S [RFM+05], OWL-S [MBH+04] und der Web-
Service Modeling Ontology (WSMO [BBD+05]) geführt haben. Diese Technologien sollen 
es wiederum Software-Agenten ermöglichen, bestimmte Services leichter zu finden und 
diese automatisch zu komplexeren Services zu assemblieren.  
2.4.4 Programmiersprachen zur Entwicklung von Web-Services 
Die Umsetzung einer serviceorientierten Architektur kann wie beschrieben mit Hilfe von 
Web-Services geschehen. Für die Realisierung der Web-Services stehen wiederum 
verschiedene Implementierungsmöglichkeiten zur Verfügung.  
Ein häufiger Ansatz ist die Nutzung von generischen Hochsprachen wie Java und C# unter 
Zuhilfenahme geeigneter Programmierschnittstellen (engl. application programming 
interface, API) oder Annotationen3. Diese erlauben es, mit den Besonderheiten der bei Web-
Services eingesetzten XML-Technologien umgehen zu können. Der größte Nachteil bei der 
Verwendung der GPLs ist die Vermischung von Infrastruktur-Aspekten mit der 
Implementierung der Geschäftslogik. Ein Entwickler muss sowohl mit der GPL als auch mit 
der verwendeten API (z. B. Apache AXIS [Axi08]) vertraut sein, um seine Geschäftslogik zu 
entwickeln und diese als Web-Service bereitstellen zu können. Eine Portierung innerhalb 
derselben Programmiersprache unter Verwendung einer anderen Programmierschnittstelle ist 
damit nicht ohne weiteres möglich. Eine Abstraktion von speziellen 
Programmierschnittstellen bieten (Web-Service-) Annotationen4. Diese erlauben es, die 
Geschäftslogik beispielsweise zwischen verschiedenen Applikationsservern zu portieren, 
welche die gleichen Annotationen unterstützen.  
Ein weiterer Nachteil des GPL-Ansatzes ist die nicht vollständige Kompatibilität zwischen 
den Typsystemen der Hochsprachen und dem XML-Schema-Typsystem, das zur 
Beschreibung des Datenmodells von Web-Services eingesetzt wird. Eine Folge daraus ist, 
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 Eine Annotation sind Meta-Daten, die direkt in den Code geschrieben und später von der 
Applikationslogik oder externen Softwarewerkzeuge computergestützt interpretiert werden können. 
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dass bei jedem Aufruf ein Konvertieren der XML-Daten in das interne Typsystem der 
Programmiersprache und zurück erfolgen muss. Die Transformation von Daten hat zur 
Laufzeit einen Verlust von Performance zur Folge. Des Weiteren bleiben Vorteile 
zusätzlicher XML-Technologien wie der Anfrage-Sprachen XPath [Xpa08] und XQuery 
[XQu08] im Zusammenhang mit den Hochsprachen ungenutzt. 
Ein alternativer Ansatz für die Implementierung von Web-Services ist der Einsatz einer auf 
die verschiedenen Standards innerhalb des WS-Stacks angepassten domänenspezifischen 
Sprache (DSL, siehe Kapitel 2.1). Zu den Sprachen, die diesen Ansatz verfolgen, gehören 
unter anderem die Business Process Execution Lanugage for Web-Services (BPEL4WS 
[Bpe08]) und der Service Language Layer (SLL [Din04] und [DR06]), welche im Kapitel 
3.2 noch einmal genauer vorgestellt werden. 
2.5 Zusammenfassung 
Zur Erstellung, Wartung und Weiterentwicklung von Software-Produktlinien werden die 
Ergebnisse verschiedenster Forschungsbereiche benötigt. Die modellgetriebene Software-
Entwicklung und domänenspezifische Sprachen bieten die Möglichkeit der Abstraktion auf 
die an den Entwicklungszyklus angepasste Terminologie und legen damit die Grundlage 
sowohl für das Domain-Engineering als auch für weitergehende Software-Entwicklung und 
Code-Generierung. Software-Kompositionssysteme stellen die Technologien für das 
Application-Engineering bereit, also die Möglichkeit, Software aus existierenden 
Komponenten assemblieren zu können. Um die verschiedenen heterogenen Technologien in 
gemeinsam einsetzen zu können, bieten serviceorientierte Architekturen ein entsprechendes 
Architekturmuster, das sich mit Hilfe von Web-Services implementieren lässt. Verschiedene 
Programmiersprachen wie Java, C#, BPEL4WS und SLL bieten die Möglichkeit, Web-
Services zu entwickeln. 
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3 Stand der Technik 
Die vorliegende Arbeit beschäftigt sich mit der Realisierung von Software-Produktlinien und 
Software-Kompositionssystemen, wobei die grundlegenden Konzepte bereits in den Kapiteln 
2.2 und 2.3 einführend vorgestellt worden sind. Das Kapitel Stand der Technik untersucht 
noch einmal vertiefend existierende Ansätze, wobei Abschnitt 3.1 auf die zu Grunde 
liegenden konzeptionellen Überlegungen eingeht. Das Kapitel 3.2 untersucht im Rahmen 
von Software-Produktlinien bzw. Software-Kompositionssystemen potentiell einsetzbare 
Kompositionsbeschreibungssprachen. Abschließend befasst sich Kapitel 3.3 mit 
existierenden Ansätzen für die Beschreibung von Komponentenmodellen durch geeignete 
Meta-Modelle. 
3.1 Software-Produktlinien 
Zur Realisierung von Software-Produktlinien existieren verschiedene Ansätze, welche 
nachfolgend vorgestellt werden sollen. Im Anschluss daran wird deren konzeptionelles 
Vorgehen abstrakt zusammengefasst und die damit im Zusammenhang stehenden Probleme 
erläutert. 
Die im Rahmen des Domain-Engineering erkannten Gemeinsamkeiten und Unterschiede 
zwischen einzelnen Instanzen einer Produktlinie werden beim feature-orientierten Ansatz 
([AMS06], [KCH+90] und [CE00]) als Merkmale (engl. Feature) formalisiert. Zu diesem  
Zweck wurde das Feature Modell samt graphischer Notationstechnik (siehe Kapitel 4.1.2) 
eingeführt. Das Ziel von Feature-Modellen ist die Dokumentation über die generellen 
Fähigkeiten und Merkmale der Anwendungen aus der Sicht des End-Benutzers innerhalb der 
von der Produktlinie abgedeckten Domäne. Diese formale Dokumentation erleichtert die 
Kommunikation zwischen den Benutzer und den Entwicklern. Zudem dient das Feature-
Modell aus Ausgangspunkt für die Definition der Systemklassen-Architektur im Rahmen des 
domain-design und ermöglicht die Erkennung von Wiederverwendungspotential. Der in 
diesem Zusammenhang durchgeführte Prozess wird als Feature-Modellierung  ([CE00] und 
[CS06]) bezeichnet. Die Erstellung einer konkreten Variante der Produktlinie erfolgt durch 
Instanziierung des Feature-Modells, welche als Eingabe für nachfolgende Transformations- 
und Generationsschritte eines Kompositionsprogramms im Sinne der Software-
Kompositionssysteme dient. 
Beim entscheidungsorientierten Ansatz ([DGR07], [SJ04] und [DRG+07]) werden die 
Eigenschaften der Produktlinie in einem so genannten Domänen-Modell hinterlegt. 
Zusätzlich erfolgt die Beschreibung von möglichen Entscheidungen, die während einer 
Variantenwahl getroffen werden können. Die Beschreibungen werden unter Berücksichtung 
von technischen und nichttechnischen Beschränkungen zusammen mit der Abbildung auf 
konkrete Artefakte (Komponenten, Dokumentationen und Tests) im so genannten 
Entscheidungsmodell gespeichert. Eine Variantenauswahl erfolgt durch das Treffen von 
Entscheidungen basierend auf diesem Entscheidungsmodell. Dies führt zu einer Zahl von 
Artefakten, die analog zum feature-orientierten Ansatz mit Hilfe eines 
Kompositionsprogramms zu dem gewünschten Produkt assembliert werden. 
Abbildung 12 stellt das konzeptionelle Vorgehen beider Ansätze im Überblick dar, welches 
dem eines Software-Kompositionssystems entspricht. Das Wissen über die Domäne der 
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Software-Produktlinie (domain knowledge) führt zur Erstellung der Feature-Modelle bzw. 
des Domänenmodells. Die zur Verfügung stehenden Artefakte (assets) bestehend unter 
anderem aus Komponenten und Dokumentationen werden mit Hilfe entsprechender Modelle 
beschrieben. Technische sowie nicht-technische Beschränkungen führen zu den 
Beschränkungen (constraints) des Feature- bzw. des Entscheidungsmodells. Zu den 
technischen Beschränkungen zählen beispielsweise Abhängigkeiten zwischen Artefakten des 
Systems, zu den nicht-technischen ökonomische Überlegungen des Vertriebs und der 
Vermarktung. Optional werden Abbildungen von Features bzw. Entscheidungen auf 
Artefakte des Systems (mappings) definiert. Soll eine konkrete Variante der Produktlinie 
erstellt werden, erfolgt die Variantenauswahl auf Grundlage der Feature- bzw. 
Entscheidungsmodelle. Diese Auswahl wird auf die Artefakte abgebildet, welche mit Hilfe 
eines Kompositonsprogramms unter Verwendung geeigneter Kompositionstechniken das 
gewünschte Produkt erstellen. In weiteren nachgelagerten Schritten kann die Variante 


































Abbildung 12: Konzeptionelles Vorgehen beim Software-Product-Line-Engineering 
Es existieren weitere Ansätze wie Architekturbeschreibungssprachen ([Mat04] und 
[DvdHT04]) und ein UML-basierter Ansatz ([Gom04] und [ABB+02]), welche ähnlich zu 
dem Muster in Abbildung 12 aufgebaut sind und sich konzeptionell zum Teil in den 
verwendeten Modellierungssprachen oder der Fragmentierung der Modelle unterscheiden. 
Im Folgenden sollen die Probleme im Zusammenhang mit der dargestellten Vorgehensweise 
diskutiert werden: 
Problem 1. Manuell erstelltes Kompositionsprogramm  
Das Kompositionsprogramm ist ein komplexer Arbeitsablauf, der basierend auf einer 
Variantenauswahl ausgeführt wird, um das gewünschte Produkt zu assemblieren. Die 
Erstellung und Wartung dieses Programms erfolgt von Hand. Eine zunehmende 
Komplexität der Produktlinie macht die Wartung für einen Menschen schwer und es 
muss beim Hinzufügen von neuen Kompositionsschritten eine steigende Zahl von 





Problem 2. Fragmentierung des Kompositionsprogramms 
 Das Kompositionsprogramm besteht aus einzelnen Kompositionsschritten, bei denen 
Artefakte bzw. Komponenten zu einem Produkt zusammengefügt werden. Dabei kann es 
vorkommen, dass die Integration bzw. Adaption einer Komponente über mehrere 
Kompositionsschritte verteilt an verschiedenen Stellen innerhalb des 
Kompositionsprogramms stattfindet. Dies hat eine Fragmentierung des 
Kompositionsprogramms zur Folge, was es einem Entwickler wiederum dessen Wartung 
und Erweiterung erschwert. 
Problem 3. Vermischung von technischen und nicht-technischen Beschränkungen 
 In den Feature- bzw. Entscheidungsmodellen findet eine Vermischung von technischen 
und nicht-technischen Beschränkungen statt. Zudem sind im Kompositionsprogramm 
sowie in den Komponentenmodellen technische Beschränkungen beispielsweise in Form 
von Reihefolgeabhängigkeiten und Inkompatibilitäten zwischen einzelnen Komponenten 
implizit vorhanden. 
Problem 4. Variantenauswahl und Beschränkungen im Kompositionsprogramm 
 Die Variantenauswahl findet auf Grundlage der Feature- bzw. Entscheidungsmodelle 
statt, welche getrennt vom Kompositionsprogramm und den Komponentenmodellen 
sind. Somit hat dieser Prozess keinen Zugriff auf die darin enthaltenen technischen 
Beschränkungen. Sollen diese verfügbar sein, müssen sie durch zusätzliche Regeln in 
den Beschränkungen bzw. dem Entscheidungsmodell explizit modelliert werden, was 
zum einen zu einer redundanten Speicherung von Informationen führt und zum anderen 
die potentielle Gefahr birgt, dass die explizit modellierten Beschränkungen nicht mit den 
tatsächlichen übereinstimmen. 
Problem 5. Feature- und Komponenten-Modellierung 
 Die Feature- und die Komponenten-Modellierung erfüllen im Rahmen des dargestellten 
Prozesses ähnliche Aufgaben. Während die Feature-Modellierung die nach außen 
sichtbaren Variabilitäten modelliert, werden durch die Komponenten-Modellierung die 
intern sichtbaren Variabilitäten des Software-Systems abgebildet. Es besteht dabei das 
Problem der Grenzziehung zwischen intern- und extern sichtbaren Variabilitäten. 
Während es für einen Kunden ausreichend sein kann, das die zu erstellende Variante als 
Beschreibung der funktionalen Eigenschaften zu beschreiben, kann es für einen anderen 
Kunden durchaus wichtig sein, technische Parameter wie beispielsweise den zu 
verwendenden Applikationsserver auszuwählen.  
Problem 6. Produktanpassung 
 Soll ein Produkt um bestimmte Eigenschaften erweitert werden, die die Produktlinie 
nicht unterstützt, erfolgen diese in einem der Variantenerstellung nachgelagerten 
Anpassungsprozess, welcher vom eigentlichen Vorgehen losgelöst ist. Sollen Teile der 
angepassten Lösung mit in die Produktlinie aufgenommen werden, muss anschließend 
eine Nachbetrachtung durchgeführt werden, welche die vorhandenen Artefakte und 
Modelle entsprechend erweitert bzw. anpasst. Da dieser Prozess nach der eigentlichen 
Anpassung durchgeführt wird und gegebenenfalls durch andere Entwickler erfolgt, 
gehen während der Anpassung gemachte Überlegungen und Erfahrungen verloren. 
Zudem ist es nicht oder nur schwer möglich, eine einmal erstellte und angepasste Lösung 
durch Änderung der Variantenauswahl zu modifizieren, da nicht automatisiert 
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nachvollzogen werden kann, welche Anpassungen vorgenommen wurden und welchen 
Einfluss und Wechselwirkungen diese auf die modellierten Variabilitäten ausüben. 
3.2 Kompositionsbeschreibungssprachen 
Die Assemblierung eines Endproduktes aus verschiedenen wiederverwendbaren 
Komponenten erfolgt wie bereits erläutert durch Ausführung eines Kompositionsprogramms, 
welches mit Hilfe einer Kompositionsbeschreibungssprache beschrieben wird.  
In Kapitel 2.3 werden als Anforderungen an die Kompositionsbeschreibungssprachen die 
Unterstützung von Produkt-Konsistenz, ausreichende Ausdrucksstärke, leichte 
Verständlichkeit und Erlernbarkeit genannt. Um die Komplexität von großen 
Kompositionsprogrammen handhaben zu können, sollte die Sprache selbst komponierbar 
sein. Um diese Komposition automatisiert bzw. computergestützt zu realisieren, wird die 
Möglichkeit benötigt, einzelne Kompositionsschritte um zusätzliche maschinenverarbeitbare 
Meta-Daten anzureichern.  Da während der Assemblierung unterschiedliche 
Kompositionstechniken zum Einsatz kommen, die in unterschiedlichen 
Implementierungstechnologien realisiert und potentiell über mehrere Rechner verteilt sein 
können, muss die Kompositionsbeschreibungssprache dies zusätzlich berücksichtigen. Im 
Kapitel 2.4 wurde das SOA-Architekturmuster sowie dessen mögliche Realisierung in Form 
von Web-Services vorgestellt, welche die Möglichkeit bieten, heterogene, verteilte Systeme 
basierend auf Standards zu integrieren. Somit sollte eine Kompositionsbeschreibungssprache 
diese Standards optimalerweise zusätzlich unterstützen. 
In [Gro08] wird die openArchitectureWare Workflow-Sprache zur 
Kompositionsbeschreibung verwendet. Im Java-Umfeld, wie dem bereits vorgestellten 
Project Soarian Integrated Care (vgl. Kapitel 1.2.1), wird häufig Apache ANT eingesetzt. In 
Projekten, die nicht im Java-Umfeld durchgeführt werden, kommen andere Script-Sprachen 
wie beispielsweise (distributed) make vor. Potentiell nutzbare Sprachen im Umfeld von 
Web-Services sind die Business Process Execution Language for Web-Serivces und der 
Service Language Layer. In [Aßm03] wird in Form von Java eine Hochsprache zur 
Beschreibung von Kompositionen eingesetzt. Die genannten Beispiele werden im Folgenden 
kurz vorgestellt und bezüglich der oben genannten Anforderungen evaluiert. 
openArchitectureWare Workflow Language 
Die openArchitectureWare Workflow Language [Oaw08] stellt eine einfache, erweiterbare, 
XML-basierte Sprache zur Beschreibung von Kompositionsprogrammen bereit. Die 
Beschreibung von Kompositionsschritten erfolgt über das XML-Element component, wobei 
dem Attribut class der Name einer aufzurufenden Klasse übergeben wird (siehe Z.4 in 
Listing 1). Damit ist es möglich, beliebige als Java-Klasse bereitgestellte Funktionalitäten 
auszuführen. Durch die Erweiterbarkeit der Sprache ist es möglich, diese im Rahmen eines 
feature-orientierten Ansatzes zur Realisierung von Software-Produktlinien einzusetzen. Zu 
diesem Zweck wurde eine Erweiterung in Form des Elementes featureexists (siehe Zeile 7 in 
Listing 1) erstellt. Wird der Workflow mit einer Variantenauswahl parametrisiert, können 
einzelne Kompositionsschritte bedingt ausgeführt werden. Weitere Konzepte wie das 
Formulieren komplexer Bedingungen und Schleifen sind durch die Sprache selbst nicht 
vorgesehen und müssen durch Erweiterungen realisiert werden. 
Die Parametrisierung der Workflows sowie der Kompositionsschritte erfolgt untypisiert 




Klassen werden die Werte entsprechend den Implementierungen in das Java Typsystem 
umgewandelt. Die Ausführungsumgebung unterstützt eine verteilte Ausführung von 
Workflows nicht standardmäßig und unterstützt keinen der WS-Standards. Da die Sprache 
XML-basiert ist, ist sie sehr gut selbst komponierbar. Allerdings ist es ohne Modifikationen 
nicht möglich, erweiterte Meta-Daten zu einzelnen Kompositionsschritten zu hinterlegen, 
was eine automatische Komposition erschwert. 
01 <workflow> 
02  <property name='genPath' value='/home/user/target'/> 
03  <property name='model' value='/home/user/model.xmi'/> 
04  <component class='oaw.emf.XmiReader'> 
05    <model value='${model}'/> 
06  </component> 
07  <featureexists="debug"> 
08    <component class='oaw.xpand2.Generator'> 
09      <outlet> 
10      <path value='${genPath}'/> 
11      </outlet> 
12    </component> 
13  </featureexists> 
14 </workflow> 
Listing 1: Ein openArchitecureWare Workflow 
Apache ANT und (d)make 
Der Einsatz etablierter Technologien wie Apache ANT [ANT09] und (distributed) make 
[Pos06] bringt den Vorteil der durch die große Verbreitung existierenden Erweiterungen und 
damit einer großen Mächtigkeit der Sprachen. Sie sind leicht erlernbar und werden von 
vielen Entwicklern eingesetzt. Zusätzlich sind damit erstellte Programme verteilt ausführbar, 
auch über Rechnergrenzen hinweg (dmake). Nachteilhaft ist die Abwesenheit eines 
Typsystems, die Parametrisierung erfolgt über ungetypte Schlüssel-Wert-Paare. Auf Grund 
des Alters der Technologien werden Web-Service-Standards nicht unterstützt. Zudem ist es 
nicht möglich, einzelne Kompositionsschritte durch Meta-Daten semantisch zu beschreiben, 
was eine automatische Komposition verhindert. 
Business Process Execution Language for Web-Services 
Bei der Business Process Execution Language for Web-Services (BPEL4WS [Bpe08]) 
handelt es sich um eine XML-basierte Workflow-Beschreibungssprache im Umfeld von 
Web-Services, deren Programme meist mit grafischen Editoren erstellt und bearbeitet 
werden. BPEL4WS nutzt das XML-Schema-Typsystem und ist kompatibel zu den Standards 
im Web-Service-Konzext. Darüber hinaus beinhaltet sie weiterführende Konzepte wie 
Variablen, Schleifen und Fehlerbehandlung. Die Möglichkeit, andere Web-Services 
aufzurufen, erlaubt die verteilte Ausführung komplexer Services über mehrere Rechner 
hinweg. Für einen Einsatz als vollwertige Programmiersprache im geschäftlichen Umfeld 
eignet sich BPEL4WS unter anderem auf Grund fehlender nativer Unterstützung von 
Sicherheitsmechanismen und Datenbankanbindungen nur bedingt. Das die Sprache XML-
basiert ist, ist sie sehr gut selbst komponierbar. Da es nicht möglich ist, Meta-Daten zu 
einzelnen Kompositionsschritten bzw. Operationen des Web-Services zu hinterlegen, wird 
eine automatische Komposition erschwert. 
Service Language Layer 
Der Service Language Layer (SLL [DR06]) ist eine auf der Programmiersprache XL 
[FGK03] basierende, turing-vollständige Programmiersprache, die die Vorteile von BPEL 
übernehmen und deren Nachteile überwinden soll. XL nutzt das XML Schema Typsystem 
und baut dabei auf XQuery [XQu08], einer komplexen Anfragesprache für XML-Daten, auf. 
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Dies ermöglicht es, komplexe Suchanfragen auf XML-Daten und XML-basierten 
Datenbanken auszuführen. SLL unterstützt unter anderem erweiterte Konzepte wie 
Sicherheitsmechanismen, Transaktionen, zustandsbehaftete Services, Datenbankzugriffe und 
Nebenläufigkeit inklusive Synchronisation nebenläufiger Prozesse. Zur verteilten 
Ausführung von Programmen ist es zusätzlich möglich, beliebige Web-Services aufzurufen. 
Dabei unterstützt die SLL-Ausführungsumgebung die im Rahmen von Web-Services 
auftretenden Standards. Im Zusammenhang mit der automatischen Komponierbarkeit ist die 
Möglichkeit interessant, zu einzelnen Operationen eine semantische Beschreibung zu 
hinterlegen, die zur Suche und Komposition des Services genutzt werden können. Im 
Gegensatz zu BPEL4WS existiert für SLL eine an die Java-Syntax angelehnte textuelle 
Syntax, welche die Einarbeitung sowie die Arbeit mit komplexen Services erleichtert, die 
sich nur schwer grafisch darstellen lassen.  
General Purpose Language (GPL) 
Die Nutzung einer GPL wie Java als Kompositionsbeschreibungssprache bringt den Vorteil 
einer großen Mächtigkeit der Sprache sowie das Vorhandensein eines Typsystems mit sich. 
Nachteilhaft ist, dass bei Verwendung von Kompositionsschritten in einer anderen 
Implementierungstechnologie das Typsystem entsprechend konvertiert werden muss. Zudem 
besitzen GPLs meist keine in die Sprache eingebauten Mechanismen, um verteilte Aufrufe 
auszuführen. Dazu müssen zusätzliche Programmierschnittstellen verwendet werden, was 
den Nachteil hat, Geschäftslogik und Infrastrukturcode zu vermischen. Das gleiche gilt für 
die Unterstützung von WS-Standards. Die Sprachen unterstützen es meist nicht nativ und es 
müssen zusätzliche Programmierschnittstellen oder Annotationen verwendet werden. Bei 
Java besteht ab der Version 1.5 die Möglichkeit der Definition von Meta-Daten in Form von 
Annotationen [FM04], was potentiell eine automatische Komponierbarkeit von Java-Klassen 
erlaubt. 
Zusammenfassung 
Tabelle 1 fasst die Eigenschaften der vorgestellten Kompositionsbeschreibungssprachen 




















- - 0 - 0 
Apache 
ANT 
+ - 0 - 0 
(d)make + - + - 0 
BPEL 0 ++ ++ ++ 0 
SLL + ++ ++ ++ ++ 
GPL (Java) ++ + + + + 





Eine Grundlage für die Erstellung von Software-Produktlinien ist der Einsatz und die 
Anpassung von wiederverwendbaren Artefakten bzw. Komponenten. Sollen existierende 
Software-Systeme in Software-Produktlinien umgewandelt werden, muss versucht werden, 
solche Komponenten möglichst modular zu definieren und zu beschreiben. Die 
Beschreibung von Komponenten erfolgt mit Hilfe des Komponentenmodells, welches bei 
Black-Box-Komponenten wie in Kapitel 2.3 beschrieben mindestens aus den 
Beschreibungen der Schnittstellen sowie der Parametrisierungsbeschreibung besteht.  
Das Komponentenmodell ist im Sinne der Definition aus Kapitel 2.1 eine Instanz einer oder 
mehrerer Komponentenbeschreibungssprachen bzw. Komponenten-Meta-Modellen. Für 
verschiedene Programmiersprachen und Domänen existieren angepasste Komponenten-
Meta-Modelle. Dazu zählt beispielsweise der Standard OSGi [Osg08], bei dem die 
Komponentenbeschreibungssprache unter anderem aus der Definition der Grammatik einer 
so genannten Manifest-Datei sowie Archivierungsvorschriften besteht und zur Erstellung 
von Komponenten im Umfeld der Programmiersprache Java dient. Apache Maven [Mav09] 
definiert ebenfalls im Java-Umfeld ein Project Object Model (POM), eine XML-basierte 
Komponentenbeschreibungssprache. Es existieren diverse andere Ansätze wie die Common 
Object Request Broker Architecture (CORBA [Bar98]) und das Component Meta Model for 
Reused-Based System Engineering [SA02]. Zusätzlich zu den in den genannten 
Komponenten-Meta-Modellen enthaltenen Schnittstellenbeschreibungssprachen existieren 
diverse weitere wie die Web-Services Description Language (WSDL [CMR+07]), die 
Microsoft Interface Definition Language [Msd09], die Logical Interface Description 
Language for Components [ABdB00] und Sharing intermediate representations: the 
interface description language [Lam83]. 
Verallgemeinert muss das Komponentenmodell alle Aspekte beinhalten, auf die während der 
Adaption bzw. Integration der Komponente zugegriffen werden muss. Bei so genannten 
White-Box-Komponenten bedeutet das im Extremfall, dass das Komponentenmodell aus 
allen Informationen besteht, die die Komponente ausmachen. Dazu zählt auch die 
Beschreibung der Internationalisierung der Komponente. Zu diesem Zweck existieren 
diverse Ansätze, unter anderem durch die Nutzung des XML-basierten Translation Memory 
eXchange (TMX [TMX08]) oder der Einsatz von Schlüssel-Wert-Paaren, die für die 
unterschiedlichen Sprachen in verschiedenen Dateien abgelegt und zur Adaptions- bzw. 
Laufzeit entsprechend selektiert werden.  
Die Parametrisierung von Komponenten kann ebenfalls durch die Verwendung von 
Schlüssel-Wert-Paaren erfolgen. Um diese Beschreibungen zu strukturieren und damit 
validierbar zu machen, können diese auch mit Hilfe von Grammatiken oder im Umfeld von 
XML mittels XML Schema [XSD09] erstellt werden. Um unabhängig von einer konkreten 
Syntax zu sein, können die im Kapitel 2.1 vorgestellten Konzepte aus dem Umfeld der 
modellgetriebenen Software-Entwicklung eingesetzt werden. Es erfolgt dabei die Erstellung 
eines Meta-Modells, welche die abstrakte Syntax der Konfigurationen enthält. 
Während der Adaption von Komponenten kann es durchaus von Interesse sein, welche 
bekannten Fehler eine Komponente beinhaltet. Aus diesem Grund ist es denkbar, dass 
Informationen über existierende Fehler sowie die Änderungshistorie einer Komponente Teil 
des Komponentenmodells sind. Für diese Aspekte existieren diverse Beschreibungssprachen 
und Software-Werkzeuge wie [Atl09], [Bug09] und [Edg09], welche die Informationen in 
einer externen Datenstruktur aber dennoch zu einer Komponente zuordbar speichern.  
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Die große Anzahl unterschiedlicher Konzepte und Technologien im Zusammenhang mit dem 
Komponentenbeschreibungssprachen bzw. Komponenten-Meta-Modell führen zu folgenden 
Problemen5. 
Problem 7. Auswahl eines Meta-Modells forciert andere Entscheidungen 
 Entscheidet man sich bei der Realisierung eines komponentenbasierten Software-
Systems für den Einsatz eines bestimmten Komponenten-Meta-Modells, so ergeben sich 
daraus automatisch Abhängigkeiten zu anderen Technologien. Nutzt man beispielsweise 
WSDL für die Schnittstellenbeschreibung, so muss als Grundlage dafür das verwendete 
Datenmodell mit XML Schema beschrieben werden. Ein späterer Wechsel zu einem 
anderen Komponten-Meta-Modell, beispielsweise in Folge geänderter Anforderungen, 
ist nur sehr schwer möglich. 
Problem 8. Abbildung unterschiedlicher Meta-Modelle aufeinander 
 Um die beschriebene Abhängigkeit aufzulösen, ist es möglich, Transformation zwischen 
unterschiedlichen Meta-Modellen bzw. Beschreibungssprachen zu verwenden. Soll das 
Ecore-Meta-Meta-Modell zur Datenmodellierung und WSDL zur 
Schnittstellenbeschreibung genutzt werden, muss eine Transformation von Ecore zu 
XML Schema bereitgestellt werden. Da die Komponenten-Meta-Modelle mit 
unterschiedlichen Technologien, beispielsweise in Form von EBNF-Grammatiken, XML 
Schemata und UML-Modellen, beschrieben sind, ist die Umsetzung dieser 
Transformationen unnötig kompliziert, da sich ein Entwickler zusätzlich zu den 
Abbildungsregeln der Meta-Modelle aufeinander mit den Implementierungstechnologien 
der Meta-Modelle/Beschreibungssprachen auseinander setzen muss. 
Problem 9. Referenzierung zwischen Teilen des Komponentenmodells 
 Ein weiterer Nachteil der unterschiedlichen Beschreibung der Komponenten-Meta-
Modelle besteht in einer eingeschränkten Referenzierbarkeit zwischen verschiedenen 
Teilen des Komponenten-Modells, die auf Grundlage unterschiedlicher 
Beschreibungssprachen erstellt wurden. Hierzu ist es notwendig, das zu referenzierende 
Komponenten-Modell in ein geeignetes Format zu transformieren, was wiederum durch 
den in Problem 8 erläuterten Umstand erschwert wird. 
Problem 10. Anpassbarkeit der Meta-Modelle/Beschreibungssprachen 
 Auf Grund der Komplexität und Diversität von Software-Projekten ist es nicht möglich, 
genau eine Komponentenbeschreibungssprache bzw. ein Komponenten-Meta-Modell 
bereitzustellen, das für alle Projekte einsetzbar ist. Vielmehr besteht die Notwendigkeit, 
verschiedene existierende Komponenten-Meta-Modelle einzusetzen und bei Bedarf 
projektspezifisch zu erweitern oder zu modifizieren. Die unterschiedlichen 
Realisierungformen der Komponenten-Meta-Modelle macht diese Anpassung wiederum 
unnötig kompliziert. Bei Beschreibungssprachen, die auf Grundlage von EBNF-
Grammatiken erstellt wurden, ist die Erweiterung unter Umständen nicht möglich, da 
entweder die Grammatik nicht zur Verfügung steht oder eine Änderung die Anpassung 
der damit in Verbindung stehenden Werkzeuge nach sich ziehen würde. 
                                                     
5
 Die Probleme sind mit denen aus Kapitel 3.1 fortlaufend nummeriert, um diese während der 
Evaluierung eindeutig referenzieren zu können. 
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4 Konzepte  
Das Ziel der vorliegenden Arbeit ist die Erstellung einer Referenzarchitektur, die einerseits 
für die Erstellung von Software-Produktlinien „auf der grünen Wiese“, andererseits die 
Umarbeitung existierender Software ermöglicht (vgl. Kapitel 1.3). Die Abbildung 13 zeigt 
die bei diesen Prozessen notwendigen Arbeitsschritte, abgeleitet aus der konzeptionellen 
Übersicht in Abbildung 12. Beginnt man ohne existierendes Altsystem, wird nachfolgend 
vom Forward-Engineering gesprochen, geht man von einem existierenden Gesamtsystem 
aus, wird vom Reverse Engineering gesprochen. 
 
Abbildung 13: Vorgehensweise bei der Erstellung einer Software-Produktlinie 
Beide Ansätze beinhalten, teilweise in umgekehrter Reihenfolge, die folgenden Teilschritte, 
auf die in den nachfolgenden Unterkapiteln 4.1 und 4.2 jeweils detailliert eingegangen wird. 
Schritt 1. Modellierung von Variabilitäten 
Entsprechend der Beispiele in Kapitel 2.2.1 müssen die Variabilitäten der Produktlinie 
modelliert werden. Die Variabilitäten sind die funktionalen Eigenschaften, in denen sich 
konkrete Produkte voneinander unterscheiden können. Bei diesen Variabilitäten handelt 
es sich also um von außen sichtbare Unterschiede bzw. Konfigurationsmöglichkeiten. Es 
gibt, je nach Vorwissen eines potentiellen Kunden,  verschiedene Detaillierungsgrade der 
Variabilität eines Systems, so dass sich mit dieser Art der Modellierung zwangsläufig 
verschiedene Sichten (Sicht 1...n) ergeben. 
Schritt 2. Variabilität auf Komponentenebene 
Zusätzlich zu den nach außen sichtbaren Variabilitäten (bzw. Sichten) gibt es eine weitere 
Variabilität auf Komponentenebene. Diese entspricht einer Sicht n+1 auf das 
Gesamtsystem und ist für die Entwickler der Produktlinie gedacht. Dabei ist der 
Übergang zwischen den für einen Kunden sichtbaren Variabilitäten (Sicht 1...n) und der 
Entwicklersicht (n+1) oft fließend. Für einen sehr technisch orientierten Kunden kann es 
Modellierung der Variabilitäten (von außen sichtbar) 
Sicht 1 Sicht n Sicht 2 
Zusammenbauen des Produkts aus Komponenten 
basierent auf Variantenwahl 
Abbildung der einzelnen Sichten aufeinander  
















Build-Prozess als Kompositionsschritte 
  
Kapitel 4  Konzepte 
 
 52
von Interesse sein, Einfluss auf bestimmte interne Parameter der Komponenten Einfluss 
nehmen zu können. Die ersten beiden Schritte entsprechen dem Domain-Engineering aus 
Kapitel 2.2.1. 
Schritt 3. Abbildung verschiedener Sichten aufeinander 
Um die Kompatibilität und Austauschbarkeit der in Schritt 1 erstellten Sichten zu 
gewährleisten, ist es notwendig, die Abbildung aufeinander zu beschreiben. Um ein 
Produkt als Konfiguration bzw. Adaption der konkreten Komponenten zu realisieren, 
müssen diese Sichten zusätzlich noch auf die Sicht n+1 (siehe Schritt 2) abgebildet 
werden. Dies ermöglicht es, ein konkretes Produkt in einer beliebigen (an eine bestimmte 
Rolle angepassten) der Sichten zu beschreiben und später assemblieren zu lassen. 
Schritt 4. Kompositionsprogramm als Kombination verschiedener Kompositionsschritte 
Der Build-Prozess bzw. das Kompositionsprogramm ist der Arbeitsablauf, der ausgeführt 
werden muss, um ein Gesamtsystem zu assemblieren. Dieser Prozess besteht wiederum 
aus Unterprozessen, so genannten Kompositionsschritten, die beispielsweise die 
Variabilitäten auf Komponentenebene binden (vgl. Schritt 2). Um eine Software-
Produktlinie zu realisieren, muss dieses Kompositionsprogramm möglichst modularisiert 
werden.  
Schritt 5. Assemblieren eines Produkts aus einzelnen Komponenten basierend auf einer 
Variantenwahl 
Basierend auf einer konkreten Variantenauswahl muss das Kompositionsprogramm mit 
der Variantenwahl als Parameter gestartet werden. Das Ergebnis dieses Prozesses ist das 
Produkt, das der Variantenauswahl entspricht. Die letzten beiden Schritte sind Teil des 
Application-Engineering aus Kapitel 2.2.1. 
Abgeleitet aus den genannten Zielen der Arbeit und weiteren Einschränkungen aus der 
Praxis ergeben sich nachfolgende Anforderungen an die zu erstellenden Konzepte und 
Werkzeuge. Für eine bessere Übersichtlichkeit wird dabei zwischen funktionalen und 
nichtfunktionalen Anforderungen unterschieden. 
Funktionale Anforderungen 
Anforderung 1. Nutzung eines featurebasierten Ansatzes 
Wie in Kapitel 3.1 aufgezeigt, ist es sinnvoll, einen featurebasierten Ansatz zu wählen, 
um die Variabilitäten im Zusammenhang mit Software-Produktlinien zu ermitteln und 
als Features formal zu modellieren und zu dokumentieren. Dies bietet einer 
Vertriebsabteilung eine gute Möglichkeit, um mit potentiellen Kunden auf einem 
geeigneten Abstraktionslevel über das zu erstellende Produkt zu verhandeln.  
Anforderung 2. Unterstützung der verschiedenen Reifegrade von Software-Produktlinien 
Wie in Abschnitt 2.2.3 dargelegt, existieren unterschiedliche Reifegrade von Software-
Wiederverwendung. Um die Evolution auf eine nächsthöhere Stufe der 
Wiederverwendung nicht zu blockieren, muss die zu erstellende Referenzarchitektur 






Anforderung 3. Unterstützung eines Rollenkonzeptes 
Um sowohl mit Kunden als auch mit anderen Rollen innerhalb des Prozesses der 
Erstellung einer Variante der Software-Produktfamilie effektiv kommunizieren zu 
können, muss es eine Unterstützung unterschiedlicher Rollen (Vertrieb, Entwickler, 
Betreiber) geben. Jede der Rollen hat dabei eine andere Sicht auf die zu erstellende 
Produkt-Variante. So sieht beispielsweise ein Kunde lediglich sehr generische Features 
wie „Patientensuche“. Ein Datenbank-Experte hingegen soll alle Features, die im 
Zusammenhang mit Datenbanken stehen, sehen können. 
Anforderung 4. Unterstützung der Rekonfigurierbarkeit eines Produktes/Variante 
Bisherige Ansätze im Bereich Software-Produktlinien beschränken sich meist auf die 
Auswahl bestimmter Features für eine Variante, die dann zu einem angepassten Build-
Prozess/Kompositionsprogramm zur Erstellung selbiger führen. Ist ein Produkt 
ausgeliefert und optional an bestimmte Sonderwünsche angepasst, lässt sich diese 
Konfiguration nicht mehr ändern. Das Ziel der Arbeit ist die Erweiterung dieser Ansätze 
in der Form, dass eine Rekonfiguration von Varianten unterstützt wird. 
Anforderung 5. Unterstützung von invasiven und nicht-invasiven Software-
Kompositionstechniken 
Um den größtmöglichen Freiheitsgrad in der Umsetzung der Anpassung von Software-
Komponenten bzw. Artefakten zu haben, muss der Prozess der Erstellung einer Variante 
einer Produktlinie sowohl invasive als auch nicht-invasive Kompositionstechniken (vgl. 
Abschnitt 2.3) unterstützen. 
Anforderung 6. Ausführung von Berechnungen 
Für einen Mitarbeiter der Vertriebsabteilung soll es während der Zusammenstellung 
einer Variante möglich sein, den Preis der Variante basierend auf den daran beteiligten 
Komponenten als Verhandlungsgrundlage mit dem potentielle Kunden zu ersehen. Aus 
diesem Grund müssen Konzepte zur Ausführung von Berechnungen vorgesehen werden. 
Nichtfunktionale Anforderungen 
Anforderung 7. Minimal invasives Vorgehen beim Reverse-Engineering 
Um die existierende Software, die im Rahmen des Reverse-Engineering umgearbeitet 
werden soll, so stabil wie möglich zu halten, soll das angewandte Vorgehen so wenig 
wie möglich Eingriffe in den existierenden Build-Prozess vornehmen. Die 
auszuführenden Änderungen sollen schrittweise durchführbar sein, so dass zu möglichst 
vielen Zeitpunkten ein funktionierendes System zur Verfügung steht. 
Anforderung 8. Ganzheitlicher Ansatz mit möglichst wenigen Konzepten und 
größtmöglicher Automatisierung 
Es soll ein möglichst ganzheitlicher Ansatz mit so wenig wie möglich verwendeten 
Konzepten und Technologien von der Modellierung bis zur Umsetzung/Komposition 
von Varianten realisiert werden. Des weiteren soll der Prozess so weit wie möglich 
automatisiert werden und eine redundante Datenhaltung vermieden werden. Dies 
reduziert den Aufwand, den eine an dem System beteiligte Person zur Einarbeitung 
investieren muss.  
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Anforderung 9. Kompatibilität zu existierenden Technologien 
Da größere Software-Projekte immer auf existierender Infrastruktur aufsetzen, ist eine 
Anforderung die Verwendung existierender Standards sowie eine größtmögliche 
Kompatibilität zwischen den existierenden und neu erstellten Ansätzen. Um existierende 
Software und die damit verbundenen Build-Prozesse weiterhin verwenden zu können, 
sollen beispielsweise unterschiedliche existierende Werkzeuge wie z.B. Apache ANT, 
Apache Maven und make (vgl. Kapitel 3.2) unterstützt werden. Dies hat weiterhin den 
Vorteil, auch bei der Erstellung einer Software-Produktlinie „auf der grünen Wiese“ 
unabhängig von einer speziellen Technologie zu sein. 
Anforderung 10. Antwortzeit bei computergestützter Planung 
Bei der Verwendung von automatischer Planung (siehe Ziel 4) ist es erforderlich, in 
bestimmten Fällen, beispielsweise bei der Verwendung durch den Vertrieb, relativ 
schnell Ergebnisse der Planung zu bekommen. Eine Wartezeit von max. 5s ist 
akzeptabel. Die technische Verfeinerung eines Systems und die damit einhergehende 
automatische Planung sind nicht zeitkritisch und können längere Zeit beanspruchen. 
Anforderung 11. Nutzung von Java als Implementierungssprache 
Da für die Entwicklung der Systeme aus Kapitel 1.2 (eFA und SIC) Java und auf Java 
basierende Technologien zum Einsatz kommen, soll es die im Rahmen der vorliegenden 
Arbeit zu erstellende Software ebenfalls tun. 
Anforderung 12. Unterschiedlicher Zugang zu den erstellten Software-Werkzeugen 
Die Mitarbeiter der Vertriebsabteilung sind häufig bei Kunden vor Ort. Sie sollen 
Zugriff auf die Software-Werkzeuge mittels Web-Technologien bekommen. Dabei steht 
ihnen eine ständige Internet-Verbindung zur Verfügung. Für Mitarbeiter, die den web-
basierten Zugriff auf die Software-Werkzeuge nicht nutzen, sollen die Werkzeuge als 
integrierter Bestandteil ihrer Software-Entwicklungsumgebung bereitgestellt werden. 
Gliederung 
Um die verschiedenen Herangehensweisen bei der Erstellung einer Software-Produktlinie zu 
berücksichtigen und getrennt voneinander zu behandeln, beschäftigen sich die Kapitel 4.1 
und 4.2 mit dem Forward- und dem Reverse-Engineering. Das Kapitel 4.3 untersucht die 
Gemeinsamkeiten zwischen den Konzepten beider Ansätze und versucht, diese zu 
vereinheitlichen und Ratschläge abzuleiten, wie Software-Produkte entwickelt werden 
sollten, um ein späteres Refactoring zu einer Software-Produktlinie zu vereinfachen. Diese 
Betrachtungen werden als hybrider Ansatz bezeichnet. Abschließend gibt Kapitel 4.4 eine 
Zusammenfassung des Kapitels. 
Zur Beschreibung der Konzepte werden im Folgenden UML-Klassendiagramme eingesetzt, 
welche die abstrakte Syntax der Modellierungssprachen bzw. Meta-Modelle repräsentieren. 
Für die konkrete XML-basierte Syntax dieser Meta-Modelle siehe Anhang VII.A. 
4.1 Forward Engineering 
Das Forward-Engineering bezeichnet im Rahmen der vorliegenden Arbeit die Erstellung 
einer Software-Produktlinie ohne existierendes Altsystem, ein so genanntes green-field-
Projekt. Am Beginn von Kapitel 4 wurden die Schritte Schritt 1 bis Schritt 5 definiert, die 
notwendig sind, um eine Software-Produktlinie zu realisieren. Beim Forward-Engineering 
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müssen diese (im Optimalfall) in der Reihenfolge Modellierung von extern sichtbaren 
Variabilitäten, Modellierung von Variabilitäten auf Komponentenebene, Abbildung der 
verschiedenen Sichten aufeinander, Kompositionsprogramm als Kombination verschiedener 
Kompositionsschritte und Assemblieren eines Produkts aus einzelnen Komponenten 
basierend auf einer Variantenwahl durchgeführt werden.  
Für alle Teilschritte müssen Konzepte bzw. Modellierungssprachen bereitgestellt werden, 
um die anfallenden Informationen sammeln bzw. auswerten zu können. Um alle Teile zu 
einem Gesamtkonzept zusammenzuführen, ist es notwendig, dafür eine Referenzarchitektur 
zu definieren. Diese Architektur ist prinzipiell unabhängig von der Architektur der zu 
erstellenden Software-Produktlinie ist. 
Die nachfolgenden Unterkapitel beschäftigen vertiefend sich mit den Konzepten des 
Forward-Engineering. Das Kapitel 4.1.1 behandelt den Aufbau der Referenzarchitektur auf 
Basis des Architekturmusters der serviceorientierten Architektur. Die Kapitel 4.1.2 bis 4.1.5 
gehen auf die Detail-Konzepte der an der Architektur beteiligten Komponenten ein. 
Abschließend gibt das Kapitel 4.1.6 eine Zusammenfassung der dargelegten Konzepte. 
4.1.1 Die Referenzarchitektur auf Basis einer SOA 
Das Kapitel 3.1 hat das konzeptionelle Vorgehen bzw. die abstrakte Architektur vorgestellt, 
nach dem Software-Produktlinien realisiert werden. Um die dabei erkannten Probleme zu 
lösen, zeigt Abbildung 14 das geänderte Realisierungkonzept. 
 
Abbildung 14: Geändertes Konzept zur Realisierung von Software-Produktlinien 
In Problem 5 (vgl. Kapitel 3.1) wurde erkannt, dass für die Modellierung der extern 
sichtbaren Variabilitäten sowie der Variabilitäten der Komponenten für einen ähnlichen 
Aufgabenbereich unterschiedliche Beschreibungssprachen verwendet wurden. Da die 
Anforderung 8 einen Ansatz mit möglichst wenigen beteiligten Konzepten vorsieht, sollen 
die gesamten Variabilitäten mit Hilfe eines (erweiterten) Feature-Meta-Modells beschrieben 
werden. Um die in Problem 1 beschriebene Beschränkung des manuell erstellten und 
gewarteten Kompositionsprogramms und den damit verbundenen Schwierigkeiten zu lösen, 
soll dieses auf Basis der Variantenauswahl mit Hilfe eines automatischen Planers 
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synthetisiert werden. Zu diesem Zweck müssen die einzelnen Kompositionsschritte, die 
existierende Komponenten adaptieren und in ein Gesamtsystem integrieren können, erstellt 
und geeignet annotiert werden. Dieser Schritt löst zusätzlich das Problem der 
Fragmentierung des Kompositionsprogramms (Problem 2), indem alle zu einer Komponente 
gehörenden Kompositionsschritte nah beieinander gespeichert werden können. Dabei fließen 
alle technischen Beschränkungen in die Beschreibung der Kompositionsschritte, wodurch 
die Beschreibung der Beschränkungen der Feature-Modelle nur noch ökonomische und 
vertriebsbezogene Aspekte einbezieht (Problem 3). Wird während der Variantenauswahl die 
Planungskomponente aufgerufen und überprüft, ob zur sich aktuellen Selektion ein gültiges 
Kompositionsprogramm synthetisieren lässt, so können in diesem Arbeitsschritt auch die 
technischen Einschränkungen berücksichtigt werden (Problem 4). Eine Produktanpassung 
erfolgt integriert in den gesamten Prozess (Problem 6). Bestehen seitens eines Kunden 
Sonderwünsche, so müssen diese in Form einer Änderung des Feature-Modells dokumentiert 
werden. Es müssen Kompositionsschritte beschrieben werden, die diese Sonderwünsche in 
das Gesamtsystem integrieren. Durch die Entwicklungsabteilung muss die Implementierung 
bzw. Adaption entsprechender Komponenten bereitgestellt werden. Anschließend kann der 
Planer das Kompositonsprogramm für die angepasste Variante synthetisieren.  
Das geänderte Konzept enthält keine expliziten Abbildungen (Mappings) von Features auf 
Komponenten. Diese Abbildungen werden als semantisch annotierte Kompositionsschritte 
ohne auszuführende Geschäftslogik beschrieben. Dies ermöglicht es dem Planer, die 
Abbildungen mit in seine Berechnungen einzubeziehen. 
Eine Rekonfiguration eines existierenden Produktes (Anforderung 4) kann durch 
Bereitstellung geeigneter Kompositionsschritte realisiert werden. Soll beispielsweise eine 
Komponente A, die ein Feature x erbringt, durch eine Komponente B ersetzt werden, welche 
das selbe Feature erbringt, muss ein Kompositionsschritt existieren, der die Komponente A 
aus einem existierenden System entfernen kann. Existiert ein weiterer Schritt, der die 
Komponente B in das System integriert, so kann die Planungskomponente genutzt werden, 
um ein entsprechendes Kompositionsprogramm zu synthetisieren. Dazu ist es notwendig, 
dem Planer zusätzlich zur gewünschten Variante das bereits existierende System zu 
beschreiben. Aus diesen Informationen können die notwendigen Änderungen berechnet 
werden. 
Die Anforderung 9 (Integration existierender Technologien) führt dazu, dass es die zu 
erstellende Referenzarchitektur ermöglichen muss, verschiedenste existierende Technologien 
miteinander zu verbinden. Service Orientierte Architekturen (SOA, vgl. Kapitel 2.4) sind ein 
weit verbreitetes Architekturmuster, wenn es um die Entwicklung von potentiell verteilten 
und heterogenen Systemen geht. Web-Services basierend auf den verschiedenen XML-
Technologien stellen eine mögliche Implementierungsform einer SOA dar, werden von einer 
großen Zahl von Firmen unterstützt und gelten deshalb heute als de-facto Standard für die 
Implementierung von SOAs. Aus diesen Gründen wird die Referenzarchitektur auf Basis 
einer SOA realisiert und für die Implementierung die Technologien im Umfeld von Web-
Services genutzt. Die verschiedenen Überlegungen und Entscheidungen führen zu einer 
Architektur wie sie in Abbildung 15 dargestellt ist. 
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Abbildung 15: Referenzarchitektur für das Forward-Engineering 
Zur Beschreibung der Variabilitäten werden Feature-Modelle erstellt, die Instanzen eines 
Feature-Meta-Modells sind. Die Kompositionsschritte, die eine bestimmte Komponente in 
das Gesamtsystem integrieren können sowie die Kompositionsschritte zur Abbildung der 
verschiedenen Sichten aufeinander werden mittels SLL als Web-Services (Service 1 bis n in  
Abbildung 15) realisiert. Wie in Kapitel 3.2 aufgezeigt, bietet SLL eine Programmiersprache 
im Umfeld von Web-Services, die den Anforderungen an eine 
Kompositionsbeschreibungssprache am besten gerecht wird. Die Services erhalten eine 
syntaktische Schnittstelle (mittels WSDL beschrieben) und zusätzlich eine semantische 
Beschreibung basierend auf den Feature-Modellen und einem zusätzlichen Meta-Modell 
(vgl. Kapitel 4.1.4). Diese Services werden in einer Service-Registry hinterlegt, auf die die 
Planungskomponente Zugriff hat. 
Soll eine konkrete Variante der Produktlinie erstellt werden, muss die erwartete/gewünschte 
Variante basierend auf den erstellten Feature-Modellen als eine Anfrage an die 
Planungskomponente formuliert werden. Die Planungskomponente synthetisiert auf Basis 
der Anfrage und der semantischen Beschreibungen der Kompositionsschritte ein 
Kompositionsprogramm. Dieses Kompositionsprogramm wird der Workflow-Engine zur 
Ausführung gegeben. Das Ergebnis ist eine Instanz der Software-Produktlinie, die den 
gegebenen Anforderungen entspricht. Um die Erstellung der Anfrage an den Planer zu 
erleichtern, muss eine Benutzerschnittstelle erstellt werden, die eine Variantenauswahl 
ermöglicht. 
Zusätzlich zu den Kompositionsschritten und den synthetisierten Kompositionsprogrammen 
werden die beteiligten Komponenten Planer, Workflow-Engine und Service-Registry als 
Web-Services bereitgestellt. Dieses Vorgehen führt zu einer losen Kopplung und ermöglicht 
den Austausch einzelner Komponenten, ohne andere zu beeinflussen.  
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4.1.2 Das Feature-Meta-Modell 
Die Abbildung 16 zeigt die gängige graphische Notation von Feature-Modellen im Rahmen 
des feature-orientierten Ansatzes zur Realisierung von Software-Produktlinien (vgl. 3.1). Die 
Merkmale werden in einem hierarchischen Baum angeordnet, dessen oberster Knoten vom 
Typ Feature ist. Knoten im Feature-Baum, die variable Features enthalten, werden auch als 
Variationspunkte (engl. variation points, [JGJ97]) bezeichnet.  
 
Abbildung 16: Graphische Notation von Feature-Diagrammen 
Abbildung 17 zeigt das zur Feature-Modellierung gehörige Meta-Modell (als UML 
Klassendiagramm). Das ursprüngliche Meta-Modell bestand lediglich aus Muss-Merkmalen 
(mandatory features), optionalen Merkmalen (optional feature) sowie einem exklusiven 
Oder (XOR). Später wurden die Feature-Modelle um weitere Aspekte wie Formale Semantik 
([BHS+04] und [Rie03]), Kardinalitäten [CK05], Constraint-Beschreibungssprachen 
[LLC04], Kennzeichnung von noch zu verfeinernden Konzepten, Parametrisierung, 
graphischer Notation von Querbeziehungen und Knoten mit mehreren Eltern erweitert. Nach 
[Gom04] ist es auch möglich, UML zur Modellierung von Produktlinien zu verwenden. 
 
Abbildung 17: Das FODA-Meta-Modell (UML-Klassendiagramm) 
Abbildung 18 zeigt ein einfaches Feature Modell, das die Variabilitäten in einem (fiktiven) 
Automobil beschreibt. Dabei besteht ein Auto grundsätzlich aus einem Motor und einem 
Getriebe. Optional ist eine Klimaanlage erhältlich. Beim Motor hat man die Wahl entweder 
zwischen einem Diesel- oder einem Benzin-Motor, beim Getriebe gibt es die Unterscheidung 
zwischen automatischem und manuellem Getriebe. Das gezeigte Feature-Modell ist sehr 
rudimentär. Es könnten weitere Verfeinerungen vorgenommen werden wie die Anzahl der 
Gänge bei den verschiedenen Getriebeversionen, die als Kinder der jeweiligen Merkmale im 
Feature-Baum dargestellt werden würden.  
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Abbildung 18: Einfaches Feature-Modell für Variabilitäten in einem Automobil 
Das Feature-Meta-Modell soll, wie im vorangegangenen Kapitel erläutert, auch zur 
Modellierung der Variabilitäten der Komponenten eingesetzt werden. Dabei entstehen, 
zusätzlich zu den am Anfang von Kapitel 4 genannten, spezielle Anforderungen, die 
nachfolgend erläutert werden.  
Mächtigkeit und Rollenkonzept 
Bei der Erstellung von Software-Produktlinien wird wie in Kapitel 2.2 erläutert zwischen 
Problemraum und Lösungsraum unterschieden. Dabei beinhaltet der Problemraum die Sicht 
eines Endkunden auf das Gesamtsystem. Der Lösungsraum ist die interne Sicht auf die 
(technischen) Artefakte, bestehend aus Software, Dokumentationen und Tests, mit deren 
Hilfe das Gesamtsystem zusammengestellt wird. Wie am Anfang von Kapitel 4 aufgezeigt, 
ergeben sich daraus die Sichten 1...n und n+1 auf das Gesamtsystem. 
Im Rahmen der vorliegenden Arbeit wird nicht strikt zwischen Problem- und Lösungsraum 
(extern und intern sichtbare Variabilitäten) unterschieden. Es wird wie bereits erläutert die 
Auffassung vertreten, dass der Übergang je nach Wissenstand und technischem Verständnis 
des Endkunden fließend ist. Für einen Kunden können als Problemraum die funktionalen 
Features Patientensuche und Patientenverwaltung (vgl. Kapitel 1.2) ausreichend sein, um 
beispielsweise eine Variante des Systems Soarian Integrated Care zusammenzustellen. Für 
diesen Kunden sind nichtfunktionale Features wie verwendeter Applikationsserver und 
Datenbank uninteressant. Jedoch kann für einen Kunden, der Vorwissen und bestimmte 
Anforderungen im Bereich Datenbanken hat, das Feature Datenbank und seine 
verschiedenen Ausprägungen sehr wohl eine Rolle spielen und er möchte sein Produkt 
dementsprechend anpassen können. 
Aus diesen Überlegungen ergeben sich zwei Anforderungen. Zum einen muss die Feature-
Modellierungssprache mächtig genug sein, um Features des bisherigen Lösungsraumes (die 
Sicht n+1) modellieren zu können. Zum anderen muss es ein Rollenkonzept geben, dass es 
ermöglicht, bestimmte Teile des Feature-Modells bei der Variantenauswahl für bestimmte 
Rollen zu zeigen bzw. zu verbergen. Des Weiteren soll dadurch eine iterative Verfeinerung 
des Feature-Modells durch verschiedene Rollen des Endkunden und der 
Entwicklungsabteilung möglich sein.  
Abwärtskompatibilität zum FODA-Feature-Meta-Modell 
Um bereits existierende FODA-Feature-Modelle wiederverwenden zu können, muss das zu 
erstellende Meta-Modell mindestens die gleiche Ausdrucksstärke wie das 
ursprüngliche/erweiterte FODA-Feature-Meta-Modell haben. Zusätzlich muss es die 
Möglichkeit einer Transformation von FODA-Feature-Modellen auf  die neuen Feature-
Modelle geben. 
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Parametrisierbarkeit und Typsystem 
Da die Modellierungssprache auch eingesetzt werden soll, um Teile des Lösungsraumes zu 
modellieren, muss es möglich sein, Features zu parametrisieren. Ist eines der Features 
beispielsweise der bereits oben erwähnte Applikationsserver, soll es möglich sein, bei der 
Auswahl der Variante auszuwählen, auf welchem Port der Server Anfragen entgegennimmt. 
Um verschiedene Datentypen (z. B. integer, boolean und string) zu unterstützen, soll das 
Feature-Meta-Modell ein erweiterbares Typsystem beinhalten. Zusätzlich zu den 
Basisdatentypen sollen Aufzählungstypen unterstützt werden. 
Wiederverwendung  
In Kapitel 2.2.3 wurde auf die verschiedenen Reifegrade von Software-Produktlinien 
eingegangen. Einer der Reifegrade ist die Produktpopulation, die bestimmte Teile von 
Software-Produktlinien für andere Produktlinien weiterverwendet und dadurch den 
potentiellen Einsatzbereich erweitert. Dies hat zur Folge, dass für die zusätzlichen 
Einsatzbereiche wiederum Feature-Modelle erstellt werden müssen.  
Dieser Einsatzbereich/Reifegrad soll durch die Feature-Modellierungssprache unterstützt 
werden. Das hat zur Folge, dass bei der Beschreibung mehrerer ähnlicher Feature-Modelle 
so wenig wie möglich Daten redundant erstellt werden sollen. Dies führt zum einen zur 
Anforderung, dass es in einem Feature-Modell möglich sein soll, bereits existierende 
Feature-Modelle zu importieren und die dort definierten Features zu verwenden. Um 
gemeinsame Eigenschaften von Features zu kapseln und bereits existierende Features 
erweitern zu können, soll zusätzlich die Feature-Modellierungssprache eine Vererbung im 
Sinne der objektorientierten Modellierung unterstützen. 
Unterstützung von Kardinalitäten 
Wie am Anfang des Kapitels gezeigt, unterstützt die FODA-Feature-Modellierungssprache 
(das FODA-Feature-Meta-Modell) keine Kardinalitäten bei Features (bzw. bei 
Parametern/Attributen). Diese Kardinalitäten werden benötigt, um begrenzte oder 
unbegrenzte Listen von Features zu realisieren. Ein Beispiel dafür ist eine Population von 
Servern für die elektronische Fallakte (eFA). Dabei soll sich ein Kunde sein Gesamtprodukt 
aus einem bis n eFA-Servern zusammenstellen können, wobei jeder der Server anders 
konfiguriert sein kann. Für diesen Anwendungsfall würde ein eFA-Server als Feature 
modelliert werden. Die Modellierung des Produktes (als Feature) muss es ermöglichen, ein 
oder beliebig viele eFA-Server (Subfeatures) zu ermöglichen. 
Gliederung 
Das Kapitel 4.1.2.1 stellt das zu den Anforderungen passende Meta-Modell vor und erklärt 
die zugrunde liegenden Konzepte. Da das Feature-Meta-Modell ein erweiterbares Typsystem 
beinhaltet, geht Kapitel 4.1.2.2 auf die Definition von im Rahmen der vorliegenden Arbeit 
notwendigen Basisdatentypen ein. Die Möglichkeit der Definition von Beschränkungen auf 
Feature-Modellen wird in Kapitel 4.1.2.3 diskutiert. Das Kapitel 4.1.2.4 zeigt, wie FODA-
Feature-Modelle (vgl. 2.2.1) auf Feature-Modelle des neu definierten Feature-Meta-Modells 
abgebildet werden können. Abschließend gibt Kapitel 4.1.2.5 eine Zusammenfassung dieses 
Abschnittes. 
  
4.1 Forward Engineering 
 61
4.1.2.1 Die Definition des Feature-Meta-Modells 
Die dargelegten Anforderungen führen zu einem Feature-Meta-Modell, dass in Abbildung 19 
als UML-Klassendiagramm dargestellt ist. 
 
Abbildung 19: Feature-Meta-Modell (UML-Klassendiagramm) 
Die zentrale Klasse des Meta-Modells ist die Klasse Feature. Diese entspricht der 
gleichnamigen Klasse aus dem FODA-Feature-Meta-Modell (vgl. Abbildung 17) und 
ermöglicht die Modellierung von Konzepten aus dem Problem- und Lösungsraum (extern 
sichtbare und Komponenten-Variabilitäten). Ein Feature hat einen Namen (name), der als 
eindeutige Kennung dient. Dieser wird bei der Persistenz von Referenzen/Assoziationen 
innerhalb von Feature-Modellen verwendet. Des Weiteren kann einem Feature eine 
Beschreibung (description), eine Beschriftung (label), eine Kategorie (category) sowie ein 
Bild (icon) zur Darstellung in einer graphischen Benutzeroberfläche zugewiesen werden. 
Zusätzlich kann ein Feature als abstrakt markiert werden (das Attribut abstract), was 
bedeutet, dass dieses Feature nicht direkt verwendet werden kann, sondern nur zur 
Modellierung gemeinsamer Eigenschaften von davon abgeleiteten Features dient. 
Die Anforderung der Wiederverwendung von Feature-Modellen durch andere Feature-
Modelle spiegelt sich in den Klassen FeatureModel und Import wieder. Dabei ist 
FeatureModel die Wurzelklasse des Feature-Meta-Modells (im Gegensatz zu RootFeature 
bei dem FODA-Feature-Meta-Modell). Ein FeatureModel kann null bis n Instanzen der 
Klasse Import haben, welche dann die zu importierenden Feature-Modelle definieren. Die 
Persistierung von Referenzen zu Features anderer Feature-Modelle beginnen dann mit dem 
definierten Präfix (Attribut prefix der Klasse Import).  
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Sollen Features wiederverwendbar und durch Vererbung erweiterbar sein, ist es nicht 
möglich, sie wie beim FODA-Meta-Modell direkt durch die Komposition subFeature zu 
verschachteln. Stattdessen muss die Definition aller Features auf derselben Ebene als 
Komposition feature der Klasse FeatureModel erfolgen. Die Verschachtelung wird durch die 
Klasse Reference erreicht. Jedes Feature kann null bis n Instanzen dieser Klasse haben (die 
Komposition Feature/reference). Dabei hat eine Reference einen Namen (name). Des 
Weiteren gibt es die Attribute lowerBound und upperBound, die bestimmen, wie viele 
Instanzen der Klasse Reference eine Instanz der Klasse Feature hat. Diese Attribute sind die 
Erfüllung der Anforderung nach Modellierbarkeit von Kardinalitäten. Zur Bestimmung des 
Typs der Referenz hat die Klasse die Assoziation ftype. Dabei ist es möglich, Features 
desselben oder eines importierten Feature-Modells zu referenzieren. 
Um eine Parametrisierbarkeit von Features zu ermöglichen, können Instanzen der Klasse 
Feature null bis n Instanzen der Klasse Property definieren. Eine Property hat einen Namen 
(name), definiert Kardinalitäten (lowerBound und upperBound) und hat einen bestimmten 
Datentyp. Der Datentyp kann ein einfacher Datentyp (SimpleDataType) oder eine 
Aufzählung (Enumeration) sein (vgl. Abbildung 20). Das Typsystem ist selbst ist erweiterbar 
und die Basisdatentypen werden in Kapitel 4.1.2.2 definiert. 
  
Abbildung 20: Meta-Modell für Datentypen (UML-Klassendiagramm) 
Zur Umsetzung der Anforderung der rollenspezifischen Sichtbarkeit von 
Features/Parametern existiert die Aufzählung Level. Sie definiert die verschiedenen Werte 
LEVEL_SALES (für die Rolle des Vertriebs), LEVEL_CONFIGURATOR (für die Rolle 
eines Inbetriebnehmers eines Systems), LEVEL_DEVELOPER (für einen Software-
Entwickler des Systems) und LEVEL_DATABASE_EXPERT (für einen Datenbank-
Experten). Sowohl für Instanzen der Klassen Property und Reference kann angegeben 
werden, für welche der Rollen der Parameter bzw. das Feature sichtbar sein soll. 
Im vorliegenden Meta-Modell ist das Rollenkonzept als Aufzählung auf Meta-Modell-Ebene 
realisiert. Um das Konzept flexibel und erweiterbar zu halten, sollte eine zukünftige Version 
einen ähnlichen, erweiterbaren Ansatz wie bei der Modellierung des Typsystems nutzen (vgl. 
Kapitel 7). 
4.1.2.2 Definition von Basis-Datentypen 
Wie im vorherigen Kapitel aufgezeigt, ist das Typsystem des Feature-Meta-Modells 
erweiterbar. Dies bedeutet auch, dass keine Basisdatentypen auf Meta-Modell-Ebene 
vorgeschrieben sind. Um die Anwendungsfälle im Rahmen der vorliegenden Arbeit zu 
realisieren, existiert ein eigenständiges Feature-Modell dataTypes, dass die Basisdatentypen 
String, Boolean und Integer definiert (vgl. Abbildung 21). Dieses Feature-Modell kann über 
den Import-Mechanismus in allen Feature-Modellen importiert und die Datentypen 
  
4.1 Forward Engineering 
 63
entsprechend verwendet werden. Die Semantik der Datentypen entspricht denen der 
Programmiersprache Java: 
• Der Datentyp String ist definiert als eine beliebig lange Zeichenkette. 
• Der Datentyp Boolean dient zum Speichern der logischen Werte true und false. 
• Der Datentyp Integer dient zur Darstellung ganzer Zahlen und hat eine Größe von 32 
bit. Damit lassen sich ganzzahlige Werte im Bereich von -2147483648 bis 
2147483647 ausdrücken. 
 
Abbildung 21: Basis-Datentypen (UML-Instanzdiagramm) 
Die graphische Benutzeroberfläche sowie weitere Werkzeuge zur Manipulation und 
Verwendung der Feature-Modelle sind zuständig für die korrekte Umsetzung und 
Verwendung der entsprechenden Datentypen. 
4.1.2.3 Definition von Beschränkungen 
Aus ökonomischen Gründen kann es sinnvoll sein, bestimmte Features eines Produktes nur 
in Zusammenhang mit anderen Features zu verkaufen. In der Automobilbranche ist es 
beispielsweise üblich, bestimmte Ausstattungsmerkmale an andere zu koppeln, die technisch 
nichts oder wenig miteinander zu tun haben, beispielsweise die Wahl der Stoffart der Sitze 
an die Rad-/Reifenkombination. Im Bereich der Medizintechnik könnte man die 
Verfügbarkeit einer Patientensuche an die Selektion eines Moduls zur Verwaltung von 
elektronischen Patientenakten koppeln. Aus ökonomischer Sicht macht eine solche 
Einschränkung unter Umständen Sinn, um den Absatz wenig gefragter Features durch die 
Bindung an häufig nachgefragte Features zu steigern und damit auch den Gewinn pro 
verkauftem Produkt.  
Solche Regeln haben den Nachteil, dass sie mit steigender Zahl schwer wartbar werden und 
zum Teil zu nicht erfüllbaren Bedingungen führen. Technische Beschränkungen wie 
beispielsweise die Voraussetzung eines Applikationsservers für die Installation eines 
Enterprise Java Beans (EJB) werden mit diesem Mechanismus nicht ausgedrückt (vgl. 
Problem 3). Diese Informationen werden im Rahmen der semantischen Beschreibung der 
Kompositionsschritte (siehe Kapitel 4.1.4) modelliert, so dass die automatische 
Planungskomponente sie auswerten kann. 
Die Abbildung 22 zeigt das Meta-Modell zur Beschreibung von den im Rahmen der 
vorliegenden Arbeit notwendigen Beschränkungen (engl. constraints) von Feature-Modellen. 
Dabei ist es möglich, dass ein Feature (eine Instanz der Klasse Feature) ein 
RequiredFeatureConstraint definiert, das wiederum ein anderes existierendes Feature 
referenziert. Die Semantik dieser Einschränkung ist die Forderung nach der Selektion des 
benötigten Features (requiresFeature), sobald das definierende Feature Teil einer Variante 
ist. Das Gegenteil dieser Beschränkung ist das ProhibitFeatureConstraint. Ist das 
definierende Feature Bestandteil einer Variante, darf das referenzierte Feature nicht 
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Bestandteil der Variante sein. Um Einschränkungen auf Parametern bzw. Eigenschaften 
(Properties) zu definieren, existiert die Klasse PropertyConstraint. Sie erlaubt die Referenz 
auf die Definition einer Eigenschaft und fordert von dieser einen bestimmten Wert 
(hasValue).  
 
Abbildung 22: Meta-Modell zur Beschreibung von Beschränkungen (UML-Klassendiagramm) 
Werden eine oder mehrere definierte Einschränkungen bei der Auswahl einer Variante nicht 
eingehalten, ist die Variantenauswahl ungültig und die Benutzeroberfläche muss 
entsprechende Fehlermeldungen anzeigen. 
Konzeptionell ist die vorgestellte Constraint-Beschreibungssprache sehr einfach und wenig 
ausdrucksstark. Um komplexere Einschränkungen definieren zu können, muss diese Sprache 
bzw. deren Meta-Modell erweitert werden (vgl. Kapitel 7). 
4.1.2.4 Abbildung von FODA-Feature-Modellen 
Abbildung 23 zeigt das fiktive Feature-Modell eines Autos aus Abbildung 18 in UML-
Instanzdiagramm-Notation. Das Auto als Wurzel-Feature hat die Muss-Merkmale Motor und 
Getriebe sowie das optionale Feature Klimaanlage. Der Motor kann entweder ein Diesel- 
oder ein Benzinmotor sein, das Getriebe kann automatisch oder manuell geschaltet werden, 
jeweils realisiert durch die Feature-Gruppen vom Typ XOR mit den entsprechenden Kinder-
Features. 
 
Abbildung 23: Feature-Modell des Autos (UML Instanzdiagramm) 
Abbildung 24 zeigt das semantisch Äquivalente Feature-Modell als Instanz des im Rahmen 
dieser Arbeit definierten Feature-Meta-Modells (als UML-Instanzdiagramm). 
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Abbildung 24: Feature-Modell des Autos gemäß des neuen Feature-Meta-Modells (UML-
Instanzdiagramm) 
Die Instanz autoModel vom Typ FeatureModel ist die Basisinstanz dieses Feature-Modells. 
Sie beinhaltet die Instanzen autoFeature, motorFeature, getriebeFeature und 
klimaanlageFeature vom Typ Feature. Diese entsprechen den gleichnamigen Features aus 
Abbildung 23. Die Schachtelung der Features motorFeature, getriebeFeature und 
klimaanlageFeature als Subfeatures des autoFeature erfolgt über die Instanzen motor, 
getriebe und klimaanlage vom Typ Reference. Sie haben jeweils eine Assoziation zu den 
entsprechenden (abstrakten) Feature-Definitionen und bestimmen über die Attribute 
lowerBound und upperbound, ob sie obligatorisch oder optional sind. Die Auswahl des 
Motor- bzw. Getriebetyps wird über die Definition entsprechender Features realisiert, die 
ihrerseits über den Vererbungsmechanismus die Features motorFeature und getriebeFeature 
erweitern. Zusätzlich werden beide Features als abstrakt markiert. Dies bedeutet, dass bei der 
Auswahl  des auto/motor die Features dieselMotor und benzinMotor und bei der Selektion 
des auto/getriebe die Features automatikGetriebe und manuellesGetriebe zur Verfügung 
stehen. 
Abbildungsregeln 
Aus diesem Beispiel lassen sich folgende Transformationsregeln von FODA- auf  FXL-
Feature-Modelle ableiten. Dabei werden Klassen und Instanzen des FODA-Feature-Meta-
Modells  (Abbildung 17) mit dem Präfix foda versehen, Klassen und Instanzen im Rahmen 
der Arbeit entwickelten Meta-Modells (Abbildung 19) mit dem Prefix fxl. Instanznamen 
werden in geschweiften Klammern geschrieben. 
• Für eine Instanz der Klasse foda:RootFeature muss eine Instanz der Klasse 
fxl:FeatureModel {fxl:featureModel} erzeugt werden.  
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• Für alle Instanzen der Klassen foda:RootFeature, foda:MandatoryFeature und 
foda:OptionalFeature {foda:f} müssen Instanzen der Klasse fxl:Feature {fxl:f} 
erzeugt werden. Die Werte des Attributes foda:Feature/name von {foda:f} wird auf 
das entsprechende Attribut fxl:Feature/name von {fxl:f} kopiert. Alle neu erzeugten 
Instanzen werden durch die Komposition fxl:FeatureModel/feature der Instanz 
{fxl:featureModel} referenziert. 
• Für alle Kompositionen vom Typ foda:Feature/subFeature, die nicht als Quelle 
{foda:source} oder Ziel {foda:target} ein Feature vom Typ foda:XOR haben, wird 
eine Instanz der Klasse fxl:Reference {fxl:ref} erzeugt. Der Wert des Attributes 
fxl:Reference/name von {fxl:ref} ergibt sich aus dem Namen des Zielfeatures 
{foda:target} der Komposition, jedoch mit dem ersten Buchstaben als 
Kleinbuchstabe. Die Instanz {fxl:ref} wird durch die Komposition 
fxl:Feature/reference der jeweiligen Quellfeatures (der fxl-Entsprechnung zu 
{foda:source}) referenziert. 
• Ist ein solches Subfeature (foda:Feature) vom Untertyp foda:MandatoryFeature, 
wird den  Attributen fxl:Reference/lowerBound und fxl:Reference/upperBound von 
{fxl:ref} der Wert 1 zugewiesen. 
• Ist das Subfeature (foda:Feature) vom Untertyp foda:OptionalFeature, wird dem  
Attribut fxl:Reference/lowerBound von {fxl:ref} der Wert 0 und dem Attribut 
fxl:Reference/upperBound von {fxl:ref} der Wert 1 zugewiesen. 
• Für alle Instanzen der Klasse foda:Feature {foda:f}, die Ziel der Komposition 
foda:Feature/subFeature sind und bei denen die Quelle der Komposition eine 
Instanz der Klasse foda:XOR {foda:xor} ist, referenziert die Assoziation 
fxl:Feature/extends des dazugehörigen Features im FXL-Feature-Modell die 
entsprechende Instanz der Klasse fxl:Feature der Quelle der Komposition 
foda:Feature/subFeature, welche als Ziel die Instanz {foda:xor} hat. 
Zusätzliche Modellierungsregeln 
Um ein logisches Oder (OR) zu realisieren, müssen die gleichen Schritte wie in der letzten 
Transformationsregel ausgeführt werden. Anders als in der Regel muss der Wert des 
Attributes fxl:Reference/upperBound aber auf einen Wert > 1 gesetzt werden. Damit ist es 
möglich, ein oder mehrere der Subfeatures auszuwählen, was dem logischen Oder entspricht. 
4.1.2.5 Zusammenfassung 
In diesem Abschnitt wurde eine Feature-Modellierungssprache vorgestellt, die mächtig 
genug ist, zusätzlich zu den Eigenschaften des Problemraums auch komplexe Features aus 
dem Bereich des Lösungsraumes zu beschreiben. Dazu gehören die Unterstützung 
erweiterter Konzepte wie Parametrisierung und Vererbung. Es wurden die verschiedenen 
Meta-Modell-Elemente vorgestellt und gezeigt, dass das Meta-Modell durch entsprechende 
Transformationsregeln abwärtskompatibel mit dem FODA-Feature-Meta-Modell ist.  
Im den folgenden Abschnitten soll dieses Feature-Meta-Modell als Grundlage für eine 
Komponentenbeschreibungssprache und zur semantischen Beschreibung von 
Kompositionsschritten genutzt werden. 
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4.1.3 SLL als Kompositionsbeschreibungssprache 
Für den Arbeitsschritt Schritt 4 (Kompositionsprogramm als Kombination verschiedener 
Kompositionsschritte) wird eine Kompositionsbeschreibungssprache benötigt, die es 
ermöglichen soll, beliebige Kompositionsschritte miteinander zu kombinieren. Für diesen 
Zweck muss die Sprache ausdrucksstark, bestenfalls turing-vollständig sein. Da die Sprache 
im Rahmen der in Kapitel 4.1.1 definierten Referenzarchitektur eingesetzt wird und diese als 
eine SOA mit Web-Services konzipiert ist, muss die Sprache bzw. deren 
Ausführungsumgebung die im Rahmen von Web-Service eingesetzten Technologien 
unterstützen. Des Weiteren muss die Sprache selbst komponierbar sein, um eine 
automatische Komposition von Kompositionsprogrammen zu ermöglichen.  
Der im Kapitel 3.2 vorgestellte Service Language Layer (SLL) stellt eine 
Programmiersprache zur Verfügung, die alle genannten Anforderungen erfüllt und es 
ermöglicht, beliebige Web-Services zu implementieren. Mit OpenXL [DKR06] steht zudem 
eine erweiterbare Ausführungsumgebung für SLL-Services zur Verfügung. Aus diesen 
Gründen wird für die Implementierung von Kompositionsprogrammen im Rahmen der 
vorliegenden Arbeit SLL als Kompositionsbeschreibungssprache eingesetzt. 
4.1.4 Eine Kompositionsschrittbeschreibungssprache basierend auf 
SLL und der Feature-Modellierungssprache 
Wie in Kapitel 4.1.3 erläutert, verbindet ein Kompositionsprogramm verschiedene 
Kompositionsschritte, um eine komplexe Aufgabe zu erfüllen. Im Falle der Erstellung eines 
konkreten Produktes einer Software-Produktlinie führen die Kompositionsschritte 
verschiedene Kompositionstechniken aus, um existierende Komponenten zu adaptieren, zu 
konfigurieren und miteinander zu verbinden.  
Die Kompositionstechniken sind in unterschiedlichsten Implementierungstechnologien 
realisiert und deren Ausführung ist potentiell verteilt. Aus diesem Grund wird für die 
Beschreibung der Kompositionsschritte die Web-Service-Programmiersprache des Service 
Language Layer (SLL) eingesetzt. Diese ermöglicht es zum einen, die unterschiedlichen 
Kompositionstechniken anzustoßen, bietet darüber hinausgehend eine Abstraktion des 
Kompositionsschrittes nach außen als Web-Service, der implementierungs- und 
lokationsunabhängig aufgerufen werden kann. Somit beschränkt sich die Aufgabe der 
Kompositionsbeschreibung (bzw. Erstellung des Kompositionsprogramms) auf eine 
Kombination unterschiedlicher Web-Services. 
Um das Kompositionsprogramm anhand einer Variantenauswahl synthetisieren zu können, 
ist es notwendig, die einzelnen Kompositionsschritte semantisch zu annotieren. SLL bietet 
die Möglichkeit, zu jeder Web-Service-Operation eine semantische Annotation in einem 
beliebigen Format zu hinterlegen. Diese kann später als Teil der Beschreibung des Services 
durch die Planungskomponente aus der Service-Registry abgerufen werden. 
Im Rahmen von Semantischen Web-Services (vgl. Kapitel 2.4.3) ist es üblich, eine Service-
Operation mittel Eingabe, Ausgabe, Vorbedingungen und Effekt (engl. Input-Output-
Precondition-Effect, IOPE) zu beschreiben. Im Folgenden wird das Meta-Modell vorgestellt, 
mit dessen Hilfe die Operationen auf diese Weise annotiert werden können (vgl. Abbildung 
25). Es nutzt den IOPE-Ansatz und verwendet als Basis das in 4.1.2 definierte Feature-Meta-
Modell. Als Beispiel soll ein fiktiver Roboter im Automobilbau dienen, der die Fähigkeit 
besitzt, einem Auto einen Benzinmotor einzubauen. Passend dazu wird die Beschreibung 
  
Kapitel 4  Konzepte 
 
 68
eines Kompositionsschrittes benötigt, der diesen Vorgang inklusive Vorbedingungen und 
Effekt beschreibt. 
 
Abbildung 25: Meta-Modell zur semantischen Beschreibung von Kompositionsschritten (UML-
Klassendiagramm) 
Der Basis-Teil des Service-Semantik-Meta-Modells repräsentiert die Konzepte des IOPE. Es 
ist möglich, für einen Service (Klasse ServiceDescription) beliebig viele Operationen 
(Klasse OperationDescription) zu beschreiben. Eine Operation entspricht einem 
Kompositionsschritt. Der Name der Operation entspricht dem Namen der Operation eines 
SLL-Web-Services. Für das Automobil-Beispiel ist das der Name installiereMotor. Eine 
Operation kann über beliebig viele Eingabenparameter (Klasse OperationParameter) und 
Rückgabeparameter (Klasse OperationResult) verfügen, die jeweils einen Namen und einen 
Datentypen haben und den Parametern und Ergebnissen des SLL-Services entsprechen. In 
dem Beispiel ist der Eingabeparameter die syntaktische Repräsentation einer Instanz des 
Features Auto. Der Rückgabeparameter ist vom selben Typ und beinhaltet die Repräsentation 
des Autos, nachdem die Operation ausgeführt wurde. Bis zu diesem Punkt kann das Meta-
Modell die syntaktische Schnittstelle des Services (Input und Output) ausdrücken.  
Zur Beschreibung der Vorbedingungen der Operation, die gültig sind, bevor selbige 
ausgeführt wird, sowie den Effekten der Ausführung der Operation, werden die Klassen 
PreCondSemantic (Abbildung 26) und EffectsSemantic (Abbildung 27) definiert. Die 
verfeinerten Meta-Modelle dieser Klassen werden im Folgenden beschrieben.  
Um einen endlosen Aufruf der Operation installiereMotor und damit im Beispiel den Einbau 
von zwei oder mehr Motoren in ein Auto zu vermeiden, muss es möglich sein, auszudrücken, 
dass das Auto (bzw. die Konkrete Instanz des Features) vor Aufruf der Operation über 
keinen Motor verfügen darf. Diese Information (in Form einer Instanz der Klasse 
PreConditionsVariable in Abbildung 26) bezieht sich auf einen Eingabeparameter der 
Operation (die Assoziation parameter der Klasse PreConditionsVariable). Es muss 
ausgedrückt werden, dass das Auto über noch keine Instanz des Features Motor verfügt. Ein 
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Verbieten ist über die Komposition prohibitsFeature der Klasse PreConditionsVariable 
möglich. Dabei wird das zu verbietende Feature mittels der Komposition feature der Klasse 
FeaturePreConditions sowie der Assoziation feature der Klasse FeatureInstance 
referenziert. Zusätzlich zum Verbieten bestimmter Features erlaubt das Semantik-Meta-
Modell ein Fordern (Komposition hasFeatures) sowie ein Unterstützen (Komposition 
supportsFeatures). Um eine geforderte oder unterstützte  Instanz eines Features später (in 
der Effektbeschreibung) wiederverwenden zu können, muss es über eine eindeutige Kennung 
verfügen (das Attribut uniqueId der Klasse FeatureInstance). Es können zusätzlich 
Einschränkungen bezüglich Eigenschaften der Features vorgenommen werden (Komposition 
condition der Klasse FeaturePreCondition). Der Teil des Meta-Modells zur Beschreibung 
von Einschränkungen wird weiter unten gesondert beschrieben. 
 
Abbildung 26: Meta-Modell zur Beschreibung von Vorbedingungen (UML-Klassendiagramm) 
Der Effekt der Operation installiereMotor ist, dass die Instanz des Features Auto über eine 
Instanz des Features BenzinMotor verfügt. Wie bereits bei den Vorbedingungen beziehen 
sich Effekte stets auf einen Rückgabeparameter (Assoziation result der Klasse 
EffectsVariable in Abbildung 27). In dem Beispiel bezieht sich die Beschreibung auf den 
Rückgabeparameter vom Typ Auto. Um auszudrücken, dass ein Feature hinzugefügt wurde, 
wird die Komposition hasFeatures der Klasse EffectsVariable verwendet. In der Klasse 
FeatureEffects kann entweder auf Features (bzw. Feature-Instanzen) der Vorbedingungen 
Bezug genommen werden (die Komposition hasPreconditionFeatures) oder es können neue 
Instanzen angelegt werden (Komposition hasFeatures der Klasse FixedFeatureInstance). 
Für das Beispiel würde eine Instanz vom Typ BenzinMotor angelegt werden.  
Zusätzlich können bei neu angelegten Instanzen Eigenschaften mit Werten belegt werden 
(Komposition value der Klasse FixedFeatureInstance) sowie bei Wiederverwendung von 
Features aus den Vorbedingungen Berechnungen ausgeführt werden (Komposition 
calculation der Klasse FeatureCalculation). Um zu beschreiben, dass das Ergebnis alle in 
den Effekten nicht explizit genannten Features enthält (von einem Parameter erbt), existiert 
die Komposition hasAdditionalFeatures der Klasse FeatureEffects. Analog dazu referenziert 
die Komposition hasRequiredFeaturesOf alle Features, die in den Vorbedingungen als 
benötigt genannt und in den Effekten nicht explizit verändert oder entfernt wurden. Diese 
werden dem Ergebnis automatisch hinzugefügt.  
  




Abbildung 27: Meta-Modell zur Beschreibung von Effekten (UML-Klassendiagramm) 
Nachfolgend werden die Teile des Meta-Modells vorgestellt, die es ermöglichen, 
Einschränkungen auf Feature-Instanzen zu definieren (Abbildung 28) sowie Berechnungen 
auf Feature-Instanzen auszuführen (Abbildung 29). Beim bisher verwendeten Beispiel des 
Autos und Motors wäre es denkbar, die Anzahl der Befestigungspunkte für den Motor am 
Chassis als Eigenschaft befestigungsPunkte des Autos zu modellieren. Diese Eigenschaft 
wäre vom Typ Integer (vgl. Kapitel 4.1.2.2) und könnte beliebige Werte > 0 annehmen. Nun 
wäre es für den Kompositionsschritt installiereMotor durch Verwendung des Meta-Modells 
zur Beschreibung von Beschränkungen (Abbildung 28) möglich, zu definieren, für welche 
Werte dieser Eigenschaft ein Motor installiert werden kann. Für die Umsetzung der 
untersuchten Praxisbeispiele reichen eine Bedingung auf Gleichheit (Klasse 
EqualsCondition) und Ungleichheit (Klasse NEqualsCondition). Ist der Wert der mit der 
Assoziation property referenzierten Eigenschaft einer Feature-Instanz gleich (bei der 
EqualsCondition bzw. ungleich bei der NEqualsCondition) dem Wert des Attribut value, ist 
die Bedingung erfüllt. 
 
Abbildung 28: Meta-Model zur Beschreibung von Beschränkungen (UML-Klassendiagramm) 
Um die Werte eines Attributes einer Feature-Instanz während eines Kompositionsschrittes 
ändern zu können, wurde das Meta-Modell zur Beschreibung von Berechnungen (Abbildung 
29) definiert. Dabei ist es möglich, Eigenschaften von Feature-Instanzen einen neuen Wert 
zuzuweisen (die Klasse Assignment). Zusätzlich ist es möglich, zu Werten von Eigenschaften 
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vom Datentyp Integer einen weiteren Wert hinzuzufügen (die Klasse Add sowie das Attribut 
value). 
 
Abbildung 29: Meta-Model zur Beschreibung von Berechnungen (UML-Klassendiagramm) 
Sowohl das Meta-Modell zur Beschreibung von Beschränkungen als auch das Meta-Modell 
zur Berechnungen sind sehr einfach und optimiert für die Anwendungsfälle der Praxis, die 
im Rahmen der Arbeit untersucht wurden. Um weitere Anwendungsfälle damit abdecken zu 
können, müssen beide zukünftig erweitert werden (siehe dazu auch Kapitel 7). 
4.1.5 Variantenauswahl als Anfrage an die Planungskomponente 
Bisherige Ansätze zur Realisierung von Software-Produktlinien (vgl. Kapitel 3.1) nutzen zur 
Auswahl der Beschreibung einer konkreten Variante die Instanziierung des Feature-Modells. 
Diese Instanz wird wie gezeigt optional auf andere Features (bzw. deren Instanzen) 
abgebildet. Anschließend wird ein von Hand erstelltes Kompositionsprogramm gestartet, das 
als Eingabeparameter die Instanz erhält. Dieses Kompositionsprogramm führt basierend auf 
der Auswahl der Features bestimmte Kompositionsschritte aus und konfiguriert, adaptiert 
und kombiniert verschiedene Komponenten, um das Produkt zu bauen, das der 
Variantenauswahl entspricht. 
Im Konzept des Forward-Engineering wird das Kompositionsprogramm von einer 
Planungskomponente basierend auf der Variantenauswahl und den semantischen 
Annotationen der zur Verfügung stehenden Kompositionsschritte synthetisiert. Um dies zu 
realisieren, ist es notwendig, eine Anfrage (engl. Query, vgl. Abbildung 30) an die 
Planungskomponente zu formulieren. Dabei ist eine Anfrage konzeptionell die semantische 
Beschreibung eines Kompositionsprogramms, das als Ergebnis die gewünschte Variante der 
Produktlinie liefert. Die Planungskomponente hat die Aufgabe, die Implementierung dieses 
Kompositionsprogramms zu synthetisieren. 
Mit Hilfe der im vorliegenden Kapitel vorgestellten Meta-Modelle ist es möglich, die 
Anfrage für eine konkrete Variante der Produktlinie zu formulieren. Die Erzeugung dieser 
Anfrage muss mit Hilfe von graphischen Benutzerschnittstellen (siehe Kapitel 1.3) 
unterstützt werden und wird anschließend an die Planungskomponente gesendet. Das 
Ergebnis der Planung ist ein synthetisiertes Kompositionsprogramm, das ausgeführt werden 
kann, um die Variante zu erstellen. Da als Kompositionsbeschreibungssprache SLL 
verwendet wird, handelt es sich bei dem Kompositionsprogramm um einen SLL-Web-
Service. Auf Grund der Tatsache, das für dieses synthetisierte Kompositionsprogramm eine 
semantische Beschreibung in Form der Anfrage zur Verfügung steht, kann es, wenn es selbst 
in der Service-Registry hinterlegt wird, in künftigen Planungen wiederverwendet werden und 
somit selbst wieder zu einem (komplexen) Kompositionsschritt werden. Dieser Ansatz 
ermöglicht eine hierarchische Dekomposition von Produktlinien auf Subsysteme.  
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Im Kontext der Automobile wäre es so beispielsweise möglich, ein Kompositionsprogramm 
für ein Chassis (bestehend aus Rahmen, Fahrwerk und Rädern) für Geländewagen 
synthetisieren zu lassen. Wird dieses Kompositionsprogramm inklusive der semantischen 
Beschreibung in der Registry gespeichert, kann es später bei der Anfrage nach einem 
Kompositionsprogramm für die Erstellung eines Geländewagens (Chassis, Karosse inkl. 
Lackierung und Innenausstattung) von der Planungskomponente wiederverwendet werden, 
ohne alle Planungsschritte neu ausführen zu müssen. 
 
Abbildung 30: Meta-Modell zur Beschreibung von Anfragen (UML-Klassendiagramm) 
Eine Anfrage wird als Instanz der Klasse Query (Abbildung 30) formuliert. Die Komposition 
preferences der Klasse Query dient zur Parametrisierung der Planungskomponente. Es ist 
möglich zu definieren, wie viele Unter-Kompositionsschritte an dem zu synthetisierenden 
Kompositionsprogramm maximal beteiligt sein dürfen (das Attribut maxNumberOfServices), 
wie lange die Planung maximal dauern darf (das Attribut timeOutMs), wie viele parallele 
Prozesse die Planungskomponente einsetzen soll (das Attribut threadCount) und welche 
Optimierungsstrategie bei der Suche verwendet werden soll (das Attribut 
optimizationStragety). Die möglichen Werte dieses Attributes sind abhängig von der zur 
Verfügung stehenden Planungskomponente und werden im Kapitel 5.2.4 im Detail 
beschrieben. 
Eine Query enthält genau eine Beschreibung der Schnittstelle des gewünschten 
Kompositionsprogramms (die Komposition operation). Diese Beschreibung enthält, analog 
zur Beschreibung normaler Kompositionsschritte (vgl. Kapitel 4.1.5), eine syntaktische 
Beschreibung bestehend aus dem Attribut name und den Kompositionen parameter und 
result der Superklasse QueryOrOperation sowie eine semantische Beschreibung. Diese 
besteht aus den Vorbedingungen, die vor der Ausführung des zu synthetisierenden 
Kompositionsprogramms gelten (die Komposition precondition). Im Gegensatz zur 
semantischen Beschreibung normaler Kompositionsschritte enthält eine Query keine Effekte 
sondern Nachbedingungen (die Komposition postCondition), die nach der Ausführung des 
geplanten Programms gelten sollen und somit die gewünschte Variante der Produktlinie 
beschreiben. 
Existiert vor der Ausführung der Planung bereits eine Variante der Produktlinie, die 
rekonfiguriert werden soll (vgl. Anforderung 4), besteht die Möglichkeit, diese mittels des 
Meta-Modells zur Beschreibung von Anfrage-Vorbedingungen (Abbildung 31) zu 
beschreiben. Dieses Meta-Modell ist ähnlich zu dem Meta-Modell zur Beschreibung von 
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Vorbedingungen aus Abbildung 26, mit dem Unterschied, dass es nur möglich ist zu 
beschreiben, welche Instanzen von Features bereits vorhanden sind (die Komposition 
hasFeatures der Klasse QueryPreConditionsVariable). Es ist nicht notwendig, Instanzen von 
Features zu verbieten oder zu unterstützen (die Kompositionen prohibitsFeature und 
supportsFeature aus Abbildung 26). 
 
Abbildung 31: Meta-Modell zur Beschreibung von Anfrage-Vorbedingungen (UML-
Klassendiagramm) 
Das Meta-Modell zur Beschreibung von Nachbedingungen in Anfragen (Abbildung 32) 
beschreibt die Eigenschaften der erwarteten Variante nach der Ausführung des 
synthetisierten Kompositionsprogramms. Dabei handelt es sich um eine vereinfachte Version 
des Meta-Modells aus Abbildung 27. Es ist lediglich notwendig, zu beschreiben, welche 
Instanzen von Features gefordert werden (die Komposition hasFeatures der Klasse 
PostConditionsVariable) und welche Instanzen von Features verboten werden (die 
Komposition prohibitsFeatures). Wie bereits im Meta-Modell aus Abbildung 27 ist es dabei 
möglich, Einschränkungen (die Kompositionen condition der Klassen FeaturePreCondition 
und FeaturePostCondition) vorzunehmen. 
 
Abbildung 32: Meta-Modell zur Beschreibung von Anfrage-Nachbedingungen (UML-
Klassendiagramm) 
  




Im Kapitel Forward-Engineering wurden die Konzepte dargelegt, wie mittels automatischer 
Komposition von Kompositionsprogrammen Software-Produktlinien realisiert werden und 
damit der Aufwand für Erstellung und Wartung durch Einsatz einer Planungskomponente 
minimiert werden kann. Dazu wurde auf Basis des SOA-Architekturmusters eine 
Referenzarchitektur vorgestellt, die durch Verwendung von Web-Service-Technologien, 
Konzepten aus dem Umfeld der semantischen Web-Services sowie durch Bereitstellung 
erweiterter Meta-Modelle die gestellten Anforderungen erfüllen soll. Um sowohl die 
Variabilitäten einer Produktlinie, die für einen Kunden von außen sichtbar sind, als auch die 
technischen Variabilitäten der an der Produktlinie beteiligten Software-Komponenten 
beschreiben zu können, wurde ein erweitertes Feature-Meta-Modell vorgestellt. Dieses 
unterstützt erweiterte Konzepte wie ein Rollenkonzept zur Bereitstellung unterschiedlicher 
Sichten auf Feature-Modelle sowie ein erweiterbares Typsystem zur Parametrisierung von 
Features. Um Kompositionsprogramme realisieren zu können, die benötigt werden, um 
konkrete Produkte basierend auf einer Variantenauswahl erzeugen zu lassen, wird die Web-
Service-Programmiersprache SLL eingesetzt. Diese Sprache wird außerdem zur 
Implementierung der einzelnen Kompositionsschritte verwendet und bietet durch die 
Bereitstellung von Konzepten aus dem Forschungsgebiet der semantischen Web-Services die 
Voraussetzung für die semantische Beschreibung der Kompositionsschritte auf Basis eines 
vorgestellten Meta-Modells und den Feature-Modellen. Ein zusätzliches Meta-Modell 
erlaubt die Anfrage an die Planungskomponente nach einer bestimmten Variante der 
Produktlinie. Die Planungskomponente ist in der Lage, mit Hilfe der semantischen 
Beschreibungen der Kompositionsschritte das dazu notwendige Kompositionsprogramm zu 
synthetisieren. Durch die Möglichkeit, eine existierende Variante bei der Anfrage an die 
Planungskomponente zu beschreiben, besteht zudem die Möglichkeit, eine Rekonfiguration 
von bestehenden Produkten zu realisieren. 
4.2 Reverse Engineering 
Das Reverse-Engineering bezeichnet im Rahmen der vorliegenden Arbeit die Erstellung 
einer Software-Produktlinie auf Basis eines existierenden Altsystems. In der Regel sind 
solche Systeme über Jahre gewachsen, wobei meist ihre ursprünglich vorgesehene 
Architektur aufgeweicht wurde und ihre Modularität verloren gegangen ist. Die Anforderung 
7 sieht für die Umarbeitung einen minimal-invasiven Ansatz vor, der zu möglichst vielen 
Zeitpunkten ein funktionierendes Softwaresystem bereitstellt. Aus diesem Grund ist das erste 
Teilziel die Erstellung einer konfigurierbaren Produktbasis im Sinne der Reifegrade von 
Software-Produktlinien (vgl. Kapitel 2.2.3). Das bedeutet, dass alle möglichen Produkte die 
selbe Code-Basis nutzen und Anpassungen über Konfiguration der Komponenten 
vorgenommen werden. Auf Grund der Tatsache, dass die Teile des existierenden Systems 
unter Umständen eng miteinander verwoben bzw. die unterschiedlichen Teilaspekte 
technisch nicht voneinander getrennt sind, ist es in einem ersten Schritt notwendig, das 
existierende System als eine Sammlung verschiedener logischer, technischer Komponenten 
umzuarbeiten.  
Um so wenig wie möglich Änderungen an einem existierenden System vornehmen zu 
müssen, werden die Komponenten zusätzlich zu dem existierenden System modelliert und 
ihre Konfigurationsmöglichkeiten beschrieben. Die ursprüngliche Applikationslogik bleibt 
erhalten und muss durch Erstellung von so genannten Wrappern in der Form angepasst 
werden, dass die in den Komponenten beschriebenen Konfigurationsmöglichkeiten 
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berücksichtigt werden. Für die Verwaltung der Komponenten und deren Konfigurationen ist 
ein so genannter Komponenten-Container zuständig. Abbildung 33 stellt das beschriebene 
Konzept graphisch dar.  
 
Abbildung 33: Umarbeitung eines existierenden Software-Systems 
Dieses Kapitel nutzt die Terminologie der modellgetriebenen Software-Entwicklung. Da es 
bei der Verwendung der verschiedenen Meta-Ebenen je nach Betrachtungsweise zu 
Konflikten bzw. Ebenen-Verschiebungen kommen kann, soll die Nutzung innerhalb dieses 
Kapitels nachfolgend nochmals definiert werden. Wie bereits in Kapitel 2.1 beschrieben, 
stehen Grammatiken und Meta-Modelle auf einer Ebene. Der Unterschied zwischen beiden 
ist, dass Meta-Modelle abstrakte Syntaxen beschreiben, während Grammatiken dazu 
verwendet werden, um konkrete Syntaxen zu beschreiben. Auf Komponenten angewendet 
bedeutet das, dass ein Komponenten-Meta-Modell eine Beschreibungssprache für die 
abstrakte Syntax einer Komponente ist (vgl. Abbildung 34). Zur Beschreibung der Meta-
Modelle bzw. Grammatiken stehen wiederum (Komponenten-) Meta-Meta-Modelle bzw. 
Meta-Grammatiken zur Verfügung, welche es erlauben, beliebige Grammatiken und Meta-
Modelle zu erstellen. Die Instanzen eines Meta-Modells werden als Modelle bezeichnet, die 
Instanzen einer Grammatik als gültige Sätze der Grammatik. Analog dazu werden Instanzen 
des Komponenten-Meta-Modells bzw. der Komponenten-Beschreibungssprache als 
Komponenten-Modell bezeichnet. Die Begriffe Meta-Modell und  Beschreibungssprache 
werden nachfolgend äquivalent eingesetzt. 
 
Abbildung 34: Begrifflichkeiten des Reverse-Engineering 
Sollen für eine Komponente beispielsweise die Schnittstellen zu anderen Komponenten 
beschrieben werden, so wird eine entsprechende Schnittstellen-Beschreibungssprache 
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(Abbildung 34 rechts), welches nach der verwendeten Terminologie ein Teil bzw. eine 
Erweiterung des Kerns des Komponenten-Meta-Modells darstellt. Die konkrete 
Beschreibung der Schnittstellen der Komponente ist Teil des Komponenten-Modells. Ein 
weiteres Beispiel, auf das im Kapitel 4.2.2 noch im Detail eingegangen wird, ist die 
Internationalisierung von Komponenten. Soll eine Komponente internationalisierbar sein, so 
braucht man eine Grammatik bzw. ein Meta-Modell, das diese Beschreibung ermöglicht und 
Erweiterung bzw. Teil des Komponenten-Meta-Modells ist (I18n in Abbildung 34). Die 
konkreten Übersetzungen einer Komponente bestehend aus den Übersetzungsschlüsseln und 
den dazugehörigen Übersetzungen in verschiedene Sprachen sind als Instanz des Meta-
Modells Teil des Komponenten-Modells. Soll eine Komponente innerhalb eines Software-
Systems eingesetzt werden, so kann deren Komponenten-Modell (bzw. eine Kopie davon) 
verwendet und in bestimmten Grenzen angepasst werden. 
Die Abbildung 35 stellt das Konzept des Reverse-Engineering als Abänderung der 
Vorgehensweise aus Abbildung 12 graphisch dar. Das existierende Software-System wird 
um Komponenten-Modelle erweitert, deren Eigenschaften mit einer geeigneten 
Komponenten-Beschreibungssprache formalisiert werden. In einem ersten Schritt findet 
keine Feature-Modellierung zur Beschreibung extern sichtbarer Variabilitäten statt. Die 
Variabilitäten der Komponenten werden als Erweiterungen des Komponenten-Meta-Modells 
beschrieben. Das existierende Kompositionsprogramm bzw. der existierende Build-Prozess 
wird durch die Inkludierung der Erweiterungen des Komponenten-Meta-Modells nur 
minimal erweitert. Eine Variantenauswahl erfolgt durch Anpassung der Komponenten-
Modelle unter Einhaltung der für die Meta-Modelle definierten Beschränkungen. Dieses 
Anpassen wird als Konfiguration bezeichnet. Das existierende Altsystem ist Bestandteil aller 
Produkte und die verschiedenen Produkte unterscheiden sich lediglich durch die 
verschiedenen Konfigurationen.  
 
Abbildung 35: Umarbeitung eines existierenden Software-Systems 
Ist das erste Teilziel erreicht, ist es möglich, die existierende Software weiter umzuarbeiten 
und in nachgelagerten Schritten die beim Forward-Engineering vorgestellten Konzepte 
einzusetzen, die eine Beschreibung der Produkte aus Kundensicht sowie eine 
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Flexibilisierung der Assemblierung der Produkte beinhalten und damit die anderen 
Reifegrade für Software-Produktlinien erreicht werden können. 
Für die Beschreibung der Komponenten-Modelle wird ein Komponenten-Meta-Modell 
benötigt, welches im Kapitel 4.2.1 vorgestellt wird. Kapitel 4.2.2 erläutert den Einsatz und 
die Erweiterbarkeit dieses Meta-Modells am Beispiel der Internationalisierung von Software-
Systemen. Um zu ermöglichen, Produkt-Konfigurationen in Form von angepassten 
Komponenten-Modellen zentral zu speichern und durch den Komponenten-Container zu 
verwalten, geht Kapitel 4.2.3 auf ein dazu notwendiges Meta-Modell im Detail ein. Um nach 
Abschluss der ersten Arbeitsschritte mit den Konzepten des Forward-Engineering fortfahren 
zu können, sind zusätzliche Transformationen notwendig, welche im Abschnitt 4.2.4 
thematisiert werden. Abschließend gibt Kapitel 4.2.5 eine Zusammenfassung der Konzepte 
des Reverse-Engineering. 
4.2.1 Das einfache, erweiterbare Komponenten-Meta-Modell 
Wie in Kapitel 3.3 aufgezeigt, existiert eine Vielzahl von Komponenten-Meta-Modellen und 
Komponenten-Beschreibungssprachen. Als Konsequenz aus den daraus entstehenden 
Problemen soll im Rahmen der vorliegenden Arbeit ein einfaches, erweiterbares Meta-
Modell eingesetzt werden, welches in Abbildung 36 dargestellt ist und im Folgenden 
diskutiert wird. Dieses Meta-Modell repräsentiert das Kern-Komponenten-Meta-Modell aus 
Abbildung 34 und bietet die Möglichkeit der Erweiterung um zusätzliche Meta-Modelle. 
 
Abbildung 36: Meta-Model zur Beschreibung von Komponenten (UML-Klassendiagramm) 
Die Basis dieses Meta-Modells ist die Klasse ComponentDescriptor, welche instanziert wird, 
um ein Komponenten-Modell zu erstellen. Die Klasse hat die Attribute id und version, 
welche eine eindeutige Benennung sowie die Versionierung der Komponente erlauben. Das 
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Attribut data erlaubt die Speicherung beliebiger Teile des Komponenten-Modells 
beispielsweise in Form von XML-Daten.  
Soll für eine Komponente eine Erweiterung des Komponenten-Meta-Modells sowie beliebig 
viele Instanzen davon bereitgestellt werden, muss die Klasse Configuration (die 
Komposition ComponentDescriptor/configuration) instanziert werden. Der Name 
Configuration wurde gewählt, da es sich bei der Erweiterung um die 
Konfigurationsbeschreibung von Komponenten handelt. Dabei erhält eine Configuration 
eine eindeutige Kennung (das Attribut id) und eine der Konfiguration zugeordnete 
Dateiendung (das Attribut extension). Zusätzlich kann festgelegt werden, ob die 
Konfiguration bzw. dessen Meta-Modell anderen Komponenten-Modellen zur Verfügung 
gestellt wird (das Attribut share) und wie viele Instanzen des Meta-Modells pro 
Komponenten-Modell zugelassen sind (das Attribut instancesPerComponent). 
Wird die Klasse MetaModel über die Komposition Configuration/metaModel instanziert, 
wird über das Attribut metaModelFile das Meta-Modell (z. B. ein Ecore-Meta-Modell), das 
die Konfiguration beschreibt, angegeben. Werden über die Komposition 
Configuration/import andere Konfigurationen referenziert, stehen die Klassen der darin 
enthaltenen Meta-Modelle in diesem zur Verfügung und werden in der graphischen 
Benutzeroberfläche mit dem definierten prefix angezeigt. 
Informationen über Instanzen von Meta-Modellen (Teile von Komponenten-Modellen) 
werden über die Klasse ConfigurationInstance (die Komposition Configuration/instance) 
gespeichert. Eine Instanz erhält eine eindeutige Kennung (das Attribut identifier) sowie 
optional einen Dateinamen (das Attribut fileName). Der Dateiname muss gesetzt sein, wenn 
die Instanz in einer Datei außerhalb der Komponentenbeschreibung gespeichert werden soll 
(das Attribut saveType hat den Wert FILE). Zusätzlich besteht die Möglichkeit, die Instanz 
direkt in der Komponentenbeschreibung zu speichern (das Attribut saveType hat den Wert 
CDF), indem das Attribut ComponentDescriptor/data genutzt wird (siehe oben). Soll eine 
Instanz Modellelemente anderer Instanzen referenzieren können, müssen diese über die 
Kompositionen ConfigurationInstance/imports sowie ImportedInstances/importedInstance 
angemeldet werden. Dabei werden Referenzen zu den importierten Instanzen mit dem 
vorangestellten prefix persistiert. 
Um graphische Benutzeroberflächen bzw. Editoren für die Instanzen der Konfigurationen 
bereitzustellen und zu konfigurieren, ist es möglich, die Klasse Editor über die Komposition 
Configuration/editor zu instanziieren. Es ist möglich, einen Ordner anzugeben, in dem 
Bilder abgelegt sind, die für den Editor verwendet werden sollen (das Attribut iconsFolder). 
Zusätzlich besteht die Möglichkeit, Anpassungen des Editors bezüglich Darstellung der 
angezeigten Texte und Bilder (das Attribut customLabelProvider) sowie Anpassung der 
gesamten Editoren (die Komposition EditorCustomizations) vorzunehmen. 
Die Klasse EventHandler ermöglicht es, eine Implementierung einer Klasse zu nennen, die 
auf Ereignisse im Zusammenhang mit dem Komponentenmodell reagiert. Dazu gehören 
unter anderem Ereignisse wie „Laden und Speichern des Kern-Komponentenmodells“ sowie 
„Laden und Speichern von Instanzen bestimmter Erweiterungen des Meta-Modells“. 
Stellt eine Komponente eine Konfiguration bzw. deren Meta-Modell bereit und erlaubt sie es 
anderen Komponenten, es wiederzuverwenden (der Wert des Attributes Configuration/share 
hat den Wert true), so können die anderen Komponenten das durch Instanziieren der Klasse 
ImportedConfiguration und Referenzieren durch deren Assoziation configuration tun. Zu der 
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importierten Konfiguration können beliebig viele Instanzen angelegt werden (die 
Komposition ImportedConfiguration/instance), insofern es dessen Wert des Attributes 
instancesPerComponent zulässt. 
Die Verwendung des erweiterbaren Komponenten-Meta-Modells soll im nachfolgenden 
Kapitel anhand eines Beispiels verdeutlicht werden. 
4.2.2 Das Beispiel Internationalisierung 
In komplexen Software-Systemen, die in unterschiedliche Länder verkauft werden, ist es 
zwingend notwendig, diese zu internationalisieren. Die Internationalisierung gehört 
entsprechend Kapitel 2.2 zu den (von außen sichtbaren) Variabilitäten eines Systems. Es ist 
möglich, dass eine konkrete Instanz einer Produktlinie in einer bestimmten Sprache 
ausgeliefert wird oder sogar das Umschalten zwischen mehreren Sprachen unterstützt. Aus 
diesem Grund muss zum einen ein Feature Sprachunterstützung (eine konkrete vs. 
Mehrsprachigkeit) modelliert werden, zum anderen wird ein Meta-Modell zur Beschreibung 
der Übersetzungen benötigt. Das nachfolgende Beispiel soll zeigen, die das in Kapitel 4.2.1 
vorgestellte Meta-Modell genutzt werden kann, um beide Modellierungen durchzuführen. 
Das Translation Memory eXchange (TMX [TMX08]) stellt ein XML-basiertes Datenformat 
zur Verfügung, mit dessen Hilfe die Internationalisierung beliebiger Texte beschrieben 
werden kann. Die Grammatik des Datenformats liegt in Form einer XML-Schema-Datei vor. 
Abbildung 37 zeigt eine vereinfachte Version des zu TMX gehörenden Meta-Modells in 
UML-Klassendiagramm-Notation. Die Klasse TMX ist die Basisklasse des Meta-Modells 
und sie erlaubt, die verwendete TMX-Version zu bestimmen (das Attribut version) und 
inkludiert sowohl einen Header, als auch einen Body. Der Header enthält allgemeine 
Informationen über die TMX-Instanz wie das verwendete Werkzeug zur Erstellung (das 
Attribut creationTool), die Sprache des Administrators (das Attribut adminlang) sowie die 
Basissprache der Übersetzung (das Attribut srclang). Der Body erlaubt mit Hilfe der 
Komposition tu die Beschreibung beliebig vieler Übersetzungen, wobei tu für „translation 
unit“ (deutsch: Übersetzungseinheit) steht. Eine Übersetzungseinheit besteht aus einer 
eindeutigen Kennung (das Attribut tuid) sowie einer Anmerkung (das Attribut note). Zu 
einer Einheit kann es mittels der Komposition tuv beliebig viele Übersetzungen geben. Eine 
Übersetzung in Form einer Instanz der Klasse Tuv besteht aus der verwendeten Sprache (das 
Attribut language) sowie dem übersetzten Text (das Attribut seg). Der Wert des Attributes 
language kann einen der Werte der Aufzählung Languages annehmen, welche Beispielhaft 
die Aufzählungswerte en für Englisch und de für Deutsch enthält.  
 
Abbildung 37: Das TMX-Internationalisierungs-Meta-Modell (UML-Klassendiagramm) 
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Abbildung 38 zeigt ein Meta-Modell, das zur Konfiguration der Internationalisierbarkeit 
einer Komponente bzw. einen Software-Systems eingesetzt werden kann. Die Klasse 
I18nConfig ist die Basisklasse dieses Meta-Modells. Über die Komposition i18nSupport 
erlaubt sie, die Art der Internationalisierbarkeit zu definieren. Wird eine Instanz der Klasse 
SingleLanguage angelegt, kann über das Attribute language ausgedrückt werden, dass die 
Komponente genau diese Sprache unterstützen soll. Wird eine Instanz der Klasse 
MultiLanguage verwendet, kann über die Aufzählung des Attributes language definiert 
werden, welche Sprachen (zwei oder mehr) unterstützt werden sollen. 
 
Abbildung 38: Das Meta-Modell zur Konfiguration der Internationalisierbarkeit (UML-
Klassendiagramm) 
Die beiden vorgestellten Meta-Modelle sollen im Folgenden verwendet werden, um das 
Komponenten-Meta-Modell zu erweitern. Zu diesem Zweck werden beide mit Hilfe des 
Ecore-Meta-Meta-Modells modelliert und unter den Dateinamen tmx.ecore bzw. 
config.ecore abgelegt. 
Abbildung 39 zeigt ein UML-Instanzdiagramm eines Komponentenmodells, das beide Meta-
Modelle inkludiert und damit das Komponenten-Meta-Modell erweitert. Das TMX-Meta-
Modell wird über die Instanz tmxConfig vom Typ Configuration eingebunden. Die Datei-
endung von TMX-Dateien ist „tmx“. Der Dateiname des Meta-Modells ist „tmx.ecore“. Das 
Konfigurations-Meta-Modell wird über die Instanz i18nConfig vom Typ Configuration 
eingebunden. Die Datei-Endung der Instanzen ist „i18nConfig“. Der Dateiname des Meta-
Modells ist „config.ecore“.  
 
Abbildung 39: Komponenten-Modell (UML-Instanzdiagramm) 
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Zusätzlich zum Einbinden der Meta-Modelle werden in Abbildung 39 zwei Instanzen der 
Meta-Modelle als Teil des Komponenten-Modells angelegt. Dies erfolgt über die Instanzen 
myTmx und defaultConfig vom Type ConfigurationInstance. Für beide werden eindeutige 
Kennungen definiert (die Werte der Attribute uid). Des Weiteren wird definiert, dass diese 
Instanzen im Dateisystem gespeichert werden (die Werte der Attribute save) und unter 
welchem Dateinamen sie gefunden werden können (die Werte der Attribute fileName). 
Die in Abbildung 39 beschriebenen Instanzen der Konfigurationen werden in Abbildung 40 
als UML-Instanzdiagramme dargestellt. Dabei handelt es sich bei der Instanz myTmx (links) 
um eine Instanz des TMX-Meta-Modells und enthält die zu übersetzenden Texte der 
Komponente. Sie beinhaltet eine Übersetzungseinheit helloWorld in Form der Instanz der 
Klasse Tu sowie zwei Übersetzungen als Instanzen der Klasse Tuv. Die erste Übersetzung 
erfolgt in die Sprache Englisch und lautet „Hello World.“ (die Werte der Attribute language 
und seg). Die Übersetzung ins Deutsche lautet „Hallo Welt.“ 
Die Instanz defaultConfig (rechts in Abbildung 40) ist vom Typ I18nConfig und repräsentiert 
die Standardkonfiguration der Komponente bezüglich der Internationalisierbarkeit. Es wird 
festgelegt, dass die Komponente die Sprache Englisch nutzen soll (die Instanz der Klasse 
SingleLanguage sowie der Wert des Attributes language). 
 
Abbildung 40: Die TMX- und Konfigurations-Modelle (UML-Instanzdiagramme) 
Zusammenfassung 
Das gezeigte Beispiel verdeutlicht die Erweiterbarkeit des Komponenten-Meta-Modells 
durch Erstellung der Meta-Modelle zur Beschreibung von Übersetzungen (das TMX-Meta-
Modell) sowie dem Meta-Modell zur Konfiguration der Internationalisierbarkeit. Werden 
beide im ComponentDescriptor angemeldet, können entsprechende Instanzen davon erzeugt 
werden und so das Komponenten-Modell erweitern. 
Das TMX- und das Konfigurations-Meta-Modell werden von mehreren Komponenten 
benötigt (alle, die internationalisiert werden), so dass es sinnvoll ist, eine eigenständige 
„Internationalisierungskomponente“ zu erstellen, die die beiden Meta-Modelle kapselt. Diese 
Komponente kann von anderen Komponenten importiert werden und die darin enthaltenen 
Meta-Modelle instanziert werden. Die potentielle Wiederverwendbarkeit durch andere 
Komponenten wird wie oben beschrieben über das Attribut share der Klasse Configuration 
ausgedrückt. 
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4.2.3 Eine Sicht für die Konfiguration aller Komponenten 
Mit dem im Kapitel 4.2.1 vorgestellten Meta-Modell ist es zum einen möglich, das 
Komponenten-Meta-Modell beispielsweise durch die Definition von Ecore-Meta-Modellen 
zu erweitern. Andererseits ist es möglich, Instanzen der Meta-Modelle zu definieren, aus 
denen sich das Komponenten-Modell dann zusammensetzt. Mit diesem Ansatz ist es 
möglich, beliebige Komponenten auf Basis von frei definierbaren Komponenten-Meta-
Modellen zu beschreiben. Um das Ziel einer konfigurierbaren Produktbasis zu erreichen, 
besteht zusätzlich die Notwendigkeit, die Konfigurationen der Komponenten, die zu einem 
konkreten Produkt gehören, zu spezifizieren.  
Abbildung 41 zeigt das Meta-Modell zur Speicherung von Produktkonfigurationen. Die 
Basisklasse ist die Klasse Configurations, welche über eine eindeutige Kennung des 
Produktes (das Attribut id) verfügt. Das Produkt besteht aus beliebig vielen Komponenten 
(die Komposition Configurations/component). Eine Komponente referenziert die jeweilige 
Komponentenbeschreibung (die Aggregation Component/descriptor) und speichert die 
Konfigurationsdaten im Attribute localData in Form von XML-Persistierungen der 
jeweiligen Instanzen. 
  
Abbildung 41: Das Meta-Model zur Speicherung der Produktkonfiguration (UML-Klassendiagramm) 
Für das Beispiel der Internationalisierung zeigt Abbildung 42 eine mögliche Konfiguration 
des Produktes für einen Kunden A. Die Instanz customerA der Klasse Configurations enthält 
die Konfiguration für die Komponente myComponent. Als Wert des Attributes localData 
wird eine Instanz der Klasse I18nConfig gespeichert, die konfiguriert, dass die Komponente 
die Sprache Deutsch verwenden soll. Das bedeutet, dass die Standardkonfiguration der 
Komponente (Nutzung der Sprache Englisch) überschrieben wird. 
 
 
Abbildung 42: Konfiguration der Internationalisierung eines Produktes (UML-Instanzdiagramm) 
Um die angepassten Konfigurationen für ein konkretes Produkt wirksam werden zu lassen, 
müssen diese beim Starten des Systems bzw. der Variante den Implementierungen der 
Komponenten durch geeignete Maßnahmen zugewiesen werden. Diese unterscheiden sich je 
nach verwendeter Infrastruktur des Softwaresystems (beispielsweise Applikationsserver oder 
OSGi-Container) und müssen deshalb individuell realisiert werden. Alternativ dazu ist es 
auch möglich, die Komponenten während der Erstellung des Produktes mit geeigneten 
Kompositionstechniken so zu adaptieren, dass die Standardkonfigurationen durch die 
geänderten ersetzt werden. Dabei findet die Korrelation zwischen der Instanz der Standard-
localData 
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Konfiguration und der geänderten über die eindeutige Kennung (das Attribute 
ConfigurationInstance/uid) der Standardkonfiguration statt. Der XML-Namensraum der 
XML-Persistierung entspricht der geänderten Konfiguration dieser Kennung. 
4.2.4 Die Transformation von Ecore-Meta-Modellen zu Feature-
Modellen 
Die bisher dargelegten Konzepte ermöglichen das Umarbeiten existierender Software zu 
einem konfigurierbaren, komponentenbasierten System basierend auf einem 
modellgetriebenen Ansatz. Alle konkreten Produkte dieses Systems verfügen über die 
gleiche Codebasis, die Anpassungen erfolgen über die Konfigurationen der Komponenten 
bzw. Anpassung der Komponenten-Modelle. Im Sinne der Reifegrade von Software-
Produktlinien (vgl. 2.2.3) ist es somit im ersten Schritt möglich, eine konfigurierbare 
Produktbasis zu erzeugen und daraus konkrete Produkte abzuleiten, ohne eine Trennung 
zwischen Domain-Engineering und Application-Engineering vorzunehmen. 
Um auch die anderen Reifegrade erreichen zu können, soll es ermöglicht werden, die im 
Rahmen des Forward-Engineering (vgl. Kapitel 4.1) vorgestellte Referenzarchitektur 
nutzbar zu machen, um von den Vorteilen der automatischen Komposition von 
Kompositionsprogrammen zu profitieren. Die Grundlage des Forward-Engineering ist die 
Modellierung der Variabilitäten der Software-Produktlinie mit Hilfe des Feature-Meta-
Modells. Ausgehend davon ist es möglich, die Kompositionsschritte semantisch zu 
beschreiben, was der Planungskomponente erlaubt, die Kompositionsprogramme zu 
synthetisieren. 
Im Rahmen des Reverse-Engineering wird das Ecore-Meta-Meta-Modell genutzt, um die 
Variabilitäten bzw. Konfigurationsmöglichkeiten von Komponenten zu beschreiben. Wenn 
es möglich ist, das Ecore-Meta-Meta-Modell auf das Feature-Meta-Modell abzubilden, so 
können die erzeugten Ecore-Meta-Modelle in Feature-Modelle transformiert werden und 
anschließend die Konzepte des Forward-Engineering angewendet werden. 
Abbildung 43 zeigt einen Ausschnitt des Ecore-Meta-Modells (vgl. Abbildung 4). Die 
Anordnung der Elemente unterhalb der gestrichelten Linie entspricht denen der 
entsprechenden Element des Feature-Meta-Modells aus Abbildung 19. Die Model-
Transformation geschieht nach den nachfolgend beschriebenen Regeln. Dabei werden 
Klassen des Ecore-Meta-Meta-Modells mit dem Präfix ecore versehen, die des Feature-
Modells mit dem Präfix fm. 
  




Abbildung 43: Ausschnitt des Ecore-Meta-Modells (UML-Klassendiagramm) 
• Die Klasse ecore:EPackage als Basisklasse eines Ecore-Meta-Modells wird auf die 
Klasse fm:FeatureModel abgebildet. Der Wert des Attributes 
fm:FeatureModel/name ergibt sich aus dem Wert des Attributes ecore:EClass/name. 
• Instanzen der Klasse ecore:EClass entsprechen den Features eines Feature-Modells. 
Aus diesem Grund wird die Klasse ecore:EClass auf die Klasse fm:Feature 
abgebildet, die Komposition ecore:EPackage/eClassifiers auf fm:Feature/feature 
abgebildet.  
• Vererbung auf Klassenebene wird bei Ecore mit der Aggregation 
ecore:EClass/eSuperTypes ausgedrückt. Dies wird auf den Feature-
Vererbungsmechanismus mittels der Aggregation fm:Feature/extends abgebildet. 
• Eine ecore:EClass verfügt das Attribut abstract, welches ausdrückt, dass die 
definierte Klasse nicht instanziert werden kann. Den gleichen Mechanismus gibt es 
bei dem Feature-Meta-Modell mit dem Attribut fm:Feature/abstract. 
• Das Featue-Meta-Modell erlaubt, für Features Attribute eines bestimmten Datentyps 
zu definieren und festzulegen, ob das Attribut optional oder verpflichtend ist oder ob 
es mehr als einmal auftreten darf (die Klasse fm:Property mit seinen Attributen und 
Aggregationen). Einen identischen Mechanismus ergibt sich bei Ecore über die 
Klasse ecore:EAttribute und seinen Attributen und Aggregationen. Deshalb kann der 
Ecore-Mechanismus leicht auf den Feature-Meta-Modell-Mechanismus abgebildet 
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werden. Für die Transformationsschritte bezüglich des Typsystems siehe weiter 
unten. 
• Die Verschachtelung von Features erfolgt im Feature-Meta-Modell über die Klasse 
fm:Reference. Bei Ecore ist die Verschachtelung (Komposition) von EClass-Klassen 
über die Klasse ecore:EReference gelöst, wenn das Attribut 
ecore:EReference/containment den Wert true hat. Ist der Wert des Attributes false, 
so entspricht dies einem fm:RequireFeatureContraint. 
• Bei Ecore existiert die Komposition ecore:EClass/eStructuralFeatures, welche es 
erlaubt, einer ecore:EClass beliebig viele Referenzen und Attribute zuzuordnen. 
Dies entspricht den Kompositionen fm:Feature/property und fm:Feature/reference 
des Feature-Meta-Modells. 
• Die Klassen ecore:EDataType und ecore:EEnumeration entsprechen der 
Modellierung der Datentypen im Feature-Meta-Modell in Form der Klassen 
fm:DataType, fm:SimpleDataType du fm:Enumeration. Analog zum Feature-Modell 
zur Definition der Basisdatentypen (vgl. Abbildung 21) existiert für Ecore ein 
solches Ecore-Meta-Modell. Die darin definierten Typen können auf die Typen des 
Feature-Modells abgebildet werden. 
Ausnahmen für die Abbildung des Ecore-Meta-Meta-Modells auf das Feature-Meta-Modell 
sind die Verschachtelung von Paketen ineinander (die Komposition 
ecore:EPackage/eSubPackages), die Modellierung von Schnittstellen sowie die Markierung 
von Attributen und Referenzen als nicht persistent. Wird darauf geachtet, dass bei der 
Erstellung der Konfigurations-Meta-Modelle diese Aspekte nicht benutzt werden, ist es 
möglich, die Meta-Modelle für die weiteren Schritte im Rahmen der Konzepte des Forward-
Engineering weiterzuverwenden. 
4.2.5 Zusammenfassung 
Das Kapitel Reverse-Engineering hat gezeigt, wie mit Hilfe eines durch Ecore-Meta-Modelle 
erweiterbares Komponenten-Meta-Modell dazu genutzt werden kann, um existierende 
Anwendungen so umzuarbeiten, dass daraus konfigurierbare Produktbasen erstellt werden 
können. Ein Konfigurations-Meta-Modell wird dazu verwendet, um die Konfigurationen für 
konkrete Produkte zu persistieren. Des Weiteren wurde gezeigt, dass sich ein vereinfachtes 
Ecore-Meta-Meta-Modell, das im Rahmen des Reverse-Engineering zur Modellierung von 
extern und intern sichtbaren Variabilitäten der Komponenten eingesetzt wird, auf das 
Feature-Meta-Modell abbilden lässt, so dass es möglich ist, die erstellten Ecore-Meta-
Modelle in Feature-Modelle zu transformieren. Dies ermöglicht es, im Anschluss an die 
Erstellung der konfigurierbaren Produktbasis die Schritte Schritt 3 bis 5 (vgl. Kapitel 4) mit 
Hilfe der im Forward-Engineering vorgestellten Konzepte durchzuführen, um auch die 
anderen Reifegrade von Software-Produktlinien zu erreichen. 
4.3 Hybrider Ansatz 
Das Kapitel Forward Engineering hat die Erstellung von Software-Produktlinien ohne 
existierende Altsysteme thematisiert. In der Terminologie der Software-
Kompositionssysteme (vgl. Kapitel 2.4.2) lag das Hauptaugenmerk auf dem Teil 
Kompositionssprache bestehend aus Komponentenbeschreibungssprache und 
Kompositionsbeschreibungssprache. Dabei erfolgte die Komponentenbeschreibung bzw. die 
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Beschreibung, wie Komponenten in ein konkretes Produkt der Software-Produktlinie 
integriert werden können, mittels Feature-Modellen und der semantischen Beschreibung der 
Kompositionsschritte, welche durch eine automatische Planungskomponente zu einem 
Kompositionsprogramm synthetisiert werden können. 
Das Reverse-Engineering hat ein auf dem Ecore-Meta-Meta-Modell basierendes, integriertes 
Konzept zur Komponenten-Meta-Modellierung und zur Bearbeitung des 
Komponentenmodells vorgestellt, um, basierend auf einem existierenden Software-System, 
eine konfigurierbare Produktbasis im Sinne der Reifegrade von Software-Produktlinien zu 
erzeugen. Um zu ermöglichen, dass im Anschluss daran die Konzepte des Forward-
Engineering weiterverwenden zu können, wurde eine Transformation des Ecore-Meta-Meta-
Modells auf das Feature-Meta-Modell realisiert. 
Die Abbildung 44 stellt noch einmal die Konzepte des Forward- und des Reverse-
Engineering (vgl. Abbildung 14 sowie Abbildung 35) gegenüber. 
 
Abbildung 44:Gegenüberstellung der Konzepte des Forward- und Reverse-Engineering 
Auf Grund von Budget-Planungen sowie unklaren Anforderungen bezüglich zu erwartendem 
Kundenkreis wird es in der Praxis vorkommen, dass neu zu erstellende Software-Systeme 
nicht von Beginn an als Produktlinien konzipiert werden, sondern erst später entsprechend 
den Reverse-Engineering-Ansätzen umgearbeitet werden müssen. Aus diesem Grund sieht 
der hybride Ansatz eine Integration beider Ansätze in dem Sinne vor, dass bei der Erstellung 
von Systemen stets die Reverse-Engineering-Konzepte von Anfang an zu verwenden sind. 
Das ermöglicht zum einen die Erstellung von komponentenbasierten, konfigurierbaren 
Software-Systemen, die Bereitstellung bzw. Generierung entsprechender 
Programmierschnittstellen und in die Eclipse-Entwicklungsumgebung integrierter Editoren. 
Zum anderen ermöglicht es, später auch die Ansätze des Forward-Engineering anwenden zu 
können, ohne die Struktur des Systems erneut unnötig zu ändern.  
Betrachtet man die zu integrierenden Ansätze, so kann man feststellen, dass bei beiden für 
die Aufgabe der Beschreibung von Variabilitäten eines Systems verschiedene 
Modellierungssprachen eingesetzt werden, die über ähnliche Ausdrucksstärke verfügen und 
aufeinander abgebildet werden können. Zum einen dient das Feature-Meta-Modell (vgl. 
Abbildung 19) als Grundlage für die Komponentenbeschreibungssprache. Zum anderen wird 
das Ecore-Meta-Meta (vgl. Abbildung 43) zur Erweiterung des Komponenten-Meta-Modells 
verwendet. 
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Die Anforderung 7 sieht einen ganzheitlichen Ansatz unter Verwendung von so wenig wie 
möglich Technologien vor. Deshalb ist es sinnvoll, eine der beiden Modellierungssprachen 
für beide Aufgaben einzusetzen. Da es sich bei Ecore um ein in der Eclipse-Gemeinschaft 
weit verbreitetes Meta-Meta-Modell handelt und das im Rahmen der vorliegenden Arbeit 
vorgestellte Feature-Meta-Modell proprietär ist, ist es sinnvoll, Ecore als Grundlage für den 
hybriden Ansatz zu wählen. Entsprechend dieser Wahl wird das Feature-Meta-Modell durch 
das Ecore-Meta-Meta-Modell ersetzt und es müssen alle Meta-Modelle des Forward-
Engineering entsprechend angepasst werden. Abbildung 45 stellt das Konzept als Anpassung 
der Abbildung 14 noch einmal dar. 





























Abbildung 45: Angepasstes Konzept für den hybriden Ansatz 
Zu den zu adaptierenden Meta-Modellen zählen das Meta-Modell zur Beschreibung von 
Beschränkungen in Feature-Modellen (Abbildung 22), das Meta-Modell zur semantischen 
Beschreibung von Kompositionsschritten (Abbildung 25), das Meta-Modell zur 
Beschreibung von Vorbedingungen (Abbildung 26), das Meta-Modell zur Beschreibung von 
Effekten (Abbildung 27), das Meta-Modell zur Beschreibung von Beschränkungen 
(Abbildung 28), das Meta-Model zur Beschreibung von Berechnungen (Abbildung 29),  das 
Meta-Modell zur Beschreibung von Anfragen (Abbildung 30) inklusive dem Meta-Modell 
zur Beschreibung von Anfrage-Vorbedingungen  (Abbildung 31) sowie dem Meta-Modell 
zur Beschreibung von Anfrage-Nachbedingungen (Abbildung 32). 
Die Adaption wird exemplarisch am Meta-Modell zur Beschreibung von Anfrage-
Vorbedingungen (vgl. Abbildung 46) durchgeführt, die anderen Adaptionen erfolgen analog 
dazu. Die Veränderungen gegenüber dem Original erfolgt durch Ersetzen der Klassen des 
Feature-Meta-Modells durch die Klassen des Ecore-Meta-Meta-Modells entsprechend der 
Abbildungsregeln in Kapitel 4.2.4. Konkret wurden in Abbildung 46 die Klassen Feature 
und Property des Feature-Meta-Modells durch die Klassen EClass sowie EAttribute des 
Ecore-Meta-Meta-Modells ersetzt. Wird das konsequent umgesetzt, lassen sich Ecore-Meta-
Modelle wie die ursprünglichen Feature-Modelle verwenden. 
  




Abbildung 46: Angepasstes Meta-Modell zur Beschreibung von Anfrage-Vorbedingungen (UML-
Klassendiagramm) 
Im Zuge der Nutzung von verbreiteten bzw. akzeptierten Modellierungssprachen ist es 
vorgesehen, das Meta-Modell zur Beschreibung von Beschränkungen durch einen Standard 
zu ersetzen (vgl. Kapitel 7). Ein geeigneter Kandidat dafür ist die Object Constraint 
Language (OCL [OMG08]). Des Weiteren ist das vorgestellte Meta-Modell zur 
Beschreibung von Berechnungen wenig ausdrucksstark und sollte ebenfalls durch ein 
mächtigeres ersetzt werden.  
Zusammenfassung 
Das Ergebnis des hybriden Ansatz ist die Kombination der Konzepte des Forward- und des 
Reverse-Engineering unter Minimierung der daran beteiligten Modellierungssprachen. Dies 
ermöglicht es, komponentenbasierte Software-Systeme zu erstellen und diese später optional 
unter Verwendung der Referenzarchitektur des Forward-Engineering zu Software-
Produktlinien zu erweitern, ohne eine unnötige Umarbeitung sowie Transformation der 
Modelle vornehmen zu müssen. 
4.4 Zusammenfassung 
Im Rahmen dieses Kapitels wurden die drei Teilkonzepte der Arbeit vorgestellt.  
Beim Forward-Engineering handelt es sich um einen Ansatz zur Realisierung von Software-
Produktlinien, bei denen komplett neu und ohne existierendes Altsystem entwickelt wird. Es 
wurde eine serviceorientierte Referenzarchitektur vorgestellt, die die Umsetzung mit Hilfe 
von Feature-Modellierung, Erstellung und semantischer Beschreibung von 
Kompositionsschritten auf Basis einer Web-Service-Programmiersprache, den Feature-
Modellen sowie der automatischen Komposition von Kompositionsprogrammen mit Hilfe 
einer Planungskomponente ermöglicht. 
Das Reverse-Engineering zeigt ein integriertes Konzept für die Realisierung von Software-
Produktlinien, die ein existierendes Altsystem als Grundlage haben. Um in einem ersten 
Schritt das Produkt in eine konfigurierbare, komponentenbasierte Produktbasis 
umzuarbeiten, wurde ein einfaches, erweiterbares Komponenten-Meta-Modell vorgestellt. 
Dieses erlaubt es zum einen, beliebige Komponenten-Modelle zu beschreiben. Zum anderen 
besteht die Möglichkeit, es durch Verwendung des Ecore-Meta-Meta-Modells zu erweitern, 
so die Ausdrucksfähigkeit beliebig zu erhöhen und damit die gesamten auftretenden 




Produktbasis zu den anderen Reifegraden von Software-Produktlinien zu gelangen, war es 
notwendig, die im Rahmen des Forward-Engineering erstellten Konzepte auch im Reverse-
Engineering nutzen zu können. Da das Feature-Meta-Modell sowie das Ecore-Meta-Meta-
Modell in beiden Ansätzen mit der Modellierung von Variabilitäten die selbe Aufgabe 
erfüllen und darüber hinaus eine ähnliche Mächtigkeit besitzen, wurde eine Transformation 
vom Feature-Meta-Modell auf das Ecore-Meta-Meta-Modell bereitgestellt.  
Im hybriden Ansatz wurden die beiden vorherigen Ansätze auf Gemeinsamkeiten untersucht 
und ein Konzept entwickelt, das sich für die Erstellung von Software-Produktlinien mit und 
ohne existierendem Altsystem eignet. Zur Minimierung der an den Konzepten beteiligten 
Technologien wurde dafür das im Forward-Engineering erstellte Feature-Meta-Modell 
durch das Ecore-Meta-Meta-Modell ersetzt. Das ermöglicht es, das Komponenten-Meta-
Modell zur Modellierung der Variabilitäten sowohl im Falle eines existierenden Altsystems 
als auch ohne existierendes Altsystem zu nutzen. Die Referenzarchitektur mit der 
semantischen Beschreibung der Kompositionsschritte und der Synthetisierung der 
Kompositionsprogramme kann dann in beiden Fällen ohne weitere Transformation der 
erstellten Modelle genutzt werden. 
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5 Realisierung 
Das Kapitel Realisierung geht auf die Umsetzung der in Kapitel 4 vorgestellten Konzepte 
ein. Diese erfolgt auf Basis einer Anzahl verschiedener Technologien und Frameworks 
(weiße Kästen in Abbildung 47). Entsprechend Anforderung 11 wird Java als Basis-
Programmiersprache eingesetzt. Darauf aufbauend bietet die Eclipse Rich Client Platform 
(RCP) die Grundlagen für die Entwicklung von Anwendungen und Software-
Entwicklungswerkzeugen. Das Flexible XML Based Languages (FXL) Framework bietet 
Konzepte und Werkzeuge zur Erstellung von Generatoren auf Grundlage von Technologien 
aus dem Umfeld von XML, zu denen XML Schema und die Extensible Stylesheet Language 
Transformation (XSLT) zählen. Zur objektorientierten Modellierung im Rahmen einer 
modellgetriebenen Software-Entwicklung wird das Ecore Meta-Meta-Modell eingesetzt. Der 
FXL Generator ist ein mit dem FXL Framework erstellter Code-Generator, der es 
ermöglicht, aus Ecore-Meta-Modellen Java-Code zu generieren, der eine Erstellung und 
Persistierung von Instanzen der Meta-Modelle erlaubt. Darauf aufbauend ermöglicht das 
FXL Editor-Framework die Erstellung von baumbasierten Editoren zum Bearbeiten der 
















Abbildung 47: Implementierungsschichten 
Um einen Einblick in die verwendeten Basistechnologien zu geben, geht der Abschnitt 5.1 
darauf noch einmal detailliert ein. Die Abschnitte 5.2 und 5.3 beschäftigen sich mit der 
Realisierung der beiden Teilkonzepte Forward-Engineering und Reverse-Engineering (graue 
Kästen in Abbildung 47). Da mit diesen beiden Ansätzen die gestellten Anforderungen 
erfüllt werden können und es sich bei dem hybriden Ansatz um eine Optimierung zur 
Reduzierung der beteiligten Technologien handelt, wurde auf dessen Realisierung verzichtet. 
Abschließend gibt das Kapitel 5.4 eine Zusammenfassung der während der Realisierung 
gemachten Erfahrungen. 
5.1 Grundlegende Technologien 
Die nachfolgenden Unterkaptitel gehen aus technischer Sicht auf die grundlegenden während 
der Realisierung eingesetzten Technologien genauer ein. Dazu zählen die Eclipse RCP als 
Basistechnologie für Anwendungen (Abschnitt 5.1.1), die modellgetriebene 
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Softwareentwicklung mit Ecore als Meta-Meta-Modell (Abschnitt 5.1.2), das FXL 
Framework (5.1.3), der FXL Generator (5.1.4) und das FXL Editoren Framework (Abschnitt 
5.1.5). Die Web-Service-Programmiersprache SLL wurde bereits im Abschnitt 3.2 
vorgestellt. 
5.1.1 Eclipse RCP als Basistechnologie für Anwendungen 
Wie bereits in Kapitel 2.2.4 erläutert, handelt es sich bei der Eclipse Rich Client Plattform 
(RCP) um eine Technologie, mit deren Hilfe sich beliebige Anwendungen realisieren lassen. 
Dabei baut die RCP auf Java als Programmiersprache sowie OSGi als Komponenten-
Framework auf und bietet darüber hinaus ein Framework zur Programmierung von 
graphischen Benutzerschnittstellen, dem Standard Widgets Toolkit (SWT). Zusätzlich stehen 
weitere Abstraktionsebenen wie die eines Workspace mit verschiedenen Perspektiven, 
Editoren und Sichten bereit. 
Der größte Vorteil des RCP gegenüber vergleichbaren Technologien ist die Vielfalt, in der 
die erstellten Anwendungen ausgeführt und genutzt werden können. Genau wie bei Java im 
Zusammenspiel mit den mitgelieferten Abstract Window Toolkit (AWT) und der Swing-
Programmierschnittstelle erlaubt es die RCP mit SWT, selbständige Anwendungen sowie 
Java Applets zur Benutzung in einem Web Browser zu erstellen. Zusätzlich dazu ist es 
möglich, eine Anwendung als eine Erweiterung zur Eclipse Entwicklungsumgebung zu 
realisieren. Mit der Rich Ajax Platform [Lan08] besteht zudem die Möglichkeit, eine 
Anwendung als Web-Applikation bereitzustellen, deren Benutzung über einen Standard-
Web-Browser ohne Installation weiterer Applets oder Plug-ins möglich ist. 
Somit ist die Eclipse RCP ein weiterer Schritt in die Richtung des in den Java-Design-Zielen 
formulierten Prinzips der von der Plattform bzw. Zieltechnologie unabhängigen 
Programmierung [SDN97]. Dies ist auch die grundlegende Voraussetzung, um die in 
Anforderung 12 genannten Wünsche nach Bereitstellung einer Web-Oberfläche für den 
Vertrieb sowie Bereitstellung von in die Entwicklungsumgebung integrierte Software mit so 
wenig wie möglich Aufwand zu realisieren. Aus diesem Grunde werden die erstellten 
graphischen Benutzeroberflächen auf Basis des Eclipse RCP und SWT erstellt. 
5.1.2 Modellgetriebene Software-Entwicklung mit Ecore als Meta-Meta-
Modell 
Die modellgetriebene Software-Entwicklung im Allgemeinen und die Meta-Modellierung  
im Speziellen (vgl. Kapitel 2.1) helfen dabei, für verschiedenste Domänen geeignete 
Abstraktionen (Meta-Modelle) zu beschreiben. Das in den Grundlagen vorgestellte Ecore-
Meta-Meta-Modell, das kompatibel zu EMOF ist, eignet sich durch seine Ausdrucksstärke 
zur statischen Modellierung aller möglichen Modellierungssprachen. Aus diesem Grund 
wird es im Rahmen der Realisierung der Konzepte dieser Arbeit als Meta-Meta-Modell 
eingesetzt. 
In Kapitel 4 wurden mehrere Meta-Modelle konzeptionell ausgearbeitet, welche im Rahmen 
der Realisierung mit Ecore (vgl. Kapitel 2.1) modelliert werden und als Grundlage für 
nachfolgende Transformations- und Generationsschritte (siehe 5.1.4) dienen.  
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5.1.3 Das FXL Framework  
Das Flexible XML based Languages (FXL [RO04]) Framework ist ein Open-Source-Projekt, 
das in Zusammenarbeit der Siemens AG, der Universität Heidelberg und der Technischen 
Universität Dresden entstand. Es dient der Erstellung von domänenspezifischen Sprachen, 
deren Transformation sowie Code-Generierung und basiert auf XML (Extensible Markup 
Language), XSLT (Extensible Stylesheet Language Transformation) und XML-Schema.  
Das Basis-Framework bietet die grundlegenden Funktionalitäten, um über die Erstellung 
geeigneter Parser textbasierte Sprachen zu integrieren. Instanzen dieser Sprachen können 
eingelesen und in eine, für jede Sprache spezifische, XML-Syntax überführt werden, welche 
mittels XML Schema beschrieben wird. Für jede Sprache existiert zusätzlich eine 
Transformation der XML-Syntax zurück in die textuelle Syntax.  
Das Framework bietet darüber hinaus die Möglichkeit, auf den so entstehenden XML-
Dokumenten sowie beliebigen anderen XML-Dokumenten Transformationen mittels XSLT 
auszuführen. Um komplexe Abläufe von Transformationen zu realisieren, steht eine 
Workflow-Beschreibungssprache, die FXL Pipeline-Sprache, bereit. Quelldateien für die 
Pipelines können beliebige XML-Dokumente sowie Instanzen der am Framework 
angemeldeten Sprachen sein. In einer Pipeline können beliebige XSL-Transformationen 
ausgeführt werden. Zusätzlich stehen weitere Funktionalitäten wie beispielsweise die 
Speicherung einzelner Dateien im Dateisystem und das Zusammenführen mehrerer XML-
Dokumente zur Verfügung. Das Ergebnis einer Pipeline können wiederum beliebige XML-
Dokumente, Instanzen der angemeldeten Sprachen sowie beliebige textuelle Dateien sein 
(vergleiche Abbildung 48). Dabei führt das FXL Framework das Parsen der Instanzen der 
angemeldeten Sprachen (P) und die Transformation in das XML-Format sowie die 
Rücktransformation (RT) der generierten XML-Dokumente in die textuellen Formate für den 
Benutzer transparent aus. 
 
Abbildung 48: Die Grundidee des FXL Framework 
Zur Veranschaulichung der Konzepte und zur vereinfachten Implementierung von 
Transformationen beinhaltet FXL die Transformationssprache TL (Transformation Language 
[Sal04]), die selbst nach den Konzepten des Frameworks erstellt wurde. Das heißt, sie ist 
selbst eine domänenspezifische Sprache für die Domäne „XML Transformationen“, für die 
eine an Java angelehnte textuelle Syntax existiert. Mittels eines geeignetem Parsers und den 
Mechanismen des Frameworks können gültige Sätze der Sprache in eine XML-Syntax 
überführt werden. Für dieses XML-Format existiert eine Transformation nach XSLT, so dass 
TL-Transformationen mit Hilfe von gewöhnlichen XSLT-Prozessoren ausgeführt werden 
können. 
Eine weitere Sprache, die auf Grundlage des FXL-Frameworks erstellt wurde, ist der bereits 
vorgestellte Service Language Layer (SLL). Dabei handelt es sich um eine 
domänenspezifische Sprache der Domäne „Entwicklung von Web-Services“.  
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Bei dem FXL-Editor handelt es sich um eine Integration des FXL-Frameworks in die Eclipse 
Entwicklungsumgebung. Er stellt für die im Framework angemeldeten Sprachen textuelle 
Editoren bereit, die erweiterte Funktionalitäten wie Syntax-Hervorhebung, 
Autovervollständigung und Outline-View unterstützen. Jeder Editor erlaubt zusätzlich zur 
textuellen und der XML-Sicht die Definition beliebiger weiterer Sichten. Davon wird im 
Rahmen von SLL und der Verwendung im Forward-Engineering Gebrauch gemacht (siehe 
Kapitel 5.2.2). 
5.1.4 FXL Generator zur Code-Generierung 
Auf Grundlage des FXL Frameworks entstanden im Rahmen der vorliegenden Arbeit die 
FXL Ecore-zu-Java-Transformationen/Generatoren (der FXL Generator), um aus Ecore-
Meta-Modellen Java-Code zu erzeugen, der es ermöglicht, mittels einer getypten Java-
Programmierschnittstelle (API) Instanzen der Meta-Modelle zu erzeugen, zu laden, zu 
manipulieren sowie zu persistieren.  
Bei den FXL-Transformationen handelt es sich um eine alternative Implementierung zu den 
im Eclipse Modeling Framework (EMF)  [EMF08] enthaltenen Transformationen, mit denen 
man aus den Meta-Modellen Code erzeugen kann. Die FXL-Transformationen entstanden 
ursprünglich im Rahmen der Entwicklung der OpenXL-Plattform [DKR06], da der vom 
EMF genierte Code für die gestellten Anforderungen als unzureichend identifiziert wurde. 
Der FXL Ecore-zu-Java-Generator besteht aus einer Anzahl von TL-Transformationen sowie 
mehreren FXL Pipelines, mit deren Hilfe aus Ecore-Meta-Modellen, persistiert als XML-
Dateien, der Java-Code erzeugt wird.  
5.1.5 FXL Editor-Framework zur Erstellung von Editoren 
Analog zu dem Editoren-Framework EMF.Edit [EMF08], einem Editor-Framework im 
Rahmen des Eclipse Modeling Frameworks, wurde das FXL Editor-Framework 
implementiert. Mit dessen Hilfe ist es möglich, schnell Editoren für die Bearbeitung von 
Instanzen von Ecore-Meta-Modellen zu realisieren. 
Beide Frameworks erzeugen baumbasierte Editoren aus den Ecore-Meta-Modellen, die die 
Erstellung und Bearbeitung der Modelle/Instanzen ermöglichen. Beide unterstützen 
grundlegende Funktionalitäten wie Kopieren & Einfügen (copy&paste), Löschen und 
Erzeugen von Modellelementen. Zudem nutzen beide das Command-Pattern [BMR+98], 
wodurch die Funktionalität des Rückgängigmachens von Änderungen ermöglicht wird. Des 
Weiteren bieten beide die Möglichkeit, die erzeugten Editoren als Eclipse-Plug-ins 
bereitzustellen und an frei wählbare Dateierweiterungen zu binden. 
Zusätzlich zur Bereitstellung als Eclipse-Plug-in ermöglicht es das FXL Editor-Framework, 
die Editoren als Java-Applets, (RCP-) Applikationen und als Web-Applikation mittels der 
Rich-Ajax-Platform (RAP) bereitzustellen. In die Applikation müssen lediglich zwei 
leichtgewichtigen Bibliotheken  eingebunden werden, die anders als beim EMF keine 
Abhängigkeiten zu Eclipse-spezifischen Klassen haben. Alle Eclipse-spezischen Klassen 
sind bei FXL separat gekapselt und können bei Verwendung innerhalb von Eclipse  
zusätzlich integriert werden. 
Das FXL-Framework bietet analog zum EMF Validation Framework [EMF08] die 
Möglichkeit, die zu bearbeitenden Modelle zu validieren. Dabei wird bei FXL bereits 




wird eine entsprechende Fehlermeldung angezeigt und der Wert kann nicht übernommen 
werden. Zusätzlich dazu wird das Modell auf Änderungen überwacht. Tritt eine Änderung 
ein, kann im Hintergrund die Validierung angestoßen werden. Auftretende Fehler werden im 
Baum angezeigt und entsprechende Markierer in der Sicht der Benutzeroberfläche (z. B. der 
Eclipse-Problems-Section) erzeugt.  
Im Gegensatz zu den EMF-Editoren, die gesamten Platz des Editors für den Baum 
verwenden und für das Bearbeiten von Eigenschaften auf den Eclipse-Properties-View 
zurückgreifen, nutzt die FXL-Editoren ein Layout, bei dem sich (standardmäßig, aber 
anpassbar) links der Baum befindet und rechts ein Bereich, in dem die Eigenschaften 
bearbeitet werden. Dieses geteilte Layout entspricht eher dem Aussehen von mit Eclipse 
mitgelieferten Editoren.  
Wie auch beim EMF stellen die FXL-Editoren lediglich den Startpunkt für die Entwicklung 
komplexer Editoren dar. Aus diesem Grund ist es möglich, die Editoren vielfältig 
anzupassen. Dabei ist es bei FXL über die Implementierung so genannter Editor-
Customizations beispielsweise möglich, einzelne Eigenschaften der Modelle auszublenden, 
den Baum bzw. die darin angezeigten Modellelemente umzusortieren, Gruppen von 
Eigenschaften zu bilden sowie angepasste Editoren für einzelne Eigenschaften bzw. für 
komplette Knoten des Baumes bereitzustellen.  
Das FXL-Framework selbst beinhaltet bereits einen Satz solcher Erweiterungen, die 
Funktionalitäten wie Suche, kontextsensitive Hilfe, Einstellung des Editor-Levels (abhängig 
davon werden nur bestimmte Knoten des Baumes und Eigenschaften angezeigt) und Anzeige 
von anpassbaren Tabellen bereitstellen. Zudem steht Editor zur Verfügung, mit dessen Hilfe 
die erstellten Editoren internationalisiert werden können. Des Weiteren ermöglicht es das 
Framework, die generierten Editoren als eingebettete Dialoge und Wizards einzusetzen, was 
vielfältige Einsatzmöglichkeiten innerhalb der Eclipse RCP bietet.  
In den zuletzt genannten Punkten ist das FXL Editoren-Framework dem EMF.edit bezüglich 
Flexibilität und Mächtigkeit überlegen und wird deshalb im Rahmen der vorliegenden Arbeit 
zur Erstellung von Editoren verwendet.  
5.2 Forward-Engineering 
Das vorliegende Kapitel geht auf die Umsetzung der in Kapitel 4.1 vorgestellten Architektur 
(vgl. Abbildung 15) sowie der dazu benötigten Komponenten ein.  
Zur Erstellung und Verwaltung von Feature-Modellen ist es notwendig, entsprechende 
Software-Werkzeuge bereitzustellen (Kapitel 5.2.1). Die Zerlegung des Build-Prozesses in 
einzelne Kompositionsschritte erfolgt basierend auf der Web-Service-Programmiersprache, 
dem Feature-Meta-Modell sowie dem Meta-Modell zur semantischen Beschreibung der 
Kompositionsschritte (Kapitel 5.2.2). Das Kapitel 5.2.3 behandelt die Umsetzung der 
graphischen Benutzerschnittstelle zur Beschreibung einer gewünschten Variante der 
Produktlinie sowie der Transformation dieser Auswahl in eine Anfrage an die 
Planungskomponente. Abschließend befasst sich Kapitel 5.2.4 mit der Realisierung der 
Planungskomponente zur Synthetisierung des Kompositionsprogramms sowie deren 
Bereitstellung als Web-Service.  
Als Workflow-Engine zur Ausführung von synthetisierten Kompositionsprogrammen wird 
die OpenXL-Plattform [DKR06] eingesetzt, die zusätzlich auch einen Web-Service 
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bereitstellt, der die Funktionalitäten einer Service-Registry erfüllt. Die Funktionalitäten 
dieser beiden Komponenten werden ohne Modifikation übernommen. 
5.2.1 Realisierung der Feature-Modellierungs-Werkzeuge 
Im Kapitel 4.1.2 wurde auf die Sprache zur Beschreibung der Variabilitäten einer Software-
Produktlinie, das Feature-Meta-Modell, eingegangen. Dieses Kapitel beschäftigt sich mit der 
Realisierung der für die Erstellung und Bearbeitung von Feature-Modellen benötigten 
Software-Werkzeuge.  
Realisierungskonzept 
Das in Abbildung 19, Abbildung 20, Abbildung 21 und Abbildung 22 vorgestellte Meta-




als Ecore-Meta-Modell zur Verfügung. Ausgehend davon sollen, entsprechend den 
Anforderungen aus Kapitel 4, ein in die Eclipse-Entwicklungsumgebung integrierter Editor 
erstellt werden, mit dessen Hilfe sich Feature-Modelle erzeugen und bearbeiten lassen. Für 
die Entwicklung von Editoren ausgehend von Ecore-Meta-Modellen wird im Rahmen der 
vorliegenden Arbeit das FXL-Generator-Framework und das FXL-Editor-Framework 
verwendet (vgl. dazu Kapitel 5.1.4 und 5.1.5).  
 
Abbildung 49: Realisierungskonzept der Editoren für die Feature-Modellierung 
Mit Hilfe des FXL-Generator-Frameworks wird aus dem Ecore-Modell Java-Code generiert, 
der es ermöglicht, mittels einer Java-Programmierschnittstelle (Feature Model API) Feature-
Modelle anzulegen und zu bearbeiten (vgl. Abbildung 49). Dieser Code ermöglicht 
außerdem eine Persistierung von Feature-Modellen in XML-Dateien sowie das Laden von 
Feature-Modellen aus XML-Dateien. Um mehrere Feature-Modelle verwalten zu können 
und Referenzen zwischen verschiedenen Modellen beim Laden aus XML-Dateien 
aufzulösen (Inter-Modell-Referenzen), muss ein entsprechender Container (Feature Model 
Container) von Hand implementiert werden. Dieser größtenteils generierte und zum Teil 
handgeschriebene Code wird als Grundlage für den Editor sowie für eine weitere 
Anwendung im Rahmen des Planers (vgl. 5.2.4) benötigt. Das FXL-Editor-Framework wird 
eingesetzt, um weiteren Java-Code, der für die Realisierung eines in die Eclipse-
Entwicklungsumgebung integrierten Editors benötigt wird, zu generieren (Feature Model 
Edit). Für eine bessere Darstellung des Editors müssen verschiedene Anpassungen von Hand 




Übersetzungen für den Editor. Um eine Übersicht über vorhandene Feature-Modelle in der 
Entwicklungsumgebung bereitzustellen, wird ein entsprechender View entwickelt, der so 
genannte Feature-Modell-Browser.  
Generierung des Java-Codes des Feature-Meta-Modells 
Um mit Hilfe des FXL-Generator-Frameworks Java-Code aus Ecore-Modellen zu 
generieren, muss eine Konfigurationsdatei für den Generator angelegt werden. Für die 




Öffnet man diese Datei mit dem zugehörigen Editor (vgl. Abbildung 50), kann man diverse 
Einstellungen bezüglich des zu generierenden Codes vornehmen. Dazu gehört unter anderem 
der Name des Java-Paketes, in das der Code generiert wird sowie die Aktivierung bzw. 
Deaktivierung der Unterstützung von Java 1.5-Syntax. Klickt man mit der rechten Maustaste 
in den Baum, öffnet sich ein Kontext-Menü. Um den Code der Feature-Modell-API zu 
generieren, muss der Menüeintrag „Generate model code6“ ausgewählt werden. 
 
Abbildung 50: Konfiguration des FXL-Generators für das Feature-Meta-Modell 
Feature-Modell-API 
Die mit Hilfe des FXL-Generators erzeugte Java-API kann zur Erstellung, Manipulation und 
Persistierung von Feature-Modellen eingesetzt werden. Listing 2 zeigt die Verwendung der 
Schnittstelle am Beispiel der Erzeugung des Feature-Modells aus Abbildung 24 (das 
Automobil-Beispiel). Dazu müssen die benötigten Java-Klassen importiert werden (Z. 2-6). 
Über die PackageFactory des Pakets 
de.siemens.fxl.sll.generator.semantic.model.factories.features wird eine neue Instanz der 
                                                     
6
 Dabei handelt es sich um einen Fehler des Editors des FXL-Frameworks. In diesem Schritt wird 
Code generiert, der das Meta-Modell repräsentiert. Aus diesem Grund müsste der Menü-Eintrag 
eigentlich „Generate Meta-Model Code“ heißen. 
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Klasse FeatureModel angelegt (Z. 11-12), welche ein Auto-Feature-Modell repräsentiert. In 
den Zeilen 15-17 und 20-23 werden die Features Auto und Getriebe erzeugt und die 
entsprechenden Attribute gesetzt. Die Information, dass das Getriebe ein Subfeature des 
Features Auto ist, erfolgt durch die Erzeugung einer entsprechenden Referenz (Z. 26-28). Mit 
Hilfe einer generierten IO-Klasse (Dom4jModelIO) ist es möglich, das Feature-Modell zu 
persistieren (Z. 31-36). 
01 import de.siemens.fxl.modeling.DefaultModelPart; 
02 import de.siemens.fxl.modeling.persistance.IModelInputOutput; 
03 import de.siemens.fxl.sll.generator.semantic.model.factories.features.PackageFactory; 
04 import de.siemens.fxl.sll.generator.semantic.model.features.Feature; 
05 import de.siemens.fxl.sll.generator.semantic.model.features.FeaturesDomainModel; 
06 import de.siemens.fxl.sll.generator.semantic.model.features.properties.Reference; 
07 import de.siemens.fxl.sll.generator.semantic.model.io.Dom4jModelIO; 
08 … 
09  
10 // create the feature model 
11 FeatureModel autoFeatureModel = PackageFactory 
12 .newFeatureModel((DefaultModelPart) null); 
13 … 
14 // create the feature “Auto” 
15 Feature autoFeature = autoFeatureModel.newFeature(); 
16 autoFeature.setName("autoFeature"); 
17 autoFeature.setLabel("Auto"); 
18 …   
19 // create the feature “Getriebe” 




24 …     
25 // set „Getriebe“ as a subfeature of „Auto“ (via a reference) 




30 // Persist the feature model 
31 IModelInputOutput io = new Dom4jModelIO(); 
32 try { 
33   io.saveModel(autoFeatureModel, System.out); 
34 } catch (Exception e) { 
35   … 
36 } 
Listing 2: Erstellung des Auto-Feature-Modells mittels der Java-Feature-Model-API 
Listing 3 zeigt die XML-Persistierung des (erweiterten) Beispiels aus Listing 2. 
 
01 <FeatureModel> 
02  <namespace>autoModel</namespace> 
03  <import prefix="dataTypes" featureModel="http://www.fxl-project.com/se"/> 
04  <feature name="autoFeature" icon="icons/car/car.gif"> 
05    <label>Auto</label> 
06    <constraints/> 
07    <reference name="motor" lowerBound="1" ftype="motorFeature"/> 
08    <reference name="getriebe" lowerBound="1" ftype="getriebeFeature"/> 
09    <reference name="klimaanlage" ftype="klimaanlageFeature"/> 
10  </feature> 
11  <feature name="motorFeature" icon="icons/car/engine.gif"> 
12    <label>Motor</label> 
13    <constraints/> 
14    <property name="hubraum" defaultValue="2000" ptype="dataTypes#integer"/> 
15  </feature> 
16  <feature name="getriebeFeature" icon="icons/car/gears.gif"> 
17    <label>Getriebe</label> 
18    <constraints/> 
19  </feature> 
20  … 
21 </FeatureModel> 




Da wie in Kapitel 4.1.2.1 erläutert das Feature-Meta-Modell keine Basisdatentypen definiert, 
ist es notwendig, die Definition der Datentypen (vgl. Kapitel 4.1.2.2) zu importieren. Dieser 
Import erfolgt durch das Element import (Z. 3), wobei das Feature-Modell mit dem 
Namensraum http://fxl-project.com/se unter dem Präfix dataTypes importiert wird. Alle 
Referenzen auf Datentypen dieses Feature-Modells beginnen mit diesem Präfix + „#“. Ein 
Beispiel für eine solche Referenz ist das Attribute ptype der Property hubraum des Features 
motorFeature (Z.14). Es referenziert den Datentyp dataTypes#integer. 
Feature-Modell-Container 
Um Inter-Modell-Referenzen dieser Art zu realisieren, bietet das FXL-Framework den 
Mechanismus des Modell-Containers. Ein solcher Container ist zuständig für die Verwaltung 
mehrerer Modelle sowie für die Auflösung von Inter-Modell-Referenzen. Die 




Die Klasse überschreibt die Implementierung der Methode get_ModelPartByReference (vgl. 
Listing 4). Dabei muss mittels des Präfix der Referenz (im Beispiel ist es „dataTypes“) mit 
den Importen des Feature-Modells verglichen und so das entsprechende Ziel-Feature-Modell 
ermittelt werden. Ist dieses bekannt, kann der Aufruf an die identische Methode dieses 
Feature-Modells weitergeleitet werden. 
 
/** 
 * get model part by its reference. 
 *  
 * @param requestedReference - reference (e.g. dataTypes#integer) 
 * @param localRoot - local root element (the local feature model) 
 * @param requestesClass - requested class (the class that is requestes, e.g. DataType.class) 
 * @param referencer - referencing model part (the model part that owns the reference) 
 * @return model part, null if not found 
 */ 
public ModelPart get_ModelPartByReference(String requestedReference, 
 final ModelPartContainerIf localRoot, final Class requestesClass, 
 final ModelPart referencer); 
Listing 4: Methoden-Signatur zum Auflösen von Inter-Modell-Referenzen 
Feature-Modell-Editor 
Mit Hilfe des Kontext-Menü-Eintrages “Generate editor code” des FXL-Generators (vgl. 
Abbildung 50) ist es möglich, den für einen Editor notwendigen Code generieren zu lassen.  
Abbildung 51 zeigt den mit Hilfe des FXL-Editor-Frameworks generierten und angepassten 
Editor zur Bearbeitung von Feature-Modellen am Beispiel des Auto-Feature-Modells. Es 
wurden folgende Anpassungen des generierten Editors vorgenommen: Mit Hilfe des in das 
FXL-Framework eingebauten Mechanismus zur Internationalisierung der Editoren wurden 
der Editor-Name, die Bezeichnung des Modell-Baums sowie des Eigenschaften-Bereichs 
angepasst. Mit Hilfe des Editors zur Konfiguration von generierten Editoren wurden die 
Basiseinstellungen des Editors vorgenommen. Dazu zählen Eigenschaften wie das Layout 
des Editors (horizontal vs. vertikal), die Repräsentation von Eigenschaftsgruppen, die 
Möglichkeit der Suche bzw. Filterung im Modellbaums sowie Farbeinstellungen. Die 
Beschreibung eines Features sieht die Definition eines Labels (Attribut label) und eines 
Bildes (Attribut icon) vor. Sind diese gesetzt, sollen sie im Modell-Baum an den 
entsprechenden Knoten angezeigt werden. Aus diesem Grund wurde der so genannte 
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Abbildung 51: Der Feature-Modell-Editor 
Feature-Modell-Browser 
Zusätzlich zum Feature-Modell-Editor wurde ein Feature-Modell-Browser (Abbildung 52) 
erstellt. Dieser zeigt einen Überblick über alle im System bekannten Feature-Modelle und 
die darin definierten Features. Anders als der Feature-Modell-Editor wird im Baum des 
Browsers die Vererbungs-Hierarchie der Features visualisiert. 
 
Abbildung 52: Der Feature-Modell-Browser 
5.2.2 Semantische Annotationen der Kompositionsschritte  
In den Kapiteln 4.1.3 und 4.1.4 wird SLL zur Beschreibung der Kompositionsschritte 
eingesetzt, welche mittels eines definierten Meta-Modells auf Basis des Feature-Meta-








Die Realisierung dieser Funktionalität erfolgt analog zu der des vorigen Kapitels und baut 
auf den darin generierten Code auf. Das in Abbildung 25, Abbildung 26 und Abbildung 27 




Mit Hilfe des FXL-Generator-Frameworks wird aus dem Ecore-Modell Java-Code generiert, 
der es ermöglicht, mittels einer Java-Programmierschnittstelle (Semantic Description Model 
API) eine semantische Beschreibung eines Kompositionsschrittes/Services anzulegen und zu 
bearbeiten. Dieser Code ermöglicht zusätzlich eine Persistierung in sowie das Laden aus 
XML-Dateien. Das FXL-Editor-Framework wird eingesetzt, um weiteren Java-Code, der für 
die Realisierung eines in die Eclipse-Entwicklungsumgebung integrieren Editors benötigt 
wird, zu generieren (Semantic Description Model Edit). Für eine bessere Darstellung des 
Editors müssen verschiedene Anpassungen von Hand vorgenommen werden, welche denen 
aus Kapitel 5.2.1 entsprechen. Um eine semantische Beschreibung eines SLL-Services direkt 
im entsprechenden SLL-Editor des FXL-Frameworks zu erlauben, muss dieser erweitert 
bzw. angepasst werden. Abbildung 49 fasst das Realisierungskonzept noch einmal 
zusammen. 
 
Abbildung 53: Realisierungskonzept der Editoren für semantische Annotationen 
API und Editor zur Bearbeitung von semantischen Beschreibungen 
Die Generierung und Anpassung der Programmierschnittstelle (API) und der Editoren zur 
Erstellung und Manipulation von semantischen Beschreibungen erfolgt mit Hilfe des FXL-
Frameworks analog zu Kapitel 5.2.1.  
Integration in den SLL-Editor 
Die Web-Service-Programmiersprache SLL dient zur Implementierung der Logik der 
einzelnen Kompositionsschritte. Das Meta-Modell zur semantischen Annotation wird 
eingesetzt, um maschinenverarbeitbar zu beschreiben, was der jeweilige Kompositionsschritt 
leistet. Listing 5 zeigt einen beispielhaften SLL-Service für den Kompositionsschritt 
installiereMotor gemäß dem Beispiel aus Kapitel 4. Dabei beschreiben die Zeilen 34 bis 37 
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die Applikationslogik des Kompositionsschrittes. Es ist möglich, auf andere Web-Services 
zuzugreifen oder den SLL-Wrapper-Mechanismus [DR06] zu nutzen, um Applikationslogik 
aufzurufen, die in anderen Programmiersprachen wie beispielsweise Java implementiert ist. 
Zusätzliche Anweisungen etwa zur Beschreibung von Schleifen, Bedingungen und paralleler 
Ausführung von Anweisungen stehen zur Verfügung. 
Wie bereits erläutert, besteht bei SLL die Möglichkeit, eine semantische Beschreibung in 
einem beliebigen (XML-basierten) Format in den SLL-Service zu inkludieren (die Zeilen 10 
bis 12 und 22 bis 32). Dabei gehören die semantische Beschreibung und die Beschreibung 
der Applikationslogik sehr eng zusammen. Aus diesem Grund ist es sinnvoll, den Editor zur 
Bearbeitung der semantischen Beschreibung auch so eng wie möglich an den SLL-Editor zu 
koppeln.  
01 namespace am = "http://www.fxl-project.com/auto.xsd";  
02 
03 service MotorService { 
04  
05    description { 
06        version "0.1"; 
07        text "Service zum Einbauen einen Benzinmotors"; 
08        category ""; 
09        contact "contact@fxl-project.com"; 
10        semantic { 
11            <semantic><import prefix="autoModel" featureModel="autoModel"></import></semantic> 
12        }  
13    } 
14 
15    /** 
16     * die operation ist ein Kompositionsschritt, der es ermöglicht, einem Auto 
17     * ohne Motor einen Benzinmotor einzubauen. 
18    */ 
19    public operation installiereMotor($auto as am:Auto) 
20         returns ($resultAuto as am:Auto)  { 
21 
22 // semantische Beschreibung der Operation 
23 semantic { 
24            pre_conditions { 
25                <semantic xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
26   xsi:type="PreConditionsSemantic">…</semantic> 
27            }  
28            effects { 
29                <semantic xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
30   xsi:type="EffectsSemantic">...</semantic> 
31            }  
32        } 
33         
34        // Implementierung der Applikationslogik zum Einbau des Motors 
35        // ... 
36         
37        return $resultAuto;  
38    } 
39 
40 } 
Listing 5: SLL-Service zur Beschreibung des Kompistionsschrittes installiereMotor 
Die Erweiterung des SLL-Editors erfolgt über die Nutzung des Eclipse-Extension-Point-
Mechanismus [ML05]. Dabei stellt das Plug-in de.siemens.fxl.ui.editors.views einen 
gleichnamigen Erweiterungspunkt bereit, wobei es sich dabei in der Terminologie der 
modellgetriebenen Software-Entwicklung um das Meta-Modell der Konfiguration einer 
Erweiterung handelt. Ein beliebiges Plug-in kann dieses Meta-Modell instanziieren und 
damit eine Erweiterung (engl. Extension) beschreiben. Listing 6 zeigt die Beschreibung der 
Erweiterung des SLL-Editors um die Sicht zur Beschreibung der Semantik. Die 
Beschreibung ist ein Teil der Datei plugin.xml des Projektes de.siemens.fxl.sll.semantic.gui. 




(das Attribut name) der Erweiterung sowie den verwendeten Extension-Point (das Attribut 
point). Das Element view beschreibt die Eigenschaften der Erweiterung. Die 
Implementierungsklasse der Erweiterung wird durch den Wert des Attributes class benannt. 
Des Weiteren wird festgelegt, dass der Editor für alle Dateien mit der Dateiendung sll 
angezeigt werden soll (der Wert des Attributes extension). Der Wert des Attributes 




02       id="semantic" 
03       name="SLL Semantic View" 
04       point="de.siemens.fxl.ui.editors.views"> 
05    <view 
06          class="de.siemens.fxl.sll.semantic.editor.SLLSemanticEditor" 
07          extension="sll" 
08          isTextView="false"/> 
09 </extension> 
Listing 6: Definition der Erweiterung des SLL-Editors  
Die in der Beschreibung der Erweiterung angegebene Klasse SLLSemanticEditor 
implementiert das Interface de.siemens.fxl.ui.editors.IModelView und ist dafür zuständig, 
den Editor zu initialisieren sowie bei Änderungen des SLL-Modells bzw. des Modells der 
semantischen Beschreibung die Synchronisierung beider Modelle vorzunehmen. Die 
Initialisierung des Editors erfolgt durch die Verwendung der vom FXL-Editor-Framework 
bereitgestellten und generierten Klassen. Als Ergebnis der Integration zeigt Abbildung 54 
den Editor zur semantischen Beschreibung als Teil des SLL-Editors, den Reiter semantic. 
 
Abbildung 54: Editor zur semantischen Annotation als Teil des SLL-Editors 
5.2.3 Editor zur Auswahl einer Variante der Produktlinie 
Wie in Kapitel 4.1.5 dargelegt, erfolgt die Auswahl einer konkreten Variante einer Software-
Produktlinie durch das Formulieren einer Anfrage an die Planungskomponente unter 
Verwendung des vorgestellten Meta-Modells. Die Erstellung einer Anfrage kann durch 
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Einsatz des SLL-Editors und der Erweiterung zur Beschreibung von semantischen 
Annotationen erfolgen. Für einen Endanwender, beispielsweise in Form eines Mitarbeiters 
der Vertriebsabteilung, ist eine solch technische Sicht wenig intuitiv und damit nicht 
einsetzbar. Die Anforderung 12 formuliert die Notwendigkeit geeigneter Abstraktionen und 
Repräsentationen für die Variantenauswahl.  
Eine mögliche Repräsentation für die Bearbeitung von Varianten ist eine baumbasierte Sicht, 
die es erlaubt, Features hierarchisch entsprechend der Modellierung in den Feature-Modellen 
auszuwählen, zu verbieten und gegebenenfalls zu parametrisieren. Dabei kann ein Feature 
(bzw. eine Instanz davon) in dem Feature-Baum einen der 4 folgenden Zustände annehmen: 
-  Ausgewählt: Das Feature muss zwingend Bestandteil der gewünschten Variante 
sein. 
- Verboten: Das Feature darf nicht Bestandteil der Variante sein. 
- Keine Aussage: Das Feature kann optionaler Bestandteil der Variante sein. 
- Durch den Planer hinzugefügt: Das Feature wurde nicht explizit gewählt, 
wurde aber während der Synthetisierung des Kompositionsprogramms durch den 
Planer automatisch zur Variante hinzugefügt. 
Die letzten beiden Zustände ergeben sich aus der Verwendung der automatischen Planung 
des Kompositionsprogramms basierend auf den semantischen Annotationen der 
Kompositionsschritte. Legt man sich bei der Auswahl einer Variante nicht fest, ob ein 
bestimmtes Feature zwingend Bestandteil der Variante ist oder nicht vorhanden sein darf 
(Zustand „Keine Aussage“) und startet basierend auf dieser Variantenauswahl die Anfrage 
an die Planungskomponente, besteht die Möglichkeit, dass das Feature durch 
Abhängigkeiten innerhalb der semantischen Annotationen bestimmter Kompositionsschritte 
mit Bestandteil der Variante wird. In diesem Fall wird nach Ausführung der Planung das 
Feature durch den Zustand „Durch den Planer hinzugefügt“ markiert. 
Im Folgenden wird auf die Realisierung des baumbasierten Varianten-Editors sowie auf die 
darauf folgende Generierung einer Anfrage an die Planungskomponente detailliert 
eingegangen. 
Realisierung des baumbasierten Varianten-Editors 
Für die Realisierung des Editors wird die Beobachtung aus Kapitel 4.3 angewandt, dass das 
in Kapitel 4.1 vorgestellte Feature-Meta-Modell eine ähnliche Mächtigkeit wie das Ecore-
Meta-Meta-Modell besitzt. Die Abbildung 55 soll die folgenden Zusammenhänge 
visualisieren. Entspricht das Feature-Meta-Modell in seiner Mächtigkeit dem Ecore-Meta-
Meta-Modell, so entspricht ein Feature-Modell als Instanz des Feature-Meta-Modells einem 
Ecore-Meta-Modell als Instanz des Ecore-Meta-Meta-Modells. Eine Variantenauswahl 
wiederum ist eine Instanz eines oder mehrerer Feature-Modelle und entspricht damit einem 





Abbildung 55: Zusammenhang zwischen Feature-Meta-Modell und Ecore-Meta-Meta-Modell  
Da mit dem FXL-Framework bereits eine Möglichkeit besteht, zu Ecore-Meta-Modellen 
Code sowie baumbasierte Editoren erstellen zu können, soll dieses wiederverwendet werden. 
Die Wiederverwendung ist möglich, wenn vor dem generieren der Editoren die Feature-
Modelle (1...n) in Ecore-Meta-Modelle (1...n) transformiert werden (vgl. Abbildung 56). Für 
alle Ecore-Meta-Modelle, die die Feature-Modelle repräsentieren, werden analog zu Kapitel 
5.2.1 Programmierschnittstellen zum Bearbeiten und Persistieren sowie der notwendige 
Editor-Code generiert. Zusätzlich müssen ebenfalls die Anpassungen bezüglich 
Internationalisierung und des LabelProviders vorgenommen werden, um die in einem 
Feature-Modell angegebenen Texte und Bilder anzuzeigen. 
 
Abbildung 56: Realisierungskonzept der Editoren für die Variantenauswahl 
Die Transformation der Feature-Modelle in Ecore-Meta-Modelle erfolgt mittels einer in Java 
realisierten Modelltransformation. Um die oben genannten 4 Zustände der Instanzen von 
Features zu unterstützen, erben alle Klassen der Ecore-Meta-Modelle, die aus Features des 
Feature-Meta-Modells hervorgegangen sind, von einer Klasse AbstractFeature, welches ein 
Attribut _state enthält. 
Mit Hilfe der aus dem generierten Ecore-Meta-Modell erzeugten Java-API ist es möglich, 
eine Variantenauswahl zu erzeugen, zu bearbeiten und im XML-Format zu persistieren. 
Listing 7 zeigt das Beispiel für eine Variante des Automobils, welches über einen 
Dieselmotor mit 2000 cm³ Hubraum verfügt. Über das Vorhandensein eines Getriebes und 
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<autoFeature xsi:type="autoFeature" _state="SELECTED"> 
  <klimaanlage _state="UNKNOWN"/> 
  <motor _state="SELECTED" xsi:type="dieselMotor" hubraum=”2000”/> 
</autoFeature> 
Listing 7: XML-Repräsentation einer Variante des Automobils 
Abbildung 57 zeigt den Editor zur Konfiguration einer Variante des Automobils. Als Motor 
wurde bereits der Dieselmotor gewählt, bei dem Typ des Getriebes kann noch zwischen dem 
Automatikgetriebe sowie dem manuellen Getriebe gewählt werden. Zusätzlich dazu kann 
eine Klimaanlage selektiert werden. Der Fokus des Baumes liegt auf dem Knoten „Auto“. 
Durch drücken des Knopfes „Next“ kann zum nächsten Unterknoten des Baumes navigiert 
werden und die Parametrisierung des entsprechenden Features vorgenommen werden. Diese 
Vorgehensweise entspricht einem wizardgetriebenem Ansatz, bei dem eine Variante 
schrittweise definiert werden kann. Im Feature-Modell wurde festgelegt, dass ein Auto über 
genau ein Getriebe verfügen muss. Da die in Abbildung 57 dargestellte Variante noch keine 
Aussage darüber getroffen hat, wird in der Benutzeroberfläche ein entsprechender Fehler 
angezeigt (in der Sicht „Problems“). 
 
Abbildung 57: Der Varianten-Editor für das Automobil  
Das FXL-Editor-Framework unterstützt das wizardgetriebene Bearbeiten von Modellen 
durch die Konfiguration einer entsprechenden Erweiterung automatisch, so dass dafür keine 
weiteren Implementierungen notwendig sind. Des Weiteren unterstützt das Framework ein 
Rollenkonzept inklusive Ausblenden nicht unterstützter Modellelemente bzw. Knoten im 
Baum. Das Rollenkonzept des Feature-Meta-Modells (vgl. 4.1.2.1) wurde bei der 
Transformation in das Ecore-Meta-Modell auf das FXL-Rollenkonzept transformiert, so dass 
auch hier keine weitern Implementierungsschritte notwendig sind. 
Aufruf der Planungskomponente 
Zum Aufruf der Planungskomponente ist es notwendig, dass in Listing 7 gezeigte 
Datenformat zur Repräsentation einer Variantenauswahl in eine Instanz des Meta-Modells 




Implementierung einer Modelltransformation des Modells aus Listing 8 unter Zuhilfenahme 
der daran beteiligten Feature-Modelle.  
Listing 8 zeigt das Ergebnis der Transformation des verwendeten Automobil-Beispiels. 
Dabei handelt es sich wie im Konzept-Kapitel dargelegt bei der Anfrage an die 
Planungskomponente um die Beschreibung der syntaktischen Schnittstelle sowie der 
Semantik des zu synthetisierenden Kompositionsprogramms. Die Zeilen 4 bis 29 definieren 
eine Query names variant. Diese Query verfügt über die Beschreibung der gesuchten 
Schnittstelle, der Operation variantQuery. Die syntaktische Schnittstelle (Z. 7 bis 15) besteht 
aus dem Parameter auto und dem Rückgabeparameter resultAuto vom Typ Auto. Die 
semantische Beschreibung (Z. 16 bis 27) fordert in der Definition der Nachbedingung, dass 
das Auto über das Feature dieselMotor Verfügen soll. Zusätzlich wird über die 
Einschränkung in Zeile 20 und 21 festgelegt, dass der Hubraum des Motors 2000 cm³ 
betragen soll. 
01 <ServiceDescription xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"> 
02  <import featureModel="autoModel" prefix="ns1"/> 
03  <queries> 
04    <query> 
05      <name>variant</name> 
06      <operation> 
07        <name>variantQuery</name> 
08        <parameter> 
09          <name>auto</name> 
10          <type>http://www.fxl-project.com#Auto</type> 
11        </parameter> 
12        <result> 
13          <name>resultAuto</name> 
14          <type>http://www.fxl-project.com#Auto</type> 
15        </result> 
16        <postcondition> 
17          <variable result="resultAuto"> 
18            <hasFeatures> 
19              <hasFeatures feature="ns1#dieselMotor" name="motor"> 
20                <condition property="ns1#motorFeature/hubraum" xsi:type="EqualsCondition"  
21                    value="2000"/> 
22              </hasFeatures> 
23            </hasFeatures> 
24            <prohibitsFeatures/> 
25          </variable> 
26        </postcondition> 
27        <precondition/> 
28      </operation> 
29    </query> 
30  </queries> 
31 </ServiceDescription> 
Listing 8: Die Variante des Automobils als Anfrage an den Planer 
5.2.4 Die Planungskomponente 
Die Planungskomponente (vgl. Kapitel 4.1.5) hat die Aufgabe, eine Anfrage nach einer 
konkreten Variante einer Software-Produktlinie entgegenzunehmen und mit Hilfe der zur 
Verfügung stehenden Kompositionsschritte in Form von SLL-Services mit semantischen 
Annotationen daraus ein Kompositionsprogramm zu synthetisieren, dass es erlaubt, die 
gewünschte Variante zu erzeugen. 
Realisierungskonzept 
Für die Realisierung dieser Komponente stehen verschiedene Varianten zur Verfügung. Zum 
einen ist es möglich, deklarative Programmiersprachen wie Prolog [BBP+82] und FLogic 
[KLW95] für die Berechnungen einzusetzen. Zum anderen kann eine Hochsprache wie Java 
unter Zuhilfenahme der in Kapitel 4.1.4 vorgestellten Meta-Modelle zur Implementierung 
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verwendet werden. Zusätzlich dazu kann die Hochsprache in Verbindung mit den in Kapitel 
5.2.3 vorgestellten transformierten Feature-Modellen genutzt werden. Nachfolgend sollen 
alle drei Varianten diskutiert werden und eine für die Implementierung ausgewählt werden. 
Deklarative Programmiersprachen wie Prolog und FLogic helfen dabei, Planungs- bzw. 
Suchprobleme mittels der Prädikatenlogik zu lösen. Die Implementierungen der Sprachen 
nehmen einem Entwickler dabei das Kopieren einzelner Zustände und die Verwaltung von 
so genannten Frames ab, so dass dieser sich auf die Lösung seines Problems konzentrieren 
kann. Dabei wird auf dem Suchbaum solange eine Tiefensuche von links nach rechts 
ausgeführt, bis die Anfrage falsifiziert werden kann oder die Suche durch die Verwendung 
eines so genannten Cut-Operators abgebrochen wird. Im Rahmen von [DOR06] wurde 
Prolog für die Implementierung einer Planungskomponente eingesetzt und folgende 
Nachteile festgestellt. Die Suchstrategie der Tiefensuche von links nach rechts ist nicht 
optimal und muss durch geeignete Heuristiken (siehe unten) optimiert werden. Diese 
Optimierungen müssen in der Programmiersprachen deklarativ ausgedrückt werden, was den 
Vorteil der Einfachheit der Logikprogrammiersprachen zunichte macht. Das Ergebnis der 
Ausführung eines Prolog-Programms ist einer der beiden boolschen Werte true oder false, je 
nachdem ob ein Ergebnis für die Anfrage gefunden werden konnte oder nicht. Sollen 
komplexe Lösungen wie die Ausgabe eines geplanten Service realisiert werden, erfolgt dies 
umständlich über Log-Ausgaben während den Berechnungen, welche in einem 
nachgelagerten Schritt interpretiert werden müssen.  
Der Ansatz der Verwendung der Hochsprache in Kombination mit den vorgestellten Meta-
Modellen bzw. den daraus generierten Programmierschnittstellen bietet deutliche Vorteile 
gegenüber den deklarativen Programmiersprachen. Zum einen müssen die vorliegenden 
Daten nicht konvertiert werden, sondern können direkt durch die generierte API eingelesen 
werden. Zum anderen erlaubt die Hochsprache eine beliebige Strategie zur Optimierung der 
Suche und bietet mit den Konzepten der objektorientierten Modellierung Möglichkeiten, 
diese effizient zu kapseln und gegebenenfalls einfach auszutauschen. Durch das Kapseln von 
Daten in Objekten ist es außerdem möglich, beliebige nachgelagerte Aktionen auf dem 
Ergebnis der Planung/Suche auszuführen. Nachteilhaft an diesem Ansatz ist, dass die durch 
die deklarativen Sprachen bereitgestellten Funktionalitäten wie die Verwaltung von Frames 
selbst implementiert werden müssen.  
Der dritte Ansatz stellt eine Optimierung des zweiten dar. Dabei wird für die Formulierung 
der Anfrage und der Repräsentation der Feature (instanzen) statt mit den Meta-Modellen 
(bzw. den daraus generierten Programmierschnittstellen) aus Kapitel 4.1.4 mit den Ecore-
Meta-Modellen (bzw. den daraus generierten Programmierschnittstellen) aus Kapitel 5.2.3 
gearbeitet. Den Unterschied auf Instanzebene verdeutlichen die Listings Listing 7 und 
Listing 8. Während bei der Verwendung der Meta-Modellen auf Kapitel 4.1.4 beispielsweise 
die Klassen Feature und Property instanziert werden (Listing 8), werden bei den Ecore-
Meta-Modellen direkt Klassen vom Typ des Features (z. B. Motor) instanziert und seine 
Eigenschaft (z.B. hubraum) gesetzt. Die erste Version benötigt die Implementierung von 
Vergleichsmethoden auf der Meta-Modell-Ebene. In der zweiten Version können die 
Vergleichsoperationen der Programmiersprache (z. B. die Methode equals bei Java) direkt 
verwendet werden. Die Verwendung der direkten Vergleichsoperationen ohne weitere 
Implementierung erhöht die Performance des Planers. Nachteilhaft an diesem Ansatz ist, 
dass auch die semantischen Beschreibungen der Kompositionsschritte von der Meta-Modell-




zusätzliche Konvertierungskomponente bereitgestellt werden müsste, die vor der Planung 
gegebenenfalls aufgerufen werden muss. 
Der zweite der beschriebenen Ansätze mit der Nutzung der Meta-Modelle aus Kapitel 4.1.4 
unterstützt den modellgetriebenen Ansatz der Arbeit und ermöglicht es, die semantischen 
Beschreibungen und Anfragen ohne weitere Konvertierung zu übernehmen. Aus diesen 
Gründen wird dieser Ansatz für die Implementierung des Planers gewählt. Die Realisierung 
des dritten Ansatzes zur Erhöhung der Suchgeschwindigkeit ist Teil möglicher zukünftiger 
Arbeiten (vgl. Kapitel 7). 
Das Planer-Meta-Modell 
 
Abbildung 58: Das Planer-Meta-Modell (UML-Klassendiagramm) 
Zur Repräsentation der internen Zustände der Planungskomponente definiert Abbildung 58 
ein weiteres Meta-Modell. Zur Beschreibung der darin enthaltenen Konzepte soll im 
Folgenden der Arbeitsablauf des Planers dargestellt werden. 
1) Beim Eintreffen einer Anfrage wird eine neue Instanz der Klasse Composition angelegt. 
Der initiale Kompositionsschritt (Komposition initialStep) besteht aus den Informationen 
der Vorbedingungen der Anfrage. Diese werden in availableResults abgelegt, wobei für 
jeden Parameter der Anfrage eine Instanz der Klasse AvailableResult angelegt wird, der 
entsprechende Parameter referenziert (die Komposition result) und die in der 
semantischen Beschreibung aufgezählten Features hinterlegt werden (die Komposition 
featureInstance).  
2) Der initiale Kompositionsschritt wird zum aktuellen Kompositionsschritt. Die initial 
verfügbaren Ergebnisse werden zu den aktuell verfügbaren. 
3) In der Service-Registry wird nach Services (bzw. Operationen) gesucht, für die alle 
Eingangsparameter durch die zur Verfügung stehenden Ergebnisse belegbar sind und 
deren Vorbedingungen erfüllt sind. 
4) Für alle gefundenen Operationen werden folgende Unterpunkte ausgeführt: 
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a) Es wird eine Instanz der Klasse CompositionStep angelegt und zum aktuellen 
Kompositionsschritt hinzugefügt. Die zu rufende Operation wird mittels der 
Aggregation operation referenziert. Über die Komposition connections wird 
beschrieben, welche verfügbaren Ergebnisse mit welchem Parameter der zu 
rufenden Operation verbunden werden (die Klasse Connection mit den Aggreationen 
source und target).  
b) Für den erstellten Kompositionsschritt wird eine Instanz der Klasse AvailableResults 
zur Speicherung der Ergebnisse der Operation angelegt und selbige über die 
Komposition available definiert.  
c) Die Berechnung des Effektes der Operation wird ausgeführt. Die durch die Effekte 
verfügbaren Features werden durch die Komposition 
AvailableResult/featureInstance aufgezählt. 
d) Es wird geprüft, ob die Nachbedingung der Anfrage mit den zur Verfügung 
stehenden Ergebnissen erfüllbar ist. Wenn dies der Fall ist, liegt ein Ergebnis der 
Planung vor und diese kann abgebrochen werden. 
e) Der neu erstellte Kompositionsschritt wird zum aktuellen Kompositionsschritt. Die 
neu erstellten verfügbaren Ergebnisse werden zu den aktuell verfügbaren. Es wird 
mit Schritt 3 fortgefahren. 
Der aufgezeigte Ablauf des Planers realisiert eine Tiefensuche von links nach rechts im 
Suchbaum der möglichen Kombination der einzelnen Services/Operationen miteinander. Um 
diese Suche zu vereinfachen bzw. den Anforderungen aus Kapitel 4 anzupassen, wurde der 
Algorithmus um folgende Optimierungen erweitert. 
Optimierung 1) Im Schritt 3 des Planungsalgorithmus werden für einen Kompositionsschritt 
potentielle Nachfolger gesucht, für die alle Eingabeparameter durch zur Verfügung 
stehende Ergebnisse belegbar sind. Diese Suche sollte sich auf Operationen beschränken, 
die als Eingabe mindestens einen Parameter haben, der den gleichen Typ wie der einer 
der Ausgabeparameter der zuletzt eingeplanten Operation hat. Diese Information ist 
bereits zum Zeitpunkt des Einlesens der zur Verfügung stehenden Services aus der 
Registry verfügbar. Es kann deshalb vor dem Start der Planung eine Tabelle mit diesen 
Informationen erstellt werden, um später schneller darauf zurückgreifen zu können. 
Abbildung 59 zeigt das Meta-Modell zur Speicherung dieser statischen Meta-Daten. Die 
Tabelle zur Speicherung der potentiellen Nachfolger (die Klasse SuccessorsTable) 
verfügt über beliebig viele Einträge (die Komposition entries). Für jede Operation wird 
ein solcher Eintrag angelegt und die Operation durch die Aggregation operation 
referenziert. Existiert eine Operation, die einen Eingabeparameter mit dem Typ eines der 
Ausgabeparameter der aktuellen Operation verfügt, wird eine Instanz der Klasse 
SuccessorConnection angelegt und die entsprechenden Parameter referenziert (die 
Aggregationen parameter und result). Das vorgestellte Meta-Modell ermöglicht den 
schnellen Zugriff auf potentielle Nachfolgeoperationen eines Kompositionsschrittes. 
Optimierung 2) Im Schritt 4 des Planungsalgorithmus werden die Unterschritte für alle 
gefundenen potentielle Nachfolgeoperationen ausgeführt. Die Reihenfolge ergibt sich 
dabei aus der Reihenfolge in der im Optimierungsschritt O1 erstellten Tabelle. Dieses 
Vorgehen entspricht der Tiefensuche von links nach rechts. Zur Optimierung dieses 
Schrittes werden die potentiell zur Verfügung stehenden Operationen gewichtet. Die 




(der Effekt) erzeugt, und die in der Anfrage explizit gefordert sind. Es ist denkbar, dass 
andere Wichtungskriterien eingesetzt werden. Das führt zu einer Zahl unterschiedlicher 
Optimierungsstrategien, die bereits in 4.1.5 mit der Konfiguration der 
Planungskomponente im Rahmen der Anfrage angerissen wurden. 
Optimierung 3) Die Anforderung 10 sieht für die Verwendung des Planers durch einen 
Mitarbeiter des Vertriebs vor Ort bei einem potentiellen Kunden eine Antwortzeit von 
maximal 5s vor. In diesem Fall ist es nicht wichtig, ob eine optimale Lösung gefunden 
wurde. Es wird lediglich die Information benötigt, ob eine gültige Lösung, ein 
Kompositionsprogramm zur Erstellung der Variante, existiert. Es ist nicht wichtig, ob 
die Variante möglicherweise zu viele oder nicht geforderte Features enthält. Bei einer 
späteren Optimierung der Variante ist eine größere Zeitspanne zur Berechnung des 
Kompositionsprogramms erlaubt, muss an dieser Stelle optimiert werden. Aus diesen 
Gründen wird zwischen einem optimierenden und einem nicht-optimierenden Planer 
unterschieden: 
 Der nicht-optimierende Planer führt die Schritte gemäß dem oben vorgestellten 
Planungsalgorithmus unter Anwendung der anderen Optimierungen durch. Sobald 
das erste Ergebnis gefunden wurde, bricht die Suche ab und es wird als Antwort auf 
die Anfrage zurückgegeben. 
 Der optimierende Planer führt die Schritte des Algorithmus ebenfalls durch. 
Nachdem das erste Ergebnis gefunden wurde, vergleicht er die geforderten Features 
mit denen des gefundenen Ergebnisses. In einem iterativen Ansatz versucht er 
nachfolgend, die zusätzlich zu den in der Anfrage geforderten gefundenen Features 
aus der Lösung zu entfernen. Dies geschieht, indem die ursprüngliche Anfrage um 
eine Nachbedingung erweitert wird, die das überflüssige Feature verbietet. 
Daraufhin wird der Planungsalgorithmus erneut ausgeführt und anschließend weiter 
optimiert, bis sich keine weitern Features entfernen lassen. 
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Ergebnis der Planung 
Bei dem Ergebnis des Planungsalgorithmus handelt es sich um eine Instanz des Planer-Meta-
Modells (Abbildung 58), wobei alle nicht an der erfolgreichen Komposition beteiligten 
Schritte (Instanzen der Klasse CompositionStep) entfernt wurden. Dieses Ergebnis kann auf 
zwei Arten verwendet werden. 
Die in Kapitel 5.2.3 vorgestellte graphische Benutzeroberfläche benötigt zum einen die 
Information, ob ein gültiges synthetisiertes Kompositionsprogramm zu der gestellten 
Anfrage existiert. Zusätzlich wird eine Liste der Features benötigt, die im Ergebnis der 
Planung vorkamen, jedoch in der Anfrage nicht explizit gefordert wurden. Diese sollen 
durch den Zustand „Vom Planer hinzugefügt“ markiert und speziell visualisiert werden. 
Diese Informationen können aus dem Ergebnis der Planung extrahiert und an die 
Benutzeroberfläche zurückgesendet werden. 
Um das Planungsergebnis ausführen zu können und dadurch die konkrete Variante der 
Software-Produktlinie zu erzeugen, ist es notwendig, eine Transformation des Models in 
einen SLL-Service durchzuführen. Das Resultat dieser Transformation für das verwendete 
Autobeispiel mit der Anfrage aus Listing 8 ist in Listing 9 dargestellt. Die Zeilen 1 bis 6 
definieren die benötigten XML-Namensräume in Form von XML-Schema- und WSDL-
Dateien. In Zeile 9 wird der an dem synthetisierten Kompositionsprogramm beteiligte 
externe Service (der MotorService aus Listing 5) als Partner des generierten Services als 
potentieller Partner inkludiert. Die Zeilen 18 bis 29 beschreiben die eigentliche 
Applikationslogik des Services. Da es sich um ein einfaches Beispiel mit nur einem 
gewünschten Feature handelt, ist der Aufruf des MotorService (Zeile 23) ausreichend, um 
alle Anforderungen zu erfüllen. Es werden noch weitere Aktionen wie das Benachrichtigen 
eines Services zur Registrierung von Fortschritten (ProgressService, Z. 25 und 26) 
ausgeführt, die für das Beispiel aber nicht weiter von Interesse sind. Abschließend wird das 
Ergebnis der synthetisierten Operation der Variable result zugewiesen (Zeile 28). 
01 // used namespaces  
02 namespace xmlns = "http://www.fxl-project.com/fxl2/composition"; 
03 namespace ns1 = "http://www.fxl-project.com/auto.xsd"; 
04 ... 
05 // service namespaces  
06 namespace s1 = "http://192.168.44.133:8080/wsdl/MotorService.wsdl"; 
07  
08 // used partners  
09 partner $p_s1 as s1:MotorServicePortType= "http://192.168.44.133:8080/wsdl/MotorService.wsdl"; 
10 ... 
11 
12 service MyAuto { 
13  
14   description { 
15     category "generated"; 
16   } 
17 
18   public operation variantQuery($auto as ns1:Auto) 
19     returns ($result as auto:Auto) {  
20  
21     // invoke http://192.168.44.133:8080/wsdl/MotorService.wsdl -> installiereMotor 
22     var $r1 as ns1:Auto; 
23     $r1 = send_sync $p_s1::installiereMotor($auto); 
24 
25     // Notifizierung eines Progress-Services 
26     ... 
27 
28     $result = $r1; 
29   } 
30 
31 } 




Bereitstellung des Planers als Web-Service 
Die Referenzarchitektur aus Kapitel 4.1.1 sieht vor, dass die Planungskomponente als Web-
Service bereitgestellt wird. Diese Anforderung wird erfüllt, indem der SLL-Service 
ComposerService erstellt wird, der über den SLL-Wrapper-Mechanismus die Java-
Implementierung des Planers aufruft. 
5.3 Reverse-Engineering 
Im Kapitel 4.2 wurden im Rahmen der Konzepte des Reverse-Engineering die Meta-Modelle 
zur Beschreibung von Komponenten sowie Produkt-Konfigurationen vorgestellt. In diesem 
Kapitel sollen diese dazu genutzt werden, um entsprechende Entwicklungswerkzeuge 
bereitzustellen. 
Da die vorgestellten Konzepte am Refactoring der existierenden Software Soarian 
Integrated Care (vgl. Kapitel 1.2.1) evaluiert werden sollen und deren Entwicklung mit Java 
und auf Java basierenden Technologien unter Verwendung der Eclipse 
Entwicklungsumgebung erfolgt, wird als Basis für die zu erstellenden 
Entwicklungswerkzeuge ebenfalls die Eclipse Entwicklungsumgebung gewählt. Dies bietet 
den Vorteil, dass die bereits oben angewandten Ansätze auch in diesem Kontext eingesetzt 
werden können. 
Das Kapitel 5.3.1 beschreibt die Realisierung des Werkzeuges zur Beschreibung von 
Komponenten. Das Kapitel 5.3.2 geht auf die Implementierung des Produkt-Konfigurations-
Werkzeuges ein. In Abschnitt 5.3.3 wird erläutert, wie die Transformation des Ecore Meta-
Meta-Modells auf das Feature-Meta-Modell umgesetzt wurde.  
5.3.1 Der Komponenten-Editor 
Der Komponenten-Editor dient sowohl zur Erweiterung des Komponenten-Meta-Modells 
mittels des Ecore-Meta-Meta-Modells als auch zur Bearbeitung von Komponenten-
Modellen. Wie in den vorherigen Kapiteln basiert die Realisierung auf im Rahmen des 




Mit Hilfe des FXL Generators und FXL Editor-Generators werden aus diesem Ecore-Meta-
Modell sowohl die Programmierschnittstelle als auch der Editor für das Bearbeiten von 
Komponentenbeschreibungen erzeugt (vgl. Abbildung 60). Der Editor wird durch 
Bereitstellung von Bildern und Übersetzungen angepasst. Eine Klasse ComponentContainer 
wird implementiert, die dafür zuständig ist, die Komponenten-Beschreibungen von 
beliebigen Lokationen laden zu können. Dazu zählen das Laden aus Eclipse-Projekten und 
das Laden aus in der Eclipse-Plattform installierten Plug-ins. Die erste Variante wird zum 
Bearbeiten der Komponenten des zu erstellenden Systems benötigt. Die zweite Methode 
wird benötigt, wenn es Komponenten gibt, die eine Erweiterung des Komponenten-Meta-
Modells bereitstellen wie beispielsweise die Internationalisierung mit TMX (vgl. Kapitel 
4.2.2). Diese Komponenten sollen selbst als Erweiterung des Komponenten-Editors bzw. der 
Eclipse-Entwicklungsumgebung in Form von Eclipse Plug-ins bereitgestellt werden und 
deren Beschreibung muss dementsprechend aus dem jeweiligen Plug-in geladen werden. Des 
Weiteren ist der ComponentContainer dafür zuständig, die Referenzen zwischen 
verschiedenen Komponentenmodellen aufzulösen.  
  




Abbildung 60: Realisierung der Editoren für die Komponentenbeschreibung 
Um eine Bearbeitung von Ecore-Meta-Modellen direkt im Komponenten-Editor zu 
ermöglichen, wird aus dem Ecore-Meta-Meta-Modell (in Form der Datei ecore.ecore) die 
Ecore Programmierschnittstelle und ein Ecore-Editor geniert, welcher mit Bildern und 
Internationalisierung angepasst wird. Der EcoreContainer ist zuständig für das Laden von 
Ecore-Meta-Modellen sowie der Auflösung von Inter-Meta-Modell-Referenzen. Über eine 
EditorCustomization (vgl. Kapitel 5.1.5) wird der so erstellte Editor in den Komponenten-
Editor integriert.  
Mit Hilfe des so entstandenen Editors ist es möglich, innerhalb des Komponenten-Editors 
beliebige Konfigurationen anzulegen und deren Meta-Modelle zu bearbeiten (*.ecore in 
Abbildung 60). Durch eine Integration des FXL Generators und des FXL Editor Generators 
in den Komponenten-Editor ist es möglich, für die erstellten Meta-Modelle wiederum die 
entsprechenden Programmierschnittstellen und Editoren zu generieren, welche wiederum in 
den Komponenteneditor integriert werden können. 
Die Abbildung 61 zeigt den auf diese Weise erstellten Komponenten-Beschreibungs-Editor 
am Beispiel der Internationalisierung mit TMX (vgl. Kapitel 4.2.2). Der Basisknoten des 
Baumes repräsentiert die Komponente de.siemens.fxl.i18n.tmx. Diese enthält eine 
Konfiguration TMX, welche als Kinderknoten ein Ecore-Meta-Modell sowie die Instanz 
Default Instance enthält. Das Ecore-Meta-Modell entspricht dem TMX-Meta-Modell aus 
Abbildung 37. Der Knoten Default Instance repräsentiert eine Instanz dieses Meta-Modells, 
welche mit Hilfe des daraus generierten und integrierten Editors bearbeitet werden kann. Die 





Abbildung 61: Komponenten-Editor für das Beispiel der Internationalisierung 
5.3.2 Der Produkt-Konfigurations-Editor 
Der Editor zur Konfiguration eines konkreten Produktes baut auf der Realisierung des 
Komponenten-Beschreibungs-Editor auf. Als Basis für die Erweiterung dient das in Kapitel 




Wie bereits in den vorherigen Kapiteln wird mit Hilfe des FXL Generators und des FXL 
Editor Generators eine Programmierschnittstelle sowie ein dazu passender Editor erzeugt 
(vgl. Abbildung 62). Zusätzlich dazu muss die Speicherung der Instanzen so angepasst 
werden, dass alle in der gleichen XML-Datei abgelegt werden. Der Editor muss durch 
Bereitstellung von Bildern und Übersetzungen sowie durch die Integration der generierten 
Editoren (vgl. Abbildung 60) angepasst werden. Um die abgespeicherte Konfiguration eines 
Produktes diesem beim Starten zuweisen zu können, müssen entsprechende Mechanismen 
bereitgestellt werden. Diese Mechanismen sind abhängig von der Zielarchitektur des 
Produktes und müssen gegebenenfalls erweitert werden. Beispielhaft wurde eine Variante 
implementiert, die das Zuweisen der Konfigurationen erlaubt, wenn das Zielsystem auf Basis 
einer Eclipse RCP implementiert ist. Es werden entsprechende Konfigurationsklassen 
generiert und beim Starten des Produkts werden über eine spezielle Komponente (bzw. ein 
spezielles Plug-in) die Konfigurationen zugewiesen. 
  




Abbildung 62: Realisierung des Editors für die Produkt-Konfiguration 
Die Abbildung 63 zeigt das Beispiel aus Kapitel 4.2.3. Die Konfiguration customerA ist die 
Konfiguration eines Systems bzw. Produktes für einen Kunden A. Das Produkt besteht aus 
mehreren Komponenten (de.siemens.fxl.components.i18n, de.siemens.fxl.i18n.tmx und 
de.siemens.fxl.sll.examples.generator). Für alle Komponenten lassen sich die jeweiligen 
Instanzen (Teile des Komponentenmodells) anzeigen und editieren. Der aktuell selektierte 
Knoten ist die Konfiguration der Internationalisierung. Wie im Beispiel war die 
Standardkonfiguration die Unterstützung der Sprache Englisch und wurde für den Kunden A 
auf Deutsch umgestellt. Da eine Änderung gegenüber der Standardkonfiguration 
stattgefunden hat, ist der Knoten der geänderten Instanz sowie der Knoten der Komponente 
mit einem roten Rechteck markiert. 
 
Abbildung 63: Produkt-Konfigurations-Editor für das Beispiel der Internationalisierung 
Listing 10 zeigt die zum Beispiel gehörende XML-Persistierung der Konfiguration. Das 
Attribut id des Elements Configurations (Z. 3) gibt den eindeutigen Namen der 
Konfiguration an. Für die Komponente de.siemens.fxl.components.i18n ist eine 
Konfiguration gespeichert (Z. 4 bis 12). Dabei ist das Element i18nConfig (Z. 6 bis 11) die 
Instanz des Meta-Modells zur Konfiguration der Internationalisierbarkeit und enthält die 
Information, dass die Sprache Deutsch unterstützt werden soll. Die Zuordnung zu der Instanz 




eindeutigen Kennung (uid) der Instanz entspricht. Für alle Komponenten, für die keine 
Änderungen am Komponentenmodell vorgenommen wurden, wird nichts persistiert. 
01 <Configurations  
02    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
03    id="customerA"> 
04   <component  
05       descriptor="de.siemens.fxl.components.i18n"> 
06     <ns:i18nconfig  
07         xmlns:ns="Default Internationalization (I18n)"> 
08       <i18nSupport  
09           xsi:type="SingleLanguage"  
10           language="de"/> 
11     </ns:i18nconfig> 
12   </component> 
13 </Configurations> 
Listing 10: Persistierung der Produktkonfiguration 
5.3.3 Transformation von Ecore-Meta-Modellen zu Feature-Modellen 
Die Transformation von Ecore-Meta-Modellen in Feature-Modelle ist notwendig, um die mit 
dem Komponenten-Editor bzw. dem Ecore-Editor erzeugten Meta-Modelle im Rahmen der 
Konzepte des Forward-Engineering weiterverwenden zu können.  
Die Implementierung erfolgt in der Programmiersprache Java unter Verwendung der im 
Kapitel 5.2.1 generierten Programmierschnittstelle zur Bearbeitung von Feature-Modellen 
sowie der in Kapitel 5.3.1 generierten Programmierschnittstelle zur Bearbeitung von Ecore-
Meta-Modellen. Die Umwandlung ist realisiert als eine Modelltransformation unter 
Zuhilfenahme der im Kapitel 4.2.4 aufgezeigten Abbildungsregeln. Um eine einfache 
Verwendung der Transformation zu ermöglichen, wurde sie entsprechend in den 
Komponenten-Editor integriert. 
5.4 Zusammenfassung 
Das Kapitel Realisierung hat die Umsetzung der im Rahmen des Forward- und Reverse-
Engineering aufgezeigten Konzepte unter Nutzung einfacher Beispiele beschrieben. Für die 
effiziente Software-Entwicklung bei der Umsetzung wurde ein auf dem Ecore-Meta-Meta-
Modell basierender, modellgetriebener Ansatz gewählt. Das FXL-Framework hat in diesem 
Zusammenhang in Form des FXL-Generators und FXL-Editor-Generators mächtige 
Werkzeuge zur Verfügung gestellt, um schnell Programmierschnittstellen und Editoren zu 
generieren, die als Erweiterungen der Eclipse-Entwicklungsumgebung bereitgestellt werden 
können. Zu den für das Forward-Engineering erstellten Werkzeugen zählen die Editoren zur 
Feature-Modellierung und zur semantischen Beschreibung der Kompositionsschritte als 
Erweiterung des SLL-Editors, sowie der Editor zur Variantenauswahl bzw. zur Formulierung 
der Anfrage an die Planungskomponente. Die Planungskomponente ist in der Lage, 
basierend auf einer Anfrage und den semantischen Beschreibungen der Kompositionsschritte 
ein SLL-Programm zu synthetisieren, mit dessen Hilfe das gewünschte Produkt gebaut 
werden kann. Der Komponenten-Editor inklusive Unterstützung der Meta-Modellierung 
mittels Ecore, integrierter Code- und Editor-Generierung unter Verwendung des FXL-
Frameworks sowie der Produkt-Konfigurations-Editor sind die Werkzeuge für das Reverse-
Engineering.  
Im nachfolgenden Kapitel werden die erstellten Software-Werkzeuge mit Hilfe der im 
Kapitel 1.2 vorgestellten Beispiele aus der Geschäftswelt evaluiert. 
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6 Evaluierung  
Um die Anwendbarkeit der in den vorangegangenen Kapiteln vorgestellten Konzepte und 
der erstellten Software-Werkzeuge zu untersuchen, sollen diese im Folgenden an Beispielen 
aus der Geschäftswelt (vgl. Kapitel 1.2) angewendet werden. Im Anschluss daran wird 
dargelegt, ob und wie die gestellten Ziele und Anforderungen erfüllt wurden. 
6.1 Forward-Engineering 
Die Konzepte des Forward-Engineering wurden für das Beispiel der Elektronischen Fallakte 
(vgl. Kapitel 1.2.2) prototypisch umgesetzt. Zur Verfügung stand dabei eine 
Implementierung der eFA-Spezifikation basierend auf einer modularen Java-EE-Architektur, 
die entsprechend angepasst und erweitert wurde. Nachfolgend werden die für das Beispiel in 
den Schritten 1 bis 5 (vgl. Kapitel 4) erzeugten Artefakte vorgestellt und die Ergebnisse 
dargelegt. 
Erstellte Feature-Modelle  
Die Schritte 1 und 2 verlangen die Modellierung sowohl der nach außen hin sichtbaren 
Variabilitäten der Produktlinie als auch die interne Variabilität der Komponenten. Abbildung 
64 zeigt eine vereinfachte Darstellung der vier dabei entstandenen Feature-Modelle in der 
Darstellungsform aus Abbildung 16. Der ProblemSpace beinhaltet die Variabilität aus der 
Sicht eines Mitarbeiters der Vertriebsabteilung bzw. eines Endkunden. Dazu gehören 
einfache Beschreibungen der Kernfunktionalitäten des Systems wie die Suche nach Patienten 
sowie die Möglichkeit, die Funktionalität der Informationssicherheit mit einem 
Schlüsselwort zu beschreiben. Die technische Sicht (der Mittelteil von Abbildung 64) 
beinhaltet die Beschreibung der potentiell am System beteiligten technischen Komponenten 
sowie deren Parametrisierung. Dazu gehört zusätzlich zu den abgebildeten Services auch die 
Möglichkeit der Wahl der Persistierungsart (Datenbank, Dateisystem oder Mockup) für die 
Komponenten. Die eFA-Infrastruktur besteht aus der Wahl einer Datenbank sowie des zu 
verwendeten Applikationsservers inklusive deren im Rahmen von eFA notwendigen 
Parametriesierung. Das EFA-Feature-Modell bestehend aus dem Feature EFA fasst die drei 
Untermodelle zusammen. 
 
Abbildung 64: Erstellte eFA-Feature-Modelle (vereinfacht) 
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Da die dargestellten Feature-Modelle frei von ökonomischen Überlegungen sind, sind bis auf 
die Zusammenfassung der drei Sichten in der EFA-Sicht alle Features als optional markiert 
und keine weiteren Beschränkungen modelliert. Die Notwendigkeit, bestimmte Features zu 
inkludieren ergibt sich aus den selektierten Features einer Variante sowie den in den 
semantischen Beschreibungen der Kompositionsschritte enthaltenen technischen 
Abhängigkeiten. Diese Abhängigkeiten führen in der Planungsphase dazu, dass bei der 
Auswahl bestimmter Features andere durch den Planer als Bestandteil der Variante 
aufgenommen und in der Benutzerschnittstelle entsprechend markiert werden (vgl. Kapitel 
5.2.3). 
Zusätzlich zu den gezeigten Feature-Modellen wurde ein weiteres allgemeines Feature-
Modell zur Speicherung von Zustandsinformation von Komponenten angelegt. Dabei kann 
eine Komponente während der Erstellung der Variante einen der Zustände undefiniert 
(none), vorbereitet (prepared), kompiliert (compiled) und installiert (deployed) annehmen. 
Diese Unterscheidung ist notwendig, um die Reihenfolge bestimmter Kompositionsschritte 
bestimmen zu können (siehe unten beim Schritt 4). 
Erstellte Services bzw. Kompositionsschritte 
Der Schritt 3 sieht die Abbildung der verschiedenen Sichten des Gesamtsystems aufeinander 
vor. In eFA bedeutet das, dass die Sicht des Problemsraums (ProblemSpace) auf die 
technische Sicht abgebildet werden muss. Dazu muss beispielsweise definiert werden was 
das Feature Patientensuche (Patient Search) des Problemraums in der technischen Sicht 
bedeutet, d.h. welche Komponenten mit welcher Parametrisierung dazu benötigt werden. 
Wie in Kapitel 4.1.1 erläutert, erfolgt die Abbildung in Form der Bereitstellung semantisch 
annotierter Kompositionsschritte ohne auszuführende Applikationslogik. Damit ist die 
Planungskomponente in der Lage, diese bei der Planung zu berücksichtigen und die 
Abbildung auszuführen. Für die Realisierung der Patientensuche wird beispielsweise der auf 
dem Applikationsserver installierte Patient Search Service der technischen Sicht benötigt. 
Zur Speicherung dieser Information wurde ein Service inklusive semantischer Annotation 
erstellt, welche als Vorbedingung enthält, dass das Patient Search Service Feature vorhanden 
ist und sein Zustand den Wert deployed hat. Der Effekt des Services besteht darin, dass 
zusätzlich das Feature Patient Search des Problemraums vorhanden ist. Analog dazu wurden 
die anderen Features auf Komponenten der technischen Sicht abgebildet. 
Zusätzlich zu den Abbildungsschritten wurden für den Arbeitsschritt 4 Services bzw. 
Kompositionsschritte erzeugt, um die Komponenten sowie die Infrastruktur in ein zu 
erstellendes Produkt zu integrieren. Des Weiteren wurde die Möglichkeit der Umschaltung 
zwischen verschiedenen Persistierungsarten der Komponenten realisiert. Für einen Tester 
des Systems ist es beispielsweise sinnvoll, so genannte Mockup-Daten aus Dateien zu 
verwenden. Im Betrieb als Produkt beim Kunden sollen die Daten in einer Datenbank 
persistiert werden. Dazu war es notwendig, zwischen verschiedenen Zuständen der 
Komponenten (vorbereitet, kompiliert usw.) zu unterscheiden. So muss die Art der 
Persistenz vor dem Kompilieren der Komponente eingewebt werden (mittels geeigneter 
Kompositionstechniken). Die Vorbedingung für den entsprechenden Kompositionsschritt ist, 
dass die Komponente sich im Zustand vorbereitet befindet und noch nicht kompiliert wurde. 
Variantenauswahl/Bauen des Produkts 
Mit Hilfe des aus den Feature-Modellen generierten Editors zur Variantenauswahl ist es im 




Kompositionsprogramm mit Hilfe der Planungskomponente synthetisieren zu lassen, um es 
anschließend durch die Workflow-Engine auszuführen und so die Variante zu erzeugen. 
Abbildung 65 zeigt den Editor zur Variantenauswahl aus der Sicht des Mitarbeiters der 
Vertriebsabteilung. Es ist möglich, die Features des Problemraums auszuwählen. Zusätzlich 
ist es möglich, der Variante einen Namen zu geben und eine Email-Adresse als Kontaktdaten 
zu hinterlegen. Wird die Planungskomponente aufgerufen und findet diese ein gültiges 
Kompositionsprogramm, welches den Anforderungen entspricht, so kann der Preis der 
Variante im Feld „Overall Price“ ersehen werden. Dieser wurde während der Planung 
berechnet und kann als Grundlage zu Verhandlung mit einem potentiellen Kunden dienen. 
 
Abbildung 65: eFA-Variantenauswahl für einen Mitarbeiter der Vertriebsabteilung 
Ist man sich mit dem Kunden grundsätzlich einig, so werden in einem nächsten Schritt die 
technischen Aspekte der zu erstellenden Variante geklärt. Dies erfolgt durch die Umstellung 
des Varianten-Editors auf eine andere Rolle (z.B. Software-Entwickler). Abbildung 66 zeigt 
den Editor in der entsprechenden Sicht. Die durch die Planungskomponente hinzugefügten 
Features (Document Registry Service und Patient Search Service) sind entsprechend 
markiert. Es ist möglich, diese explizit in die Variante zu inkludieren und zu parametrisieren 
oder gegebenenfalls andere Features auszuwählen.  
 
Abbildung 66: eFA-Variantenauswahl (technische Sicht) 
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Die Ergebnisse der Planungskomponente 
Das Ergebnis der Planung entsprechend der Auswahl aus Abbildung 66 ist ein synthetisierter 
SLL-Service, der in Listing 11 (in Anhang VII.B) dargestellt ist. Über eine in den 
Varianteneditor integrierte Aktion ist es möglich, diesen auf der Workflow-Engine zu 
installieren und aufzurufen. Durch die Integration von Aufrufen zu einem 
Überwachungsservice in den synthetisierten Service ist es möglich, den Prozess der 
Erstellung der Variante nachzuverfolgen (vgl. Abbildung 67). 
 
Abbildung 67: Überwachung des Prozesses der Erstellung der Variante  
Messungen 
Tabelle 2 zeigt die für das Beispiel der elektronischen Fallakte ermittelten Messwerte. Die 
Dauer der Planung wurde auf einem PC mit folgenden Eigenschaften ermittelt. 
- Prozessor = Intel Core 2 Duo E6750 mit 2,66GHz Taktfrequenz 
- Arbeitsspeicher = 2GB 
- Betriebssystem = Windows XP SP2 
- Java-Version = Java(TM) SE Runtime Environment (build 1.6.0_03-b05).  
 
Zu messende Größe Wert 
Anzahl der Feature-Modelle 5 
Anzahl der Features 34 
Anzahl der Kompositionsschritte 
- zur Abbildung der Sichten 




Mittlere Dauer der Planung 
- ohne Optimierung/erstes Ergebnis 




Tabelle 2: Messwerte für das Forward-Engineering 
Fazit 
Die durch die vorgestellten Software-Werkzeuge umgesetzten Konzepte des Forward-




verschiedener Rollen zu modellieren und bei der Variantenauswahl zu berücksichtigen. Die 
Zerlegung des Kompositionsprogramms in einzelne semantisch annotierte 
Kompositionsschritte wird durch die Programmiersprache SLL sowie die erstellten 
Erweiterungen unterstützt und ermöglichen es einer automatischen Planungskomponente, die 
an die Variantenauswahl angepassten Kompositionsprogramme vollständig zu 
synthetisieren. 
Nachteile/Offene Punkte 
Durch die Komplexität der Planung ist die im Rahmen der Realisierung erstellte 
Komponente zur Synthetisierung von Kompositionsprogrammen bereits bei einer relativ 
geringen Anzahl von Features und zur Verfügung stehenden Kompositionsschritten trotz 
implementierter Optimierungen relativ nah an den in den Anforderungen vorgegebenen 
maximalen Zeitdauern. Aus diesem Grund ist es in Zukunft notwendig, weitere 
Optimierungen bezüglich verteilter Planung und die Bereitstellung weiterer Heuristiken 
vorzunehmen. Es ist sinnvoll, dabei bestehende Forschungsergebnisse beispielsweise aus 
dem Bereich des Semantic Web in diese Arbeiten mit einzubeziehen. 
6.2 Reverse-Engineering 
Um die Anwendbarkeit der Konzepte des Reverse-Engineering zu untersuchen, wurden die 
dafür in der Realisierung bereitgestellten Software-Werkzeuge für das Beispiel Soarian 
Integrated Care (vgl. Kapitel 1.2.1) prototypisch eingesetzt. 
Äquivalent zur Beschreibung in Kapitel 5.3.1 wurden Komponentenbeschreibungen für die 
(logischen) SIC-Komponenten Master Patient Index (MPI) und Electronic Health Record 
(EHR) angelegt und deren Variabilitäten mit Hilfe entsprechender Ecore-Meta-Modelle 
beschrieben. Um die Orinialsoftware so wenig wie möglich zu modifizieren, wurden diese 
logischen Komponenten in extra Verzeichnissen bzw. Eclipse-Projekten erzeugt. Mit Hilfe 
des in den Komponenteneditor integrierten FXL-Generators wurden zu den Meta-Modellen 
gehörenden Java-Programmierschnittstellen und Editoren generiert, welche zusätzlich durch 
Bereitstellung von Bildern angepasst wurden. Die neu erstellten Komponenten wurden in 
einem zweiten Schritt in den existierenden Build-Prozess eingebunden. Die Originalsoftware 
wurde unter Verwendung der generierten Programmierschnittstellen so angepasst, dass die 
Einstellungen aus den Komponentenmodellen geladen und in der Applikationslogik 
berücksichtigt werden. Diese Schritte führen zu der Möglichkeit, mit Hilfe des Produkt-
Konfigurations-Editors (vgl. Kapitel 5.3.2) einen einheitlichen Überblick über alle auf diese 
Weise modellierten Komponenten zu erhalten, deren Konfigurationen kundenspezifisch 
anzupassen und damit das Verhalten der Applikation zu steuern. 
Die Möglichkeiten der Erweiterbarkeit des Komponenten-Meta-Modells wurde bereits am 
Beispiel der Internationalisierung (vgl. Kapitel 4.2.2) aufgezeigt. Die Komponenten MPI und 
EHR wurden auf diese Weise internationalisiert. Zusätzlich dazu wurden Erweiterungen 
bereitgestellt, die eine Entwicklung, Dokumentation und Wartung der Komponenten 
erleichtert. Die Dokumentations-Komponente erlaubt es, für jede Komponente zusätzliche 
Meta-Informationen zu hinterlegen. Im Fall von SIC gehören dazu eine kurze Beschreibung 
der Komponente, der Initiator und Erstellungsjahr, beteiligte Entwickler, Status sowie 
Zugehörigkeit der Komponente innerhalb der Architektur des Systems (User-Interface, 
Persistenzschicht, Applikationslogik). Diese Informationen ermöglichen es, den Baum des 
Produkt-Konfigurations-Editors so anzupassen, dass die Komponenten gemäß der 
Architektur gegliedert sind (vgl. Abbildung 68), was die Übersichtlichkeit des Editors stark 
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erhöht. Zusätzlich können bei der Dokumentation Referenzen auf existierende Dokumente 
(beispielsweise funktionale Spezifikationen und Benutzerhandbücher) hinterlegt werden. 
Soll ein Entwickler sich in das System einarbeiten bzw. Änderungen an einer für ihn 
fremden Komponente vornehmen, hat er auf diese Weise schnell Zugriff auf die zur 
Verfügung stehenden Informationen und Dokumentationen. 
 
Abbildung 68: Produkt-Konfiguration von SIC (prototypisch) 
Im Laufe der Entwicklung eines Software-Systems werden daran beteiligte Komponenten 
immer wieder erweitert und angepasst werden. Um sowohl die Tester als auch die 
Endkunden über Änderungen einer Produkt-Version auf eine andere zu informieren, ist es 
üblich, entsprechende Release Notes bereitzustellen7. Zur Sammlung dieser Informationen 
wurde eine so genannte History-Komponente erstellt, welche es erlaubt, für verschiedene 
Versionen einer Komponente die vorgenommenen Änderungen zu beschreiben. Es kann 
modelliert werden, dass die Komponente um ein neues Feature erweitert oder dass ein Fehler 
behoben wurde. Zu allen Änderungen können neben einer Beschreibung zusätzlich Bilder, 
Dokumente und Links hinterlegt werden. Mit Hilfe einer Modelltransformation wird aus 
diesen Informationen eine HTML-Seite erzeugt, die die Änderungshistorie anzeigt. 
Abbildung 69 zeigt eine beispielhafte Historie für die MPI-Komponente. Die hinterlegten 
Informationen bzw. die generierte HTML-Seite können während der Integration der 
Komponenten in das Gesamtsystem als Grundlage für die Änderungshistorie des Produktes 
dienen. 
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Abbildung 69: Generierte Release Notes im HTML-Format 
Fazit 
Das erweiterbare Komponenten-Meta-Modell bietet einen mächtigen Ansatz, um aus 
existierenden Software-Systemen konfigurierbare Produktbasen zu erstellen. Die erstellten 
Eclipse-Werkzeuge ermöglichen durch Integration mit dem Eclipse-Build-Prozess eine 
direkte Änderung der Ecore-Meta-Modelle sowie die Generierung und Nutzung von 
entsprechenden Programmierschnittstellen und Editoren ohne notwendigen Neustart der 
Entwicklungsumgebung oder manuelle Kompilierung seitens des Nutzers/Entwicklers. Die 
Einstellungsmöglichkeiten des Komponenten-Meta-Modells sind dabei so mächtig, dass eine 
Trennung der generierten Programmierschnittstellen von den Editoren erfolgen kann. Damit 
ist es beispielsweise möglich, die Programmierschnittstellen als Teil eines Produktes 
auszuliefern, die Editoren zur Konfiguration des Produktes aber nur intern zu verwenden. 
In vielen Software-Projekten werden Werkzeuge zur Erstellung bzw. Bearbeitung von 
Informationen wie der Internationalisierung, der Projekt-Dokumentation und der 
Änderungshistorie eingesetzt. In vielen Fällen sind diese Werkzeuge für die speziellen 
Anforderungen der Projekte nicht geeignet oder es besteht der Wunsch, sie entsprechend den 
Einsatzfällen anzupassen bzw. einzuschränken. Zudem verfügen die Werkzeuge über 
unterschiedliche Bedienkonzepte und sind oftmals nicht oder schlecht in die 
Entwicklungsumgebung integriert. Das Konzept des erweiterbaren Komponenten-Meta-
Modells ermöglicht es sehr schnell und einfach, solche projektspezifischen Werkzeuge 
inklusive passender Editoren zu erstellen, welche zudem über ein einheitliches 
Bedienkonzept verfügen und in die Entwicklungsumgebung integriert sind.  
Die Möglichkeit der Referenzierung zwischen Meta-Modellen sowie zwischen Modellen 
ermöglicht es zudem, komplexe Werkzeug-Suiten bestehend aus verschiedensten Einheiten 
zu realisieren. Es ist möglich, ein den Anforderungen des jeweiligen Projektes 
entsprechendes Meta-Modell zur Beschreibung von Fehlern und Änderungswünschen (Bug 
Tracking) zu erstellen und damit das Komponenten-Meta-Modell zu erweitern. Das Meta-
Modell der Änderungshistorie (History) könnte die darin definierten Klassen 
wiederverwenden, was es den Instanzen der Änderungshistorie erlaubt, Referenzen auf 
beschriebene Fehler zu verwenden. Solche Ansätze ermöglichen es, die Redundanz von 
Daten innerhalb der Komponentenmodelle bzw. innerhalb des Software-Projektes zu 
minimieren. 
  




Die aktuelle Implementierung des Komponenten-Editors hat eine starke Abhängigkeit zur 
Eclipse-Entwicklungsumgebung, wobei die Komponentenmodelle aus Eclipse-Projekten 
gelesen werden. Das hat zur Folge, dass diese außerhalb von Eclipse nicht zur Verfügung 
stehen und so beispielsweise Code-Generatoren, die aus Informationen des Komponenten-
Modells andere Artefakte generieren (z.B. die Release Notes im HTML-Format aus der 
Änderungshistorie) nicht genutzt werden können. Damit ist es nicht8 möglich, 
Generierungsschritte dieser Art in existierende externe Build-Prozesse zu integrieren. 
Stattdessen müssen die Generatoren innerhalb von Eclipse angestoßen werden und die 
erzeugten Artefakte in das Code-Versionierungssystem (z. B. Subversion [Tig09] und 
ClearCase [Rat09]) eingespielt werden. Um dies zu vermeiden, muss der Komponenten-
Editor in der Form überarbeitet werden, dass eine Trennung zwischen Laden bzw. 
Verwaltung der Komponentenmodelle und Benutzerschnittstellen erfolgt.    
Die Generierung der Programmierschnittstellen und Editoren aus den Ecore-Meta-Modellen 
basiert auf den Generatoren des FXL-Frameworks. Diese sind ebenfalls eng an die Eclipse-
Entwicklungsumgebung gekoppelt, was wiederum zur Folge hat, dass diese nicht in externe 
Build-Prozesse integriert und der generierte Code in das Versionierungssystem eingespielt 
werden muss. Die FXL-Generatoren müssen dementsprechend so umgearbeitet werden, dass 
eine Generierung außerhalb von Eclipse möglich ist. 
Bei SIC handelt es sich um eine webbasierte Anwendung. Sollen die Konfigurationen bzw. 
Komponenten-Modelle auch zur Laufzeit änderbar sein, müssen entsprechende Editoren 
bereitgestellt und in die Anwendung integriert werden. Der Komponenten-Editor unterstützt 
derzeit nur Anwendungen auf Basis einer Eclipse RCP. Dort ist es möglich, die 
Konfigurationen als Teil des Preferences-Dialogs anzeigen zu lassen. Für Web-
Applikationen ist es denkbar, die Konzepte so zu erweitern, dass die Editoren auf Basis der 
RAP (vgl. Kapitel 2.2.4) realisiert werden. Sollen die Editoren dem Stil und der Architektur 
der jeweiligen Anwendung entsprechen, müssen diese projektspezifisch realisiert werden. 
6.3 Überwindung der Probleme aktueller Ansätze 
Um zu überprüfen, ob die bei aktuellen Ansätzen und Technologien erkannten Probleme 
(vgl. Kapitel 3.1 und 3.3) gelöst wurden, werden diese zusammen mit einer Beschreibung 
der jeweiligen Umsetzung nachfolgend noch einmal diskutiert. 
Problem 1 Manuell erstelltes Kompositionsprogramm 
Die Probleme im Zusammenhang mit manuell erstellten Kompositionsprogrammen, 
dazu gehört die erschwerte Wartung und Erweiterung für einen Menschen aufgrund der 
Komplexität großer Software-Projekte, wurden durch das geänderte Konzept der 
Realisierung von Software-Produktlinien mittels Synthetisierung der 
Kompositionsprogramme gelöst (vgl. Kapitel 4.1). Dies ermöglicht das Zerlegen des 
Kompositionsprogramms in einzelne von Menschen wartbare Kompositionsschritte, 
welche dann mittels einer automatischen Planungskomponente zu einem der 
Variantenauswahl entsprechenden Kompositionsprogramm zusammengefügt werden. 
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Problem 2 Fragmentierung des Kompositionsprogramms 
Neben der Komplexität des Kompositionsprogramms erschwert dessen Fragmentierung 
einem Menschen die Wartung und Erweiterung. Dabei sind verschiedene Teilschritte, 
die eine Komponente in ein Gesamtsystem einfügen, auf verschiedene Stellen des 
Kompositionsprogramms verteilt. Das im Rahmen der vorliegenden Arbeit vorgestellte 
Konzept des Forward-Engineering (vgl. Kapitel 4.1) erlaubt die Erstellung semantisch 
annotierter Kompositionsschritte, wobei verschiedene zu einer Komponente gehörende 
Schritte innerhalb eines SLL-Web-Services gespeichert werden können. Damit ist es 
möglich, logisch zusammenhängende Schritte auch nah beieinander zu speichern. Die 
automatische Planungskomponente fügt diese wenn benötigt im Kompositionsprogramm 
an den jeweils passenden Stellen ein. 
Problem 3 Vermischung von technischen und nicht-technischen Beschränkungen 
Der Einsatz einer automatischen Planungskomponente hilft dabei, eine Vermischung von 
technischen und nicht-technischen Beschränkungen zu vermeiden. Dabei fließen alle 
technischen Beschränkungen in die semantischen Beschreibungen der 
Kompositionsschritte. Alle nicht-technischen Beschränkungen werden als 
Einschränkung des Feature-Modells beschrieben (vgl. Kapitel 4.1). Während der 
Variantenauswahl durch einen Kunden bzw. eines Mitarbeiters der Vertriebsabteilung 
können die Einschränkungen des Feature-Modells direkt überprüft werden. Die 
technischen Beschränkungen werden indirekt durch Starten der Planungskomponente 
und damit dem Versuch der Synthetisierung eines Kompositionsprogramms überprüft. 
Existiert zu der jeweiligen Variantenauswahl ein gültiges Kompositionsprogramm, sind 
alle technischen Beschränkungen erfüllt, andernfalls nicht. 
Problem 4 Variantenauswahl und Beschränkungen im Kompositionsprogramm 
Die Nutzung eines von Hand geschriebenen Kompositionsprogramms bei bisher 
existierenden Ansätzen führt zu dem Nachteil, dass innerhalb dieses Programms 
vorhandene technische Beschränkungen während der Variantenauswahl nicht 
berücksichtigt werden können oder als Beschränkungen des Feature-Modells 
nachmodelliert werden müssen. Die semantisch annotierten Kompositionsschritte (vgl. 
Kapitel 4.1.4) und der Einsatz der Planungskomponente während der Variantenauswahl 
(vgl. Kapitel 6.1) lösen dieses Problem, indem alle technischen Beschränkungen, die in 
den Kompositionsschritten vorhanden sind, bereits zu diesem Zeitpunkt überprüft 
werden. Eine doppelte Modellierung ist nicht notwendig.  
Problem 5 Feature- und Komponenten-Modellierung 
Existierende Ansätze zur Realisierung von Software-Produktlinien nutzen für die 
Modellierung von Features und Komponenten unterschiedliche Beschreibungssprachen 
bzw. Meta-Modelle, obwohl beide Arbeitsschritte ein ähnliches Ziel haben, die 
Beschreibung von Variabilitäten. Das führt neben einer größeren Anzahl beteiligter 
Konzepte dazu, dass während der Variantenauswahl nicht auf alle Informationen 
zugegriffen werden kann oder dass bestimmte Variabilitäten doppelt modelliert werden 
müssen. Das vorgestellte Feature-Meta-Modell des Forward-Engineering ermöglicht es, 
die gesamten Variabilitäten der Software-Produktlinie zu beschreiben und für die 
Variantenauswahl und die automatische Planungskomponente nutzbar zu machen. Die 
Erkenntnis, dass das vorgestellte Feature-Meta-Modell ähnlich mächtig wie das Ecore-
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Meta-Meta-Modell ist, führte im Rahmen des hybriden Ansatz, dazu, Ecore für die 
gesamte Modellierung zu verwenden (vgl. Kapitel 4.3). 
Problem 6 Produktanpassung 
Existierende Ansätze sehen den Prozess der Produktanpassung bzw. Rekonfiguration 
von Produkten als einen der eigentlichen Erstellung nachgelagerten Prozess. Das führt 
dazu, dass einmal angepasste Produkte nicht mehr automatisiert adaptiert werden 
können, da formalisierte Informationen darüber fehlen, welche Änderungen durchgeführt 
wurden. Im Rahmen der vorliegenden Arbeit erfolgt eine Anpassung in mehreren 
Teilschritten (vgl. Kapitel 4.1.1). Im ersten Schritt müssen die bestehenden Feature-
Modelle entsprechend der Änderungswünsche angepasst bzw. erweitert werden. Danach 
werden Kompositionsschritte semantisch beschrieben, welche diese Änderungen 
vornehmen können. Die Kompositionsschritte müssen durch geeignete Entwickler 
anschließend umgesetzt werden. Abschließend ist es möglich, die Variantenauswahl 
auch für diese angepassten Produkte zu nutzen und die benötigten 
Kompositionsprogramme synthetisieren zu lassen. Zudem erlaubt die Vorgehensweise 
eine Rekonfiguration der Variante durch Formulierung entsprechender Anfragen an die 
Planungskomponente, bei denen die existierende Variante als Vorbedingung der Anfrage 
formuliert wird (vgl. Kapitel 4.1.5). 
Problem 7 Auswahl eines Meta-Modells forciert andere Entscheidungen 
Die Nutzung bestimmter Meta-Modelle zur Beschreibung der Variabilitäten von 
Komponenten führt dazu, dass man zur Nutzung anderer Meta-Modelle gezwungen 
wird, obwohl diese technisch nicht zu den gegebenen Anforderungen passen. Das im 
Rahmen des Reverse-Engineering vorgestellte Komponenten-Meta-Modell (vgl. Kapitel 
4.2.1) erlaubt die Erweiterung der Komponenten-Beschreibungssprache um an die 
Anforderungen angepasste Meta-Modelle und reduziert damit diese Abhängigkeit.   
Problem 8 Abbildung unterschiedlicher Meta-Modelle aufeinander 
Nutzt man unterschiedliche Meta-Modelle zur Beschreibung der Eigenschaften von 
Komponenten, so wird eine Transformation der Beschreibungen von einem in ein 
anderes Format durch die verschiedenen Realisierungformen der Meta-Modelle bzw. 
Beschreibungssprachen erschwert. Sind alle Komponenten-Meta-Modelle auf Basis der 
gleichen Technologie realisiert, beispielsweise mit Hilfe des einfachen, erweiterbaren 
Komponenten-Meta-Modells und dem Ecore-Meta-Meta-Modell, so beschränkt sich eine 
Abbildung zwischen einzelnen Meta-Modellen auf die Realisierung der 
Abbildungsregeln, ohne dabei auf die verschiedenen Beschreibungsformen achten zu 
müssen. Es ist dann ausreichend, mit den abstrakten Syntaxen der 
Beschreibungssprachen zu arbeiten. 
Problem 9 Referenzierung zwischen Teilen des Komponentenmodells 
Sind die Beschreibungssprachen mit unterschiedlichen Technologien realisiert, so wird 
die Referenzierung zwischen verschiedenen Teilen des Komponentenmodells, welche 
Instanzen unterschiedlicher Meta-Modelle sind, erschwert. An dieser Stelle hilft 
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Problem 10 Anpassbarkeit der Meta-Modelle/Beschreibungssprachen 
Stehen die verwendeten Komponenten-Meta-Modelle auf Grundlage der identischen 
Basistechnologie zur Verfügung, ist deren Anpassung an die gegebenen Anforderungen 
mit Hilfe eines gemeinsamen Software-Werkzeuges (vgl. Kapitel 5.3.1) vereinfacht 
möglich. 
6.4 Erfüllung der Ziele und Anforderungen  
Um zu überprüfen, ob die gestellten Ziele und Anforderungen (vgl. Kapitel 1.3 und 4) erfüllt 
wurden, werden diese zusammen mit einer Beschreibung der jeweiligen Umsetzung 
nachfolgend noch einmal diskutiert. 
Ziel 1  Unterstützung von Neuerstellung und Umarbeitung 
Das erste Ziel war die Unterstützung der Erstellung von Software-Produktlinien sowohl 
mit als auch ohne existierendes Altsystem. Auf Grund der Tatsache, dass für beide 
Herangehensweisen unterschiedliche Anforderungen existieren, wurden diese im 
Rahmen der Konzepte des Forward- und des Reverse-Engineering (Kapitel 4.1 und 4.2) 
getrennt voneinander betrachtet und durch die Bereitstellung der entsprechenden 
Software-Werkzeuge (Kapitel 5.2 und 5.3) unterstützt.  
Ziel 2  Ableitung von Empfehlung für die Erstellung von Software-Produkten 
Da Software-Produkte nicht immer von Beginn an als Produktlinie konzipiert werden, 
war das zweite Ziel die Ableitung von Empfehlungen, so dass bei einer späteren 
Umarbeitung der Software so wenig wie möglich Aufwand entsteht. Der hybride Ansatz 
(vgl. Kapitel 4.3) hat die Überschneidungen der Ansätze des Forward- und Reverse-
Engineering analysiert und daraus einen integrierten Ansatz abgeleitet, wie Software-
Produkte zu entwickeln sind, welche nicht von Anfang an als Produktlinien konzipiert 
sind. Er erlaubt in diesem Falle die Nutzung der Konzepte des Reverse-Engineering von 
Beginn an und ermöglicht es, zu einem späteren Zeitpunkt auch die Konzepte des 
Forward-Engineering einzusetzen, ohne unnötige Transformationen der Modelle 
vornehmen zu müssen. 
Ziel 3  Erstellung einer Referenzarchitektur 
Im Rahmen des Forward-Engineering werden ein Feature-Meta-Modell zur 
Modellierung von Variabilitäten eines Systems bzw. der daran beteiligten Komponenten 
eingesetzt. Aufbauend darauf werden Kompositionsschritte erstellt und semantisch 
beschrieben, so dass eine Planungskomponente basierend auf einer Anfrage das 
Kompositionsprogramm für eine konkrete Variante synthetisieren kann, um dieses 
anschließen zur Erstellung der Variante durch eine Workflow-Engine auszuführen. Um 
alle Komponenten dieser Ebene zu integrieren, wurde eine entsprechende 
Referenzarchitektur entwickelt, die das Architekturmuster der serviceorientierten 
Architektur einsetzt (vgl. Kapitel 4.1.1). Es wurde gezeigt, wie die einzelnen 
Bestandteile aussehen und wie sie miteinander interagieren. 
Ziel 4  Größtmögliche Automatisierung und Vermeidung von redundanten Daten 
Die semantische Beschreibung der Kompositionsschritte und die automatische 
Komposition von Kompositionsprogrammen durch eine Planungskomponente ist ein 
Teil der Referenzarchitektur des Forward-Engineering und resultiert in einer 
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größtmöglichen Automatisierung dieses Prozesses. Das mächtige Feature-Meta-Modell 
des Forward-Engineering bzw. der Einsatz des Ecore-Meta-Meta-Modells im Reverse-
Engineering erlauben die Modellierung sämtlicher Variabilitäten des Systems, 
ermöglichen durch die semantischen Beschreibungen der Planungskomponente, auf 
diese Informationen zuzugreifen und vermeiden damit die Speicherung redundanter 
Daten, da keine implizit im Kompositionsprogramm enthaltenen technischen 
Beschränkungen doppelt modelliert werden müssen. 
Ziel 5  Bereitstellung von Werkzeug-Unterstützung 
Um die vorgestellte Konzepte auch in der Praxis einsetzen zu können, war ein Ziel die 
Bereitstellung entsprechender Software-Werkzeuge. Im Rahmen des Kapitels 5 wurde 
die Realisierung der Werkzeuge vorgestellt, die für die Umsetzung der Konzepte 
benötigt wurden. Diese können durch die Verwendung eines Rollenkonzeptes, einer 
Bereitstellung verschiedener Sichten sowie unterschiedlicher Arbeitsweisen der 
automatischen Planungskomponente sowohl von den Software-Entwicklern zur 
Erstellung und Wartung des Systems als auch von Mitarbeitern der Vertriebsabteilung 
bei der Aquise von Neukunden eingesetzt werden. 
Anforderung 1  Nutzung eines featurebasierten Ansatzes 
Zur expliziten Modellierung von Variabilitäten von Software-Produktlinien wurde ein 
featurebasierter Ansatz als sinnvoll erkannt und aus diesem Grund explizit gefordert. Im 
Rahmen des Forward-Engineering wird zur Abbildung von Variabilitäten eine Feature-
Modellierungssprache bzw. ein Feature-Meta-Modell eingesetzt (vgl. Kapitel 4.1.2). 
Sowohl beim Reverse-Engineering als auch beim hybriden Ansatz wird das Ecore-Meta-
Meta-Modell äquivalent zum Feature-Meta-Modell verwendet. 
Anforderung 2  Unterstützung der verschiedenen Reifegrade von Software-Produktlinien 
Das vordergründige Ziel des Reverse-Engineering ist die Umgestaltung eines 
existierenden Software-Produkts zu einer konfigurierbaren Produktbasis im Sinne der 
Reifegrade von Software-Produktlinien. Um ausgehend davon auch die anderen 
Reifegrade zu erreichen und die Ansätze des Forward-Engineering einsetzen zu 
können, wurde eine Transformation des Ecore-Meta-Meta-Modells auf das Feature-
Meta-Modell bereitgestellt (vgl. Kapitel 4.2.4). Zusätzlich dazu integriert der hybride 
Ansatz die beiden anderen so miteinander, dass es möglich ist, die Vorteile beider 
Ansätze zu nutzen und so die verschiedenen Reifegrade zu unterstützen. 
Anforderung 3  Unterstützung eines Rollenkonzeptes 
Um die aus den Konzepten entstandenen Software-Werkzeuge sowohl für die 
Entwicklungsabteilung als auch für den Vertrieb einsetzen zu können, wurde das 
Feature-Meta-Modell so gestaltet, dass bestimmte Features nur für ausgewählte Rollen 
sichtbar sind (vgl. Kapitel 4.1.2.1). So ist es beispielsweise möglich, einem Mitarbeiter 
der Vertriebsabteilung eine geeignete (vereinfachte) Sicht auf das Gesamtsystem zu 
geben und so Kunden zu aquirieren. Die durch eine andere Rolle durchgeführte 
Verfeinerung der zu erstellenden Variante beispielsweise in Person eines Datenbank-
Experten geschieht durch die Nutzung von an die jeweilige Rolle angepassten Features. 
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Anforderung 4  Unterstützung der Rekonfigurierbarkeit eines Produktes 
Die Erstellung einer Variante einer Software-Produktlinie erfolgt durch Synthetisierung 
des Kompositionsprogramms durch eine automatische Planungskomponente (vgl. 
Kapitel 4.1.1). Dieser Planer wird durch die Formulierung einer Anfrage gestartet und 
nutzt die in einer Registry hinterlegten semantischen Annotationen der 
Kompositionsschritte. Das Ergebnis der Planung ist ein Kompositionsprogramm, das 
ausgeführt werden kann, um die Variante zu erstellen. Für die Rekonfiguration der 
Variante ist die Erstellung eines weiteren Kompositionsprogramms notwendig, welches 
die Kompositionsschritte aufruft, die die gewünschten Änderungen ausführt. Durch die 
Formulierung von Anfrage-Vorbedingungen (vgl. Kapitel 4.1.5) ist es möglich, eine 
existierende Variante zu beschreiben, so dass der Planer unter Nutzung geeigneter 
Kompositionsschritte das Änderungskompositionsprogramm synthetisieren kann. Damit 
wird eine Rekonfiguration eines vorhandenen Produktes bzw. Variante im Rahmen der 
Konzepte des Forward-Engineering ermöglicht. 
Anforderung 5  Unterstützung von invasiven und nicht-invasiven Software-
Kompositionstechniken 
Die vorliegende Arbeit beschäftigt sich vorrangig mit den Konzepten zur Beschreibung 
von Variabilitäten sowie die automatische Erstellung von Kompositionsprogrammen, 
die in der Lage sind, das zu einer Variantenauswahl passende Produkt zu erzeugen. Das 
eigentliche Zusammenfügen existierender Software-Artefakte bzw. Komponenten muss 
durch Kompositionstechniken erfolgen, welche in den einzelnen Kompositionsschritten 
ausgeführt werden. Dabei sollte es möglich sein, sowohl invasive, als auch nicht-
invasive Techniken einsetzen zu können. Durch die Verwendung einer turing-
vollständigen Sprache zur Beschreibung von Kompositionsschritten (vgl. Kapitel 4.1.4) 
werden diese als semantisch annotierte Web-Services realisiert und es ist möglich, 
beliebige andere Programme und Dienste aufzurufen, die die Implementierung der 
Kompositionsschritte durchführen. Das führt dazu, dass sich beliebige existierende 
Kompositionstechniken nutzen lassen. 
Anforderung 6 Ausführung von Berechnungen 
Um beispielsweise einem Mitarbeiter der Vertriebsabteilung einen schnellen Überblick 
über die zu erwartenden Kosten für eine konkrete Variante der Software-Produktlinie 
geben zu können, bestand die Forderung, dass es im Rahmen der semantischen 
Beschreibung der Kompositionsschritte möglich sein soll, einfache Berechnungen 
auszuführen. Diese Forderung wurde in der Kompositionsschrittbeschreibungssprache 
(vgl. Kapitel 4.1.4) bei der Beschreibung von Effekten berücksichtigt. Die eigentliche 
Ausführung der Berechnungen wird in der Implementierung der Planungskomponente 
realisiert (vgl. Kapitel 5.2.4). Das vorgestellte Meta-Modell beschränkt sich auf die 
Zuweisung von Werten sowie auf eine einfache Addition und muss für die Nutzbarkeit 
im Rahmen von weiteren Projekten entsprechend erweitert werden (siehe Kapitel 7).   
Anforderung 7 Minimal invasives Vorgehen beim Reverse-Engineering 
Um zu so vielen Zeitpunkten wie möglich ein lauffähiges System vorzuhalten, wurde 
für die Umarbeitung existierender Software ein minimal invasives Vorgehen gefordert. 
 Die Bereitstellung eines einfachen, erweiterbaren Komponenten-Meta-Modells, das in 
einem ersten Schritt zur Beschreibung von virtuellen Black-Box-Komponenten 
eingesetzt wird, ermöglicht eine Umarbeitung der existierenden Software mit einem 
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möglichst geringen Eingreifen in den existierenden Build-Prozess (vgl. Kapitel 4.2). 
Durch die Bereitstellung der Transformation des Ecore-Meta-Meta-Modells auf das 
Feature-Meta-Modell ist es anschließend möglich, die im Rahmen des Forward-
Engineering vorgestellten Konzepte zur weiteren Umarbeitung nutzen zu können. 
Anforderung 8 Ganzheitlicher Ansatz mit möglichst wenigen Konzepten und 
größtmöglicher Automatisierung 
Um die Software-Entwickler bei ihrer Arbeit zu unterstützen und dabei den 
Einarbeitungsaufwand für die verwendeten Software-Werkzeuge so gering wie möglich 
zu halten, ist die Nutzung von größtmöglicher Automatisierung sowie die Beschränkung 
auf so wenig wie möglich verschieden Konzepte sinnvoll. Das Forward- und Reverse-
Engineering enthalten mit dem Feature-Meta-Modell und dem Ecore-Meta-Meta-
Modell zwei Modellierungssprachen, die eine ähnliche Mächtigkeit besitzen und jeweils 
zur Beschreibung von Variabilitäten eingesetzt werden. Zur Minimierung der beteiligten 
Konzepte beschränkt sich der hybride Ansatz auf die Verwendung des Ecore-Meta-
Meta-Modells. Sowohl beim Forward-Engineering als auch beim hybriden Ansatz hilft 
die automatische Planungskomponente dabei, die Erstellung der 
Kompositionsprogramme zu automatisieren. 
Anforderung 9 Kompatibilität zu existierenden Technologien 
Um sich in vorhandene Software-Entwicklungsprozesse eingliedern zu können, sollten 
die vorgestellten Konzepte und Werkzeuge kompatibel zu existierenden Technologien 
sein. Diese Kompatibilität wurde an diversen Stellen unterstützt. Mit der Abbildung von 
FODA-Feature-Modellen auf das im Rahmen dieser Arbeit vorgestellten Feature-Meta-
Modells (vgl. Kapitel 4.1.2.4) ist es möglich, existierende FODA-Feature-Modelle 
wiederzuverwenden. Die verwendete Sprache zur Beschreibung von 
Kompositionsschritten (vgl. Kapitel 4.1.4) ermöglicht es, beliebige externe Web-
Services aufzurufen. Werden existierende Werkzeuge bzw. Kompositionstechniken als 
Web-Services bereitgestellt, können diese automatisch genutzt werden. Die 
Implementierung der Software-Werkzeuge basierend auf der Eclipse Rich-Client-
Plattform (vgl. Kapitel 5) dient der Integration mit existierenden 
Entwicklungsumgebungen. 
Anforderung 10   Antwortzeit bei computergestützter Planung 
Um die geforderte Antwortzeit der Planungskomponente einzuhalten, wurde dieser so 
entwickelt, dass verschiedene Optimierungsstrategien zum Einsatz kommen können 
(vgl. Kapitel 5.2.4). Zusätzlich wurde eine mehrstufige Planung vorgesehen, die im 
ersten Durchlauf eine gültige Lösung sucht, die dann in nachfolgenden Phasen 
schrittweise optimiert wird. Zusätzlich dazu ist es möglich, eine Obergrenze für die 
Dauer der Suche zu definieren, nach welcher die Planung automatisch mit einem 
negativen Ergebnis abgebrochen wird. Wie sich gezeigt hat, liegt die Planugsdauer auf 
Grund der Komplexität der Planung bereits bei einer relativ geringen Anzahl von 
beteiligten Kompositionsschritten bzw. Services nahe an der geforderten Grenze. 
Zukünftig muss aus diesem Grund die Planungskomponente unter Verwendung von 
Forschungsergebnissen anderer Teilgebiete der Informatik weiter optimiert werden 
(siehe Kapitel 7). 
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Anforderung 11   Nutzung von Java als Implementierungssprache 
Um die Integration mit den existierenden Beispielen aus der Geschäftswelt zu 
vereinfachen, wurde die Realisierung der Konzepte auf Basis der Programmiersprache 
Java und der Eclipse-Entwicklungsumgebung durchgeführt. Dies ermöglichte es unter 
anderem, den im Rahmen des Reverse-Engineering aus den Komponenten-Meta-
Modellen generierten Code direkt verwenden zu können, um die eigentliche, Java-
basierte Anwendung über Wrapper zu erweitern (vgl. Kapitel 4.2). 
Anforderung 12   Unterschiedlicher Zugang zu den erstellten Software-Werkzeug 
Die verschiedenen Rollen (vgl. Anforderung 3) benötigen unterschiedlichen Zugang zu 
den Informationen. Ein Mitarbeiter des Vertriebs soll die Software als Web-Applikation 
nutzen können. Die Software-Entwickler benötigen entsprechende Erweiterungen ihrer 
Entwicklungsumgebung. Die Nutzung des Editors für die Variantenauswahl (vgl. 
Kapitel 5.2.3) ist direkt aus der Eclipse-IDE möglich und kann dort als entsprechendes 
Plug-in direkt installiert werden. Durch die Nutzung der Rich Ajax Platform (vgl. 
Kapitel 5.1.1) ist es zudem möglich, den Editor mit geringem Aufwand auch als Web-
Applikation zur Nutzung in einem Web-Browser zur Verfügung zu stellen. 
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7 Zusammenfassung und Ausblick 
Die vorliegende Arbeit hat sich mit der Erstellung von Software-Produktlinien nach dem 
Vorbild der Industrialisierung im Automobilbau beschäftigt. Im Rahmen der 
Untersuchungen zum Stand der Technik wurden die konzeptionelle Vorgehensweisen 
verschiedener Ansätze evaluiert und damit einhergehende Probleme identifiziert. Zu diesen 
Problemen zählen unter anderem die mangelnde Automatisierung durch von Hand erstellte 
und gewartete Kompositionsprogramme, die Verwendung unterschiedlicher 
Modellierungssprachen für die Beschreibung von extern und intern sichtbaren Variabilitäten 
sowie die Vermischung von technischen und nicht-technischen Beschränkungen. Da bei der 
Erstellung von Software-Produktlinien ohne existierende Altsysteme sowie bei der 
Umarbeitung existierender Systeme unterschiedliche Anforderungen existieren, wurden die 
vorgestellten Konzepte thematisch in das Forward- und Reverse-Engineering geteilt.  
Die erste These der Arbeit besagte, dass der Einsatz einer automatischen 
Planungskomponente die im Rahmen des Forward-Engineering auftretenden Probleme lösen 
kann. Es wurde dafür ein erweitertes Feature-Meta-Modell beschrieben, dass die 
Modellierung der gesamten Variabilitäten der Software-Produktlinie ermöglicht. Durch eine 
semantische Beschreibung der Arbeitsschritte, die bestimmte Komponenten in ein System 
integrieren, ist der Einsatz einer Planungskomponente möglich, die auf Basis einer 
Variantenauswahl ein dazu passendes Kompositionsprogramm synthetisieren kann. Die 
dafür benötigten Meta-Modelle zur Beschreibung der Kompositionsschritte sowie der 
Planungskomponente wurden im Detail vorgestellt. Das abgeänderte Konzept erlaubt durch 
Modellierung spezieller Änderungswünsche die Erstellung von angepassten Produkten, 
wobei die Vorteile der Synthetisierung der Kompositionsprogramme auch in diesem Fall 
genutzt werden können. Des Weiteren ermöglicht die Beschreibung existierender Produkte 
als Vorbedingung einer Variantenauswahl die Rekonfiguration existierender Varianten. 
Die zweite These beinhaltete, dass der Einsatz einer einfachen, erweiterbaren Komponenten-
Beschreibungssprache dabei hilft, existierende Systeme im Rahmen des Reverse-
Engineering umzuarbeiten. Um dabei so wenig wie möglich Änderungen an einem 
existierenden System vornehmen zu müssen, wurde basierend auf dem einfachen, 
erweiterbaren Komponenten-Meta-Modell ein Ansatz vorgestellt, der das System um 
logische Komponenten erweitert und es erlaubt, dessen Konfigurationsmöglichkeiten mit 
Hilfe des Ecore-Meta-Meta-Modells als Erweiterungen des Komponenten-Meta-Modells zu 
beschreiben. Zur Modellierung erweiterter Aspekte von Komponenten wurden Meta-
Modelle zur Beschreibung von Internationalisierung, Dokumentation, Fehlerbeschreibung 
und Änderungshistorie diskutiert. Zusätzlich wurde eine Infrastruktur bereitstellt, die die 
zentrale Speicherung von Produktkonfigurationen in Form von angepassten 
Komponentenmodellen erlaubt und die Zuweisung dieser Konfigurationen zum Zeitpunkt 
der Erstellung des Produkts oder zur Laufzeit erlaubt. Um in einem nachgelagerten 
Arbeitsschritt die Ansätze des Forward-Engineering nutzen zu können, wurde eine 
Transformation des Ecore-Meta-Meta-Modells auf das Feature-Meta-Modell realisiert. 
Die dritte These besagte, dass eine Kombination beider Ansätze möglich ist und dazu führt, 
dass die Konzepte des Reverse-Engineering bereits bei der Erstellung von Software-
Systemen angewandt werden können und diese später mit so wenig wie möglich 
Änderungen zu einer Software-Produktlinie erweitert werden können. Durch Untersuchung 
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der Überschneidungen beim Forward- und Reverse-Engineering wurde im Kontext des 
hybriden Ansatzes die Entscheidung getroffen, auf Grund ähnlicher Mächtigkeit das Feature-
Meta-Modell für die Modellierung von Variabilitäten durch das Ecore-Meta-Meta-Modell zu 
ersetzen und die erstellten Meta-Modelle des Forward-Engineering entsprechend 
anzupassen. Dies ermöglicht es, die Flexibilität des Reverse-Enginieering bei der 
Neuerstellung von Software-Systemen zu nutzen und bei der Erweiterung des Software-
Systems zu einer Software-Produktlinie ebenfalls von den Vorteilen einer automatischen 
Planungskomponente zu profitieren. 
Die im Rahmen der Realisierung erstellten Software-Werkzeuge wurden auf Grundlage der 
vorgestellten Meta-Modelle und einem Framework zur Code- und Editor-Generierung als 
Erweiterungen der Eclipse-Entwicklungsumgebung realisiert. Während der Evaluierung 
wurden diese an zwei Beispielen aus dem Umfeld der Medizintechnik evaluiert und die 
Funktionstüchtigkeit der Konzepte und Werkzeuge nachgewiesen. 
Zukünftige Arbeit 
Das erweitere Feature-Meta-Modell enthält ein einfaches Rollenkonzept, um zu beschreiben, 
welche Teile des Feature-Modells für welche Rolle des Software-Entwicklungsprozesses 
sichtbar bzw. änderbar sein sollen (vgl. Kapitel 4.1.2.1). Durch die Nutzung des Ecore-Meta-
Meta-Modells zur Beschreibung von Variabilitäten muss für Ecore eine entsprechende 
Erweiterung bereitgestellt werden, die es erlaubt, diese Modellierung durchzuführen.  
Im Rahmen des hybriden Ansatzes müssen die Software-Werkzeuge des Forward- und des 
Reverse-Engineering angepasst werden. Dabei enthält das erweiterte Feature-Meta-Modell 
einen Teil zur Beschreibung von Beschränkungen (vgl. Kapitel 4.1.2.3). Das Ecore-Meta-
Meta-Modell beinhaltet keine solche Beschränkungsbeschreibung. Allerdings steht mit der 
Object-Constraint-Language (OCL) eine Beschränkungsbeschreibungssprache für MOF-
basierte Meta-Modelle zur Verfügung. Die zu erstellenden Software-Werkzeuge sollen 
zukünftig diese Sprache unterstützen. 
Die Sprache zur Beschreibung von Berechnungen im Rahmen der 
Kompositionsschrittbeschreibungssprache (vgl. Kapitel 4.1.4) ist mit der Bereitstellung von 
Zuweisungen und der Addition numerischer Werte sehr einfach. Zukünftig ist es notwendig, 
diese zu erweitern, um auch komplexere Berechnungen während der statischen Meta-
Programmierung zu erlauben. 
Das einfache, erweiterbare Komponenten-Meta-Modell bietet die Möglichkeit, verschiedene 
Komponenten-Beschreibungssprachen durch Beschreibung der jeweiligen abstrakten Syntax 
mit Hilfe des Ecore-Meta-Meta-Modells in einen gemeinsamen Ansatz zu integrieren. Auf 
Grund des modellgetriebenen Ansatzes ist es möglich, Modelltransformationen zwischen 
einzelnen Teilen des Komponenten-Modells (auch unterschiedlicher Meta-Modelle) 
vereinfacht durchzuführen und damit die Eingabe redundanter Daten zu vermeiden. Im 
Rahmen der Arbeit wurde für die Implementierung dieser Transformationen die 
Programmiersprache Java eingesetzt bzw. vorgesehen. Zukünftig soll es möglich sein, 
standardisierte Modell-Transformationssprachen wie die Query-View-Transformations 
(QVT) zu verwenden. Um verschiedene Sichten auf die abstrakten Syntaxen der Teile des 
Komponenten-Meta-Modells bereitzustellen, soll der Komponenten-Editor (vgl. Kapitel 
5.3.1) zukünftig verschiedene graphische Frameworks wie das Graphical Modeling 
Framework (GMF [Cro09]), aber auch textuelle Sichten basierend auf Grammatiken 
unterstützen. 
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Die Komplexität der automatischen Planung führt dazu, dass die automatische 
Planungskomponente (vgl. Kapitel 5.2.4) selbst bei einer relativ geringen Zahl von Features 
und Kompositionsschritten die geforderte Antwortzeit nur schwer erfüllen kann. Um auch 
größere Software-Produktlinie damit realisieren zu können, muss die Planung durch 
geeignete Heuristiken weiter optimiert werden. Es ist auch denkbar, den Planungsprozess in 
einem Netzwerk verteilt auszuführen. Zukünftig müssen die Forschungsergebnisse anderer 
Wissengebiete dahingehend untersucht werden, inwieweit deren Ergebnisse für die 
notwendige Planung eingesetzt werden können. Sollte es möglich sein, die semantischen 
Annotationen der Kompositionsschritte beispielsweise auf Sprachen aus dem Umfeld der 
Semantic Web-Services (OWL-S, WSM*) abzubilden, können existierende Planer aus 





A. XML-basierte Syntax und Dokumentation von 
Meta-Modellen 
Im Rahmen der Arbeit wurde wie im Kapitel Realisierung beschrieben ein modellgetriebener 
Ansatz basierend auf dem Ecore-Meta-Meta-Modell und FXL-Framework gewählt. Bei der 
Lösung eines bestimmten Teilproblems wurde jeweils mit der Erstellung der Ecore-Meta-
Modelle begonnen. Anschließend wurden mit dem FXL-Generator und FXL-Editor-
Generator die Java-Programmierschnittstellen und Editoren generiert und angepasst. Die im 
Konzept-Kapitel vorgestellten UML-Klassendiagramme sind Teil der zu den Meta-Modellen 
gehörenden Dokumentation und repräsentieren deren abstrakte Syntax. Ein weiterer Teil der 
Dokumentation besteht aus der Beschreibung der konkreten XML-basierten Syntax für die 
Persistierung der Instanzen der Meta-Modelle. Für die Beschreibung einer XML-Syntax 
steht XML-Schema zur Verfügung, welche den Nachteil hat, für große Meta-Modelle bzw. 
Sprachen für Menschen schlecht lesbar zu sein. Aus diesem Grund ist eine an EBNF 
(Extended Backus Naur Form [Iso96]) angelehnte Syntax zur Beschreibung von XML-
Syntaxen wünschenswert. Weitere Teile einer Dokumentation können beschreibende Texte, 
Tabellen, Bilder und Beispieldaten sein. 
Um den Aufwand der Erstellung und Wartung von Dokumentationen so gering wie möglich 
zu halten, wird ein Werkzeug benötigt, das sowohl die generischen Bausteine wie Bilder und 
Texte unterstützt, aber auch die Erstellung von UML-Klassendiagrammen, und Pseudo-
XML-Schemata aus Ecore-Meta-Modellen ermöglicht. Des Weiteren sollen bei Änderungen 
der Meta-Modelle die Dokumentation automatisch aktualisiert werden. Generische 
Textverarbeitungsprogramme erlauben zwar die Integration beliebiger Texte und Bilder, 
bieten aber ohne Anpassung nicht die Möglichkeit, UML-Diagramme basierend auf Ecore-
Meta-Modellen automatisiert einzubinden bzw. bei Änderung zu aktualisieren. Aus diesem 
Grund sind sie nur bedingt für das Erstellen von Dokumentationen geeignet.  
Da es ein speziell für die Beschreibung von Dokumentationen angepasstes Werkzeug mit 
den genannten Anforderungen im Umfeld von Ecore nicht gab, wurde es für die vorliegende 
Arbeit erstellt. Das Vorgehen (vgl. Abbildung 70) ist dabei analog zu den im Kapitel 
Realisierung vorgestellten Ansätzen. Es wurde ein Dokumentations-Meta-Modell erstellt, 
das es erlaubt, Ecore-Meta-Modelle zu importieren und die genannten Ausgaben (Pseudo-
XML-Schema, Texte, Bilder und UML-Diagramme) zu modellieren. Daraus wurden mit 
dem FXL Generator die Programmierschnittstelle und mit dem FXL Editor-Generator der 
passende Editor erzeugt, der durch Bilder und Internationalisierungen angepasst wurde. Zur 
Ausgabe der Dokumentation wurde ein Renderer implementiert, der die Dokumentation im 
HTML-Format zur Betrachtung in Web-Browsern ausgibt. Für das Einlesen und Anzeigen 
der importierten Meta-Modelle wurden die im Kapitel 5.3.1 generierten Ecore-






Abbildung 70: Realisierung des Editors für die Dokumentation von Ecore-Meta-Modellen 
Abbildung 71 zeigt einen Teil des Meta-Modells zur Beschreibung von Dokumentationen. 
Dabei hat eine Dokumentation eine eindeutige Kennung (das Attribut id). Es können 
allgemeine Dokumentdaten spezifiziert werden (die Komposition documentMetaData). Dazu 
gehören der Titel, die Autoren, eine Zusammenfassung, importierte Ecore-Meta-Modelle, 
referenzierte Dokumente, die Version sowie das Datum der letzten Änderung. Über die 
Präsentationen (die Komposition presentations) kann festgelegt werden, wie die 
Dokumentation ausgegeben werden soll. Dazu zählt beispielsweise die Ausgabe als HTML-
Dokument. Zur Gliederung der Kapitel dienen die Themen (die Komposition topics). Die 
Texte, Bilder und UML-Diagramme sind dann Bestandteile der einzelnen Themen. 
 
Abbildung 71: Ausschnitt des Meta-Modells zur Beschreibung von Dokumentationen (UML 
Klassendiagramm) 
Der HTML-Renderer kann wie bereits erläutert aus den Instanzen des Dokumentation-Meta-
Modells HTML-Seiten erzeugen, die Pseudo-XML-Schemata enthalten. Abbildung 72 zeigt 
ein Bildschirmfoto des aus der Dokumentation für die Dokumentationssprache erzeugten 
HTML-Dokumentes. Es existiert ein Kapitel (eine Instanz der Klasse Topic) mit dem Namen 
„Root Element“. Dieses enthält einen beschreibenden Text sowie das Pseudo-XML-Schema 
der Basis-Klasse „Documentation“ des Meta-Modells. Die Unterelemente entsprechen den 
Kompositionen documentMetaData, presentations und topics. Die mit Pseudo-XML-Schema 
beschriebene Syntax zeigt das Element mit seinen möglichen Attributen und 
Unterelementen. Die Kardinalitäten werden mittels der in EBNF üblichen Syntax (? für 
optionales Vorkommen und + für ein oder mehrere Vorkommen) ausgedrückt, wodurch das 
Schema gut lesbar wird. Im Dokument weiter unten sind die Pseudo-Schemata für die 
Klassen wie DocumentMetaData inkludiert, welche mittels Hyperlinks automatisch aus dem 
aktuellen referenziert werden. Dies ermöglicht eine sehr schnelle Navigation innerhalb einer 
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Dokumentation. Die Erstellung eines Pseudo-XML-Schema-Blocks innerhalb der 
Dokumentation beschränkt sich auf die Definition der anzuzeigenden Klasse des Meta-
Modells. Die Hyperlinks zu den anderen Klassen werden automatisch erstellt. 
 
Abbildung 72: Erzeugte HTML-Dokumentation für die Dokumentationssprache 
Die Bilder der Fragezeichen auf schwarzem Grund in Abbildung 72 repräsentieren nicht die 
Kardinalitäten sondern zeigen an, dass zu dem entsprechenden Attribut bzw. Unterelement 
eine Beschreibung existiert. Geht man mit dem Mauszeiger über das Fragezeichen, wird die 
Beschreibung angezeigt. Optional ist es möglich eine Tabelle in die Dokumentation zu 
inkludieren, die die Attribute und Unterelemente mit dazugehöriger Dokumentation auflistet. 




Alle im Rahmen der vorliegenden Arbeit erstellten Meta-Modelle wurden mit Hilfe der 
Dokumentationssprache beschrieben und die für die Arbeit benötigten UML-
Klassendiagramme erstellt. Tabelle 3 zeigt eine Übersicht über die in der Arbeit 






Meta-Modelle URL zur Dokumentation 





Abbildung 19: Feature-Meta-Modell (UML-Klassendiagramm) 
Abbildung 20: Meta-Modell für Datentypen (UML-
Klassendiagramm) 
Abbildung 21: Basis-Datentypen (UML-Instanzdiagramm) 






Abbildung 25: Meta-Modell zur semantischen Beschreibung von 
Kompositionsschritten (UML-Klassendiagramm) 
Abbildung 26: Meta-Modell zur Beschreibung von 
Vorbedingungen (UML-Klassendiagramm) 
Abbildung 27: Meta-Modell zur Beschreibung von Effekten 
(UML-Klassendiagramm) 
Abbildung 28: Meta-Model zur Beschreibung von 
Beschränkungen (UML-Klassendiagramm) 
Abbildung 29: Meta-Model zur Beschreibung von 
Berechnungen (UML-Klassendiagramm) 
Abbildung 30: Meta-Modell zur Beschreibung von Anfragen 
(UML-Klassendiagramm) 
Abbildung 31: Meta-Modell zur Beschreibung von Anfrage-
Vorbedingungen (UML-Klassendiagramm) 






Abbildung 36: Meta-Model zur Beschreibung von Komponenten 
(UML-Klassendiagramm) 















Abbildung 4: Das Ecore-Meta-Meta-Modell 
(Klassenhierarchie) 






Tabelle 3: Die Dokumentationen der erstellten Meta-Modelle 
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B. Synthetisiertes Kompositionsprogramm 
Listing 11 enthält ein Kompositionsprogramm (in der Programmiersprache SLL), welches 
entsprechend der Variantenauswahl aus Abbildung 66 von der Planungskomponente 
synthetisiert wurde. 
namespace xmlns = "http://www.fxl-project.com/fxl2/composition"; 
namespace ns2 = "http://www.fxl-project.com/fxl2/fxlgen.xsd"; 
namespace ns1 = "http://www.openXl.org/deploy"; 
 
namespace features = "http://www.fxl-project.com/features"; 
namespace fcServiceNs = "http://192.168.171.133:8080/wsdl/features/FeatureConfService.wsdl"; 
 
// service namespaces  
namespace s5 = "http://192.168.171.133:8080/wsdl/DocumentRegistryMockupDescriptor.wsdl"; 
namespace s2 = "http://192.168.171.133:8080/wsdl/JBossDescriptor.wsdl"; 
namespace s1 = "http://192.168.171.133:8080/wsdl/DummyDescriptor.wsdl"; 
namespace s4 = "http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor.wsdl"; 
namespace s3 = "http://192.168.171.133:8080/wsdl/PatientSearchDescriptor.wsdl"; 
 
// used partners  
partner $p_s5 as s5:DocumentRegistryMockupDescriptorPortType=  
"http://192.168.171.133:8080/wsdl/DocumentRegistryMockupDescriptor.wsdl"; 
partner $p_s2 as s2:JBossDescriptorPortType=  
"http://192.168.171.133:8080/wsdl/JBossDescriptor.wsdl"; 
partner $p_s1 as s1:DummyDescriptorPortType=  
"http://192.168.171.133:8080/wsdl/DummyDescriptor.wsdl"; 
partner $p_s4 as s4:DocumentRegistryDescriptorPortType=  
"http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor.wsdl"; 
partner $p_s3 as s3:PatientSearchDescriptorPortType=  
"http://192.168.171.133:8080/wsdl/PatientSearchDescriptor.wsdl"; 
partner $fcService as fcServiceNs:FeatureConfServicePortType =  
"http://192.168.171.133:8080/wsdl/features/FeatureConfService.wsdl"; 
 
service Schottland { 
 
  description { 
    category "generated"; 
  } 
 
  public operation variantQuery($status as ns1:Status) 
    returns ($result as ns1:Status) {  
 
    // invoke http://192.168.171.133:8080/wsdl/DummyDescriptor -> start 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/DummyDescriptor -> start"); 
    log("-------------------------------------------"); 
    var $r1 as ns1:Status; 
    $r1 = send_sync $p_s1::start($status); 
    send_sync $fcService::progress("Schottland", <features><featureInstance name="technical"  









    // invoke http://192.168.171.133:8080/wsdl/JBossDescriptor -> start 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/JBossDescriptor -> start"); 
    log("-------------------------------------------"); 
    var $r2 as ns1:Status; 
    $r2 = send_sync $p_s2::start($r1); 







    // invoke http://192.168.171.133:8080/wsdl/PatientSearchDescriptor -> prepare_ 
    log("-------------------------------------------"); 





    log("-------------------------------------------"); 
    var $r3 as ns1:Status; 
    $r3 = send_sync $p_s3::prepare_($r2, <meta_data><ps featureType="http://www.fxl-
project.com/eFA:PatientSearch"><state>NONE</state><numberOfResults>10</numberOfResults></ps></met
a_data>); 







    // invoke http://192.168.171.133:8080/wsdl/PatientSearchDescriptor -> build_ 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/PatientSearchDescriptor -> build_"); 
    log("-------------------------------------------"); 
    var $r4 as ns1:Status; 
    $r4 = send_sync $p_s3::build_($r3, <meta_data><ps2 featureType="http://www.fxl-
project.com/eFA:PatientSearch"><state>PREPARED</state><numberOfResults>10</numberOfResults><price
>0</price></ps2></meta_data>); 







    // invoke http://192.168.171.133:8080/wsdl/PatientSearchDescriptor -> deploy_ 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/PatientSearchDescriptor -> deploy_"); 
    log("-------------------------------------------"); 
    var $r5 as ns1:Status; 











value="2432"/></featureInstance><featureInstance name="patientSearch" uniqueId="2" 
feature="http://www.fxl-project.com/eFA_DE#SearchPatients"/></features>); 
 
    // invoke http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor -> prepare_ 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor -> prepare_"); 
    log("-------------------------------------------"); 
    var $r6 as ns1:Status; 
    $r6 = send_sync $p_s4::prepare_($r5); 






    // invoke http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor -> build_ 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor -> build_"); 
    log("-------------------------------------------"); 
    var $r7 as ns1:Status; 
    $r7 = send_sync $p_s4::build_($r6); 






    // invoke http://192.168.171.133:8080/wsdl/DocumentRegistryMockupDescriptor -> build_ 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/DocumentRegistryMockupDescriptor -> build_"); 
    log("-------------------------------------------"); 
    var $r8 as ns1:Status; 
    $r8 = send_sync $p_s5::build_($r7); 
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    // invoke http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor -> deploy_ 
    log("-------------------------------------------"); 
    log("http://192.168.171.133:8080/wsdl/DocumentRegistryDescriptor -> deploy_"); 
    log("-------------------------------------------"); 
    var $r9 as ns1:Status; 
    $r9 = send_sync $p_s4::deploy_($r8); 






value="MOCKUP_PERSISTENCE"/></featureInstance><featureInstance name="documentSearch" uniqueId="3" 
feature="http://www.fxl-project.com/eFA_DE#SearchDocuments"/></features>); 
 
    $result = $r9; 
    print($result); 
  } 
 
} 
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