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ABSTRACT 
Analogues of characterizations of rank-preserving operators on field-valued matrices 
are determined for fuzzy matrices and for matrices over related semirings. For 
example, if .M is the set of m X n fuzzy matrices and min(m, n) > 1, then a linear 
operator on M preserves the rank of each matrix in M if and only if it preserves the 
rank of those matrices in JZ of ranks 1 and 2. Other characterizations of rank-preserv- 
ing operators are also given. 
1. INTRODUCTION AND SUMMARY 
If Z is an algebraically closed field, which linear operators on the space 
of m X n matrices over ~7 preserve the rank of each matrix? Evidently, if U 
and V are invertible, then X + UXV is a rank-preserving linear operator. 
When m = n, X + UX’V is also. Marcus and Moyls [5] found that such 
“(U, V)-operators” were the only rank preservers. Later [6] they found that T 
preserves all ranks if and only if T “preserves rank 1,” that is, the rank of 
T( X ) is 1 whenever the rank of X is 1. For further background see McDonald 
[71. 
In [2] the same question was considered for matrices over subsets of the 
nonnegative reals. Suppose 9’ is the set of nonnegative members of a real 
unique factorization domain (such as the nonnegative reals, the nonnegative 
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integers, the nonnegative members of 9’[@], etc.) and J@ is the set of 
m X n matrices over 9’. It was found that when min( m, n) > 4, the following 
propositions are equivalent for all linear operators T on A: 
(1) T preserves all ranks; 
(2) T preserves ranks 1, 2, and 4; 
(3) T is a (U, V)-operator; 
(4) T is bijective and preserves rank 1. 
The concepts of linearity, rank, and (U, V )-operator were defined analogously 
to their field counterparts. 
Earlier, the rank-preserving operators on the m x n matrices over g (the 
Boolean algebra of two elements) were characterized in [ 1, Theorems 3.1, 4.1, 
and 4.21. Using the same analogues of linearity, rank, and (U, V )-operator as 
in [2], it was found that when min(m, n) > 2, the following properties are 
equivalent for all linear operators T on the m X n matrices over .% 
(1) T preserves all ranks; 
(2) T preserves ranks 1 and 2; 
(3) T is a (U, V)-operator; 
(4) T is bijective and preserves rank 1. 
In this paper (Theorem 4.2) we show that the results for g are true for the 
more general class of “chain semirings.” These are totally ordered sets with 
universal lower and upper bounds. Addition is defined by x + y = max(x, y) 
and multiplication xy = min(x, y). Then sums and products of matrices are 
defined as for matrices over fields. For example, if the totally ordered set is 
the real interval [0, l] under the usual ordering <, then the resulting system 
of matrices is the fuzzy matrices. 
Most of the definitions, notation, and preliminary results are given in 
Section 2. The main result is in Section 4. 
2. PRELIMINARIES 
2.1. Semirings 
A semiring (see e.g. [4] or [3]) consists of a set 9’ and two binary 
operations on 9, addition and multiplication, such that: 
(1) 9 is an Abelian monoid under addition (identity denoted by 0); 
(2) ~7 is a monoid under multiplication (identity denoted by 1); 
(3) multiplication distributes over addition; 
(4) SO = OS = 0 for all s E 9; and 
(5) 0 if= 1. 
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Usually Y’ denotes both the semiring and the set. When some confusion could 
arise, we denote the semiring by e.g. (9, + , X ), if addition is denoted + and 
multiplication X . 
The set of m x n matrices with entries in a semiring P’ is denoted by 
.M,, JY). The m x n zero matrix O,,, and the n x n identity matrix I, are 
defined as if P’ were a field. Addition, multiplication by scalars, and the 
product of matrices are also defined as if Y were a field. Thus A,,, ,J Y ) is a 
semiring under matrix addition and multiplication. 
The rank of a nonzero matrix A in JzY”,, “(Sp) is the least integer k such 
that A = BC for some B in M,,,,JY) an d some C in A,, ,,( 9). The rank of 
0 ,$I n is 0. 
’ We denote the rank of A by r(A) or by r,(A). In [4], Kim calls r(A) the 
Schein rank of A. In [3], r(A) is called the semiring rank of A. 
LEMMA 2.1. The rank of a nonzero matrix A is the minimum number of 
rank-l matrices which sum to A. 
Proof. Suppose B and C are m X k and k X n matrices over Y. Let bj 
and c j denote the jth column of B and the jth row of C. Then BC = Xi= ,bjcl. 
The lemma follows from this expansion. n 
Since M = A,,, “(9) is a semiring, we can consider the invertible mem- 
bers of its multiplicative monoid. The permutation matrices (obtained by 
permuting the columns of Z,) are all invertible. If 1 is the only invertible 
member of the multiplicative monoid of 9, then the permutation matrices 
are the only invertible members of _M. 
LEMMA 2.2. The rank of a matrix is unchanged by transposition or by 
pre- or postmultiplication by an invertible matrix. 
Proof. Let P, Q be fixed invertible matrices. Let T be any of the 
mappings A -+ At, A + PA, A + AQ. Then r(T(A)) < r(A) by Lemma 2.1. 
But T is bijective, so r(A) = r( T- ‘(T(A))) =S r(T( A)). W 
2.2. Operators 
Suppose 5“ is a semiring and J? = A,,,, ,,( Y). A function T mapping .M 
into M is called an operator on A. The operator T 
(i) is linear if T(aA + PB) = aT(A)+ j?T(B) for all LY, p E Y and all 
A,BE.M. 
(ii) preserves rank k if r( T( A)) = r(A) whenever r(A) = k. 
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(iii) is a (U, V)-operutor if there exist invertible matrices U, V in 
_M ,,,,, ,,(9’) and .M,,J9’) respectively such that for all A E .M 
T(A)=UAV (I) 
or 
T(A) = UA’V. (2) 
Note that (2) can only occur if m = n. 
LEMMA 2.3. (U, V)-operators are linear, are bijective, and preserve all 
ranks. 
Proof Linearity follows from the linearity of matrix multiplication. The 
rest follows from Lemma 2.2. W 
2.3. Chain Semirings 
Let 9’ be any set of two or more elements. If 9’ is totally ordered by <, 
that is, 9’ is a chain under < (i.e. x < y or y < x for all distinct x, y in 9’) 
then define x + y as max(x, y) and xy as min(x, y) for all x, y in Y. If Y 
has a universal lower bound and a universal upper bound, then 9 becomes a 
semiring: a chain semiring. 
Let H be any nonempty family of sets nested by inclusion, 0 = n, E I,~, 
and 1 =U x E Hx. Then 9’ = H U (0, 1) is a chain semiring. 
Let P ‘,y herealnumberswitha<w.Define9’={(p:PE[a,w]}.Then 
9 is a chain semu-mg with (Y = “0” and w = “1”. It is isomorphic to the chain 
semiring in the previous example with H = {[a, p] : a < p < w }. 
If in particular we choose the real numbers 0 and 1 as (Y and w in the 
previous example, then the system of m x n matrices over S = { /3 : 0 < j3 < l} 
is the fuzzy matrices. 
If we take H to be a singleton, say {a }, and denote 0 by 0 and {a } by 
1, the resulting chain semiring (called 59) is a subsemiring of every chain 
semiring. 
Let 9+ be the nonnegative real numbers. Then (9+, + , X ) is a semiring 
under real addition, + , and multiplication, x . The real numbers 0 and 1 are 
the additive and multiplicative identities for this semiring. But (0, l} is not a 
subsemiring, because for example 1 + 1 # 1 (real addition). So (9?+, + , X ) is a 
semiring but not a chain semiring. 
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We can adjoin m to 9, to form .%~=.%?+u{co}, but (.4?:, +, x) fails 
to be a chain semiring because e.g., a + a z a for some a. On the other hand 
(.%‘T, + , X ) does contain an isomorph of g, namely ({ 0, co}, + , X ). 
Of course (G%‘,*,max,min) is a chain semiring with 0 as the max identity 
and 00 as the min identity. It is an antiisomorph of g under the mapping 
x + l/(x + 1) (x E a,*). 
NOTICE. For the rest of this article 9’ will denote a chain semiring, and 
we will write _& or J?(y) for .M ,,,,(9’). Column vectors (members of 
J?~, i) will usually be denoted by boldface lowercase roman letters such as y. 
2.4. Rank-l and Rank-2 Matrices 
According to the definition, a matrix A has rank 1 if and only if A = xw’ 
and x,w are nonzero. 
Let j, denote the column vector of length k all of whose entries are 1, and 
I nl, n the matrix all of whose entries are 1. Then 1, n = j,jL is a rank-l matrix. 
Let ei denote the pth column of I,, and E!r;i” the m X n matrix all of 
whose entries are 0 except the (i, j)th, which is 1. Then E,rf;” = em(ey)t is a 
rank-l matrix. 
When the orders are understood, we may drop the subscripts on j, and 
I n,, n and the superscripts on ei and EITj”. For example, when A is known to 
be m x n, then A + J could only mean A + J,,,, n, and A j could only mean 
Aj,. 
We define the rwnn of an arbitrary m X n matrix X by llXl[ = j’Xj the 
sum of all entries in X. That is, 1) XI I is th e maximum entry in X. Note that the 
mapping X + l/XII preserves sums and scalar multiples of matrices X, and 
JIBCII G llBl[ llCl[ for all matrices B, C. 
The symbol Q is read entrywise, i.e., X < Y if and only if x, j < yi j for all 
(i, j), and x < y if and only xi < yi for all i. 
If A is any rank-l m X n matrix, let a = Aj, and u = A’j. Then au’ = A, 
and for all x,w, if A = xwt, then a < x and u < w. For that reason A = au’ is 
called the minimum factorization of A. 
REMARK. If A = au’ and B = bvt are the minimum factorizations of 
rank-l matrices A, B, then r(A + B) = 1 if and only if A + B = (a+ b)(u +v)’ 
ifandonlyifbu’+av’<A+B. 
LEMMA 2.4. Zf r( A) = 1 and X is the minimum nonzero entry of A, then 
A has a line consisting only of A’s and 0’s. 
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Proof. Let au’ be the minimum factorization of A. Then X = apuq for 
some (p, 9). Either up = h or uq = h. If a,, = X, then a,uj = h unless ui = 0, 
so the pth row of A contains only O’s and X’s. Similarly if u,, = X, then the 
9th column of A contains only O’s and X’s n 
LEMMA 2.5. Zf r(A) = 1 and uPy = 0, then either a pi = 0 for all i or 
‘i4 = 0 for all j. 
Proof. Similar to Lemma 2.4’s proof. n 
In contrast with the norm of X, we define the floor of X, p(X), as the 
minimum entry in X. Thus p(X) = ni, jxij. 
LEMMA 2.6. Zf r(A) = 1, then every entry in some line of A is p(A). 
Proof. This is Lemma 2.5 if p(A) = 0, and it is Lemma 2.4 if p(A) > 0. 
n 
Here is a criterion for full rank curiously reminiscent of the determinant 
condition over a field. 
LEMMA 2.7. Suppose 
Then r(A) = 2 if and only if ad # bc. 
Proof. Let a = p(A). If r(A) = 1, then A has a line of (Y’S (Lemma 2.6) 
so ad = a: and bc = a. Conversely, if ad = bc, then ad = (Y and bc = a. Say 
a = a: then b = a or c = (Y. So 
A= [c;d][“>d] or [;][o>b+dl. 
Hence r(A) < 1. Similarly, r(A) < I if d = o. W 
LEMMA 2.8. Zf H is a submatrix of A, then r(H) < r(A). 
Proof. A factorization A = BC where B is m x k and C is k X n 
induces a factorization H = KL where K has k columns and L has k rows. m 
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LEMMA 2.9. If Y is the sum of two rank-l matrices and Y has a 
submutrix of rank 2, then r(Y) = 2. 
Proof. By Lemma 2.1, 1~ r(Y ) < 2. APPLY Lemma 2.8. n 
LEMMA 2.10. Zfr(A)=l, thenr(A+aJ)=l forallscalars a. 
Proof. aiuj + a: = (ai + cx)(uj + a) for all i, j. n 
We just made use of the fact that addition distributes overs multiplication 
in a chain semiring. 
If X is any k X 1 matrix we let 
[ 1 $ E denote the m X n matrix 
LEMMA 2.11. Zf p(X) > a, then the rank of 
Proof. We may assume X # 0. Let 
x a 
a a 1 is r(X). 
Suppose first that r(X) = 1, so X = uv’. Then for some (p, q), p(u)p(v) = upuq, 
so p(u)p(v) >, 0~. Thus 
M= [:][~‘,a]. 
Next suppose r(X) = k > 1. Then X = C’;=iY,, where r(Yj) = 1 for all j (see 
Lemma 2.1). Let Zj = p( X)J + Yj. Then r( Zj) = 1 by Lemma 2.10. Also 
ET= ,Z j = X + p(X)] = X. Consequently 
and each 
[ 1 zj a has rank 1 by the first case, 
Therefore r( %) Gak. Thus r(M) = k by Lemma 2.8. 
since p(Zj)),p(X)>,(Y. 
n 
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3. SEPARATION 
Unless otherwise specified, all matrices in this section are m x n matrices 
over a chain semiring P’, and min( m, n) > 1. 
Rank-l matrices A, B are said to be separable if there is a rank-l matrix 
X such that r(A + X)r(B + X) = 2. The matrix X is said to sepurute A 
from B. 
LEMMA 3.1. Zfr(A)= r(B)= 1 and r(A + B)= 2, then A separates A 
from B. n 
LEMMA 3.2. Zf r(A) = 1 and (Y # 0, then CXJ and A are separable if and 
only if A is not a scalar multiple of J. 
Proof. Suppose A is not a scalar multiple of J; then p(A) < jlA[l. Now 
IlAll = aP4 for some p and q. By Lemma 2.6, p(A) occurs throughout a row 
or column of A. Say w.o.1.g. that apk = p(A). Then k # q. Let xii = \lAll for 
alli#pandallj.LetxPj=Oforallj.Thenr(X)=landr(A+X)=2by 
Lemmas 2.7 and 2.9. But ~(cY] + X) = 1 by Lemma 2.10. Therefore X 
separates LY] from A. Lemma 2.10 also implies that p.I can not be separated 
from a_/. n 
In Theorem 3.1 below we will show that in fact, every pair of distinct 
rank-l matrices is separable unless both are scalar multiples of J. That fact is 
crucial for establishing our main result. 
Let .?8 be the two element subsemiring {O,l} of 5”, and (Y be a fixed 
member of Y, other than 1. For each x in P’ define xa = 0 if x < (Y, and 
ra = 1 otherwise. Then the mapping x + ra is a homomorphism of Y onto 
G?. Its entrywise extension to a mapping A -+ A” of JY<Y) onto A(.%?) 
preserves matrix sums and products and multiplication by scalars. We call A” 
the a-pattern of A. 
LEMMA 3.3. Suppose A, B are rank-l matrices not both scalar multiples 
of J, and (Y = p(A)p( B). Zf A, B have different a-patterns, then they are 
separable. 
Proof. By Lemma 3.2 we can assume that neither A nor B is a scalar 
multiple of J. 
FUZZY RANK-PRESERVING OPERATORS 205 
Case 1: A” < B”. Then for some (i, j), b; = 1 and ayj = 0. Since A is 
not a scalar multiple of J, we may assume (by Lemma 2.2) that 
A* = kc ’ 
[ 1 0 0 
If bPg, = 1 for some p > s and some q > k, let X = b,,E,, ( Etj was defined 
in Section 2.4). Then B+X=B and r(X)=r(B+X)=l. Let Y=A+X. 
Then yI1 > a, Y,, > a, and yl, + y,, < a, so r(Y) = 2 by Lemmas 2.7 and 
2.9. If b,*, = 0 for all p > s and all q > k, or s = m or k = n, then 
J P 
Ba= sk 
[ I Q 0’ 
But r(B) = 1, so either P = 0 or Q = 0 (by Lemmas 2.7 and 2.9) but not both 
P = 0 and Q = 0, because A” f B”. W.1.o.g. suppose Q = 0. Then b,, = 1 for 
some p < s and q > k. Factoring, we have B = bv’, so B” = ba(va)‘. There- 
fore u,” = 1. Let X = e,,v’ (e, was defined in Section 2.4). Then r(X) = 1 and 
B + X = (b+e,)vt, so r(B+X)=l. Let Y=A+X. Then Y~~=u,,>(Y, 
yl, G a, an d Ymg = uq > a, so r(Y) = 2 by Lemmas 2.7 and 2.9. 
Case 2: B” < A”. This is handled by case 1, interchanging the roles of 
A and B. 
Case3: Bag A*andA”g B”. Factoring, we have B = bv’ and A = au’. 
Subcase 3.1: uaXvaand vn&ua. We can select (j, 2) so that us = vy = 0 
and VT = up = 1. Unless aa = b” = e, for some i, there exist distinct i, k such 
that a~=bz~=l.Inthelattercaselet X=e,v’.Thenr(X)=r(X+B)=l. 
Let Y = A + X, then ykj < a, yij 2 vj > LY, ykl = akul > a, so r(Y)= 2 by 
Lemmas 2.7 and 2.9. If however a” = b” = ei (so bp = a: = 1) then select 
k#i and let X=e,u’. Then r(X)=r(A+X)=l. Let Y=B+X; then 
yif = bivr G a, yij = biuj > a and ykl = ZJ > a. Therefore r(Y) = 2 by Lem- I
mas 2.7 and 2.9. 
Subcase 3.2: ua&v”and v”<ua. Then b” < aa (otherwise B* < A*). For 
some j, bT= 1 and a:= 0. For some i, up = 1. For some k, u: = 1 and 
vz= 0. For some I, uy= 1. Let Y = A+ B; then yjk=ajuk+ bjuk < a, 
yik = aiuk + biUk > aiuk > a, and yjl = a j~I + bjuI 2 bjur > a. Thus r(Y) = 
2 by Lemmas 2.7 and 2.9. Therefore, A, B are separable by Lemma 3.1. 
By subcases 3.1 and 3.2 we have established the lemma for ua g va. Symmet- 
rically we can show it for v”I & ua. That leaves 
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Subscase 3.3: ua = va. Then a” & ba and b” 6 aa, But this is the same as 
subcase 3.1 with the roles of u, v interchanged with those of a, b. This 
concludes the proof. n 
COROLLARY. Rank-l matrices with different floors are separable unless 
both are scalar multiples of J. n 
LEMMA 3.4. If A, B are 2 x 2 rank-l matrices, not both scalar multiples 
of J2,2, then they are separable. 
Proof. Let (Y = p(A). By Lemma 3.3 and its corollary we may assume 
(Y = p(B) and A” = B”. Then A has k > 2 entries equal to (Y by Lemma 2.6. 
By our hypotheses, k < 4. Suppose k = 2. By Lemma 2.2 we may assume 
A= ; ; 
[ 1 and B = z z [ 1 
where (Y < a < b, and (IL < cd and a < cd. If a < cd and a < b, then 
separates A from B, since r( X + A) = 2 by Lemma 2.7 and r(X) = r( B + X) 
= 1. If a < cd and a = b, then 
separates A from B, since r( X + A) = 1 while r(X + B) = 2 by Lemma 2.7. 
If a = cd, suppose a = c. Then b # d and we may assume b < d. Then 
1 1 
[ 1 a a b b separates A = a b [ 1 from B = z z [ 1 
by Lemma 2.7. Now suppose a < c. Then a = d. We may assume b < c; then 
[ 1 i “0 separates A = 
by Lemma 2.7 unless a = b. But then 
[ 1 ; ; separates A = [z z] from B=[z E] 
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by Lemma 2.7. Finally suppose k = 3. By Lemma 2.2, we may suppose 
But then i 
[ 1 f, separates A from B by Lemma 2.7 n 
LEMMA 3.5. Suppose min(m, n) = 2. Zf A, B are distinct rank-l matrices, 
not both scalar multiples of J, then A, B are separable. 
Proof. Suppose, as we may by Lemma 2.2, that A, B are 2X n. Lemma 
3.4 takes care of the case n = 2. Suppose n > 2. By Lemma 3.3 and its 
corollary we may assume A, B have the same floor (Y, and A” = Ba. By 
Lemma 2.6, A has a line of a’s. If A has no row of (Y’S, then we may assume 
by Lemma 2.2 that 
where xy > (Y. Now 
a x 
rz y= [ 1 1 
by Lemma 2.8. Therefore z < CY by Lemma 2.7, so z = a. Therefore 
and 
a OL ‘.’ (Y p 9 f.. r 1 1y (Y a! .-’ (Y s t ... h ’
where A, B share a 2 x k block of (Y’S and all other entries in both exceed cy. 
NOW k < n, lest A = cllJ = B. Also n > 3. Using the notation introduced 
towards the end of Section 2.4, A = [a A,] and B = [(Y B,], where A,, B, 
are 2 X (n - 1). Inductively we may assume that Xi separates A, from B,. 
Let X = [a Xi]; then r(A + X)r(B + X)= r(A, + X,)r(B, + X,) by Lemma 
2.11. The lemma then follows. 
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Therefore A’s line of (Y’S is a row. But B” = A”, so B’s line of (Y’S is a row 
with the same index as A’s. By Lemma 2.2 we can assume 
A= [;I> B= [;t], 
and since A # B, al # b, for some 1. Assume w.1.o.g. a, < b,. Obtain X by 
replacing Ja, n ‘s Zth column by a,j,. Then r(X)=1 and A+X=X. But 1 a1 
B + X contains the submatrix 1 
[ 1 b , whose rank is 2 by Lemma 2.7. 
Therefore T( B + X) = 2 by Lemma 2.9.’ n 
THEOREM 3.1. Distinct rank-l matrices are separable if and only if at 
least one of them is not a scalar ,multiple of .l. 
Proof. By Lemma 3.2 it is enough to prove that distinct rank-l matrices 
A and B are separable if neither is a scalar multiple of J. Let cr = p(A). 
Lemma 3.3 and its corollary let us assume that p(B) = a and A” = Ba. 
Lemma 3.5 lets us assume that m > 2 and n > 2. We may now assume that 
A= M a 
[ 1 a lx and B = c E , [ 1 
where M and N are k x 1 rank-l matrices with floors exceeding (Y, and k < m 
or 1~ n. Without loss of generality we may assume k < m. If M = PJ and 
N = yJ with /I < y, then let xii = y for j + 1 and xii = p. Here X separates 
A from B. We now assume that M and N are k X 1 rank-l matrices not both 
of which are scalar multiples of Jk, 1. Lemma 3.5 lets us assume min(k, 2) > 2. 
Inductively there exists a k X 1 rank-l matrix Y separating M from N. Then 
Y 0 
[ 1 o o separates A from B by Lemma 2.11. 
4. RANK-PRESERVING OPERATORS 
In this section 9 is a fixed chain semiring and J! = A,,,, ,,(,sP). The set 
of matrices of rank k is 4 is denoted R,. The basic nomenclature is given in 
Section 2.2. 
LEMMA 4.1. Let T be a linear operator on JH with min(m, n) > 1. Zf T 
preserves norm and rank 1 but is not injective on R,, then T decreases the 
rank of some rank-2 matrix. 
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Proof. Since T is not injective, T(A) = T(B) for some A, B in R, with 
A # B. If A = (Y J and B = PJ, then (Y = /3 because T preserves norms, 
contradicting our assumption that A + B. Therefore by Theorem 3.1 some 
rank-l matrix X separates A from B. Say r(X + A) = 1 and r( X + B) = 2. 
Then T reduces the rank of X + B from 2 to 1. W 
LEMMA 4.2. Zf T is a linear operator on &I, min(m, n) > 1, and T 
preserves ranks 1 and 2, then T preserves rwrm. 
Proccf. Let A E A, a= 11Al1, and p = llT(A)ll; then /3 < a, because 
T(aX)=aT(X)forallX~~.SupposeP<(y.Thenforsome(p,q),a,,=(y. 
Let Y be the matrix whose entries are all a except for yPq = 0. Then 
aJ=A+Y. So r(A+Y)=l while r(PA+Y)=2 by Lemmas 2.7 and 2.9. 
By the linearity of T and the definition of p, T( PA) = T(A), so T reduces the 
rank of PA + Y from 2 to 1, contrary to the hypothesis. n 
LEMMA 4.3. Zf T is a linear operator on &!, min(m, n) > 1, T preserves 
norm, and A =g T(A), then Tq(A) = Tmnpl(A) for all 9 > mn. 
Proof. Let T’(A)=Bi=(bij), i=O,1,2,.... Choose (ir,j,) such that 
ail. ‘, = blo, j, = l/All. S ince T preserves norms and A < T(A), b!,, j, = b,?,, j, for 
all i > 0. how, choose (iz, j,) z (il, j,) such that bl!, is > bi Q for d (P, 9) # 
(il, j,). Since A Q T(A), we have that T(A)< T2(Aj, etc., so that B, < B, < 
. . . . Also, B, = b:, j,Ei,,j,+ biz,j2B1, and since b:,,, j,Ei,,j, < A, we have 
T(bE, j,Ei,, j,) < T(A) = B,, so that T(B,) = b:,, jlEi,, j, + bl!,, j,T( B,). Since 
B,< B,< .a., we have that b:z j, = bf% jz for all k = 1,2,. . . . In general, 
having picked {(ir, jr),.. .,(iq, ),)} for some 9 < mn - 1, we choose 
(i q+l, j,+,> such that btqq+,,jq+,> b:t ford (s,t)E {(il, j,>,...,($ j,>}. As 
argued above, B, = bt, j,Ei,, j, + . .‘- + b,?rji,‘Ei,, j,+ b,“,+,, jy+lBq and Bq+i = 
Ti(Bq)=b~,j,Ei,,j,+ *.. +b~;j~Eiq,jg+b~+l,jy+,T’(Bq), so that bt+,,jq+,= 
biqq+lrjqil for all k > 9. 
It follows that Bmnpl = B,,+i, i = 0,1,2 ,..., since B,,,_l = bt j,Ei, j, 
+ ’ . ’ + bLZ,Snf,Ei_n. jmny and b,!iL = bt j, for alI k > p. ‘m , , 
Let I?= {Eij:l<i<m, l< j<n}. 
LEMMA 4.4. Suppose T is a linear operator on A,,,(y) and min(m, n) 
> 1. Zf T preserves ranks 1 and 2, then T permutes r. 
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Proof By Lemma 4.2, T preserves norm. Therefore by Lemma 4.1, T is 
injective on R,, the m X n rank-l matrices over 9’. Suppose T(Eij) is not in 
I for some (i, j). Now T(Eij)= C7,,Eu,. But llT(Eij)ll = 1, so rP4 = 1 for 
some (p, q). Without loss of generality, we may assume (p, q)= (i, j), 
because if P, Q are permutation matrices, then the linear operator X + 
PT( X)Q preserves the ranks T preserves (see Lemma 2.2) and permutes I if 
and only if T does. Let E = E,,. Then E < T(E), so E f T(E) < T2(E) < . . . 
< Tk(E) = Tk+“(E), w h ere k is the least integer for which equality holds and 
n 2 0 is arbitrary. By Lemma 4.3 we are assured that k exists and is less than 
mn. Let B = TkP1(E); then B f T(B) but T(B) = T(T( IS)), despite the fact 
B, T(B) are both in R, and T is injective there. This contradiction implies 
that T maps l? into I. By injectivity, T permutes I. n 
THEOREM 4.1. Suppose T is a linear operator on the m x n matrices over 
a chain semiring and min(m, n) > 1. lf T preserves ranks 1 and 2, then T is a 
( U, V )-operator. 
Proof. Recall that %7 = {0, 1) is a subsemiring of 9’. Let 2 = A,,,, .(97). 
Lemma 4.4 and linearity imply that T maps 3 into itself. Let T denote the 
restriction of T to 2. From this definition of rank, the rank r&X) of a 
member X of 2 is at least r(X), its rank as a member of JY,,~, ,,( 9’) because 
5? c Y. On the other hand, the mapping (described in the beginning of 
Section 3) that takes a matrix A to its @pattern A0 preserves matrix products. 
Hence_r,(X) = r(X) for all X in 2. Therefore T preserves ranks 1 and 2 
over A. By [ 1, Theorems 3.1, 4.1, 4.21, T is a (U, V)-operator on 2. The 
corresponding matrices U, V are also invertible over Jte; in fact, they are just 
permutation matrices,Let A E A. Then T(A) = Ca i jT( Ei j) = Ca i jT_< E, j) as 
Eij E A. Either (1) T(Eij)= UE,,V for all i, j or (2) m = n and T(E,,.)= 
UEijV for all i, j, by the definition of (U, V)-operator (see Section 2.2) the 
result follows from the linearity of matrix multiplication. n 
THEOREM 4.2. Suppose T is a linear operator on the m X n matrices over 
a chain semiring and min(m, n) > 1. Then the following are equivalent: 
(i) T preserves all ranks. 
(ii) T preserves ranks 1 and 2. 
(iii) T is a (U, V )-operator. 
(iv) T is bijective and preserves rank 1. 
Proof. Theorem 4.1 establishes that (ii) implies (iii). According to Lemma 
2.3, (iii) implies (iv). If T satisfies (iv), then the linearity of T and Lemma 2.1 
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ensure that T does not increase the rank of any matrix. For the same reason, 
neither does T- '. Therefore (iv) implies (i). n 
How necessary is the requirement that T preserve both ranks 1 and 2 in 
(ii)? Let C be a fixed m x n rank-k matrix, and define T,(X) = l[XjlC for ail 
m X n X. Then T, is a linear rank-k-preserving operator. But it preserves no 
other ranks but 0 when min(m, n) > 1. 
How necessary is the requirement that T be bijective in (iv)? T, is a linear 
rank-l preserver that only preserves ranks 0 and 1. How necessary is the 
requirement that T preserve rank 1 in (iv)? For all m X n X, let T(X) = Y, 
where yij=xij foraII(i,j)E {(1,2),(2,2)},andl;3yi,6=xS,2 and ya,a=ri,s. 
Then T is bijective, but T reduces the rank of 
[ 1 from 2 to 1. 0 0 
How necessary is it that min(m, n) > l? If min(m, n) = 1, say n > m = 1. 
Then a linear operator may preserve all (both) ranks without being bijective. 
For example Tj is not bijective, but it does preserve all ranks. If n > m = 1, 
then (i) is equivalent to (ii). Also (iii), (iv) are both equivalent to the bijectivity 
of T. Proposition (iii) implies (i), but (i) doesn’t imply (iii). 
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