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Abstract
Distributed Shared Memory systems allow the use of the
shared memory programming paradigm in distributed ar-
chitectures where no physically shared memory exist. Scope
consistent software DSMs provide a relaxed memory model
that reduces the coherence overhead by ensuring consis-
tency only at synchronization operations, on a per-lock ba-
sis. Much of the work in DSM systems is validated by bench-
marks and there are only a few examples of real parallel
applications running on DSM systems. Sequence compar-
ison is a basic operation in DNA sequencing projects, and
most of sequence comparison methods used are based on
heuristics, that are faster but do not produce optimal align-
ments. Recently, many organisms had their DNA entirely
sequenced, and this reality presents the need for compar-
ing long DNA sequences, which is a challenging task due to
its high demands for computational power and memory. In
this article, we present and evaluate a parallelization strat-
egy for implementing a sequence alignment algorithm for
long sequences. This strategy was implemented in JIAJIA,
a scope consistent software DSM system. Our results on
an eight-machine cluster presented good speedups, showing
that our parallelization strategy and programming support
were appropriate.
1. Introduction
In order to make shared memory programming possi-
ble in distributed architectures, a shared memory abstrac-
tion must be created. This abstraction is called Distributed
Shared Memory (DSM). The first DSM systems tried to
give parallel programmers the same guarantees they had
when programming uniprocessors. It has been observed
that providing such a strong memory consistency model cre-
ates a huge coherence overhead, slowing down the parallel
application and bringing frequently the system into a thrash-
ing state [10]. To alleviate this problem, researchers have
proposed to relax some consistency conditions, thus creat-
ing new shared memory behaviors that are different from
the traditional uniprocessor one.
In the shared memory programming paradigm, synchro-
nization operations must be used every time processes want
to restrict the order in which memory operations should be
performed. Using this fact, hybrid Memory Consistency
Models guarantee that processors only have a consistent
view of the shared memory at synchronization time [10].
This allows a great overlapping of basic read and write
memory accesses that can potentially lead to considerable
performance gains. By now, the most popular hybrid mem-
ory consistency models for DSM systems are Release Con-
sistency (RC) [3] and Scope Consistency (ScC) [6].
JIAJIA is a scope consistent software DSM system pro-
posed by [4] that implements consistency on a per-lock
basis. When a lock is released, modifications made inside
the critical section are sent to the home node, a node that
keeps the up-to-date version of the data. When a lock is
acquired, a message is sent to the acquirer process contain-
ing the identification of the data that are cached at the ac-
quirer node that are no longer valid. These data are, then,
invalidated and the next access will cause a fault and the
up-to-date data will be fetched from the home node. On
a synchronization barrier, however, consistency is globally
maintained by JIAJIA and all processes are guaranteed to
see all past modifications to the shared data [4].
A software DSM system can be used to parallelize DNA
sequencing algorithms. In DNA sequencing projects, re-
searchers want to compare two sequences to find similar
portions of them, that is, they want to search similarities
between two substrings of the sequences, and obtain good
sequence alignments. This process is divided in two phases.
First, similarity regions between the long sequences are
found with a local alignment algorithm. Second, for each
similarity region, a global alignment is produced.
In practice, two families of tools for searching similari-
ties between two sequences are widely used - BLAST [1]
and FASTA [12], both based on heuristics. To obtain opti-
mal local and global alignments, the most commonly used
methods are the ones proposed by Smith-Waterman [15]
and Needleman-Wunsh [11], respectively, both based on
dynamic programming, with quadratic time and space com-
plexity.
Many works are known which implement the Smith-
Waterman algorithm for long sequences of DNA. Specif-
ically, parallel implementations were proposed using MPI
[8] or specific hardware. As far as we know, this is the first
attempt to use a scope consistent DSM system to solve this
kind of problem.
In this article, we present and evaluate a parallelization
strategy for comparing two long DNA sequences. A DSM
system was used since the shared memory programming
model is often considered easier than the message passing
counterpart. The strategy has two phases. In the first phase,
as the algorithm proposed by [15] to obtain local align-
ments calculates each matrix element Ai,j by analyzing the
elements Ai-1,j-1, Ai-1,j and Ai,j-1, we used the ”wavefront
method” [13]. The work was assigned to each processor in
a column basis with a two-way lazy synchronization pro-
tocol. The heuristic proposed by [8] was used to reduce
the space complexity to O(n). The similarity regions found
in this first phase are sorted by size and placed in a shared
queue. In the second phase, similarity regions are assigned
to processors using a scattered mapping approach [2]. For
each similarity region it is assigned, the processor performs
the global alignment algorithm [11]. A previous work [9]
discusses only the first phase of this strategy.
The results obtained in an eight-machine cluster with
large sequence sizes show good speedups when compared
with the sequential algorithm. For instance, to locally align
two 400K sequences, a speedup of 4.58 was obtained in
the first phase, reducing the execution time from more than
2 days to 10 hours. In the second phase, we obtained a
speedup of 7.58 to globally align 1000 similarity regions
with an average size of 300x300 bytes.
The rest of this paper is organized as follows. Section
2 briefly describes the local and global sequence alignment
problems and the serial algorithms to solve them. In section
3, DSM systems and the JIAJIA software DSM are pre-
sented. Section 4 describes our strategy to align two long
DNA sequences. Some experimental results are presented
and discussed in section 5. Finally, section 6 concludes the
paper and presents future work.
2. Smith-Waterman’s Algorithm for DNA Se-
quence Alignment
To compare two sequences, we need to find the best
alignment between them, which is to place one sequence
above the other making clear the correspondence between
similar characters or substrings from the sequences [14].
We define alignment as the insertion of spaces in arbitrary
locations along the sequences so that they end up with the
same size.
Given an alignment between two sequences s and t, a
score is associated for them as follows. For each column,
we associate +1 if the two characters are identical, -1 if the
characters are different and -2 if one of them is a space.
The score is the sum of the values computed for each col-
umn. The maximal score is the similarity between the two
sequences, denoted by sim(s,t). In general, there are many
alignments with maximal score. Figure 1 shows the align-
ment of sequences s and t, with the score for each column.
In this case, there are nine columns with identical charac-
ters, one column with distinct character and one column
with a space, giving a total score 6 = 9*(+1)+1*(-1) + 1*(-
2).
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Figure 1. Alignment between sequences ﬀ
ﬁﬃﬂ !ﬁﬃﬁﬃﬂ#"$"$ﬂ$ﬁ
and %& ﬁﬃﬂ$" !ﬁﬃﬁﬃﬂ$ﬂ$"$ﬂ$ﬁ .
For long sequences, it is unusual to obtain a global align-
ment. Instead, the local alignment algorithm is executed to
obtain  regions  inside both sequences that are  similar. For
instance,  for  two  400K  DNA  sequences,  we can obtain
around  2000  similarity  regions  with  an  average size of
300x300 bytes. Global alignment is executed only for each
similarity region. Figure 2 illustrates these concepts.
Smith-Waterman [15] proposed an algorithm based on
dynamic programming to solve the local alignment prob-
lem. As input, it receives two sequences s, with ' ('*) ,
and t, with ' %+',.- . There are )0/21 possible prefixes for
s and -3/41 prefixes for t, including the empty string. An
array
ﬂ 5
/61879-:/21 is built, where the (i,j) entry contains
the value of the similarity between two prefixes of s and
t, sim(s[1..i],t[1..j]). Figure 3 shows the similarity array be-
tween s=AAGC and t=AGC. To obtain local alignments, the
first row and column are initialized with zeros. The other
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Figure 2. Local alignment of two 400K se-

















































In equation 1, p(i,j) = +1 if (' )$* % ' +,* and -1 if -' )$*/.
% ' +0* . If we denote the array by
ﬂ
, the value of
ﬂ
' ) 7%+,* is

























Figure 3. Array to compute the similarity be-
tween the sequences s=AAGC and t=AGC, us-
ing local alignment
We have to compute the array
ﬂ
row by row, left to right
on each row, or column by column, top to bottom, on each
column. Finally, arrows are drawn to indicate where the
maximum value comes from, according to equation 1. In
this case, the score value of the best alignment is in
ﬂ
' ) 7 -#* .
An optimal local alignment between two sequences can
be obtained as follows. We begin in a maximal value in
array
ﬂ
, and follow the arrow going out from this entry until
we reach another entry with no arrow going out, or until we
reach an entry with value 0. Each arrow used gives us one
column of the alignment. If we consider an arrow leaving
entry 2) 7%+-6 and if this arrow is horizontal, it corresponds
to a column with a space in  matched with % ' +0* , if it is
vertical it corresponds to -' )5* matched with a space in % and
a diagonal arrow means -' )$* matched with % ' +,* . An optimal
local alignment is constructed from right to left if we have
the array computed by the basic algorithm. Many optimal
local alignments may exist for two sequences. The detailed
explanation of this algorithm can be found in [14].
The time and space complexity of this algorithm is
7
2 ):-86 , and if both sequences have approximately the same
length, - , we get 9:2 -8;<6 .
To obtain global alignments, the algorithm proposed by
[11] is used. In this algorithm, some minor changes are
made to the previously described algorithm. First, nega-
tive values are allowed and, thus, entries are still computed
using equation 1 but the fourth condition no longer exists.
Second, the first row and column of array
ﬂ
are filled with
the gap penalty, as shown in figure 4. In the case of global



























Figure 4. Array to compute the similarity be-
tween the sequences s=AAGC and t=AGC, us-
ing global alignment
2.1. Sequential Implementation
To obtain local alignments, we implemented a variant of
the Smith-Waterman algorithm that uses two linear arrays
[14]. The bi-dimensional array was not used since, for large
sequences, the memory overhead would be prohibitive. The
idea behind this algorithm is that it is possible to simulate
the filling of the bi-dimensional array just using two rows
in memory, since, to compute entry
ﬂ




' )  187%+0* ,
ﬂ
' )  1 7$+  1* and
ﬂ
' ) 7$+  1* . So, the
space complexity of this version is linear, 9:2 -86 . The time
complexity remains 9:2 -8;<6 .
The algorithm works with two sequences  and % with
length -  ' %+' . First, one of the arrays is initialized with
zeros. Then, each entry of the second array is obtained from
the first one with the Smith-Waterman algorithm, but using
a single character of  on each step.
We denote
ﬂ
' ) 7$+0* *1) ) 2 -' 1(44 ) 7+1(44 +0*6 as current score.
Besides this value, each entry contains: initial and final
alignment coordinates, maximal and minimal score, gaps,
matches and mismatches counters and a flag showing if the
alignment is a candidate to be an optimal alignment. These
information allow us to keep a candidate optimal align-
ment with a score greater than a certain value. When com-
puting the
ﬂ
' ) 7$+0* entry, all the information of
ﬂ
' ) 61 7$+0* ,
ﬂ
' )  187$+  1* or
ﬂ
' ) 7$+  1* is passed to the current entry.
To obtain the above values for each entry, we used some
heuristics proposed by [8]. The minimal and maximal
scores are updated accordingly to the current score. The ini-
tial coordinates are updated if the flag is 0 and if the value
of the maximal score is greater than or equal to the min-
imal score plus a parameter indicated by the user, where
this parameter indicates a minimum value for opening this
alignment as a candidate to an optimal alignment. If it is
the case, the flag is updated to 1, and the initial coordinates
change to the current position of the array. The final coor-
dinates are updated if the flag is 1 and if the value of the
current score is less than or equal to the maximal score mi-
nus a parameter, where the parameter indicates a value for
closing an alignment. In this case, this alignment is closed
and passed to a queue alignments of the reached optimal
alignments and the flag is set to 0.
The gaps, matches and mismatches counters are em-
ployed when the current score of the entry being computed
comes from more than one previous entry. In this case, they
are used to define which alignment will be passed to this
entry. We use an expression 2 	 )
 %  - %ﬃ/ 
) )  )
 %  - % /ﬀﬁ
ﬂ, - %,6 to decide which en-
try to use. In this heuristic [8], gaps are penalized and
matches and mismatches are rewarded. The greater value
will be considered as the origin of the current entry. These
counters are not reset when the alignments are closed, be-
cause the algorithm works with long sequences, and the
scores of candidate alignments can begin with good values,
turn down to bad values and turn again to good values.
If these values are still the same, our preference will be
to the horizontal, to the vertical and at last to the diagonal
arrow, in this order. This is a trial to keep together the gaps
along the candidate alignment [8]. At the end of the algo-
rithm, the coordinates of the best alignments are kept on the
queue alignments. This queue is sorted by subsequence size
and the repeated alignments are removed.
To obtain the global alignments, the queue alignments
is accessed to obtain the begin and end coordinates of se-
quences s and t which determine the subsequences where
the similarity regions reside. For each subsequence of s
and t obtained this way, the global alignment algorithm pro-
posed by [11] is executed.
3. Distributed Shared Memory Systems
Distributed Shared Memory has received a lot of atten-
tion in the last few years since it offers the shared memory
programming paradigm in a distributed or parallel environ-
ment where no physically shared memory exists.
One way to conceive a DSM system is by the Shared
Virtual Memory (SVM) approach [7]. SVM implements a
single paged, virtual address space over a network of com-
puters. It works basically as a virtual memory system. Lo-
cal references are executed exclusively by hardware. When
a non resident page is accessed, a page fault is generated
and the SVM system is contacted. Instead of fetching the
page from disk, as do the traditional virtual memory sys-
tems, the SVM system fetches the page from a remote node
and restarts the instruction that caused the trap.
Relaxed memory models aim to reduce the DSM coher-
ence overhead by allowing replicas of the same data to have,
for some period of time, different values [10]. By doing
this, relaxed models no longer guarantee strong consistency
at all times, thus providing a programming model that is
complex since, at some instants, the programmer must be
conscious of replication.
Hybrid memory models are a class of relaxed memory
models that postpone the propagation of shared data mod-
ifications until the next synchronization point [10]. These
models are quite successful in the sense that they permit
a great overlapping of basic memory operations while still
providing a reasonable programming model. Release Con-
sistency (RC) [3] and Scope Consistency (ScC) [6] are the
most popular memory models for software DSM systems.
The goal of Scope Consistency (ScC) [6] is to take ad-
vantage of the association between synchronization vari-
ables and ordinary shared variables they protect. In Scope
Consistency, executions are divided into consistency scopes
that are defined on a per lock basis. Only synchronization
and data accesses that are related to the same synchroniza-
tion variable are ordered. The association between shared
data and the synchronization variable (lock) that guards
them is implicit and depends on program order. Addition-
ally, a global synchronization point can be defined by syn-
chronization barriers [6]. JIAJIA [4] and Brazos [16] are
examples of scope consistent software DSMs.
In JIAJIA, the shared memory is distributed among the
nodes in a NUMA-architecture basis. Each shared page has
a home node. A page is always present in its home node and
4
it is also copied to remote nodes on an access fault. There
is a fixed number of remote pages that can be placed at the
memory of a remote node. When this part of memory is
full, a replacement algorithm is executed.
In order to implement Scope Consistency, JIAJIA stat-
ically assigns each lock to a lock manager. The func-
tions that implement lock acquire, lock release and syn-
chronization barrier in JIAJIA are jia lock, jia unlock and
jia barrier, respectively [5].
Additionally, JIAJIA provides condition variables that
are accessed by jia setcv and jia waitcv, to signal and wait
on conditions, respectively. The programming style pro-
vided is SPMD (Single Program Multiple Data) and each
node is distinguished from the others by a global variable
jiapid [5].
4. Parallel DNA Sequence Alignment
The access pattern presented by the algorithm described
in section 2.1 presents a non-uniform amount of parallelism
and has been extensively studied in the parallel program-
ming literature [13]. The parallelization strategy that is
traditionally used in this kind of problem is known as the
”wave-front method” since the calculations that can be done
in parallel evolve as waves on diagonals.
Figure 5 illustrates the wave-front method. At the be-
ginning of the computation, only one node can compute
value 
 ' 187 1 * . After that, values 
#'  7 1 * and 
#' 187  * can be
computed in parallel, then, 
#'   7+1* , 
#'  7  * and 
#' 1 7  * can be
computed independently, and so on. The maximum paral-























Figure 5. The wave-front method used to ex-
ploit the parallelism presented by the algo-
rithm.
We propose a parallel version of the algorithm presented
in section 2.1 and, thus, only two rows are used. Each
processor ﬂ acts on two rows, a writing row and a reading
row. Work is assigned in a column basis, i.e., each processor
calculates only a set of columns on the same row, as shown
in figure 6.
For the sake of simplicity, we represented in figure 6 the
whole similarity array. However, each processor works in
fact with two rows, as explained in the previous paragraph.
When a processor finishes calculating a row, it copies this
row to the reading row and starts calculating the next row,
which is now the writing row.
Synchronization is achieved by locks and condition vari-
ables provided by JIAJIA (section 3). Barriers are only
used at the beginning and at the end of computation.
In figure 6, assuming that there are  columns, pro-
cessor
7
starts computing and, when value 
#' 1 70* is cal-
culated, it writes this value at the shared memory and sig-
nals processor 1 , that is waiting on jia waitcv. At this mo-
ment, processor 1 reads the value from shared memory, sig-
nals processor 7 , and starts calculating from
ﬂ
' 187$/ 1 *
. Processor








7	,* . When this new block is finished, processor 0 is-
sues a jia waitcv to guarantee that the preceding value was
already read by processor 1 . The same protocol is executed
by every processor ) and processor ),/ 1 .
At the end of the computation of this first phase, the















































































Figure 6. Work assignment in the parallel al-
gorithm. Each processor p is assigned N/P
columns, where P is the total number of pro-
cessors and N is the length of the sequence.
As the average subsequence size obtained in phase 1
is small and hundreds or even thousands of subsequences
can be obtained, we propose, for phase 2, a distributed al-
gorithm where each processor calculates S/P global align-
ments, where S is the total number of subsequence pairs and
P is the total number of processors.
In the proposed algorithm, the queue alignments is
treated as a vector sorted by subsequence size and we use
a scattered mapping approach [2] to assign similarity re-
gions to processors. In this way, processor ) is responsible
for accessing positions ) , ) / , )/   , ..., of the vector
alignments. This strategy eliminates the need of synchro-
nization operations, such as those provided by locks and
condition variables. For each position it accesses, the pro-
cessor retrieves the begin and end coordinates of the subse-
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quences corresponding to the local alignment. After that, it
compares the subsequences using the global alignment al-
gorithm described in section 2.
Each processor is responsible for recording the results
of the global alignments it performs. These results include:
begin and end coordinates of the aligned subsequences, the
similarity between them and the globally aligned subse-
quences. After all global alignments are performed, the
processors write their results in a shared vector. Once again,
processor ) is responsible for accessing the shared vector in
positions ) , )/  , )/   , ... . In this way, no locks or
condition variables are used.
5. Experimental Results
The proposed parallel algorithm was implemented in C,
using the software DSM JIAJIA v.2.1.
To evaluate the gains of our strategy, we ran our experi-
ments on a dedicated cluster of 8 Pentium II 350 MHz, with
160 MB RAM connected by a 100Mbps Ethernet switch.
The JIAJIA software DSM system ran on top of Debian
Linux 2.1.
Our results were obtained with real DNA sequences ob-
tained from www.ncbi.nlm.nih.gov/PMGifs/Genomes. Five
sequence sizes were considered (15K, 50K, 80K, 150K and
400K). Execution times for each - x - sequence compar-
isons, where - is the size of both sequences, with 1, 2, 4
and 8 processors are shown in table 1. Figure 7 shows the
absolute speedups, which were calculated considering the
total execution times and thus include times for initializa-
tion and collecting results.
Size Serial 2 proc 4 proc 8 proc
n x n
15K 
   
    
 & 
       
 
50K    
<         &
	  & 

80K 	  	  & <    	 &   & 





	   

     &  		       	
400K  	 
      &    	 
 		 &   
 &   
Table 1. Total Execution Times (seconds) for
5 sequence sizes
As can be seen in figure 7, for small sequence sizes, e.g.
15K, very bad speedups are obtained since the parallel part
is not long enough to surpass the amount of synchroniza-
tion inherent to the algorithm. As long as sequence sizes
increase, better speedups are obtained since more work can
be done in parallel. This effect can be better noticed in fig-
ure 8, which presents a breakdown of the execution time of
each sequence comparison.
We also compared the results obtained by our implemen-



























































































































































































Figure 8. Execution time breakdown for 5 se-
quence sizes, containing the relative time
spent in computation, communication, lock
and condition variable and barrier.
we used two 50K mithocondrial genomes, Allomyces acrog-
ynus and Chaetosphaeridium globosum.
In table 2, we present a comparison between these pro-
grams, showing the coordinates of the alignments with the
best scores found by them. Still in table 2, we can note
that the results obtained by both programs are very close
but they are not the same. This can be explained since both
programs use heuristics that involve different parameters.
We also developed a tool to visualize the alignments
found by GenomeDSM [9]. An example can be seen in
figure 9. We note that the user can make zoom in a particu-
lar region and obtain more details of the desired alignment.
In phase 2, for each similarity region, global alignments
of subsequences are generated. Figure 10 shows the execu-
tion times to globally align 100, 1000, 2000, 3000, 4000,
and 5000 pairs of subsequences obtained from the simi-
larity regions with 1, 2, 4 and 8 processors. In order to
evaluate the results of this second phase, we varied the pa-
rameter minimal score, that defines which alignments are
6
GenomeDSM BlastN
Alignment 1 Begin (39109,55559) (39099,55549)
End (39839,56252) (39196,55646)
Alignment 2 Begin (39475,48905) (39522,48952)
End (39755,49188) (39755,49005)
Alignment 3 Begin (28637,47919) (28667,47949)
End (28753,48035) (28754,48036)
Table 2. Comparison among results obtained
by GenomeDSM and BlastN
Figure 9. Visualization of the alignments gen-
erated by GenomeDSM with the 50K se-
quences. Plotted points show the similarity
regions between the two genomes.
considered relevant. Small values for minimal scores gen-
erate more similarity regions and, consequently, more pairs
to be compared. In figure 9, 123 similarity regions are rep-
resented. In figure 10, this result is labeled as 100 pairs.
The average size of the subsequences is 253 bytes. Figure
10 shows the speedups obtained in this process. An example
of the results produced by this second phase is illustrated in
figure 11.
The distributed algorithm we proposed to globally align
subsequences uses a scattered mapping scheme, which is
quite effective, since no synchronization is needed to obtain
work from the shared queue. For this reason, we were able
to obtain very good speedups, e.g., 7.57 to globally align
1000 subsequences with 8 processors. Also, the speedup
obtained apparently does not depend on the shared queue
size. This can be seen in figure 10. Speedups for 2 and 4
processors are between 2 and 1.91 and between 4 and 3.76,
for 100 and 5000 subsequence pairs, respectively. Speedups
for 8 processors presented a slightly higher variation, where
a speedup of 7.57 was attained for 1000 subsequences pairs.
For 100 and 5000 subsequence pairs, speedups obtained
for 8 processors were 5.33 and 6.80, respectively. For 100






















Figure 10. Speedups obtained in phase 2 for
2, 4 and 8 processors for a varying number of
subsequence comparisons.
intitial_x: 8553  final_x: 8625








intitial_x: 11669  final_x: 11751








Figure 11. Global alignment of two subse-
quences generated in phase 1.
cessors. That indicates that, with a reduced number of com-
parisons of small subsequences, no benefit is obtained when
increasing the number of processors from 7 to 8.
Martins et al. [8] presented a parallel version of the
Smith-Waterman [15] algorithm using MPI that ran on a Be-
owulf system with 64 nodes each containing 2 processors.
Speedups attained considering the total execution time were
very close to ours, e.g., for 800KBx500KB sequence align-
ment, a speedup of 16.1 were obtained for 32 processors and
we obtained a speedup of 4.58 with 8 processors for 400KB
x 400KB sequences. Besides that, the DSM programming
model is considered easier for this kind of problem.
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6. Conclusion and Future Work
In this paper, we proposed and evaluated one parallel
and distributed approach to solve the DNA local and global
sequence alignment problem. A DSM system was chosen
since, for this kind of problem, DSM offers an easier pro-
gramming model than its message passing counterpart. The
wavefront method was used for local alignment and work
was assigned in a column basis. In this phase, synchro-
nization was achieved with locks and condition variables
and barriers. In the second phase, a distributed algorithm is
proposed that assigns work to processors using a scattered
mapping function.
The results obtained to locally align large sequences in
an eight machine cluster present good speedups that are im-
proved as long as the sequence lengths increase. In order to
compare two sequences of approximately 400KB, we ob-
tained a 4.58 speedup on the total execution time, reducing
execution time from 2 days to 10 hours. To globally align
1000 pairs of subsequences obtained in the first phase, we
also obtained very good speedups, e.g., 7.57 with 8 pro-
cessors This shows that our parallelization strategy and the
DSM programming support were appropriate to solve our
problem.
As future work, we intend to port the algorithm imple-
mented in MPI proposed in [8] to solve the same problem
to our cluster and compare its results with ours. Also, we
intend to propose and evaluate a variant of our approach,
which will use variable block size to take advantage of the
non-uniform type of parallelism presented by the wavefront
approach.
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