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Abstract
Supersymmetry (SUSY) is one of the most promising theories which
could explain physics beyond the Standard Model (SM). The Large Had-
ron Collider (LHC) provides proton-proton collisions at the world’s highest
energies, where production of coloured SUSY particles is highly expec-
ted. The R−parity conserved Minimal Supersymmetric Standard Model
(MSSM) is phenomenologically motivated. Under R−parity conservation,
SUSY particles are pair produced from the collision of SM particles and
the lightest SUSY particle (LSP) is stable. According to phenomenological
expectations, SUSY partners of quarks (squarks) are likely to have large
masses (∼O(10) TeV) which provide large radiative corrections to make the
Higgs boson as heavy as 125GeV.On the other hand, it is expected that SUSY
partneres of gluons (gluinos) are possibly light enough to be pair-produced in
the proton-proton collisions at the LHC. Each gluino decays into two quarks
and a SUSY partner of electroweak gauge boson (electroweakino) via virtual
squark. The electroweakino decays to lighter SUSY particles until the LSP
is finally produced. Since light gluinos with masses up to ∼ 1.3 TeV were
already excluded by the previous SUSY searches at the LHC, a focus is now
on heavier gluinos whose production may be characterized by non-planar
multi-jet with large missing transverse energy (EmissT ).
In this thesis, gluino pair-production is searched for using events with
large EmissT , jets, and no lepton in the final states of the proton-proton col-
lisions recorded by the ATLAS detector at
√
s= 13 TeV in 2015. The total
amount of data used correspond to an integrated luminosity of 3.2 fb−1.
To optimize the event selection for non-planar multi-jet events, a variable
"aplanarity" is newly introduced, which results in better signal selection
efficiencies over the previous searches. Four different event selections are
prepared to cover a large region of gluino mass and event kinematics.
To estimate the number of SM background (BG) events after the event
selection, a new method has been developed which does not rely on Monte
Carlo (MC) simulations as much as possible. This method is carefully
validated with data outside the signal regions.
No significant excess is observed after the event selections. This result
is interpreted using simplified models of gluino decays, where gluinos are
pair-produced and decay in a way to preserve R−parity. For massless LSPs,
gluinos with masses up to ∼ 1530 GeV are excluded with 95% confidence
level. This represents the most stringent constraint on SUSY models to date.
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1 Introduction: Standard Model and Supersym-
metry
The standardmodel (SM) of particle physics is very successfulmodel. It consists of
quarks, leptons, gauge bosons, and Higgs particle, and all the predicted particles
were discovered. In Sec.1.1, the SM and its problems are described. These
problems are called physics beyond SM. Supersymmetry (SUSY) is one of the
promising theory which can explain the physics beyond SM. The details of SUSY
and target signal of this thesis are described in Sec.1.2. The objectives of this
thesis are described in Sec.1.4.
1.1 The standard model
Thanks to the discovery of Higgs particle [1, 2], the content of elementary particles
in the Standard Model (SM) is completed (Figure 1).
Figure 1: Standard model particles[3].
1.1.1 Problems of standard model
Hierarchy problem
The order of Planck scale is ∼ 1019 GeV. This is the scale where quantum effects
of gravity is not negligible. In contrast, the mass scale of all the SM particles,
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including Higgs particle, are at most ∼ 102 GeV. This is called the electroweak
(EW) scale. Because huge difference between the EW scale and the Planck scale,
there arises one problem in quantum corrections to Higgs mass. The Higgs field
has Yukawa couplings with a SM fermion, like:
L = −λ f ψ¯Hψ (1)
This term allows the first diagram of Figure 2 and the quantum correction yields
quadratic divergence
∆m2H (ψ) ∼ −Λ2, (2)
where Λ is the ultraviolet cutoff scale in the calculation. If we consider Λ as the
Planck scale, this term becomes the quadrature of the Planck scale. This is also
the case for heavy neutrino scale and the GUT scale (described afterwards). To fix
the Higgs mass divergence within the EW scale, fine tuning is needed to cancel the
effects of the large radiative correction. This problem is called hierarchy problem.
One solution for this problem is to introduce scalar partners of fermions, like
L = −λ2f |H | |φ|. (3)
This term make the second diagram of Figure 2 and the quantum correction yields
∆m2H (φ) ∼ +Λ2 + m2φ log(Λ). (4)
Then the quadratic divergences of Eq.(2) and (4) are cancelled (Figure 2). In
supersymmetry, all the fermions have scalar partners. Therefore, this problem is
automatically solved with supersymmetry.
−Λ2 +Λ2
t
t˜
∆m2H =
Figure 2: Cancellation of quadratic divergence between contributions from top
quark, and scalar top quark.
Dark matter
There are many evidences for the existence of Dark Matter (DM). The DM is a
hypothetical matter which is introduced to explain some astronomical phenomena.
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If the DM is made up with massive particles, they do not interact with the elec-
tromagnetic force and are stable. The oldest and direct evidence is from "Galaxy
rotation curves". Indirect butmost accurate determination ofΩDM is from "Cosmic
microwave background (CMB) " measurement.
Galaxy rotation curves If a galaxy obeys Newton dynamics, the rotational
velocity of stars is expected from the equations:
GM (r)m
r2
=
mrv(r)2
r2
: Balance of gravitaion and centrifugal force, (5)
hence, v(r) =
√
GM (r)
r
, (6)
where, r is the radial length from the centre of the galaxy, ρ(r) is the mass density
of visible matters, and M (r) =
∫
4pir2ρ(r)dr . If there are no matter at the out
of galaxy disk, v(r) ∝ r−1/2. However, the observed rotation curve of a galaxy is
almost constant at large distances as shown in Figure 3. This means some matter
exist at the end of galaxy disk in addition to visible matters.
CMB With the anisotropy of CMB, the density of matters in space is de-
termined indirectly. From the results of Planck satellite [5], the baryonic matter
density is
Ωbh2 = 0.02207 ± 0.00033, (7)
where h is the Hubble constant (100 km/(s·Mpc)). The non-baryonic cold dark
matter density is
Ωch2 = 0.1196 ± 0.0031, (8)
and this indicate the existence of DM. Candidates for DM particles are sterile
neutrino, axion, and supersymmetric particles. In supersymmetry , the Lightest
Supersymmetric Particles (LSP) is neutral and stable, and can be a candidate for
the DM, as far as R-parity (1.3.1) is conserved. The DM is one of the strong
motivation for supersymmetry.
Grand unification
The coupling unification including electromagnetic, weak, and strong interaction
is expected. If they are unified at some energy scale, the coupling constants of
these theories (αg′, αg, αgs ) become the same value. These coupling constants
are related to gauge couplings:
αg′ =
g′2
4pi
, αg =
g2
4pi
, αgs =
g2s
4pi
. (9)
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Figure 3: The rotation curve of NGC 6503 from Ref. [4]. The dashed and dotted
lines are expected contributions from visible matters, disk and gasses. The dash-
dotted line is the expected contributions from dark matter. The observed line is
flat and can be explained by existence of dark matter.
In renormalization group, the coupling constants (actually they are not constants)
vary with energy scale. This is called "running" couplings. The coupling constant
as a function of energy is represented as follows:
1
α(E)
=
1
α(E0)
+
β
2pi
ln(
E
E0
), (10)
where E0 is the energy scale we measure the initial coupling constants α(E0) and
is usually Z-mass scale, and β is the beta function which depends on the theory (it
depends on the degree of group, and number of fermions and scalars).
The unification scale cannot be obtained simply with the Eq. (10) and (9).
The SM representation is arbitrarily chosen and not suitable for unification. For
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example, in the SM the covariant derivative can be modified as follows
Dµ = ∂µ + igs
λa
2
Aaµ + ig
τi
2
W iµ + ig
′Y
2
Bµ, (11)
Dµ = ∂µ + i
(
gs
cs
)
csλa
2
Aaµ + i
(
g
c
) cτi
2
W iµ + i
(
g′
c′
)
c′Y
2
Bµ, (12)
where c, c′, cs are arbitrary constants. If the three groups are unified in some
scale, the three groups must be the subgroup of one large group. This condition
imposes the equations:
Tr
(
csλa
2
)2
= Tr
(
cτi
2
)2
= Tr
(
c′Y
2
)2
(13)
From this equation, the gauge couplings become
gs, g,
√
5
3
g′. (14)
Therefore, if we define α′ = 35αg′ and use the coupling constants in Z mass scale
and beta function in SM from 1-loop, Eq.(10) become:
1
αs (E)
= 8.47 + 72pi ln(
E
MZ
),
1
αg (E)
= 29.6 + 19/62pi ln(
E
MZ
),
1
α′(E) = 59.0 +
−41/10
2pi ln(
E
MZ
).
(15)
These three functions can be written in linear function,
yi = aix + bi, (16)
where x=ln
(
E
MZ
)
/2pi and y = 1/α(E). If these three lines meet at one point E, the
condition is (
a1 − a2
a3 − a2
) (
b3 − b2
b1 − b2
)
= 1. (17)
In the SM case, from Eq. (15), Eq. (17) become 1.36 and is not equal to 1 (left
figure of Fig 4). If we introduce MSSM(Sec.1.3), Eq. (10) become:
1
αs (E)
= 8.47 + 32pi ln(
E
MZ
),
1
αg (E)
= 29.6 + −12pi ln(
E
MZ
),
1
α′(E) = 59.0 +
−33/5
2pi ln(
E
MZ
).
(18)
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In this case, the Eq. (17) is 1.006 and MSSM shows possibility to be GUT (right
figure of Fig 4). If we expect GUT, supersymmetry becomes promising beyond
Figure 4: Running of gauge coupling in SM and MSSM [6]. The left figure is the
case for SM and there is no meeting point. The right figure is the case for MSSM.
SM theory.
1.2 Supersymmetry
The notation and logical layout of this section mainly follows "SuperSymmetry
Demistified"[7] and "Supersymmetry primer"[8].
Supersymmetry (SUSY) introduces the transformation between a fermion and
a boson[8]
Q |fermion〉 = |boson〉 , Q |boson〉 = |fermion〉 (19)
, where Q is the SUSY generator. With the transformation, each SM particle has
its "superpartner". The naming schemes for the superpatner is
• To add prefix "s-" for fermions, e.g. superpartner of electron is selectron.
• To add suffix "-ino" for bosons, e.g. superpartner of gluon is gluino.
The formalization both including SUSY and Poincaré algebras is constrained
by Haag-Lopuszanski-Sohnius[9]. As a result, the SUSY algebra is introduced as:{
Qα, Q¯ β˙
}
= 2(σµ)α β˙Pµ, (20){
Qα,Qβ
}
= 0, (21){
Q¯α˙, Q¯ β˙
}
= 0, (22)[
Qα, Pµ
]
= 0, (23)[
Q¯α˙, Pµ
]
= 0, (24)
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where Pµ is the translation generator of Poicaré group, dotted character means
right-chiral spinor, no dotted character means left-chiral spinor, and α = 1,2 and
β˙ =1,2 are the two types of spinor indices. Including the commutation rules of
Lorentz generators (Mµν) in Poincaré group,[
Qα,Mµν
]
=
(
σµν
) β
α
Qβ (25)[
Q¯ α˙,Mµν
]
=
(
σ¯µν
) α˙
β
Qb. (26)
Next, Grassmann number (θ) is introduced to make "superfield" which is trans-
formed with both SUSY and Poincaré transformations. In this section, only
left-chiral superfields are used:
V = φ(y) + θ · χ(y) + 1
2
θ · θF (y), (27)
where yµ = xµ − i2θσµθ¯ (Wess-Zumino gauge), θ is Grassmann number, φ is a
scalar field, χ is a fermion field, F is an auxiliary field, and a dot product means
χ · χ ≡ χT (−iσ2) χ and hence χ · χ = χ2 χ1 − χ1 χ2, and 1,2 means two types
of spinor indices. Only left-chiral fields are enough to describe fundamentals of
the SUSY. These fields are transformed as,
δφ = ζ · χ (boson to fermion), (28)
δ χ = −i χσµ(iσ2ζ∗)∂φ + Fζ (fermion to boson, and fermion to F),(29)
δF = −iζ†σ¯µ∂µ χ (F to fermion), (30)
where ζ is a fermion. Using these superfields, a minimal extension of the SMwith
SUSY is made.
1.3 MSSM
The minimal extension of the SM with SUSY is called Minimal Supersymmetric
Standard Model (MSSM). Since this is an extension of the SM, the Lagrangian of
this model should include
• fermion kinetic terms,
• gauge bosons kinetic terms,
• Higgs bosons kinetic terms,
• Higgs bosons potential terms,
• Higgs-fermion Yukawa coupling terms.
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The superfield of each particle can be written using Eq. 27. The summary of
superfileds are in Table 1. For example, the SU (2)L left-chiral quarks of first
generation are written as,
Q1st =
(
φ˜u
φ˜d
)
+ θ ·
(
χu
χd
)
+
1
2
θ · θ
(
Fu
Fd
)
, (31)
where χ means quark, and φ˜u means superpartner of quark (squark). The corres-
ponding anti-up and anti-down quarks are written as,
U = φ˜u¯ + θ · χu¯ + 12θ · θFu¯,
D = φ˜d¯ + θ · χd¯ + 12θ · θFd¯ .
(32)
Similarly, the other fermions can be written in superfiled.
Higgs fields (H ) are alsowritten in superfield style. Though complex conjugate
Higgs field is introduced in SM,H † cannot be used. This is because superpotential
must be holomorphic to make SUSY-invariant Lagrangian. Thus, two Higgs fields
are introduced for MSSM.
About gauge vector superfields,V = V† is imposed. From this, for example,
SU (3)C superfield is written as
Ga = 1
2
θσµGaµ +
1
2
√
2
θ · θθ¯ · λ¯aC + +
1
2
√
2
θ¯ · θ¯θ · λaC −
1
8
θ · θθ¯ · θ¯DaC (33)
Kinetic terms of fermions and Higgs are composed of fermion or Higgs superfields
and gauge superfields. For the Qi, that becomes
Lkinetic = Q†i exp
(
Yg′B + gsGaλa + gW iτi
)
QiD , (34)
where V†V D means ∫ d2θd2θ¯V†V . From this the interactions like gluino-
quark-squark are derived.
Kinetic terms of gauge vector fields are written as
Lgauge = 14 B · B|F +
1
2
Tr(W ·W ) |F + 12 Tr(G · G) |F , (35)
where ViVj F means ∫ d2θViVj .
For now, the kinetic term of fermions, Higgs, and gauge bosons are imple-
mented. The rest is implemented by the "superpotential". General gauge invariant
MSSM superpotentials are written as
W = yi juUi (Q j ◦ Hu) − yi jdDi (Q j ◦ Hd) − yi je Ei (L j ◦ Hd) + µHu ◦ Hd, (36)
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Superfield SU (3)C SU (2)L U (1)Y Description
fermions and Higgs bosons
Qi 3 2 1/3 quarks and squarks
Ui 3¯ 1 -4/3 anti-up type quarks and
squarks
Di 3¯ 1 2/3 anti-down quarks and squarks
Li 1 2 -1 leptons and sleptons
Ei 1 2 2 anti-leptons and sleptons
Hu 1 2 1 Higgs and Higgsinos
Hd 1 2 -1 Higgs and Higgsinos
gauge bosons
B 1 1 0 B and bino
W 1 1 0 W and winos
G 1 1 0 gluons and gluinos
Table 1: Summary of superfields. sleptons are the superpartner of leptons,Higgsi-
nos are superpartners of Higgs. Bino, wino, gluino are superpartners of B, W, and
g for each.
where A◦Ameans AT iτ2A, ys areYukawa couplings, fromfirst to third termsmeans
(s)fermion-(s)fermion-Higgs(ino) interactions and include Yukawa couplings, and
forth term is called µ term.
Finally, all the terms needed for SM are implemented. In addition to these
terms, actually, there are some possible terms can be implemented. However these
terms are not desired, since they violate the lepton/baryon quantum numbers. The
terms are
W = ai j1Di (Q j ◦ L) + a2H ◦ L + ai j3 Li (L j ◦ E) + f abcc U a (Db ◦ Dc), (37)
where as and f are coupling constants. For example, the first term and last term
lead to rapid proton decay. To avoid this R-parity conservation is introduced. The
details are described in Section 1.3.1.
1.3.1 R-parity
The first term and last term of Eq.37 leads to the rapid proton decay(Figure 5).
However, the life time of proton is limited by the searchwith the Super-Kamiokande
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experiment[10]. To avoid the lepton and baryon quantum number violation, "R-
parity" is introduced. This is defined as
R = (−1)3(B−L)+2s, (38)
where B and L are baryon and lepton number, and s is the spin. For SM particles
R = 1 and for SUSY paticles R = −1. If R−parity conservation is imposed, all the
interactions in Eq.37 are rejected.
R−parity is also motivated from the theoretical point of view. In SO(10) grand
unified theories, the R−parity conservation automatically occurs[11].
If R-parity is conserved, two SUSY particles should simultaneously be gener-
ated with the collision of SM particles. Once SUSY particles are generated, they
can only decay into another SUSY particle with a SM particle or SM particles.
Therefore, the lightest SUSY particle (LSP) cannot decays into any other particles
and becomes a possible candidate for the dark matter.
Figure 5: Diagram of proton decays to e+pi0[8].
1.3.2 SUSY breaking term
If supersymmetry is not broken, the supersymmetric partners of the SM particles
have the same mass. However, such SUSY particles are not observed. Therefore,
a SUSY breaking is needed to explain the experimental fact. If vacuum state |0>
is not invariant under SUSY transformation, the SUSY breaks spontaneously. It
means Qα |0 >, 0 and Q†α |0 >, 0. The hamiltonian H is the operator P0. This
can be derived from Eq.20,
2H = {Q1,Q†1 } + {Q2,Q†2 } (39)
Therefore the vacuum expectation value (vev) is
2 〈0| H |0〉 = 〈0| Q1Q†1 |0〉 + 〈0| Q†1Q1 |0〉 + 〈0| Q2Q†2 |0〉 + 〈0| Q†2Q2 |0〉 (40)
Since the vacuum is assumed not to be SUSY invariant,
〈0| H |0〉 > 0, (41)
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is derived. However, there is no theoretical mechanism to break SUSY spontan-
eously within MSSM. With any term which can break SUSY spontaneously, one
of superpartner particles with mass lighter than the SM particles is predicted after
the SUSY breaking, and such particles are not observed. Therefore, SUSY break-
ing term should be added explicitly. Such terms are added as "hidden sector". It
is assumed that the SUSY breaks in this hidden sector. The interaction between
particles of MSSM and hidden sector is mediated only by "messenger interaction".
There are somemodels of mechanisms with different "messenger interactions",
and each model predicts different mass spectrum of SUSY particles.
mSUGRA mSUGRA stands for minimal SUper GRAvity model. In this model
gravity is the messenger interaction[12]. From this model, the ratios of the masses
of three gauginos are predicted[8] to be
Mgluino : Mwino : Mbino ≈ 6: 2 : 1. (42)
Since R−parity is assumed to be conserved, this bino become the LSP. Therefore
Mgluino : MLSP ≈ 6 : 1.
GMSB GMSB stands for Gauge Mediated Symmetry Breaking. In this model,
a messenger interaction is gauge interaction[13]. From this model, the ratios of
the masses of three gauginos are predicted[8] to be the same as mSUGRA case
(Eq.42).
AMSB AMSB stands for Anomaly Mediated Symmetry Breaking[14]. In this
model, the messenger interaction is via anomaly. In typical models, the ratios of
the masses of three gauginos are predicted[15] to be
Mgluino : Mbino : Mwino ≈ 7: 3 : 1. (43)
Since R−parity is assumed to be conserved, this wino become the LSP. Therefore
Mgluino : MLSP ≈ 7 : 1.
1.3.3 Target SUSY particles
Since the LHC is a hadron collider (Sec.2.1), the coloured SUSY particle produc-
tion cross section is high (Figure 6). Therefore gluino or squark productions are
highly expected. Moreover, these particles are produced in pair, since the R−parity
conservation is highly motivated as described in Sec.1.3.1.
Squark mass has relation to the observed light Higgs mass of 125 GeV cal-
culated with radiative corrections. With some reasonable parameter settings, a
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Figure 6: Cross section for SUSY particles in
√
s =8 TeV and 13,14 TeV [16].
squark (q˜) mass is expected to be greater than ∼ 10 TeV (Figure7). In contrast,
there is no such constraint on gluino (g˜) mass and hence gluino would possibly
be discovered in the LHC-ATLAS experiment. Therefore, the target particle is
gluino. Since squarks are heavy, the each of pair-produced gluinos decays directly
into "electroweakino" and quark-antiquark pair via a virtual squark. This typical
decay model is interpreted with "simplified model" (Sec.3.2.2). In Run1 (previ-
ous run of the LHC described in Sec.2.1), the LHC-ATLAS experiment excluded
gluino masses up to 1330 GeV [18] as shown in Figure 8. Therefore, pair-produced
gluinos whose masses & 1.3 TeV are the target of this analysis.
1.4 Objectives of this thesis
A search for supersymmetric partner of gluon (gluino) which decays hadronically
is presented in this thesis. The new data recorded by the ATLAS detector in
proton-proton collision at
√
s= 13 TeV is used. This energy is about twice that in
the previous LHC run. The analysed data correspond to
∫
Ldt = 3.2 fb−1.
The structure of this thesis is as follows. In the Chapter 2, overview of
the LHC and the ATLAS detector are described. In the Chapter 3, the used
data and Monte Carlo samples are described. The signal samples used for the
event selection optimization and interpretation are described in this section. In
Chapter 4, the used objects in this analysis and the triggers to select the objects are
described. Since this analysis uses hadronic events, the reconstruction of jets are
described in precise. Some performances of photons are also described, since the
studies about photons are also important in this analysis. In Chapter 5, a variable
"aplanarity" is introduced in addition to the conventional discriminant variables.
Including aplanarity, the event selection is optimized for gluino signals as the
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Figure 7: Mh contour in the tan β vs,MS (sparticle mass) plane. Solid line is central
value, dashed lines are 1σ contour, and dotted lines are 2σ contour. Xt/MS = 0,
µ = MS [17] .
target. In Chapter 6, the estimation method of background events after the event
selection is described. A new dedicated method to estimate number of events in
the signal region mainly using data is applied to this analysis. Also, validation
of the estimated number of background events is described. For the background
estimation of Z (→ νν)+jets events, the events with hard photons are used. The
purity estimation of photon events is also described in this section. In Chapter 7,
the fitting method used in this analysis and statistical treatment for exclusion of
signals are described. In Chapter 8, the observed number of events after the event
selection are described with the estimated number of events. Using the results, the
interpretation with some signal models are presented. Finally in the Chapter 9, the
conclusion of this analysis is given.
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Figure 8: Exclusion contours (95%CL) in the mass plane of LSP and gluino from
previous ATLAS analysis[18]. The model is the case pair-produced gluino decays
g˜ → qq χ˜01. The solid and dotted red line show the observed limit and its ±1σ
excursion with signal theoretical uncertainties. The dashed blue line shows the
expected limit.
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2 LHC and ATLAS detector
2.1 Large Hadron Collider
The Large Hadron Collider (LHC)[19] at CERN (the European Organization for
Nuclear Research) is a collider with two-ring superconducting accelerator and is
installed in the 26.7 km tunnel underground near Geneva (Figure 9). It is designed
to collide proton beams with a center-of-mass energy (CME,
√
s) of 14 TeV and
with a peak luminosity of 1034 cm−2s−1. The LHC is designed to accelerate 2,808
bunches for each proton beam and the bunch spacing is 25 ns. It is also designed to
collide heavy ions (Pb) with an energy of 2.8 TeV/nucleon and a peak luminosity
of 5.1 × 1027 cm−2s−1.
During 2011 and 2012 (Run1 period), the LHC ran at
√
s =7 and 8 TeV, and
peak luminosity reached 7.7 × 1033 cm−2s−1 with bunch spacing 50 ns.
The period from 2015 is referred to as Run2. the center-of-mass energy is
increased to
√
s =13 TeV and peak luminosity reached 5.0 × 1033 cm−2s−1 with
bunch spacing 25 ns. The recorded data with the ATLAS detector (Sec.2.2) is
described in Chapter.3.
Figure 9: The conceptual figure of LHC[20].
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2.2 ATLAS detector
TheATLAS (ATroidal LHCApparatuS) detector [21] is a general purpose detector
built for probing proton-proton and heavy ion collision.
2.2.1 Overview of the ATLAS detector
The detector layout is in Figure 10. The ATLAS detector has the cylindrical shape.
In the transverse plane, from inner to outer, the ATLAS detector is composed of
the Inner Detector (ID), superconducting solenoid magnet, Liquid-Argon (LAr)
electromagnetic (EM) calorimeter, scintillator-tile hadronic calorimeter and the
muon chambers which is surrounded by toroid magnets. The both end-caps of the
cylinder are covered with LAr hadronic calorimeters, toroid magnets and muon
chambers.
Figure 10: The overall layout of the ATLAS detector.[20]
2.2.2 The coordinate system and nomenclature
For a three-dimensional coordination system, right-handed coordinate system is
used. The definition is as follows:
• x-axis: Direction from collision point to the center of the LHC ring.
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• y-axis: Upwards direction perpendicular to the plane of the LHC ring.
• z-axis: One of the beam directions.
Azimuthal angle φ and polar angle θ are defined as usual polar coordinates.
To describe the 4 momentum of the particle, E, pT, η, φ are used.
E is the energy of the particle.
pT is a transverse momentum
pT =
√
p2x + p2y . (44)
η is a pseudo-rapidity and defined as
η = −ln tan
(
θ
2
)
, (45)
where θ is the polar angle. This η is the massless approximation of rapidity
y =
1
2
ln
(
E + pz
E − pz
)
. (46)
The distance in the pseudo-rapidity and azimuthal angle space is defined as
∆R =
√
∆η2 + ∆φ2. (47)
2.2.3 Magnet system
The ATLAS magnet system consists of four superconducting magnets:
• A solenoid magnet: The solenoid magnet is installed in barrel regions. It
covers ID ( Sec.2.2.4) and provides 2 T axial magnetic field for tracking.
• A barrel troid: The barrel troid provides approximately 0.5 T magnetic field
for central muon detectors.
• Twoend-cap troids: Each end-cap troid provides approximately 1Tmagnetic
field for end-cap detectors.
The overview of magnet system is shown in Figure 11.
2.2.4 Inner Detector
The Inner Detector (ID) is used for tracking charged particles. The ID is in the
magnetic field of 2 T and the full tracking coverage is in |η | ≤ 2.5. From inner to
outer in radial, the ID is composed of pixel detector, semiconductor tracker (SCT),
and the transition radiation tracker (TRT) as shown in Figure 12. The radiation
length (X0) as a function of η is in Figure 13.
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Figure 11: Overview of magnet system in the ATLAS detector[22].
Pixel detector The pixel detector([24]) is the nearest detector to the beam-pipe.
It is designed to performwith high granularity and precisionmeasurement. Precise
measurement with pixel detector determines the impact parameter and can find
decay vertices of particle with measurable decay length. The detector consists of
4 barrel layers and 6 disk layers (3 for each end-cap). The innermost barrel layer
is called Insertable B Layer (IBL)[23]. The pixel size of detectors except for IBL
is 50 × 400 µm and of IBL is 50 × 250 µm. The total 4 barrel layers are at mean
radius of ∼ 33.25, ∼ 50.5, ∼ 88.5, and ∼ 122.5 mm. The intrinsic accuracy in
barrel is 10 µm (R-φ) and 115 µm (z), and in end-cap is 10 µm (R-φ) and 115 µm
(R).
Semiconductor tracker The SCT consists of layers of silicon microstrip detect-
ors. The SCT system is designed to determine the track, impact parameter and ver-
tex position. The SCT in barrel have eight layers which covers 255 < R < 549 mm
and |z | < 805 mm, and the SCT in each end-cap has nine wheel disks which cover
251 < R < 610 mm and 810 < |z | < 2797 mm.
Transition radiation tracker The TRT consists of 4 mm diameter straw tube
detectors. The TRT provides large number of hits for the track and provides
intrinsic accuracy of 130 µm. In barrel region, the straw tubes are aligned along
beam axis, and covers 554 < R < 1082 mm and |z | < 780 mm. In end-cap
region, the straw tubes are arranged radially and covers 617 < R < 1106 mm and
827 < |z | < 2744 mm. In total, the TRT provides tracking in the range |η | < 2.0.
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Figure 12: The sectional view of Inner Detector (ID) [20].
Figure 13: Radiation length versus η for each ID component. [23].
24
2.2.5 Calorimeter
The overview of the ATLAS calorimeter is presented in Figure 14. The calorimeter
consists of 4 types of calorimeter:
• Electromagnetic (EM) calorimeter which covers |η | < 3.2.
• Hadronic barrel calorimeter which covers |η | < 1.7.
• Hadronic end-cap calorimeter which covers 1.5 < |η | < 3.2.
• Forward calorimeter which covers 3.1 < |η | < 4.9.
In total, the calorimeter covers the range |η | < 4.9. The granularity of the
EM calorimeter is very fine and provides precise measurements of energies and
positions for electrons and photons. The other calorimeter is for jet reconstruction
and measurement of EmissT .
Figure 14: The overview of the ATLAS calorimeters[22].
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EM calorimeter
layer Barrel End-cap
|η | coverage Number of layers |η | coverage Number of layers
Presampler |η | < 1.52 1 1.5 < |η | < 1.8 1
Calorimeter |η | < 1.35 3 1.375 < |η | < 1.5 2
1.35 < |η | < 1.475 2 1.5 < |η | < 2.5 3
2.5 < |η | < 3.2 2
layer |η | coverage Granularity∆η × ∆φ |η | coverage Granularity∆η × ∆φ
Presampler |η | < 1.52 0.025 × 0.1 |η | < 1.52 0.025 × 0.1
1st layer |η | < 1.52 0.025/8 × 0.1 |η | < 1.52 0.025/8 × 0.1
1.40 < |η | < 1.475 0.025 × 0.025 1.40 < |η | < 1.475 0.025 × 0.025
2nd layer |η | < 1.4 0.075 × 0.025 |η | < 1.4 0.075 × 0.025
1.40 < |η | < 1.475 0.025 × 0.1 1.40 < |η | < 1.475 0.025 × 0.1
3rd layer |η | < 1.375 0.050 × 0.025 |η | < 1.375 0.050 × 0.025
Table 2: Pseudo rapidity coverage, granularity and number of layers of the calori-
meter system[21].
Electromagnetic calorimeter The EM calorimeter consists of LAr detectors
with electrodes and lead absorbers. The electrode has accordion geometry which
provides complete φ symmetry without azimuthal cracks. The summary of para-
meters is in Table 2. In the barrel region, the EM calorimeter has thickness >
22X0. In the end-cap region, the EM calorimeter have thickness >24X0. The
barrel region which ID covers (|η | < 2.5) is required for precision measurement.
The EM calorimeter is segmented into three layers in radial and shower shape is
used in the reconstruction. The first layer (also called "strip section") is equipped
with narrow strips in the η direction, and it realises precise η position measure-
ment. This layer is used to measure the energy before the showering and provides
improved particle identification (e/pi, γ/pi0, and so on). The second layer is used
to measure the electromagnetic showers. The third layer is mainly used for the
separation from hadrons. In the end-cap, the calorimeter has two layers. In the
region of |η | < 1.8, presampler detector is installed inside of the EM calorimeter,
and it is used to correct the energy loss in the inner detectors or materials preceding
the EM calorimeter.
Tile calorimeter The tile calorimeter[21] consists of scintillating tiles and iron
absorber. The signals are read out via wave length shifting fibres to photomulti-
pliers (PMTs). The tile calorimeter is composed of one barrel which covers range
of |η | < 1.0 and of two extended barrels which cover range of 0.8 < |η | < 1.7. In
radius, they covers range of 2.28 < R < 4.25 m. Each barrel is segmented in three
layers. The barrel layers have 1.5, 4.1 and 1.8 interaction length (λ) from inner to
outer. Extended barrel layers have 1.5, 2.6 , and 3.3 λ.
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LAr Hadronic end-cap calorimeter The LAr Hadronic End-cap Calorimeter
(HEC)[21] consists of two wheels at the behind of EM end-cap calorimeter and
they share the same LAr cryostats. The covering region is 0.475 < R < 2.03 m
and 1.5 < |η | < 3.2 and it has overlap with the tile calorimeter, and the forward
calorimeter.
LAr forward calorimeter The ForwardCalorimeter (FCal)[21] consists of three
modules. One is made of copper and the other are made of tungsten. The FCal
covers the range of 3.1 < |η | < 4.9 and has ∼ 10λ. For the minimization of neutron
albedo in the ID cavity, the FCal is spaced from EM calorimeter by 1.2 m.
2.2.6 Muon spectrometer
The overview of themuon spectrometer[21] is Figure 15. Themuon system is com-
posed ofMonitored Drift Tubes (MDT), Cathode Strip Chambers (CSC), Resistive
Plate Chambers (RPC), and Thin Gap Chambers (TGC). The main parameters are
in Table 3.
• MDTs cover large |η | region and provide precision measurement of track
bended by magnetic fields.
• CSCs are multiwire proportional chambers with cathodes segmented into
strips. They have high granularity and withstand the background conditions.
• RPCs are gas detector and the unit is a gas gap formed by two parallel
resistive bakelite plates.
• TGCs are multiwire proportional chambers.
RPCs and TGCs are used for triggering with pT of muons, for bunch-crossing
identification (ID), and for measuring muon direction with orthogonal coordinate
to MDTs.
2.2.7 Luminosity detector
The ID (2.2.4) is also used in luminosity measurement. The ID provides primary
vertices in proton-proton collision. The actual luminosity measurements are per-
formed by LUCID[25, 26].
LUCID is a Cherenkov detector and is installed around beampipe at |z | = ± 17
m from interaction point (IP). It covers range 5.6 < |η | < 6.0. The inelastic
proton-proton collision scattering is detected by the Cherenkov photons created by
the charged particles. The Cherenkov photons are transferred to photomultiplier
tubes(PMTs). The hit pattern data of PMTs of LUCID is processed with Field
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Figure 15: Overview of the ATLAS muon spectrometer components[20].
Components Coverage in |η | Function or target
MDT |η | < 2.7 (2.0 for inner most layer) Precision-tracking
CSC 2.0< |η | < 2.7 Precision-tracking
RPC |η | < 1.05 pT threshold for triggering, bunch-
crossing ID, and orthogonal meas-
urement
TGC 1.05 < |η | < 2.7 (2.4 for trigger) pT threshold for triggering, bunch-
crossing ID, orthogonal measure-
ment
Table 3: Main parameters of muon spectrometer[21].
Programmable Gate Arrays (FPGAs) and provides luminosity for given bunch
spacing.
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3 Data set and Monte Carlo samples
In this chapter the recorded data with the ATLAS detector is described in Sec.3.1.
The used Monte Carlo simulated samples are described in Sec.3.2.
3.1 Data samples
The cumulative luminosity as a function of date in
√
s = 13 TeV run is in Fig-
ure 16. The total recorded luminosity measured with ATLAS luminosity detector
(Sec.2.2.7) is 3.9 fb−1. Since not all detector status are good during a period, the
periods when all the detector worked well are vetoed. Then the actually usable
data correspond to
∫
Ldt = 3.2 fb−1.
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Figure 16: Total accumulated luminosity as a function of day at
√
s = 13 TeV
proton-proton collision in 2015[27].
3.2 Monte Carlo samples
In this section, Monte Carlo (MC) simulated samples used in this analysis are
described. MC samples are needed to simulate the produced SM processes in
proton-proton collision. In this analysis, MC simulated samples are widely used
in these studies:
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• Event selection optimization to define signal region (SR) where a number
of events is counted.
• Background (BG) event estimation in SR.
• Contaminating event estimation in control region (CR).
• Study about the behaviour of SM process event (like, ABCD method study
in Sec.6.6).
The generation of MC simulated samples is as follows:
1. Generate partons for hard-process from Parton Distribution Function (PDF).
CT10[28], CT10f4[29], and NNPDF[30] are used as the PDF sets.
2. Matrix Element (ME) hard-process is generated with incoming two partons
in some order of αs. The αs used in ME calculation varies depending on
the interaction energy. The reference energy scale is fixed as "renormaliza-
tion scale" and the αs of given energy is calculated with the approximated
function.
3. Parton shower (PS) is combined with theME processes, since it is difficult to
generate high multiplicity parton processes with ME level calculation. The
parton shower from incoming partons is called initial state radiation (ISR)
and from outgoing partons is called final state radiation (FSR). To avoid
the overlap process in ME+PS combination, various merging processes of
partons from ME and PS, such as a MLM merging[31] and a CKKW-L
merging[32], are applied.
4. The decay of heavy flavour partons (c, b) are simulated. This is by Evt-
Gen[33] except for Sherpa samples.
5. The final state objects without detector simulation are called "Truth" objects.
These objects are processed with one of the following three detector sim-
ulations. One is the full simulation of ATLAS detector with Geant4[34].
Second one is the fast simulation with parametrized performance of the AT-
LAS detector. Third one is the smearing method which smears the jets pT
and EmissT with Run1 ATLAS detector resolution [35].
3.2.1 Standard Model MC samples
The used processes of the standard model MC processes, generators, and PDFs are
listed in Table 4. All of these samples are processed with Geant4 full-simulation.
The details of each process are described in the following paragraphs.
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W, Z +jets: Both ME and PS are calculated with Sherpa2.1[36] using CT10
PDF set. The ME up to two partons are calculated at next-to-leading order (NLO)
and up to two additional partons are calculated at leading order (LO). The cross
section is normalized to next-to-next-to-leading order (NNLO). The alternative
MC samples are generated withMadgraph5 for ME and Pythia8[37] for PS.
γ+jets: Both ME and PS are calculated with Sherpa2.1 using CT10 PDF set.
TheME up to three or four partons are calculated at LOwith the filter, pγT >35GeV.
tt¯ and single top: TheME of tt¯, single top (s-channel andWt-channel) processes
are generated with Powheg-Box v2 with CT10 PDF set at NLO. The ME of single
top (t-channel) is generated with Powheg-Box v1 with CT10f4 PDF set at NLO.
The PS is calculated with Pythia6[38]. The tt¯ process cross section is normalized
to NNLO+next-to-next-to-leading logarithm (NNLL). The alternative tt¯ sample is
generated with "aMC@NLO"[39] for ME and Herwig++[40] for PS.
tt¯ +W/Z/WW : The samples are generated withMadgraph5 at LO for ME and
with Pythia8 for PS. NNPDF is used for PDF set. The cross section is normalized
to NLO.
Diboson process(ZZ , WZ , WW ): The samples are generated with Sherpa2.1
with CT10 PDF set. The main diboson processes in which the both bosons decay
leptonically are generated at NLO and additional up to three partons are generated
at LO. ZZ sample in which one of the bosons decays hadronically is generated at
NLO up to one parton and additional partons are generated at LO. WZ and WW
samples in which one of the bosons decays hadronically are generated at NLO only
for main processes and all additional partons are generated at LO.
Multi-jet: The multi-jet process is generated with Pythia8 at LO using NNPDF
as PDF set.
3.2.2 Signal samples
As described in Sec.1.3.3, the target signal is pair-produced gluinos each of which
decays into two quarks and one electroweakino. These typical decay models are
interpreted with "simplified model".
• Direct-decay model: For the case electroweakino is the LSP, the simplified
model g˜ → qq¯ χ˜01 is assumed (Figure 17(a)). In this model, gluinos are
pair-produced and each gluino decays, g˜ → qq¯ χ˜01, with branching ratio
(BR)=100%.
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Process PDF Generator
Z (→ νν) + jets CT10 Sherpa2.1
Z/γ?(→ ` ¯`) + jets CT10 Sherpa2.1
W (→ `ν) + jets CT10 Sherpa2.1
γ + jets CT10 Sherpa2.1
tt¯ and single top(s− andWt− channel) CT10 Powheg-Boxv2 + Pythia6
Single top CT10f4 Powheg-Boxv1 + Pythia6
tt¯ +W/Z/WW NNPDF Madgraph5+Pythia8
Diboson (ZZ,WZ,WW ) CT10 Sherpa2.1
Multi-jet NNPDF Pythia8
Alternative MC samples
Z (→ νν) + jets NNPDF Madgraph5+Pythia8
Z/γ?(→ ` ¯`) + jets NNPDF Madgraph5+Pythia8
W (→ `ν) + jets NNPDF Madgraph5+Pythia8
tt¯ CT10 aMC@NLO + Herwig++
Table 4: Summary of the used MC samples for the SM processes with used
generator and PDF information.
• Onestep-decay model: For the case electroweakino is the second lightest
particle and have charge, the simplified model , g˜ → qq¯ χ˜±1 → qq¯W± χ˜01
is assumed (Figure 17(b)). The BR of g˜ → qq¯ χ˜±1 and of χ˜±1 → W± χ˜01
are simplified to be 100%. The masses of particles are set as m( χ˜±1 ) =(
m(g˜) + m( χ˜01)
)
/2.
These signal samples are produced withMadgraph5+Pythia8 using NNPDF for
the PDF set. The cross section of gluino pair-production is normalized to the cross
section calculated with NLL-fast[41–46]. The detector simulation for these signal
samples are processed with fast simulation.
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Figure 17: The Feynman diagrams of pair-produced gluinos. (a) shows direct-
decay of gluinos. (b) shows onestep-decay of gluinos. Though partons in protons
actually interact and produce gluinos, all such processes are represented by one
grey circle for simplicity.
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4 Object definition and acquisition from data
In this chapter, definitions of physics objects used in this analysis are described.
Reconstruction and clusteringmethods of jets are described in Sec.4.1. Definitions
of electrons andmuons are described in Sec.4.2 andSec.4.4. Definition of a photon,
variables used for photon identification, and performance of some isolation cuts for
photons are described in detail (Sec.4.3) since photons are used for the estimation
of the major background of Z (→ νν)+jets events as described in Chapter 6. After
the description of objects definitions, triggers and cleaning selection to extract the
objects from data are described in Sec.4.7 and Sec.4.8.
4.1 Jets
Final state hadronic particles leave showers in the EM-calorimeter and the hadronic
calorimeter. This shower deposits their energy in multiple calorimeter cells. The
cell energies are summed up to form clusters. Jets are composed of the clusters. For
the jets used in this analysis, clustering method follows topological clustering[47]
which is described in the following paragraphs.
In this analysis, jets are reconstructed using the anti-kT algorithm[48] with
cone of size 0.4. Acceptance of jets are required to be pT > 20 GeV and |η | < 2.8 .
Moreover, jet cleaning (quality) cuts (Sec.4.1.2) are also applied. The baseline
jets are required to pass BadLoose quality cut. These jets are called Loose jets.
To calculate some variables used in this analysis, signal jets with pT > 50 GeV are
used. To prepare top andW control regions, the information of jets with or without
b-hadrons is used. The jet identification definitions are summarized in Table 5.
Topological clustering First, seed cells are put into a seed list with the descend-
ing order of S/N, where S is the energy and N is the RMS value of noise, and cells
which pass a threshold, S/N > 6, are identified as seed cells. Second, the neigh-
bouring cells around the seed cells are added to seed cells if the neighbouring cells
pass a threshold, S/N > 3, where neighbouring cells mean the eight surrounding
cells in the same calorimeter layer. These two processes are iterated until the seed
list is empty. With the clustered cells, jets are reconstructed with anti-kt clustering
algorithm as described in following paragraph.
Jet clustering algorithm
In jet clustering algorithm, the distance between clusters (di j), and between a
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cluster and beam (diB) are used. In general, these are defined:
di j = min(k2pti , k
2p
ti )
∆2i j
R2
, (48)
diB = k
2p
ti , (49)
where kt is the transverse momentum (pT), R is cone size, and ∆i j = (ηi − η j )2 +
(φ2i − φ2j ).
These variables are computed to find the minimum di j and diB.
• If di j < diB : The 4-vector of ith and jth clusters are summed. Then
calculate next minimum distances.
• If diB < di j : The ith cluster is determined as a "jet", and ith cluster is
removed from the list of clusters.
These processes are iterated until all clusters are clustered to jets.
In the anti-kt algorithm, p = −1. This means that objects with large kt
tend to compose minimum d and tend to include soft objects. Then, the soft
objects don’t define the boundary of jet cone and the jet become infra-red collinear
safe. Therefore, the jets are robust against the uncertainty of hadronization and
underlying event contamination, and are easy to be calibrated. In this analysis
R = 0.4 is used. After the jet clustering, the energy of jets with calorimeter in the
EM scale is corrected to energy of hadron with response of hadron estimated with
MC simulation[49].
4.1.1 B-jets
The jets from b-hadrons (b-jets) are tagged using information from ID. The tagging
of b-jets are called b-tagging and boosted-decision-tree (BDT) based algorithm
MV2c20 is used[50, 51] in the ATLAS. If a jet is associated with a track which
is reconstructed with ID hits, the jet is evalulated with MV2c20 value threshold
operating point. The operating point corresponds to the efficiency of 77% for truth
b-jets. In this operating point, the rejection power (inverse of efficiency) for charm
quark, light flavour quark, and τ-jet are expected to be approximately 5, 10 and
140 for each[51]. Since the tagging uses information from ID, b-tagging is applied
for jets in the range |η | < 2.5.
4.1.2 Jet cleaning
For the rejection of non-collision jets and detector noise background, BadLoose
and BadTight jet cleaning selections are applied[52]. In the BadLoose cleaning,
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requirements for variables such as an energy fraction in the HEC is not large, an
energy fraction in the EM calorimeter is not small, and an energy fraction in one
layer is not large are applied. BadLoose selection is applied for all jets in the
events. If at least one jet does not pass the selection, the event is vetoed. In the
BadTight cleaning, a requirement for a variable such as an energy fraction of
tracks from a primary vertex is not small is applied. BadTight selection is applied
for the events with two leading jets which have pT > 100 GeV. If the jets in an event
don’t pass the cleaning cut, the event is vetoed.
Selection Description
Baseline jet
Acceptance pT > 20 GeV & |η | < 2.8
ID Loose
Signal jet
Acceptance pT > 50 GeV
B-jet
Acceptance pT > 50 GeV & |η | < 2.5
B-tagging
MV2c20 working point
with 77% efficiency
Table 5: The definitions for baseline jet, signal jet, and B-jet identification.
4.2 Electrons
The electron clusters are reconstructed with the information from EM calori-
meter[53]. The seed clusters with energy > 2.5 GeV from 2nd layer cell unit
(3×5 in η ×φ) are formed by sliding window algorithm. If there are neighbouring
clusters, the duplicated clusters are removed. This algorithm is also used in photon
reconstruction (Sec.4.3). A cluster is identified as an electron, if there are at least
one associating track which is reconstructed with the information from the ID
(|η | < 2.5). A track is determined as best track, if the track is nearest to the cluster
barycentre in the 2nd layer of the EM calorimeter.
For the identification of electron, likelihood based identification (ID) cri-
teria[54] is applied. The variables, such as shower shape, measured in the EM
calorimeter are used for the calculation of likelihood. Three levels of working
point(Loose ID, Medium ID, and Tight ID ) are prepared depending on the
selection tightness.
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For a baseline electron, pT > 10 GeV and |η | < 2.47 acceptance cut, and
loose ID selection is applied.
For a signal electron, significance of impact parameter requirement, |d0 |/σ <
5, longitudinal impact parameter requirement, |z0 · sin(θ) | < 0.5 mm, Tight
likelihood based identification criteria, and an isolation requirement from the
other particles are applied. This isolation selection uses the information about the
pT sum of tracks around the electron and/or transverse energy of clusters around an
electron. In this analysis GradientLoose isolation working point (WP) is used.
This isolation WP is likelihood based, and GradientLoose is defined to realize
electron efficiency of
ε = (0.057 · pT [GeV] + 95.57)% for (25 GeV < pT < 60 GeV), (50)
where ε = 95% at pT of 25 GeV and ε = 99% at pT of 60 GeV.
The definitions of electron are summarized in Table 6.
Selection Description
Baseline electron
Acceptance pT > 10 GeV & |η | < 2.47
ID Loose
Signal electron
ID Tight
Isolation GradientLoose
Impact parameter
|d0 |/σ < 5
|z0 · sin(θ) | < 0.5 mm
Table 6: The definitions for baseline and signal electron identification.
4.3 Photons
The clustering method is the same as electrons (Sec.4.2). A photon is identi-
fied with using conversion information, identification (Sec.4.3.2), and isolation
(Sec.4.3.3).
For a reconstructed photon, pT > 25 GeV and acceptance,|η | < 1.37| |1.52 <
|η | < 2.37, are required. The range 1.37 < |η | < 1.52 is removed, since the region
has a crack region between barrel and end-cap calorimeters. The identification
and isolation selection of photons are described in the following paragraphs.
The summary of photon definition is in Table 7.
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Selection Description
Baseline photon
Acceptance pT > 25 GeV & |η | < 1.37| |1.52 < |η | < 2.37
ID Tight
Signal photon
Acceptance pT > 130 GeV
Isolation Cone40
Table 7: The definitions for baseline and signal photon identification.
4.3.1 Photon conversion
If a vertex from one or two track matches to a photon cluster, the photon is
reconstructed as converted photon, else the photon is reconstructed as unconverted
photon.
4.3.2 Photon identification
The variables used for photon identification is described in Table 8. With these
variables, two types of IDs, Tight and Loose, are determined. The definition of
Loose and Tight photon ID are in Table 9 and Table 10 for each. The Tight ID
selection includes the Loose ID selection.
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Name Description
Variables using the information in the first layer of the EM calorimter (strip section)
DeltaE := E2nd max − Emin, where E2nd max is the the energy of the
2ndmaximum strip, and Emin is the energy in the strip which
have minimum value between 1st and 2nd maximum strip.
Eratio := (E1 − E2)/(E1 + E2), where E1 is the energy of a strip
with maximum energy and E2 is the energy of a strip with
2nd maximum energy.
f1 := Eall−strips/EEM , where Eall−strips is the energy in all strips
in the cluster, and EEM is the energy reconstructed in the
EM calorimeter.
fracm E(±3)−E(±1)E(±1) , where E(±i) is the energy in ±i strips around
the strip with maximum energy
weta1 Shower width in ±1 strips around a strip with maximum
energy.
wtot Total lateral shower width in strips.
Variables using the information of the hadronic calorimeter
Rhad1 := E
had,1st
T /ET , where E
had,1st
T is ET in the first layer of the
hadronic calorimeter. This variable is only used in the range
|η | < 0.8| | |η | > 1.37 .
Rhad := Ehad,allT /ET , where E
had,all
T is ET of all the hadronic calor-
imeter. This variable is only used in the range 0.8 < |η | <
1.37 .
Variables using the information of energy in the second layer of the EM calorimeter
e277 Energies in 7 × 7 (η × φ) cell window.
Reta :=e237/e277, where e237 is the energies in 3 × 7 (η×φ) cell
window. Reta is ratio of energies in η.
Rphi := e233/e237 (in φ), where e233 is the energies in 3 × 3
(η × φ) cell window. Rphi is ratio of energies in φ.
weta2 Width of shower (in η direction)
Table 8: Variables definitions used for photon identification cuts.
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Name \ η range 0.0 ∼ 0.6 ∼ 0.8 ∼ 1.15 ∼ 1.37 1.52 ∼ 1.81 ∼ 2.01 ∼ 2.37
Rhad (for |η | < 0.8or |η | > 1.5) >
Rhad1 (for 0.8 < |η | < 1.5) 0.0606 0.05237 0.06482 0.04908 0.04788 0.06506 0.06201
e277 > 0.1
Reta > 0.9175 0.9000 0.9109 0.8912 0.8922 0.9221 0.8903
weta2 < 0.0129 0.0142 0.0136 0.0139 0.0152 0.0128 0.0125
Table 9: Loose ID configuration. The cut values are given in the table for each
|η | range. These cuts are applied both converted and non-converted photons.
Definitions of the variables are given in Table 8.
Name \ η range conversion 0.0 ∼ 0.6 ∼ 0.8 ∼ 1.15 ∼ 1.37 1.52 ∼ 1.81 ∼ 2.01 ∼ 2.37
Rhad (for |η | < 0.8or |η | > 1.5)
Rhad1 (for 0.8 < |η | < 1.5) < converted 0.01453 .01323 0.02954 0.03433 0.03132 0.02993 0.04377
non converted 0.030 0.030 0.035 0.02725 0.03073 0.05 0.03894
e277 > both 0.1
Reta > converted 0.9206 0.9105 0.9118 0.9183 0.8938 0.0.9222 0.8930
non-converted 0.9312 0.9008 0.9259 0.9206 0.9131 0.9238 0.9070
Rphi > converted 0.5120 0.3760 0.5107 0.5365 0.5113 0.5397 0.470834
non-converted 0.9 0.85 0.84 0.9020 0.9168 0.9 0.9
weta2 < converted 0.0118 0.0142 0.0127 0.0134 0.0151 0.0127 0.0125
non-converted 0.01189 0.01337 0.01112 0.01276 0.01300 0.01208 0.01251
f1 > both 0.005
DeltaE [MeV]< converted 187.5 175 150 150 176.455 400 493.3
non-converted 200 111.5 140 140 250 400 400
Eratio > converted 0.827 0.857 0.835 0.790 0.842 0.850 0.80
non-converted 0.830 0.854 0.839 0.783 0.896 0.820 0.840
wtot < converted 3.481 3.513 3.303 3.214 3.909 3.354 2.232
non-converted 3.12 3.20 3.10 2.92 3.00 3.68 2.15
fracm < converted 0.3539 0.4203 0.5212 0.5958 0.5806 0.3822 0.2715
non-converted 0.600 0.500 0.600 0.511 0.508 0.238 0.230
weta1 < converted 0.7606 0.7256 0.7782 0.7823 0.7931 0.7707 0.6928
non-converted 0.6671 0.7129 0.7207 0.7452 0.7489 0.6867 0.6339
Table 10: Tight ID configuration. The cut values are given in the table. The
cut values are varied depending on conversion information and |η | range. All the
selections require Loose ID intrinsically. Definitions of the variables are given in
Table 8.
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4.3.3 Photon isolation
For the isolation, two types of variables are used, ptconeX and etconeX.
• ptconeX: The pT sum of tracks in the defined cone around the photon. The
tracks of the photon is excluded for the calculation,
• topoetconeX: The transverse energy sum of the topological clusters in the
defined cone excluding the objective photon energy,
where X is 100 times value of the cone size (e.g. X=40 means conesize (∆R)=0.4).
From these variables, three types of isolation Working Points (WP) are prepared
in the ATLAS experiment as in Table 11.
Working point name topoetconeX based ptconeX based
Cone40 topoetocone40 < 0.022 pT + 2.45 (GeV) ptcone20/pT < 0.05
Cone20 topoetocone20 < 0.065 pT (GeV) ptcone20/pT < 0.05
Cone40CaloOnly topoetocone40 < 0.022 pT + 2.45 (GeV) -
Table 11: Isolation working points used in ATLAS experiments.
4.3.4 Efficiency and purity of photons
The efficiency and purity of photons for each WP are checked using MC samples.
For the true(or signal) photon samples, γ+jets (Sherpa) is used. For the jet-to-
photon fake (or background, BG) samples, Pythia multi-jets samples are used.
The definition of efficiency and purity are as follows:
Eff =
NSigiso
NSigiso + N
Sig
non−iso
, (51)
Purity =
NSigiso
NSigiso + NBGiso
. (52)
For this study, all the Tight ID passed photons are used. The results of the
performance is Figure 18. Since purity is important, Cone40WP is used.
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(a) Purity vs efficiency for photon pT >
130 GeV.
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(b) Purity vs efficiency for photon pT >
500 GeV.
Figure 18: Purity vs efficiency performance for each WP. After the selection: one
Tight ID photon andNjet(pT > 50 GeV) ≥ 2. The errors areMC statistical errors.
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4.4 Muons
Muons are reconstructed with combining the information from inner detector and
muon spectrometer[55]. A muon candidate is required to be pT > 10 GeV and
|η | < 2.4.
A baseline muon is required to pass Medium identification requirements[56].
This selection uses "stand-alone" muons, which the muon track is reconstructed
only in muon spectrometer, and use "combined" muons, which the muon track is
reconstructed both in muon spectrometer and inner detector. This selection uses
the information of hits in each detector and momentum of muons. This selection is
targeted to minimize the systematic uncertainties in calibration and reconstruction.
For a signal muon, significance of impact parameter requirement, |d0 |/σ < 3,
longitudinal impact parameter requirement, |z0 ·sin(θ) | < 0.5mm, and isolation re-
quirement from the other particles are applied. The isolation cut GradientLoose
is the same definition as that of electrons which realize the efficiency of Eq 50.
The summary of muon definition is in Table 12.
Selection Description
Baseline muon
Acceptance pT >10 GeV & |η | < 2.5
ID Medium
Signal Muon
Acceptance pT >25 GeV & |η | < 2.4
Isolation GradientLoose
Impact parameter
|d0 |/σ < 3
|z0 · sin(θ) | < 0.5 mm
Table 12: The definitions for baseline and signal muon identification.
4.5 Overlap removal
A cluster or track is assigned to be different objects. To remove these duplicated
objects, overlap removal (OR) of objects is applied for baseline objects. In the
regions where photons are not used, the procedure of OR is,
1. e − µ OR: If e and µ are reconstructed using same track, the electron is
removed.
2. e−jet OR: If ∆R(e,jet) < 0.2, the jet is removed.
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3. jet-e OR: If 0.4 > ∆R(e,jet)≥ 0.2, the electron is removed.
4. µ−jet OR: If ∆R(µ,jet) < 0.4 for the jet with Ntrack ≤ 2, the jet is removed.
5. jet-µOR: If∆R(µ,jet) < 0.4 for the jet with Ntrack > 2, the muon is removed.
In the regions where photons are used, additionally,
6. e-γ OR: If ∆R(γ, e) < 0.4, the γ is removed.
7. µ-γ OR: If ∆R(γ, µ) < 0.4, the γ is removed.
8. γ-jet OR: If ∆R(γ, jet) < 0.4, the jet is removed.
The validation study of γ-jet OR is described in Appendix A.1.
4.6 Missing transverse momentum
All the reconstructed and calibrated objects are used for EmissT reconstruction[57].
The EmissT is calculated from the vector sum of each component:
~EmissT = − *.,
∑
e
~peT +
∑
γ
~pγT +
∑
jets
~pjetsT +
∑
µ
~pµT +
∑
SoftTerm
~pSoftTermT
+/- . (53)
The negative sum of ~pT for the calibrated electrons (e), photons (γ), muons (µ),
and jets after overlap removal are used. The ~pT not associated to these objects but
deposited in the detector is summed as "SoftTerm". In this analysis, Track Soft
Term (TST) is used. The TST is calculated from tracks which are reconstructed
with ID but are not associated with electrons, photons, muons or jets.
4.7 Triggers
The designed bunch crossing rate of the LHC is 40 MHz. The ATLAS trigger
system is designed to record a few hundreds Hz events from the 40 MHz bunch
crossing rate[58]. This is limited by the data processing or data storage capacity.
For the reduction of rates, the trigger system selects the events with selected physics
objects, e.g. electrons, muons, photons, jets(including b−jets, τ−jets) and EmissT .
The ATLAS trigger system consists with three levels of processing. The first
level (L1) is the trigger with hardware which uses the information from calorimeter
and muon detectors (RPCs and TGCs). The second level (L2) and the third (Event
Filter, EF) are the triggers with software which use all the information from
detectors. The L2 and EF are together called the High Level Trigger (HLT). With
L1 trigger, approximately ∼ 100 kHz rate events are selected and with HLT .
1 kHz rate events are selected.
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4.7.1 Triggers used in this analysis
To select data events which is interesting for this analysis, the events which pass
triggers are used. In this analysis "No lepton", "One lepton", "Two leptons", and
"One photon" events are used as described in Chapter 5 and Chapter 6. The triggers
dedicated for each event are used.
Electron trigger Two types of one-electron triggers are ORed, and used for "One
lepton" and "Two leptons" events selection. The first trigger require electrons with
Loose ID , isolated and peT > 24 GeV. The latter trigger requires electrons with
Medium ID and peT > 60 GeV.
Muon trigger Two types of one-muon triggers are ORed, and used for "One
lepton" and "Two leptons" events selection. The first trigger requires muons with
Loose ID and pµT > 20 GeV. The latter trigger requires muons with p
µ
T > 50 GeV.
Photon trigger One-photon trigger is used for "One photon" event selection.
The trigger requires photons with Loose ID and pγT > 120 GeV.
EmissT trigger EmissT trigger is used for "No lepton" event selection. The trigger
requires an event with EmissT > 70 GeV. In order to get E
miss
T events whose efficiency
for the EmissT trigger becomes '1, EmissT > 200 GeV is applied as off-line cut.
4.8 Event cleaning
For the rejection of detector noise background or events with mis-reconstructed,
event cleaning cuts summarized in Table 13 are applied. Details are described in
following paragraphs.
Jet cleaning: As described in Sec 4.1, BadLoose and BadTight jet cleaning is
applied for all events.
Cosmic or fake muon veto: Fake muons are reconstructed when not-muon
object hits the muon spectrometer or when tracks are mis-matched. Cosmic
muons also make background events. Such events should be vetoed since the
muons make large fake EmissT . Such muons are not from hard collision of protons
and have large impact parameter. Therefore, the event is vetoed if muons after
overlap removal have |z0 |> 1 mm & |d0 |>0.2 mm remains.
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The other cleaning related to muons is applied to reject the badly reconstructed
muon events whose EmissT have large muon fraction. The veto condition is
EmissT Muons
EmissT
· cos(φ(EmissT Muons) − φ(EmissT )) > 0.5 , (54)
where EmissT Muons = −
∑
µ ~p
µ
T in Sec.4.6.
Number Cleaning Description of event veto condition
1 Jet cleaning LooseBad jets with pT > 20 GeV. TightBad leading two jets with pT > 100 GeV.
2 Cosmic muon Muons with |z0 |> 1 mm && |d0 |>0.2 mm after overlap removal.
3 Bad muon Events with E
miss
T Muons
EmissT
· cos(φ(EmissT Muons) − φ(EmissT )) > 0.5
Table 13: The summary table of cleaning.
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5 Event selection and optimization
This chapter describes the event selection optimization. The selected region for
searching signal events is called "signal region (SR)". In Sec.5.1, the discrimin-
ating variables which are also used in the previous analysis [59] are described. In
addition to these variables, the "aplanarity" is introduced in this analysis and the
studies related to aplanarity are described in Sec.5.2. With these variables, the
final SR optimization is described in Sec.5.3.
5.1 Discriminating variables
• "Njet" is number of jets with p jetT > 50 GeV. Compared to the SM back-
grounds, Njet tend to be large for signal events since gluinos are pair-produced
and each gluino decays into Nparton ≥ 2.
• "EmissT " is the missing transverse momentum and defined in Sec.4.6. Since
LSPs make large EmissT events, requiring high E
miss
T reduce the SM back-
grounds. In some control regions for the background estimation described
in Sec.6, a lepton (e, µ) or γ is added to EmissT to reproduce the E
miss
T beha-
viour of a Z boson which decays into two neutrinos. Such EmissT is written
as EmissT
′.
• "Effective mass (meff) " is defined as
meff =
Njet∑
i=1
pT jet,i + EmissT , (55)
where scalar sum of jets with pT > 50 GeV is used. This variable has strong
correlation with the energy of produced objects and helps to select SUSY
signal events.
• "min∆φ(jet, EmissT )" is theminimum azimuthal angle between jets and E
miss
T .
The jets with pT > 50 GeV are used for calculation of this variable. This
variable has strong discriminating power to reduce fake EmissT events from
jet energy mismeasurements. This variable also reduces the events which
have neutrinos from semi-leptonic decay of heavy flavour hadrons.
• "EmissT /meff (N jet )" is the E
miss
T to meff ratio. In this meff calculation, number
of jets up to N jet is considered. Since LSP does not exist in most of the SM
processes, requiring large value of this variable reduces the SMbackgrounds.
This also reduces fake EmissT events from jets mismeasurements. This vari-
able also reduces the events which have neutrinos from semi-leptonic decay
of heavy flavour hadrons.
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• "EmissT /
√
HT" is the EmissT to HT ratio, where HT =
∑Njet
i=1 pT
jet,i. Since LSP
does not exist in most of the SM processes, requiring large value of this
variable also reduces the SM backgrounds. This also reduces fake EmissT
events from jets mismeasurements since EmissT resolution is proportional to√
HT . This variable also reduces the events which have neutrinos from
semi-leptonic decay of heavy flavour hadrons.
5.2 Study of aplanarity
Aplanarity[60] is introduced for g˜− g˜ production search in addition to the variables
used in previous search [59]. Aplanarity is the variable which have the information
that the jets event is whether 3D shape (neither planar nor linear) or not. The
dominant BG processes of g˜ − g˜ search is Z(→ νν)+jets and the second dominant
is W(→ `ν)+jets. In these BG events, hadron jets are mainly produced in the
opposite direction of the vector boson. Therefore, the shape of jets become linear
or planar as shown in Figure 19(b). In contrast, for the g˜ − g˜ production, the event
shape become not-planar shape as shown in Figure 19(a). This is because
• The gluinos are produced in pair.
• The gluinos which we are searching for are heavy and are not boosted.
• Each gluino decays into three bodies (g˜→ χ˜01qq).
Aplanarity is the variable which is sensitive to the differences.
Figure 19: Conceptual figures of (a) signal and (b) background(Z (→ νν)+jets)
events.
In this section, some study of aplanarity is described. The definitions of event
shape variables are in Sec.5.2.1 and Sec.5.2.2. The comparison of aplanarity with
the other event shape variables are in Sec.5.2.3. The evaluation of jets systematics
to aplanarity is described in Sec.5.2.4.
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5.2.1 Definition of aplanarity, sphericity, and transverse sphericity[60]
Aplanarity was generally used to evaluate not-planar event shape. In this paper,
aplanarity is derived from the momentum tensor of jets,
N jets∑
i=1
*..,
P2ix PixPiy PixPiz
PiyPix P2iy PiyPiz
PizPix PizPiy P2iz
+//- (56)
The momentum tensor is diagonalized to,
*.,
λ1 0 0
0 λ2 0
0 0 λ3
+/- (57)
The λs are normalized to be
∑3
i=1 λi = 1, and named to be λ1 > λ2 > λ3. In case
λ1  λ2, λ3, the event shape is linear. In case λ1 > λ2  λ3, the event shape
is planar. In case λ3 is large, the event shape is neither linear nor planar. The
definition and meaning of aplanarity, sphericity and transverse sphericity (ST) are
in Table 14.
name definition meaning
Aplanarity 32λ3 Range is [0,0.5]. Aplanarity → 0.5 means the event is not
planar.
Sphericity 32 (λ2 + λ3) Range is [0,1]. Sphericity→ 1 means the event is not linear.
ST 2 λ2λ1+λ2 Range is [0,1]. ST → 1 means the event is planar.
Table 14: Definition and meaning of variables
Safe aplanarity The definition of safe-aplanarity is similar to the aplanarity.
The only difference is to divide the momentum tensor by the momentum of each
jet:
N jets∑
i=1
*..,
P2ix PixPiy PixPiz
PiyPix P2iy PiyPiz
PizPix PizPiy P2iz
+//- /|Pi | (58)
Though the first motivation to introduce this variable is for infra-red collinear
safety of jet events, the jets clustered with the anti-kt algorithm is already collinear
safe. Therefore this variable is considered only for the sensitivity comparison.
49
5.2.2 Thrust
Thrust and Transverse Thrust(Tt) [61] is the event shape variable to evaluate the
non-linearity of events. The definition of thrust in this analysis is:
Thrust = 1 −
∑
i jet |Tˆ · ~pi |∑
i |~pi | , (59)
where Tˆ is the directionwhichmake the sumof projected jetmomentummaximum.
This variable is used to evaluate the event is linear or not. The event is linear in
the limit of Thrust→ 0, and the difference from 0 means the event is not linear.
The definition of Transverse thrust in this analysis is
Tt = 1 −max
∑
i jet |~nt · ~pti |∑
i | ~pti | , (60)
where ~nt is the direction in transverse plane which makes the sum of projected jet
pT maximum. The event in the transverse plane is linear in the limit of Tt → 0,
and the difference from 0 means the event is not linear.
5.2.3 Comparison of event shape variables
In this section, six variables, including aplanarity, are studied in point of sensitivity.
MC samples
• Signal sample: gluino direct-decay simplified model, m(g˜) = 1.6 TeV and
m( χ˜01) = 250 GeV, is used as a bench mark
• BG samples:Z(→ νν)+jets, W(→ lν)+jets, and tt¯ samples are used
Pre-selection To compare the shape variables, 4 jets pre-selections (Table 15)
are applied for the samples. This is because more than 3 quarks or gluons are
produced from the signal.
Simple Optimization The simple common cut combination of some promising
variables used in the previous search [59](Table 16) are used in addition to the
shape variables. And the scanned cut values for each event shape variables are in
Table 17. The optimization is executed by changing all the cut combinations to
maximize the significance,
Significance =
NSignal√
NBG + σ2stat + (NBGσsyst )2
, (61)
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variable cuts
EmissT [GeV] > 250
pT( j1) [GeV] > 130
pT( j4) [GeV] > 60
∆φ(jet1,2,(3), EmissT )min > 0.4
∆φ(jeti>3, EmissT )min > 0.2
Table 15: 4jets Pre-selection for the comparison of shape variables
where NSignal and NBG are number of signal and background events, σstat is MC
statistical uncertainty, and σsyst is overall systematic uncertainty on estimated
background events. This significance is maximized under these conditions:
• σsyst/NBG = 20%
• NSignal >= 1 and NBG >= 1
• Target integrated luminosity:
∫
Ldt = 3.0 fb−1
The first condition is from the typical error from previous analysis [59]. The
second condition is to avoid the over-training with very tight cut and small number
of events in CRs.
variable scanned values
EmissT [GeV] > [250,600] with 50 intervals
meff
(
Nj >= 4, p jetT > 60GeV
)
[TeV]> [1.8, 2.8] with 0.2 intervals
EmissT /meff (4j) > 0.00, 0.02, 0.05, 0.07, 0.10, 0.12, 0.15
Table 16: Common cut combination
The optimization results and the distributions of shape variables for signal and
BGs, after pre-selections and all the other cuts, are in Table 18-23, and Figure 20-
25. "After all the other cuts" means the all cuts are applied except for the cut of
the plotted variable. Because of a EmissT cut, E
miss
T /meff (4j) is of no use.
Results The summary of significance for each shape variable is in Table 24.
Among the variables aplanarity shows the best performance. Therefore, aplanarity
is added to final optimization.
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variable scanned values
Aplanarity > [0.02,0.10] with 0.02 intervals
Safe Aplanarity > [0.01,0.10] with 0.01 intervals
Sphericity > [0.02,0.30] with 0.02 intervals
ST > [0.02,0.30] with 0.02 intervals
Thrust > [0.02,0.30] with 0.02 intervals
TT > [0.02,0.2] with 0.02 intervals
Table 17: Cut values for event shape variables
variable cutvalue
Aplanarity > 0.04
EmissT [GeV] > 600
meff (Nj,pT>60GeV >= 4)[TeV]> 2.6
EmissT /meff (4j) > 0.0
Table 18: Optimized cuts with using
aplanarity.
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Figure 20: Aplanarity distribution
after all the other cuts (includ-
ing pre-selections). The (dark
blue/blue/green) histogram shows(
Z (→ νν) + jets/W (→ `ν) + jets/tt¯)
BG processes. The (red/magenta)
line shows the (SM total/signal)
histogram. The lower pad shows
the signal to BG ratio of number of
events per bin.
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variable cutvalue
Safe aplanarity > 0.09
EmissT [GeV] > 450
meff (Nj,pT>60GeV >= 4)[TeV]> 2.4
EmissT /meff (4j) > 0.0
Table 19: Optimized cuts with using
safe aplanarity.
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Figure 21: Safe aplanarity distribu-
tion after all the other cuts.
variable cutvalue
Sphericity > 0.2
EmissT [GeV] > 500
meff (Nj,pT>60GeV >= 4)[TeV]> 2.4
EmissT /meff (4j) > 0.0
Table 20: Optimized cuts with using
sphericity.
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Figure 22: Sphericity distribution
after all the other cuts.
variable cutvalue
ST > 0.18
EmissT [GeV] > 600
meff (Nj,pT>60GeV >= 4)[TeV]> 2.6
EmissT /meff (4j) > 0.0
Table 21: Optimized cuts with using
ST.
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Figure 23: ST distribution after all
the other cuts.
53
variable cutvalue
Thrust > 0.22
EmissT [GeV] > 550
meff (Nj,pT>60GeV >= 4)[TeV]> 2.6
EmissT /meff (4j) > 0.0
Table 22: Optimized cuts with using
thrust.
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Figure 24: Thrust distribution after
all the other cuts.
variable cutvalue
TT > 0.14
EmissT [GeV] > 600
meff (Nj,pT>60GeV >= 4)[TeV]> 2.6
EmissT /meff (4j) > 0.0
Table 23: Optimized cuts with using
TT.
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Figure 25: TT distribution after all
the other cuts.
variable cut value significance NSignal NBG
Aplanarity > 0.04 3.0+0.18−0.15 3.42 ± 0.04 1.22 ± 0.13
Safe aplanarity > 0.09 2.66+0.12−0.11 5.02 ± 0.04 3.09 ± 0.24
Sphericity > 0.2 2.43+0.09−0.08 6.16 ± 0.05 5.2 ± 0.3
ST > 0.18 2.37+0.10−0.09 4.47 ± 0.04 3.12 ± 0.23
TT > 0.14 2.16+0.08−0.07 4.59 ± 0.04 3.83 ± 0.25
Thrust > 0.22 2.14+0.08−0.07 4.98 ± 0.04 4.51 ± 0.28
Table 24: Significance of shape variables. The variables are sorted in descending
order of significance. The errors show the statistical error on the MC samples.
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5.2.4 Jets Systematic effects for aplanarity
In this section, the jets systematic effects for aplanarity are studied in comparison
with number of jets selection(6-jets) which shows the best performance for large
m(g˜) and small m( χ˜01) region in Run1 search. It can be suspected that aplanarity
is strongly affected by jets systematics, since aplanarity reflects the arrangement
of jets. In such case, the sensitivity for signal events become worse, even though
aplanarity have the discriminant power. Therefore, this study is very important.
Selections for the study 6jet region (N jet >= 6, p jetT > 60 GeV) is prepared to
compare the systematic effects, since 6jet region showed the best sensitivity for
the target signal in previous search [59]. The optimization method is the same
as in the Sec. 5.2.3. For the 6 jets selection, EmissT /meff (6j) cut is used instead of
EmissT for following the previous search. And the optimized selections are shown
in Table 25.
varriable 4jet+aplanarity 6jet
Njet(pT > 60 GeV) >= 4 6
EmissT [GeV] > 600 -
meff (p
jet
T > 60 GeV)[TeV]> 2.6 2.4
Aplanarity > 0.04 -
EmissT /meff (6j) > - 0.15
Table 25: Selections of 4jet+aplanarity region and 6jet region for the study.
Uncertainties used for the study The usedMC sample are the same as the study
in Sec.5.2.3. To evaluate the jet related systematic effects, these 5 components of
jet systematics are considered.
• Theory uncertainty
– ISR : Initial state radiation (ISR) uncertaintiy. The nominal scale for
the first emission in MLM matching in Madgraph is multiplied by
factors of 0.5 and 2.0.
– FSR : Final state radiation (FSR) uncertainty. The nominal Λ value
used in running αs is multiplied by factors of 0.5 and 2.0.
– Scale: The nominal values used for the variation of the factorization
and renormalization scales are multiplied by factors of 0.5 and 2.0.
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– ME-PS matching: The nominal jet matching scale to separate the
parton generation in Matrix-Element (ME) and Parton Shower (PS) is
multiplied by factors of 0.5 and 2.0.
• experimental uncertainty
– JES : The Jet Energy Scale (JES) uncertainty. This arises from the
comparison of jets from data and MC. In run1, the uncertainty is about
1.5% (This value is justified as in Figure 58) for jet pT about 60 GeV.
Jet pT is scaled by 100 ± 1.5% to evaluate this uncertainty simply.
The distributions of aplanarity and Njet after all the other cuts for each region
are in figure 27-30.
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Figure 26: Aplanarity and Njet distributions for ISR systematic variations.
(Black/Blue/Red) solid lines show (nominal/scale-down/scale-up) variation.
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Figure 27: Aplanarity and Njet distributions for FSR systematic variations.
(Black/Blue/Red) solid lines show (nominal/scale-down/scale-up) variation.
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Figure 28: Aplanarity and Njet distributions for Scale systematic variations.
(Black/Blue/Red) solid lines show (nominal/scale-down/scale-up) variation.
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Figure 29: Aplanarity and Njet distributions for ME-PS matching systematic vari-
ations. (Black/Blue/Red) solid lines show (nominal/scale-down/scale-up) vari-
ation.
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Figure 30: Aplanarity and Njet distributions for JES systematic variations.
(Black/Blue/Red) solid lines show (nominal/scale-down/scale-up) variation.
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Results The systematic effects for aplanarity andNjet are summarized inTable 26.
Except for a JES systematic, all the systematic effects for aplanarity are small com-
pared to Njet ≥ 6 selection. In total, the systematic uncertainty effects with
aplanarity cut is comparable to Njet selection.
The large JES systematic effect for 4jet region is strangely large. From the
definition as written in 5.2.1, the scale of eigenvalue is normalized to calculate
aplanarity. In fact, this JES effects are from EmissT . The Figure 31(a) shows the
JES systematic effects only after the Njet ≥ 4. The systematic uncertainty effect is
summarized in Table 27. Then, the systematic uncertainty from JES for aplanarity
cut is very small compared to Njet selection.
component 4jets+aplanarity 6jets
ISR +2.9−1.7%
+4.7
−5.9%
FSR +2.9−0.0%
+2.5
−2.5%
Scale +0.0−1.0%
+0.0
−1.6%
ME-PS matching +0.4−0.0%
+0.05
−0.8 %
JES +7.0−6.8%
+4.9
−4.6%
Total uncertainty 8.1−7.1%
7.2
−8.1%
Table 26: Summary of the systematic effects for 4jets region and 6jet region.
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Figure 31: Aplanarity and Njet distributions for JES systematic variations.
(Black/Blue/Red) solid lines show (nominal/scale-down/scale-up) variation.
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component 4jets+aplanarity 6jets
JES +0.25−0.25%
+1.5
−1.8%
Table 27: JES variation effects for 4jet region and 6jet region only after theNjet ≥ 4
cut.
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5.3 Optimization procedure
The overview of the procedure is
1. Optimize with TMVA for all the signal points (TMVA is described in Ap-
pendixB)
2. Select some signal points to determine signal regions
3. Determine cuts with distribution after all the other cuts
This optimization is dedicated for the 3σ reach of g˜−g˜ signal. For the optimization,
all the SM Monte Carlo samples described in Sec.3.2 are used. The definition of
the significance used in the optimization is described in Sec.5.3.1.
5.3.1 Definition of significane
If the number of events is not small the very simple significance (Z) can be used,
as
Z =
nsig√
nBG + (σBG)2
, (62)
where nsig and nBG are number of signal and background events, and σBG is the
uncertainty of the background estimation. However, this significance is derived
with approximation that nBG and nsig are not small. In my analysis, the SRs are
determined to make the BG events small. In such case, the alternative evaluation
method is needed.
Therefore in this analysis, the other simple way to evaluate Z which is intro-
duced in [62] is used. This is a solution for frequentist to the problem that a
measurement of the number of events in SR and a measurement of the number of
events in the control region (CR) to estimate the number of events in SR. In SR,
the measurement x distributed as Poisson around nsig + nBG. The estimated events
from CR y distributed as Poisson around τ · nBG, where τ = nBGσ2
BG
, and uncertainty
in BG estimation is taken into account with τ. In summary, the probability density
function (p.d.f) become,
P(x, y |nsig + nBG, τ) = Pois(x |nsig + nBG) · Pois(y |τnBG) (63)
From this, the p−value is calculated as
p =
B
(
1/(1 + τ), nsig + nBG, 1 + nBG · τ
)
B
(
nsig + nBG, 1 + nBG · τ
) , (64)
61
where B of numerator is a incomplete beta function and of denominator is beta
function. Then the significance (Z) is evaluated with the a one-tailed test of
Gaussian distribution,
Z =
√
2erf−1(1 − 2p), (65)
where erf is the error function. Thanks to the appropriate treatment of estim-
ated nBG with Poisson p.d.f, the evaluation of Z become much realistic for the
measurement of small number of events compared to Eq.62.
Conditions in calculating significance The conditions for calculating signific-
ance is as follows,
• σBG/NBG = 30%
• NSignal >= 1 and NBG >= 1
• Target integrated luminosity:
∫
Ldt = 3.0 fb−1
The first condition is from the typical error from previous analysis [59]. The
second condition is to avoid the over-training with very tight cut and small number
of events in CRs.
5.3.2 Optimization with TMVA
The details of the Genetic Algorithm (GA) in TMVA[63] is described in Ap-
pendix. B. Pre-selections for input samples of BGs and signals are in Table 28.
For the five Njet cuts regions (N=[2,6]), the optimization method is applied after
the pre-selection. The variables used in optimization are in Table 29.
variable condition
number of lepton == 0
~EmissT [GeV] > 200
p jetT 1st [GeV] > 200
min∆φ(jet1,2,(3), EmissT ) > 0.4
min∆φ(jeti>3, EmissT ) > 0.2
number of jet (pT > 50 GeV) [GeV]≥ N
Table 28: Pre-selection for the Njet region.
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variable
~EmissT
p jetT 1st
p jetT 2nd
p jetT 3rd
p jetT 4th
meff (p
jet
T > 50GeV)
Aplanarity
EmissT /meff (Nj) or E
miss
T /
√
HT
Only in 2jet region
∆φ(jet1,2,(3), EmissT )min
∆φ(jeti>3, EmissT )min
Table 29: Scanned variables for optimization.
5.3.3 Results of optimization with TMVA
The 3σ sensitivity reaches with the best optimized cuts for each signal point are
in Figure 32. From the gluino direct-decay models(Figure 32(a)), three typical
points are selected for final signal region. From the gluino onestep-decay mod-
els(Figure 32(b)), one typical point is selected for final signal region.
For the different signal models, four points near the 3σ-reach line are selected
(Table 30). The resultant cuts from the raw outputs of TMVA are summarized in
Table 31.
5.3.4 Distribution check with TMVA results
The distribution after all the other cuts are checked to avoid :
1. the local minimum of TMVA optimization
2. themeaningless cut which is already applied intrinsically after the other cuts.
If this cut remains, it would become difficult to get enough events in loosened
control regions which are used in background estimation (Chapter 6)
As an example, the distributions for SR4jL after all the other cuts are shown in
Figure 33, and 34. For each variable, dedicated check is done in point of S/B
enhancement, as follows.
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SR name signal points description
SR4jL
(m(g˜), m( χ˜01)) =
(1400, 200) (GeV) Gluino direct-decay model. This point is selected as a
typical point of large mass gap sample. This mass relation
is similar to the typical SUSY-model like mSUGRA and
AMSB.
SR4jM
(m(g˜), m( χ˜01)) =
(1200, 600) (GeV) Gluino direct-decay model. This point is selected as a
typical point of middle mass gap sample.
SR2jC
(m(g˜), m( χ˜01)) =
(812, 787) (GeV) Gluino direct-decay model. This point is selected as a
typical point of compressed mass sample. Since the mass
gap is small, the Njet cannot be high. Therefore, 2jet
region shows highest sensitivity.
SR6jL
(m(g˜), m( χ˜±1 ), m( χ˜
0
1))
=(1385, 705, 25) (GeV) Gluino one-step-decay model. This point is selected as a
typical point of large mass gap sample. Since the decay-
chain is long, Njet become high. Therefore, 6jet region
shows highest sensitivity.
Table 30: The selected mass points on the 3σ reach. Descriptions for each signal
mass points are described.
1. Aplanarity : aplanarity > 0.03 cut is chosen.
2. EmissT : E
miss
T > 470 GeV cut is chosen.
3. meff : meff > 2000. GeV is chosen.
4. p jetT 1st : No p
jet
T 1st cut is applied, since the cut is already applied intrinsically
by the other cuts.
5. p jetT 2nd : No p
jet
T 2nd cut is applied, since the cut is already applied intrinsically
by the other cuts.
6. p jetT 3rd : No p
jet
T 3rd cut is applied, since the cut doesn’t have significant
effects.
7. p jetT 4th : No p
jet
T 4th cut is applied, since the cut doesn’t have significant
effects.
8. EmissT /meff (N j = 4) : No E
miss
T /meff (N j = 4) cut is applied, since the cut is
already applied intrinsically by the other cuts.
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variable cut values
Region SR2jC SR4jL SR4JM SR6jL
EmissT [GeV] > 800 470.5 485.7 269.1
p jetT 1st [GeV] > 750.0 273.8 200. 218.4
p jetT 2nd [GeV] > 50.0 84.5 138.5 210.7
p jetT 3rd [GeV] > - 56.4 55.9 106.3
p jetT 4th [GeV] > - 83.9 90.3 142.1
meff (incl.) [GeV] > 1900. 1948.5 1363.7 1776.4
Aplanarity 0. 0.020 0.039 0.066
EmissT /meff (Nj) 0.25 0. 0. 0.07
Only optimized in 2jet region
min∆φ(jet1,2,(3), EmissT ) 0.4
min∆φ(jeti>3, EmissT ) 0.2
Table 31: The raw result of TMVA cut optimization.
9. ∆φ(jet1,2,(3), EmissT ) : ∆φ(jet1,2,(3), E
miss
T ) > 0.4 is applied to reducemulti-jets
backgrounds.
10. min∆φ(jeti>3, EmissT ) : min∆φ(jeti>3, E
miss
T ) > 0.2 is applied to reduce
multi-jets backgrounds.
5.3.5 The optimized SRs
In real event selection with data, some selections related to data acquisition is
applied (e.g. trigger and cleaning). A baseline selection including such selection
is summarized in Table 32. The final SRs definitions after the baseline selection
are determined as in Table 33. The MC expected distributions of variables in all
SRs after all the other cuts are in Figure 35-38, and it can be seen that the final
cuts effectively select signal events.
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selection description
cleaning cleaning cuts described in Section 4.8
trigger EmissT trigger
EmissT > 200 GeV
p jetT 1st > 200 GeV
p jetT 2nd > 50 GeV
Table 32: Baseline selection for SR event selection.
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Figure 32: Expected 3σ sensitivity reach with
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optimized for each signal point. (Black/Red/Blue/Green/Orange) solid lines show
the reach for (2/3/4/5/6)jet region.
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Figure 33: Distributions of variables after all the other cuts.
∫
Ldt = 3.0 fb−1.
The lower pad shows the ratio of signal events to background events.
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Figure 34: Distributions of variables after all the other cuts.
∫
Ldt = 3.0 fb−1.
The lower pad shows the ratio of signal events to background events.
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SR2jC SR4jL SR4jM SR6jL
N jet (pT > 50 GeV) ≥ 2 4 4 6
EmissT [GeV] > 800. 470. 450. 400
Aplanarity > - 0.03 0.07 0.07
meff (incl.) [GeV] > 1900 2000 1600 1850
min∆φ(jet1,2,(3), EmissT ) > 0.4
min∆φ(jeti>3, EmissT ) > - 0.2
Target signal (m(g˜), m( χ˜01)) =
(812, 787) [GeV]
(m(g˜), m( χ˜01)) =
(1400, 200) [GeV]
(m(g˜), m( χ˜01)) =
(1200, 600) [GeV]
(m(g˜), m( χ˜±1 ), m( χ˜
0
1)) =
(1385, 705, 25) [GeV]
Table 33: The selection criteria for each singal region.
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Figure 35: Distributions of each variable used in SR2jC after all the other cuts. Sig-
nal sample is the gluino direct-decay model :(m(g˜), m( χ˜01)) = (812, 787) [GeV].
The lower pad shows ratio of signal events to background events.
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Figure 36: Distributions of each variable used in SR4jL after all the other cuts. Sig-
nal sample is the gluino direct-decay model :(m(g˜), m( χ˜01)) = (1400, 200) [GeV].
The lower pad shows ratio of signal events to background events.
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(b) Aplanarity distribution.
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Figure 37: Distributions of each variable used in SR4jM after all the other
cuts. Signal sample is the gluino direct-decay model :(m(g˜), m( χ˜01)) =
(1200, 600) [GeV]. The lower pad shows ratio of signal events to background
events.
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(b) Aplanarity distribution.
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Figure 38: Distributions of each variable used in SR6jL after all the other cuts.
Signal sample is the gluino onestep-decay model :(m(g˜), m( χ˜±1 ), m( χ˜
0
1)) =
(1385, 705, 25) [GeV]. The lower pad shows ratio of signal events to background
events.
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6 Background estimation
SM processes in signal region (SR) become the background (BG) events. The
precise estimation of BG events is needed for higher signal sensitivity. In this
chapter, the BG estimation methods used in this analysis are explained. For the
BG estimation, many control regions (CRs) are prepared. In each CR, contributed
SM processes are selected, and the events are used for SM BG estimation in SRs.
These CRs are summarized in Sec. 6.11.
Oneway to estimate the SMbackgrounds in SR is to useMCsimulated samples.
To remove the difference of acceptance between data and MC samples, some CRs
are prepared. For example, as described in 6.1, a CR where SMW+jets events are
enhanced is prepared to normalize the number of events, and the normalization
factor is also used forW+jets SM process in a SR.
Another way to estimate the SM backgrounds is to use theoretical assumption.
To estimate the hard Z (→ νν)+jets BGs, γ+jets events are used as described in
Sec.6.4. For this estimation, various CRs are prepared.
6.1 Top BGs and W BGs
Top and W+jets BGs in a SR are estimated with MC samples. To correct the
difference in acceptance between data and MC, these MC samples are normalized
in 1-lepton (e or µ ) and 30 GeV < mT(`, EmissT )1 <100 GeV region. This selection
enhances the event with W boson which decays to `ν. In the region, b-tagged
(NBjet ≥) event is used for normalization of top MC samples (µTop) and b-veto
(NBjet = 0) event is used for normalization of W+jets samples (µW ). The b-
tagged region is named top control region (CRT) and the SM process, tt¯ →
bb¯W (qq)W (`ν), is enriched. The b-vetoed region is named W control region
(CRW) and the SM process, W (→ `ν)+jets, is enriched. The µTop and µW are
fit simultaneously in both CRT and CRW, since b-tag or b-veto migration exists
because of the b-tag efficiency. In SR, the processW decays to hadronic decaying
tau is dominant. To select the similar kinematic phase space, leptons in CRT and
CRW are dealt as jets to reproduce the hadronic tau decay. The meff distributions
in CRT and CRW for SR4jL signal region are shown in Figure 39, and the nominal
number of events estimated with MC samples is normalized to the number of
observed events in high meff region. The summary of top and W CRs is in
Table 34.
1mT(`, EmissT ) =
√
2EmissT p
`
T(1 − cos φ), where φ = ∆φ(p`T, EmissT )
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(a) meff distribution in CRT for SR4jL.
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(b) meff distribution in CRW for SR4jL.
Figure 39: meff distribution in top CR and W CR. The normalizations of the MC
samples are before the fit. In the high meff region (larger than the point indicated
by red arrow), the number of events estimated with MC samples is normalized to
that of observed data. The red shaded band in SM total and yellow band in ratio
plot show MC statistical error plus systematic errors. The systematic errors are
from generator uncertainties and JES uncertainty described in Sec.7.4.
6.2 Multi-jet BGs
The multi-jet background in high EmissT region is mainly from mis-measurement
of jet momentum. The imbalance from jets momentum causes EmissT . The heavy
flavour hadrons which decay semi-leptonically also make EmissT due to missing
neutrinos. In such events, the min∆φ(jet, EmissT ) and E
miss
T is small. Therefore, the
number of multi-jets events is very small after min∆φ(jet, EmissT ) and E
miss
T cuts.
For the estimation of this BG events, multi-jets MC samples are used. To correct
the discrepancies of acceptance and cross section for data and MC, multi-jet MC
is normalized in the QCD multi-jets CR (CRQ) where inverted min∆φ(jet, EmissT )
cut is imposed. The fit parameter for normalization is µMulti jets.
6.3 Diboson BGs
The BG events fromWW,WZ, and ZZ processes are estimated with MC samples.
The CRs for these processes are not prepared, since these processes have small
production cross sections. Though pure CRs for these processes can be prepared
by requiring two or three leptons, branching ratios for two or three leptons are very
small and enough events cannot be prepared in small integrated luminosity case.
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sample name top W top loose W loose top very loose W very
loose
region for
constraint
CRW,CRT CRTL - CRTVL -
fit value µTop µW µTopL - µTopVL -
process for
constraint
t t¯ →
bb¯W (qq)W (`ν)
W(`ν)+jets t t¯ →
bb¯W (qq)W (`ν)
- t t¯ →
bb¯W (qq)W (`ν)
-
Lepton is dealt
as
jet EmissT
′ = EmissT + ~pT`
used regions SR, CRY,
CRYMA,
CRYMa,
VRZMa,
VRWMA,
VRWMa,
VRZll,
VRZllMa
SR,
CRY,
CRYMA,
CRYMa,
VRZll,
VRZllMa
CRWL,
CRZllL,
CRYmA,
CRYma,
VRWmA,
VRZllmA
CRZllL,
CRYmA,
CRYma,
VRZllmA
CRWVL,
CRZllVL
CRTVL,
CRZllVL
description
compared to
SR-like cuts
EmissT , aplanarity,
min∆φ cuts are
loosened.
meff cut and aplanarity
cuts are inverted.
EmissT
′ and meff cuts are
inverted. No min∆φ and
aplanarity cuts.
Table 34: Summary of implementation of top and W CRs. (top or W) loose and
very loose samples are used in data-driven γ replacement described in Sec.6.5.
6.4 Z(→ νν)+jets BG estimation with γ replacement
Z(→ νν)+jets background is the dominant BG in SR. The simple way to estimate
this BG is using Z(→ ``)+jets events in 2 lepton region where the events are very
pure. However, the ratio of Branching Ratio (BR) is small, BR(Z→ee)+BR(Z→µµ)BR(Z→νν) =
6/20. Therefore, small number of events can be obtained in tight CR with similar
selection to SR. In such case, it is difficult to estimate Z(→ νν)+jets events in
SR. To avoid this problem, γ replace method[64, 65] is used in this analysis. This
method uses the theoretical basis that the γ+jets and Z+jets are produced with the
same diagram (Figure 40).
u¯
u
g
ggg
γ
(a) Feynman diagram of uu¯ → γ + 4g
u¯
u
g
ggg
Z
ν
ν¯
(b) Feynmandiagramofuu¯ → Z (→ νν)+4g
Figure 40: Feynman diagrams of uu¯ → V + 4g.
There are some differences between Z+jets and γ+jets events which should be
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taken into account:
• Difference in reconstruction efficiency and cross section between Z and γ
• Difference in couplings of partons with bosons (Z or γ)
• Difference in mass of Z and γ
The reconstruction efficiency and cross section of γ+jets event have to be normal-
ized to Z (→ νν)+jets events and the correction is described in Sec.6.5.
The difference in coupling make difference in number of jets in the production.
If the same number of jets cut is imposed for γ+jets selection as for SR selection,
this difference is negligible.
The difference in mass is solved by selecting high boson pT region. Since
the mass difference become negligible in high boson pT region, the difference in
boson pT distribution of Z and γ is negligible. From the previous research [64],
the pT ratio of V+jets (V=Z and γ) follows empirical rule,
R = R0 *,
p2T
p2T + M
2
Z
+-
n
, (66)
where R0 is the constant value, MZ is the mass of Z-boson, and n is constant
determined empirically. At the limit MZ is negligible compared to boson pT, the
R become constant R0. n ≈ 1.2 is determined empirically in Ref.[64] from the
distributions as in the Figure 41. With this rule, The |R-R0| is at most 5% when
pVT > 400 GeV(Figure 42).
Thus, if the region where pVT is high enough can be prepared, behaviour of
Z+jets events is similar to that of γ+jets events and can be estimated with γ+jets
events except for cross section and acceptance differences. This is solved by the
data-driven γ replacement method described in Sec.6.5. In the CR of γ (CRY)
of this estimation method, EmissT
′ = | ~pγT + ~EmissT | is used for event selection, and
the same selection criteria as SR are imposed to reproduce the EmissT cut to the
Z (→ νν) events in SRs.
The other subject to be accounted is the purity in CRs of γ. For the control of
γ+jets events, the high purity of γ is important. This estimation is described in
Sec.6.10.
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Figure 41: The boson pT ratio for the process pp → V + 1parton from Pythia8
[64].
Figure 42: The |R-R0| distribution of Eq. 66.
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6.5 Data-driven γ replacement
In the case that pT of the vector boson is high enough, the difference in distributions
between Z and γ are small. And the difference is only for the cross section and
acceptance. In the case that EmissT cut in SR and E
miss
T
′ cut in γ+jets selection are
tight (EmissT or E
miss
T
′ ∼> 400 GeV), the WXYZ method described Sec.6.7 is used in
this analysis. Moreover, to enhance the γ+jets events, ABCDmethod using γ+jets
events described in Sec.6.6 is used. Though this BG estimation method is no one
tried before, the validity of this method is well studied. In previous analysis [59],
the γ to Z correction is derived with MC samples, hence the estimated number
of Z (→ νν)+jets events has large systematic uncertainty due to the generator. To
avoid such uncertainty and experimental one (e.g JES uncertainty), this data-driven
BG estimation is adopted in this analysis.
6.6 ABCD method for γ+jets CR
In most of the Signal Regions (SRs), the dominant Background (BG) process is
Z (→ νν)+jets events. This number of events can be estimated with using γ+jets
events in γ+jets CR (CRY) which is determined by the similar kinematic selection
criteria as SR.
Since tight selection criteria are needed for higher sensitivity of signals, number
of events in CRY inevitably becomes small after the tight selection. Therefore,
enhancement of number of events in CRY is needed.
In SR4jL, SR4jM, and SR6jL, effective mass (meff) and aplanarity cuts are
used. Effective mass reflects the mass scale of the center of production system,
and aplanarity reflects the non-planarity of the jet events. Therefore, these two
variables are quite independent.
In this section, ABCDmethodwithmeff and aplanarity are studied. The general
description of ABCD method is described in Appendix C.
6.6.1 Selection
For this study, a simple selection is applied(Table 35). Nj(pT > 60 GeV) ≥ 4
cut is applied since aplanarity cut is mainly used in 4-jet region. EmissT
′ means
absolute value of the vector sum of γ transverse momentum and ~EmissT , i.e. E
miss
T
′ =
| ~pTγ + ~EmissT |.
For the ABCD method with meff and aplanarity, the four regions in Table 36
are prepared. The four regions are also shown in Figure 43.
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Variable Cut Value
Number of Leptons == 0
Nj(pT > 60 GeV) ≥ 4
min∆φ( jet1,2,3, EmissT ) > 0.4
min∆φ( jetN j>=4, EmissT ) > 0.2
pT( j1) > 130 GeV
EmissT ’ > 600 GeV
Table 35: Selections used in the study of ABCD method in γ CR.
Region name cut condition
A meff > 2600 GeV& aplanarity> 0.04
B meff > 2600 GeV& aplanarity≤ 0.04
C 2600 GeV > meff > 1600 GeV& aplanarity> 0.04
D 2600 GeV > meff > 1600 GeV& aplanarity≤ 0.04
Table 36: Regions for ABCD method. The number of events in A region need to
be estimated from the number of events in the other regions.
Figure 43: 2D distribution of meff vs aplanarity, and definitions of four regions.∫
L dt =3.0 fb−1. Aplanarity is divided into 20 bins and the range is [0.0, 0.2]
. meff is divided into 19 bins and the range is [1600, 2000] (GeV). The nominal
γ+jets MC sample described in Sec.6.6.2 is used.
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6.6.2 Monte Carlo sample
For the study of systematic errors due to the γ+jets event generators, one nominal
Monte Carlo (MC) truth sample and four systematic MC truth samples are gen-
erated (Table 37). All the MC are generated with Sherpa. The distributions of
meff and aplanarity for each sample are shown in Fig 44. Cross sections used for
systematic samples are the same as nominal MC.
Varied parameters Generator Number of Events
Nominal Sherpa 1.8 4500000
Factorization scale 0.25 Sherpa 2.1 4500000
Factorization scale 4.0 Sherpa 2.1 4500000
Renormalization scale 0.25 Sherpa 2.1 4500000
Renormalization scale 4.0 Sherpa 2.1 4500000
Table 37: γ+jets MC samples used in this analysis.
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Figure 44: Distributions of meff and aplanarity for the γ+jets MC samples with
varying QCD parameters.
∫
Ldt =3.0 fb−1
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6.6.3 Evaluation of the 2D correlation
The correlation of meff and aplanarity was evaluated after the selection shown
in Table 35. 2D histogram of the variables is plotted in Figure 43. With this
histogram, the correlation factor is calculated to be 0.0124 . Thus the ABCD
method can be applicable for meff and aplanarity, since correlation factor is small
compared to 1.0 .
6.6.4 Systematic Uncertainty in γ ABCD method
The actual uncertainty for ABCD is evaluated in this section. Because of weak
correlation, this equation can be assumed,
A(CRY ) ' B × C
D
, (67)
where A, B, C, and D show the number of events in each corresponding region.
Therefore, the value to evaluate difference can be written as,
R − 1 = A
B
× D
C
− 1, (68)
,where R = AB × DC .
R − 1 value is calculated for each systematic sample (Table 38).
Varied parameters R − 1 R − 1 error (MC stat.)
Nominal 0.01622 0.00027
Factorization scale 0.25 -0.04401 0.00075
Factorization scale 4.0 -0.02619 0.00045
Renormalization scale 0.25 0.00071 0.00001
Renormalization scale 4.0 -0.02653 0.00047
Table 38: R − 1 values for each systematic sample
As a result, the R − 1 value and uncertainties for R − 1 are,
(R − 1) = 0.01622 ± 0.00027(MCstat.) ± 0.043(syst.), (69)
where uncertainty of each systematic sample is half of the difference from the
nominal sample. An expected number of events in region A is 2.98 ± 0.04 (MC
stat. error) and in region B is 11.6 ± 0.08 (MC stat. error). Therefore, 3.89 times
of events can be gained, and statistical error of observed number of events can be
decreased from ∼58% to ∼29% only with increasing systematic uncertainty by at
most ∼4%.
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6.7 WXYZ method
Philosophy of this method is the following:
(1) Since the major background in SR is Z (→ νν)+jets events, this number
should be reliably estimated by using number of events in various CRs, not
relying on the MC simulation as much as possible.
(2) The ratios between numbers of events in one CR to the other CR (scale
factors) should be evaluated in two CRs where reasonably large number of
events are expected.
The definitions of each CRs are summarized in Table 48 in Sec.6.11 and it would
help to understand the method.
This is the method to estimate X (Z → νν) events in SR using W(W → `ν),
Y(γ), and Z(Z→ ``) events in each CR. In high vector boson pT region, the ratio
of pTV distributions for γ and Z, as well as that for γ and W are flat, since the mass
differences are negligible. Using this fact, the Z(→ νν)+jets in SR are estimated
with γ+jets in CR of γ (CRY) where similar selections are applied to SR. At
this point, the key issue is to normalize the number of γ+jets events to that of
Z(→ νν)+jets events. This is represented in equation,
NZ(νν),expectedSR = N
γ+jets,data
CRY · SF
(
Z(νν) + jets
γ + jets
)
, (70)
where SF means Scale Factor. One of the simple ideas is to prepare SF in loose
CR and normalize γ+jets events to Z(→ ``)+jets events. However, the number
of Z(→ ``)+jets events become too small with tight pZT cut. In order to avoid
this problem, W(→ `ν)+jets evens are used intermediately for the normalization.
Similar to the relation between Z+jets and γ+jets, W+jets and γ+jets behave
similarly with high pVT cut. Therefore, at first, number of γ+jets events are once
normalized to number of W(→ `ν)+jets events in loose CR as in the Figure 45.
This CR is defined with the same EmissT
′
2 cut but with inverted aplanarity and meff
cuts.
2 EmissT
′= |EmissT + pT(γ)| for γ, and E
miss
T
′= |EmissT + pT(lepton)| for W(→ `ν). For the case
of W(→ `ν), the neutrino ~pT is already included in ~EmissT . Therefore EmissT ′ is missing ~pT of W
boson. For large pWT , where W boson mass is negligible, p
W
T and p
γ
T are expected to have similar
distributions.
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Figure 45: Conceptual figure of the WXYZmethod. There are three types of CRs.
First is the tight CR which has similar kinematic cut as SR. Second is the loose(L)
CR where meff cut and aplanarity cut are inverted to the selection imposed in SR.
Third is the very loose (VL) CR where pVT cut and meff cut are inverted to the
selection imposed in SR. In tight CR, a γCR is named as CRY. In Loose CR, the
γCR is named as CRYL, and a CR forW (→ `ν)+jets is named as CRWL, which
means loose CR of W. In very loose CR, a CR for W (→ `ν)+jets is named as
CRWVL, which means very loose CR of W, and a CR for Z (→ ``)+jets is named
as CRZllVL, which means very loose CR of Z (→ ``). The SF
( Z (→νν)+ jets
γ+ jets
)
is the
ratio of number of events in SR (Z (→ νν)) to CRY. The SF
(W (→`ν)+ jets
γ+ jets
)
is the
ratio of number of events in CRWL to CRYL. The SF
( Z (→``)+ jets
W (→`ν)+ jets
)
is the ratio of
number of events in CRZllVL to CRWVL. The SF
( Z (→νν)+ jets
Z (→``)+ jets
)
is the correction
factor of lepton acceptance and branching ratio. The WXYZ method assume that
SF
( Z (→νν)+ jets
γ+ jets
)
= SF
(W (→`ν)+ jets
γ+ jets
)
· SF
( Z (→``)+ jets
W (→`ν)+ jets
)
· SF
( Z (→νν)+ jets
Z (→``)+ jets
)
. Such
SF is evaluated in the CR where reasonably large number of events is expected for
the corresponding data sample.
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These are represented with equation,
SF
(
Z(νν) + jets
γ + jets
)
= SF
(
W(`ν) + jets
γ + jets
)
· SF
(
Z(νν) + jets
W(`ν) + jets
)
=
NW(`ν)+jets,dataCRWL
Nγ+jets,dataCRYL
· SF
(
Z(νν) + jets
W(`ν) + jets
)
,
(71)
where CRUL (U=W or γ ) is loose CR with the same EmissT
′ cut in CRY and with
inverted meff and Aplanarity cut.
Secondly, the W(→ `ν)+jets events are normalized to Z(→ ``) events in very
loose CR, where inverted EmissT
′ cut is applied as shown in Figure 45. The mass
difference between W and Z is negligible compared to the minimum EmissT
′ cut
> 200 GeV which is applied for very loose CRs. These are represented with
equation,
SF
(
Z(νν) + jets
W(`ν) + jets
)
=
NZ(``)+jets,dataCRZllVL
NW(`ν)+jets,dataCRWVL
· SF
(
Z(νν) + jets
Z(``) + jets
)
, (72)
where CRUVL (first U= Zll or W ) is the very loose CR with inverted EmissT
′ cut of
CRYL or CRWL. The SF
( Z (νν)+ jets
Z (``)+ jets
)
includes the lepton acceptance correction
and BR correction. In this analysis, this SF is calculated from MC,
SF
(
Z(νν) + jets
Z(``) + jets
)
=
NZ(νν)+jets,MCVRZVL
NZ(``)+jets,MCCRZllVL
, (73)
Summarizing Eq. (70, 71, 72, and 73):
NZ(νν),expectedSR = N
γ+jets,data
CRY ·
NW(`ν)+jets,dataCRWL
Nγ+jets,dataCRYL
· N
Z(``)+jets,data
CRZllVL
NW(`ν)+jets,dataCRWVL
· N
Z(νν)+jets,MC
VRZVL
NZ(``)+jets,MCCRZllVL
(74)
This is the basic of the WXYZ method.
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6.7.1 Small Corrections for WXYZ method
There are some assumption in WXYZ method and they are put aside in Sec.6.7.
At first, in Eq. (71), it is assumed that
RZ/Y :=
NZ(νν)SR · Nγ+jetsCRYL
Nγ+jetsCRY · NZ(νν)VRZL
' 1, (75)
where VRZL is the 0-lepton loose cut region whose cut is similar to CRYL. If(
RZ/Y − 1) evaluated by MC is not zero, the value RZ/Y should be multiplied to
Nγ+jetsCRYL and the difference from 1 should be considered as uncertainty.
Secondly, in Eq. (72), it is assumed that
RZ/W :=
NZ(``)+jetsCRZllL · NW(`ν)+jetsCRWVL
NW(`ν)+jetsCRWL · NZ(``)+jetsCRZllVL
' 1, (76)
If
(
RZ/W − 1) evaluated by MC is not zero, the value RZ/W should be multiplied
to NZ(``)+jetsCRZllVL and the difference from 1 should be considered as uncertainty.
6.7.2 WXYZ method with ABCD method
For the estimation of Z → νν BG in SR with meff and aplanarity cut, ABCD
method with meff and aplanarity (Sec.6.6) is also used. For the ABCDmethod, the
CRY in Sec.6.7 is renamed as CRYMA, which means the CR of γ where both meff
cut and aplanarity cut are imposed. In the naming scheme for CRs, the followings
are used,
• M : meff cut is imposed.
• A : aplanarity cut is imposed.
• m : Inverted meff cut is imposed.
• a : Inverted aplanarity cut is imposed.
For ABCD method, 3 additional CR for γ+jets is needed,
• CRYMa: A CR of γ where meff cut and inverted aplanarity cut are imposed.
• CRYmA: A CR of γ where invertedmeff cut, and aplanarity cut are imposed.
• CRYma: A CR of γ where inverted meff cut, and inverted aplanarity cut are
imposed.
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Using these regions, ABCD method can be written:
Nγ+jets,dataCRYMA =
Nγ+jets,dataCRYMa · Nγ+jets,dataCRYmA
Nγ+jets,dataCRYma
. (77)
If the correction factor is needed for ABCD method, Eq. (77) is corrected,
Nγ+jets,dataCRYMA =
(
Nγ+jets,dataCRYMa ·RYABCD
)
·Nγ+jets,dataCRYmA
Nγ+jets,dataCRYma
RYABCD :=
Nγ+jets,MCCRYMA ·Nγ+jets,MCCRYma
Nγ+jets,MCCRYMa ·Nγ+jets,MCCRYmA
(78)
Including all Eq. (74, 76, 75, 78),
NZ(νν),expectedSR =
(
Nγ+jets,dataCRYMa · RYABCD
)
· Nγ+jets,dataCRYmA
Nγ+jets,dataCRYma
· N
W(`ν)+jets,data
CRWL · RZ/Y
Nγ+jets,dataCRYma
· N
Z(``)+jets,data
CRZllVL · RZ/W
NW(`ν)+jets,dataCRWVL
· N
Z(νν)+jets,MC
VRZVL
NZ(``)+jets,MCCRZllVL
,
(79)
where CRYma is also used as CRYL.
6.7.3 WXYZ method without ABCD method
As in the Table 33, aplanarity cut is not imposed for SR2jC. For the background
estimation in SR2jC, WXYZ method without ABCD method is used. This is the
same as Eq.74 with correction factors Eq.75 and Eq.76. To use the same naming
scheme as WXYZ method with ABCD method, WXYZ method without ABCD
method is written as,
NZ(νν),expectedSR = N
γ+jets,data
CRYMA ·
NW(`ν)+jets,dataCRWL · RZ/Y
Nγ+jets,dataCRYma
· N
Z(``)+jets,data
CRZllVL · RZ/W
NW(`ν)+jets,dataCRWVL
· N
Z(νν)+jets,MC
VRZVL
NZ(``)+jets,MCCRZllVL
,
(80)
where CRYMA is the CRY,and CRYma is the region meff cut is inverted. Because
aplanarity cut is not applied, the "A" and "a" in the names of CRs are meaningless.
6.7.4 Fitting implementation of ABCD and WXYZ method
The implementation of simultaneous fit is very complex for solving the correlation
among many CRs. For this, the same variable (ε in this section) should be used in
88
different CRs to transfer the correlation effects. The definition of fit parameter is in
Table 39. These parameters are simultaneously fitted in the all control regions. To
avoid the local minimum, initial value is obtained from MC estimation. However,
the parameters can freely change ± 100% from the nominal value. The same
number of CRs are prepared as these fit parameters. Therefore, all the parameters
are determined, unless other nuisance parameters.
In addition to these fit parameters, there are correction factors Rs as in Eq.(75,
76, and 78), and
SF``/νν =
NZ(``)+jets,MCCRZllVL
NZ(νν)+jets,MCVRZVL
, (81)
where the numerator and denominator of SF are inverted for technical requirement.
R correction factors are evaluated with using MC. For the conservative estimation,
the fit range (error) of Rs are set to include 1.0. SF``/νν values are derived from
full simulated MC.
Now all the materials are prepared. The actual fitting implementations are
described in following paragraphs.
Practical implementation of WXYZ with ABCD method
Summarizing all Eq. (79, 81) and Table 39, the practical implementation with fit
parameters are,
(
µZ
)
SR =
(
µZ · εYMA · εYMa · RYABCD)CRYMa · (µZ · εYMA · εYmA)CRYmA(
µZ · εYMA · εYMa · εYmA)CRYma
·
(
µZ · εYMA · εYMa · εYmA · εWL · RZ/Y)CRWL(
µZ · εYMA · εYMa · εYmA)CRYma
·
(
µZ · εCRZllVL · RZ/W · SF``/νν)CRZllVL(
µZ · εYMA · εWL · εCRZllVL)CRWVL .
(82)
As you can calculate, all the parameters (ε) in right hand side are cancelled in
total.
Practical implementation of WXYZ without ABCD method
Summarizing all Eq. (80, 81) and Table 39, the practical implementation with fit
parameters are,
(
µZ
)
SR =
(
µZ · εYMA)CRYMA · (µZ · εYMA · εYma · εWL · RZ/Y)CRWL(µZ · εYMA · εYma)CRYma
·
(
µZ · εCRZllVL · RZ/W · SF``/νν)CRZllVL(
µZ · εYMA · εWL · εCRZllVL)CRWVL .
(83)
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variable definition description
µZ NZ(νν)SR Number of Z+jets events in SR.
εYMA
Nγ+jetsCRYMA
NZ(νν)SR
Ratio of number of events in CRYMA (γ+jets) to
SR(Z+jets).
εYmA
Nγ+jetsCRYmA
Nγ+jetsCRYMA
Ratio of number of events in CRYmA (γ+jets) to
CRYMA (γ+jets). This is not used in WXYZ
method without ABCD method.
εYMa
Nγ+jetsCRYMa
Nγ+jetsCRYMA
Ratio of number of events in CRYMa (γ+jets) to
CRYMA (γ+jets). This is not used in WXYZ
method without ABCD method.
εYma
Nγ+jetsCRYma
Nγ+jetsCRYMA
Ratio of number of events in CRYma (γ+jets)
to CRYMA (γ+jets). This is not used in
WXYZ method with ABCD method, since
εYma = εYmA · εYMa.
εWL
NW(`ν)+jetsCRWL
Nγ+jetsCRYma
Ratio of number of events in CRWL (W(`ν) + jets)
to CRYma (γ+jets).
εCRZllVL
NZ(νν)+jetsVRZVL
NZ(νν)+jetsSR
Ratio of number of events in VRZVL(Z+jets) to
SR(Z+jets).
Table 39: Definitions of fit parameters in simultaneous fit. The fitted values and
scan ranges are listed in Table 43-46 for different SRs.
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Validation region (VR) with WXYZ method
Using all the information in previous sections, some validation regions can be
implemented as described in Table 40. The "One photon", "One lepton", "Two
lepton", and "No lepton" definitions and pre-selections are described afterwards
in Table 47. The details of the selections are summarized afterwards in Sec.6.12.
Region Name implementation in
WXYZ+ABCD
implementation in
WXYZ w/o ABCD
Description
CRYMA µZ · εYMA - "One photon" VR when WXYZ w/o
ABCD is used.
VRZll µZ · SF``/νν "Two lepton", Z(``) VR with similar
kinematic selection criteria as SR.
VRZllmA µZ · εmA · SF``/νν - "Two lepton", Z(``) VR.
VRZllMa µZ · εMa · SF``/νν · RYABCD - "Two lepton", Z(``) VR.
VRZMa µZ · εMa · RYABCD - "No lepton" VR.
VRZma µZ · εMa · εmA µZ · εma "No lepton" VR.
VRWMA µZ · εYMA · εWL "One lepton",W (→ `ν) VR.
VRWmA µZ · εYMA · εmA · εWL - "One lepton",W (→ `ν) VR.
VRWMa µZ · εYMA · εMa · εWL · RYABCD - "One lepton",W (→ `ν) VR.
Table 40: All the possible implementation of VRs with εs and Rs in
(ABCD+)WXYZmethod. The naming scheme, e.g. MA, is the same as described
in Sec.6.7.2 and Sec.6.7.3. The "One photon", "One lepton", "Two lepton", and
"No lepton" definitions and pre-selections are in Table 47.
6.7.5 Removing contaminating events in CRs
The contaminating events in CRs have to be removed. The MC samples are used
to remove the contamination as follows
• CRWL: Diboson, Z+jets and topMCs are used to remove the contamination.
The nominal dibosonMC sample is used. The normalization factor of Z+jets
MCs (µZL) is fitted in CRZllL. The normalization factor of TopMCs (µTopL)
is fitted in CRTL.
• CRWVL : Diboson, Z+jets and top MCs are used to remove the contam-
ination. The nominal diboson and Z+jets MC samples are used. The
normalization factor of Top MCs (µTopVL) is fitted in CRTVL.
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• CRZllVL: Diboson, W+jets and top MCs are used to remove the contam-
ination. The nominal diboson and W+jets MC samples are used. The
normalization factor of Top MCs (µTopVL) is fitted in CRTVL.
• CRZLllL: Diboson, W+jets and top MCs are used to remove the contam-
ination. The nominal diboson and W+jets MC samples are used. The
normalization factor of Top MCs (µTopL) is fitted in CRTL.
• CRTL : Diboson, W+jets and Z+jets MCs are used to remove the con-
tamination. The nominal diboson and W+jets MC samples are used. The
normalization factor of Z+jets MCs (µZL) is fitted in CRZllL.
• CRTVL: Diboson, W+jets and Z+jets MCs are used to remove the contam-
ination. The nominal MC samples are used.
The details of top and W MC usage are summarized in Table 34.
6.8 γ/Z and W/Z check
Before the usage of WXYZ method described in Sec6.7, some points given below
should be checked:
1. The number of event ratio (γ/Z ) of meff and aplanarity distribution after the
tight pVT cut. Because Z/γ ratio is extrapolated from high meff and aplanarity
regions to lowmeff and aplanarity region, the flatness of the ratio distribution
is needed.
2. The number of event ratio (W/Z) of EmissT distribution after the inverted meff
cut. Because W/Z ratio is Z/W ratio is extrapolated from low EmissT to high
EmissT region, the flatness of the ratio distribution is needed.
For the study of γ/Z ratio orW/Z ratio, the baseline selection (Table 41) is prepared.
These studies are done with truth Sherpa samples calculated at leading order, and
jet and EmissT smearing described in Sec.3.2 are applied.
For the study of γ/Z ratio, the distributions are checked as in Figure 46. Since
the ratio plot is flat, it is acceptable to extrapolate γ/Z ratio along aplanarity and
meff .
For the study of W/Z ratio, the distributions are checked as in Figure 47. Since
the ratio plot is flat, it is acceptable to extrapolate W/Z ratio along EmissT .
3EmissT for Z sample, and |~E
miss
T + ~pT(γ)| for γ sample.
4EmissT for Z sample, and |~E
miss
T + ~pT(lepton)| for W(`ν) sample.
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variable name cut value
Nlep = 0
Njet(pT > 60GeV) ≥ 4
pT( j1st ) > 130 GeV
min∆φ(jet1,2,(3), EmissT
′) > 0.4
min∆φ(jeti>3, EmissT
′) > 0.2
Table 41: Baseline selection for the study of γ/Z ratio and W/Z ratio. In Z(νν)
sample, EmissT
′ is vector sum of ~pT of neutrinos. In W(`ν) sample, EmissT
′ is vector
sum of pT of neutrinos and a lepton. In γ sample, EmissT
′ is vector sum of ~pT of
neutrinos and γ.
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(a) Aplanarity distribution after the meff >
1600 GeV cut in addition.
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Figure 46: In addition to the baseline cut (Table 41), EmissT
′ > 600 GeV cut 3is
applied for MC event samples. Overflow bin is merged into the highest bin. In
each figure, the lower plot shows the ratio of distributions for γ+jets and Z(νν)+jets
events after the normalization.
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Figure 47: In addition to the baseline cut (Table 41), EmissT
′ > 200 GeV cut4is
applied for MC event samples. Overflow bin is merged into the highest bin. In
each figure, the lower plot shows the ratio of distributions for W(`ν)+jets and
Z(νν)+jets events after the normalization.
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6.9 Expectation from MCs
Expected number of events in each CR is summarized in Table 42. In SR2jC,
CRYMa and CRYmA don’t exist since no aplanarity cut is applied. The expected
number of events in each region is not small, hence it is good for background
estimation.
SR2jC SR4jL SR4jM SR6jL
SR 24.8 ± 0.2 5.02 ± 0.07 6.0 ± 0.1 1.41 ± 0.05
CRYMA 58.6 ± 0.7 10.4 ± 0.3 12.8 ± 0.4 2.7 ± 0.2
CRYMa - 21.4 ± 0.5 86 ± 1 8.1 ± 0.3
CRYmA - 90 ± 1 29.3 ± 0.7 6.2 ± 0.3
CRYma 55.0 ± 0.8 186 ± 1 228 ± 2 21.6 ± 0.7
CRWL 19.9 ± 0.2 62.7 ± 0.7 75.4 ± 0.9 7.2 ± 0.3
CRWVL 3074 ± 27 493 ± 11 439 ± 10 34.6 ± 2.2
CRZllVL 567 ± 5 95 ± 2 84 ± 2 8.1 ± 0.8
Table 42: Expected number of events in each CRs. The error is MC statistical
errors.
The evaluated parameters for data-driven BG estimation with MCs are in
Table (43, 44, 45, 46). The estimated value with MC is set as initial value in fitting
to avoid local minimum. The fit range (or error) for the main parameters like ε∗
is set to be ±100% of the initial value. The SF``/νν value and errors are from
expected ratio and statistical error estimated with MC for each.
About the correction factors (Rs), they ideally expected to be ' 1. Therefore,
the maximum between MC statistical error and the difference from 1 is set as
uncertainties for fit. Since the values of all fit parameters (ε∗) are determined with
all the CRs unless correction factor Rs, errors from R result in uncertainties of this
method.
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Parameter Value Error from MC Error for fit
µZ 24.8 ±0.2 ±100%
εYMA 2.35 ±0.03 ±100%
εYma 0.94 ±0.01 ±100%
εWL 0.363 ±0.007 ±100%
εCRZllVL 136 ±1 ±100%
Correction factors and uncertainties.
SF``/νν 0.168 ±0.001 ±0.001
RZ/Y 1.29 ±0.04 ±0.29
RZ/W 0.893 ±0.04 ±0.11
Table 43: SR2jC: The estimated parameters with MC and errors for fit. The MC
statistical error is calculated from first-order approximation of error propagation.
Parameter Value Error from MC Error for fit
µZ 5.02 ±0.02 ±100%
εYMA 2.09 ±0.08 ±100%
εYMa 2.04 ±0.09 ±100%
εYmA 8.6 ±0.3 ±100%
εWL 0.338 ±0.005 ±100%
εCRZllVL 135 ±3 ±100%
Correction factors and uncertainties.
SF``/νν 0.140 ±0.004 ±0.004
RABCD 1.01 ±0.04 ±0.04
RZ/Y 1.39 ±0.05 ±0.39
RZ/W 1.01 ±0.04 ±0.04
Table 44: SR4jL: The estimated parameters with MC and errors for fit. The MC
statistical error is calculated from first-order approximation of error propagation.
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Parameter Value Error from MC Error for fit
µZ 6.0 ±0.1 ±100%
εYMA 2.12 ±0.08 ±100%
εYMa 6.7 ±0.2 ±100%
εYmA 2.3 ±0.1 ±100%
εWL 0.330 ±0.005 ±100%
εCRZllVL 99 ±2 ±100%
Correction factors and uncertainties.
SF``/νν 0.141 ±0.005 ±0.005
RABCD 1.16 ±0.05 ±0.16
RZ/Y 1.39 ±0.05 ±0.39
RZ/W 1.04 ±0.04 ±0.04
Table 45: SR4jM: The estimated parameters with MC and errors for fit. The MC
statistical error is calculated from first-order approximation of error propagation.
Parameter Value Error from MC Error for fit
µZ 1.41 ±0.05 ±100%
εYMA 1.8 ±0.1 ±100%
εYMa 3.0 ±0.2 ±100%
εYmA 2.3 ±0.3 ±100%
εWL 0.33 ±0.01 ±100%
εCRZllVL 41 ±2 ±100%
Correction factors and uncertainties.
SF``/νν 0.143 ±0.01 ±0.01
RABCD 1.13 ±0.13 ±0.13
RZ/Y 1.32 ±0.13 ±0.32
RZ/W 0.95 ±0.10 ±0.10
Table 46: SR6jL: The estimated parameters with MC and errors for fit. The MC
statistical error is calculated from first-order approximation of error propagation.
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6.10 Purity estimation in γ CR
For the γ replace, the purity of γ+jets events in γ CR is very important. In γ CR,
the main component is true γ+jets events and the rest is multi-jet events with a
faking photon (fake-photon). The data-driven purity estimation is needed since
the fake-photon behaviour of MCs is not reliable, because hard pi0 production in
the hadronic fragmentation may not be described by the hadronization models.
The first candidate method to estimate fake-photon is ABCD method as de-
scribed in Appendix C using photon ID and isolation. However, this method does
not work since photon ID and isolation cut have strong correlation as described in
Appendix A.2.2. The other way to estimate fake photon events is ABCD method
with correction Appendix C.1. For this method, data and MC distributions are
compared.
6.10.1 Data/MC comparison
For the ABCD method wtih correction, the good estimation of ε (NBNA or
NC
NA
in
Appendix C.1 ) for true photon events is needed. In this section, the MC and data
are compared for the variables used in isolation cut and Tight ID cut after the
Loose ID selection.
The Loose ID selections are:
• After the photon trigger
• No electron or muon
• Exact one Loose ID photon (pT > 130 GeV )
• Njet(pT > 50 GeV) ≥ 2
Used data correspond to
∫
Ldt = 1.46 fb−1.
The distributions of isolation variables are in Figure 48. The ε of NNon−IsoNIso can
be used since the MC to data ratio distributions are flat.
The distributions of ID related variables are shown in Figure 49 and 50. In
most of variables, the MC to data ratio distributions are not flat. Especially, the
MC cannot estimate the data events in the regions which are not-Tight but Loose
as shown in Fig. 49. The actual boolean plots of each cut used in Tight ID are
shown in Figure 51. It is clear that ε of NNon−TightNTight cannot be used. Therefore, the
ABCD method cannot be used for the purity estimation even with correction with
R (Appendix C.1).
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Figure 48: Distributions of isolation variables after Loose photon selection. The
yellow histogram is estimated true photon MC samples, the orange histogram is
estimated fake photon from QCD multi-jet MC samples, and dots are observed
date events.
6.10.2 Purity estimation with isolation template fitting
From the study in previous section, we got that the MC can be used only after
Tight ID cut. Therefore, the one way to estimate the purity of photons is to fit the
template of isolation variables from MCs after the Tight ID cut. In the isolation
cuts, two variables are used:topoetoconeX and ptconeX as described in Sec.4.3.3.
In such case, the 2D distributions should be used as template. However, in low
data stat. case, we cannot prepare enough number of events for fitting. To fulfil
these requirements, 2-bin template of isolation cut (iso & non-iso) is used.
To select the clean γ events, one photon and one jet events are selected:
• After the one-photon trigger
• No electron or muon
99
• Exact one Tight ID photon (pT > 130 GeV )
• Exact one jet(pT > 130 GeV) & veto 2nd jet(pT > 50 GeV)
• ∆φ(jet1, EmissT
′)min > 1.0
After the fit, the purity as a function of photon pT is estimated as shown in Figure 52.
As expected, the purity becomes higher as photon pT becomes higher. In high
photon pT region, the purity is about 96±2%. This is pure enough to neglect
the fake photon contamination compared to the other systematic uncertainties.
However, this is not the realistic case. It is expected that the purity becomes worse
if the jets are close to a photon. Therefore, γ+2jet events are selected:
• After the one-photon trigger
• No electron or muon
• Exact one Tight ID photon (pT > 130 GeV )
• leading jet(pT > 130 GeV)&2nd jet(pT > 50 GeV)&veto 3rd jet(pT > 50 GeV)
• ∆φ(jet1,2, EmissT
′)min regions : Low[0.4,2.0], High[2.0,3.14], andAll[0.4,3.14]
With these∆φ(jet1,2, EmissT
′)min variations, the effect of jets near the photon is taken
into account. The results of purity vs. photon pT is shown in Figure 53. Even in
the case jets are near a photon, the purity is about 96±2% and the contamination
of fake photon is negligible.
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Figure 49: Distributions of ID related variables after Loose photon selection. The
yellow histogram is estimated true photon MC samples, the orange histogram is
estimated fake photon from QCD multi-jet MC samples, and dots are observed
date events.
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Figure 50: Distributions of ID related variables after Loose photon selection.
Except for weta1, all these variables are also used in Loose ID selection. The
yellow histogram is estimated true photon MC samples, the orange histogram is
estimated fake photon from QCD multi-jet MC samples, and dots are observed
date events.
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Figure 51: Distributions of boolean used in Tight ID after Loose photon selection.
The yellow histogram is estimated true photon MC samples, the orange histogram
is estimated fake photon from QCD multi-jet MC samples, and dots are observed
date events.
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Figure 52: Purity vs. photon pT distribution with γ+1 jet events. (Black/Red/Blue)
histograms show the purity for (Cone20/Cone40/Cone40CaloOnly) isolation cut.
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Figure 53: Purity vs. photon pT distribution with γ+2 jet events. Isolation cut
is Cone40. (Black/Red/Blue) histograms show the purity for (All/Low/High) ∆φ
region.
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6.11 Summary of CRs
In previous sections, many CRs are introduced. In this section, all the CRs used
in this analysis are summarized.
The classification and pre-selection of one or two leptons, one photon, and no
lepton regions are summarized in Table 47. With the classification, the detailed
cuts applied for each CRs are summarized in Table 48.
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CR type One photon One lepton Two lepton No lepton
Target process γ+jets tt¯ → bb¯W (qq)W (`ν) W (`ν)+jets Z(→ ``)+jets multi-jets
Trigger one-photon one-electron or one-muon EmissT trigger
Cleaning The same as SRs
Object
selection
1 signal photon,
no e/µ
1 signal e/µ, pT` > 25GeV 2 oposit sign signal
e/µ (2nd pT` > 10
GeV)
no e/µ
B-jet selection - NB jet >= 1 NB jet == 0 - -
Mass related
selection
- 30 < mT(EmissT , ~pT`) < 100 GeV 66 < m`` < 116 GeV -
Extra
description
EmissT
′ =
|EmissT + ~pTγ | is dealt
as EmissT
1. ` is dealt as jet
2 . EmissT
′ = |EmissT + ~pT` | is dealt as EmissT
EmissT
′ =
|EmissT +
∑2
i=1 ~pT`,i | is
dealt as EmissT
use normal
EmissT
EmissT (’) > 200 GeV
p jetT 1st > 200 GeV
p jetT 2nd > 50 GeV
Table 47: Control region (CR) type classification with object. These are pre-selections for the CRs and validation regions.
The used triggers are described in Sec.4.7.1.
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CR name ∆φ cut tight EmissT (’) cut meff cut aplanarity cut usage of the CR
CR type : one photon region
CRYMA + + + + fitting data-driven parameters.
CRYMa + + + - fitting data-driven parameters.
CRYmA + + - + fitting data-driven parameters.
CRYma + + - - fitting data-driven parameters.
CR type : one lepton region, lepton is dealt as jet
CRT non non + non fitting µTop and µW .
CRW non non + non fitting µTop and µW .
CR type : one lepton region, EmissT
′ = |EmissT + ~pT` | is dealt as EmissT
CRWL + + - - fitting data-driven parameters.
CRTL + + - - fitting µTopL .
CRWVL non - - non fitting data-driven parameters.
CRTVL non - - non fitting µTopVL .
CR type : two lepton region
CRZllL + + - - fitting µZL .
CRZllVL non - - non fitting data-driven parameters.
CR type : No lepton region
CRQ - + + non fitting µZL .
Table 48: The summary table of all CRs. "+" means the cut is applied, "-" means the inverted cut is applied, and "non"
means the cut is not applied to the CR.
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6.12 Strategy of validation regions
To validate the background estimation method, validation regions (VRs) are
needed. Before SRs are opened, the agreement between observed and estim-
ated events in VRs are checked. The previous analyses depend more on MC
simulated samples. In this analysis, numbers of events in various CRs are used,
hence to justify the method, checks using validation regions are very important.
Using VRs, the BG estimation method is validated quantitatively.
In (ABCD+)WXYZ method, various regions can be assigned as validation
region candidates as described in Table 40. The validation regions are chosen with
reasonable selection as summarized in Table 49.
6.13 Fit results for control regions and validation regions
The background only fit except for SRs is executed with maximum log likelihood
method which is described afterwards in Sec.7.1. The estimated and observed
events in validation regions (VRs) are checked before the unblinding of the SRs.
Fit results of CRs are in Table 50-67.
The numbers of estimated events and observed events in validation regions
(VRs) are in Table 58-66. The comparisons of observed estimated number of
events in VRs are plotted in Figure 54-55.
The estimated events show good agreement with observed data in VRs. There-
fore SRs are unblinded. The (ABCD+)WXYZ method is very complex and the
method which was not used in previous analyses. The agreement in VRs shows
the new possibility for the BG estimation method more reliable than the previous
BG estimation methods which depend mainly on MC samples.
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region description
"No lepton" validation regions
VRZMa Inverted aplanarity cut is applied. Since top and W samples are nor-
malized in tight meff CRs, this region is one of the best VRs for SR
estimation. This region cannot be prepared for SR2jC, since aplanarity
cut is not applied.
VRZma Inverted meff and inverted aplanarity cut are applied. Since top and
W samples are normalized only in tight meff CRs, this region is not
necessarily validate the BG estimation. Therefore, this region is only
used for SR2jC where VRZMa cannot be used.
"One lepton" validation regions. EmissT
′ = |EmissT + ~pT` | is dealt as EmissT
VRWMA SR-like cuts are applied. This region have possibility of disagreement,
since theW+jets to γ+jets ratio is determined in the region with inverted
meff and inverted aplanarity cuts. However, this region is one of the best
VRs since the kinematic selection is similar to SR.
VRWMa Inverted aplanarity cut is applied. This region have possibility of dis-
agreement, since ABCD method εs are determined in γ+jets region.
VRWmA Invertedmeff cut is applied. This region have possibility of disagreement,
since ABCD method εs are determined in γ+jets region.
Two lepton validation regions. EmissT
′ = |EmissT +
∑2
i=1 ~pT
`,i | is dealt as EmissT
VRZll SR-like cuts are applied. This region is one of the best VRs except for
the small number of events, since the kinematic selection is similar to SR
selection. The possibility of disagreement is from the lepton acceptance.
VRZllMa Inverted aplanarity cut is applied. This region have possibility of dis-
agreement, since ABCD method εs are determined in γ+jets region.
VRZllmA Invertedmeff cut is applied. This region have possibility of disagreement,
since ABCD method εs are determined in γ+jets region.
One photon validation regions. EmissT
′ = |EmissT + ~pTγ | is dealt as EmissT
CRYMA SR-like cuts are applied. This region is the validation region for ABCD
method in γ+jets region.
Table 49: The summary of validation regions (VRs). The features of each VR is
described. The implementation of each VR is described in Table 40. In each VR,
discrepancies between expected and observed number of events are investigated.
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SR2jC channel CRT CRW CRQ CRYMA CRYma CRWL
Observed events 37 73 21 100 82 31
Fitted bkg events 37.00 ± 6.08 72.98 ± 8.54 21.00 ± 4.58 99.98 ± 9.68 81.96 ± 8.72 31.11 ± 5.00
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 16.37 ± 4.61 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 6.62 ± 1.44 46.43 ± 9.37 0.00 ± 0.00 1.29 ± 0.36 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.09 ± 0.03 1.43 ± 0.09 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 26.34 ± 6.55 8.10 ± 2.29 0.00 ± 0.00 0.33 ± 0.19 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 3.95 ± 0.39 17.02 ± 1.73 4.62 ± 0.54 0.53 ± 0.04 0.41 ± 0.16 4.71 ± 0.72
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.44+0.66−0.44 3.12 ± 2.82
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 1.52 ± 0.31 0.00 ± 0.00
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.59 ± 0.32
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 97.83 ± 9.69 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 79.58 ± 8.80 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 22.69 ± 5.48
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Table 50: SR2jC : Background fit results for the contorol regionsCRT,CRW,CRQ,
CRYMA, CRYma and CRWL, for an integrated luminosity of
∫
L dt = 3.2 fb−1.
The errors are the statistical plus systematic uncertainties.
SR2jC channel CRTL CRZllL CRWVL CRZllVL CRTVL
Observed events 9 8 4020 721 2603
Fitted bkg events 8.98 ± 2.97 8.00 ± 2.83 4018.11 ± 69.36 720.93 ± 26.35 2603.21 ± 79.46
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 0.67 ± 0.28 0.43 ± 0.29 324.55 ± 16.74 73.43 ± 4.37 73.97 ± 5.34
Fitted TopL events 5.89 ± 3.10 0.05+0.65−0.05 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 449.64 ± 138.98 59.80 ± 17.86 2105.64 ± 617.60
Fitted WjetsL events 2.38 ± 0.81 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.12+0.16−0.12 414.28+554.24−414.28
Fitted ZjetsL events 0.04 ± 0.02 7.53 ± 2.91 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 60.01 ± 7.60 0.00 ± 0.00 9.33 ± 2.75
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 3183.92 ± 152.07 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 587.58 ± 31.78 0.00 ± 0.00
Table 51: SR2jC : Background fit results for the contorol regions CRTL, CRZllL,
CRWVL,CRZllVL, andCRTVL, for an integrated luminosity of
∫
L dt = 3.2 fb−1.
The errors are the statistical plus systematic uncertainties.
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SR4jL channel CRT CRW CRQ CRYMa CRYma CRYmA
Observed events 24 40 104 31 243 133
Fitted bkg events 24.01 ± 4.90 39.99 ± 6.33 104.01 ± 10.20 30.97 ± 6.38 243.13 ± 32.98 132.93 ± 18.22
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 95.39 ± 10.23 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 4.05 ± 1.34 23.15 ± 7.18 0.00 ± 0.00 0.53 ± 0.21 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.07 ± 0.02 1.10 ± 0.40 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 17.08 ± 5.33 4.87 ± 2.02 0.00 ± 0.00 0.30 ± 0.15 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 2.80 ± 0.36 10.87 ± 1.37 8.62 ± 0.83 0.20 ± 0.04 1.49 ± 0.21 1.17 ± 0.18
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 4.20 ± 1.79 0.98 ± 0.54
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 5.15 ± 3.64 2.78 ± 0.42
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 29.95 ± 6.37 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 127.99 ± 18.14
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 232.28 ± 33.30 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Table 52: SR4jL : Background fit results for the contorol regionsCRT,CRW,CRQ,
CRYMa, CRYma and CRYmA, for an integrated luminosity of
∫
L dt = 3.2 fb−1.
The errors are the statistical plus systematic uncertainties.
SR4jL channel CRWL CRTL CRZllL CRWVL CRZllVL CRTVL
Observed events 97 78 15 680 116 1034
Fitted bkg events 97.00 ± 9.63 77.96 ± 9.35 15.01 ± 3.87 680.03 ± 57.05 116.02 ± 10.56 1033.90 ± 32.62
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 16.45 ± 2.38 4.84 ± 0.41 4.04 ± 0.55 89.17 ± 7.56 20.20 ± 1.69 27.69 ± 2.82
Fitted TopL events 12.53 ± 4.65 59.14 ± 18.60 1.16 ± 0.60 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 137.89 ± 28.85 20.48 ± 4.73 895.76 ± 166.95
Fitted WjetsL events 0.00 ± 0.00 13.87 ± 13.26 0.01 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.03 ± 0.02 106.81+158.04−106.81
Fitted ZjetsL events 0.59 ± 0.24 0.11 ± 0.05 9.79 ± 3.96 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 11.99 ± 1.82 0.00 ± 0.00 3.63 ± 0.66
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 67.44 ± 10.16 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 440.98 ± 60.77 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 75.31 ± 11.68 0.00 ± 0.00
Table 53: SR4jL : Background fit results for the contorol regions CRWL, CRTL,
CRZllL, CRWVL, CRZllVL and CRTVL, for an integrated luminosity of
∫
L dt =
3.2 fb−1. The errors are the statistical plus systematic uncertainties.
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SR4jM channel CRT CRW CRQ CRYMa CRYma CRYmA
Observed events 91 126 183 140 284 52
Fitted bkg events 90.99 ± 9.54 125.99 ± 11.23 182.97 ± 13.53 139.97 ± 24.39 283.88 ± 47.73 51.98 ± 10.72
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 167.47 ± 13.61 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 16.22 ± 3.49 83.86 ± 12.42 0.00 ± 0.00 2.34 ± 0.48 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.20 ± 0.02 1.82 ± 0.15 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 67.56 ± 10.60 15.32 ± 3.36 0.00 ± 0.00 0.98 ± 0.40 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 7.01 ± 0.41 25.00 ± 2.58 15.49 ± 1.45 1.05 ± 0.10 1.84 ± 0.14 0.33 ± 0.09
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 4.92 ± 2.13 0.22 ± 0.19
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 6.29 ± 4.51 0.79 ± 0.18
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 135.61 ± 24.38 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 50.64 ± 10.72
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 270.84 ± 48.10 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Table 54: SR4jM : Background fit results for the contorol regions CRT, CRW,
CRQ, CRYMa, CRYma and CRYmA, for an integrated luminosity of
∫
L dt =
3.2 fb−1. The errors are the statistical plus systematic uncertainties.
SR4jM channel CRWL CRTL CRZllL CRWVL CRZllVL CRTVL
Observed events 115 95 14 600 100 947
Fitted bkg events 115.12 ± 13.94 94.96 ± 10.47 14.00 ± 3.74 599.62 ± 67.87 100.12 ± 9.47 946.97 ± 30.83
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 19.02 ± 2.26 5.23 ± 0.97 4.80 ± 0.72 75.83 ± 6.03 16.93 ± 1.11 23.67 ± 2.55
Fitted TopL events 14.25 ± 5.49 72.49 ± 23.16 1.32 ± 0.79 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 124.92 ± 25.16 19.00 ± 3.92 827.31 ± 142.10
Fitted WjetsL events 0.00 ± 0.00 17.13 ± 17.11 0.01+0.01−0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.03 ± 0.01 92.72+136.60−92.72
Fitted ZjetsL events 0.45 ± 0.22 0.11 ± 0.05 7.87 ± 3.91 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 10.59 ± 1.70 0.00 ± 0.00 3.27 ± 0.65
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 81.40 ± 14.40 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 388.27 ± 70.10 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 64.16 ± 10.18 0.00 ± 0.00
Table 55: SR4jM : Background fit results for the contorol regions CRWL, CRTL,
CRZllL, CRWVL, CRZllVL and CRTVL, for an integrated luminosity of
∫
L dt =
3.2 fb−1. The errors are the statistical plus systematic uncertainties.
113
SR6jL channel CRT CRW CRQ CRYMa CRYma CRYmA
Observed events 20 25 49 6 23 11
Fitted bkg events 20.00 ± 4.47 25.00 ± 5.00 48.99 ± 7.04 6.00 ± 2.64 22.96 ± 7.92 10.99 ± 4.34
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 46.19 ± 7.12 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 5.24 ± 1.75 18.47 ± 5.36 0.00 ± 0.00 0.46 ± 0.24 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.05 ± 0.01 0.17 ± 0.07 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 12.93 ± 5.01 2.10 ± 0.95 0.00 ± 0.00 0.14 ± 0.10 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 1.78 ± 0.20 4.26 ± 0.62 2.80 ± 0.76 0.11 ± 0.06 0.31 ± 0.12 0.12 ± 0.06
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 1.23 ± 0.47 0.28 ± 0.18
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.64 ± 0.21 0.20 ± 0.12
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 5.29 ± 2.65 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 10.39 ± 4.37
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 20.78 ± 7.97 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Table 56: SR6jL : Background fit results for the contorol regionsCRT,CRW,CRQ,
CRYMa, CRYma and CRYmA, for an integrated luminosity of
∫
L dt = 3.2 fb−1.
The errors are the statistical plus systematic uncertainties.
SR6jL channel CRWL CRTL CRZllL CRWVL CRZllVL CRTVL
Observed events 14 24 1 51 8 168
Fitted bkg events 14.01 ± 4.94 23.95 ± 4.88 1.10+2.70−1.10 50.93 ± 8.38 8.04 ± 2.24 168.00 ± 13.29
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted GAMMAjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Diboson events 2.44 ± 0.59 0.95 ± 0.28 0.67 ± 0.13 10.89 ± 1.60 2.76 ± 0.59 3.99 ± 0.80
Fitted TopL events 3.16 ± 1.04 20.58 ± 5.47 0.43 ± 0.28 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted TopVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 16.92 ± 4.65 2.35 ± 0.84 147.81 ± 25.83
Fitted WjetsL events 0.00 ± 0.00 2.42 ± 2.12 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 15.79+19.46−15.79
Fitted ZjetsL events 0.00 ± 0.10 0.00 ± 0.05 0.00 ± 2.68 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.96 ± 0.18 0.00 ± 0.00 0.40+0.45−0.40
Fitted CRYMA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRYL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWL events 8.42 ± 5.15 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted CRWVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 22.16 ± 9.77 0.00 ± 0.00 0.00 ± 0.00
Fitted CRZllVL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 2.93 ± 2.36 0.00 ± 0.00
Table 57: SR6jL : Background fit results for the contorol regions CRWL, CRTL,
CRZllL, CRWVL, CRZllVL and CRTVL, for an integrated luminosity of
∫
L dt =
3.2 fb−1. The errors are the statistical plus systematic uncertainties.
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SR2jC channel VRZma VRZll VRWMA
Observed events 35 5 32
Fitted bkg events 39.91 ± 7.65 6.34 ± 1.61 30.45 ± 6.98
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.00 ± 0.00 0.00 ± 0.00 0.22 ± 0.13
Fitted Wjets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 0.00 ± 0.00 0.15 ± 0.07 2.04 ± 1.00
Fitted Diboson events 5.13 ± 2.73 1.69 ± 1.00 6.47 ± 3.35
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted TopL events 1.42 ± 1.09 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 5.25 ± 0.58 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZma events 28.10 ± 7.18 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZll events 0.00 ± 0.00 4.51 ± 1.27 0.00 ± 0.00
Fitted VRWMA events 0.00 ± 0.00 0.00 ± 0.00 21.71 ± 6.13
MC exp. SM events 41.29 6.11 31.53
MC exp. Multijets events 0.00 0.00 0.00
MC exp. Zjets events 0.00 0.00 0.22
MC exp. Wjets events 0.00 0.00 0.00
MC exp. Top events 0.00 0.26 3.69
MC exp. Diboson events 5.13 1.69 6.47
MC exp. ZjetsL events 0.00 0.00 0.00
MC exp. TopL events 0.92 0.00 0.00
MC exp. WjetsL events 5.25 0.00 0.00
MC exp. VRZma events 29.98 0.00 0.00
MC exp. VRZll events 0.00 4.16 0.00
MC exp. VRWMA events 0.00 0.00 21.16
Table 58: SR2jC : Background fit results for the validation regions VRZma,
VRZll, and VRWMA, for an integrated luminosity of
∫
L dt = 3.2 fb−1. Nominal
MC expectations (normalised to MC cross-sections) are given for comparison.
The errors are the statistical plus systematic uncertainties.
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SR4jL channel VRZMa VRZll VRZllmA VRZllMa
Observed events 18 1 6 3
Fitted bkg events 17.15 ± 4.35 1.29 ± 0.50 7.01 ± 2.07 1.65 ± 0.61
Fitted Multijets events 0.09 ± 0.02 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 2.74 ± 0.92 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 1.40 ± 0.58 0.00+0.01−0.00 0.44 ± 0.28 0.02+0.18−0.02
Fitted Diboson events 5.43 ± 2.78 0.72 ± 0.43 2.09 ± 1.09 0.58 ± 0.36
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZMa events 7.49 ± 3.15 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZll events 0.00 ± 0.00 0.57 ± 0.26 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZllMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 1.05 ± 0.44
Fitted VRZllmA events 0.00 ± 0.00 0.00 ± 0.00 4.48 ± 1.74 0.00 ± 0.00
MC exp. SM events 22.90 1.43 8.97 2.05
MC exp. Multijets events 0.07 0.00 0.00 0.00
MC exp. Wjets events 4.47 0.00 0.00 0.00
MC exp. Top events 2.69 0.01 0.84 0.04
MC exp. Diboson events 5.43 0.72 2.09 0.58
MC exp. TopL events 0.00 0.00 0.00 0.00
MC exp. WjetsL events 0.00 0.00 0.00 0.00
MC exp. VRZma events 0.00 0.00 0.00 0.00
MC exp. VRZMa events 10.24 0.00 0.00 0.00
MC exp. VRZmA events 0.00 0.00 0.00 0.00
MC exp. VRZll events 0.00 0.70 0.00 0.00
MC exp. VRZllMa events 0.00 0.00 0.00 1.43
MC exp. VRZllmA events 0.00 0.00 6.03 0.00
Table 59: SR4jL : Backgroundfit results for the validation regionsVRZMa,VRZll,
VRZllmA, and VRZllMa, for an integrated luminosity of
∫
L dt = 3.2 fb−1. Nom-
inal MC expectations (normalised toMC cross-sections) are given for comparison.
The errors are the statistical plus systematic uncertainties.
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SR4jL channel CRYMA
Observed events 12
Fitted bkg events 16.99 ± 3.87
Fitted Wjets events 0.23 ± 0.09
Fitted Zjets events 0.00 ± 0.00
Fitted Top events 0.18 ± 0.12
Fitted Diboson events 0.24 ± 0.17
Fitted CRYMA events 16.34 ± 3.86
MC exp. SM events 11.41
MC exp. Wjets events 0.38
MC exp. Zjets events 0.00
MC exp. Top events 0.35
MC exp. Diboson events 0.24
MC exp. CRYMA events 10.44
Table 60: SR4jL : Background fit results for the validation region CRYMA, for an
integrated luminosity of
∫
L dt = 3.2 fb−1. NominalMC expectations (normalised
to MC cross-sections) are given for comparison. The errors are the statistical plus
systematic uncertainties.
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SR4jL channel VRWMA VRWMa VRWmA
Observed events 5 16 50
Fitted bkg events 5.54 ± 1.50 11.50 ± 3.50 42.35 ± 12.97
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.05 ± 0.02 0.10 ± 0.03 0.36 ± 0.09
Fitted Top events 0.36 ± 0.19 1.04 ± 0.51 2.59 ± 0.96
Fitted Diboson events 1.73 ± 0.91 2.88 ± 1.56 7.40 ± 3.93
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRWMA events 3.41 ± 1.16 0.00 ± 0.00 0.00 ± 0.00
Fitted VRWMa events 0.00 ± 0.00 7.49 ± 3.15 0.00 ± 0.00
Fitted VRWmA events 0.00 ± 0.00 0.00 ± 0.00 32.00 ± 12.44
MC exp. SM events 5.98 15.20 55.83
MC exp. Multijets events 0.00 0.00 0.00
MC exp. Zjets events 0.05 0.10 0.36
MC exp. Top events 0.69 1.99 4.97
MC exp. Diboson events 1.73 2.88 7.41
MC exp. TopL events 0.00 0.00 0.00
MC exp. ZjetsL events 0.00 0.00 0.00
MC exp. VRWMA events 3.52 0.00 0.00
MC exp. VRWMa events 0.00 10.24 0.00
MC exp. VRWmA events 0.00 0.00 43.10
Table 61: SR4jL : Background fit results for the validation regions VRWMA,
VRWMa, and VRWmA, for an integrated luminosity of
∫
L dt = 3.2 fb−1. Nom-
inal MC expectations (normalised toMC cross-sections) are given for comparison.
The errors are the statistical plus systematic uncertainties.
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SR4jM channel VRZMa VRZll VRZllmA VRZllMa
Observed events 68 1 4 12
Fitted bkg events 74.50 ± 13.44 1.38 ± 0.43 2.40 ± 0.64 7.48 ± 1.85
Fitted Multijets events 0.91 ± 0.14 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 14.73 ± 2.83 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
Fitted Top events 7.88 ± 1.90 0.05 ± 0.04 0.11 ± 0.07 0.42 ± 0.15
Fitted Diboson events 17.69 ± 9.01 0.57 ± 0.33 0.53 ± 0.33 2.36 ± 1.23
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZMa events 33.29 ± 9.65 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZll events 0.00 ± 0.00 0.76 ± 0.27 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZllMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 4.69 ± 1.36
Fitted VRZllmA events 0.00 ± 0.00 0.00 ± 0.00 1.75 ± 0.54 0.00 ± 0.00
MC exp. SM events 90.52 1.51 2.97 8.75
MC exp. Multijets events 0.70 0.00 0.00 0.00
MC exp. Wjets events 18.66 0.00 0.00 0.01
MC exp. Top events 13.13 0.09 0.19 0.70
MC exp. Diboson events 17.69 0.57 0.53 2.36
MC exp. TopL events 0.00 0.00 0.00 0.00
MC exp. WjetsL events 0.00 0.00 0.00 0.00
MC exp. VRZma events 0.00 0.00 0.00 0.00
MC exp. VRZMa events 40.33 0.00 0.00 0.00
MC exp. VRZmA events 0.00 0.00 0.00 0.00
MC exp. VRZll events 0.00 0.85 0.00 0.00
MC exp. VRZllMa events 0.00 0.00 0.00 5.68
MC exp. VRZllmA events 0.00 0.00 2.25 0.00
Table 62: SR4jM : Background fit results for the validation regions VRZMa,
VRZll, VRZllmA, andVRZllMa, for an integrated luminosity of
∫
L dt = 3.2 fb−1.
Nominal MC expectations (normalised to MC cross-sections) are given for com-
parison. The errors are the statistical plus systematic uncertainties.
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SR4jM channel VRWMA VRWMa VRWmA
Observed events 9 55 13
Fitted bkg events 6.38 ± 1.53 47.68 ± 11.02 15.35 ± 4.02
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.08 ± 0.02 0.40 ± 0.11 0.10 ± 0.04
Fitted Top events 0.42 ± 0.25 3.97 ± 1.00 0.71 ± 0.23
Fitted Diboson events 1.13 ± 0.62 10.02 ± 5.27 2.11 ± 1.22
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRWMA events 4.76 ± 1.34 0.00 ± 0.00 0.00 ± 0.00
Fitted VRWMa events 0.00 ± 0.00 33.29 ± 9.65 0.00 ± 0.00
Fitted VRWmA events 0.00 ± 0.00 0.00 ± 0.00 12.43 ± 3.84
MC exp. SM events 6.10 57.38 19.39
MC exp. Multijets events 0.00 0.00 0.00
MC exp. Zjets events 0.08 0.40 0.10
MC exp. Top events 0.70 6.62 1.19
MC exp. Diboson events 1.13 10.02 2.11
MC exp. TopL events 0.00 0.00 0.00
MC exp. ZjetsL events 0.00 0.00 0.00
MC exp. VRWMA events 4.19 0.00 0.00
MC exp. VRWMa events 0.00 40.33 0.00
MC exp. VRWmA events 0.00 0.00 15.99
Table 63: SR4jM : Background fit results for the validation regions VRWMA,
VRWMa, and VRWmA, for an integrated luminosity of
∫
L dt = 3.2 fb−1. Nom-
inal MC expectations (normalised toMC cross-sections) are given for comparison.
The errors shown are the statistical plus systematic uncertainties. The errors shown
for the signal region are systematic uncertainties only.
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SR4jM channel CRYMA
Observed events 19
Fitted bkg events 22.88 ± 5.87
Fitted Wjets events 0.51 ± 0.20
Fitted Zjets events 0.00 ± 0.00
Fitted Top events 0.27 ± 0.20
Fitted Diboson events 0.25 ± 0.18
Fitted CRYMA events 21.85 ± 5.85
MC exp. SM events 14.05
MC exp. Wjets events 0.65
MC exp. Zjets events 0.00
MC exp. Top events 0.45
MC exp. Diboson events 0.25
MC exp. CRYMA events 12.70
Table 64: SR4jM : Background fit results for the validation region CRYMA, for an
integrated luminosity of
∫
L dt = 3.2 fb−1. NominalMC expectations (normalised
to MC cross-sections) are given for comparison. The errors are the statistical plus
systematic uncertainties.
121
SR6jL channel VRZMa VRZll VRZllmA VRZllMa
Observed events 10 0 1 2
Fitted bkg events 8.79 ± 2.33 0.25 ± 0.19 0.67 ± 0.42 0.59 ± 0.33
Fitted Multijets events 0.03 ± 0.02 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Wjets events 3.47 ± 1.32 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Top events 1.26 ± 0.69 0.00+0.00−0.00 0.04+0.04−0.04 0.01+0.02−0.01
Fitted Diboson events 2.44 ± 1.29 0.15+0.15−0.15 0.18 ± 0.13 0.35 ± 0.25
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted WjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZma events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZMa events 1.59 ± 1.52 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZmA events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZll events 0.00 ± 0.00 0.10+0.10−0.10 0.00 ± 0.00 0.00 ± 0.00
Fitted VRZllMa events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.23 ± 0.22
Fitted VRZllmA events 0.00 ± 0.00 0.00 ± 0.00 0.44 ± 0.41 0.00 ± 0.00
MC exp. SM events 12.34 0.35 0.80 0.97
MC exp. Multijets events 0.02 0.00 0.00 0.00
MC exp. Wjets events 2.58 0.00 0.00 0.00
MC exp. Top events 3.06 0.01 0.10 0.02
MC exp. Diboson events 2.45 0.15 0.18 0.36
MC exp. TopL events 0.00 0.00 0.00 0.00
MC exp. WjetsL events 0.00 0.00 0.00 0.00
MC exp. VRZma events 0.00 0.00 0.00 0.00
MC exp. VRZMa events 4.23 0.00 0.00 0.00
MC exp. VRZmA events 0.00 0.00 0.00 0.00
MC exp. VRZll events 0.00 0.20 0.00 0.00
MC exp. VRZllMa events 0.00 0.00 0.00 0.60
MC exp. VRZllmA events 0.00 0.00 0.52 0.00
Table 65: SR6jL : Background fit results for the validation regions VRZMa,
VRZll, VRZllmA, and VRZllMa regions, for an integrated luminosity of
∫
L dt =
3.2 fb−1. Nominal MC expectations (normalised to MC cross-sections) are given
for comparison. The errors are the statistical plus systematic uncertainties.
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SR6jL channel VRWMA VRWMa VRWmA
Observed events 1 3 5
Fitted bkg events 1.12 ± 0.72 3.15 ± 1.66 3.89 ± 2.90
Fitted Multijets events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted Zjets events 0.01 ± 0.01 0.03 ± 0.01 0.03 ± 0.01
Fitted Top events 0.06 ± 0.06 0.38 ± 0.21 0.25 ± 0.22
Fitted Diboson events 0.33 ± 0.27 1.15 ± 0.62 0.47 ± 0.42
Fitted TopL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted ZjetsL events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Fitted VRWMA events 0.72 ± 0.67 0.00 ± 0.00 0.00 ± 0.00
Fitted VRWMa events 0.00 ± 0.00 1.59 ± 1.52 0.00 ± 0.00
Fitted VRWmA events 0.00 ± 0.00 0.00 ± 0.00 3.13 ± 2.86
MC exp. SM events 1.37 6.33 4.78
MC exp. Multijets events 0.00 0.00 0.00
MC exp. Zjets events 0.01 0.03 0.03
MC exp. Top events 0.15 0.92 0.61
MC exp. Diboson events 0.33 1.15 0.47
MC exp. TopL events 0.00 0.00 0.00
MC exp. ZjetsL events 0.00 0.00 0.00
MC exp. VRWMA events 0.88 0.00 0.00
MC exp. VRWMa events 0.00 4.23 0.00
MC exp. VRWmA events 0.00 0.00 3.66
Table 66: SR6jL : Background fit results for the validation regions VRWMA,
VRWMa, and VRWmA regions, for an integrated luminosity of
∫
L dt = 3.2 fb−1.
Nominal MC expectations (normalised to MC cross-sections) are given for com-
parison. The errors are the statistical plus systematic uncertainties.
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SR6jL channel CRYMA
Observed events 2
Fitted bkg events 2.55 ± 1.48
Fitted Wjets events 0.14 ± 0.07
Fitted Zjets events 0.00 ± 0.00
Fitted Top events 0.06 ± 0.05
Fitted Diboson events 0.00 ± 0.00
Fitted CRYMA events 2.34 ± 1.48
MC exp. SM events 2.92
MC exp. Wjets events 0.11
MC exp. Zjets events 0.00
MC exp. Top events 0.15
MC exp. Diboson events 0.00
MC exp. CRYMA events 2.66
Table 67: SR6jL : Background fit results for the validation region CRYMA, for an
integrated luminosity of
∫
L dt = 3.2 fb−1. NominalMC expectations (normalised
to MC cross-sections) are given for comparison. The errors are the statistical plus
systematic uncertainties.
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Figure 54: The comparison of expected and observed number of events in the
control regions (CRs) and validation regions (VRs) for SR2jC and SR4jL. The
validation regions are listed in Table 40. In upper pad, the histograms show the
predicted SM number of events and the black dots show the observed number of
events. The blue shaded error bands are statistical error plus systematic uncertain-
ties. The lower pad shows the pull plots for the CRs and the VRs. The plotted
value is
(
nobs − npred
)
/σtot , where nobs and npred are the observed and predicted
number of events, and σtot is the total combination of statistical and systematic
uncertainties. The error bands are plotted only for validation regions.
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Figure 55: The comparison of expected and observed number of events in the
control regions (CRs) and validation regions (VRs) for SR4jM and SR6jL. The
validation regions are listed in Table 40.In upper pad, the histograms show the
predicted SM number of events and the black dots show the observed number of
events. The blue shaded error bands are statistical error plus systematic uncertain-
ties. The lower pad shows the pull plots for the CRs and the VRs. The plotted
value is
(
nobs − npred
)
/σtot , where nobs and npred are the observed and predicted
number of events, and σtot is the total combination of statistical and systematic
uncertainties. The error bands are plotted only for validation regions.
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7 Statistical treatment
In this analysis, the SM process backgrounds (BGs) in signal region (SR) are
estimated with both MC-based and data-driven method. For the BG estimation
using theMC simulated SM samples, control regions (CRs) where the events of the
SMprocesses fully dominate are prepared to normalize the difference of acceptance
between data and MC. For the BG estimation using data-driven method, sufficient
number of CRs are needed to estimate one SM process in SRs. The details are
described in Chapter 6. To estimate the SM process BGs with CRs, a simultaneous
fit in all the CRs is needed. For the evaluation of signal exclusion limit, proper
statistical treatment is needed. These are processed using profile log likelihood
which is described in Sec.7.1 and Sec.7.2. For the exclusion, CLs method is used
and is described in Sec.7.3. In the fit, systematic uncertainties are taken into
account and are described in Sec.7.4.
7.1 Log likelihood
For simplification, at first, the case of one-bin measurement is considered. In such
case, the probability density function (PDF) is
P (n|µsig, S, B) = Pois(n|µsigS + B), (84)
where n is observed number of events, µsig is signal strength, B is expected number
of background events, S is expected number of signal events, and Pois is Poisson
function. µsig = 0 correspond to background-only hypothesis and µsig = 1
correspond to signal and background hypothesis. The likelihood function L is P,
and the fit is executed to maximize log L.
In actual measurement, there are systematic uncertainties in the expected num-
ber of events for signal and background, B(θ) and S(θ) . These θs are the parameter
of systematic uncertainties and the PDF is
P (θ |θ0,σθ0 ) =
∏
j∈Sys
Gaus(θ0j − θ j, σθ0j ), (85)
where Gaus(θ0j − θ j, σθ0j ) is the Gaussian distribution function of θ j around θ
0
j
with standard deviation, σθ j . Since multiple CRs are prepared in this analysis, the
total likelihood function become,
L(n|µsig, S,B, θ) = Pois(nSR |λ(µsig, S, B, θ))SR
·
NCR∏
i∈CR
Pois(ni |λ(µsig, Si, Bi, θ)) ·
∏
j∈Sys
Gaus(θ0j − θ j, σθ0j ),
(86)
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where λ is expected value for Poisson distribution, and λ is a function of µsig, S,
B, and θ.
As described in Chapter. 6, multiple parameters are fitted in multiple CRs.
Therefore, more precisely, λ(µsig, Si, Bi, θ) becomes
λ(µsig, Si, µMCs,B′MCs, Bi, µZ, ε, θ), (87)
where B′MCs and µMCs are the nominal expected numbers of events estimated
from the SM process with MC samples and their normalization factors fitted in
CRs, µZ is the expected number of events for Z (→ νν)+jets in SR, and ε are the
fit parameters used for the estimation of µZ as described in Table 39. For example
in CRWL with ABCD+WXYZ method, using the Eq.(82), the expected value of
Poisson is
λ(µsig, Si, µMCs,B′MCs, Bi, µZ, ε, θ) = µsig · SCRWL + µTopL · BTopCRWL + BdibosonCRWL
+ BZ+jetsCRWL +
(
µZ · εYMA · εYMa · εYmA · εWL · RZ/Y ) ,
(88)
where RZ/Y is included in θ.
7.2 Profile log likelihood
To evaluate p-value of this analysis, profile log likelihood method is used. For the
evaluation of one hypothesized µsig 5, the profile likelihood ratio is given by
qµ =
L(µ| ˆˆθ)
L( µˆ|θˆ) (89)
where θ is a set of the parameters including nuisance ones, ˆˆθ is the θ which
maximize L for one given µ, and µˆ and θˆ are the determined values which
maximize L. If qµ is near 1, it means good agreement between hypothesized µ
value and observed data. It is much convenient to define statistic
tµ = −2 ln qµ, (90)
since qµ moves in the range of [0,1] and tµ moves in the range of [0,∞]. With
this transformation, qµ exclusion can be interpreted with significance defined in
one-sided test of Gaussian distribution.
Now, the discrepancy between data and µ is in proportion to tµ. The degree of
disagreement is then represented by p-value,
pµ =
∫ ∞
tobsµ
f (tµ |µ)dtµ, (91)
5From this section, µsig is represented with µ
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where f (tµ |µ) is the distribution of the tµ as in Figure 56(a). The interpretation of
p−value in significance (Z) is assuming the Gaussian distribution. The p−value
from tµ is converted to Z assuming the relation of Z and p−value in Gaussian
distribution as shown in Figure 56(b).
Figure 56: Distributions of statistics[66]. (a) Distribution of tµ and the re-
lation to p−value from the observed data. (b) Distribution of Gauss function
φ(x) =
(
1/
√
2pi
)
exp
(
−x2/2
)
, and relation between p−value and Z (significance)
is shown.
7.2.1 Approximation for discovery limit
For the discovery limit, background only hypothesis (µ=0) is tested. For the simple
test of discovery limit, we assume the likelihood function,
L(µ) = Poiss(n|µS + B). (92)
Then, the discovery q0 become,
q0 =

−2 ln L(0)L( µˆ) µˆ ≥ 0,
0 µˆ < 0.
(93)
If n is approximated to be µS + B and µ = 1, significance become
Z0 '
√
2
(
(S + B) ln
(
S + B
B
)
− S
)
(94)
For the case B  S, this can be expanded to be
Z0 ' S√
B
. (95)
This is widely used to evaluate significance simply.
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7.3 CLS technique
In this analysis CLS [67] is used for the upper limit calculation.
In past, for the signal exclusion fit, p-value with µ = 1 hypothesis is calculated.
With such p−value (pS+B), CLS+B = pS+B is defined and used for confidence
level (CL) of exclusion. This is the case for measurement with large number of
events. However, this is not appropriate for number-counting measurement like
this analysis. The sensitivity is evaluated with CLB = 1 − pB, where pB is the
p−value with µ = 0 hypothesis. If the expected number of events in a SR is small,
the f (tµ |µ) for µ = 1 and µ = 0 are similar as in Figure 57. In this case, the
signal is excluded because the CLS+B is small, even though the measurement has
low sensitivity because the CLB is small. To avoid this problem, CLS technique is
used. This assumes the probability of S+B ≤ Nobs under the condition, B ≤ Nobs,
i.e.
P ((S + B) ≤ Nobs |B ≤ Nobs) = P ((S + B) ≤ Nobs)P(B ≤ Nobs) . (96)
If these are interpreted to CL, CLS is defined:
CLS =
CLS+B
CLB
, (97)
where CLB is the CL for background only hypothesis. This CLS is widely used in
particle physics to evaluate the exclusion confidence level.
7.4 Systematic uncertainties
The origin of systematic uncertainties are classified into experimental uncertainties
and theoretical uncertainties. These uncertainties are taken into account in the final
fit as nuisance parameters.
7.4.1 Experimental uncertainties
The primary candidates of experimental uncertainties are luminosity uncertainty,
jet energy scale (JES) uncertainty, jet energy resolution (JER), and EmissT resolution
(MER) and these uncertainties are taken into account in the fit. The lepton
reconstruction uncertainties and b−tag uncertainties are not considered since the
effect for the SRs are expected to be negligible.
Luminosity uncertainty: The uncertainties on the integrated luminosity is±5%.
This uncertainty is considered only in the exclusion fit.
JES uncertainty: The measurement of JES is described in Refs.[69–71]. The
uncertainties are measured as a function of pT and η of jet (Figure 58).
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Figure 57: The distribution of the tµ under the hypothesis of µ = 0 and µ = 1 [68].
CLB = 1 − pB and CLS+B = pS+B.
JER: The measurement of JER is described in Ref.[72]. The uncertainty of JER
is added in the fit.
MET SoftTerm: As described in Sec.4.6, EmissT consists of objects and "Soft-
Term". The systematic uncertainties from each object are separated from "MET"
uncertainty. Thus, the resolution and scale uncertainties from EmissT
, SoftTerm are
taken into account.
7.4.2 Theoretical uncertainties
The considered theoretical uncertainties are the uncertainties from theoretical
modelling of SM backgrounds with MC, the uncertainties from data-driven BG
estimation (Sec. 6.5), and theoretical uncertainty of signal cross section.
MC uncertainties The theoretical uncertainties of SM MCs are evaluated with
comparing the different generators. ForW/Z+jetsMCs, the difference of Sherpa2.1
andMadgraph5+Pythia8 is used. For tt¯ MCs, the difference between Powheg-
Box+Pythia6 and "aMC@NLO+Herwig++", the parton showering difference
between Pythia8 andHerwig++, and the difference in tuning of underlying events
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Figure 58: JES uncertainties estimated with
√
s = 13 TeV data with 25 ns bunch
spacing[71]. The green band shows the total uncertainty for
√
s = 13 TeV data.
The purple band shows the total uncertainty for
√
s = 8 TeV data (Run1). (a)
shows the uncertainty as a function of p jetT in η = 0. (b) shows the uncertainty as
a function of η with p jetT = 40 GeV.
between A14[73] and Perugia2012[74] are taken into account. For the MCs in-
cluding diboson processes, a flat 50% scale uncertainty is applied conservatively
to cover all the uncertainties including PDF uncertainty and this uncertainty is
applied only in SRs and validation regions (VRs) where the background estima-
tion method is validated. In addition to these theoretical uncertainties, statistical
uncertainties of MC samples are also taken into account.
Uncertainties from data-driven BG estimation This is the uncertainty from
the BG estimation method. The details of this uncertainties are described in
Sec.6.5.
Signal cross section uncertainty This uncertainty consists of these three com-
ponents.
• Scale uncertainty : Uncertainties from factorization and renormalization
scale. Both scales are varied with factors of 0.5 and 2, and the difference
from nominal is evaluated as scale uncertainties.
• PDF uncertainty : PDF are extrapolated from experimental measurement,
such as HERA[75] and Tevatron. The propagation of uncertainties are
evaluated with CTEQ[76] and MSTW[77] PDF sets.
• Strong coupling (αs) uncertainty: The cross section uncertainties from αS
variation with CTEQ is considered.
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8 Results
The estimated and observed events after the fits are described in 8.1. The interpret-
ation of the results using simplified model of gluino pair-production is described
in 8.2.
8.1 Fit results for signal region
The observed events and expected events of SR2jC, SR4jL, SR4jM, SR6jL are
summarized in Table 68. The breakdown of dominant systematic errors in each
Signal regions SR2jL SR4jL SR4jM SR6jL
Observed events 45 12 14 4
Fitted bkg events 44.51 ± 9.37 9.21 ± 2.39 11.45 ± 2.40 2.79 ± 0.96
Fitted Multijets events 0.06 ± 0.02 0.01+0.02−0.01 0.01+0.01−0.01 0.11 ± 0.04
Fitted Wjets events 5.51 ± 1.20 1.66 ± 0.74 2.58 ± 0.99 1.20 ± 0.53
Fitted Top events 1.34 ± 0.68 0.78 ± 0.41 1.19 ± 0.30 0.28 ± 0.21
Fitted Diboson events 10.70 ± 5.40 2.67 ± 1.37 2.31 ± 1.19 0.49 ± 0.26
Fitted Z_SR events 26.89 ± 7.57 4.08 ± 1.84 5.36 ± 1.92 0.70+0.74−0.70
MC exp. SM events 46.69 11.91 13.60 3.56
MC exp. Multijets events 0.04 0.01 0.01 0.10
MC exp. Wjets events 8.72 2.71 3.28 0.89
MC exp. Top events 2.43 1.50 1.99 0.66
MC exp. Diboson events 10.70 2.67 2.31 0.49
MC exp. Z_SR events 24.80 5.02 6.02 1.41
Table 68: Background fit results for the Signal regions for an integrated luminosity
of
∫
L dt = 3.2 fb−1. NominalMCexpectations (normalised toMCcross-sections)
are given for comparison.
SR is summarized in Table 69 -72.
The distributions of meff and aplanarity in each signal region are shown in
Figure 59-60. The distribution of Z+jets events in SR is evaluated from the dis-
tribution of γ+jets events in CRYMA region with normalization factor (1/εYMA).
These are not the actual estimated number of events for SR4jL, SR4jM, and SR6jL,
because the number of events in CRYMA is estimated with ABCD method.
Since significant excess is not observed, model independent upper limits are
calculated conservatively. The summary of limits are in Table 73. It shows 95%
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Uncertainty of channel SR_cuts
Total background expectation 44.51
Total statistical error (
√
Nexp) ±6.67
Total background systematic error ±9.37 [21.05%]
µZ ±7.57 [17.0%]
Systematics Dibosons ±5.35 [12.0%]
JES ±1.35 [3.04%]
µW jets ±1.15 [2.6%]
MC statistics ±0.74 [1.7%]
Generator Top ±0.58 [1.3%]
Generator W ±0.35 [0.79%]
µTop ±0.34 [0.77%]
Top radiation ±0.13 [0.30%]
Top tuning ±0.13 [0.30%]
MET SoftTerm ±0.12 [0.27%]
JER ±0.11 [0.26%]
µMulti jets ±0.02 [0.04%]
Top flagmentation ±0.01 [0.02%]
Table 69: Breakdown of the dominant systematic uncertainties in the estim-
ated number of background events in SR2jC. Note that the uncertainties can be
correlated, and do not necessarily add up quadratically to the total background
uncertainty. The percentages show the size of the uncertainty relative to the total
expected background.
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Uncertainty of channel SR_cuts
Total background expectation 9.21
Total statistical error (
√
Nexp) ±3.03
Total background systematic error ±2.39 [25.98%]
µZ ±1.84 [20.0%]
Systematics Dibosons ±1.33 [14.5%]
µW jets ±0.54 [5.9%]
Generator W ±0.48 [5.3%]
MC statistics ±0.38 [4.1%]
JES ±0.37 [4.0%]
Generator Top ±0.31 [3.3%]
µTop ±0.25 [2.7%]
Top flagmentation ±0.14 [1.5%]
MET SoftTerm ±0.12 [1.31%]
Top tuning ±0.08 [0.85%]
Top radiation ±0.08 [0.85%]
JER ±0.06 [0.66%]
µMulti jets ±0.00 [0.03%]
Table 70: Breakdown of the dominant systematic uncertainties in the estim-
ated number of background events in SR4jL. Note that the uncertainties can be
correlated, and do not necessarily add up quadratically to the total background
uncertainty. The percentages show the size of the uncertainty relative to the total
expected background.
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Uncertainty of channel SR_cuts
Total background expectation 11.45
Total statistical error (
√
Nexp) ±3.38
Total background systematic error ±2.40 [21.01%]
µZ ±1.92 [16.7%]
Systematics Dibosons ±1.15 [10.1%]
Generator W ±0.81 [7.0%]
MC statistics ±0.42 [3.6%]
µW jets ±0.40 [3.5%]
JES ±0.39 [3.4%]
JER ±0.24 [2.1%]
µTop ±0.19 [1.7%]
Top radiation ±0.12 [1.0%]
Top tuning ±0.12 [1.0%]
Generator Top ±0.11 [0.92%]
MET SoftTerm ±0.03 [0.27%]
Top flagmentation ±0.02 [0.17%]
µMulti jets ±0.00 [0.01%]
Table 71: Breakdown of the dominant systematic uncertainties in the estim-
ated number of background events in SR4jM. Note that the uncertainties can be
correlated, and do not necessarily add up quadratically to the total background
uncertainty. The percentages show the size of the uncertainty relative to the total
expected background.
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Uncertainty of channel SR_cuts
Total background expectation 2.79
Total statistical error (
√
Nexp) ±1.67
Total background systematic error ±0.96 [34.54%]
µZ ±0.74 [26.4%]
µW jets ±0.36 [12.8%]
Generator W ±0.32 [11.3%]
MC statistics ±0.28 [9.9%]
Systematics Dibosons ±0.25 [8.8%]
Generator Top ±0.17 [6.0%]
µTop ±0.11 [3.9%]
JES ±0.09 [3.4%]
MET SoftTerm ±0.05 [1.7%]
Top flagmentation ±0.04 [1.5%]
µMulti jets ±0.04 [1.4%]
Top radiation ±0.03 [1.0%]
Top tuning ±0.03 [1.0%]
JER ±0.03 [0.97%]
Table 72: Breakdown of the dominant systematic uncertainties in the estim-
ated number of background events in SR6jL. Note that the uncertainties can be
correlated, and do not necessarily add up quadratically to the total background
uncertainty. The percentages show the size of the uncertainty relative to the total
expected background.
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Signal channel 〈σ〉95obs[fb] S95obs S95exp CLB p(s = 0)
SR2jC 7.45 23.9 23.5+7.5−5.4 0.52 0.47
SR4jL 3.47 11.1 9.1+3.9−2.8 0.71 0.25
SR4jM 3.67 11.8 10.0+4.3−2.9 0.68 0.29
SR6jL 1.98 6.4 5.7+2.6−1.7 0.66 0.30
Table 73: Left to right: 95% CL upper limits on the visible cross section (〈σ〉95obs)
and on the number of signal events (S95obs ). The third column (S
95
exp) shows the 95%
CL upper limit on the number of signal events, given the expected number (and
±1σ excursions on the expectation) of background events. The last two columns
indicate theCLB value, i.e. the confidence level observed for the background-only
hypothesis, and the discovery p-value (p(s = 0)).
CL upper limits to visible cross section ( 〈σ〉95obs ), observed number of signal
events ( S95obs), expected number of signal events (S
95
exp) , and the p0 value.
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(a) meff distribution in SR2jC.
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(c) meff distribution in SR4jM.
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(d) meff distribution in SR6jL.
Figure 59: meff distributions in each SR before the meff cut (shown with red
arrow). The black dots show the observed data events. The red histogram show
the total SM backgrounds. The dashed lines show the expected signal histograms
from MC simulation. The normalization of top, W, and multi-jet samples are
from the fit results. The meff distributions of Z+jets samples are evaluated from
γ+jets events in CRYMA region, and the normalization factor is the inverse of
εYMA. The red shaded band in SM Total and yellow band in ratio plot show the
total combined error of the MC statistical error, systematic errors, fitting error in
normalization factor, and data statistical error in γ+jets events. Systematic errors
are generator uncertainties and JES uncertainty as described in Sec.7.4. Errors in
the normalization factors and systematic uncertainties are applied independently,
though they have correlation. Therefore the errors become larger than the actual
ones. In SR4jL, SR4jM, SR6jL, the number of events in CRYMA is estimated
with ABCD method, and hence the errors from data statistics in Z+jets (γ+jets)
become larger than actual ones. 139
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(c) aplanarity distribution in SR6jL.
Figure 60: Aplanarity distributions in each SR before the aplanarity cut (shown
with red arrow). The black dots show the observed data events. The red histogram
show the total SM backgrounds. The dashed lines show the expected signal
histograms from MC simulation. The normalization of top, W, and multi-jet
samples are from the fit results. The aplanarity distributions of Z+jets samples are
evaluated from γ+jets events in CRYMA region, and the normalization factor is
the inverse of εYMA. The red shaded band in SM Total and yellow band in ratio
plot show the total combined error of the MC statistical error, systematic errors,
fitting error in normalization factor, and data statistical error in γ+jets events.
Systematic errors are generator uncertainties and JES uncertainty as described
in Sec.7.4. Errors in the normalization factors and systematic uncertainties are
applied independently, though they have correlation. Therefore the errors become
larger than the actual ones. In SR4jL, SR4jM, SR6jL, the number of events in
CRYMA is estimated with ABCDmethod, and hence the errors from data statistics
in Z+jets (γ+jets) become larger than actual ones.
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8.2 Interpretations and discussions
The Figure 61 shows the limit for the gluino direct-decay simiplified model. For
the case m( χ˜01) = 0, the gluino mass is excluded up to 1530 GeV. The comparison
with the CMS Run1 analysis with MT2 variable[78] is shown in Figure 62.
The Figure 63 shows the limit for the gluino onestep-decay simplified model.
For the case m( χ˜01) = 0, the gluino mass is excluded up to 1510 GeV. There is
no results from the Run1 CMS experiment with the same signal samples. As a
reference, the results of the Run1 CMS experiment using different gluino onestep-
decay simplified model is shown in Figure 64. The model include neutral Next
to Lightest SUSY Particle(NLSP) which decays into Z in addition to the onestep-
decay simplified model of this thesis.
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Figure 61: Exclustion contour with 95%CL for gluino pair-production with gluino
decaying directly into LSP and quarks. The blue dashed contour and yellow band
show the expected limit with 1σ excursion with systematic uncertainties. The red
solid and dotted contours show the observed limit with 1σ excursion with signal
theoretical uncertainties. The pale purple region shows the observed limit from
the ATLAS Run1 analyses[79]. The stars are from optimized point
(
m(g˜),m( χ˜01)
)
of SR4jL, SR2jL, SR4jM .
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Figure 62: Exclustion contour with 95%CL for gluino pair-production with gluino
decaying directly into LSP and quarks. The blue dashed contour and yellow band
show the expected limit with 1σ excursion with systematic uncertainties. The red
solid and dotted contours show the observed limit with 1σ excursion with signal
theoretical uncertainties. The pale purple region shows the observed limit from
the CMS Run1 analysis[78] with MT2 variable. The stars are from optimized point(
m(g˜),m( χ˜01)
)
of SR4jL, SR2jL, SR4jM .
As described in introduction, the typical mass spectrum of m(g˜) : m( χ˜01) ∼
6: 1 or 7: 1. In order to target the m(g˜) ∼1.4 TeV, dedicated SRs are prepared.
SR4jL is prepared for gluino direct-decay model and SR6jL is prepared for gluino
onestep-decay model. No significant excess is observed in these SRs and signal
models are excluded up to m(g˜) ∼ 1.5 TeV in both models. The excluded points
correspond to the typical mass spectrum are excluded by SR4jL for gluino direct-
decay case and SR6jL for onestep-decay case. The prepared SRs dedicated for
target signal worked effectively.
In the gluino direct-decaymodel, lightm(g˜) andm( χ˜01) region are not excluded
with Run2 data whereas the region is already excluded in Run1. Since heavy gluino
is targeted in this analysis, large meff selection is prepared in any SRs. Therefore,
light m(g˜) regions cannot be excluded with this analysis.
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Figure 63: Exclustion contour with 95% CL for gluino pair-production in onestep-
decay model. Each gluino decays into qq¯ χ˜±1 and χ˜
±
1 decays into W χ˜
0
1. The
assumed mass relation is m( χ˜±1 ) =
(
m(g˜) + m( χ˜01)
)
/2. The red solid and dotted
contours show the observed limit with 1σ excursion with signal theoretical uncer-
tainties. The blue dashed contour and yellow band show the expected limit with
1σ excursion with systematic uncertainties. The pale purple region shows the
observed limit from the ATLAS Run1 analyses[18]. The stars are from optimized
point
(
m(g˜),m( χ˜01)
)
of SR6jLSR2jL, SR4jM, SR2jL.
In the gluino onestep-decaymodel, themass points aroundm(g˜) : m( χ˜±1 ) : m( χ˜
0
1)∼
900 : 700 : 500 are not excluded whereas the region is excluded in Run1 analysis.
These regions are not typical mass regions and dedicated SRs are not prepared. In
such region, large EmissT is not efficient since mass gaps of gauginos are very small.
Therefore, a SR with much smaller EmissT cut will be needed. In the case, the other
BG estimation will be needed since data-driven γ replacement is effective only for
high EmissT region SM background estimation. Therefore, in future analysis with
large integrated luminosity, the low EmissT region dedicated for the small mass gap
regions will be needed.
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Figure 64: Exclustion contour with 95% CL for gluino pair-production in onestep-
decay model from the CMS experiment Run1 analysis[80]. Each gluino decays
into qq¯ + χ˜±1 / χ˜
0
2 and χ˜
±
1 / χ˜
0
2 decays into W/Z + χ˜
0
1. The assumed mass relation
is m( χ˜±1 / χ˜
0
2) =
(
m(g˜) + m( χ˜01)
)
/2. The black solid and dotted contours show
the observed limit with 1σ excursion with signal theoretical uncertainties. The
red solid and dotted contours show the expected limit with 1σ excursion with
systematic uncertainties.
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9 Conclusion
This thesis reports a search for gluino pair-production in proton-proton collision
at
√
s = 13 TeV with an integrated luminosity of 3.2 fb−1 recorded by the ATLAS
detector at CERN. Gluino pair-production is searched for using events with large
EmissT , jets, and no lepton in the final states of the proton-proton collisions.
To optimize the event selection for non-planar multi-jet events, a variable
"aplanarity" is newly introduced, which results in better signal sensitivity over
the previous searches. Four signal regions (SRs) are prepared for gluino pair
production search. SR2jC is the SR for the case m( χ˜01) is close to m(g˜). SR4jL
is the SR for the case difference between m(g˜) and m( χ˜01) is large. SR4jM is the
SR for the case m(g˜) ∼ 2m( χ˜01). SR6jL is the SR for the case difference between
m(g˜) and m( χ˜01) is large in the simplified model of gluino onestep-decay.
A new method to evaluate number of background (BG) events using the real
data is applied in this analysis. For the claim of discovery of SUSY signal, data-
driven BG estimation method is important. Therefore, a BG estimation method
which does not rely on the MC simulation as much as possible is devised and
applied. The number of events estimated with themethod and that of observed data
shows good agreement. This means the new BG estimation method is evaluated
to be effective.
No significant excess is observed in SRs. The exclusion of SUSY signals is
interpreted using simplified models in which gluinos are pair-produced and each
gluino decays into two quarks and an electroweakino. In gluino direct-decay
model in which the electroweakino is LSP, gluinos with masses up to 1530 GeV
are excluded for the massless LSP at 95% CL. This result is also interpreted with
gluino onestep-decay simplified model in which the electroweakino is χ˜±1 and χ˜
±
1
decays intoW and LSP. For the massless LSP, gluinos with masses up to 1510 GeV
is excluded at 95% CL.
In some typical mass spectrum described in the introduction (Sec.1.3.2) like
m(g˜) : m( χ˜01)= 6:1 or 7:1, the gluinos with masses up to ∼1510 GeV are excluded
in both model.
These results give a new constraint in SUSY models or parameter space which
is not excluded by Run1 SUSY search.
In future, the LHC-ATLAS experiment plans to accumulate data which cor-
respond to ∼ 100 fb−1 at √s=13 (or 14) TeV until 2018. From my simple study,
it is expected to reach gluinos with masses up to 2100 GeV in direct-decay model
for the massless LSP at 3σ sensitivity reach with the data. Therefore, it might be
possible that a gluino with mass which is not excluded by this thesis is discovered
in near future.
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Appendix
A Photon
In this section, some studies related to photons are described.
A.1 Jet-Photon overlap removal validation
According to the definition of jets in Sec.4.1, photons are also reconstructed as
jets. Therefore, the same objects must be removed. In this removal, these three
points should be considered:
1. ∆R of photon and jet which are from the same truth photons. This is for the
removal of overlap objects.
2. ∆R of photon (from truth photons) and jet (not from truth photons). This is
for the check of miss-removal of jets.
3. ∆R of photon (not from truth photons) and jet (not from truth photons). This
is for the check of removal of fake photons.
For the 1 and 2, γ+jets MC samples are used. For the 3, QCDmulti-jet MC sample
are used. The photons are baseline photons (Tight ID) after the overlap removal
with electrons and muons are selected. Matching of reconstructed photons with
truth photons are with the condition, ∆R < 0.05. The jets are baseline jets after the
overlap removal with electrons and muons. Matching of reconstructed jets with
truth photons are with the condition, ∆R < 0.4.
The 2D distribution in ∆R and pT plane of 1 is shown in Figure 65(a). The
candidate∆R size for overlap removal is 0.4, since the isolation cone size of photon
is at most 0.4 and cone size of jet is 0.4. From the figure, it can be seen the ∆<0.4
is enough to remove the overlap.
γ control region is used to estimate the events of Z (→ νν)+jets events in signal
region. If the OR with ∆R <0.4 removes truth jets around a photon, the number of
jets behaviour in γ become different and not suitable for the estimation of Z+jets
events. Therefore, the ∆R of truth photons and jets are checked with Figure 65(b).
In the region, ∆R<0.4, around truth photons, the jets events are very small and
negligible. Thus the excess removal of jets are not worth consideration.
If the ∆R of jet→ γ photon and jets have difference with the truth one, the OR
can be used to remove fake events. Therefore, the ∆R of not truth photons and jets
are checked with Figure 65(c). If the fake evens is dominant in the region away
from ∆R∼ 0.0 (e.g. 0.2 < ∆R < 0.4), much tight OR can be used to reduce fake
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events. However, the fake dominant region is also around ∆R ∼ 0.0. Thus the OR
cannot help for fake events reduction.
In summary, the overlap removal between photon and jets is only with removal
of jets in ∆R<0.4 of photons.
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(a) ∆R between photon and jet which are
from the same truth photons.
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(c) ∆R between photon (not from truth
photon) and jet (not from truth photon).
Figure 65: 2D distribution of ∆RvspT. Number of events are for the case,
∫
Ldt =
1.0fb−1.
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A.2 Photon purity estimation with ABCD method
For the estimation of photon purity, ABCD method using phton ID selection and
isolation selection is considered.
A.2.1 The difference of overlap-removal and ID order
For the ABCD method, photon ID and isolation cuts are considered. For the ID
based cuts, baseline photon is Loose ID and the two regions are with Tight ID
cut. In final γ CR, we use photons which pass Overlap Removal (OR) with the
exact one Tight ID photon selection. Therefore the difference between two types
of selections need to be studied.
• Photons pass OR with exact one Tight ID photon.
• Photons pass Tight ID after OR with exact one Loose ID photon.
With true γ+jets samples and fake-photon (multi-jet) samples, some variables
distributions used in γ CR are checked. In both cases, Cone40 isolation is applied.
And no jet related cuts are applied. The comparison for true γ+jets samples are
Figure 66 and for fake-photon samples are Figure 67. In any distributions, there
are no difference within MC stat. error. Thus, the OR removal with exact one
Loose ID photon can be used for the study of Tight ID photon.
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Figure 66: Distributions of each variable with two selection criteria for true photon
samples. Black solid line shows the OR with exact one Tight ID photon. Red
dotted line shows the Tight ID after the OR with exact one Loose ID photon.
The below pad is the ratio plot.
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Figure 67: Distributions of each variable with two selection criteria for fake-
photon samples. Black solid line shows the OR with exact one Tight ID photon.
Red dotted line shows the Tight ID after the OR with exact one Loose ID photon.
The below pad is the ratio plot.
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A.2.2 Correlation study for ABCD method
The target of ABCD method is to estimate multi-jet BGs with data-driven way.
Therefore, the correlation between Tight ID related selections with isolation cut
after Loose photon ID selection are studied.
The value to evaluate the correlation is R Eq.(107). I selected one loose ID
photon (pT > 500 GeV) with multi-jet MC samples to evaluate the R-value. The
summary table of the R for each cuts used in Tight ID is Table 74. Even the
smallest |R| value, the difference from 1 is 29%. Therefore, the simple ABCD
method cannot be applied.
cutname |R-1| correlation factor
DeltaE 0.29 0.065
Eratio 0.80 0.082
fracm 2.63 0.085
wtot 3.89 0.079
weta1 96.9 0.048
weta2 242.4 0.083
Rphi 336.0 0.032
HadLeak 1040.4 0.056
Reta 1622.0 0.043
f1 2362.5 0.032
Table 74: R value and correlation factor of each cut used in Tight ID and Cone40
Isolation cut. The cuts are sorted ascending order with |R| value.
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B TMVA
The Toolkit for MultiVariate Analysis (TMVA)[63] is the software for evaluation
of multivariate classification. It includes many packages depend on the purpose of
analysis. For the cut optimization, " Rectangular cut optimization " is used. This
optimize the rectangular cuts on discriminating variables. In this package, some
types of algorithm are implemented. Among them, Genetic Algorithm (GA) is
used in this study.
B.1 Genetic algorithm
Each candidate cut combination is called individual and the group of individual is
called population. The cut values of discriminating variables for each individual
is called genomes. The GA is used to make a cut combination which shows
smallest efficiency of BG samples for each efficiency of signal samples. The
signal efficiency is scanned from 0% to maximum%, and the best optimized cut
combinations which minimize the BG efficiency are determined for each signal
efficiency. The procedure of the algorithm is as follows:
1. Initialization: The population is generated randomly at first. In this analysis
300 individuals are generated.
2. Selection: The performance of cut combinations of individuals are evalu-
ated. Evaluation is based on the smallness of the efficiency of BG samples
against a given signal efficiency. The worst fraction of the population is
discarded.
3. Reproduction: The selected individuals are copied. Some of them are
mutated randomly following the Gaussian p.d.f. This means the cut values
of individuals are changed randomly.
4. Termination: The steps of selection and reproduction is iterated up to 40
times. The best 10 individuals are saved.
This cycle is executed independently 3 times. The best individual is selected
among the top 30 selections. Then, the best cut combination which minimize BG
efficiency for a given signal efficiency is determined.
This algorithm provide higher speed and detailed optimization compared to
brute force optimization which scan all the cut combinations of discriminant
variables with discrete scan intervals. With some signal points, the optimized cut
combinations by GA and brute force method are compared. Since the optimized
results are similar, GA method is adopted.
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B.1.1 Determination of opimized cut combination
From the processes of GA in TMVA, combinations of a signal efficiency, a BG
efficiency, and a cut combination are determined. From the combinations, a cut
combination which maximize the significance is determined using the correspond-
ing signal efficiency and the BG efficiency.
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C ABCD method
The ABCD method is one of the data-driven estimation method. The idea of the
ABCD method is very simple.
The region which you want to estimate a component (signal) is defined as "A".
And for the ABCD method, two cuts which have small correlation for the signal
events are needed. If such cuts (cut1 and cut2) exists, the rest regions (B, C, D) is
defined as in Table 75.
veto cut1 pass cut1
pass cut2 B A
veto cut2 D C
Table 75: Definition of ABCD regions. "A" is the region where the events need
to be estimated.
In these conditions, this equation holds:
NA
NB
=
NC
ND
, (98)
since two selections with cut1 and cut2 have small correlation. At this point, the
small correlation between two cuts is not necessary as far as the Eq.(98) holds.
Thanks to Eq.(98), the signal events in A can be estimated with these equations:
NobsB = N
Sig
A × εB, (99)
NobsC = N
Sig
A × εC, (100)
NobsD = N
Sig
A × εB × εC, (101)
where NobsB ,N
obs
C ,N
obs
D is the observed events in each region, N
Sig
A is the estimated
signal events in region A, and the εs are,
εB =
NSigB
NSigA
(102)
εC =
NSigC
NSigA
. (103)
In actual cases, the events in regions for the ABCD method is not pure with
signal. In such case, the BG components should be subtracted for the method. In
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total, the equation is :
NobsB = N
Sig
A × εB + NBGB , (104)
NobsC = N
Sig
A × εC + NBGC , (105)
NobsD = N
Sig
A × εB × εC + NBGD , (106)
C.1 ABCD method with correction
If the condition Eq.(98) does not hold and there are two components which should
be estimated from observed data, the ABCD method in Appendix C cannot be
used. In such case, semi data-driven estimation method is needed. In this section,
the ABCD method with using some variables from MC is explained. For this
estimation, some conditions are needed:
• In each region for ABCD method, one signal and one BG components are
dominant.
• For signal events, only the normalization of MC samples should be decided
from data. This means εB, εC, and εD from signal MC can be used.
• For BG events, only the double-ratio from MC estimation can be used. The
double-ratio is defined as
RBG,MC :=
NBGA · NBGD
NBGB · NBGC
. (107)
The assumed situation of this method is that signal component is γ+jets event
and BG component is jet→ γ fake event, and selections are ID cut and isolation
cut. True photon events is comparatively reproduced with MC compared to fake
photon events. Therefore, the ratio (ε) from signal MC is used and only the R
from BG MC is used. Under this condition, this one equation holds:
NSigA = N
obs
A − RBG,MC
(
NobsB − εSig,MCB NSigA
) (
NobsC − εSig,MCC NSigA
)
(
NobsD − εSig,MCD NSigA
) . (108)
From this equation, the N SigA is determined uniquely and the uncertainty for this
estimation is from MC stat. error of ε and R, and the stat. error of observed data.
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