: ChromaDepth R glasses act like a prism that disperses incoming light and induces a differing depth perception for different light wavelengths. As most displays are limited to mixing three primaries (RGB), the depth effect can be significantly reduced, when using the usual mapping of depth to hue. Our red to white to blue mapping and shading cues achieve a significant improvement.
Introduction
Artists have made use of color to encode and induce depth perception for centuries [Livingstone 2002 ] -a well-known example is the application of aerial perspective. In general, we tend to perceive colder colors as more distant than warm tones. One possible explanation is a subtle natural chromatic aberration induced by the lens of our visual system [Einthoven 1885] . Usually, this effect is rather weak, but strong enough to find applications in visualization systems [Chu et al. 2008] . This chromostereopsis phenomenon can be enhanced using specialized glasses, e.g., ChromaDepth R glasses. These glasses typically consist of a standard window glass for the right eye and a special prism-like holographic film for the other, which induces an increased chromatic aberration. Due to the positional shift of different wavelengths in one eye, but not the other, disparity between the image pairs is produced that is perceived as depth. For example, a red object will be shifted to the right for the left eye, hereby, creating the illusion of this object being closer to the observer.
Based on the wavelength, light is consistently refracted to induce a visible shift. Nonetheless, an LCD screen and printer can usually not synthesize arbitrary wavelengths, but only combine a limited set of base colors to produce the illusion of various hues. For screens, subpixel information in form of a red, green, and blue channel are combined. For chromostereopsis, this limitation has a significant impact and can lead to artifacts. Imagine the color yellow (actually represented via red and green), which maps to two distinct positions. In this paper, we will take these observations into account to derive more effective chromostereopsis for LCD screens.
Our solution achieves an increased depth perception and reduces visual artifacts. It improves the quality of chroma-based stereo, which is interesting for several reasons. First, images are easy to produce with our solution. Second, the necessary stereo equipment is cheap. Third, the result is naturally backwards-compatible; an observer without glasses perceives a clear and crisp image and only lacks the enhanced depth perception. Also, the image builds upon a warm-cold contrast, which makes it a suitable representation for visualization purposes [Gooch et al. 1998; Rheingans 1999] . Specifically, our contributions are: an analysis of chromostereoscopy for RGB displays; a fast and easy-to-implement method for chromostereoscopy; enhancement techniques to improve depth perception; an informal user study to evaluate the quality of the results.
Related Work
Einthoven's theory [1885] first described chromostereopsis induced by our eyes. On a black background, we perceive red in front of the image plane and blue behind it. The phenomenon was attributed to a different refraction index for each color of the light spectrum when a ray enters the eye. The blue projection on the retina is shifted more to the nasal part ( Fig. 2(b) and (c)), known as the transverse chromatic aberration. This explanation is generally preferred over the longitudinal chromatic-aberration theory ( Fig. 2(a) ), stating that the focus point in the eye appears closer for blue than for red [Simonet and Campbell 1990; Ye et al. 1991; Faubert 1994] .
To exploit and amplify the natural chromostereopsis effect, special glasses have been introduced. The Chomatek Corporation developed the ChromaDepth R glasses, which are composed of superchromatic prisms. The visible light is refracted with a refraction index depending on the light wavelength, enhancing the color-depth effect [Steenblick 1987; Sicking et al. 1995; Ucke 1999] . The lower wavelength, violet, is refracted toward the nasal part of the retina while higher wavelengths, red, are redirected towards the temporal part. Hereby, a disparity between the left and right retinal images is induced, which is interpreted by the human visual system as a difference in depth (Fig. 2 (c) ). We can theoretically create a depth ramp by mapping depth linearly to the visible light spectrum between red (close) and violet (distant). The background of the image should be black, as, otherwise, the background color will also be refracted and interferes at object boundaries (Fig. 3) . Initially, two holographic films (one for each eye) were used, but this process lead to a reduced sharpness [Ucke 1999 ].
The chromostereoscopy along with the ChromaDepth R glasses has been used extensively in various areas of computer graphics. For scientific visualization [Bailey and Clark 1998 ], for cartographic images [Toutin 1997; Petrie et al. 2001] , complex graph visualization [Wallisch et al. 2002] , solar physics simulation data [Verwichte and Galsgaard 1998 ], and even marine environment [Hamid 2012 ].
All these previous sources suggest a linear depth-to-hue mapping (red for close, green for middle, blue for distant elements) to produce chromostereoscopic images, referenced hereafter as hue mapping. However, on a trichromatic (RGB) screen, the so-defined depth is not optimal, appears non linear, and color artifacts on the boundary can be very significant, e.g., for yellow ( Fig. 3(a) ).
For angiography visualization, Ropinski et al. [2006] proposed a modified chromostereoscopic rendering using red, magenta and blue, from the closest to the farthest, on a black background ( Fig. 3(b) ). Unfortunately, magenta tends to be perceived at the same depth as red instead of between red and blue [Bailey et al. 2006 ]. We will analyze the reasons in this paper and propose a new color scheme that better matches the expectations.
Additionally, a chromostereopsis rendering algorithm, using nonphotorealistic techniques, such as strokes and silhouette drawing, has been developped by Chu et al. [2008] for vascular visualization. They draw strokes parallel to the vessel section, varying their color from red to green to blue, on a black background. Further, they add a white silhouette, which is not a good choice, as it is perceived at the screen depth, hereby, contradicting the stroke depth. In this work, we also optionally add shading cues at silhouettes to improve depth perception and show their benefit. Figure 3 : Colors leading to a depth ramp; a red-to-blue on a black and cyan-to-yellow ramp on a white background. Underlined colors lead to conflicting depth cues on trichromatic displays.
ChromoStereoscopy with RGB Displays
Most displays and prints are trichromatic, meaning that three primitive colors are mixed. Consequently, there are also only three distinct shifts associated to these color primitives to induce a depth illusion (Fig. 4) . The hue mapping between red and blue is only a weak approximation of different spectra, although it is true that at least blue shifts to the left, red to the right and green is mostly invariant. A red (green/blue) square on a black background will, thus, be seen close (at screen distance/far away). Nonetheless, this observation does not hold for all colors; yellow will be perceived at screen distance and show color artifacts on its boundaries; the red and green channel being independently refracted by the glasses, a similar observation can be made for cyan. The use of different background colors can have a strong impact on the visible depth position of a patch. If background and patch channels share information (e.g., red object on a yellow background), there is necessarily an interaction between the two. This cross talk can be strong enough to hinder the human visual system from establishing correspondences between both views, leading to an annihilation of the entire stereoscopic effect. E.g., a cyan patch on a black background will be perceived at screen distance because cyan produces a green and blue copy. The visual system has a weakness for blue and will tend to match cyan with green, whose retinal projection is not influenced by the holographic foil. A cyan patch on a white background corresponds to the inverted situation of red on a black background. In other words, it only differs in the red channel with respect to the background, hence, it will be shifted and thus be seen in front of the white background. Nonetheless, if one were to use a dark cyan patch, the matching will fail, as it induces several differently-colored borders that hinder the stereoscopic perception. On the one side a blue/cyan, on the other a pink/yellow border. In both cases, the strong differences in the green/red channel avoid a perfect match. Further, the red and blue boundary, even if matched, lie at the initial position, hence, the chromostereoscopic effect is always annihilated (Fig. 4(b) ).
The screen physical sub-pixel arrangement (horizontal/vertical) does not modify the way the color fringes appear on the vertical edges of an object whose color is composed of several primaries. We observed that for a viewing distance of 60cm, red (blue) is shifted to the right (left) by an amount of around 6 pixels (1.5mm)
Our Depth-to-Color Mapping
To define our rendering algorithm, we will build upon the previous observations to improve upon the hue mapping. In order to avoid most interference, we choose a white or black background. In this case, the color channels will always represent extremes with respect to the object colors. For the moment, we will first investigate the case of a black background.
To cover the entire possible depth range, a red-to-blue mapping, via magenta, might seem an appropriate choice. In practice, the solution does not perform well because the red and blue channels are consistently warped. The red channel moves in one direction, the blue channel in the other, both with constant distance. Hence, it looks like two semi-transparent foils, a red one in front of a blue one. The scene mostly appears like a two-layer depth representation of transparent objects, than a consistent 3D scene (Fig. 4(a),12(c) ).
In order to avoid the layered impression, one could consider a transition from red to blue via green, which is perceived at screen distance. Unfortunately, the introduction of a green channel, while fading out the red channel can lead to matching conflicts. Before most, our human visual system matches luminance [Heckmann and Schor 1989; Legge and Yuanchao 1989; Didyk et al. 2012] and the fact that the eye is slightly more sensitive to green seems to result in a mismatch when showing red and green at the same time. This observation seems to match the previous remark regarding yellow being a bad choice because the borders decompose into red and green bands. In particular, it is evident that the hue mapping, which includes yellow, as well as cyan, thus results in artifacts and mismatches, which induce a non-monotonic depth repartition. In Fig. 3 , we show various mappings for comparisons.
Our choice is to rely on a red to white gradient for nearby objects up to the screen distance. Fading in the green and the blue channel simultaneously to produce white, without reducing the red channel, improves the matching drastically. First, white will be perceived at the screen distance, just like green, but it shows actual boundaries. The inner boundaries are yellow and cyan, which are close enough to white to make a matching possible and result in the screen distance. Additionally, white shows an outer red and blue boundary, but both colors are too different to be matched. When fading green and blue, red will be dominated and the matching process will continuously shift away from the red location towards the original position (Fig. 5 ). We believe the reason why this shift is continuous can be explained via the observation that cross fades can induce motion [Kemelmacher-Shlizerman et al. 2011] . It was shown that blending two Gaussians can result in a perceived continuous shift. As the holographic foil leads to a certain blur and the matching is predominantly based on luminance, we are in a similar situation. The induced motion being mostly linear, we can assume that the depth perception will be as well.
To achieve a transition from the screen to distances further beyond, we employ a white to blue gradient. The same argumentation as before holds to explain the continuous shift. Nonetheless, it is true that we initially expected the second transition to be very non-linear due to the weak blue perception of the human visual system. In practice, this effect seems negligible and the process is governed rather by the absence of red and green. We, thus, compute the color by mapping the depth interval as follows. From near to half the interval, we attribute a hue of 0 (red), the other half is colored with a hue of 240 (blue). The transition towards white is obtained by linearly interpolating the saturation, which is set to 1 for the extremes (near and far) and 0 for the middle.
When using a white background, we need to invert our color scheme. The mapping would then result in cyan over black to yellow. In theory, one could use a cyan/white/yellow scheme, but then the differentiation from the background is impossible. This color scheme works well in practice and performs better than the hue mapping. However, using an inverted scheme still has a significant downside with respect to the red/white/blue color scheme on a black background; it is possible to modulate the brightness levels of the red/white/blue scheme without significantly modifying the depth impression. Given that the inverted scheme makes use of black, such a modification would be impossible. The possibility to change the brightness levels without impacting depth perception is very useful when adding shading cues and we will explore this possibility in the next section.
Additional Cues
In this section, we present three ways to modify the standard mapping from depth to color to increase the depth illusion.
Shading
Besides binocular stereo, there are many other depth cues that help our visual system in understanding a scene [Palmer 1999 ]. One important aspect is shading. The use of the red/white/blue color mapping enables us to modulate the brightness of these colors according to the shading of the scene. An example, using Lambertian shading is shown in Fig. 6 . Adding shading cues enhances the binocular stereo effect because feature matching during the fusion process is simplified. While the light source can be placed in any location, we found that a standard lighting from the right/left upper quadrant with respect to the view is effective. 
Unsharp Masking
Besides shading, we introduce an additional modification that enhances silhouettes to improve depth perception. One important observation is that when not considering patches but smoothly varying color transitions, the color scheme is less crucial. The reason is that in these situations the subtle differences of neighboring pixel colors are not easily discernable. Consequently, the image observed via the holographic foil does not significantly differ, except at region boundaries. Hence, depth discontinuities are the most important depth cues, which also matches findings regarding depth perception that can be induced from discontinuities in the scene [Didyk et al. 2011; Brookes and Stevens 1989; Anstis et al. 1978] .
To increase depth perception at discontinuities, we make use of depth unsharp masking [Luft et al. 2006 ]. Hereby, we can limit the interactions between different colors and increase the impact of depth discontinuities. Adding darkened edges at discontinuities keeps boundary colors from mixing with the colors of more-distant geometry. The edges then project on a black background, leading to improved stereo matching.
Depth unsharp masking has been introduced to enhance silhouettes by introducing a special gradient, a so-called Cornsweet profile [Anstis et al. 1978] , at silhouettes. The latter is produced by summing the color image and a scaled unsharp mask, which is defined by the difference between the original depth map and its Gaussian-filtered version. Usually, the scale factor is a variable that defines the strength of the effect. In our case, we keep this value equal to one. An additional change is necessary to avoid modifying the appearance of the occluding surface, but to only darken the underlying surface. As the unsharp mask contains negative values for the farther and positive values for the nearer surface next to a depth edge, we can achieve this goal easily by keeping only the negative values and setting all others to zero (Fig. 7) . In this way, depth discontinuities, but also small features can be pronounced and the effective depth perception is increased.
The only remaining parameter of the unsharp mask is the variance of the Gaussian blur kernel. In order to avoid an overlap between the shifted projection and the surface below. When analyzing the shift, we saw that at 10 cm viewing distance from the screen, the shift equals roughly one pixel (0.25mm), as the shift is based on a refraction by the holographic foil, the displacement increases lin- Figure 7 : Depth unsharp masking: The depth discontinuities are outlined by darkening the occluded surface along the depth edge. The darkening is greater when the viewing distance increases.
early with the distance to the screen. We can thus keep the blur kernel proportional to the shift in order to achieve an adequate edge darkening (Fig. 7) .
Depth Warping
In recent years, various papers have focused on the question of how to map the depth of a 3D scene appropriately for stereo visualization. Besides automatic [Oskam et al. 2011 ] and handdefined [Wang and Sawchuk 2008] adaptations, also manipulations based on perception start to be better understood [Didyk et al. 2011; Didyk et al. 2012] . In our context, it is also possible to warp the depth values prior to applying the color conversion. One meaningful warping is a histogram adjustment to spread the depth values most efficiently over the whole color range. Alternatively, the median can be used to separate the scene in the area in front and behind the screen (Fig. 8) . Figure 9 : Palette presented to the user study participants.
Evaluation
We conducted an informal user study with 11 participants (age: 23-33, mean: 28, 8 males, 3 females) with normal or corrected-tonormal vision and relied on a Samsung 2233RZ screen that was observed from 60 cm distance using the ChromaDepth R glasses. We showed several stimuli and collected the participants feedback after each one. All participants were allowed to take breaks and there was no time constraints on the evaluation.
In a first step, we used a color palette (Fig. 9) . The patches vary from light red to light blue on the first row and from yellow to cyan on the second row, on a black background. This test is used to compare the previous hue-based solution with our red/white/blue color mapping for in-between depths. For both examples, we asked the participants if they were able to perceive a change in depth and if so, how the patches differ in depth. Nine out of eleven participants saw light red slightly in front of the screen and light blue slightly behind it. The other two saw all the patches at the same depth. In contrast, for the hue mapping, all participants saw all patches at the same depth. This illustrates our previous claims regarding green, yellow, and cyan on a black background to be perceived at screen distance.
In a second step, we showed several chromosterescopic examples to illustrate some of the application areas mentioned in the previous work section; a 3D scene (Fig. 1 ), blood vessels (Fig. 10) , and a point cloud (Fig. 11) .
The 3D scene (Fig. 1) was shown with our and the hue color mapping. Asked for preference, all participants chose our over the Figure 10 : Blood vessels of the urologic system. Our mapping leads to a natural and strong stereo perception, while a red magenta blue mapping leads to abrupt discontinuities. red/green/blue color mapping. Further, when asked about the wider depth range, ten out of eleven chose our over the hue mapping.
For the blood vessel (Fig. 10) , we used our, the hue-based and the red/magenta/blue mapping, as it was actually introduced for a similar purpose [Ropinski et al. 2006] . We asked the participants to identify the part of the model that appeared closest to the point of view. All participants identified the red/magenta/blue image to provide the widest depth range, but all added that they could actually perceive only 2 depth layers: red and magenta in front of the screen and blue behind, making it impossible to determine which part of the model was the closest. For our color mapping, all the participants identified the upper-right part of the model as being the closest, which also coincided with the actual 3D configuration. In contrast, for the hue mapping, the answers differed drastically; upper right (4), the upper left (3), the bottom right (1) and the middle left (3). With this mapping, the attention of the viewer is drawn toward the yellow parts of the model [Rheingans 1999 ].
Finally, for the point-cloud example (Fig. 11) , we asked how many distinct depth levels they could clearly differentiate. We showed them the hue, our, and a red/magenta/blue color mapping. The latter was found by all participants to only contain 2 depth layers, which confirmed our earlier finding. Ten participants distinguished one more depth level for our mapping than for the hue. Only one participant identified 4 layers for the hue mapping and 3 for ours.
This informal user study matches our expectations and the assumption that our mapping leads to a better depth perception seems to hold. In addition, on structured models, like the 3D scene, our mapping is preferred and led to a better understanding of the 3D scene when compared to the previous hue mapping. The versatility of applications of this mapping is underlined via the point cloud example, in which more depth levels could be identified, and the blood vessels illustration, in which participants performed consistently better in identifying structures than with previous mappings. Fig. 12 shows a simple model, that illustrates the increased depth range and shows that a layering impression, as for red/magenta/blue is avoided. The same holds for complex models (Fig. 13) , which lead to a more continuous appearance and a better depth separation.
Results
Another application of our approach is cartography (Fig. 14) , color charts are often used to encode depth in the 2D image. Although the different altitudes may be more difficult to discriminate using our instead of the hue mapping, a correspondence can be easily found between the two. Light red stands for yellow, white for green and light blue for cyan. On top of that, surface details are better perceived using lighter colors, as the luminance contrast is greater. Also, the smooth transition in our mapping avoids the layering effect of the hue mapping [Rheingans 1999 ]. Additionally, it encodes a stereoscopic effect when viewed using ChromaDepth R glasses. This backward compatibility is an interesting feature and makes stereo glasses optional but not mandatory. The same holds for scientific visualization (Fig. 15) , where color fringing artifacts are reduced and a better depth discrimination is achieved. 
Conclusion
We presented a novel method to produce chromostereoscopic images. We introduce a novel color mapping to ensure a better depth perception which is compatible with shading computations. Using unsharp masking we can further enhance depth discontinuities and reduce cross talk between neighboring pixels. Our solution is fast and easy to implement, which makes it a good candidate in various application contexts. Our solution is applicable to LCD screens, as well as printing technology and makes it possible to produce high quality output even on such devices that are theoretically incapable of producing all necessary wavelengths for a consistent depth perception. Our solution gives insights into the limitations of previous methods and might be key to an increased use and spread of chromostereoscopic images.
