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ୈ 1ষ
ং࿦
1
1.1 ݚڀഎܠ
1.1.1 ϩϘοτͱ͸
ݩདྷʮϩϘοτʯͱ͸ౕྴػց΍ਓ଄ਓؒͱ͍͏ޠݯ͔Βདྷ͓ͯΓɼਓؒͷ࿑ಇΛݞ
୅ΘΓ͢Δ΋ͷͰ͋ΔɽݱࡏͰ͸ɼϩϘοτͱ͸ΞϝϦΧͷ࡞Ո Isaac Asimov͕ʰΘ
Ε͸ϩϘοτʱ[1] Ͱهͨ͠ϩϘοτ޻ֶࡾݪଇʢTable 1.1ʣʹΑΓఆٛ͞Ε͍ͯΔɽ
Table 1.1: Three Laws of Robotics[1].
ୈ 1৚ ϩϘοτ͸ਓؒʹة֐ΛՃ͑ͯ͸ͳΒͳ͍ɽ·ͨɼਓؒʹة֐͕ٴͿ
ͷΛݟಀͯ͠͸ͳΒͳ͍ɽ
ୈ 2৚ ϩϘοτ͸ਓ͔ؒΒ༩͑ΒΕ໋ͨྩʹैΘͳ͚Ε͹ͳΒͳ͍ɽͨͩ
͠ɼ༩͑ΒΕ໋ͨྩ͕ୈ 1৚ʹ൓͢Δ৔߹͸ɼ͜ͷݶΓͰ͸ͳ͍ɽ
ୈ 3৚ ϩϘοτ͸ୈ 1 ৚͓Αͼୈ 2 ৚ʹ൓͠ͳ͍ݶΓࣗ਎ΛकΒͳ͚Ε͹
ͳΒͳ͍ɽ
ϩϘοτ͸ػߏʢϝΧχζϜʣ΍ΞΫνϡΤʔλɼಈྗݯʢόοςϦʔʣɼηϯαɼ
ίϯϐϡʔλ૷ஔʢ୯ʹίϯϐϡʔλͱݺͿ͜ͱ΋͋Δʣ͕૯߹తʹབྷΈ߹ͬͯಈ࡞
͢Δɽ͜ΕΒ 5 ͭͷཁૉΛιϑτ΢ΣΞͰ݁ͼ੍͚ͭͯޚΛߦ͏ɽྫ͑͹ɼਓؒͷ࿹
ΛػցͰ࣮ݱ͠Α͏ͱ͢Δͱ͖ɼݞɾ্࿹ɾલ࿹ɾखटɾखɾ5ࢦͱ͍͏֤ߏ੒ཁૉΛ
૊Έ߹Θͤɼ1ͭͷγεςϜʹߏ੒ͨ͠΋ͷ͕ػߏͰ͋ΔɽػߏΛߏ੒ͯ͠΋ɼͦΕΛ
ಈ࡞ͤ͞ΔͨΊʹ͸ۦಈݯ͕ඞཁͱͳΔɽ͜ͷۦಈݯ͕ΞΫνϡΤʔλͰ͋Γɼݞɾ
ගɾखटͱ͍ͬͨؔઅ͕ΞΫνϡΤʔλͰ͋Δɽ·ͨɼϩϘοτͷػߏΛಈ࡞ͤ͞ΔΞ
ΫνϡΤʔλʹ͸όοςϦʔ͕ඞཁͰ͋ΔɽΞΫνϡΤʔλΛ੍ޚ͢ΔࡍͷϑΟʔυ
όοΫͱͯ͠ηϯαΛ༻͍Δɽηϯα͸ɼϩϘοτࣗ਎ͷಈ࡞΍؀ڥͷ৘ใΛ೺Ѳ͢
ΔɽίϯϐϡʔλͰ͸ηϯα͔Βͷ৴߸Λ΋ͱʹɼΞΫνϡΤʔλ΍ػߏͷಈ࡞Λ࠷
దԽ͢ΔϓϩάϥϜΛ࣮ߦ͢Δɽ
1.1.2 ҩྍɾ෱ࢱϩϘοτͱͦͷൃల
ݱࡏϩϘςΟΫεٕज़ͷ޲্ʹΑΓ༷ʑͳछྨͷϩϘοτ͕։ൃ͞Ε͍ͯΔɽྫ͑
͹ Pepper[2] ͳͲͷ࡞ۀࢧԉϩϘοτ͸ɼΦϑΟε΍঎ۀࢪઃͳͲਓ͕͍Δ؀ڥͰɼҊ
2
಺ɼൖૹͳͲͷ࡞ۀΛࢧԉ͢ΔαʔϏεϩϘοτͰ͋Δɽܗঢ়͸Ҡಈͷޮ཰Λॏࢹͯ͠
2଍าߦͰ͸ͳ͘ंྠ΍ 4଍าߦΛ࠾༻͍ͯ͠Δɽ͔͠͠ɼଟ͘ͷϩϘοτ͸ώϡʔϚ
ϊΠυܕΛ͓ͯ͠Γɼҧ࿨ײ͕ͳ͘ਓؒࣾձʹ༹͚ࠐΊΔΑ͏഑ྀ͞Ε͍ͯΔɽ·ͨɼ
ϧϯό [3] ͳͲͷ૟আϩϘοτ͸ɼো֐෺ηϯα΍ஈࠩηϯαʹΑΓࣗಈతʹ૟আྖҬ
Λೝࣝ͠ɼͦͷ۠ҬΛਗ਼૟͢ΔϩϘοτͰ͋ΔɽҩྍϩϘοτ͸ɼda Vinci[4] ͱ͍ͬ
ͨखज़ϩϘοτ΍հޢϩϘοτͳͲɼ໨తΑͬͯଟछଟ༷Ͱ͋Δɽ·ͨ෱ࢱϩϘοτ
͸ɼো֐ऀ΍ߴྸऀͳͲͷ೔ৗੜ׆Λิॿ͢ΔϩϘοτͰ͋Δɽࣗ཯ܕ͸গͳ͘ɼϚ
Πεϓʔϯ [5] ͳͲͷΑ͏ʹো֐ऀࣗ਎ͷૢ࡞ʹΑͬͯಈ͍͍ͯΔ΋ͷ͕ଟ͍ɽಛʹҩ
ྍɾ෱ࢱϩϘοτͰ͸ߴ͍҆શੑ͕ٻΊΒΕΔɽ
্هͰड़΂ͨΑ͏ʹ༷ʑͳ෼໺ͰϩϘοτ͕׆༂͍ͯ͠Δɽಛʹɼҩྍ΍෱ࢱͱ͍ͬ
ͨਓؒͷੜ׆؀ڥԼͰ࡞ۀՄೳͳύʔιφϧϩϘοτͷधཁͷ૿Ճ͸ݦஶͰ͋Δɽ͠
͔͠ɼਓͷੜ׆؀ڥԼʹ͓͍ͯ׬શʹࣗ཯ͯ͠ಈ࡞ٴͼਓͷิॿ͕Ͱ͖ΔϩϘοτͷ
࣮ݱ͸ࠔ೉ͳঢ়گʹ͋ΔɽͳͥͳΒ͹ɼϩϘοτ͕ࣗ཯ߦಈΛߦ͏ͨΊʹ͸෺ମ΍ਓ
෺ͷೝࣝɼࣗݾҐஔͷೝࣝɼͦͯ͠ೝࣝʹجͮ͘൑அΛਓͷੜ׆؀ڥԼͰߦΘͳ͚Ε͹
ͳΒͳ͍͔ΒͰ͋Δɽ
ύʔιφϧϩϘοτͱͯ͠ Mobile Manipulator ͷ։ൃ͕ߦΘΕ͍ͯΔɽMobile
Manipulator͸޻৔ʹݶఆ͞Εͯ࢖༻͞Ε͍ͯΔ͕ɼ͜ΕΛՈఉ಺Ͱ΋࢖༻Ͱ͖ΔΑ͏
ʹܰ͘ɼͦͯ͠খ͘͢͞Δ͜ͱͰিಥϦεΫΛ࡟ݮ͢ΔࢼΈ͕͞Ε͍ͯΔɽ2018೥ʹ
͸ɼPreferred Networks ͸ࣨ಺ʹࢄΒ͔ͬͨՈఉ༻඼Λย෇͚ΔϩϘοτγεςϜΛ
ൃදͨ͠ [6]ɽ෦԰ͷશࣗಈย෇͚͸ैདྷͷϩϘοτγεςϜͰ͸࣮ݱࠔ೉Ͱ͕͋ͬͨɼ
ۙ೥ͷਂ૚ֶशͷൃలʹΑͬͯॳΊ࣮ͯ༻తͳϨϕϧͱͳͬͨɽ෺Λ͔ͭΉɼ෺Λஔ
͘ɼಈ࡞ܭըΛཱͯΔɼਓͷࢦࣔʹରԠ͢ΔͳͲɼϩϘοτ͕ਓؒͷੜ׆ۭؒͰ࢓ࣄΛ
͢ΔͨΊʹඞཁͳ෺ମೝࣝɾϩϘοτ੍ޚɾԻ੠ݴޠཧղٕज़ʹ࠷ઌ୺ͷਂ૚ֶशΛ༻
͍ͨ݁ՌɼϩϘοτ͕ߴ଎ɾߴਫ਼౓ʹಈ࡞Ͱ͖ΔΑ͏ʹͳͬͨɽ
͔͠͠ɼਂ૚ֶशͰ͸ଟ͘ͷܭࢉϦιʔε͕ඞཁͰ͋ΔɽܭࢉϦιʔεͱ͸ਂ૚
ֶशΛಈ͔͢ϋʔυ΢ΣΞʢ͍ΘΏΔ PCʣɼಛʹ GPU(Graphical Processor Unit) Ͱ
͋ΔɽGPU ͸ܗঢ়͕େ͖͘ফඅిྗ΋େ͖͍ͨΊɼߴੑೳͳ GPU Λෳ਺ Mobile
Manipulator ʹ౥ࡌ͢Δ͜ͱ͸೉͍͠ɽͦ͜Ͱ Cloud ωοτϫʔΫΛར༻͢Δํ๏͕
͋ΔɽCloud Λհͯ͠ GPU ϦιʔεΛ࢖༻͢Δɽ͜ΕʹΑΓ Cloud ͱͷΠϯλʔ
ϑΣʔεΛ༗͍ͯ͠ΔσόΠεͰ͋Ε͹ԋࢉੑೳ͸௿ͯ͘΋ਪ࿦͕ՄೳͱͳΓɼεϚʔ
τϑΥϯ΍ϊʔτ PCɼϘʔυίϯϐϡʔλͱݴͬͨখ͞ͳσόΠεΛ࢖༻͢Δ͜ͱ͕
Ͱ͖Δɽ͔͠͠ৗ࣌Πϯλʔωοτʹ઀ଓ͍ͯ͠Δඞཁ͕͋ΔͨΊɼࡂ֐࣌ʹ࢖༻Ͱ
͖ͳ͘ͳΔͱ͍͏໰୊͕͋ΔɽҰํͰɼCloud Λ࢖Θͣ Local ͰॲཧΛߦ͏ Edge ί
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ϯϐϡʔςΟϯάͱ͍͏෼໺΋ۙ೥ݚڀ։ൃ͕͞Ε͍ͯΔɽEdgeίϯϐϡʔςΟϯά
Ͱ͸ΑΓখܕͷσόΠεʢEdgeσόΠεʣͰॲཧΛߦ͏͜ͱΛ໨తͱ͓ͯ͠Γɼখܕɼ
௿ফඅిྗɼߴਫ਼౓ΑΓߴ଎ੑ͕ٻΊΒΕΔɽ͔͠͠ਂ૚ֶशΛ࢖༻͍ͯ͠Δύʔι
φϧϩϘοτ͸ߴ͞ 1 m ͱେ͖͘ɼॏྔ΋େ͖͍ͨΊޡಈ࡞࣌ͷϦεΫ͕େ͖͍ɽ·
ͨɼՈఉ಺ͳͲͰ࢖༻͢Δ෼ʹ͸ྑ͍͕֎ʹ࣋ͪग़ͯ͠Ͳ͜Ͱ΋࢖༻͢Δͱ͍ͬͨࣄ
͕Ͱ͖ͳ͍ɽ
1.1.3 ҩྍɾ෱ࢱ෼໺ʹ͓͚ΔϩϘοτٛख
ҩྍ෼໺ʹ͓͚ΔϩϘοτͷ༻్ͱͯ͠ظ଴͞ΕΔ΋ͷͱݴ͑͹ϩϘοτٛखͰ͋
Δɽٛखʹ͸૷০༻ٛख΍ೳಈٛखɼ࡞ۀ༻ٛखͳͲ͕͋Δ͕ɼݱࡏओྲྀͷےిిಈ
ٛखʢےిٛखʣ͸ɼ࢖༻ऀ͕ے೑Λಈ͔͢͜ͱͰےిҐΛಡΈऔΓ௚ײతͳૢ࡞ΛՄ
ೳʹ͢Δɽ͔͠͠ɼےిҐΛ༻͍ͨٛखʹ͸܇࿅͕ඞཁͰϦϋϏϦςʔγϣϯࢪઃͰ
ߦ͏ඞཁ͕͋Δ͕ɼͦͷࢪઃ͕ۃΊͯগͳ͍ [7]ɽ·ͨےిҐ্͕ख͘ग़ͤͳ͍ױऀ΍ɼ
࿹ͦͷ΋ͷ͸͋Δ͕ຑᙺͯ͠ಈ͔ͤͳ͍ױऀʹରͯ͠͸࢖༻Ͱ͖ͳ͍ɽ͞Βʹඇ৵ऻ
తͳےిٛखͰ͸׆༻Ͱ͖Δ৴߸͕ݶΒΕΔʢ௨ৗɼ۶ے͔Βͷ৴߸ͱ৳ے͔Βͷ৴
߸ͱͷ 2νϟϯωϧʣɽࣗ༝౓ͷߴ͍ಈ࡞ΛՄೳʹ͢ΔϩϘοτٛख͸ॏྔ͕େ͖͘ͳ
Γɼ࢖༻ऀͷෛ୲͕େ͖͘ͳͬͯ͠·͏ɽ
චऀ͸ҵ৓ݝཱҩྍେֶ෇ଐපӃϦϋϏϦςʔγϣϯՊʹͯٛख࢖༻ױऀ΁ͷώΞ
ϦϯάΛ࣮ࢪͨ͠ɽ౰ױऀ͸೔ৗͰ͸ೳಈٛखΛ࢖༻͓ͯ͠ΓɼපӃͰͷϦϋϏϦͷ
ࡍʹےిٛखͷ࢖༻܇࿅Λߦͳ͍ͬͯΔɽ൒೥ͷϦϋϏϦͷޙɼΑ͏΍͘ϖϯΛ௫Ή
͜ͱ·ͰͰ͖ͨঢ়گͱͷ͜ͱɽےిٛखͷ࢖༻ײʹ͍ͭͯ͸ɼ
• "ےిٛख͸ॏ͍"
• "ʢےి͕ʣͪΌΜͱ఻Θ͍ͬͯΔ͔Θ͔Βͳ͍"
• "೺࣋ྗͷ੍ޚ͕೉͘͠ɼʢ෺Λʣམͱ͢͜ͱ΋Α͋͘Δ"
ͱ͋·ΓϙδςΟϒͳײ૝Ͱ͸ͳ͔ͬͨɽώΞϦϯάΛ௨ͯ͠ಘͨݱߦͷےిٛखͷ
՝୊Λ·ͱΊΔͱɼ
• ٛखຊମ͕ॏ͍
• ےిʹΑΔٛखͷ੍ޚ͕೉͍͠
• ϦϋϏϦ͸େมͰଟ͘ͷ࣌ؒΛཁ͢Δʢͦͷׂʹ͸Ͱ͖Δಈ࡞͸೺࣋ͷΈʣ
Ͱ͋ΔɽҎ্ͷΑ͏ͳ՝୊͕͋ΔͨΊ૷ணऀͷχʔζΛຬͨٛ͢ख͕ͳ͘ɼ࣮༻Խʹ
4
ࢸ͍ͬͯͳ͍ͷ͕ݱঢ়Ͱ͋Δɽ
1.2 ؔ࿈ݚڀ
͜͜Ͱ͸ۙ೥ͷ෱ࢱϩϘοτͷ։ൃʹ͍ͭͯ঺հ͢Δɽ
TOYOTA͸ো͕͍ऀ΍ߴྸऀͳͲͷՈఉ಺Ͱͷཱࣗੜ׆ΛΞγετ͢Δੜ׆ࢧԉϩ
Ϙοτ HSRʢHuman Support RobotʣΛ։ൃͨ͠ [8]ɽFigure 1.1ʹࣔ͢Α͏ͳԁ౵ܗ
ঢ়Λ͓ͯ͠Γɼ࿓ԼͳͲڱ͍௨࿏Ͱ΋ਓ΍ंҜࢠͳͲͱฒ૸Ͱ͖Δେ͖͞Ͱ͋ΔɽҠ
ಈ༻Ͱ 3ࣗ༝౓ɼΞʔϜͰ 4ࣗ༝౓ɼ಑ମͷ৳ͼॖΈͰ 1ࣗ༝౓ͷܭ 8ࣗ༝౓ͷػߏ
ͱͳ͍ͬͯΔɽॏྔ͸ 37 kg Ͱ࠷େҠಈ଎౓͸ 0.8 km/h Ͱ͋ΓɼΏͬ͘Γͱͨ͠ಈ
͖ͰিಥϦεΫΛߟྀ͍ͯ͠ΔɽCPU Ϙʔυʢ2.4GHz ΫΞουίΞʣɼGPU Ϙʔυ
ʢJetsonʣΛ౥ࡌ͓ͯ͠Γɼ͞ΒʹߴෛՙॲཧΛߦ͏৔߹͸ແઢɾ༗ઢ LAN Λհͯ͠
֎෦ϦιʔεΛ࢖༻ՄೳͰ͋ΔɽάϦού͸ 2 ࢦରཱͷҰൠతͳάϦούʹՃ͑ͯࢦ
ઌʹٵ൫Λ౥ࡌ͠ɼߗ͍෺ମ΍ॊΒ͔͍෺ମɼͦͯ͠ฏ͍ͨ෺ମΛؚΉ 43छྨͷ෺ମ
ͷ೺͕࣋ՄೳͰ͋ΔɽΠϯλʔϑΣʔεͱͯ͠ɼλϒϨοτΛ༻͍ͯ HSRͷΧϝϥʹ
өΔԕ೺࣋ର৅෺Λࢦఆͯ࣋ͬͯ͠དྷͤ͞Δ͜ͱ͕Ͱ͖Δɽ
HSR͸ݐ෺಺Ͱ͔͠࢖༻Ͱ͖ͣɼࣗ཯ಈ࡞͞ΕΔ৔߹͸ࣄલʹϚοϐϯάͨ͠෦԰
Ͱ͔͠࢖͑ͳ͍ͱ͍ͬͨ՝୊͕͋Δɽ·ͨɼόοςϦʔ͓Αͼۦಈ࣌ؒͷݴٴ͸͞Ε
͍ͯͳ͍ɽ
Figure 1.1: Human Support Robot (HSR) produced by TOYOTA[8,9].
ஜ೾େͷࢁւάϧʔϓ͸ยຑᙺױऀͷ೔ৗੜ׆Λࢧԉ͢ΔαΠόχοΫϩϘοτ
ΞʔϜΛ։ൃͨ͠ [10, 11]ɽαΠόχοΫΞʔϜ͸ɼยຑᙺऀͷࣦΘΕ্ͨࢶػೳΛ୅ସ
ՄೳͳϩϘοτΞʔϜͱͯ͠ɼ͔͋ͨ΋࢖༻ऀͷ࿹Ͱ͋Δ͔ͷΑ͏ʹਓͷҙࢥʹجͮ
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͍ͯػೳ͢Δ͜ͱΛ໨ඪʹ։ൃ͞ΕͨɽϩϘοτΞʔϜ͸ 6 ࣗ༝౓Λ࣋ͪɼඇຑᙺଆ
ͷ࡞ۀྖҬΛڱΊͳ͍Α͏ʹςʔϒϧλεΫͷྖҬΛΧόʔ͢Δ࠷খαΠζͰઃܭ͠
ͯ͋ΔɽάϦούʹ੩ి༰ྔηϯα͕౥ࡌ͞Ε͓ͯΓɼ͜ΕʹΑΓ೺࣋ྗͱॏ৺Ґஔ
Λ೺ѲͰ͖Δɽ෺ମʹ͔͔Δ֎ྗʹج͍݈ͮͯଆ࿹ͷಈ͖ͱͦͷಈ࡞ʹؔ͢ΔϢʔβ
ͷҙਤΛਪఆ͠ɼਪఆͨ͠৘ใʹج͍݈ͮͯଆ࿹ͱڠಇͯ͠ࢧԉಈ࡞Λఏڙ͢Δ͜ͱ
͕Ͱ͖ΔɽϖοτϘτϧ΍ϓϦϯͷ֖ͳͲ 4 छྨͷ෺ମʹରͯ͠։෧ͷࢧԉΛݕূ͠
ͨɽԻ੠ೖྗʹ࡞ۀ಺༰ͱର৅෺ͷೝࣝΛߦ͍ɼϩϘοτΞʔϜͰର৅෺Λݻఆͯ͠ɼ
݈ৗͷ࿹ͰΩϟοϓͳͲͷ։෧Λߦ͑Δɽ
αΠόχοΫΞʔϜ͸صʹݻఆͯ͠࢖༻͢ΔͨΊɼ࣋ͪӡͼ͕ࠔ೉Ͱ͋Γࣗ୐ͷಛ
ఆͷصͰ͔͠࢖༻Ͱ͖ͳ͍ɽ·ͨɼࣄલʹର৅෺ͷ࠷దͳ೺࣋ྗΛڭࣔͤ͞Δඞཁ͕
͋ΔͨΊɼ࣮ࡍͷੜ׆Ͱ͸࢖༻͠ʹ͍͘ɽ
Figure 1.2: Cybernic robot arm produced by Sankai group[10,11].
1.3 ݚڀ໨త
ຊݚڀͰ͸ύʔιφϧϩϘοτΛখܕԽ͠ɼٛख࢖༻ױऀ΍ยຑᙺױऀͳͲ্ࢶػ
ೳো֐ױऀΛର৅ͱͨ͠ύʔιφϧϩϘοτΛ։ൃ͢Δɽٛख͸ৗʹ਎ʹ͚͍ͭͯΔ
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Α͏ʹɼύʔιφϧϩϘοτ΋ܞଳͰ͖ΔΑ͏খܕԽ͠࿹ͷܗΛͨ͠ϩϘοτϋϯυ
ͱ͢Δɽ੍ޚͷ೉͍͠ےిೖྗ͸ආ͚ɼࢦྩΛ༩͑Δͱࣗ཯తʹಈ࡞ͯ͠ର৅෺Λ೺
࣋͢ΔγεςϜΛߟ͑Δɽ্ࢶػೳো֐ऀʹͱͬͯ͸ύʔιφϧϩϘοτ͸ͲΜͳࣄ
ଶͰ΋ಈ࡞͢Δඞཁ͕͋ΔͨΊɼࠓճ͸ Cloud ͸࢖༻ͤͣ Edge ͰॲཧΛߦ͏͜ͱͱ
͢Δɽ·ͨ࠲ͬͯصͰ࡞ۀ͢Δ͜ͱ͕ଟ͍ͨΊ࢖༻৔ॴΛصͷ্ʹݶఆ͠ɼࢦఆͨ͠
෺ΛϐοΫΞοϓ͢ΔύʔιφϧϩϘοτϋϯυΛ࡞੡͢Δ͜ͱΛ໨తͱ͢Δɽ
1.4 ࿦จߏ੒
ຊ࿦จ͸ҎԼͷষʹΑͬͯߏ੒͞ΕΔɽ
ୈ 1ষ ং࿦
ୈ 2ষ ਂ૚ֶशͱϩϘοτ΁ͷԠ༻
ୈ 3ষ ࢼ࡞ 1߸ػͷ։ൃ
ୈ 4ষ ࢼ࡞ 2߸ػͷ։ൃ
ୈ 5ষ ݁࿦
ୈ 1ষͰ͸ɼϩϘοτͷഎܠͱͦͷதͰ΋ҩྍɾ෱ࢱϩϘοτͷൃలʹ͍ͭͯड़΂ɼݚ
ڀ໨తΛఆΊͨɽୈ 2 ষͰ͸ਂ૚ֶशɾڧԽֶशͷݪཧʹ͍ͭͯड़΂ɼਂ૚ֶशΛ༻
͍ͨը૾ೝٕࣝज़͓ΑͼڧԽֶशΛ༻͍ͨϩϘοτ੍ޚʹ͍ͭͯ঺հ͢Δɽୈ 3 ষͰ
͸εϚʔτϑΥϯΛ౥ࡌ͠ɼεϚʔτϑΥϯͷ CPUͱΧϝϥΛ༻͍ͨϩϘοτϋϯυ
ʢ1߸ػʣͷࢼ࡞ͱͦͷ෺ཧγϛϡϨʔγϣϯʹ͍ͭͯड़΂Δɽୈ 4ষͰ͸෺ମࣝผೳ
ྗͱ೺࣋ػߏΛߴੑೳԽͨ͠ϩϘοτϋϯυʢ2߸ػʣͷࢼ࡞ʹ͍ͭͯड़΂Δɽୈ 5ষ
Ͱ͸ຊ࿦จΛৼΓฦΓɼ1߸ػͱ 2߸ػͦΕͧΕͷୡ੒఺ͱ՝୊఺ʹ͍ͭͯड़΂ɼ࣍ੈ
୅ػͷ։ൃࢦ਑ʹ͍ͭͯݴٴ͠ɼࠓޙͷల๬ͱ͢Δɽ
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ୈ 2ষ
ਂ૚ֶशͱϩϘοτ΁ͷԠ༻
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2.1 χϡʔϥϧωοτϫʔΫ
ਓؒͷ೴ʹ͸χϡʔϩϯͱݺ͹ΕΔਆܦࡉ๔͕ 1000ԯݸҎ্͋ΓɼͦΕͧΕ͕ෳ਺
ͷχϡʔϩϯ͕ిؾ৴߸ʹΑͬͯ৘ใΛ఻ୡ͍ͯ͠Δɽ·ͨ೴ʹ͸γφϓεͱ͍͏৔
ॴ͕͋Γɼ͜͜Ͱిؾ৴߸Λࡉ๔ମ΁ड͚౉͢ɽࡉ๔ମ͸͋Δᮢ஋Ҏ্ͷిؾ৴߸͕
͖ͨ৔߹ʹଞͷχϡʔϩϯ΁ిؾ৴߸Λ఻೻ͤ͞Δ (͜ΕΛൃՐͱݺͿ)ɽ͜ͷΑ͏ͳ
χϡʔϩϯͱγφϓεͰߦΘΕΔԋࢉΛ໛฿ͨ͠ΞϧΰϦζϜΛ࡞Δ͜ͱ͕Ͱ͖Ε͹ɼ
ਓؒͷΑ͏ͳࢥߟ΍ೝࣝΛίϯϐϡʔλΛ࢖ͬͯ࠶ݱͰ͖Δͱߟ͑ͨɽͦͷΞϧΰϦ
ζϜ͕χϡʔϥϧωοτϫʔΫ (Neural Network: NN)Ͱ͋Δɽ
2.1.1 ଟ૚ύʔηϓτϩϯ
χϡʔϥϧωοτϫʔΫ͸ೖྗ૚ɼग़ྗ૚ɼӅΕ૚͔Βߏ੒͞Εɼ૚ͱ૚ͷؒʹ͸
χϡʔϩϯಉ࢜ͷͭͳ͕Γͷڧ͞Λࣔ͢ॏΈ͕͋Δɽඇઢܗ໰୊Λѻ͏ͨΊʹ 1986
೥ Rumelhart ʹΑͬͯߟҊ͞Εͨͷ͕ɼύʔηϓτϩϯΛෳ਺ͭͳ͗߹Θͤೖྗͱग़
ྗҎ֎ʹӅΕͨ૚Λ࣋ͭଟ૚ύʔηϓτϩϯ (Multi-layer perceptron: MLP) Ͱ͋Δ
(Figure 2.1(a))ɽχϡʔϥϧωοτϫʔΫͰଟ૚ύʔηϓτϩϯͷ૚Λશ݁߹ (fully
connected: FC)૚ͱ΋ݺͿɽ
Input layer Output layerHidden layer
Node, 
Neuron
Weight, 
Linkage
(a) Muti-layer perceptron
x1
x2
x3
w1
w2
w3
y
(b) Simple perceptron
Figure 2.1: Architecture of Muti-layer perceptron
Figure 2.1(a) ʹ͓͚Δؙ΍໼ҹ͸ͦΕͧΕϊʔυ (·ͨ͸χϡʔϩϯ) ͱॏΈ (·ͨ
͸݁߹)ͱݺͼɼͱ΋ʹ਺஋Ͱ͋Δɽྫ͑͹ը૾Λ෼ྨ͠Α͏ͱࢥ͑͹ɼ֤ϐΫηϧͷ
ըૉ਺Λ֤ϊʔυʹೖྗ͢Δɽྫ͑͹ 28 × 28pixel ͷάϨʔεέʔϧը૾Ͱ͋Ε͹ɼ
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784 ݸͷϊʔυ͕ඞཁͱͳΔɽೖྗσʔλ x ͕ೖྗ૚ʹೖͬͯ͘Δͱɼͦͷ஋ʹॏΈ
w Λ͔͚ɼ׆ੑԽؔ਺ H ͱݺ͹ΕΔؔ਺ʹ௨͠ɼ݁Ռ y Λग़ྗ͢Δɽ͜͜Ͱɼೖྗ
xɼॏΈ wɼग़ྗ y ΛଠࣈͰද͕ͨ͠ɼ͜ΕΒ͸શͯςϯιϧͰ͋Γɼ1ͭͷ૚ʹ͋Δ
ϊʔυ x1, x2, · · · xn ΛҰׅͯ͠ xͱͯ͠දه͍ͯ͠Δɽ
͜͜Ͱɼதؒ૚ͷ 1 ͭͷϊʔυʹ͍ͭͯߟ͑ΔɽFigure 2.1(b) ʹ MLP Λߏ੒͢Δ
1 ϢχοτͰ͋Δ୯७ύʔηϓτϩϯΛࣔͨ͠ɽ͜ͷ໛ࣜਤΛ਺ࣜͰද͢ͱ࣍ͷΑ͏
ʹͳΔɽ
y = H(wx + b) (2.1)
= H
( 3∑
i=1
wi xi + bi
)
(2.2)
͜͜Ͱ b ͸όΠΞεͱݺ͹ΕɼൃՐͷ͠΍͢͞Λද͍ͯ͠Δɽதؒ૚ʹ͓͚Δ׆ੑԽ
ؔ਺͸ɼEq. (2.3) ʹࣔ͢ਖ਼نԽઢܗؔ਺ (rectified linear unit: ReLU) ͱݺ͹ΕΔؔ
਺)͕Α͘༻͍ΒΕΔɽ
H(x) = max {0, x} =
{
x (x > 0)
0 (x ≤ 0) (2.3)
͜ͷԋࢉΛ܁Γฦ͠ग़ྗ૚ʹॻ͖ग़͢ɽ͜͜Ͱɼ֤૚ͷॏΈͷ஋ʹΑͬͯग़ྗ݁Ռ͸
ҟͳͬͯ͘Δɽ
ग़ྗ૚Ͱ͸ɼϊʔυͷݸ਺͸۠ผ͍ͨ͠Ϋϥε਺෼༻ҙ͢Δɽ֤ϊʔυͷग़ྗ஋͕
֤Ϋϥεʹଐ͍ͯ͠Δ֬཰Λද͢Α͏ʹɼ׆ੑԽؔ਺ʹ͸ιϑτϚοΫεؔ਺Λ༻͍Δ
(ͨͩ͠ೋ஋෼ྨͷ৔߹͸γάϞΠυؔ਺Λ༻͍Δ)ɽιϑτϚοΫεؔ਺͸ Eq. (2.4)
Ͱද͞ΕΔɽ
yi =
exp(xi)
ɹ
n∑
k=1
exp(xk)
(2.4)
͜͜Ͱ yi ͸ɼग़ྗ૚͕શ෦Ͱ n ݸ͋Δͱͯ͠ɼi ൪໨ͷग़ྗͰ͋Δ͜ͱΛࣔ͢ɽEq.
(2.4)͔ΒΘ͔ΔΑ͏ʹɼೖྗͷ૯࿨ʹରͯ͠ 1ͭͷϊʔυ͕ͲΕ͘Β͍ͷ஋Λ͔࣋ͭ
ͱ͍͏ׂ߹Ͱද͞Ε͍ͯΔɽ͜ΕʹΑΓ֤ϊʔυͷग़ྗ͸֬཰ͱͯ͠ղऍͰ͖ΔͨΊɼ
஋ͷҰ൪େ͖͍ϊʔυͷΠϯσοΫεΛ༧ଌϥϕϧͱͯ͠ݟΔ͜ͱ͕Ͱ͖Δɽ
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2.1.2 ৞ΈࠐΈχϡʔϥϧωοτϫʔΫ
ैདྷͷը૾ೝࣝͰ͸ɼը૾͔Βಛ௃Λநग़ͦ͠ΕΛࣝผثʹ͔͚Δख๏͕ओྲྀͰ
͋ͬͨɽݹయతख๏Ͱ͸ը૾͔Βಛ௃Λநग़͢Δ͍ΘΏΔಛ௃ྔઃܭ͕ඞཁͰɼ͜
͜Λ͍͔ʹ͏·͘ઃܭ͢Δ͔͕ϙΠϯτͰ͋ͬͨɽಛ௃நग़ͷํ๏ͱͯ͠ɼHOG[12]
΍ SIFT[13]ɼSURF[14] ͳͲ͕͋Γɼ͜ΕΒʹΑͬͯநग़ͨ͠ಛ௃ϕΫτϧΛ Support
Vector Machine(SVM)[15] ʹΑͬͯࣝผ͢Δ͜ͱ͕ଟ͔ͬͨɽ
͔͠͠ɼ1998 ೥ʹ LeNet ͱݺ͹ΕΔ৞ΈࠐΈχϡʔϥϧωοτϫʔΫ (Convolu-
tional Neural Network: CNN) ͕ఏҊ͞Εͨ [16]ɽCNN ͸৞ΈࠐΈ૚ͱϓʔϦϯά૚
͔Βͳ͍ͬͯΔɽ͜ͷ৞ΈࠐΈͱϓʔϦϯάͷԋࢉΛ௨ͯ͠ɼಛ௃ྔઃܭ͔Βࣝผ·
ͰΛ end-to-endͰߦ͏͜ͱ͕Ͱ͖Δɽ
Figure 2.2: Architecture of convolutional neural network[16]
৞ΈࠐΈ૚Ͱ͸ɼೖྗʹରͯ͠ϑΟϧλʔ (Χʔωϧͱ΋ݺ͹ΕΔ) Λ༻ҙ͠ɼEq.
(2.5)ʹࣔ͢ܭࢉΛߦ͏ɽ
yi, j = (K ∗ x)i, j (2.5)
=
∑
m
∑
n
xi+m, j+nKm,n (2.6)
͜͜ͰɼK ͸ϑΟϧλʔɼx͸ೖྗɼy ͸ग़ྗͰ͋ΔɽCNNͰ͸͜ͷԋࢉͷޙʹ׆ੑ
Խؔ਺ʹ௨͢ɽ͜ΕΛਤͰද͢ͱ Figure 2.3ͷΑ͏ʹͳΔɽ
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Figure 2.3: Operation process of convolution
Figure 2.3Ͱ͸ɼϑΟϧλʔͷαΠζ͸ 3 × 3Ͱ͋Δ͕ɼେ͖͞͸೚ҙͰ͋Δ (3 × 3
΍ 5 × 5, 7 × 7 ͕Α͘༻͍ΒΕΔ)ɽ·ͨɼϑΟϧλʔ͸ 1 ϚεͣͭԣʹͣΒͯ͠ܭࢉ
Λߦ͍ͬͯΔɽͣΒ͠ํΛετϥΠυͱ͍͍ɼࠓճ͸ετϥΠυ 1Ͱ͋ΔɽCNNͰ͸
ଟ͘ͷ৔߹ɼετϥΠυ͸ 1Ͱ͋Δɽ͜ͷΑ͏ͳϑΟϧλʔͷ৞ΈࠐΈܭࢉΛߦ͏ͱɼ
ϑΟϧλʔ͝ͱʹҟͳͬͨը૾ͷಛ௃Λநग़ͯ͠਺஋Խ͢Δ͜ͱ͕Ͱ͖Δɽ
࣍ʹϓʔϦϯάΛߦ͏ɽ͜͜Ͱ͸ɼը૾ೝࣝͰଟ͘༻͍ΒΕΔ࠷େ஋ϓʔϦϯάʹ
͍ͭͯड़΂ΔɽFigure 2.4ʹࣔ͢Α͏ʹɼ2 × 2ͷϓʔϧαΠζΛ༻ҙͨ࣌͠ɼͦͷൣ
ғ಺ʹ͋Δ࠷େ஋ΛऔΔԋࢉͰ͋ΔɽετϥΠυ͸ϓʔϧαΠζͱ߹ΘͤɼϓʔϦϯ
άΛߦͬͨྖҬͱඃΒͳ͍Α͏ʹ͢Δ͜ͱ͕ҰൠతͰ͋ΔɽFigure 2.4 Ͱ͸ετϥΠ
υ 2Ͱ͋Δɽ
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Figure 2.4: Operation process of max pooling
ϓʔϦϯά૚Ͱ͸ը૾ͷαΠζΛখͯ͘͞͠ (ίϯϐϡʔλͷ)ܭࢉίετΛݮΒ͠ɼ
ඍখͳมԽʹରͯ͠ϩόετʹͳΔɽ
͜ͷ৞ΈࠐΈͱϓʔϦϯάΛ܁Γฦͯ͠ɼೖྗ͔ΒϑΟϧλʔͷ਺͚ͩಛ௃Λநग़
͠ɼ͜ͷநग़ͨ͠ಛ௃ϚοϓΛ FC૚΁ܨ͛ͯࣝผΛߦ͏ख๏͕ CNNͰ͋Δɽ
2.2 ਪ࿦ͱֶश
χϡʔϥϧωοτϫʔΫͰ͸ਪ࿦ϑΣʔζͱֶशϑΣʔζʹ෼͔Ε͍ͯΔɽ2.1અ͸
શͯਪ࿦ϑΣʔζͷ࿩Ͱ͋Γɼॱ఻೻χϡʔϥϧωοτͱݺ͹ΕΔɽ
ֶशϑΣʔζͰ͸ɼٯ఻೻χϡʔϥϧωοτΛ༻͍Δɽٯ఻೻ͱ͸ޡࠩٯ఻೻
๏ (Backpropergation)[17] ͔Β༝དྷ͍ͯ͠Δɽਅ஋͔ΒͷޡࠩΛද͢ଛࣦؔ਺ (loss
function)Λ༻͍ͯɼύϥϝʔλͷඍ෼஋Λߋ৽ʹ༻͍Δɽଛࣦؔ਺͸ίετؔ਺ɼ໨
తؔ਺ͱ΋ݺ͹ΕΔɽ͜ͷඍ෼஋Λޮ཰Α͘ܭࢉ͢ΔΞϧΰϦζϜ͕ޡࠩٯ఻೻๏Ͱ
͋Δɽ
ଛࣦؔ਺͸ղ͘໰୊ͷ໨తʹ߹ΘͤͯબͿඞཁ͕͋Δɽճؼ໰୊Ͱ͸ฏۉೋ৐࿨ޡ
ࠩ (mean squared error: MSE)͕༻͍ΒΕΔɽ
MSE =
1
N
N∑
k
(yk − tk)2 (2.7)
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·ͨɼΫϥε෼͚໰୊Ͱ͸ަࠩΤϯτϩϐʔޡࠩ (cross entropy error)͕༻͍ΒΕΔɽ
CE = −
N∑
k
tk ln yk (2.8)
͜͜Ͱɼy ͸༧ଌϥϕϧͰɼt ͸ڭࢣϥϕϧͰ͋Δɽ
2.2.1 ࠷దԽख๏
ଛࣦؔ਺Λ༻͍ͯύϥϝʔλΛߋ৽͢Δ͕ɼߋ৽ख๏ʹ͸͍͔ͭ͘ํ๏͕͋ΔͨΊɼ
͜͜Ͱ͸ຊݚڀͰ࢖༻ͨ͠࠷దԽख๏ʹ͍ͭͯड़΂Δɽ
SGD
SGD ͸֬཰తޯ഑߱Լ๏ (Stochastic gradient descent) ͱݺ͹ΕΔख๏Ͱɼ࠷΋୯
७ͳ࠷దԽख๏Ͱ͋Δɽը૾ೝࣝͷ෼໺Ͱ͸ଟ͘࢖ΘΕ͍ͯΔɽ
SGDͰ͸ҎԼͷࣜ Eq. (2.9)ͰύϥϝʔλΛߋ৽͢Δɽ
W ←W − η ∂L
∂W
(2.9)
͜͜ͰɼW ͸ߋ৽͢ΔॏΈύϥϝʔλɼ
∂L
∂W
͸W ʹؔ͢Δଛࣦؔ਺ͷޯ഑Ͱ͋Δɽ
·ͨ η ͸ֶश཰ͱݺ͹Εɼ࣮ࡍʹ͸ 0.01΍ 0.001ͱ͍ͬͨ஋Λલ΋ܾͬͯΊͯ࢖༻͢
ΔɽSGD͸ύϥϝʔλͷޯ഑Λར༻ͯ͠ɼޯ഑ํ޲ʹύϥϝʔλΛߋ৽͢Δεςοϓ
Λ܁Γฦͯ͠ɼঃʑʹ࠷దͳύϥϝʔλ΁ͱ͚ۙͮΔख๏Ͱ͋Δɽ
Adam
Adam[18] ͸ adaptive moment estimationͷུͰɼޯ഑ͷ஋ͷ 1৐࿨ͱ 2৐࿨ͷ྆ํ
Λύϥϝʔλߋ৽ʹ༻͍Δख๏Ͱ͋ΔɽҎԼͷࣜ Eq. (2.10)ͰύϥϝʔλΛߋ৽͢Δɽ
m← β1m + (1 − β1) ∂L
∂W
(2.10)
v ← β2v + (1 − β2)
(
∂L
∂W
)2
(2.11)
W ←W − η mˆ√
vˆ + ϵ
(2.12)
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mt ͱ vt ͸ͦΕͧΕɺޯ഑ͷҰ࣍Ϟʔϝϯτʢฏۉ஋ʣͱೋ࣍Ϟʔϝϯτʢ෼ࢄͨ͠
ฏํภࠩʣͷ֓ࢉ஋Ͱ͋Δɽηɼβ1ɼβ2 ͸ͦΕͧΕֶशύϥϝʔλͰ͋Δɽ·ͨɼmˆtɼ
vˆt ͸ͦΕͧΕҠಈࢦ਺ฏۉΛ༻͍ͨࡍʹੜ͡ΔόΠΞε (େ͖͞Λม͑ͯ͠·͍ͬͯΔ
͜ͱͳͲ)Λଧͪফͨ͢Ίʹਖ਼ଇԽ͓ͯ͠ΓɼEq. (2.13)Ͱද͞ΕΔɽ
mˆ =
m
1 − β1 (2.13)
vˆ =
v
1 − β2 (2.14)
ֶशύϥϝʔλ͸ͦΕͧΕ η = 0.001ɼβ1 = 0.9ɼβ2 = 0.999ɼϵ = 10−8 ͕࠷దͩͱ
ݴΘΕ͍ͯΔ [18]ɽ
͜ͷଛࣦؔ਺ͷύϥϝʔλඍ෼Λ֤૚Ͱߦ͏ͨΊɼฒྻܭࢉΛߦ͏ͱόονॲཧͰ
͖ͯߴ଎ʹֶश͕Ͱ͖ΔɽͦͷͨΊฒྻԋࢉΛಘҙͱ͢Δ GPUΛ༻ֶ͍ͯशΛߦ͏ɽ
2.2.2 աֶशͱͦͷ཈੍
σΟʔϓϥʔχϯάͰ͸աֶश (overfitting) ͱݺ͹ΕΔ໰୊͕ଟ͘ى͜Δɽաֶश
ͱ͸ɼ܇࿅σʔλʹରͯ͠ͷΈదԠ͠ա͗ͯ͠·͍ɼ܇࿅σʔλʹؚ·Εͳ͍ςετ
σʔλʹ͸ਫ਼౓͕ग़ͳ͍ঢ়ଶΛࢦ͢ɽաֶश͸ɼେྔʹύϥϝʔλΛ࣋ͭදݱྗͷߴ
͍ϞσϧͰ͋Δ͜ͱ΍ɼ܇࿅σʔλ͕গͳ͍͜ͱͳͲ͕ݪҼͰى͜Δɽ͜͜Ͱ͸աֶ
शΛ཈੍͢ΔςΫχοΫΛड़΂Δɽ
Dropout
Dropout[19] ͸ɼωοτϫʔΫͷϊʔυΛϥϯμϜʹফڈ͠ͳ͕Βֶश͢Δख๏Ͱ͋
Δɽ܇࿅࣌ʹӅΕ૚ͷϊʔυΛຖճϥϯμϜʹબ୒͠ɼͦͷϊʔυͷग़ྗΛ 0ʹ͢Δɽ
ͦͯ͠ςετ࣌ʹ͸શͯͷϊʔυΛ׆ੑԽͤ͞ɼ৴߸Λ఻ୡͤ͞Δɽ
Dropout ͸ɼֶश࣌ʹϊʔυΛϥϯμϜʹফڈ͢Δ͜ͱͰɼຖճҟͳΔϞσϧΛֶ
श͍ͯ͠ΔͱղऍͰ͖ɼΞϯαϯϒϧֶशͱಉ͡ޮՌΛٖࣅతʹ 1 ͭͷωοτϫʔΫ
Ͱ࣮ݱ͍ͯ͠Δͱߟ͑ΒΕΔɽΞϯαϯϒϧֶशͱ͸ɼऑࣝผثΛෳ਺߹Θͤͯ 1 ͭ
ͷڧྗͳࣝผثͱ͢Δख๏ͰɼݱࡏͰ΋༗ޮͳख๏ͱͯ͠༻͍ΒΕ͍ͯΔɽ
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Batch Normalization
Batch Normalization[20] ͸ɼωοτϫʔΫʹ͓͚Δ֤૚Ͱͷ׆ੑԽޙͷग़ྗ (ΞΫ
ςΟϕʔγϣϯ) ͷ෼෍Λɼద౓ͳ޿͕ΓΛ࣋ͭΑ͏ʹௐ੔͢Δख๏Ͱ͋ΔɽBatch
NormalizationͰ͸ֶशΛߦ͏ࡍͷϛχόονΛ୯Ґͱͯ͠ɼϛχόον͝ͱʹਖ਼نԽ
Λߦ͏ (Eq. (2.15))ɽ
µB =
1
m
m∑
i=1
xi (2.15)
σ2B =
1
m
m∑
i=1
(xi − µB) (2.16)
xˆi ← xi − µB√
σ2B + ϵ
(2.17)
ϛχόονͱͯ͠ B = {x1, x2, · · · , xm} ͱ͍͏ m ݸͷೖྗσʔλͷू߹ʹରͯ͠ɼฏ
ۉ µBɼ෼ࢄ σ2B ΛٻΊɼೖྗσʔλΛฏۉ 0෼ࢄ 1ͱͳΔΑ͏ʹਖ਼نԽΛߦ͏ɽϵ ͸
0Ͱআࢉ͞ΕΔ͜ͱΛ๷͙΋ͷͰɼۃখͷ஋Λ༻͍Δɽ
Batch NormalizationΛ༻͍ΔͱɼֶशΛ଎͘ਐߦͤ͞Δ͜ͱ͕Ͱ͖Δɼॳظ஋ʹͦ
Ε΄Ͳґଘ͠ͳ͍ɼաֶशΛ཈੍Ͱ͖Δͱ͍ͬͨޮՌ͕ظ଴Ͱ͖Δɽ
2.3 ը૾ೝࣝͱਂ૚ֶश
Deep Learning ͱ͸ Deep Neural Network(DNN) Λࢦ͢͜ͱ͕ଟ͍ɽ͜ͷ"Deep"
ͱ͸ɼχϡʔϥϧωοτϫʔΫͷ૚͕ਂ͍͜ͱʹ༝དྷ͍ͯ͠Δɽ
Figure 2.5 ʹը૾ೝࣝλεΫͷਫ਼౓ͷۙ೥ͷਪҠΛࣔ͢ɽ͜Ε͸ ImageNet Large
Scale Visual Recognition Challenge(ILSVRC) ͱݺ͹ΕΔੈքతͳը૾ೝࣝͷίϯϖ
ςΟγϣϯͰ͋Δ (2010೥͔Β࢝·ͬͨ)ɽΧςΰϦ਺͸ 1000ΫϥεͰɼը૾ຕ਺͸
120ສຕͷ܇࿅σʔλͱ 15ສຕͷςετσʔλ͕༻ҙ͞Ε͍ͯΔɽ
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Figure 2.5: Transition of accuracy of image recognition on ILSVRC
2011೥ͱ 2012೥͸໿ 10%΋ͷେࠩͰ AlexNet[21] ͕༏উ͍ͯ͠Δɽ͜Ε͕σΟʔ
ϓϥʔχϯάͷ࢝·ΓͰ͋ΔɽAlexNet ͸ 5 ͭͷ৞ΈࠐΈ૚ͱ 3 ͭͷશ݁߹૚Λ࣋ͬ
͍ͯΔɽ2014೥ʹ͸VGGNet[22]΍GoogLeNet[23]͕ 9ׂͷਫ਼౓Λ௒͑ͨɽVGGNet
͸ AlexNetʢ8 ૚ʣΑΓ͞Βʹਂ͍ߏ଄ʢ19 ૚ʣͰ͋ΓɼGoogLeNet Ͱ͸ 22 ૚΋
͋Δɽͦͯ͠ 2015 ೥ʹ͸ ResNet[24] ͕ਓؒͷਫ਼౓Λ΋௒͑Δೝࣝਫ਼౓Λୡ੒ͨ͠ɽ
ResNet͸ GoogLeNetΑΓ΋͞Βʹਂ͘ 152૚΋͋ΔɽCNNΛෳ਺ճ͔͚ͯݕग़Λ
ߦ͏৔߹ɼCNNͷઙ͍૚Ͱ͸ۭؒ෼ղೳ͸͋Δ͕ந৅తͳ৘ใ͕গͳ͘ɼਂ͍૚Ͱ͸
ҙຯ࿦తͳ৘ใ͸औಘͰ͖ΔʢϙʔζɼมܗͳͲʣ͕ۭؒ෼ղೳ͕খ͍ͨ͞ΊزԿֶత
ͳ৘ใ͕ࣦΘΕΔͱ͍ͬͨಛ௃͕͋Δɽ
ը૾ॲཧʹ͓͚ΔσΟʔϓϥʔχϯάͰ͸େ͖͘ 3 ͭͷλεΫ͕͋ΓɼͦΕͧΕɼ
Ϋϥε෼ྨɼ෺ମݕग़ɼηάϝϯςʔγϣϯͰ͋ΔɽImageNet ͸Ϋϥε෼ྨͷλε
ΫͰ͕͋ͬͨɼۙ೥Ͱ͸ΑΓ೉͍͠෺ମݕग़΍ηάϝϯςʔγϣϯͷλεΫΛؚΉ
MSCOCOͱ͍͏σʔληοτ͕ओྲྀʹͳ͖͍ͬͯͯΔɽ
2.3.1 ClassificationʢΫϥε෼ྨʣ
Ϋϥε෼ྨ͸ը૾ʹ͍ࣸͬͯΔ෺ମ͕"dog", "airplane", "bird", "toy"ͳͲࣄલʹఆ
ٛ͞ΕͨϥϕϧͷͲΕʹ֘౰͢Δ͔Λࣝผ͢ΔλεΫͰ͋ΔɽILSVRC ͸Ϋϥε෼ྨ
ͷίϯϖͰ͋Δɽ͜ͷࣝผ͸ɼࣄલʹఆٛ͞Εͨϥϕϧͷಛ௃΂Ϋτϧͱೖྗը૾ͷ
ಛ௃΂Ϋτϧͷڑ཭ܭࢉΛߦ͍ɼڑ཭஋͕খ͚͞Ε͹ಉҰɼͦ͏Ͱͳ͚Ε͹൱ͱ൑ఆ͢
Δɽਂ૚ֶशͰ͸ಉҰਓ෺ͷϖΞը૾ؒͷڑ཭஋͕খ͘͞ɼଞਓͷը૾ͱͷڑ཭஋͕
େ͖͘ͳΔΑ͏ͳଛࣦؔ਺Λઃܭ͠ωοτϫʔΫΛߏங͢Δ͜ͱͰΫϥε෼ྨ໰୊Λ
ղ͍͍ͯΔɽ্ड़ͨ͠ AlexNet΍ VGGNetɼGoogLeNetɼResNetͳͲ͸Ϋϥε෼ྨ
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Figure 2.6: Architecture of ResNet34[24].
Figure 2.7: Residual block: Skip Connection[24].
Λղͨ͘ΊͷΞʔΩςΫνϟͰ͋Δɽը૾ೝࣝλεΫʹ͓͍ͯΫϥε෼ྨ͸ޙड़͢Δ
෺ମݕग़΍ηάϝϯςʔγϣϯʹ͓͍ͯجװͱͳΔλεΫͰ͋ΔͨΊɼResNetͳͲΫ
ϥε෼ྨΛղ͘ωοτϫʔΫඞͣϕʔεͱͯ͠࢖ΘΕ Backboneͱݺ͹ΕΔɽ
͜͜Ͱ͸ɼBackbone ͱͯ͠Α͘༻͍ΒΕΔ ResNet ʹ͍ͭͯઆ໌͢ΔɽFigure
2.6 ʹ ResNet ͷΞʔΩςΫνϟΛࣔ͢ɽΫϥε෼ྨͰ࢖ΘΕΔಛ௃நग़ث (Feature
Extraction Layer)ͱࣝผث (Classifier)ʹ෼͚ͯղऍͰ͖Δɽ৞ΈࠐΈ૚Ͱೖྗը૾͔
Βಛ௃Λநग़͠ɼશ݁߹૚ͰΫϥεࣝผΛߦ͏ɽResNetҎલͰ͸ಛ௃நग़ثͰ͋Δ৞
ΈࠐΈ૚͕աֶशͳͲͷ໰୊ʹΑͬͯਂ͘Ͱ͖ͣɼྑ͍ಛ௃ΛಘΒΕͳ͔ͬͨͨΊͲ
ΜͳࣝผثΛ༻͍ͯ΋ߴ͍ਫ਼౓Ͱͷࣝผʹ͸ݶք͕͋ͬͨɽ͔͠͠ɼResNetͰఏҊ͞
Εͨ Skip connection ʹΑͬͯ૚Λਂͯ͘͠΋աֶशΛ཈͑ΒΕΔΑ͏ʹͳΓɼܶత
ʹվળͨ͠ɽSkip connectionͱ͸ Figure 2.7ʹࣔ͢Α͏ʹɼલͷ૚ͷग़ྗΛ࣍ͷ૚ͷ
ग़ྗͱ଍͠߹ΘͤΔ݁߹Ͱ͋Δɽྫ͑͹લͷ૚͕ྑ͍ಛ௃Ͱ͋ͬͯɼ࣍ͷ৞ΈࠐΈʹ
ΑࣦͬͯΘΕͯ͠·ͬͯ΋ɼSkip connectionʹΑͬͯྑ͍ಛ௃Λอͬͨ··࣍ͷ૚΁
ਐΊΔ͜ͱ͕Ͱ͖ΔΑ͏ʹͳΔɽݴ͍׵͑Δͱ Skip͞Εͨ૚͕༗༻Ͱ͋Δ͔Ͳ͏͔Λ
ࣗಈͰ൑அͰ͖ΔΑ͏ʹͳΔɽ
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2.3.2 Object Detectionʢ෺ମݕग़ʣ
෺ମݕग़ͱ͸ Bounding Box Ͱ෺ମͷҐஔͱͦͷ෺ମͷछྨΛಛఆ͢Δํ๏Ͱ͋
Δɽ෺ମݕग़ͰओྲྀͰ͋Δͷ͸ Faster R-CNN Ͱ͋Δ [25]ɽFigure 2.8 ʹࣔ͢Α͏ʹɼ
Faster R-CNN Ͱ͸ಛ௃நग़ثͰ͋Δ CNN ͱ Region Proposal Network(RPN) ͷ 2
͔ͭΒͳΔɽCNN Ͱಘͨಛ௃Ϛοϓͷ֤఺Λத৺ͱͨ͠ Bounding Box(BBox) Λɼ
1 ลͷ௕͓͞ΑͼॎԣൺΛม͑ͯෳ਺༻ҙ͠ RPN ʹೖྗ͢ΔɽRPN Ͱ͸ೖྗ͞Εͨ
BBox ʹ෺ମ͔എܠ͔Λ൑ఆ͠ɼ෺ମͳΒ͹ Ground truth ͔ΒͲΕ͚ͩͣΕ͍ͯΔ͔
Λֶश͢Δɽ͜ΕʹΑΓೖྗը૾಺ͷͲ͜ʹ෺ମ͕͍Δ͔ͱ͍͏෺ମީิྖҬ (Region
of Interest: RoI) Λܾఆ͢ΔɽCNN ʹΑͬͯநग़ͨ͠ಛ௃ϚοϓͱٻΊͨ RoI Λর
Β͠߹Θͤɼ֘౰͢Δಛ௃ϚοϓΛϓʔϦϯάͯ͠෺ମީิ͝ͱͷݻఆαΠζͷಛ௃
ϚοϓΛ࡞ΔʢRoI poolingʣɽRoI pooling͞Εͨಛ௃Ϛοϓ͔ΒࣝผثʹΑͬͯͲͷ
Ϋϥεʹଐ͢Δͷ͔ܾఆ͢ΔɽҎ্ͷΑ͏ʹͯ͠ɼFaster R-CNN Ͱ͸ϞσϧશମΛ
End-to-EndͰֶशͰ͖Δɽ
Figure 2.8: Architecture of Faster R-CNN[25].
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2.3.3 Segmentationʢηάϝϯςʔγϣϯʣ
ηάϝϯςʔγϣϯʹ͸ Semantic SegmentationʢηϚϯςΟοΫηάϝϯςʔγϣ
ϯʣͱ Instance SegmentationʢΠϯελϯεηάϝϯςʔγϣϯʣͷ 2͕ͭ͋Δɽ
ηϚϯςΟοΫηάϝϯςʔγϣϯ
ηϚϯςΟοΫηάϝϯςʔγϣϯͱ͸ը૾ΛϐΫηϧϨϕϧͰೝࣝ͢Δ͜ͱͰ͋
Δɽը૾಺ͷ֤ըૉΛΦϒδΣΫτΫϥεʹׂΓ౰ͯΔख๏Ͱ͋Δɽ
ηϚϯςΟοΫηάϝϯςʔγϣϯʹ͓͍ͯ࠷ॳʹ CNN Λ࢖ͬͨख๏͸ Fully
Convolutional Network(FCN)Ͱ͋Δ [26]ɽ͜Ε͸Ϋϥε෼ྨʹ࢖ΘΕΔωοτϫʔΫ
ͷશ݁߹૚Λ৞ΈࠐΈ૚ʹஔ͖׵͑ͯɼ࠷ऴग़ྗΛ 2 ࣍ݩϚοϓʹ͢ΔωοτϫʔΫ
Ͱ͋ΔʢFigure 2.9ʣɽFigure 2.9(b) ͷΑ͏ʹɼ͜ΕʹΑΓϐΫηϧ୯ҐͰΫϥε෼ྨ
ͷ݁Ռ͕ώʔτϚοϓͱͯ͠ग़ྗ͞ΕΔɽ
ಛ௃ϚοϓͷαΠζ͸ Max Pooling Λܦͯখ͘͞ͳ͍ͬͯΔͨΊɼೖྗը૾ʹର
ͯ͠ಛ௃ϚοϓͷαΠζ͸খ͘͞ͳ͍ͬͯΔɽͦͷͨΊ͜ΕΛ Up sampling ͯ͠ೖ
ྗը૾ͷαΠζ·Ͱ֦େ͢ΔɽUp sampling ʹ͸ٯ৞ΈࠐΈʢDeconvolutionʣΛߦ
͏ɽٯ৞ΈࠐΈͱ͸৞ΈࠐΈͷٯૢ࡞ʹΑͬͯಛ௃Ϛοϓ͔Β৞ΈࠐΉલͷը૾ɾಛ
௃Λ෮ݩ͢ΔͷͰ͸ͳ͘ɼݩͱͳΔಛ௃ϚοϓΛ padding ΍ diliate ʹΑ֦ͬͯେ͠
͔ͯΒ৞ΈࠐΉૢ࡞Ͱ͋Δɽ਺ֶతʹ͸ΧʔωϧͷసஔͰ৞ΈࠐΉͨΊసஔ৞ΈࠐΈ
ʢTransposed Convolutionʣͱ΋ݺ͹ΕΔɽ·ͨ FCN Ͱ͸్தͷ৞ΈࠐΈ૚ͷग़ྗ΋
࢖͍ Pooling ʹΑࣦͬͯΘΕͨࡉ͔͍Ґஔ৘ใ΋ར༻͓ͯ͠Γɼ͜ΕʹΑͬͯग़ྗը
૾͕΅΍͚ͣʹ෺ମͷৄࡉͳ৘ใΛଊ͑ͨηάϝϯςʔγϣϯ͕ՄೳͱͳΔɽ
(a) FCN framework[26]. (b) Transforming fully connected layers
into convolution layers[26].
Figure 2.9: Architecture of FCN.
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Πϯελϯεηάϝϯςʔγϣϯ
Πϯελϯεηάϝϯςʔγϣϯͱ͸ಉ͡Ϋϥεͷ෺ମ΋ผͱͯ͠ೝࣝ͢Δ͜ͱͰ
͋Δɽ·ͣೖྗը૾ʹରͯ͠෺ମݕग़Λߦ͍ɼݕग़ͨ͠ BBox ಺Ͱηάϝϯςʔγϣ
ϯΛߦ͏ɽ͢ͳΘͪɼΠϯελϯεηάϝϯςʔγϣϯ͸෺ମݕग़ͱηϚϯςΟοΫ
ηάϝϯςʔγϣϯͷϋΠϒϦουͱݴ͑ΔɽΠϯελϯεηάϝϯςʔγϣϯͰΑ
͘࢖ΘΕΔख๏͸Mask R-CNNͰ͋Δ [27]ɽ
Mask R-CNN ͸ Faster R-CNN Λϕʔεͱͨ͠ΞʔΩςΫνϟͰɼRP ϚοϓͰ
Detection & Classification branch ͱ Segmentation branch ʹ෼ذ͢ΔɽDetection
& Classification branch ͸ Faster R-CNN ͱ΄΅ಉ༷Ͱ͋ΔͨΊઆ໌͸ׂѪ͢Δɽ
Segmentation branch Ͱ͸ FCN[26] ͱಉ͡ߏ଄Ͱ͋Γɼ৞ΈࠐΈΛෳ਺ճߦ͍࠷ޙʹ
ٯ৞ΈࠐΈΛॲཧ͢Δ͜ͱͰఏҊީิྖҬʹ͓͚ΔϚεΫΛੜ੒͢Δɽ
Figure 2.10: Architecture of Mask R-CNN[27].
2.3.4 ը૾ೝࣝʹ͓͚ΔධՁࢦඪ
ػցֶशʹ͓͚ΔධՁࢦඪΛઆ໌͢Δ্Ͱࠞಉߦྻͱ͍͏΋ͷΛ༻͍ΔɽTable 2.1
ʹ 2Ϋϥε෼ྨʹ͓͚ΔࠞಉߦྻΛࣔ͢ɽࠞಉߦྻͷཁૉ͸ True͸ਖ਼ղͰ False͸ෆ
ਖ਼ղΛ͓ࣔͯ͠ΓɼPositive ͸༧ଌ͕ਅɼNegative ͸༧ଌِ͕Λग़ྗ͢Δ͜ͱΛද͠
͍ͯΔɽ͢ͳΘͪɼTP ͸ਖ਼ղϥϕϧΛਖ਼͘͠༧ଌͰ͖ͨɼTN ͸ਖ਼ղϥϕϧ͡Όͳ͍
΋ͷΛਖ਼ղ͡Όͳ͍ͱ༧ଌͰ͖ͨ͜ͱΛ͓ࣔͯ͠ΓɼҰํ FP ͸ਖ਼ղ͡Όͳ͍΋ͷΛ
ਖ਼ղͱ༧ଌͯ͠͠·ͬͨɼFN ͸ਖ਼ղϥϕϧΛਖ਼ղͱ༧ଌͰ͖ͳ͔ͬͨ͜ͱΛ͍ࣔͯ͠
Δɽ͜ͷࠞಉߦྻͷཁૉΛ༻͍ͯɼEq. (2.18)ʹࣔ͢ 3ͭͷධՁࢦඪΛఆٛ͢Δɽ
21
Table 2.1: Confusion Matrix on 2 class classification.
Actual
Positive Negative
Predicted
Positive True Positive(TP) False Positive(FP)
Negative False Negative(FN) True Negative(TN)
Accuracy = TP + TN
TP + FP + TN + FN
Precision = TP
TP + FP
(2.18)
Recall = TP
TP + FN
Accuracy͸ਖ਼ղ཰ͱݺ͹ΕɼϞσϧͷ༧ଌ݁Ռશମͱ౴͕͑ͲΕ͚ͩҰக͍ͯ͠Δ͔
ׂࣔ͢߹Ͱ͋ΔɽҰൠʹϞσϧͷਫ਼౓ͱ͍͏ͱ Accuracy Λࢦ͢ࣄ͕ଟ͍ɽPrecision
͸ద߹཰ͱݺ͹ΕɼϞσϧ͕ਅͱ༧ଌ݁ՌશମͷதͰ࣮ࡍʹਖ਼ղͰ͋Δׂ߹Ͱ͋Δɽͭ
·Γޡݕ஌ʹͲΕ͚ͩڧ͍͔Λࣔ͢ɽRecall ͸࠶ݱ཰ͱݺ͹ΕɼϞσϧͷ༧ଌͰग़ྗ
͞ΕΔ΋ͷͷ͏࣮ͪࡍʹਖ਼ղͰ͋Δׂ߹Ͱ͋Δɽͭ·Γɼݟಀ͠ʹͲΕ͚ͩڧ͍͔Λ
ࣔ͢ɽ
ଞΫϥε෼ྨͰ͸֤Ϋϥεͷ Precision ΍ Recall ΛΫϥε਺Ͱฏۉͯ͠ Average
Precision(AP)΍ Average Recall(AR)ͱ͢Δɽ
Ұํɼ෺ମݕग़΍ηάϝϯςʔγϣϯʹ͓͚ΔධՁࢦ਺ͱͯ͠͸ IoU(Intersection
over Union) Λ࢖͏ɽFigure 2.11 ʹࣔ͢Α͏ʹɼIoU ͸༧ଌ݁Ռͱڭࢣϥϕϧ͕ͲΕ
͚ͩॏͳ͍ͬͯΔ͔Λද͢ɽ਺ࣜͰ͸ࠞಉߦྻͷཁૉΛ࢖ͬͯ
IoU = TP
TP + FP + FN
(2.19)
ͱද͢ɽ
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Ground Truth Predicted Image IoU
 

Figure 2.11: Example image of IoU.
·ͨɼ෺ମݕग़΍ηάϝϯςʔγϣϯͰ͸ pixel-wiseͰ༧ଌ݁Ռ͕ग़ྗ͞ΕΔͨΊɼ
AP΍ ARΛ͞ΒʹըૉશମͰฏۉΛऔͬͯ mean Avereage Precision(mAP)΍ mean
Average Recall(mAR)ͱ͢Δɽ
ͳ͓ɼMSCOCOͱݺ͹ΕΔσʔληοτ [28] Ͱ͸ COCO APɼCOCO ARͱݺ͹
ΕΔಠࣗͷධՁࢦඪΛ༻͍͍ͯΔɽFigure 2.12ʹ COCOͷධՁࢦඪͷ·ͱΊΛࣔ͢ɽ
mAP ΍ AP ͷܾΊํ͸ͻͱͭͰͳ͘ɼIoU ͷᮢ஋ʹΑͬͯͦΕΛ෺ମͱೝΊΔ͔എ
ܠͱ͢Δ͔ʹΑͬͯมΘͬͯ͘ΔɽCOCO ͷ mAP ͸ 101point ͷิؒ AP Ͱ͋Γɼ
COCOͰ͸ෳ਺ͷ IoUΛج४ͱ͢Δ mAPΛಋग़͠ɼͦΕΛฏۉͨ͠΋ͷΛ APͱ͠
ͨ΋ͷ΋࠾༻͍ͯ͠ΔɽIoU = 0.50 : 0.95 ͸ 0.05 ࠁΈʹ 0.50–0.95 ·Ͱج४ IoU Λ
ม͑ͨ mAP ͷฏۉͰ͋ΔɽCOCO AR ͸ը૾͝ͱͷݕग़਺ (maxDets) Λ 1,10,100
ͷ͍ͣΕ͔ʹݻఆͨ࣌͠ͷ RecallΛଌఆ͢Δɽ·ͨɼAPɼARͱ΋ʹ small medium
largeʹ෼͚ͨΦϒδΣΫτͷେ͖͞ (Area)͝ͱͷ஋΋ଌఆ͍ͯ͠Δɽ
Figure 2.12: Other metrics collected for the COCO dataset[29]
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ଞʹ΋͍͔ͭ͘ࡉ͔͍ࢦඪ͕͋Δ͕ɼຊݚڀͰ͸ Figure 2.12 ʹࣔ͢ AP ͱ
ARmax=100 Λ࢖༻ͨ͠ɽ
2.4 ڧԽֶश
ࠓ·Ͱड़΂͖ͯͨ͜ͱ͸શͯڭࢣ͋Γֶशͱݺ͹ΕΔख๏Ͱ͋Γɼػցֶशͷ 1 छ
Ͱ͋Δɽ͔͜͜Β͸ڧԽֶशͱ͍͏ػցֶशʹ͍ͭͯड़΂Δɽ
2.4.1 Ϛϧίϑܾఆաఔ
Figure 2.13 ʹڧԽֶशͷ֓೦ਤΛࣔ͢ɽڧԽֶश͸ɼΤʔδΣϯτͱݺ͹ΕΔϓ
ϨʔϠʔ͕ɼ༩͑ΒΕͨ؀ڥͱ૬ޓ࡞༻͠ɼ୳ࡧͱ஌ࣝͷར༻Λߦͬͯ໨ඪΛୡ੒͢Δ
ํ๏ΛٻΊΔɽڧԽֶश͸ڭࢣ͋Γֶशʹࣅ͍ͯΔ͕ɼڭࢣʹΑΔ໌֬ͳʮ౴͑ʯ͸ఏ
ࣔ͞Εͳ͍ɽ୅ΘΓʹʮߦಈͷબ୒ࢶʯͱʮใुʯ͕ఏࣔ͞ΕΔɽ͜͜ͰɼڧԽֶशʹ
͓͍ͯͷใु͸ʮ֤ߦಈʯʹରͯ͠Ͱ͸ͳ͘ɼʮ࿈ଓͨ͠ߦಈͷ݁Ռʯʹରͯ͠༩͑Β
ΕΔɽ͜ͷใुΛ࠷େԽ͢Δ͜ͱ͕ڧԽֶशͷ໨తͰ͋Δɽ
	Agent
go / back / 
right / left
Action
Reward, State
Maximize
Value
Action
Figure 2.13: Framework of Reinforcement learning
͜ͷ Figure 2.13 Λද͢਺ཧϞσϧͱͯ͠ɼϚϧίϑܾఆաఔ (Markov Decision
Process: MDP)͕͋ΔɽMDP͸࣌ࠁ t ʹ͓͚Δঢ়ଶΛ stɼߦಈΛ atɼใुΛ rtɼঢ়ଶ
st ʹ͓͚ΔߦಈΛฦ͢ํࡦ π(at |st )ɼ࣍ͷঢ়ଶ st+1 ΁ҠΔঢ়ଶભҠ֬཰ P(st+1 |st, at )
ʹΑͬͯهड़͞ΕΔ֬཰աఔͰ͋ΔɽϚϧίϑͱ͍͏ͷ͸Ϛϧίϑੑͱ͍͏ҙຯͰɼ࣍
ͷߦಈ st+1 ʹ͸ݱࡏͷঢ়ଶ st ͔ؔ͠༩͠ͳ͍ͱ͍͏ੑ࣭Λද͍ͯ͠Δɽ1ճͷใुΛ
ࢦඪʹʹ࠷దͳߦಈΛٻΊͯ͸͙͢ʹہॴղʹམͪண͍ͯ͠·͍ɼޙʹདྷΔେ͖ͳใ
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ुΛಘΔ͜ͱ͕Ͱ͖ͳ͍ͨΊɼΑ͍ࢦඪʹ͸ͳΒͳ͍ɽͦ͜Ͱɼ͋ΔظؒͰಘΒΕͨྦྷ
ੵͷใु (ऩӹ)Rt Λಋೖ͢Δɽ
Rt =
∞∑
τ=0
γτrt+1+τ (2.20)
= rt+1 + γrt+2 + γ2rt+3 + · · · (2.21)
ͱද͞Εɼ͜ΕΛׂҾใु࿨ (discounted total reward) ͱݺͿɽ͜͜Ͱ γ(0 < γ < 1)
͸ׂҾ཰ͱݺͼɼະདྷͷใुΛͲͷఔ౓ׂΓҾ͔͘ΛܾΊ͍ͯΔɽ֓Ͷ 1 ʹ͍ۙ஋Λ
༻͍Δɽ͜ͷऩӹ͸ɼػؔͷதͰใुͷ࿨ΛऔΔͨΊɼ͋Δߦಈ͕ظؒ಺ʹ͓͚Δใु
ͷ֫ಘʹ݁ͼ෇͍͍ͯͨ৔߹ʹ͸ɼͦΕ͕ͣͬͱޙͷ͜ͱͰ͋ͬͯ΋ɼࢦඪʹ൓ө͢Δ
͜ͱ͕Ͱ͖Δɽ
͔͠͠ऩӹ͸ɼ۠ؒͷ։࢝࣌఺Ͱͷঢ়ଶʹґଘͯ͠ɼ૬ޓ࡞༻ͷ಺༰͕֬཰తʹܾఆ
͞ΕΔͨΊɼऩӹ΋֬཰తʹมಈͯ͠͠·͏ɽͦͷͨΊɼঢ়ଶ sͱߦಈ aΛ৚݅ͱͯ͠
ऩӹͷظ଴஋ΛऔΓɼ͜ΕΛߦಈՁ஋ (action value)ͱݺͿɽߦಈՁ஋ؔ਺ Q(s, a)͸ɼ
͋Δঢ়ଶ͔Βํࡦ π ʹैͬͯߦಈΛܾఆͨ͠ͱ͖ʹಘΒΕΔऩӹͷظ଴஋Ͱ͋Δ͔Βɼ
Qπ(st, at ) = E
[
Rt+1
))st, at ] (2.22)
= E
st+1,at+1
[
rt + γQπ(st+1, at+1)
))st, at ] (2.23)
Ͱද͞ΕΔɽ͜ΕΛࢦඪͱͯ͠ɼ࠷దͳํࡦ π∗ ʹجͮ͘࠷దߦಈՁ஋ؔ਺ Q∗ Λٻ
ΊΔɽ
࠷దՁ஋ؔ਺ΛٻΊΔํ๏ͱͯ͠ɼTemporal-Difference Learning(TDֶश)͕༻͍
ΒΕΔɽTDֶश͸ɼ؀ڥͷϞσϧΛ࢖ΘͣܦݧతʹֶशΛߦ͍ɼ࠷ऴ݁ՌΛ଴ͨͣʹ
ධՁΛ్தͰߋ৽͢ΔɽTDֶश͸࣍ͷεςοϓΛ଴ͪՁ஋ؔ਺Λߋ৽͢Δɽ
Q(st, at ) ←Q(st, at ) + α(rt+1 + γQ(st+1, at+1) −Q(st, at )) (2.24)
α(0 < α < 1) ͸ֶश཰Ͱ͋Δɽ͜͜Ͱɼrt+1 + γQ(st+1, at+1) − Q(st, at ) Λ TD ޡࠩͱ
ݺͼɼऩଋ͔Βͷ཭Ε۩߹Λࣔ͢ɽֶश͕ऩଋͨ͠ͱ͢Ε͹ TD ޡ͕ࠩ 0 ʹͳΓɼͦ
ͷऩଋ஋͕࠷దՁ஋ؔ਺ͱͳΔɽ
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2.4.2 Q-Learning
Qֶश [30] ͱݺ͹ΕΔख๏Ͱ͸ TDޡࠩʹج͍ͮͯɼ࣍ͷΑ͏ʹՁ஋ؔ਺ Q Λߋ৽
͢Δɽ
Q(s, a) ←Q(s, a) + α(r + γmax
a′
Q(s′, a′) −Q(s, a)) (2.25)
ߋ৽ࣜͰ࣮ࡍʹ࠾༻ͨ͠ߦಈ a′ Λ࢖͍ͬͯͳ͍ (ํࡦʹؔΘΒͣՁ஋ؔ਺ͷ࠷େ஋Λ
༩͑ΔߦಈΛ࢖͍ͬͯΔ)͜ͱ͕ಛ௃Ͱ͋Δɽ͜͜Ͱɼํࡦ π ͱͯ͠͸ɼ·ͣ͸ϥϯμ
Ϝʹߦಈ͢Δ͜ͱͰঢ়ଶͱߦಈͷηοτ (s, a)Λ஝ੵ͍͖ͯ͠ɼͦͷதͰߦಈՁ஋ؔ਺
͕࠷େͱͳΔΑ͏ͳߦಈΛऔΔɽ͜ΕΛ ϵ-greedyํࡦͱݺͿɽ֬཰ ϵ ͰϥϯμϜʹߦ
ಈ͢Δ͜ͱͰɼہॴղʹؕΒͣʹ࠷େ஋΁ऩଋ͢Δ͜ͱ͕Ͱ͖Δɽ
୺తʹݴ͑͹ɼʮͲͷঢ়ଶͰɺͲ͏ߦಈͨ͠ΒɺͲ͏͍͏ใु͕ಘΒΕΔͷ͔ʯΛ໌
Β͔͢Δ͜ͱ͕ Q-LearningͰ͋Δɽ࣮ࡍ͸͜ͷใुͷݟࠐΈͷදܗࣜͰද͠ɼ͜ΕΛ
Q-TableͱݺͿɽ
Q-Learning͸ Q-Table͕ٻ·Ε͹ྑ͍͕ɼ؀ڥ͔ΒಘΒΕΔঢ়ଶͷ࣍ݩ΍ߦಈͷ࣍
ݩ͕େ͖͍ͱٻΊΒΕͳ͍৔߹͕͋ΔɽͦͷͨΊɼQ-LearningΛઃܭ͢Δ৔߹͸ɼ؀
ڥ͔Βಛ௃ΛऔΓग़͠௿࣍ݩʹ͢Δඞཁ͕͋Δɽ·ͨɼߦಈ΋࿈ଓతͳߦಈͰ͸ͳ͘ɼ
཭ࢄతͳߦಈબ୒ʹߜΔඞཁ͕͋Δɽ
2.5 ػցֶशͷϩϘοτ੍ޚ΁ͷԠ༻
ڧԽֶश͸ઓུ͕ඞཁͳλεΫʹద༻Ͱ͖ΔɽϩϘοτ੍ޚ΁ͷԠ༻΋ଟ͘ݚڀ͞
Ε͍ͯΔɽྫ͑͹ϩϘοτʹΑΔϐοΩϯάλεΫΛߦ͏ͱ͢Δͱɼଟ͘ͷύϥϝʔ
λΛ੍ޚ͢Δඞཁ͕͋Γ࢖༻͢Δ؀ڥ͝ͱʹνϡʔχϯά͢Δඞཁ͕͋Δ͕ɼڧԽֶ
शΛ༻͍Δ͜ͱͰ࠷దͳߦಈΛ͢ΔΑ͏ʹύϥϝʔλΛ֫ಘͰ͖ɼ͔ͭͲΜͳ؀ڥʹ
ରͯ͠΋ϩόετʹͳΔɽ͜͜Ͱ͸ͲͷΑ͏ʹڧԽֶशΛద༻͢Δ͔ɼઌߦݚڀΛ௥
͍ͳ͕Βઆ໌͢Δɽ
Gu Β͸ਓؒͷखΛհͣ͞υΞΛ։͚Δಈ࡞ΛॳΊͯ੒ޭͤͨ͞ [31](Figure 2.14)ɽ
͜͜Ͱ͸ɼQ-LearningΛϕʔεͱͨ͠ Normalized Advantage Function(NAF)ͱ͍͏
ख๏ [32] Λ༻͍͍ͯΔɽ؍ଌ͢Δঢ়ଶͱͯ͠ɼ7ͭͷؒ઀֯౓ͱͦͷ࣌ؒඍ෼ɼϋϯυ
ΤϑΣΫλɾखɾυΞͷͦΕͧΕͷҐஔɼखɾυΞͷͦΕͧΕͷ֯౓ͷܭ 25࣍ݩΛೖ
ྗ͠ɼAction͸࿈ଓ஋Ͱग़ྗ͢ΔɽγϛϡϨʔγϣϯ্Ͱ 4ػͰඇಉظ෼ࢄֶशͤ͞
ͨޙɼ࣮ੈքͰ͸࠷େ 2 ػͰඇಉظ෼ࢄֶशΛߦͬͨɽ࣮ੈքͰ͸੒ޭ཰ 100% ʹͳ
26
Figure 2.14: Two robots learning to open doors using asynchronous NAF. The final
policy learned with two workers could achieve a 100% success rate on the task across
20 consecutive trials[31].
Figure 2.15: Pregrasp manipulation (a, b), grasp readjustment (c, d), grasping dynamic
objects and recovery from perturba- tions (e, f), and grasping in clutter (g, h)[33].Video:
https://sites.google.com/view/qtopt
Δ·Ͱʹ 1 ػͰ͸ 4 ࣌ؒɼ2 ػͰ͸ 2.5 ࣌ؒͱ͍͏୹͍࣌ؒͰୡ੒ͨ͠ɽγϛϡϨʔ
γϣϯ͔Β࣮ੈք΁ͷసҠ͸೉͍͜͠ͱ͕ଟ͘ɼGuΒ͸੒ޭ൑ఆΛ؇ΊΔ͜ͱͰղܾ
ͨ͠ɽ
·ͨDmitryΒ͸ɼQ-LearningΛվྑͨ͠QT-optͱ͍͏ख๏ΛఏҊͨ͠ [33](Figure
2.15)ɽ͜Ε͸ΑΓ൚༻ੑͷߴ͍λεΫΛϩϘοτʹֶशͤ͞Δ͜ͱΛ໨తͱͯ͠ɼ
1000 छྨҎ্ͷ෺ମΛ೺࣋Ͱ͖ΔΑ͏ͳֶशΛߦͬͨɽQT-Opt Λ࣮ߦ͢ΔͱɺΑΓ
ଟ͘ͷΦϑϥΠϯσʔλ͕஝ੵ͞ΕɼΑΓྑ͍σʔλΛऩूͰ͖ΔΑ͏ʹɼΑΓྑ͍Ϟ
σϧΛ܇࿅Ͱ͖ΔΑ͏ʹͳΔɽ͜ͷΞϓϩʔνΛ࢖͍ɼϩϘοτͰ෺Λ௫ΉࣄΛֶश
ͤ͞ΔͨΊʹ 7 ͭͷ࣮ੈքͷϩϘοτΛ࢖༻͠ɼ4 ϲ݄ؒʹΘͨͬͯ߹ܭ 800 ֶ࣌ؒ
शͤͨ͞ɽֶशΛૣΊΔͨΊʹɼ࠷ॳ͸ਓ͕ؒखಈͰઃܭͨ͠ 15ʙ30%ఔ౓ͷ੒ޭ཰
ͷϙϦγʔΛ࢖༻ͯ͠։࢝ͨ͠ɽঢ়ଶͱͯ͠ RGBͷΧϝϥը૾Λऔಘ͠ɼߦಈͱͯ͠
࿹ͱάϦούͷҠಈํ๏Λฦ͢ɽใु͸੒ޭͨ͠Β +1ɼࣦഊͨ͠Β 0ͱ͍ͯ͠Δɽ·
ͨɼࣦഊͨ࣌͠ͷใुΛ-0.05ͱ͢ΔͱֶशΛૣΊΔ͜ͱ͕Ͱ͖ΔɽγϯϓϧͳԾఆͰ
͸͋Δ͕ɼQT-opt͸໨ඪ෺ମΛ௫ΉͨΊʹपΓͷअຐͳ෺ମΛ஄͍ͨΓɼ௫Έ΍͍͢
Α͏ʹ෺ମΛ౗ͨ͠Γ͢Δ͜ͱΛֶशͨ͠ɽ·ͨɼैདྷͷख๏ΑΓগͳֶ͍शσʔλ
Ͱߴ͍੒ޭ཰Λୡ੒ͨ͠ɽ
Ҏ্ͷΑ͏ʹɼڧԽֶशͰͷֶशʹ͸ଟ͘ͷࢼߦճ਺ٴͼ͕͔͔࣌ؒΔ͜ͱ͕Θ͔
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Figure 2.16: Colors indicate their probabilities of success: green is 1.0 and red is
0.0[34].
Δɽڭࢣ͋ΓֶशͱҟͳΓɼΤʔδΣϯτ͕༻ҙ͞Εͨ؀ڥ͔Βڭࢣ৴߸Λαϯϓϧ
͢Δඞཁ͕͋ΔͨΊͰ͋ΔɽϩϘοτ੍ޚʹ͓͍ͯ͸ڭࢣσʔλΛूΊΔ͜ͱ͕ࠔ೉
ͳ৔߹͕͋ΔͨΊڧԽֶश͕༗ޮͰ͋Δɽ
ҰํͰڧԽֶश͸ͦ΋ͦ΋࠷దԽ໰୊ͱͯ͠೉ֶ͘͠श͕ࠔ೉ͳ৔߹͕ଟ͍ɽͦ͜
Ͱڭࢣ͋ΓֶशʹΑͬͯϩϘοτΛ੍ޚ͢Δख๏΋͋Δɽ
Levine Β͸ॳΊͯ vision ϕʔεͰάϥεϐϯάλεΫΛ੒ޭͤͨ͞ [34](Figure
2.16)ɽ͜ͷख๏͸ڭࢣ͋ΓֶशͰը૾ͱϞʔλʔͷίϚϯυΛೖྗͯ͠೺࣋Մೳੑ
(graspability) Λग़ྗ͢ΔωοτϫʔΫΛֶश͠ɼͦͷग़ྗʹ͕ͨͬͯ͠ϩϘοτΛ
ಈ͔͢ख๏Ͱ͋Δɽݫີʹ͸ Q-Learning Ͱ͸ͳ͍͕ Q-Learning ͱ΋ղऍͰ͖Δͱ
ݴ͍ͬͯΔɽ࠷େ 14୆ͷϩϘοτͰඇಉظ෼ࢄֶशΛߦ͍ɼ800,000ճҎ্ͷࢼߦΛ
ߦͬͨɽ
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ୈ 3ষ
ࢼ࡞ 1߸ػɿεϚʔτϑΥϯ౥ࡌ
ϋϯυͷ։ൃ
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3.1 ཁٻ࢓༷
1߸ػͰ͸ຊମͷجຊσβΠϯɾࣗ཯ಈ࡞ɾܞଳੑʹॏ఺Λ͓͍ͯઃܭ͢Δɽ
ϋʔυ΢ΣΞͱͯࣗ͠཯Ҡಈ͕ՄೳͰ෺ମΛ೺࣋Ͱ͖ɼ·ͨখܕͰܞଳՄೳͳॏྔ
͕ཁٻ͞ΕΔɽͦͷͨΊɼ؀ڥΛೝࣝͰ͖Δηϯαɼର৅෺ʹ઀ۙ͢ΔͨΊͷΞΫνϡ
Τʔλɼ೺࣋Λߦ͏ͨΊͷΞΫνϡΤʔλɼ͜ΕΒΛ੍ޚ͢Δίϯϐϡʔλ͕ඞཁͰ
͋Δɽ
ιϑτ΢ΣΞͱͯ͠ɼηϯα৘ใΛ Edge Ͱܭࢉ͠ΞΫνϡΤʔλ੍ޚΛߦ͏͜ͱ
͕ཁٻ͞ΕΔɽ·ͨ࣋ͪӡͿͨΊ؀ڥʹϩόετͳ੍ޚํࣜͰ͋Δ͜ͱ͕ඞཁͰ͋Δɽ
ͨͩ͠ɼফඅిྗͱিಥϦεΫ౳Λߟྀ͢ΔͱΞΫνϡΤʔλͷ੍ޚ͸ߴ଎ʹߦ͏ඞ
ཁ͸ͳ͘ɼ਺ϛϦඵຖͷ੍ޚͱͨ͠ɽ
3.2 ػߏઃܭɾػମσβΠϯ
؀ڥΛ೺Ѳ͢Δηϯαͱͯ͠ɼ؆ศͰ͔ͭ৘ใྔͷଟ͍ΧϝϥΛ࠾༻ͨ͠ɽ·ͨࣗ
཯Ҡಈʹ͸ंྠΛ࠾༻͠ɼޙྠۦಈͷ 3 ྠंͱͨ͠ɽंྠͷۦಈʹ͸ DC ϞʔλʔΛ
༻͍ͨɽ೺࣋ಈ࡞ʹ͸αʔϘϞʔλΛ࢖༻͠ɼ1࣠ಈ࡞Λ࣮૷ͨ͠ɽ
্هͷը૾औಘɼೝࣝɼॲཧɼΞΫνϡΤʔλ੍ޚΛ͢΂ͯεϚʔτϑΥϯͰͷ࣮ݱ
ΛࢼΈͨɽϩϘοτϋϯυʹ͸εϚʔτϑΥϯΛ౥ࡌ͠ɼεϚʔτϑΥϯͷϑϩϯτ
ΧϝϥͰ؀ڥΛೝࣝͤͨ͞ɽΞΫνϡΤʔλͷ੍ޚʹ͸ϫϯνοϓίϯϐϡʔλΛ࢖
༻͠ɼεϚʔτϑΥϯͱγϦΞϧ௨৴Λߦ͏͜ͱͰ֤ΞΫνϡΤʔλΛͦΕͧΕ੍ޚ
ͨ͠ɽ
͜ΕΒΛߟྀͯ͠ Figure 3.1 ʹࣔ͢Α͏ͳϑϨʔϜΛ 3DCADʢ123D Design
Autodesk ࣾΛ࢖༻ʣͰઃܭͨ͠ɽ·ͨɼϩϘοτϋϯυͷ޲͖͸ Figure 3.1 ʹࣔ͢ɼ
ιϑτ΢ΣΞͰͷը૾ʢ഑ྻʣͷ޲͖ͱಉ༷ͷఆٛͱͨ͠ɽ
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Figure 3.1: 3DCAD image of prototype No.1
3.3 ੍ޚΞϧΰϦζϜ
ࣗ཯ҠಈͷΞϧΰϦζϜ͸ڧԽֶशͰߦͬͨɽڧԽֶश͸؀ڥʹରͯ͠ϩόετͰ
͋ΔͨΊɼ࣮ੜ׆ʹ͓͍ͯ༗༻ͩͱߟ͑ͨɽڧԽֶशͷ࠷దԽͱͯ͠͸ Q-LearningΛ
༻ֶ͍ͯशΛߦ͍ɼํࡦͱͯ͠ ϵ-greedyํࡦΛ࢖༻ͨ͠ɽ
Figure 3.2 ʹ 1 ߸ػͷ੍ޚܥϒϩοΫਤΛࣔ͢ɽϩϘοτϋϯυͷ઀ۙಈ࡞ͷϑ
ϩʔΛड़΂Δɽ·ͣɼϑϩϯτΧϝϥ͔Β 480 × 640 pixelͷը૾Λऔಘͨ͠ɽը૾͔
Βର৅෺Λೝࣝ͢ΔͨΊʹɼܭࢉྔ͕গͳ͍৭நग़ʹΑΔର৅෺ͷηάϝϯςʔγϣ
ϯΛߦͬͨɽऔಘͨ͠ը૾Λ HSVۭؒʹม׵͠ɼ੺৭͚ͩΛநग़͠λʔήοτͷϚε
Ϋը૾ΛಘͨɽϚεΫը૾͔Βλʔήοτͷ໘ੵʢϐΫηϧ਺ʣͱը૾ʹ͓͚Δॏ৺Λ
ٻΊɼ໘ੵΛը૾αΠζͰن֨Խͨ͠ɽ͜ͷ໘ੵ஋ͱલϑϨʔϜͰͷ໘ੵ஋ͱͷࠩ෼
ͷ 2 ࣍ݩΛঢ়ଶͱͯ͠༩͑ͨɽߦಈͱͯ͠લਐɼޙୀɼӈટճɼࠨટճͷ 4 ࣍ݩΛ༩
͑ͨɽใुͱͯ͠λεΫ͕੒ޭͨ͠Β +1ɼ1episodeҎ಺Ͱ੒ޭͰ͖ͳ͔ͬͨΒ-1ɼͦ
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ͷଞͰ͸ 0ͱͨ͠ɽepisodeͷऴྃ൑ఆʹ໘ੵ஋ͱॏ৺࠲ඪΛ༻͍ͯɼ໘ੵ͕ 40Ҏ্
Ͱ࠷઀ۙͱ͠ɼ·ͨॏ৺࠲ඪ͕ϩϘοτͷத৺࠲ඪ͔Β 10pixel Ҏ಺Ͱ͋Ε͹ਖ਼໘ʹ
དྷͨͱ൑ఆͨ͠ɽ઀͕ۙ׬ྃͨ͠ΒαʔϘϞʔλΛಈ͔ͯ͠ର৅෺ΛѲΔΑ͏ϧʔϧ
ϕʔεԽͨ͠ɽ
EI3
-63

	.(:@
%+8)(
Vc

Vd

C0!1
Q6
-1
#-L
5;?e
 >3
,DA?e
D,)*"2
=AB7<aC
Figure 3.2: Block diagram of Prototype No.1
1߸ػͷϓϩάϥϜ͸චऀͷ GitHub*1Ͱެ։͍ͯ͠Δɽ
3.4 ࣮ػ࡞੡
1߸ػ࡞੡ʹ͋ͨͬͯ࢖༻ͨ͠෦඼Λ Table 3.1·ͱΊͨɽ
*1 https://github.com/yumion/onodera-lab/tree/master/JSTfair/robot_hand
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Table 3.1: Components of prototype No.1
ຊମϑϨʔϜ polymaker PolyPlus PLA Filament 750g Black
ࢦ ೤Մ઼ੑ୸ૉણҡڧԽϓϥεςΟοΫʢCarbon Fiber Rein-
forced Thermo Plastics: CFRTPʣ
εϚʔτϑΥϯ HUAWEI P10 lite
DCϞʔλʔ STLΪϠϞʔλӫ 42D௕࣠ܕ
αʔϘϞʔλ GWSαʔϘMICRO/2BBMG/FPʢϑλόʣ
λΠϠ TAMIYA੡εύΠΫλΠϠ
ίϯϐϡʔλ ArduinoProMini + FTDI
όοςϦʔ ୯ 4ి஑ ×4ຊ +ి஑ύοΫ
Figure 3.3ʹ࡞੡ͨ͠ϩϘοτϋϯυͷ֎؍Λࣔ͢ɽϩϘοτϋϯυͷϑϨʔϜ͸؆
ศ͞ͱܰ͞Λߟྀ͠ 3DϓϦϯλʢTITAN GENKEIࣾʣͰ଄ܗΛߦͬͨɽϋϯυͷࢦ
ʹ͸೤Մ઼ੑ୸ૉણҡڧԽϓϥεςΟοΫʢCarbon Fiber Reinforced Thermo Plastics:
CFRTPʣΛ࢖༻͠ɼ୸ૉણҡͷόωੑೳΛར༻ͯ͠ର৅෺ͷ೺࣋ੑೳ޲্Λظ଴ͨ͠ɽ
εϚʔτϑΥϯ͸࿹ͷ্෦ʹ૷ண͠ண୤͕Ͱ͖ΔΑ͏ʹͨ͠ɽεϚʔτϑΥϯͷϑϩ
ϯτΧϝϥʹڸΛ֯౓ 45 ౓܏͚ͯͰஔ͘͜ͱͰ z ࣠ํ޲ʢεϚʔτϑΥϯͷ্ଆํ
޲ʣΛଊ͑Δ͜ͱ͕Ͱ͖ΔΑ͏ʹͨ͠ɽ·ͨɼ࿹෦෼ʹόοςϦʔͱλΠϠɼͦͯ͠
Arduino ΛؚΉճ࿏ΛऩΊɼ্͔ΒݟΔͱεϚʔτϑΥϯͱखͷΈ͕ݟ͑ΔΑ͏ʹ޻
෉ͯ͠૊Έཱͯͨɽ1߸ػͷ૯ॏྔ͸ 473.82 gͰ͋ͬͨɽ
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Figure 3.3: Appearance of prototype No.1. Weight is 473.82 g.
3.4.1 ֶशํ๏
1߸ػͷߦ͏λεΫͱͯ͠઀ۙλεΫΛߦͬͨɽ࣮ػͰ 2೔ؒʹ౉Γ໿ 300episodes
ֶशͤͨ͞ɽQ-learning ͷϋΠύʔύϥϝʔλ͸ɼׂҾ཰͸ 0.99ɼֶश཰͸ 0.5ɼঢ়
ଶ͸ 6ͭͷঢ়ଶʹ཭ࢄԽͨ͠ɽ
3.4.2 ݁Ռ
ֶशͷதͰ੒ޭͨ͠ episode ʹ͓͚ΔϩϘοτͷڍಈΛ Figure 3.4 ʹࣔ͢ɽ·ͣɼ
ટճ͢Δ͜ͱͰपғΛ୳ࡧ͢ΔɽΧϝϥʹλʔήοτΛଊ͑ΒΕͨΒͦΕʹ޲͔ͬͯ
઀ۙ͠ɼҰఆͷڑ཭·Ͱ͍ۙͮͨΒ೺࣋Λߦ͏ɽ͜ͷΑ͏ͳྲྀΕͰֶश͕ਐΜͰ͍Δ
͜ͱ͕ࣔࠦ͞Εͨɽ
34





	



Figure 3.4: Demonstration of prototype No.1 at sucess episode.
͔͠͠ΧϝϥͷϑϨʔϜϨʔτʢframe per second: fpsʣ͕௿͘ 1fps ఔ౓Ͱ͋Γɼ
֤ stepʹ͓͚Δߦಈ͕ 1ඵఔ౓࣋ଓͯ͠͠·͍ɼಉ͡৔ॴΛટճ͚ͭͮ͠Δߦಈ͕໰
୊Ͱ͋ͬͨɽfps͕௿͍ݪҼͱͯ͠ɼεϚʔτϑΥϯͷΧϝϥʹϓϩςΫτ͕͔͔ͬͯ
͓ΓϏσΦ͕࢖͑ͣɼΧϝϥͷ୯ࣸΛ࢖༻ͤ͟ΔΛಘͳ͍͜ͱ͕ڍ͛ΒΕΔɽ·ͨε
ϚʔτϑΥϯͷԋࢉೳྗͰ͸ΑΓߴ࣍ݩͷঢ়ଶ΍ߦಈΛೖग़ྗͱͨ͠ڧԽֶश͸೉͠
͍ͨΊɼ"ۂ͕Γͳ͕ΒਐΉ"ͱ͍ͬͨલਐͱટճͷ૊Έ߹Θ͕ͤͰ͖ͳ͔ͬͨɽ
3.5 ෺ཧγϛϡϨʔγϣϯ
ڧԽֶशͰ͸ֶशʹଟ͘ͷ͕͔͔࣌ؒΔɽ·࣮ͨػͰ͸όοςϦʔ࢒ྔ΍นʹͿͭ
͔ͬͨࡍʹҐஔΛਓͷखͰ௚͢ඞཁ͕͋Δɽͦ͜ͰΑΓֶशΛਐΊ͔ͭࣗಈͰֶश
ϧʔϓΛճͨ͢Ίʹ෺ཧγϛϡϨʔγϣϯΛ༻͍ͨɽ͜ΕʹΑΓֶशաఔΛৗʹه࿥ɾ
ࢀর͢Δ͜ͱ΋Ͱ͖Δɽ
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3.5.1 ධՁख๏
γϛϡϨʔγϣϯ෺ཧΤϯδϯͱͯ͠ Bullet Physics EngineΛ༻͍ͨɽ࣮૷ʹ͓͍
ͯ͸ API ͕ Python Ͱ༻ҙ͞Ε͍ͯΔ PyBullet[35] Λ࢖༻ͨ͠ɽFigure 3.5 ʹ CAD
Ͱ࡞੡ͨ͠ϩϘοτϋϯυΛγϛϡϨʔγϣϯ؀ڥʹϨϯμϦϯάͨ͠ը૾Λࣔ͢ɽ
Figure 3.5: Environment of bullet physics simulation.
λʔήοτΛϥϯμϜʹ഑ஔ͠ɼ؍ଌঢ়ଶͱใुΛมֶ͑ͯश͕ͲͷΑ͏ʹਐΉ͔
Λ࣮ݧͨ͠ɽλεΫͱͯ͠͸઀ۙͷΈΛߦ͍ɼϧʔϧϕʔεԽͯ͋͠Δ೺࣋͸লུ͠
ͨɽੑೳΛςετ͢Δࡍɼϵ-greedyํࡦͷ୳ࡧ͢Δ֬཰Λ 0ͱ͠ɼgreedyํࡦͰςε
τ͢Δɽͦͯ͠ 10episode͝ͱʹใुͷ૯࿨Λܭࢉ͠ɼ1episode͋ͨΓͷใुͱͯ͠
ฏۉΛͱͬͨɽ
3.5.2 ݁Ռ
·ͣɼঢ়ଶͱͯ͠Χϝϥ͔ΒೝࣝͰ͖Δλʔήοτͷ໘ੵ஋ʢ࠷େΛ 100 ʹن֨
ԽʣɼٴͼͦͷϑϨʔϜؒࠩ෼ͷ 2 ࣍ݩΛ༩͑ͨɽ·ͨใुͱͯ͠ɼλεΫ͕੒ޭ͠
ͨΒ +1ɼ1episode Ҏ಺ʹ੒ޭ͠ͳ͔ͬͨΒ-1ɼ֤ step Ͱ͸ 0 ͱ͠ɼֶशΛߦͬͨ
ʢFigure 3.6(a)ʣɽEpisode͕ܦաͯ͠΋ใुʹมԽ͕ͳ͍͜ͱ͔Βɼֶश͕ऩଋ͍ͯ͠
ͳ͍͜ͱ͕Θ͔Δɽ͜ͷݪҼͱͯ͠͸؍ଌ͕ྑ͘ͳ͍͔·ͨ͸ใुઃܭ͕ѱ͍͔ͷ 2
ͭͷՄೳੑ͕ߟ͑ΒΕΔɽAgent ͷߦಈ͸؀ڥ͔ΒಘΒΕΔใुʹґΔ͜ͱΛߟྀ͢
Δͱɼଟ͘ͷ episode ֶशΛߦͬͯ΋ऩଋ͠ͳ͍ͱ͍͏͜ͱ͸؍ଌঢ়ଶ͕ྑ͘ͳ͍ͱ
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ߟ͑ΒΕΔɽ·ͨɼใु͸࿈ଓ஋Ͱ༩͑Δํ͕֤ episode͝ͱͰ͸ͳ֤͘ step͝ͱʹ
ύϥϝʔλߋ৽͕ߦ͑ΔͨΊֶश͕εϜʔζʹਐΉͷͰɼใुΛ࿈ଓ஋ʹม͑ͨɽ
࣍ʹɼঢ়ଶͱͯ͠ϩϘοτϋϯυͱλʔήοτͱͷ૬ରҐஔ (x, y) ࠲ඪͷ 2 ࣍ݩΛ
༩͑ͨɽ·ͨใुͱͯ͠ɼλʔήοτͱͷڑ཭Λ༩͑ɼֶशΛߦͬͨʢFigure 3.6(b)ʣɽ
Figure 3.6(a) ͱ͸ڍಈ͕ҟͳΓɼॳΊͷ਺ 10episode Ͱٸܹʹใु͕૿Ճ͠ɼͦͷޙ
ԣ͹͍ͱͳ͍ͬͯΔ͜ͱ͕Θ͔ΔɽEpisode ΛॏͶͯ΋ใु͸๞࿨͍ͯ͠ΔͨΊɼֶ
श͕ऩଋ͍ͯ͠Δ͜ͱ͕Θ͔Δɽ͜ͷύϥϝʔλͰϨϯμϦϯάͯ֬͠ೝͯ͠ΈΔͱɼ
ֶश͕੒ޭ͍ͯ͠Δ͜ͱ͕෼͔ͬͨɽ
·ͨɼঢ়ଶͱͯ͠͸ઌ΄Ͳͱಉ༷ʹ૬ରҐஔ (x, y)࠲ඪͷ 2࣍ݩΛ༩͑ɼใुͱͯ͠
λʔήοτͷ໘ੵ஋Λ༩ֶ͑शΛߦͬͨʢFigure 3.6(c)ʣɽEpisode ͕ਐΉͱͳͩΒ͔
ʹใु͕૿Ճ͠ɼ400episode෇͔ۙΒใु͕๞࿨͍ͯ͠Δ͜ͱ͕Θ͔Δɽ͜ͷ͜ͱ͔
Βֶश͕ऩଋ͍ͯ͠Δͱݴ͑Δɽ͜ͷύϥϝʔλͰϨϯμϦϯάͯ֬͠ೝͯ͠ΈΔͱɼ
͔֬ʹֶश͕੒ޭ͍ͯ͠Δ͜ͱ͕෼͔ͬͨɽ
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(a) State: area of target, time difference of
the area; Reward: success=1, failure=-1,
others=0.
(b) State: relative position; Reward: dis-
tance between agent and target.
(c) State: relative position; Reward: area of
target.
Figure 3.6: Learning curve of each state and reward at simulation.
3.5.3 ߟ࡯
݁ՌΛ౿·͑Δͱɼใु͸λεΫͷ੒൱ʹ͋·Γؔ܎ͳ͘ɼ؀ڥΛਖ਼͘͠؍ଌ͢Δ͜
ͱ͕ॏཁͩͱ͍͏͜ͱ͕෼͔ͬͨɽFigure 3.6(a) ͷঢ়ଶ͸ݴ͍׵͑ΔͱҰਓশࢹ఺Ͱ
͋ΓɼFigure 3.6(b)ɼFigure 3.6(c) ͸؀ڥΛ၆ᛌͯ͠ݟΔࡾਓশࢹ఺Ͱ͋Δɽࡾਓশ
ࢹ఺Ͱ͸ࣗ෼ͷपғͷ؀ڥશମΛ؍ଌ͢Δ͜ͱ͕Ͱ͖Δ͕ɼҰਓশࢹ఺Ͱ͸ࣗ෼͕޲
38
͍͍ͯΔํ޲͔͠؍ଌͰ͖ͳ͍ɽ͢ͳΘͪɼ୳ࡧΛ͍ͯ͘͠தͰλʔήοτΛଊ͑Δ
ػձ͕ඞવతʹগͳ͘ͳΓɼใुʹΑΔߦಈͷධՁ͕೉͘͠ͳΔɽ͕ͨͬͯ͠ɼҰਓশ
ࢹ఺Ͱ͸தʑֶश͕ਐ·ͣɼࡾਓশࢹ఺Ͱ͸εϜʔζʹใु͕๞࿨͠ɼֶश͕׬ྃͨ͠
ͱߟ͑ΒΕΔɽ
3.6 ·ͱΊ
ࣗݾ׬݁ܕͷࣗ཯ۦಈϩϘοτϋϯυΛ࣮ݱ͢ΔͨΊɼશͯͷγεςϜΛਓؒͷख
ͷαΠζʹऩ༰͢Δ͜ͱΛ໨ࢦͯ͠εϚʔτϑΥϯͷ CPUɼΞΫνϡΤʔλ੍ޚΠϯ
λʔϑΣʔεͱεϚʔτϑΥϯͷΧϝϥʢ؀ڥೝࣝʣΛ༻͍ͨϩϘοτϋϯυΛ࡞੡͠
ͨɽεϚʔτϑΥϯͷܭࢉϦιʔεΛߟྀ͠ɼॲཧͷ͍ܰ৭நग़ʹΑͬͯࢦఆͨ͠৭
ʢ੺৭ʣͷ෺ମΛೝࣝ͠ɼ઀ۙ͠ɼ೺࣋͢Δͱ͍͏Ұ࿈ͷಈ࡞ΛߦγεςϜΛ։ൃ͠ɼ
λʔήοτʹ઀ۙ͠೺࣋͢Δ͜ͱʹ੒ޭͨ͠ɽ࣮ػͰͷֶशͱγϛϡϨʔγϣϯ؀ڥ
ͰͷֶशΛ྆ํߦ͍ɼ֎෦؀ڥΛͲ͏ঢ়ଶʹམͱ͠ࠐΈঢ়ଶͱ͢Δֶ͔͕शʹେ͖͘
ؔΘΔ͜ͱΛࣔͨ͠ɽͦͯ͠ɼ઀ۙλεΫʹ͓͍ͯ͸ϩϘοτϋϯυࢹ఺Ͱ͸ֶश͕
ऩଋͤͣɼϩϘοτϋϯυࢹ఺ͱڞʹλʔήοτΛ၆ᛌ͢Δࢹ఺Λซ༻ͯ͠؍ଌ͢Δ
ͱਖ਼ֶ͘͠शͰ͖Δ͜ͱ͕Θ͔ͬͨɽ
1߸ػͷ՝୊ͱͯ͠ҎԼ͕ڍ͛ΒΕΔɽ
• ػցతͳࣗ༝౓͕গͳ͘ɼ༷ʑͳܗঢ়ͷ෺ମΛ্࣋ͪ͛ͯӡͿ͜ͱ͕೉͍͠ɽ
• ༷ʑͳछྨͷ෺ମΛࣝผͰ͖ͳ͍ɽ
• Android ͷεϚʔτϑΥϯͰ͸ Python ͔Β੍ޚ͢Δͱ಺ଂΧϝϥͷಈը͕࢖
͑ͣɼϦΞϧλΠϜੑʹ͚ܽΔɽ
• εϚʔτϑΥϯͷܭࢉϦιʔεͰ͸ॏ͍ը૾ॲཧ͕ෆՄೳͰ͋Δɽ
ࠓޙ͸ɼ෺ମΛ೺࣋ͨ͠ޙʹ࣍ͷߦҝΛ࣮ߦͤ͞ΔͨΊɼΑΓࣗ༝౓Λ্͛ෳࡶͳಈ
࡞ΛՄೳʹ͢ΔϩϘοτϋϯυΛ։ൃ͢ΔࣄͷඞཁੑΛ࣮ײͨ͠ɽϩϘοτͷ੍ޚਫ਼
౓ͱಈ࡞଎౓޲্ʹ͸ɼ؀ڥΛೝࣝ͢Δηϯαͱͯ͠ɼ؀ڥΛ၆ᛌ͢ΔҐஔʹఆ఺Χϝ
ϥΛઃஔͨ͠Γɼ࡞ಈ؀ڥ಺ʹଌڑηϯαΛ഑ஔ͢Δඞཁ͕͋ΔɽՃ͑ͯɼ೺࣋ର৅෺
͕ෳ਺͋Δ৔߹ʹɼ࢖༻ऀ͕ҙਤ͢Δ෺ମΛਖ਼͘͠ೝࣝ͠೺࣋Ͱ͖Δ෺ମࣝผੑೳ͕
ॏཁʹͳͬͯ͘Δɽ
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3.7 ώΞϦϯάͷ࣮ࢪ
ҵ৓ݝཱେֶ෇ଐපӃϦϋϏϦςʔγϣϯՊʹͯٛख࢖༻ױऀ΁ώΞϦϯάΛߦ͍ɼ
ϩϘοτϋϯυ 1߸ػͷײ૝Λ͍͍ͨͩͨɽ
• "͍ܰͱײͨ͡"
• "ՈʹؼͬͨΒςʔϒϧͷ্Ͱ࡞ۀ͢Δ͜ͱ͕ଟ͍͔ΒɼϩϘοτϋϯυͷ༗༻
ੑ͸͋Δͱࢥ͏"
• "ࣗ෼ͷεϚʔτϑΥϯͰͰ͖Δͷ͕ྑ͍"
• "Ϋϥ΢υΛ࢖Θͳ͍͔Βఀిʹͳͬͨͱ͖Ͱ΋࢖͑ͯྑ͍"
͜ͷΑ͏ʹٛख࢖༻ױऀ͔Β΋޷ධͰ͋ΓɼຊγεςϜʹ͸কདྷੑ͕͋Δͱߟ͑Δɽ
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ୈ 4ষ
ࢼ࡞ 2߸ػɿΠϯελϯεೝࣝϋ
ϯυͷ։ൃ
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4.1 ཁٻ࢓༷
1߸ػͷ՝୊ͷதͰಛʹɼ೺࣋ػߏͷࣗ༝౓͕খ͍͞ࣄͱɼ෺ମͷਖ਼֬ͳࣝผ͕ෆՄ
ೳͰ͋Δ໰୊͸࣮༻Խͷো֐ͱͳΔɽͦ͜Ͱ 2 ߸ػͰ͸͜ΕΒ 2 ఺ͷ՝୊Λࠀ෰ͨ͠
ϩϘοτϋϯυΛ։ൃ͢Δɽ
ϋʔυ΢ΣΞͱͯ͠ɼ1 ߸ػͰ͸ର৅ʹ͖ۙͮάϦοϓ͢Δ͜ͱΛΰʔϧͱ͕ͨ͠ɼ
࣮࢖༻Λߟ͑Δͱ෺Λ࣋ͪؼͬͯ࣍ͷಈ࡞Λ͢Δ͜ͱ͕ཁٻ͞ΕΔɽͦ͜Ͱ 2 ߸ػͰ
͸खटػߏΛॏࢹͯ͠ɼΑΓଟ࠼ͳಈ͖Λ࣮ݱ͢ΔͨΊΞΫνϡΤʔλΛ૿΍͠ɼ೺࣋
ػߏͷࣗ༝౓Λ্͛Δඞཁ͕͋ΔɽάϦούͱͯ͠ɼࢦఆͨ͠఺Ͱ௫Ήɼ·ͨάϦού
ͷத৺࣠Ͱࠨӈରশʹ௫Ήɼͱ͍͏ಈ࡞ΛՄೳʹ͢Δػߏ͕ඞཁͰ͋Δɽ·ͨɼ௫Ή࣌
ͷ೺࣋఺ܾఆٴͼࢦఆͨ͠఺Λ௫ΊΔΑ͏ΞΫνϡΤʔλͰௐ੔Ͱ͖Δ͜ͱ͕ཁٻ͞
ΕΔɽͦͯ͠௫Μͩޙͷ෺ମͷ׈Γ๷ࢭػߏ͕ඞཁͰ͋Δɽ෺ମΛϐοΫΞοϓ͢Δ
ͨΊʹɼ؀ڥ೺ѲʹՃ͑ͯ෺ମͱͷڑ཭Λਖ਼֬ʹଊ͑Δඞཁ͕͋Δɽ
ιϑτ΢ΣΞͱͯ͠ɼ1 ߸ػʹ౥ࡌͨ͠εϚʔτϑΥϯͰ͸؀ڥೝࣝʹ 1 ඵΛཁ͠
ͨͨΊɼΑΓߴ଎ʹԋࢉͰ͖ΔܭࢉϦιʔε͕ཁٻ͞ΕΔɽଟࣗ༝౓Խʹ൐͍ΑΓଟ
͘ͷΞΫνϡΤʔλΛ੍ޚ͢ΔͨΊɼεϚʔτϑΥϯͰ͸ͳ͘ GPUΛ౥ࡌͨ͠σόΠ
εͰֶशɾਪ࿦Λߦ͏ඞཁ͕͋Δɽ·ͨɼ1߸ػͰ͸৭ͷΈͷೝࣝͰ͕͋ͬͨɼ೺࣋ର
৅෺Λ"෺ମ"ͱͯ͠ೝࣝ͠ɼෳ਺छྨʹ֦ுͯࣝ͠ผͰ͖Δ͜ͱ͕ཁٻ͞ΕΔɽ
4.2 ػߏઃܭɾػମσβΠϯ
؀ڥ೺Ѳͱର৅෺ͱͷڑ཭ΛଌΔͨΊʹ RGBΧϝϥͱσϓεΧϝϥΛ྆ํ౥ࡌͨ͠
Intelࣾͷ RealSenseΛ༻͍ͨɽର৅෺Λ্࣋ͪ͛ΔͨΊʹ࿹ʹؔઅΛ 1ͭՃ͑ɼ஍໘
͔Βਨ௚ʹର৅෺Λڍ্Ͱ͖ΔΑ͏ʹͨ͠ɽ೺࣋த৺఺Λਖ਼֬ʹ௫ΉͨΊɼ2ࢦରཱλ
ΠϓͷҰൠతͳܗঢ়ͷάϦούͱͨ͠ɽ೺࣋த৺Ґஔͷ੍ޚͰ͸ɼߴਫ਼౓ԽͷͨΊʹ
ϥοΫ&ϐχΦϯΛ༻͍ͯαʔϘϞʔλͷճసΛਫฏӡಈʹม׵ʹ͠ɼ࿹Λਐߦํ޲ͱ
ਨ௚ͳํ޲ʹεϥΠυͰ͖ΔػߏΛ౥ࡌͨ͠ɽ
Ҏ্Λߟྀͯ͠ Figure 4.1ʹࣔ͢Α͏ͳϑϨʔϜΛ 3DCADʢ123DDesignAutodesk
ࣾΛ࢖༻ʣͰઃܭͨ͠ɽ·ͨɼϩϘοτϋϯυͷ޲͖͸ Figure 4.1ʹࣔ͢ɼιϑτ΢Σ
ΞͰͷը૾ʢ഑ྻʣͷ޲͖ͱಉ༷ͷఆٛͱ͢Δɽ
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Figure 4.1: 3DCAD image of prototype No.2
4.3 ੍ޚΞϧΰϦζϜ
ୈ 3 ষͰϩϘοτϋϯυͷΈͷओ؍Χϝϥ͚ͩͰ͸ڧԽֶश͸ऩଋ͠ͳ͍͜ͱΛ֬
ೝͨͨ͠Ίɼ2߸ػͰ͸ڧԽֶशͰ͸ͳ͘ൺྫ੍ޚͷߟ͑ํΛར༻ͨ͠ख๏ٴͼϧʔϧ
ϕʔεʹΑͬͯର৅෺ͷϐοΫΞοϓΛߦͬͨɽ
43
L<!"
5

-2C.3
1
	( D 
!NT"
*RMAB
>83F
-2:V
+;,=

5
-
?*RMAB>8# 6
4S+;
	
Figure 4.2: Block diagramᶃ of tracking objects task.
઀ۙಈ࡞Ͱ͸ 2ஈ֊ʹ෼͚ͯߦͬͨɽ·ͣର৅෺·Ͱͷ઀ۙʹ͍ͭͯड़΂ΔʢFigure
4.2ʣɽΠϯελϯεηάϝϯςʔγϣϯʹΑΓ෺ମΛݕग़͠ɼର৅෺ͷϚεΫΛऔಘ͠
ॏ৺Λܭࢉͨ͠ɽͦͷॏ৺͕ϩϘοτϋϯυͷத৺࣠ʹདྷΔΑ͏ʹɼࠨӈྠͷεϐʔ
υΛͦΕͧΕಠཱʹҎԼͷߋ৽ࣜʹΑ੍ͬͯޚ͠ͳ͕Β઀ۙͤͨ͞ɽ
Listing 4.1: ઀ۙΞϧΰϦζϜ
1 r_motor = (1 - error_distance) / 2 * MAX_SPEED
2 l_motor = (1 + error_distance) / 2 * MAX_SPEED
͜͜Ͱ MAX_SPEED͸Ϟʔλʔͷ࠷େεϐʔυͰࠓճ͸ 100ͱͨ͠ɽerror_distance
͸ϩϘοτϋϯυͱର৅෺ͱͷը૾಺ʹ͓͚Δ x ࣠ํ޲ͷζϨΛը૾ͷԣͷ௕͞ͷ൒
෼Ͱن֨ͨ͠஋Ͱ͋Γɼ-1͔Β 1ͷ஋ΛͱΔɽͦͯ͠ର৅෺͔Β RealSenseͷσϓε
ଌఆݶքͰ͋Δ 20 cmఔ౓·Ͱ͍ۙͮͨΒఀࢭͤͨ͞ɽ
44
i_#	0A
-1.
NauWeB
Jm+Ko

35
1";#0>RV!dA
="4"#lYA
CsN(F
cxoB
Jm]\
c^e`
1

:L3?
.-@TZ
B
dFMTEr
  
	2nd
0>RV"a
%IDAC*
=8,?8RS>"
cx
<2L Sb
f
Figure 4.3: Block diagramᶄ of grasping objects task.
࣍ʹର৅෺΁ͷ೺࣋ಈ࡞ʹ޲͚ͨඍௐ੔͓Αͼ೺࣋ಈ࡞ʹ͍ͭͯड़΂ΔʢFigure
4.3ʣɽର৅෺ͷॏ৺ʹϋϯυͷ೺࣋த৺͕དྷΔΑ͏ʹԣํ޲ʹϥοΫϐχΦϯͰमਖ਼
ΛՃ͑ͨɽ͜ͷ࣌ɼը૾ʹ͓͚ΔϐΫηϧؒڑ཭Λ࣮ڑ཭ʹม׵͠ɼॏ৺ͱϋϯυத৺
ͷมҐΛͳΔ΂͘খ͘͢͞ΔΑ͏ʹαʔϘΛಈ͔ͨ͠ɽͦͯ͠σϓεΧϝϥ͕ର৅෺
ʹ෴ΘΕͯݟ͑ͳ͘ͳΔ·Ͱʢσϓεը૾ͷݱϑϨʔϜͱͷϐΫηϧ਺ൺΛऔΓɼ10%
ҎԼʹͳΔ·Ͱʣ௚ਐͤͨ͞ɽ͔ͦ͜Β͞ΒʹάϦούͷΑΓ಺ଆʹର৅෺ΛऩΊΔ
ͨΊ 4 cm௚ਐͤ͞ɼάϦούΛดͤͨ͡͞ɽͦͷޙ࿹Λ্͛෺ମΛ্࣋ͪ͛ɼ͜ͷࡍ
ͷσϓεը૾Λอ͓͍࣋ͯͨ͠ɽ͔ͦ͜Β 1 ඵ͝ͱʹσϓεը૾ͷݱϑϨʔϜͱͷϐ
Ϋηϧ਺ൺΛऔΓɼ50% ҎԼͰ͋ͬͨΒࣦഊͱ͠ɼ5 ඵམͱͣ͞ҡ࣋ͨ͠Β೺࣋੒ޭ
ͱͨ͠ɽ
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Figure 4.4: Block diagramᶅ of get back home position task.
࠷ޙʹɼ೺࣋Λͨ͠෺ମΛӡൖ͢Δಈ࡞ʹ͍ͭͯड़΂ΔʢFigure 4.4ʣɽ೺͕࣋੒ޭ
ͨ͠Βίʔυ 4.1 ͱಉ༷ͷ੍ޚͰϗʔϜϙδγϣϯ·Ͱ໭ͬͨɽϗʔϜϙδγϣϯͷ
ೝࣝʹ͸ AR ϚʔΧʔΛ࢖༻ͨ͠ɽϚʔΧʔ·Ͱͷڑ཭Λଌఆ͠ɼσϓεΧϝϥͷଌ
ఆݶքͰ͋Δ 17 cmΑΓۙ͘ͳͬͨΒ্͍࣋ͪ͛ͯͨ෺ମΛԼΖͨ͠ɽ
ͳ͓ɼArduino ͱͷγϦΞϧ௨৴Ͱ͸ 1 ճʹ 2byte ·Ͱ͔͠ૹ৴Ͱ͖ͣɼString ܕ
ͰϞʔλʔ 5 ୆ͷ৘ใΛૹ৴͢Δͱ஗Ԇ΍ಡΈඈ͹͕͠ൃੜͨ͠ɽͦ͜Ͱ 2 ߸ػͰ͸
ϞʔλʔͷऔΔ஋ΛσδλϧԽ͠৘ใΛѹॖͯ͠ ByteܕͰૹ৴͢ΔΑ͏ʹͨ͠ɽ࣮ࡍ
ʹऔΔ஋ͱૹ৴ bit৴߸ͷରԠදΛ Table 4.1ʹࣔ͢ɽ
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Table 4.1: Convert value of motor speed or servo degree to bit signal.
Actuator Bit signal Value @ Arduino Value @ Python
Forward right DC motor 000 0–100(step 5) 0–20
Forward left DC motor 001 0–100(step 5) 0–20
Grip servo 010 0 / 100 0 / 1
Vertical swing servo 011 0 / 100 0 / 1
Horizontal slide servo 100 0–180 (step 10) 0–18
Terminate 101 0 / 1 0 / 1
Backward right DC motor 110 0–100(step 5) 0–20
Backward left DC motor 111 0–100(step 5) 0–20
Bit signal͕ۦಈͤ͞ΔΞΫνϡΤʔλΛ 2ਐ਺Ͱ͓ࣔͯ͠Γɼಈ͔͢஋Λ Value @
Pythonʹࣔ͢ 10ਐ਺Λ 5ܻͷ 2ਐ਺ʹม׵ͯͦ͠ΕͧΕΛ࿈݁ͯ͠ 8ܻͷ 2ਐ਺ͱ
ͯ͠ 1byteͷσʔλΛγϦΞϧૹ৴ͨ͠ɽ
RealSense ͓ Α ͼ Arduino ͷ ੍ ޚ ͸ G-DEP ࣾ ͷ DeepLearning BoxII
ʢUbuntu16.04ʣΛ࢖༻͠ɼܭࢉϦιʔε͸ NVIDIA ࣾͷ GPUʢTITAN RTXʣ
Λ࢖༻ͨ͠ɽ2߸ػͷϓϩάϥϜ͸චऀͷ GitHub*1Ͱެ։͍ͯ͠Δɽ
4.3.1 RealSenseΛ࢖༻ͨ͠Χϝϥը૾಺ʹ͓͚Δ࣮ڑ཭ਪఆ
೺࣋ҐஔΛ੍ޚ͢Δࡍɼը૾಺ͷϐΫηϧ࠲ඪͰ͸ͳ࣮͘ੈքʹ͓͚Δ x ࣠ํ޲΍
y ࣠ํ޲ͷ௕͞Λ஌Δඞཁ͕͋Δʢz ࣠ํ޲͸σϓεΧϝϥͰଌڑՄೳʣɽͦ͜Ͱɼϐ
Ϋηϧؒڑ཭͔Β࣮ڑ཭ΛճؼॲཧʹΑͬͯٻΊͨɽ·ͨɼΧϝϥ͔ΒଌΔର৅෺·
Ͱͷڑ཭ʹ΋ґଘ͢ΔͨΊɼRealSense Λ༻͍ͯڑ཭ґଘੑʹ͍ͭͯ΋ճؼॲཧΛߦ
͍ɼ2ஈ֊ͰٻΊͨɽ
۩ମతʹ͸ɼนʹ 30cm ఆنΛஔ͖Χϝϥ͸นͱฏߦʹͳΔΑ͏ઃஔͨ͠ɽน͔Β
Χϝϥͷڑ཭ z(cm) Λม͑ͳ͕Βఆنͷ໨੝ΓͷϐΫηϧ࠲ඪΛऔಘ͠ɼԣ࣠ʹϐΫ
ηϧࠩ෼ ∆pixelɼॎ࣠ʹͦͷϐΫηϧʹରԠ͢Δఆنͷ໨੝Γ෯ ∆x(cm) Λϓϩοτ
ͨ͠ʢFigure 4.5(a)ʣɽ·ͨɼ֤ z ͰઢܗճؼΛߦͬͨ͋ͱԣ࣠ʹน͔ΒΧϝϥͷڑ཭
zɼॎ࣠ʹ܏͖ a Λϓϩοτ͠ઢܗճؼΛߦ͍ɼશͯͷڑ཭ z ʹ͓͚ΔϐΫηϧؒڑ཭
*1 https://github.com/yumion/onodera-lab/tree/master/robotHandV2
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ΛٻΊͨʢFigure 4.5(b)ʣɽ
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Figure 4.5: Convert pixel-wise to distance in real.
Ҏ্͔Βɼ࣮ڑ཭ ∆x ͸ϐΫηϧؒڑ཭ ∆pixelͱΧϝϥͱର৅෺ͷڑ཭ z Λ༻͍ͯ
∆x ≃ (0.0016z + 0.0006) · ∆pixel (4.1)
ͱਪఆͰ͖Δɽ
·ͨɼϥοΫ&ϐχΦϯͷճస͔ΒਫฏҠಈʹม׵͢ΔͨΊʹ͸ɼαʔϘ͕ 0◦– 180◦
·ͰՄಈ͢ΔͨΊɼͦͷҠಈ࠷େڑ཭Λଌఆ͓͖ͯ͠ʢ4cmʣɼ֤֯౓ʹ͓͚Δ 0◦ ͔Β
ͷҠಈྔΛϓϩοτ͠ઢܗճؼ͢ΔʢFigure 4.6ʣ͜ͱͰҎԼͷΑ͏ʹٻΊΒΕΔɽ
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Figure 4.6: Convert servo input to distance.
∆x ≃ 0.0216θ (4.2)
͜͜Ͱɼ∆x ͸ਫฏҠಈڑ཭ (cm)ɼθ ͸αʔϘͷճస֯౓ (deg) Ͱ͋ΔɽEq. (4.1) ͱ
Eq. (4.2)͔Β
θ ≃ ∆x0.0216 (4.3)
=
0.0016z + 0.0006
0.0216 ∆pixel (4.4)
(4.5)
ͱͯ͠ը૾͔ΒαʔϘΛԿ౓ಈ͔ͤ͹ྑ͍͔͕෼͔Δɽͳ͓ɼ࣮૷্͸αʔϘͷՄಈ
ൣғ͕ 0◦– 180◦ Λߟྀͯ͠
1 vertical_deg =\
2 (max(min(vertical_pos // 0.0216, 90), -90) + 90) // 10
ͱ͢Δ͜ͱͰೖྗͷ࠷খ 0ɼ࠷େΛ 180 ͱ͠ɼαʔϘ΁ͷೖྗ͕ 0 ͷ࣌ʹਅΜதͰ
͋Δ 90◦ ͱ͠ɼͦΕΛ 1/10 ʹσδλϧԽͯ͠ૹ৴͢Δɽvertical_pos ͸ ∆x(cm)ɼ
vertical_deg͸ θ(deg)Ͱ͋Δɽ
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4.3.2 Mask R-CNNΛ༻͍ͨ෺ମͷηάϝϯςʔγϣϯͱଌڑ
2 ߸ػͰ͸ɼ෺ମͷࣝผͷͨΊʹΠϯελϯεηάϝϯςʔγϣϯͷख๏ͷ 1 ͭͰ
͋Δ Mask R-CNN Λ༻͍ͨɽCOCO2014 ͓Αͼ COCO2017 ͷσʔληοτ*2Ͱֶ
शͨ͠ɽֶशͨ݁͠ՌΛ Table 4.2ʹࣔ͢ɽ
Table 4.2: Results of Mask R-CNN validated by COCO.
Object Detection Segmentation
2014 2017 2014 2017
APIoU=0.50:0.95maxDets=100 @Area = all 0.352 0.227 0.334 0.243
ARIoU=0.50:0.95maxDets=100 @Area = all 0.438 0.299 0.405 0.301
Inference speed (image / sec) 4.078 3.880 4.013 4.002
·ͨɼσϓεΧϝϥΛ༻͍ͯݕग़ͨ͠෺ମͷڑ཭΋ಉ࣌ʹଌఆͨ͠ɽMask R-CNN
ͷग़ྗͰ͋ΔϚεΫͷॏ৺ΛٻΊɼͦͷ࠲ඪ·Ͱͷڑ཭ΛσϓεΧϝϥͰଌఆͨ͠ɽ
Figure 4.7 ʹ COCO2014 ͰֶशࡁΈϞσϧΛ࢖༻ͨ͠෺ମݕग़͓Αͼͦͷ෺ମ·Ͱ
ͷଌڑͷྫΛࣔ͢ɽ
Figure 4.7: Examples of Mask R-CNN inference.
͜ͷΑ͏ʹɼ෺ମͷηάϝϯςʔγϣϯ͕׬ᘳͰ͸ͳͯ͘΋ର৅෺ͷॏ৺͸͓͓Α
ͦ೺ѲͰ͖ΔͨΊɼIoUΑΓ΋ PrecisionΛॏࢹ͠ɼ෺ମݕग़ʹ͓͚Δਪ࿦଎౓͕଎͍
COCO2014ͷֶशϞσϧΛ࢖༻ͨ͠ɽ
*2 http://cocodataset.org
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4.4 ࣮ػ࡞੡
Table 4.3ʹ 2߸ػ࡞੡ʹ౰ͨͬͯ࢖༻ͨ͠෦඼Λ·ͱΊͨɽ
Table 4.3: Components of prototype No.2
ຊମϑϨʔϜ Flashforge Filament PLA 500gϨου
Χϝϥ Intel RealSense D435i
ϚΠίϯ Arduino Nano
DCϞʔλʔ STLΪϠϞʔλӫ 42D௕࣠ܕ
αʔϘϞʔλ HS-225MG x1ɼHSR-5990TG x1ɼHS-422 x1
όοςϦʔ cheero Power Plus 3 mini 6700mAh
λΠϠ TAMIYA੡εύΠΫλΠϠ
ϦχΞΨΠυ MiSUMiϛχνϡΞϦχΞΨΠυɹඪ४ϒϩοΫ
ϥοΫ&ϐχΦϯ MiSUMi ϥοΫΪΞ̡ੇݻఆλΠϓ (RGEAM0.8-300-N)ɼ
MiSUMi ฏࣃं m0.8 POM ੨ʢϙϦΞηλʔϧʣλΠϓ
(S80BP32B-0503)
Figure 4.8ʹ࡞੡ͨ͠ϩϘοτϋϯυͷ֎؍Λࣔ͢ɽ1߸ػͱಉ༷ʹϩϘοτϋϯυ
ͷϑϨʔϜ͸؆ศ͞ͱܰ͞Λߟྀͯ͠ 3DϓϦϯλʢFLASHFORGEࣾ Adventure3ʣ
Ͱ଄ܗͨ͠ɽαʔϘϞʔλΛ 3ͭ࢖͍ɼͦΕͧΕάϦούͷ։ดʢ0ʙ50౓ʣɼ࿹ͷ y
࣠ํ޲΁ͷৼΓ্͛ͷؔઅ (0ʙ80౓)ɼ࿹ͷ x ࣠ํ޲΁ͷεϥΠυʢ0ʙ40 mmʣʹ࢖
༻ͨ͠ɽάϦούͷઌ୺ʹ͸ΰϜΛ͚ͭͯάϦοϓྗΛ্͛ͨɽ࿹ͷεϥΠυʹ͸Ϧ
χΞΨΠυΛ༻͍ͯεϜʔζʹ࿹͕ಈ͘Α͏ʹͨ͠ɽΞΫνϡΤʔλͷόοςϦʔʹ
͸ϞόΠϧόοςϦʔΛ࢖༻͠ɼϑϨʔϜ಺෦ʹ૊ΈࠐΜͩɽRealSense ͸ϩϘοτ
ϋϯυͷ౔୆ͷઌ୺ʹωδࢭΊΛͨ͠ɽRealSense ͓Αͼ֤ΞΫνϡΤʔλͷ੍ޚ͸
֎෦ͷσεΫτοϓ PCͱ Arduino NanoΛ࢖༻͠ɼ༗ઢͰ઀ଓͨ͠ɽ2߸ػͷ૯ॏྔ
͸ 572.27 gͰ͋ͬͨɽ
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Figure 4.8: Appearance of Prototype No.2. Blue lines are expression of parts and
yellow lines are motion of motors. Weight is 572.27 g.
4.5 ධՁํ๏
2߸ػͷվྑ఺͸ର৅෺ͷࣝผੑೳͱΑΓਖ਼֬ͳ೺࣋ಈ࡞Ͱ͋Δɽ͕ͨͬͯ͜͠ͷ 2
఺ʹؔͯ͠ධՁΛߦͬͨɽ
COCOσʔληοτͷதͰɼصͷ্ʹ͋Δ΋ͷΛ RealSenseΧϝϥʢD435iʣͰࣝ
ผɾ೺࣋Ͱ͖Δ͔Λݕূͨ͠ɽࠓճɼର৅ͱͨ͠෺ମ͸ Figure 4.9 ʹࣔ͢ 5 ͭͷ෺ମ
ʢ4 छྨʣͰ͋Δɽ·ͨɼTable 4.4 ʹ֤ର৅෺ͷৄࡉΛࣔ͢ɽϩϘοτϋϯυͷػߏ
্ɼ஍໘͔Βߴ͕͞௿͍෺ମ͸೺͕࣋Ͱ͖ͳ͍ͨΊɼ֤ର৅෺͸ਖ਼ཱͤͨ͞ঢ়ଶͰ഑ஔ
ͨ͠ɽ"cell phone"͸എ໘ʹΫϦοϓΛ෇͚ͯ௚ཱͤͨ͞ɽ
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 
(a) bottle(350ml)
 
(b) bottle(350ml)
 
(c) cell phone
 
(d) cup
 
(e) apple
Figure 4.9: Objects.
Table 4.4: Details of objects.
Size Weight # of Training data Notes
bottle(350 ml) 16.5 × φ 5.9 cm 26.28 g
8880
Empty
bottle(650 ml) 22.0 × φ 6.9 cm 29.94 g Empty
cell phone 0.78 × 5.9 × 12.0 cm 127.51 g 5017 iPhone SE
cup 9.8 × φ 7.9 cm 82.50 g 9579 Empty
apple φ 8 cm 263.32 g 1662 Raw
·ͣɼ4.3.2 અͰֶशΛߦͬͨ COCO2014 ͷֶशࡁΈϞσϧΛ࢖༻ͯ͠ Mask R-
CNNͷࣝผਫ਼౓Λݕূͨ͠ɽ·֤ͨର৅෺ʹ͓͍ͯɼϩϘοτϋϯυͱͷڑ཭͢ͳΘ
ͪը֯ʹΑͬͯMask R-CNNͷݕग़ਫ਼౓͓ΑͼͦͷΫϥε෼ྨͷਫ਼౓͕ҟͳΔ͔Λݕ
ূͨ͠ɽ
࣍ʹɼ֤෺ମʹରͯ͠઀ۙ੒ޭ཰͓Αͼ೺࣋੒ޭ཰Λݕূͨ͠ɽ઀ۙ੒ޭ཰ͱ͸ɼ্
ه࣮ݧͰܾΊͨ෺ମݕग़ͷݶքڑ཭·Ͱ͖͔ۙͮͭର৅෺Λਖ਼໘ʹଊ͑ͯ੩ࢭͨ͠Β
੒ޭɼର৅෺ͷਖ਼໘Ͱࢭ·Εͳ͔ͬͨΒࣦഊͱ͠ɼ10ճࢼߦͨ͠ͱ͖ͷ੒ޭ཰ͱͨ͠ɽ
೺࣋੒ޭ཰ͱ͸ 5ඵ্ؒ࣋ͪ͛ଓ͚ͨΒ੒ޭɼͦ͏Ͱͳ͚Ε͹ࣦഊͱ͠ɼ10ճࢼߦ͠
ͨͱ͖ͷ੒ޭ཰ͱͨ͠ɽ઀͓ۙΑͼ೺࣋ͷλεΫ͸ҎԼͷΑ͏ʹఆΊͨɽλεΫ 1 ͕
઀ۙλεΫͰλεΫ 2͕೺࣋λεΫɼλεΫ 1+λεΫ 2͕઀ۙɾ೺࣋ͷҰ؏λεΫͰ
͋Δɽ
• λεΫ 1
཭Εͨͱ͜Ζʹର৅෺Λஔ͖ɼ্ه࣮ݧͰܾΊͨ෺ମݕग़ͷݶքڑ཭ʢ4.6.1Α
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Γ 16 cmʣ·Ͱ઀ۙ͢Δɽ
• λεΫ 2
ର৅෺ͷ޲͔͍ʢ෺ମݕग़ͷݶքڑ཭ 16 cmʣͷ৔ॴ͔Β೺࣋ಈ࡞Λߦ͏ɽ
• λεΫ 1+λεΫ 2
཭Εͨͱ͜Ζʹର৅෺Λஔ͖ɼ෺ମݕग़ͷݶքڑ཭ʢ16 cmʣ·Ͱ઀ۙ͠ɼͦ͜
͔Β೺࣋ಈ࡞Λߦ͏ɽ
4.6 ݁Ռ
4.6.1 ࣝผੑೳධՁ
ਖ਼ཱͤͨ͞"bottle"͸޲͖ʹؔΘΒͣݕग़Ͱ͖ͨɽ"cell phone"͸Τοδ෦෼͚ͩͰ
͸ݕग़Ͱ͖ͣɼը໘ଆͱഎ໘ͷΈݕग़Ͱ͖ͨɽ"cup"͸औͬख͕͍ࣸͬͯΔ֯౓Ͱ͸ݕ
ग़Ͱ͖͕ͨɼऔͬख͕ࣸΒͳ͍޲͖Ͱ͸"bottle"ͱޡೝࣝ͢Δ͜ͱ͕͋ͬͨɽ"apple"͸
Ͳͷ޲͖ʹ͓͍ͯ΋ݕग़Ͱ͖ͳ͔ͬͨɽ
֤ର৅෺ʹ͓͍ͯɼࣝผਫ਼౓ͷର৅෺ґଘੑΛ Figure 4.10 ʹࣔ͢ɽͳ͓ɼ"apple"
͸શͯͷ৔ॴɾ޲͖ʹ͓͍ͯೝࣝͰ͖ͳ͔ͬͨͨΊࡌ͍ͤͯͳ͍ɽ
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(a) Input raw image.
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(b) Input zero padding image.
Figure 4.10: Dependency of distance between camera and object.
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Χϝϥը૾Λͦͷ··Mask R-CNNͷೖྗͱͨ݁͠Ռ͕ Figure 4.10(a)Ͱ͋Δɽର
৅෺ͱΧϝϥͱͷڑ཭͕ 23 cmΛڥʹΑΓԕ͍ҐஔͰͷࣝผਫ਼౓͕޲্͠ɼ30 cmҎ
্Ͱ͸ਫ਼౓͕΄΅ 100% Ͱ͋ͬͨɽ͔͠͠ɼ"cell phone"͸ 50 cm ΑΓ΋ԕ͍ͱݕग़
Ͱ͖ͳ͘ͳͬͨɽ
എͷߴ͍"bottle(650ml)"͸ɼڑ཭͕͍ۙͱը૾಺ʹ෺ମશମ͕ऩ·Βͣݕग़ਫ਼౓͕Լ
͕Δͱ༧૝Ͱ͖Δ͕ɼഎͷ௿͍"cup"΋ಉ͡Α͏ʹਫ਼౓͕Լ͕ͬͨɽ͜Ε͸ COCO2014
ͷֶशσʔλʹ͸ର৅෺͕େ͖͍ࣸͬͯ͘Δը૾͕গͳ͍͜ͱ͕ݪҼͱߟ͑ΒΕΔɽ
ͦ͜Ͱɼೖྗը૾Λ zero paddingͯ͠ର৅෺Λখࣸ͘͞ΔΑ͏ʹͯ͠ೖྗͨ݁͠Ռ͕
Figure 4.10(b)Ͱ͋ΔɽpaddingΛ͢Δ͜ͱͰେ෯ʹڑ཭ґଘੑ͕վળ͞Εɼ16 cm·
Ͱ͍ۙͮͯ΋ݕग़͞ΕΔΑ͏ʹͳͬͨɽ͕ͨͬͯ͠઀ۙλεΫͰ͸ 16 cmΛᮢ஋ͱ͠ɼ
ͦ͜·Ͱର৅෺ʹ઀ۙ͢ΔλεΫͱͨ͠ɽ
4.6.2 ೺࣋λεΫධՁ
֤λεΫʹ͓͚Δ੒ޭ཰Λ Table 4.5ʹࣔ͢ɽ
Table 4.5: Success rate on grasping objects tasks.
Objects Task1 Task2 Task1 + Task2
bottle (350 ml) 60% 90% 50%
bottle (650 ml) 60% 80% 50%
cell phone 60% 50% 40%
cup 70% 50% 30%
"apple"͸ೝ͕ࣝͰ͖ͳ͔ͬͨͨΊɼશͯͷλεΫʹ͓͍ͯ੒ޭ཰͸ 0Ͱ͋ͬͨɽ
ࣦഊྫͰ͸ɼ௫Έํ͕ѱ͍ͨΊ௫ΜͰ΋མͱͨ͠ɼ௫ΜͰ্͕࣋ͪ͛ͨϩϘοτϋϯ
υࣗମ͕ԣసͨ͠ɼ্͕࣋ͪ͛ͨζϨམͪͨɼͳͲ͕ݪҼͰ͋ͬͨɽ
·ͨϗʔϜϙδγϣϯʹ໭Δಈ࡞΋࣮૷ͨ͠ɽAR ϚʔΧʔΛݪ఺ͷนʹઃஔͯ͠
͓͖ɼ೺͕࣋੒ޭͨ͠Βટճͯ͠ AR ϚʔΧʔΛ୳ࡧ͠ɼϚʔΧʔΛଊ͑ͨΒͦ͜΁
௚ਐ͠ɼର৅෺ΛԼΖ͢͜ͱ͕Ͱ͖ͨɽ
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4.7 ߟ࡯
·ͣɼೝࣝੑೳʹ͍ͭͯड़΂ΔɽMask R-CNNͷݕग़ਫ਼౓ʹ͓͚Δର৅෺ͱͷڑ཭
ґଘੑͰ͸ɼର৅෺ͷߴ͞ʹؔ܎ͳ͘ 30 cm͔Βਫ਼౓͕མͪ࢝Ίɼ20 cmͰ͸શͯͷ
෺ମͰݕग़Ͱ͖ͳ͘ͳͬͨʢFigure 4.10(a)ʣɽഎͷߴ͍"bottle(650 ml)"͸ɼڑ཭͕ۙ
͍ͱը૾಺ʹ෺ମશମ͕ऩ·Βͣݕग़ਫ਼౓͕Լ͕Δͱ༧૝Ͱ͖Δ͕ɼഎͷ௿͍"cup"΋
ಉ͡Α͏ʹਫ਼౓͕Լ͕ͬͨɽ͜Ε͸ֶशσʔλʹେ͖͍ࣸͬͯ͘Δը૾͕ແ͍͜ͱ͕
ݪҼͱߟ͑ΒΕΔɽͦ͜Ͱɼೖྗը૾Λ zero paddingͯ͠ର৅෺Λখࣸ͘͞ΔΑ͏ʹ
ͯ͠ೖྗͨ݁͠Ռ͕ Figure 4.10(b) Ͱ͋Δɽpadding Λ͢Δ͜ͱͰେ෯ʹڑ཭ґଘੑ
͕վળ͞Εɼ16 cm·Ͱ͍ۙͮͯ΋ݕग़͞ΕΔΑ͏ʹͳͬͨɽ
࣍ʹɼ೺࣋ੑೳʹ͍ͭͯड़΂Δɽ೺࣋੒ޭ཰ΑΓ઀ۙ੒ޭ཰͕௿͍ݪҼ͸ɼ2߸ػͷ
RGBΧϝϥͷҐஔʹΑΔͱߟ͑ΒΕΔɽ2߸ػʹ౥ࡌͨ͠Χϝϥ RealSense͸ࠨ୺ʹ
RGBΧϝϥɼਅΜதӈدΓʹσϓεΧϝϥ͕෇͍͍ͯΔɽͦͷͨΊɼର৅෺͕ϩϘο
τϋϯυ͔Βڑ཭͕཭Ε͍ͯΕ͹໰୊ͳ͍͕ɼϩϘοτϋϯυۙ઀࣌ʹ͓͍ͯର৅෺
͕ӈଆʹҐஔ͢Δͱࢮ֯ͱͳΓɼೝࣝෆೳͱͳΓ઀ۙͰ͖ͳ͍ɽ·ͨɼ"cell phone"
ͱ"cup"͸೺࣋੒ޭ཰͕௿͘ɼ"bottle"ͷ೺࣋੒ޭ཰͕ߴ͍ཧ༝ͱͯ͠͸ɼ೺࣋ର৅෺ͷ
ରশੑ͕ߟ͑ΒΕΔɽbottle͸ԁ౵ରশͰ͋ΔͨΊɼͲͷ֯౓͔ΒΞϓϩʔνͯ͠΋ಉ
͡೺͕࣋Մೳ͕ͩɼ"cell phone"΍"cup"͸"bottle"ΑΓରশੑ͕௿͍ͨΊɼϧʔϧϕʔ
ε͚ͩͰ͸ਖ਼͍͠ҐஔͰ೺࣋Ͱ͖ͳ͔ͬͨɽ͜Ε͸֤෺ମʹରͯ͠೺࣋ҐஔΛֶश͢
ΔͳͲɼΑΓߴ౓ͳΞϧΰϦζϜ͕ඞཁͱͳΔɽ·ͨɼඇରশੑͷෳࡶͳܗঢ়Λ΋ͭ෺
ମͷ೺͕࣋Մೳͳ JammingసҠܕάϦού [36] ΍ଟࢦάϦούɼٵ൫άϦούͳͲ΁
ͷมߋ΋બ୒ࢶͱͳΔɽ
"apple"͕ೝࣝͰ͖ͳ͔ͬͨݪҼ͸ɼֶशσʔλ਺ͷภΓʹ͋Δͱߟ͑ΒΕΔɽTable
4.4 ʹࣔͨ͠Α͏ʹɼ"apple"͚ͩଞͷର৅෺ΑΓ΋܇࿅σʔλ਺͕ 3 ෼ͷ 1 ҎԼͱ
গͳ͍ɽ͕ͨͬͯ͠ࠓճ࢖༻ͨ͠Ϟσϧ͸"apple"ͷೝ͕ࣝऑ͍Ϟσϧͩͬͨͱߟ͑Β
ΕΔɽ
4.8 ·ͱΊ
෺ମͷࣝผʢΠϯελϯεೝࣝʣΛ͠ɼର৅෺ͷ೺͓࣋Αͼͦͷ࣍ͷಈ࡞ΛՄೳͱ͢
ΔϩϘοτϋϯυΛ࣮ݱ͢ΔͨΊɼػߏͷଟࣗ༝౓ԽΛߦ͍ɼਂ૚ֶशΛ༻͍ͨ෺ମ
ݕग़Λ༻͍ͨϩϘοτϋϯυΛ࡞੡ͨ͠ɽ෺ମݕग़Ͱ͸ɼσʔληοτͷಛੑΛߟ͑
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ͯೖྗը૾Λ padding ͢Δ͜ͱͰɼର৅෺ͱΧϝϥͷڑ཭͕ۙͯ͘΋෺ମΛݕग़Ͱ͖
Δ͜ͱ͕Ͱ͖ΔΑ͏ʹͳͬͨɽ೔ৗੜ׆ʹΑ͋͘Δ෺ମ 3छྨͷ෺ମΛೝࣝ͠ɼ઀ۙɾ
೺࣋Λߦ͍ɼ෺ମΛ্࣋ͪ͛ͯӡൖ͢Δ͜ͱΛՄೳͱ͠ɼϖοτϘτϧͷ೺࣋੒ޭ཰͸
9ׂʹୡͨ͠ɽ
2 ߸ػͷ՝୊ͱͯ͠ɼܭࢉϦιʔεͷ౎߹্ɼGPU Λ౥ࡌͨ͠σεΫτοϓ PC ͱ
༗ઢͰ઀ଓ͞Ε͍ͯΔͨΊɼܞଳੑ͕௿Լͨ͠ɽ·ͨɼϩϘοτϋϯυͷॏྔ͕͍ܰͨ
ΊʹɼϩϘοτຊମॏྔҎ্ͷॏ͍෺ମΛ্࣋ͪ͛Δ͜ͱ͕Ͱ͖ͳ͔ͬͨɽ
57
ୈ 5ষ
݁࿦
58
5.1 ૯ׅ
ຊݚڀͰ͸ɼ্ࢶػೳো֐ऀࢧԉΛ໨ࢦ͠ɼڧԽֶशɾਂ૚ֶशΛϩϘοτ੍ޚʹద
༻ͨࣗ͠཯ܕϩϘοτϋϯυͷࢼ࡞ΛߦͬͨɽܞଳՄೳͳॏྔͱਓؒͷखͱಉ౳ͷα
ΠζΛ໨ࢦͯ͠খܕܰྔԽ͠ɼCloud͸࢖༻ͤͣ EdgeͷΈͰॲཧΛ࣮ݱͨ͠ɽࠓճ։
ൃͨ͠ϩϘοτϋϯυ͸ࢦఆͨ͠෺ମΛࣝผ͠ɼ઀ۙ͠ɼ೺࣋͠ɼ࢖༻ऀͷ΋ͱ΁ӡൖ
͢ΔλεΫΛୡ੒Ͱ͖ͨɽFigure 5.1ʹࠓճࢼ࡞ͨ͠ϩϘοτϋϯυΛฒ΂ͯࡌͤΔɽ
  
Figure 5.1: Apperarance of robot hands.
ࢼ࡞ͨ͠ϩϘοτϋϯυͦΕͧΕͷಛ௃ͱ՝୊ʹ͍ͭͯɼҎԼʹ·ͱΊΔɽ
ࢼ࡞ 1߸ػ
1߸ػͰ͸εϚʔτϑΥϯΛ౥ࡌ͠ɼεϚʔτϑΥϯͷΧϝϥͱ CPUͷΈʹΑΔڧ
ԽֶशͰɼಛఆͷ৭ͷ෺ମ΁ͷ઀ۙͱ೺࣋ʹ੒ޭͨ͠ɽॏྔ΋Ұൠతͳύʔιφϧϩ
ϘοτΑΓ΋ܰ͘ʢ474 gʣɼܞଳ͢Δࡍ࢖༻ऀͷෛ୲ʹ͸ͳΒͳ͍ͱݴ͑ΔɽϦϋϏϦ
ςʔγϣϯՊʹ௨͏ٛख࢖༻ױऀ΁ώΞϦϯάΛ࣮ࢪͨ͠ࡍ΋ 1 ߸ػ͸޷ධͰɼো֐
ऀࢧԉ΁ͷ࣮༻Խ͕ظ଴Ͱ͖Δɽ
ҰํɼܭࢉϦιʔεͷ੍໿͔Βର৅෺ͷࣝผ͸ෆՄೳͰ͋Γɼࣄલʹࢦఆͨ͠෺ମͷ
৭ͷΈͷ൑அʹཹ·ͬͨࣄ͕՝୊Ͱ͋Δɽ
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ࢼ࡞ 2߸ػ
2 ߸ػͰ͸ 1 ߸ػͱൺ΂ͯɼը૾ೝٕࣝज़ͱਂ૚ֶशʹΑΓෳ਺ͷ෺ମ͕͋ΔதͰ
΋ର৅෺ΛࣝผͰ͖ΔΑ͏վળͨ͠ɽ·ͨɼϩϘοτϋϯυͷӡಈੑೳͷࣗ༝౓Λ૿
΍͠ɼ෺ମΛ্࣋ͪ͛ͯӡൖ͢Δ͜ͱΛՄೳʹͨ͠ɽ3 छྨͷ෺ମͷࣝผΛՄೳͱ͠ɼ
ϖοτϘτϧͷ೺࣋੒ޭ཰͸ 9ׂʹୡͨ͠ɽ
ҰํɼϩϘοτϋϯυͷॏྔ͕͍ܰͨΊʹɼϩϘοτຊମॏྔҎ্ͷॏ͍෺ମΛ࣋
্ͪ͛Δ͜ͱ͕Ͱ͖ͳ͔ͬͨɽ͜Ε͸ຊମͷॏ৺Ґஔͷ࠷దԽͱຊମॏྔ૿ՃͰରԠ
ՄೳͰ͋Δɽ·ͨɼܭࢉϦιʔεͷ౎߹্ GPUΛ౥ࡌͨ͠σεΫτοϓ PCͱ༗ઢͰ
઀ଓ͞Ε͍ͯΔͨΊɼܞଳੑ͕௿Լͨ͠ɽ͜Ε͸࣍અͰड़΂ΔΑ͏ʹɼΑΓߴੑೳͷ
EdgeίϯϐϡʔλΛ༻͍Δ͜ͱͰܞଳੑ͸େ͖͘վળͰ͖Δɽ
5.2 ࠓޙͷల๬
ϩϘοτϋϯυͷຊମͷσβΠϯɼΞΫνϡΤʔλ΍ܭࢉϦιʔεͷϋʔυ΢ΣΞɼ
ΞΫνϡΤʔλͷ੍ޚ΍ը૾ॲཧΛߦ͏ιϑτ΢ΣΞͷ 3 ͭͷ؍఺͔Βɼվળࢦ਑ͱ
ͯ͠ҎԼʹ·ͱΊΔɽ
σβΠϯͷվળ
ࠓճͷϩϘοτϋϯυͰ͸ɼ஍໘͔Β௚ཱ͍ͯ͠Δ෺ମͷΈͷ೺࣋͸Մೳ͕ͩɼࢴ
΍ࡼͷΑ͏ͳฏ͍ͨ෺ମ΍ࡉ௕ཱࣗ͘ࠔ೉ͳ෺ମͷ೺࣋͸ෆՄೳͰ͋ͬͨɽͦͷͨΊɼ
࿹ͷؔઅͱखटͷؔઅΛ૿΍͢͜ͱͰ஍໘ʹରͯ͠ਨ௚ʹΞϓϩʔνͰ͖ΔΑ͏ʹվ
ળ͢Δ͜ͱͰɼ೺࣋Ͱ͖Δ෺ମܗঢ়ͷ෯͕޿͕Δɽ·ͨɼࠓճͷάϦού͸Ұൠతͳܗ
ঢ়ͷ΋ͷͰ͕͋ͬͨɼ༷ʑͳ෺ମΛ೺࣋Մೳͳ JammingసҠܕάϦού [36] ͳͲɼά
Ϧούܗঢ়ʹ͍ͭͯ΋ݕ౼͢Δඞཁ͕͋Δɽ
ϋʔυ΢ΣΞʢܭࢉϦιʔεʣͷվળ
2 ߸ػͰ͸ࣝผೳྗΛ޲্ͤ͞ΔͨΊʹɼ֎෦ͷܭࢉϦιʔεΛ࢖༻͍ͯͨͨ͠Ί
GPU౥ࡌ PCͱ༗ઢͰ઀ଓ͞Ε͍ͯͨ͜ͱ͕࣮༻Խʹ͓͍ͯ͸՝୊ͱͳΔɽͦ͜Ͱ࣍
ੈ୅ػͰ͸ Edge σόΠεʢྫ͑͹ NVIDIA ࣾͷ JetsonNano ϘʔυʣΛ࢖༻͢Δ͜
ͱͰɼϩϘοτϋϯυࣗ਎Ͱ GPU Λ࢖༻ͨ͠ਪ࿦͕ՄೳͱͳΔɽ͞Βʹ JetsonNano
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Λ༻͍Δͱ௚઀ΞΫνϡΤʔλͷ੍ޚ͕ՄೳͱͳΓɼΑΓγϯϓϧͳϩϘοτ։ൃ؀
ڥ͕࣮ݱͰ͖Δͱߟ͑ΒΕΔɽͨͩ͠ɼେ͖ͳফඅిྗ͕՝୊Ͱ͋Δɽ
ιϑτ΢ΣΞͷվળ
઀ۙλεΫ͸ൺྫ੍ޚͰे෼༗ޮͰ͋Δ͜ͱ͕Θ͔͕ͬͨɼࠓճͷϩϘοτϋϯυ
Ͱ͸Ұൠతͳ 2 ࢦରཱλΠϓͷάϦούΛ࢖༻ͨ͜͠ͱ΋͋Γɼ೺࣋λεΫ͸ϧʔϧ
ϕʔεͰ͸෺ମͷܗঢ়ʹରশੑ͕ແ͍΋ͷ͸೺࣋੒ޭ཰͕௿͔ͬͨɽ೺࣋λεΫʹ͸
Vision ϕʔεͷڭࢣ͋ΓֶशΛߦ͍࠷దͳ೺࣋఺Λ௫Ή͜ͱͰվળͰ͖Δɽ͞Βʹࣝ
ผλεΫʹ༻͍ͨMask R-CNNͱ߹ΘͤͯϞσϧΛߏஙͰ͖Ε͹ɼEnd-to-Endʹֶ
श͕Ͱ͖ਫ਼౓վળ΍ਪ࿦଎౓޲্͕ظ଴Ͱ͖Δɽ
·ͨɼࠓճλεΫͷࢦྩ͸ίϚϯυϥΠϯ͔Βߦ͕ͬͨɼ࣮ࡍʹ࢖༻͢Δͱ͖͸֎෦
ΠϯλʔϑΣʔε͕ඞཁͱͳΔɽΠϯλʔϑΣʔεͱͯ͠͸Ի੠ίϚϯυ΍εϚʔτ
ϑΥϯΛ࢖ͬͨλονύωϧೖྗͳͲ͕༗༻ͱߟ͑ΒΕΔ͕ɼ࢖༻ऀͷো֐ʹԠͯ͡
ݕ౼͢Δඞཁ͕͋Δɽ
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ँࣙ
ຊݚڀ͸ɼ౦ژେֶେֶӃ޻ֶܥݚڀՊిؾܥ޻ֶઐ߈খ໺ࣉ޺ಛ೚ڭतͷ͝ࢦಋ
ͷԼͰߦΘΕ·ͨ͠ɽ͜ͷ 2 ೥ؒݚڀΛਐΊΔʹ͋ͨΓɼݚڀࣨ಺֎ͷଟ͘ͷํʹଟ
େͳΔ͝ڠྗΛ͍͖ͨͩ·ͨ͠ɽ͜ͷ৔ΛआΓͯँࣙΛड़΂͍͖ͤͯͨͩ͞·͢ɽ
খ໺ࣉ޺ಛ೚ڭत
ࢦಋڭһͱͯ͠ 2 ೥ؒ͝ࢦಋ͍͖ͨͩ·ͨ͠ɽॆ࣮ͨ͠ݚڀ؀ڥΛ༩͍͖͑ͯͨͩɼ
·ͨ෯޿͍ઌੜͷ͝঺հΛͯͩ͘͠͞Γݚڀͷҟ෼໺࿈ܞͷॏཁੑΛ஌Δ͜ͱ͕Ͱ͖
·ͨ͠ɽຖिݚڀͷਐ௙ͷใࠂͰ͝ࢦಋ͍͖ͨͨɼݚڀʹߦ͖٧·ͬͯ΋ΞΠσΟΞ
Λͨ͘͞Μ͍͖ͨͩɼݚڀΛਐΊΔ͜ͱ͕Ͱ͖·ͨ͠ɽݚڀ͚ͩͰͳ͘ࠓޙͷਐ࿏ʹ
͍ͭͯ΍ҩྍۀքͷ஌ࣝͳͲΛීஈ͔Βڭ͍͖͑ͯͨͩਓੜͷબ୒ࢶΛ޿͛Δ͜ͱ͕
Ͱ͖·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
છ୩ོ෉ڭत
ݚڀͷਐ௙ͷൃදͷ৔Λఆظతʹઃ͚͍͖ͯͨͩɼݚڀͰࠔ͍ͬͯͨ෦෼΍ٙ໰ʹࢥ
͏ͱ͜Ζʹ͍ͭͯછ୩ݚڀࣨͷֶੜΛؚΊɼσΟεΧογϣϯΛ͢Δ͜ͱ͕Ͱ͖ݚڀ
ΛલʹਐΊΔ͜ͱ͕Ͱ͖·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
ԣా࿨೭।ڭत
ݚڀͷํ޲ੑΛ৺഑ͩ͘͞Γ͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ·ͨɼ࣮ݧ TA Ͱ͸ిࢠճ࿏
ͷਂ͍஌ࣝͱߟ࡯΍࣮ݧͷ஫ҙ఺Λஸೡʹڭ͍͖͑ͯͨͩ·ͨ͠ɽେม͋Γ͕ͱ͏͝
͍͟·ͨ͠ɽ
۝भ޻ۀେֶ௕ོ೭।ڭत
ڧԽֶशͷϊ΢ϋ΢ʹ͍ͭͯஸೡʹҰ͔Βڭ͍͖͑ͯͨͩ·ͨ͠ɽ౦େॴଐͰͳ͘
ͳͬͯ΋ϝʔϧͰͷ΍ΓͱΓΛଓ͚ͤͯ͞௖͖ɼͱͯ΋ॿ͔Γ·ͨ͠ɽେม͋Γ͕ͱ
͏͍͟͝·ͨ͠ɽ
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ҵ৓ݝཱҩྍେֶ෇ଐපӃ࢛௡༗ਓ।ڭत
ϦϋϏϦςʔγϣϯՊͷݟֶΛշ୚͍ͯͩ͘͠͞·ͨ͠ɽώΞϦϯάΛͤͯ͞௖͖ɼݚ
ڀͷϞνϕʔγϣϯΛ࠶֬ೝͰ͖·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
෢ాҏ৫ത࢜
3DϓϦϯλʔͷ࢖͍ํΛஸೡʹڭ͍͍͑ͯͨͩͨΓɼ೔ʑͷݚڀͰࠔ͍ͬͯΔ࣌ʹΞ
ΠσΟΞΛ͍͖ͨͩ·ͨ͠ɽֶձൃද΍ݚڀൃදͷࡍʹൃදࢿྉͷ࡞੒Λͨ͘͞Μ͝
ࢦಋ͍͖ͯͨͩ͠·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
দ࡚തوࢯ
ਂ૚ֶशʹؔ͢Δϓϩάϥϛϯάʹ͍ͭͯΞυόΠε͍͖ͨͩ·ͨ͠ɽ৯ࣄΛΑ͘ڞ
ʹͯ͠ɼຊڷपΓͷඒຯ͍͠൧԰Λڭ͍͖͑ͯͨͩ·ͨ͠ɽ·ͨϕϯνϟʔ΍͕Μηϯ
λʔͷ঺հ౳ɼϓϥΠϕʔτͰ΋ͨ͘͞ΜಓΛ։͍ͯͩͬͯ͘͞ײँ͍ͯ͠·͢ɽେ
ม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
ଟ઒༑࡞ࢯ
ݚڀʹ͓͍ͯ׆ൃͳٞ࿦Λ͍͖ͤͯͨͩ͞·ͨ͠ɽ·ͨےτϨʹ෇͖߹͍͖ͬͯͨͩ
·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
஛಺խथࢯ
C ݴޠपΓͷΞυόΠεΛ͍͖ͨͩ·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽདྷ೥ͷम
࿦ؤு͍ͬͯͩ͘͞ɽ
໼୩ݚڀࣨνΣγ΢Ϋࢯ
ΞϧΰϦζϜ໘ͰΫϦςΟΧϧͳΞυόΠεΛ͍͖ͨͩ·ͨ͠ɽνΣ͞Μͷ͓͔͛Ͱ
໰୊఺͕͍ͭ͘΋ղܾͰ͖·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
ୋ໺ྰඒֶज़ࢧԉઐ໳৬һ
ిࢠ޻࡞ʹؔͯͨ͘͠͞Μ͝ࢦಋ͍͖ͨͩ·ͨ͠ɽ·ͨҰॹʹ SFPʹࢀՃ͠YUBIBO
Λ׬੒ͤ͞ɼςοΫίϯςετʹग़৔ͨ͜͠ͱɼͱͯ΋خ͔ͬͨ͠Ͱ͢ɽେม͋Γ͕ͱ
͏͍͟͝·ͨ͠ɽ
ాதຑඒٕज़һ
ීஈ͔ΒͷࡶஊͰݚڀΛ͢ΔݩؾΛ༩͑ͯ͘Ε·ͨ͠ɽ͍ͭ΋ాத͞Μͷসإʹ༊͞
Ε͍ͯ·ͨ͠ɽେม͋Γ͕ͱ͏͍͟͝·ͨ͠ɽ
྆਌΍༑ਓʹ͸ɼ݈߁ʹؾΛ࢖ͬͯ͘ΕͨΓ༷ʑͳ໘Ͱࢧ͍͖͑ͯͨͩ·ͨ͠ɽ͋
Γ͕ͱ͏͍͟͝·ͨ͠ɽ
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ݚڀۀ੷
1.ʢޱ಄ൃදʣࢁాರ࢙ɼদ࡚തوɼ୬஡޷඙ɼ෢ాҏ৫ɼখ໺ࣉ޺ʮ಄଍ྨٵ൫
ߏ଄ͷ 3࣍ݩղੳʹجͮ͘ٵணγεςϜͷ଄ܗʯୈ 36ճ೔ຊϩϘοτֶձֶज़
ߨԋձʢ2018೥ 9݄ʣ
2.ʢޱ಄ൃදʣࢁాರ࢙ɼদ࡚തوɼ෢ాҏ৫ɼখ໺ࣉ޺ʮڧԽֶशΛ༻͍ͨύʔ
ιφϧϩϘοτϋϯυͷ։ൃʯిؾֶձηϯαɾϚΠΫϩϚγϯ෦໳ʢE෦໳ʣ
2019೥όΠΦɾϚΠΫϩγεςϜݚڀձʢ2019೥ 7݄ʣ
3.ʢޱ಄ൃදʣࢁాರ࢙ɼদ࡚തوɼ෢ాҏ৫ɼখ໺ࣉ޺ʮ্ࢶػೳো͕͍ऀͷͨ
ΊͷڧԽֶशΛ༻͍ͨࣗ཯ܕϩϘοτϋϯυͷ։ൃʯୈ 37ճ೔ຊϩϘοτֶձ
ֶज़ߨԋձʢ2019೥ 9݄ʣ
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