Block-to-block interface interpolation operators are constructed for several common high-order finite difference discretizations. In contrast to conventional interpolation operators, these new interpolation operators maintain the strict stability, accuracy and conservation of the base scheme even when nonconforming grids or dissimilar operators are used in adjoining blocks. The stability properties of the new operators are verified using eigenvalue analysis, and the accuracy properties are verified using numerical simulations of the Euler equations in two spatial dimensions.
Introduction
Wave-propagation problems frequently require farfield boundaries to be positioned many wavelengths away from the disturbance source. To efficiently simulate these problems requires numerical techniques capable of accurately propagating disturbances over long distances. It is well know that high-order finite difference methods (HOFDM) are ideally suited for problems of this type. (See the pioneering paper by Kreiss and Oliger [13] ). Not all high-order spatial operators are applicable, however. For example, schemes that are G-K-S stable [8] , while being convergent to the true solution as ∆x → 0, may experience non-physical solution growth in time [3] , thereby limiting their efficiency for long-time simulations. Thus, it is imperative to use HOFDMs that do not allow growth in time; a property termed "strict stability" [7] . Deriving strictly stable, accurate and conservative HOFDM is a significant To this end, new interpolation operators are derived to couple 2nd-:2nd-, 4th-:4th-, 6th-:6th-, and 8th-:8th-order SBP operators across a nonconforming interface containing a 2 : 1 grid compression, as well as to couple 2nd-:4th-and 4th-:8th-order SBP operators across a conforming interface.
In Section 2 we introduce some definitions and discuss the SBP property. Sufficient conditions for the interface stability of a two-dimensional hyperbolic system are introduced in Section 3. The new approach utilizes the SAT technique in combination with newly developed SBP-preserving interpolation operators. The construction procedure for the SBP-preserving interpolation operators are presented in detail. In Section 4 the accuracy and stability properties of the newly developed multi-block interface coupling are tested by performing an eigenvalue analysis and numerical simulations of an analytic Euler vortex. In Section 5 conclusions are drawn. Sufficient conditions for interface stability of a 2D parabolic system followed by SBP-preserving interpolation operators are presented in the Appendix.
Definitions
Two-and three-dimensional schemes are constructed using tensor products of one-dimensional SBP finite-difference operators. Thus, we begin with a short description of 1D SBP operators including some relevant definitions. (For more details see [12, 31] and [18] ).
Summation-By-Parts
Assume the existence of real-valued functions u, v such that u, v ∈ L 2 [0, 1]. Define an inner product to be (u, v) = 1 0 u v dx, and let the corresponding norm be u 2 = (u, u). With these definitions, consider the hyperbolic scalar equation u t + u x = 0 (excluding the boundary condition). Apply the energy method to u t + u x = 0; i.e., multiplication by u and integration by parts leads to d dt
where u 2 | 1 0 ≡ u 2 (x = 1) − u 2 (x = 0). Next, discretize the domain (0 ≤ x ≤ 1) using N+1 equidistant grid points,
x i = i h, i = 0, 1..., N, h = A semidiscretization of u t + u x = 0 is v t + D 1 v = 0.
A semi-discrete energy for the system can be derived in a manner analogous to that used in the continuous case. That is, multiplying v t + D 1 v = 0 from the left by v T H and adding the transpose leads to,
Equation (2) is the discrete analog of (1). Three definitions are central to the present study. Remark The boundary closure for a pth-order accurate narrow-diagonal SBP operator is of order p/2 (see [18] ). The convergence rate for narrow stencil approximations of fully hyperbolic problems (e.g., the Eulers equations) drops to (p/2 + 1)th-order. (See refs. [6, 36] for more information on the accuracy of finite difference approximations).
Remark We state here without proof that the accuracy of the pth-order narrow-diagonal SBP operator is preserved when using the pth-order accurate interpolation operators. Numerical experiments presented later herein, are consistent with this conjecture. 
Two-Dimensional Domains
We begin by introducing the Kronecker product
where C is a p × q matrix and D is an m × n matrix. Two useful rules for the Kronecker product are (A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD) and (A ⊗ B)
The numerical approximation at grid point (x i , y j ) is a 1 × k-vector denoted v i,j . The tensor product derivations are more transparent if we redefine the component vector v i,j as a "vector of vectors". Specifically, define a discrete solution vector
] is the solution vector at x p along the y-direction, illustrated in Figure 1 . To distinguish whether a difference operator P is operating in the x− or the y-direction we use the notations P x and P y . The following two-dimensional operators are frequently used,
where D x, y , and H x, y are the one-dimensional operators in the x-and ydirection, respectively, I
x, y are identity matrices of appropriate sizes, and e 0 , and e N are one-dimensional "boundary" vectors defined by
Analysis
Our main focus is on multi-block interface coupling solving PDEs on nonconforming grids, combining different (here referring to the formal order of accuracy) finite difference SBP schemes. Consider the following 2-D hyperbolic problem (the extension to parabolic problems is shown in the Appendix):
where A and B are symmetric k×k matrices (k = 4 for the compressible Euler equations). (The extension of the present study to 3-D is straightforward.) A corresponding semi-discrete approximation of (5) can be written
where SAT I L, R denote the penalty terms at the outer boundaries. (These are tuned to obtain stability, see [24, 22, 35] for details.) The penalty terms handling the multi-block coupling can be written as
(However, the penalty terms (7) is not the most general representation, as will be shown later in this section.) The continuity condition u − v = 0 along the interface (at x i ) is approximated by u N −I k ⊗I F 2C v 0 and v 0 −I k ⊗I C2F u N in the above penalty-terms. Σ R and Σ L are unknown k × k matrices to be determined below by stability. We use the subscripts L, R to distinguish the operators in the left and right domain (which can be completely unrelated, i.e., we can use different numerical schemes in the two domains), with the only assumption that they fulfill the SBP property. I F 2C and I C2F are 1-D interpolation operators constructed such that I k ⊗ I F 2C v 0 and I k ⊗ I C2F u N have the same dimension as u N and v 0 respectively. u N and v 0 are km×1 vectors with components aligned with the block interface. For future reference we introduce the following norms:
and the following terms:
We introduce the following important relations,
where I y L, R are identity matrices of appropriate sizes. The following definition is central to the present study, Definition 3.1 A pth-order accurate interpolation operator that fulfills (11) is called a pth-order accurate SBP-preserving interpolation operator.
The following lemma is central to the present study: Lemma 3.2 The scheme (6) with the penalty terms given by (7) is stable if 2Σ L = A , 2Σ R = −A and (11) hold, assuming that the boundary terms SAT I L, R are correctly implemented.
Proof Apply the energy method by multiplying the first and second equation in (6) 
where BT I corresponds to the outer boundary terms (which we assume are correctly implemented, i.e., bounded) and IT I corresponds to the multi-block interface coupling given by (9) .
A stable coupling is obtained if IT I is non-positive. A non-dissipative and stable coupling is achieved by choosing
Remark Note the critical relationship that equation (11) imposes on the two interface interpolation operators. Indeed, the two conditions 2Σ L = A , 2Σ R = −A and equation (11) provide sufficient conditions for interface stability.
Remark Another important interface property is conservation, especially for problems with discontinous solutions. Indeed, the Lax-Wendroff theorem relates discrete conservation to convergence to the weak solution of the differential equation. It is shown in [4, 23] for conforming grids that conservation provides a necessary condition for interface stability. Likewise, the conditions for conservation are fulfilled by imposing the necessary conditions for stability in Lemma 3.2 (or Lemma 3.3).
For non-linear problems (such as the compressible Euler equations) characteristic boundary conditions are often imposed (since they introduce damping [20] at the boundaries) which can also be utilized at block interfaces (see for example [20, 35] ). Since A is a symmetric matrix, it can be diagonalized by R T AR = Λ, where R is a matrix consisting of the eigenvectors of A. We introduce the notationĀ ≡ R|Λ|R T , and 2A ± ≡ A ±Ā. (The matrix B is also symmetric and can be rotated to diagonal form with a similar transformation.) To couple characteristic variables using the SAT technique [20, 35] at the block-interface we choose Σ L = A − , Σ R = −A + . The following lemma states the stability conditions for a characteristic multi-block coupling: Lemma 3.3 The scheme (6) with the penalty terms given by (7) is stable if (11) and (12) hold, assuming that the boundary terms SAT I L, R are correctly implemented.
Proof Apply the energy method by multiplying the first and second equation
A stable coupling is obtained if
T which makes X symmetric.) Hence, stability follows if X is positive semi-definite, sinceĀ is a symmetric and positive semi-definite matrix. Sylvester's theorem states that X ≥ 0 if the following conditions hold:
Hence stability follows if (12) holds.
The extra conditions in (12) , besides the necessary conditions in (11) introduce a significant restriction in the construction of the interpolation operators (as will be shown in the coming section). The energy estimate for the characteristic coupling (as described in Lemma 3.3) gave us an idea how to remove the extra conditions (12) and yet introduce a damping mechanism by the penalty coupling. Consider the following energy estimate
where Ω is symmetric and positive definite and α is a positive integer (w T and X are given by (10)). For Ω =Ā and α = 1 we recover the energy estimate from the characteristic coupling, presented in Lemma 3.3. By choosing α an even integer, stability follows if X is symmetric (which is true if condition (11) holds), regardless of the extra conditions in (12) . We introduce the following penalties:
The first two penalty terms in (14) (6) with the penalty terms given by (14) is stable if Ω is symmetric and positive definite and (11) holds, assuming that the boundary terms SAT I L, R are correctly implemented.
Proof Apply the energy method by multiplying the first and second equation in (6) by u T M L and v T M R (defined by (8)) respectively, leading to (13), with α ≡ 2. BT I corresponds to the outer boundary terms (which we assume are correctly implemented, i.e., bounded). Stability follows if Ω is symmetric and positive definite. Lemma 3.4 is validated numerically in Appendix I, where we also show that condition (11) is necessary to guarantee a stable characteristic coupling.
Remark For non-linear phenomena the addition of artificial dissipation (AD) is often required for stability. The addition of SBP preserving AD [21] does not alter the stability conditions in Lemma 3.2, Lemma 3.3 or Lemma 3.4.
Construction of Interpolation Operators
This section briefly describes the construction of the SBP-preserving interpolation operators I F 2C and I C2F . In the present study we will consider a two to one ratio between the coarse and the fine grids along the common interface. (The analysis is not restricted to a two to one ratio, it merely simplifies the construction.) The structure (here showing the upper part) of the interpolation operator I F 2C is given by:
(The lower part of I F 2C is obtained by a permutation of both rows and columns.) The other interpolation operator is given
T . For example, in the fourth-order case (see the Appendix) we have used q = 3, r = 11 and s = 2 , which leads to the following form:
(The lower part of I C2F is obtained by a permutation of both rows and columns.) Notice that the unknowns in I C2F are completely defined by the unknowns in I F 2C and the known coefficients in H y L and H y R .
Remark A pth-order accurate interpolation operator will preserve the order of the finite difference scheme (6) utilizing narrow-diagonal SBP operators, i.e., resulting in (p/2+1)th order accuracy. SBP discretizations not restricted (see for example [18, 31] ) to a (p/2)th-order accurate boundary stencil, require a more accurate boundary closure of the interpolation operators to maintain the convergence rate. We omit a detailed study (see [36] for more information on the accuracy of finite difference approximations) of the accuracy requirement.
The following procedure describes the construction of the pth-order accurate interpolation operators, given the y-norms in the left (H • Build I F 2C with the form given above.
• With these assumptions there exist by construction SBP-preserving interpolation operators for the second, fourth, sixth and eighth order cases (based on narrow-diagonal SBP schemes), by using the symbolic mathematics software Maple, (see the Appendix). We have also constructed interpolation operators coupling fourth to second and eighth to fourth-order accurate SBP discretizations.
Remark This is the first time (to our knowledge) that stability for multiblock coupling of finite difference schemes with different order of accuracy in more than 1-D have been shown.
For the second-order and fourth-order cases the constructed interpolation operators fulfill the extra conditions in (12) , besides the necessary conditions in (11) . It is an open question if the conditions in (12) can be met for the sixth and eighth-order cases.
Computations
We perform some numerical tests to verify the accuracy and stability properties of the SBP-preserving interpolation operators.
Numerical Validation of Lemma 3.2
To test the stability properties numerically we can either perform : 1) a long-time integration, or 2) an eigenvalue analysis. We chose the latter in the present study. Consider (6) with the following setup:
: at the outer boundaries Despite it's simplicity, this model problem is very challenging to solve numerically (without introduction of artificial damping) since it is energyconserving, i.e., the eigenvalues are purely imaginary (see [16] for details)). This makes it an ideal benchmark problem testing for stability of a certain numerical scheme, including boundaries.
The eigenvalues of the numerical approximation of the continuous testproblem (given by (5) and (15)) employing SBP-preserving interpolation operators fulfilling the conditions in (11) for the fourth (using 15 2 unknowns in the left (coarse mesh) region) and the sixth (using 21 2 unknowns in the left (coarse mesh) region) order accurate cases are shown in Figures 2 and  3 respectively. We have multiplied the eigenvalues with the grid-size (h R ) of the fine-mesh domain. (The interpolation operators are presented in the Appendix.) To further indicate the importance of Lemma 3.2 we also present the corresponding results employing interpolation operators that do not fulfill the conditions in (11) (and hence a violation to Lemma 3.2), referred to as non-SBP interpolation.
The non-SBP interpolation operators as compared to the corresponding SBP-preserving interpolation operator fulfilling the conditions in (11) differ only at the boundaries. The boundary closures of the non-SBP interpolation operators (presented in the Appendix) are defined by the following two requirement: 1) to have the same formal accuracy at all grid-points, and 2) to use a minimal stencil width. The non-SBP interpolation operators clearly introduce an instability due to eigenvalues to the right of the imaginary axis. 
Vortex in Free Space
To test the accuracy of the present method a 2-D Euler-vortex (an analytic solution [20] to the compressible Euler equations) is run across a multi-block interface. The problem consists of 2 blocks (5 × 5 unit area) having nonmatching gridlines. The blocks are patched together according to (6) . We set the Mach number Ma = 0.3. The vortex is initiated at x=4 (one unit to the left of the interface at x=5) with a 10 degree angle of the background free-stream and then propagated to t = 1, see Figure 4 .
The convergence rate is calculated as
where w is the analytic solution and w (h 1 ) the corresponding numerical solution with grid size h 1 . w − w
h is the discrete l 2 norm of the error. Since the solution consists of 2 blocks we add together the two different l 2 -errors. The standard explicit 4th-order Runge-Kutta method is used for time integration.
The convergence results going from coarse to fine grid using second, fourth, sixth and eighth-order accurate schemes are presented in Tables 1-4. (The number M is the number of unknowns in the y-direction in the coarse grid.)
The potential gain of a hybrid approach (here referring to the multi-block coupling of a higher order scheme on a coarse-grid domain to a lower order Table 2 : l 2 -error and convergence rate q. Fourth order case. Coarse to fine grid. Ma = 0.3. Vortex centered at interface at t = 1. Table 3 : l 2 -error and convergence rate q. Sixth order case. Coarse to fine grid. Ma = 0.3. Vortex centered at interface at t = 1. Table 4 : l 2 -error and convergence rate q. Eighth order case. Coarse to fine grid. Ma = 0.3. Vortex centered at interface at t = 1. Table 5 : l 2 -error and convergence rate q. Fourth to second-order case. Coarse to fine grid. Ma = 0.3. Vortex centered at interface at t = 1. Table 6 : l 2 -error and convergence rate q. Eighth to Fourth order case. Coarse to fine grid. Ma = 0.3. Vortex centered at interface at t = 1.
scheme on a fine-grid domain) is found by comparing the results (which are almost identical) in Tables 6 and 4 . In Table 6 we couple an eighthorder accurate SBP scheme in the left (coarse) domain to a fourth-order accurate SBP scheme in the right (fine) domain. In Table 4 the eighth-order stencil is used in both domains. In Table 5 we couple a fourth-order accurate SBP scheme in the left (coarse) domain to a second-order accurate SBP scheme in the right (fine) domain. A comparison of Tables 5 and 2 indicates the benefit of employing higher (than second) order accurate methods for wave dominated problems (the error of the second order schemes clearly dominates).
Conclusions
Our approach have been to use SBP operators, the SAT technique and SBPpreserving interpolation operators to enforce the interface conditions in a stable and accurate way for general hyperbolic (and parabolic) problems, defined on nonconforming grids. The main objective was to construct interpolation operators that combined the following desirable properties:
• Stability by construction without interfering with the existing SBP schemes.
• Maintaining the overall convergence rate.
• Maintaining simplicity of the numerical scheme.
To achieve the three properties above, we have constructed interpolation operators with the following requirements: i) They preserve the summation by parts rule based on the underlying SBP scheme. ii) They have the same order of accuracy as the underlying SBP scheme. iii) They are of minimal width in the interior. Numerical computations for the 2-D compressible Euler equations corroborate the stability and accuracy properties and also show that a careful boundary treatment is necessary to guarantee stability of the interface coupling.
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APPENDIX I Numerical Validation of Lemma 3.3 and Lemma 3.4
In this section we verify numerically the necessity of the extra conditions (12) that turned up in Lemma 3.3. We will also verify the modified penalties (14) that removed the necessity of conditions (12) , in order to obtain an energy estimate, yet introducing a dissipative coupling (referring to the energy estimate (13)).
Consider (6) with the setup given by (15) . The scheme (6) with the penalty terms given by (7) was proven stable if Σ L = A − , Σ R = −A + , assuming that both the conditions in (11) and (12) hold. However, for the sixth-order case condition (12) could not be met. This led us to consider the scheme (6) with the penalty terms instead given by (14) , where stability follows if Ω is symmetric and positive definite. In the present study we use Ω =Ā. The two different schemes (that differ only in how the SAT coupling is done) will be referred to as the characteristic coupling and the quadratic coupling.
The eigenvalues of the two different numerical approximations (the characteristic coupling and the quadratic coupling) employing the SBP-preserving interpolation operators fulfilling the conditions in (11) for the sixth-(using 21 2 unknowns in the left (coarse mesh) region) order accurate cases are shown in Figure 5 (compare with the corresponding non-dissipative coupling, presented in Figure 3) . We have multiplied the eigenvalues with the grid-size (h R ) of the fine-mesh domain. A closer look at the eigenvalues for the characteristic coupling reveals some eigenvalues with a positive real part, the largest of order 10 −4 . This is a strong indication that when employing a characteristic coupling the conditions in (12) 
II Parabolic problems
In this section we extend the analysis to include parabolic problems (such as Navier-Stokes equations) of the form
where A and B are symmetric k × k matrices. The continuity conditions at the interface are given by: u = v, u x = v x , u y = v y . Parabolicity requires that,
where
A corresponding semi-discrete approximation of (17) can be written
where denote the viscous penalty terms at the outer boundaries. (These are tuned to obtain stability, see [24, 22, 35] for details.)
and Lemma 3. Proof Apply the energy method by multiplying the first and second equation
BT V corresponds to the outer boundary terms (which we assume are correctly implemented, i.e., bounded). IT I is given by (9) and corresponds to the inviscid part. IT V + (IT V ) T correspond to the viscous part of the multi-block coupling given by: 
(in combination with (11)) IT V = 0.
Remark The symmetric matrices Σ 2 and Σ 4 can be chosen arbitrarily for stability. (Note that Σ 2 ,4 are not powers of Σ, but different parameters). However, the specific choice will affect the eigenvalues of (19) . We use Σ 2 = Σ 4 = I k /2 since it leads to a compact spectrum (we have no proof that this particular choice is optimal).
III Interpolation Operators

III.1 Second-Order case
The discrete norm is given by H = h diag( ). The interpolation operators are given by: 
III.2 Fourth-to Second-Order Case
Fourth to second-order, with second-order accurate interpolation. The upper left corner of I F 2C is given by:
III.4 Fourth-Order Case, Non-SBP Interpolation
The upper left part of I C2F : 
The lower left part of I F 2C : 3 a 2 a 1 a 0 a 1 a 2 a 3 a 4   a 4 a 3 a 2 a 1 a 0 a 1 a 2 a 3 a 4 . 
The lower left part of I F 2C : 
a 0−6 is listed in previous subsection.
III.7 Eighth-Order Case
The upper left corner of I F 2C is given by: 
III.8 Eighth-to Fourth-Order Case
The upper left corner of I F 2C is given by: The interior of I F 2C is given by: 
