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a b s t r a c t
This paper investigates t-intersecting families of injections, where
two injections a, b from [k] to [n] t-intersect if there exists X ⊆ [k]
with |X | ≥ t such that a(x) = b(x) for all x ∈ X . We prove that
if F is a 1-intersecting injection family of maximal size then all
elements of F have a fixed image point in common. We show that
when n is large in terms of k and t , the set of injectionswhich fix the
first t points is the only t-intersecting injection family of maximal
size, up to permutations of [k] and [n]. This is not the case for small
n. Indeed, we prove that if k is large in terms of k− t and n− k, the
largest t-intersecting injection families are obtained from a process
of saturation rather than fixing.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
1.1. Definitions
Let Sn denote the symmetric group of permutations on n points, and let Ikn be the set of injections
from [k] to [n]. Writing injections in image form, we may view Ikn as the set of words of length k over[n]with no repeated symbols.
Two injections in Ikn t-intersect if they agree on the image of at least t domain points. For a =
a1a2 . . . ak, b = b1b2 . . . bk ∈ Ikn, set
int(a, b) = {i ∈ [k] : ai = bi} .
A subset F of Ikn is t-intersecting if, for all a, b ∈ F , we have | int(a, b)| ≥ t . When t = 1, we usually
say intersecting rather than 1-intersecting. We call a t-intersecting family maximal if it is maximal
under set inclusion, andmaximum if there is no larger t-intersecting family.
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We say that A ⊆ Ikn is equivalent to B ⊆ Ikn if A can be obtained from B by permutations of the
domain [k] and the image [n]. LetK0(t, k, n) be the t-intersecting subset of Ikn obtained by including
all injections which fix the first t points:
K0(t, k, n) =
{
a ∈ Ikn : a(i) = i, 1 ≤ i ≤ t
}
.
We will refer to this and any family equivalent toK0(t, k, n) as a fix-family. Note that when t = 1,
the fix-family of permutations has size |K0(1, n, n)| = (n− 1)!.
1.2. Background
Following the investigation of t-intersecting families of subsets of a set by Erdős, Ko, Rado, Katona
and others in the 1960s, research into t-intersecting sets of injections began with the study of
intersecting permutation families in the 1970s when Deza & Frankl showed in [6] that an intersecting
subset of Sn has size at most (n − 1)!. Much later, Cameron & Ku as well as Larose & Malvenuto
independently obtained the classification of maximum intersecting permutation families quoted
below.
Theorem 1.1 (Cameron, Ku [5]; Larose, Malvenuto [18]). If n ≥ 2 and F is an intersecting subset of Sn
with |F | = (n− 1)! then F is equivalent to the fix-family.
This result has inspired numerous investigations of intersecting permutation families. It has recently
been shown [8] that for n ≥ n0(t), every t-intersecting permutation family is equivalent to the fix-
family. Moreover, it has been shown that fixing is the unique optimal strategy for obtaining large
intersecting subsets of the following global sets:
• the set of k-partial permutations of [n] [17,19],
• the alternating groupAn ⊂ Sn [16],
• a direct product Sn1 × · · · × Snq of symmetric groups [16],• Coxeter groups of types B and D [21].
We point out that Ikn is strictly contained in the set of k-partial permutations on n points studied
in [17,19], since the domain of a k-partial permutation is not fixed to be [k], but can be any k-subset
of [n].
The results described so far follow the spirit of Erdős–Ko–Rado: they show that, for certain values
of the parameters or in general, a maximum intersecting family consists of all such elements which
have a fixed set of image points in common. To generalise this idea, it helps to view this fixing concept
as a special case of a saturation process. This is best illustrated by an example: consider the extension
of the Erdős–Ko–Rado Theorem by Ahlswede and Khachatrian.
Erdős, Ko & Rado proved in 1938 that for n ≥ n0(k, t), a t-intersecting family of k-subsets of an
n-set has size at most
( n−t
k−t
)
. This result is often referred to as the EKR Theorem. For the 1-intersecting
case, they conjectured that all optimal families are obtained by fixing, i.e. that the largest possible
intersecting families of k-subsets of an n-set are precisely those families all of whosemembers contain
some fixed element of the n-set. This was proved by Katona [14].
Theorem 1.2 (Erdős, Ko, Rado [7]; Katona [14]). Let k < n/2 and let F be an intersecting family of k-
subsets of [n]. Then |F | ≤
(
n−1
k−1
)
and equality implies that all members of F have a fixed element of [n]
in common.
Considering the t-intersecting case, Frankl [9] andWilson [22] subsequently proved that n0(k, t) =
(k− t+1)(t+1). But what happens when n < n0? For 0 ≤ i ≤ (n− t)/2, let Si be some fixed (t+2i)-
subset of [n]. The t-intersecting family Fi is obtained by saturation:
Fi = {X ⊆ [n] : |X | = k, |X ∩ Si| ≥ t + i} .
Ahlswede & Khachatrian proved in [1] that given k, t and n < n0(k, t), a t-intersecting family of k-
subsets of an n-set has size atmost |Fp|, where p is given explicitly as a function of n, k and t . Moreover,
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they show that up to the choice of the saturation set Si, Fp is the uniquemaximum t-intersecting family,
unless the size of Fp equals that of Fp+1 in which case both systems are optimal.
Saturation has since been shown to yield optimal t-intersecting families for other combinatorial
structures as well, e.g. words [2]. The concept was first applied to permutations in [6] where Deza
& Frankl showed that when k is large in terms of its difference with t , saturation yields a maximum
t-intersecting family in Sk: if k− t is even, set
G(t, k, n) = {w ∈ Ikn : w moves at most (k− t)/2 points} ;
if k− t is odd, set
G(t, k, n) = {w ∈ Ikn : w moves at most (k− t − 1)/2 elements of [k− 1]} .
The saturation family G(t, k, n) is t-intersecting by the pigeonhole principle.
Theorem 1.3 (Deza, Frankl [6]). For each T ∈ N with T ≥ 3, there exists k0(T ) ∈ N such that for
k ≥ k0(T ), the saturation family G(k− T , k, k) is maximum (k− T )-intersecting in Sk.
The proof of Theorem 1.3 depends on the bound in the EKR Theorem. However, using Katona’s
classification result from [14] (cf. Theorem 1.2) in Deza & Frankl’s proof of Theorem 1.3 demonstrates
that for T and k as in Theorem 1.3, the saturation family G(k− T , k, k) is in fact the unique maximum
(k − T )-intersecting subset of Sk. This argument will be presented in detail in the concluding
paragraphs of the proof of Theorem 3.5 which generalises Theorem 1.3 to injections.
1.3. Outline
We show that every maximum 1-intersecting subset of Ikn is equivalent to the fix-family, a fact
which was recently conjectured in [3]. In Section 2.1, we prove this for k ≤ (n + 1)/2, while in
Section 2.2, the case k ≥ (n+ 1)/2 is dealt with using an analogous approach to that of Cameron and
Ku in [5].
In Section 3, Corollary 3.3 shows that fixing is also the unique optimal strategy for t > 1 provided
n is large in terms of k and t . By way of contrast, Theorem 3.5 fixes the differences between k− t and
n − k and increases k: in this case, the maximum t-intersecting subsets of Ikn are equivalent to the
saturation family G.
Computational evidence suggests that an Ahlswede–Khachatrian-type result holds for injections
as well as sets [1] and words [2]: setting
Kr(t, k, n) =
{
w ∈ Ikn : w fixes at least t + r elements of [t + 2r]
}
,
we conjecture that there exists a function r∗(t, k, n) such that all maximum t-intersecting families in
Ikn are equivalent toKr∗ .We refer to the thesis of the first author for a proof that this is the case among
injection families whose fixed point sets are t-intersecting and left-compressed. Whether there are
any injection families which cannot be standardised in this way remains an open question.
2. Intersection size 1
We begin by giving a bound on the size of an intersecting family in Ikn. Let pi = (1 2 . . . n) denote
the n-cycle in Sn, and let permutations act on injections in Ikn by acting on each position separately:
(w1w2 . . . wk)pi = (w1pi)(w2pi) . . . (wkpi).
Forw ∈ Ikn, denote by O(w) the orbit ofw in Ikn:
O(w) = {w(1 2 . . . n)i : i ∈ N}.
These orbits provide a fairly standard way of obtaining bounds on intersecting families, see [4,6].
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Theorem 2.1. If F ⊆ Ikn is intersecting then |F | ≤ (n−1)!(n−k)! .
Moreover, the set of orbits {O(w) | w ∈ Ikn} forms a partition of Ikn into disjoint sets of size n and if
|F | = (n−1)!
(n−k)! then F is a transversal of the orbits.
Proof. Since pi is a permutation, two orbits are either equal or disjoint. Moreover, all orbits have size
equal to the order of pi which is n. Finally, if u, v are two distinct elements of O(w) for some w ∈ Ikn
then u and v do not intersect. Hence F contains at most one word from each orbit. This yields
|F | ≤ |{O(w) : w ∈ Ikn}| =
|Ikn|
|O(w)| =
|Ikn|
n
= (n− 1)!
(n− k)! .
If equality holds, then F must contain precisely one word from each orbit. 
Brockman & Kay considered intersecting subsets of Ikn recently in [4]. They use a Katona-type
argument [14] involving cyclic permutations to prove the bound of Theorem 2.1, butmake no attempt
at our structural result: that up to permutations of [k] and [n], the fix-family is the only maximum
intersecting subset of Ikn. We prove this for small k in the next section by investigating some simple
consequences of the orbit approach.
Note that if k = n then Ikn = Sn and our structural result is equivalent to the main result of [5].
The case n ≤ 2 is trivial. Thus we assume 1 ≤ k < n and n ≥ 3 in all remaining proofs in this section.
2.1. Classification for small domains
We say that two words a, b in Ikn strictly t-intersect if they t-intersect, but do not (t + 1)-intersect.
Lemma 2.2. If F is a maximal intersecting subset of Ikn for 1 ≤ k ≤ n, then there exist two words
a, b ∈ F which strictly 1-intersect.
Proof. By Theorem 2.1, F contains precisely one word from O(12 . . . k). Denote this word by c and
let c1 be the first letter in c . Since F is equivalent to
F ′ = F pin−c1+1,
it suffices to prove the lemma about F ′, which contains 12 . . . k.
Now F ′ contains precisely one word from O(n(n− 1) . . . (n− k+ 1)) by Theorem 2.1. Denote this
word by u and set v := 12 . . . k. There are only two fundamentally different forms which u can take.
Suppose firstly that u is strictly decreasing, so u = l(l − 1) . . . (l − k + 1) for some l ∈ [n]. Then
if u and v intersect in position p, we must have up = vp = p since vi = i for all i. In v, all entries in
positions left of p are strictly less than p. In u on the other hand, all entries in positions left of p are
strictly greater than p. Therefore, u and v cannot intersect in any position left of p. Similarly, u and v
cannot intersect anywhere to the right of position p, so u and v strictly 1-intersect.
If u is not strictly decreasing then uj = 1 for some j ∈ [k− 1] and
u = j(j− 1) . . . 1 n(n− 1) . . . (n− k+ j+ 1).
In this case, there is only one among the first j positions in which u and v can intersect: for p ∈ [j]we
have up = j− p+ 1, so up = vp requires
j− p+ 1 = p⇒ p = (j+ 1)/2
since vi = i for all i. For the remaining positions q with j < q ≤ k, we have uq = n − q + j + 1, so u
and v can intersect only in position q = (n+ j+ 1)/2.
Suppose u and v intersect in both positions p and q. Since n > k, the word w obtained from v by
replacing (j+ 1)/2 by k+ 1 is an element of Ikn. The element of O(w) ∩ F ′ is unique by Theorem 2.1
and must intersect v. Thus eitherw ∈ F ′ or z ∈ F ′ where z is the unique element of O(w)which has
(j+ 1)/2 in position (j+ 1)/2, that is z = wpi i where i = n− (k+ 1)+ (j+ 1)/2.
Since u and v strictly 2-intersect and one of their intersecting positions is (j+1)/2, u andw strictly
1-intersect. Also, v and w only differ in one position, so v and z = wpi i strictly 1-intersect. Thus in
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the casew ∈ F ′, the Lemma is satisfied with (a, b) = (u, w) and if z ∈ F ′, then the result holds with
(a, b) = (v, z). 
Simply using the fact that these two strictly 1-intersecting words are in F , it can be deduced that
F contains a much larger set of mutually 1-intersecting elements. This is the key to the proof of the
following structural result:
Theorem 2.3. For 1 ≤ k ≤ (n + 1)/2, if F is a maximal intersecting subset of Ikn then all words in F
have a fixed position in common.
Proof. By Lemma 2.2 there exist α, β ∈ F such that, for some p ∈ [k],
α = a1a2 . . . ap−1c ap+1 . . . ak, β = b1b2 . . . bp−1c bp+1 . . . bk
with ai 6= bi for all i. Let d ∈ [n] \ im(α) and set
δ = a1a2 . . . ap−1d ap+1 . . . ak,
then δ ∈ Ikn. Since p is the only position in which α and δ differ, there are only two words in O(δ)
which intersect α ∈ F . These two words are δ and δpi c−d which has c in position p. Since d 6= c and
ai 6= bi for all i, it is clear that δ does not intersect β ∈ F . Therefore δpi c−d ∈ F which proves that
X = {α} ∪ {(a1a2 . . . ap−1dap+1 . . . ak)pi c−d : d ∈ [n] \ im(α)}
is a subset of F . We have |[n] \ im(α)| = n− k, so |X \ {α}| = n− k. Moreover, α is distinct from all
elements of X \ {α}, so |X | = n− k+ 1.
Next we show that elements of X do not mutually 2-intersect. Let us label the elements of
[n]\im(α) as d1, d2, . . . , dn−k in such away that this labelling corresponds to their ordering as natural
numbers, i.e. for i, j ∈ [n − k], we have di < dj whenever i < j. Using this notation, X consists of the
following words:
a1a2 . . . ap−1 c ap+1 . . . ak = α
(a1a2 . . . ap−1d1ap+1 . . . ak)pi c−d1
(a1a2 . . . ap−1d2ap+1 . . . ak)pi c−d2
...
(a1a2 . . . ap−1dn−kap+1 . . . ak)pi c−dn−k .
All of the above words have c in position p. Since di 6= c and the di are distinct for all i ∈ [n − k],
it is apparent from the above list that X is a set of n − k + 1 elements all of which mutually strictly
1-intersect.
Now suppose there exists w ∈ F such that w(p) 6= c. Since two distinct elements of X do not
intersect in any position other than p, w can intersect at most one element of X in position i, for any
i ∈ [k]. Sincew does not intersect any element of X in position p, this implies thatw intersects at most
k−1 elements of X . Since k < (n+2)/2, this gives k−1 < |X |. Thusw does not intersect all elements
of X , contradicting the intersecting property of F . We conclude thatw(p) = c for allw ∈ F . 
We complete this classification for n/2 < k ≤ n by extending the methods of [5] from
permutations to general injections. The following section presents an abbreviated version of thiswork.
In cases where technical details have beenmissed out, a fuller discussion can be found in the thesis of
the first author.
2.2. Classification for large domains
For an injection w ∈ Ikn, its fixed point set is the set of points in [k] which are fixed under w. That
is,
Fix(w) = {x ∈ [k] : w(x) = x}
and if S is a subset of Ikn then Fix(S) = {Fix(w) : w ∈ S}.
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Definition 2.4 introduces a fixing operation based on traditional shifting maps. Intuitively, for
x ∈ [n] and w ∈ Ikn, we obtain the injection f (w, x) from w as follows: no changes are made if x
is already fixed under w, or cannot be fixed because it is not an element of the domain. If no point
maps to x under w, then we may fix x without having to make any further changes. Finally, if some
point y ∈ [k] maps to x then we swap the images of y and x. This map f on injections combines
previous fixing maps for words and permutations: the naive ‘insertion’ of the second case is based on
fixing maps for words in e.g. [15,2], while the swapping map for the permutation case corresponds to
that in Cameron & Ku’s paper [5].
To formalise this fixing operation, we use the image notation for injections: in Definition 2.4, the
image point is given underneath the corresponding domain point.
Definition 2.4. Let x ∈ [n] andw ∈ Ikn.
• If either x ≤ k andw(x) = x, or if x > k, then f (w, x) = w.
• If x ≤ k and x 6∈ im(w), then
f (w, x) =
(
x λ
x w(λ)
)
, λ ∈ [k] \ {x}.
• If x ≤ k andw(y) = x for some y ∈ [k]with y 6= x, then
f (w, x) =
(
x y λ
x w(x) w(λ)
)
, λ ∈ [k] \ {x, y}.
Then f (w, x) is an injection in Ikn which fixes x.
We may apply a sequence of fixing operations by using the inductive definition
f (w; x1, . . . , xq) = f (f (w; x1, . . . , xq−1), xq).
If S is a subset of Ikn such that f (w, x) ∈ S for all x ∈ [n] andw ∈ S, then we say that S is closed under
the fixing operation.
Analogues of the following result are standard in the study of t-intersecting families of
combinatorial structures other than sets, see for instance [10,2,5]. It shows how fixed point sets
together with the fixing operation may enable us to build on the theory of t-intersecting set families.
Theorem 2.5. If F is a t-intersecting subset of Ikn which is closed under the fixing operation then Fix(F )
is t-intersecting.
Proof. Suppose Fix(F ) is not t-intersecting. Then there exist v,w ∈ F with | Fix(v) ∩ Fix(w)| < t .
Note that
int(v,w) = {x1, x2, . . . , xs}
has size ≥ t and that u = f (v; x1, . . . , xs) ∈ F since F is closed under the fixing operation. We will
show that u cannot t-intersectw.
First we consider positions y ∈ [k] \ int(v,w). It follows from Definition 2.4 that for an injection
a ∈ Ikn and points x, z ∈ [k], if the images of z under a and f (a; x) are different, then we must have
either z = x or a(z) = x. Thus unless v maps y to one of the points xi which we are trying to fix, the
image of y remains unchanged: if v(y) 6∈ int(v,w) then
u(y) = v(y) 6= w(y)
since y 6∈ int(v,w), as claimed.
If on the other hand v(y) ∈ int(v,w), say v(y) = xl, then
f (v; x1, . . . , xl−1)(y) = v(y) = xl,
f (v; x1, . . . , xl)(y) = f (v; x1, . . . , xl−1)(xl).
F. Brunk, S. Huczynska / European Journal of Combinatorics 31 (2010) 839–860 845
Now whether or not the image of y is changed again under the fixing operation depends on whether
or not f (v; x1, . . . , xl)(y) is one of the elements of int(v,w)which have not yet been fixed. In any case,
we end up with u(y) = v(z) for some z ∈ int(v,w). Therefore
u(y) = v(z) for some z ∈ int(v,w)
= w(z) by definition of int(v,w)
6= w(y)
since y 6∈ int(v,w) implies y 6= z. We have shown that u and w do not intersect in positions
y ∈ [k] \ int(v,w).
Finally, suppose u(xi) = w(xi) for some i ∈ [s]. Then since u fixes all elements of int(v,w), we
have
xi = u(xi) = w(xi) = v(xi)
because xi ∈ int(v,w). Since | Fix(v) ∩ Fix(w)| < t , this can occur for at most t − 1 values of i.
Hence u andw do not t-intersect, so the result follows from this contradiction to the t-intersection
property of F . 
The notion of Fix(F ) provides a map from injections to sets. Conversely, we introduce a map V
which can be regarded as a map from sets back to injections. For a subset A of [k], we denote by V(A)
the set of injections in Ikn which fix all elements of A:
V(A) = {v ∈ Ikn : A ⊆ Fix(v)} .
Note that individual injections in V(A)may fix more points than just the elements of A. For a family
A of subsets of [k], we have V(A) =⋃A∈A V(A).
If F is a t-intersecting subset of Ikn, we refer to the set of minimal elements of Fix(F ) under set
inclusion by
M(F ) = {X ∈ Fix(F ) : no element of Fix(F ) is strictly contained in X} .
The following lemma clarifies why M(F ) can be considered to ‘generate’ F in some sense. Again,
similar results can be found in [2,5].
Lemma 2.6. If F is a maximal t-intersecting subset of Ikn such that Fix(F ) is t-intersecting then F =
V(M(F )) and
|F | ≤
∑
X∈M(F )
(n− |X |)!
(n− k)! .
Proof. The fixed point set of any elementw of F contains some element X ofM(F ), sow ∈ V(X) ⊆
V(M(F )). For the reverse containment, let w ∈ V(M(F )) and X be an element of M(F ) such
that w ∈ V(X). Since X is an element of the t-intersecting set Fix(F ), we have |X ∩ Y | ≥ t for
all Y ∈ Fix(F ), sow t-intersects all elements of F . Since F is maximal, this impliesw ∈ F .
Hence F = V(M(F )), giving
|F | ≤
∑
X∈M(F )
|V(X)| =
∑
X∈M(F )
(n− |X |)!
(n− k)! ,
as required. 
We prove themain result of this section by building on the Latin square approach of [5]. We define
the ith k-row of a Latin square L to be the word of length k obtained by taking the first k symbols of
the ith row of L. It can then be shown (using the clique–coclique bound of [6]) that ifF is a maximum
intersecting subset of Ikn thenF contains exactly one k-row of each Latin square of order n. Using this
result and extending some specific elements ofIkn to elements of Sn yields Theorem2.7 (cf. the proof of
the analogous result in [5]). The subsequent lemma follows from the so-called LYM inequality; see [5]
for details.
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Theorem 2.7. If n ≥ 6 and F is a maximum intersecting subset of Ikn containing 12 . . . k then F is
closed under the fixing operation.
Lemma 2.8. If Z is an antichain of subsets of a k-set such that |A| ≥ j for all A ∈ Z then∑A∈Z(k−|A|)! ≤
k!/j!.
Weare now in a position to complete the classification ofmaximum intersecting injection families.
Theorem 2.9. For n/2 < k ≤ n, let F be a maximum intersecting subset of Ikn. Then all words inF have
a fixed position in common.
Proof. Note that applying permutations of Sn to a subset of Ikn does not alter the cardinality or
intersecting structure of that subset, so we can assume without loss of generality that F contains
the identity 12 . . . k. Moreover, if k = n then Theorem 2.9 is equivalent to themain result of [5], so we
assume k < n. Lastly, small values of k and n can be checked in an elementary case analysis by hand
or using a computational package such as GAP [12], so we will assume within the proof that n ≥ 6
and k ≥ 4.
By Theorems 2.5 and 2.7, Fix(F ) is intersecting. Moreover, 12 . . . k ∈ F and soM(F ) is a non-
empty, intersecting antichain of subsets of [k]. We will establish bounds on the size of the elements
ofM(F ). Since Fix(F ) is intersecting, ∅ 6∈ Fix(F ). Moreover, if Fix(F ) contains an element of size
1, then Theorem 2.9 follows by the intersection property of Fix(F ). Thus we may assume that all
elements ofM(F ) have size at least 2.
Pursuing a similar argument, if Y = ⋂X∈M(F ) X is non-empty, then all elements of F fix all
elements of Y , and Theorem 2.9 is immediate. We therefore assume
⋂
X∈M(F ) X = ∅, implying|M(F )| ≥ 2. Since M(F ) is an antichain of subsets of [k], this gives [k] 6∈ M(F ), and we have
shown that all X ∈M(F ) satisfy 2 ≤ |X | ≤ k− 1.
For the remainder of this proof, the aim is to derive a contradiction to the assumption thatF attains
the bound given in Theorem 2.1, but there exists no i ∈ [k] such thatw(i) = i for allw ∈ F . As in [5],
we consider two cases.
Case 1M(F ) contains no element of size 2.
By Lemma 2.6 we have
|F | · (n− k)! ≤
∑
X∈M(F )
(n− |X |)!
=
∑
X∈M(F )
3≤|X |≤bk/2c
(n− |X |)! +
∑
X∈M(F )
X |>bk/2c
(n− |X |)!
≤
bk/2c∑
i=3
|M(i)(F )|(n− i)! + n!
(bk/2c + 1)!
where |M(i)(F )| is the number of elements inM(F ) of size i. The inequality follows from Lemma 2.8
upon noting that X ⊆ [k] ⊂ [n] for all X ∈ M(F ). Using the Erdős–Ko–Rado Theorem 1.2, this
inequality becomes
|F | · (n− k)! ≤
bk/2c∑
i=3
(
k− 1
i− 1
)
(n− i)! + n!
(bk/2c + 1)! .
We are assuming that |F | = (n− 1)!/(n− k)!, so this gives
(n− 1)! ≤
bk/2c∑
i=3
(k− 1)!(n− i)!
(i− 1)!(k− i)! +
n!
(bk/2c + 1)! . (1)
Let us denote the right hand side of (1) by f (n, k).
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To provide the required contradiction to (1), straightforward numerical calculation demonstrates
that f (n, k) < (n− 1)! for n < 16, unless
(n, k) ∈ {(6, 4), (6, 5), (7, 4), (7, 5), (8, 5), (9, 5)}.
These special cases have been checked by amore involved recursive algorithm using GAP [12], see the
thesis of the first author for details. For the remainder of Case 1, we therefore assume n ≥ 16.
Since k < n, we have
f (n, k) =
bk/2c∑
i=3
(k− 1)(k− 2) . . . (k− i+ 1)(n− i)!
(i− 1)! +
n!
(bk/2c + 1)!
< (n− 1)!
bk/2c∑
i=3
1
(i− 1)! +
n!
(bk/2c + 1)!
≤ (n− 1)!
bn/2c∑
i=3
1
(i− 1)! +
n!
(bk/2c + 1)! .
Now if e is the natural exponent then e = 2+∑∞i=3 1(i−1)! , so∑bn/2ci=3 1(i−1)! < e−2 < 45 . Since k > n/2,
this gives
f (n, k) < (n− 1)! · 4
5
+ n!
(bk/2c + 1)!
< (n− 1)! · 4
5
+ n!
(bn/4c + 1)! = (n− 1)!
(
4
5
+ n
(bn/4c + 1)!
)
.
It is easily verified that n
(bn/4c+1)! <
1
5 for n ≥ 16, so f (n, k) < (n − 1)!, giving the required
contradiction to (1).
Case 2R2 = {X ∈M(F ) : |X | = 2} is non-empty.
If
⋂
X∈R2 X = ∅ then, by the intersection property of M(F ), there exist distinct a, b, c ∈ [k]
such that {{a, b}, {a, c}, {b, c}} ⊆ R2. Suppose there exists X ∈ M(F ) \ {{a, b}, {a, c}, {b, c}}. Since
X ∩ {b, c} 6= ∅, we have either b ∈ X or c ∈ X . This implies a 6∈ X because otherwise either {a, b} ⊆ X
or {a, c} ⊆ X whichwould contradict the fact thatM(F ) is an antichain. However, wemust also have
X ∩ {a, b} 6= ∅ and X ∩ {a, c} 6= ∅, so a 6∈ X implies {b, c} ⊆ X which again contradicts the antichain
property ofM(F ). We conclude
M(F ) = R2 = {{a, b}, {a, c}, {b, c}}
and applying Lemma 2.6 gives
|F | ≤
∑
X∈M(F )
(n− |X |)!
(n− k)! = 3
(n− 2)!
(n− k)! <
(n− 1)!
(n− k)!
for n ≥ 5, giving the contradiction |F | < |F |.
Hence we must have
⋂
X∈R2 X 6= ∅, so we may assume without loss of generality that
R2 = {{1, i} : 2 ≤ i ≤ c}
for some c ∈ {2, 3, . . . , k}. Set
Y = {X ∈M(F ) \R2 : 1 ∈ X}, N = {X ∈M(F ) \R2 : 1 6∈ X}.
Then it follows from the definition of Y ⊂ M(F ) that all Y ∈ Y contain 1 as well as two distinct
elements x, y of [k] \ [c] sinceM(F ) is an antichain. If Y ∈ Y andw ∈ Ikn is a word whose fixed point
set Fix(w) contains Y , thenw ∈ V({1, x, y}).
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By the intersection property ofM(F ) ⊇ R2, we have {2, 3, . . . , c} ⊆ N for all N ∈ N . Thus if
w ∈ Ikn is a word whose fixed point set Fix(w) contains N ∈ N , then w ∈ V({2, 3, . . . , c}). By an
argument analogous to the proof of Lemma 2.6, we therefore have
|F | ≤
∑
X∈R2
(n− |X |)!
(n− k)! +
∑
x6=y
x,y∈{c+1,...,k}
|V({1, x, y})| + |V({2, 3, . . . , c})|
= (c − 1) (n− 2)!
(n− k)! +
(
k− c
2
)
(n− 3)!
(n− k)! +
(n− c + 1)!
(n− k)! .
Since |F | = (n−1)!
(n−k)! , this may be simplified to
(n− 1)! ≤ (c − 1)(n− 2)! +
(
k− c
2
)
(n− 3)! + (n− c + 1)!. (2)
Wewill now investigate the range of values which c can take. Firstly, suppose 3 ≤ c ≤ k−2. Then
(n− c + 1)! ≤ (n− 2)! and so
(n− 1)! ≤ c(n− 2)! +
(
k− c
2
)
(n− 3)! := f (c).
Now c > 2 implies n−c2 < n− 2, giving (n−c)(n−c−1)2 < (n− 2)(n− c − 1) since n− c − 1 > 0. Using
k < n, this implies(
k− c
2
)
(n− 3)! <
(
n− c
2
)
(n− 3)! < (n− 2)!(n− c − 1)
which yields f (c) < (n − 1)!. We now have the contradiction (n − 1)! ≤ f (c) < (n − 1)!, so we
conclude that we cannot have 3 ≤ c ≤ k− 2.
Next suppose c ≥ k − 1. Recall that each Y ∈ Y satisfies {1, x, y} ⊆ Y for some distinct
x, y ∈ [k] \ [c]. Thus c ≥ k− 1 implies Y = ∅ andM(F ) = R2 ∪N . If c = k− 1 then
|F | ≤
∑
X∈R2
(n− |X |)!
(n− k)! + |V({2, 3, . . . , k− 1})|
= (k− 2) (n− 2)!
(n− k)! + (n− k+ 2)(n− k+ 1)
and multiplying through by (n− k)! gives
(n− 1)! ≤ (k− 2)(n− 2)! + (n− k+ 2)!
< (n− 2)(n− 2)! + (n− 2)! = (n− 1)!
since 4 ≤ k < n. Similarly, if c = k then
|F | ≤ |R2| · (n− 2)!
(n− k)! + |V({2, 3, . . . , k})|
= (k− 1) (n− 2)!
(n− k)! + (n− k+ 1),
so
(n− 1)! ≤ (k− 1)(n− 2)! + (n− k+ 1)!
< (k− 1)(n− 2)! + (n− k)(n− 2)! = (n− 1)!.
It follows from these contradictions that c = 2.
Hence we haveR2 = {{1, 2}}which impliesM(F ) = R2 ∪B1 ∪B2 where
B1 = {X ∈M(F ) \R2 : 1 ∈ X}, B2 = {X ∈M(F ) \R2 : 2 ∈ X}.
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SinceM(F ) is an antichain,B1 ∩B2 = ∅. Moreover, for i ∈ {1, 2}, each X ∈ Bi satisfies {i, a, b} ⊆ X
for some a, b ∈ [k] \ {1, 2}. Therefore we deduce
|F | ≤
∑
X∈R2
(n− |X |)!
(n− k)! +
∑
a6=b
a,b∈[k]\{1,2}
|V({1, a, b})| +
∑
a6=b
a,b∈[k]\{1,2}
|V({2, a, b})|
= (n− 2)!
(n− k)! + 2
(
k− 2
2
)
(n− 3)!
(n− k)! ,
and simplifying yields the usual contradiction:
(n− 1)! ≤ (n− 2)! + 2
(
k− 2
2
)
(n− 3)!
< (n− 2)! + 2
(
n− 2
2
)
(n− 3)! < (n− 1)!.
Westarted the proof by assuming that not all elements ofF have a fixed position in common.Wehave
shown that this assumption leads to a contradiction in all possible cases, so the result now follows.

Corollary 2.10. If F is a maximum intersecting subset of Ikn then all words in F have a fixed position in
common.
Proof. Follows from Theorems 2.3 and 2.9. 
Having completed the classification of maximum intersecting injection families, we now turn our
attention to t-intersecting injection families. In the following sectionweprove that fixing is eventually
optimal for all t and k, provided n is large.
3. Arbitrary intersection size: Classifications in the limit
3.1. Injections with large images
We use a version of the so-called kernel method as presented in [20]; this method was previously
developed and used by Frankl [11] and Hajnal & Rothschild [13].
Lemma 3.1. Let F be a t-intersecting subset of Ikn. If there do not exist x ∈ [k], y ∈ [n] such that all
elements of F map x to y, then
|F | ≤ k!(n− t − 1)!
t!(k− t − 1)!(n− k)! .
Proof. Let α ∈ F . By assumption, there exists x ∈ [k] and β ∈ F such that α(x) 6= β(x). Setting
Fα(x) = {γ ∈ F : γ (x) = α(x)} ,
it is then clear that int(γ , β) ⊆ [k] \ {x} for all γ ∈ Fα(x). On the other hand, int(γ , β) has size at least
t and so
|Fα(x)| ≤
(
k− 1
t
)
(n− (t + 1))!
(n− k)! .
By the intersecting property of F , we have F =⋃kx=1 Fα(x), giving
|F | ≤
k∑
x=1
|Fα(x)| = k · |Fα(x)| = k!(n− t − 1)!t!(k− t − 1)!(n− k)!
as required. 
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Theorem 3.2. Let 1 ≤ t ≤ k ≤ n and suppose that
(k− c)! < (n− t)(t − c)!(k− t − 1)!
for all 0 ≤ c < t. Then anymaximum t-intersecting subset of Ikn is equivalent to the fix-familyK0(t, k, n).
Proof. Let F be a t-intersecting subset of Ikn which is not equivalent to the fix-familyK0(t, k, n). It
suffices to show that |F | < |K0(t, k, n)| = (n− t)!/(n− k)!.
Let C be the intersection of all elements of F , so
C = {(x, y) ∈ [k] × [n] : α(x) = y for all α ∈ F } ,
and set c = |C|, X = {x : (x, y) ∈ C} and Y = {y : (x, y) ∈ C}. Then 0 ≤ c < t since F is not a
fix-family.
Let F ′ be the family obtained from F by first deleting all elements of C from each element of F ,
and then relabelling [k]\X and [n]\Y to eliminate the resulting gaps. ThenF ′ is a (t−c)-intersecting
subset of Ik−cn−c with |F ′| = |F |. Thus we may employ Lemma 3.1 to obtain
|F | = |F ′| ≤ (k− c)!(n− t − 1)!
(t − c)!(k− t − 1)!(n− k)!
= (k− c)!
(n− t)(t − c)!(k− t − 1)! ·
(n− t)!
(n− k)!
as required. 
Corollary 3.3. There exists a function n0(k, t) : N×N→ N such that for all n > n0(k, t), everymaximum
t-intersecting subset of Ikn is equivalent to the fix-familyK0(t, k, n).
Proof. Given 0 ≤ c < t ≤ k ≤ n, we have (k− c)! ≤ k! and (t − c)! ≥ 1. Thus if
k! < (n− t)(k− t − 1)! (3)
then
(k− c)! ≤ k! < (n− t)(k− t − 1)! ≤ (n− t)(k− t − 1)!(t − c)!.
By Theorem 3.2, inequality (3) therefore implies that no t-intersecting subset of Ikn is larger than
K0(t, k, n). For fixed k and t , inequality (3) can clearly be achieved by taking
n > n0(k, t) = t + k!
(k− t − 1)! ,
which completes the proof. 
Wehave shown that t-intersecting injection families eventually behave like 1-intersecting families
in the sense that for large n, fixing is the unique optimal strategy. Note however, that Corollary 3.3 is
a result strictly about injections, not including the case of permutations, since n is required to be large
in terms of t as well as k.
The remainder of this section is devoted to generalising Theorem 1.3 to injection families:
Theorem 3.5 classifies the optimal t-intersecting injection families for large k, given that both k − t
and n − k are fixed. For these parameter values, Theorem 3.5 shows that fixing is not optimal, since
the saturation family G is not equivalent to the fix-familyK0 (see definition of G on page 5).
3.2. Injections with large domains
Denoting the number of injections from [k] to [n]with no fixed points by d(k, n), we have
d(k, n) =
k∑
i=0
(−1)i
(
k
i
)
(n− i)!
(n− k)! (4)
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by the inclusion–exclusion principle. (This requires the convention that there is one injection with no
fixed points from the empty set into any other set.) Moreover, it is not difficult to show that
a ≥ 1⇒ d(a+ 1, b+ 1) > d(a, b) (5)
for 0 ≤ a ≤ b.
Lemma 3.4 establishes a lower bound for the size of G(t, k, n). The moved point set of an injection
w ∈ Ikn is defined as
E(w) = {x ∈ [k] : w(x) 6= x} .
If S is a subset of Ikn then E(S) = {E(w) : w ∈ S} is a family of subsets of [k].
Lemma 3.4. For fixed natural numbers T , N and cN,T with T ≥ 2, there exists k0(T ,N) ∈ N such that
|G(k− T , k, k+ N)| > cN,T
bT/2c−1∑
j=0
(
k
j
)
for all k ≥ k0(T ,N).
Proof. Setting t = k− T and n = k+ N , we abbreviate G(t, k, n) by G.
Suppose T = 2h+ 1 is odd. Let
B = {X ⊆ [k] : |X | ≤ h} ∪ {X ⊆ [k] : |X | = h+ 1, k ∈ X} ,
then G is a disjoint union
G =
⋃
X∈B
{
w ∈ Ikn : E(w) = X
}
. (6)
For given X ⊆ [k], an injection w in Ikn with E(w) = X must fix all elements of [k] \ X , so the image
points of X underw are all in [n] \ ([k] \ X). Hence
|G| =
∑
X∈B
∣∣{w ∈ Ikn : E(w) = X}∣∣ =∑
X∈B
d(|X |, n− (k− |X |))
=
(T−1)/2∑
j=0
(
k
j
)
d(j,N + j)+
(
k− 1
h
)
d(h+ 1,N + h+ 1)
>
(T−1)/2∑
j=0
(
k
j
)
d(j,N + j). (7)
Since T ≥ 2, and both d(j,N + j) and cN,T depend only on the constants N and T , we may choose k
sufficiently large to ensure
|G| > cN,T
(T−1)/2−1∑
j=0
(
k
j
)
= cN,T
bT/2c−1∑
j=0
(
k
j
)
.
The case when T is even is similar. 
The symmetric difference A∆B of two sets A and B is the set of points contained in one but not both
of A and B, i.e. A∆B = (A ∪ B) \ (A ∩ B). The following result generalises Theorem 1.3 from [6].
Theorem 3.5. For positive integers T and N with T ≥ 2, there exists k0(T ,N) ∈ N such that for
k ≥ k0(T ,N), every maximum (k− T )-intersecting subset of Ikk+N is equivalent to the saturation family
G(k− T , k, k+ N).
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Proof. Set t = k − T , n = k + N , abbreviate G(t, k, n) by G as before and let F be a maximum t-
intersecting subset of Ikn. Following the proof outline of Theorem 1.3 in [6], we begin by establishing
some useful technicalities ((9) –(11)) before picking a set W of 3T + 1 elements of F according to
condition (12). We then prove that in the case where T is even, all elements ofW act in the same way
on the set of points moved by all of them, and applying the inverse of this action to the whole of F
maps F into G. In the case where T is odd we proceed similarly, though mapping F into G in this
situation requires an application of the Erdős–Ko–Rado Theorem.
Without loss of generality, we may assume that the identity 12 . . . k is an element of F . Then each
w ∈ F must t-intersect the identity, so
|E(w)| ≤ k− t = T , ∀w ∈ F . (8)
Indeed, the t-intersecting property of F implies that for all v,w ∈ F ,
|E(v)∆E(w)| ≤ T , (9)
|(E(v) ∩ E(w)) \ int(v,w)| ≤ T − |E(v)∆E(w)|. (10)
Pick w0 ∈ F with |E(w0)| maximal. We wish to show that all remaining w ∈ F move at most
bT/2c of the points which are fixed by w0. So suppose the opposite holds for some w ∈ F , then the
maximality of |E(w0)| forces
|E(w0) \ E(w)| ≥ |E(w) \ E(w0)| >
⌊
T
2
⌋
.
But this implies that the symmetric difference of E(w) and E(w0) is larger than T , contradicting (9).
Thus we have shown that
|E(w) \ E(w0)| ≤
⌊
T
2
⌋
(11)
for allw ∈ F . 
3.2.1. Picking the elements ofW
We wish to pick w1 ∈ F which achieves equality in (11), and subsequently continue to pick
wi+1 ∈ F such that wi+1 moves exactly bT/2c points which are not moved by any of the injections
w0, . . . , wi chosen so far:∣∣∣∣∣E(wi+1) \ i⋃
j=0
E(wj)
∣∣∣∣∣ =
⌊
T
2
⌋
. (12)
We will use the maximality of F as a t-intersecting subset of Ikn to show, by contradiction, that we
can pick elements of F in this way. Suppose that for some
i < 3T , (13)
we cannot find such awi+1 in F \ {w0, . . . , wi}. Then we must have∣∣∣∣∣E(w) \ i⋃
j=0
E(wj)
∣∣∣∣∣ 6=
⌊
T
2
⌋
for allw ∈ F \ {w0, . . . , wi}. Also,∣∣∣∣∣E(w) \ i⋃
j=0
E(wj)
∣∣∣∣∣ ≤ |E(w) \ E(w0)| ≤
⌊
T
2
⌋
by (11), and combining the previous two equations gives∣∣∣∣∣E(w) \ i⋃
j=0
E(wj)
∣∣∣∣∣ <
⌊
T
2
⌋
(14)
for allw ∈ F \ {w0, . . . , wi}.
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Note that due to condition (12) according to which the elementsw0, . . . , wi were picked, we have∣∣∣∣∣ i⋃
j=0
E(wj)
∣∣∣∣∣ = |E(w0)| + i
⌊
T
2
⌋
< T + 3T
⌊
T
2
⌋
< 3T 2 (15)
using (8), (13) and T ≥ 2. We use these arguments to establish an upper bound on the size of
E(F ) = {E(w) : w ∈ F }
as follows: denote
⋃i
j=0 E(wj) by U . Then w0, . . . , wi move no points outside U . Moreover, (14) tells
us that each element of F \ {w0, . . . , wi}moves less than bT/2c of the points which are not in U . An
element ofF canmove an arbitrary number of the points in U , and so an element of E(F ) can contain
any subset of U . Since U has less than 23T
2
subsets by (15), this yields
|E(F )| < 23T2
bT/2c−1∑
j=0
(
k− |U|
j
)
< 23T
2
bT/2c−1∑
j=0
(
k
j
)
. (16)
Clearly we have
F ⊆
⋃
X∈E(F )
{
w ∈ Ikn : E(w) = X
}
and, since this union is disjoint,
|F | ≤
∑
X∈E(F )
∣∣{w ∈ Ikn : E(w) = X}∣∣
≤
∑
X∈E(F )
d(|X |,N + |X |). (17)
Recall from (5) that |X | ≥ 1 implies d(|X |,N + |X |) < d(|X | + 1,N + |X | + 1) and since N ≥ 1 we
also have
d(0,N) = 1 ≤ d(1,N + 1) = N.
Therefore we may use (8) together with the above bound on |F | to conclude
|F | ≤
∑
X∈E(F )
d(T ,N + T )
= d(T ,N + T ) · |E(F )|
< d(T ,N + T )23T2
bT/2c−1∑
j=0
(
k
j
)
by (16). Since cN,T = d(T ,N + T )23T2 depends only on the fixed constants T and N , Lemma 3.4 now
implies that |F | < |G|. This contradicts the fact that F is maximum (k− T )-intersecting in IkN+k, so
we conclude that we can indeed pickw0, . . . , w3T as described above.
Note that if |E(w0)| < bT/2c then the maximality of |E(w0)| would force all elements of E(F ) to
have size less than bT/2c, making it impossible to pick thewi+1 according to (12). Since we have just
shown that we can pick suchwi+1 for i < 3T , we conclude that
|E(w0)| ≥
⌊
T
2
⌋
(18)
and set
W = {w0, . . . , w3T }. (19)
It is clear from (12) that the wi are distinct, so |W | = 3T + 1. As in the proof of Lemma 3.4, we need
to consider the possible parities of T separately.
Case 1 T = 2h is even.
Wewill show thatw0 t-intersects all other elementswi ofW in the same t positions. In the process,
we establish the sizes of the moved point sets E(wi) as well as their respective intersections and
symmetric differences with E(w0).
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3.2.2. The intersection ofw0 with other elements ofW
By (18) and (8) the number of points moved byw0 is between h and 2h. Thus setting
s = |E(w0)| − h,
we have 0 ≤ s ≤ h and the maximality of |E(w0)| implies |E(w)| ≤ h+ s for all w ∈ F . Indeed, our
next claim is that allw ∈ W satisfy |E(w)| = h+ s.
Forwi ∈ W ⊆ F , it follows from the way thewi were picked (12) that
|E(wi) \ E(w0)| ≥
∣∣∣∣∣E(wi) \ i−1⋃
j=0
E(wj)
∣∣∣∣∣ = h.
Therefore setting |E(wi)| = h+ s− j for some j ≥ 0, we have
|E(w0) \ E(wi)| = |E(w0)| − |E(w0) ∩ E(wi)|
= h+ s− (|E(wi)| − |E(wi) \ E(w0)|)
= h+ s− (h+ s− j)+ |E(wi) \ E(w0)|
≥ j+ h.
Thus the size of the symmetric difference E(wi)∆E(w0) is given by
|E(wi) \ E(w0)| + |E(w0) \ E(wi)| ≥ 2h+ j = T + j.
Using (9) and (10) this implies j = 0 and
int(wi, w0) = [k] \ (E(wi)∆E(w0)), (20)
i.e. w0 and wi intersect in all points which they both move. Observe that by proving j = 0 we have
shown
|E(wi)| = h+ s, (21)
|E(w0)∆E(wi)| = T = 2h, (22)
|E(w0) \ E(wi)| = h
for allwi ∈ W . Therefore
|E(wi) ∩ E(w0)| = |E(w0)| − |E(w0) \ E(wi)|
= h+ s− h = s, ∀wi ∈ W . (23)
Considering the t-intersecting property (cf (9)), Eq. (22) implies thatw0 does not (t+1)-intersect any
element ofW \ {w0}. It remains to be shown that all of these intersections coincide.
3.2.3. A common intersection
We concluded in (20) that wi and w0 agree on each point in E(wi) ∩ E(w0). Indeed, suppose that
for somewi ∈ W , i ≥ 2, we had
E(wi) ∩ E(w0) 6= E(w1) ∩ E(w0).
Then since both intersections have the same size by (23), we must have
|(E(wi) ∩ E(w0)) \ (E(w1) ∩ E(w0))| = |(E(wi) ∩ E(w0)) \ E(w1)| > 0.
But then
|E(wi) ∩ E(w1)| = |E(wi)| − |E(wi) \ (E(w0) ∪ E(w1))| − |(E(wi) ∩ E(w0)) \ E(w1)|
< |E(wi)| − |E(wi) \ (E(w0) ∪ E(w1))|
≤ |E(wi)| −
∣∣∣∣∣E(wi) \ i−1⋃
j=0
E(wj)
∣∣∣∣∣
= h+ s− h = s
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by (21) and (12). But both E(wi) and E(w1) are sets of size h+ s by (21), so if their intersection has size
less than s, then their symmetric difference must have size greater than 2h = T , contradicting (9).
In conclusion, there must exists a set X ⊆ [k] such that
E(wi) ∩ E(w0) = X, ∀i ∈ [3T ],
which has size s by (23). Clearly this implies
X ⊆ E(wi) ∩ E(wj), ∀i, j ∈ [3T ] ∪ {0}, i 6= j. (24)
Indeed, it does not require much further effort to show that we have equality there: we already know
this when i = 0, so suppose that for some 1 ≤ i < j ≤ 3T , the sets E(wi) and E(wj) intersect in some
point outside X . Then combining this with (24), we see that at least |X | + 1 = s + 1 of the points
moved by wj are also moved by wi. But wj only moves h + s points in total by (21), so wj moves at
most
h+ s− (s+ 1) = h− 1
of the points which are not moved bywi, contradicting the waywj was picked (12) since i < j. Hence
E(wi) ∩ E(wj) = X, ∀i < j ∈ [3T ] ∪ {0}. (25)
Moreover, combining this with (20) gives
X = E(wi) ∩ E(w0) ⊆ [k] \ (E(wi)∆E(w0)) = int(wi, w0),
telling us that all elements ofW act on X in the same way asw0, i.e. X is invariant underW .
3.2.4. Mapping F into G
Let σ ∈ Sn be the permutation which coincides with the elements ofW on X and with the identity
elsewhere:
σ(x) =
{
w0(x) x ∈ X
x x ∈ [n] \ X
and let σ−1 be the inverse of σ in Sn. We let permutations act on injections as in Section 2, so a
permutation acts on each image point of an injection separately, and set
Fσ =
{
vσ−1 : v ∈ F } .
Since all elementswi ofW as well as σ agree on X , the effect of postmultiplyingwi by σ−1 is to fix the
elements of X:
|E(wiσ−1)| = |E(wi)| − |X | = h+ s− s = h, (26)
as each wi moves h + s points by (21) and X has size s by (23). Applying the same argument to (25)
gives
E(wiσ−1) ∩ E(wjσ−1) = ∅, 0 ≤ i < j ≤ 3T . (27)
By definition σ , and therefore also σ−1, move |X | = s points and any v ∈ F moves at most T = 2h
points by (8). Moreover, vσ−1 certainly cannot move more points than the sum of those moved by v
and σ−1, i.e.
|E(vσ−1)| ≤ |E(v)| + |E(σ−1)| ≤ 2h+ s ≤ 3h, ∀v ∈ F . (28)
It follows from the definition of G that |E(vσ−1)| ≤ h for all vσ−1 ∈ Fσ would imply Fσ ⊆ G.
Showing this is our final objective in Case 1, so suppose that |E(vσ−1)| > h for some vσ−1 ∈ Fσ . For
anywi ∈ W the symmetric difference of E(vσ−1) and E(wiσ−1) has size at most 2h by (9). But if two
sets, one of size larger than h by assumption, the other of size h by (26), have symmetric difference of
size at most 2h, then their intersection must be non-empty. In other words, E(vσ−1) intersects each
of the 3T + 1 sets E(wiσ−1), which are mutually disjoint by (27). This gives
|E(vσ−1)| ≥ 3T + 1 = 6h+ 1,
clearly contradicting (28). We have completed Case 1.
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Case 2 T = 2h+ 1 is odd.
By (18) and (8) the number of points moved byw0 is between h and 2h+ 1, so setting
s = |E(w0)| − h
as in Case 1, we have 0 ≤ s ≤ h+ 1 here.
Once again, the maximality of |E(w0)| implies |E(w)| ≤ h + s for all w ∈ F . We wish to show
that the moved point set of each wi ∈ W has size either h+ s or h+ s− 1. So suppose that for some
1 ≤ i ≤ 3T , the injectionwi ∈ W moves at least two points less thanw0. Then
|E(w0) \ E(wi)| ≥ |E(wi) \ E(w0)| + 2 ≥ h+ 2
since Condition (12), according to whichwi was picked, ensures thatwi moves at least h of the points
not moved byw0. The symmetric difference of the two moved point sets then has size
|E(wi)∆E(w0)| = |E(w0) \ E(wi)| + |E(wi) \ E(w0)|
≥ 2h+ 2 > T ,
contradicting (9). Thus we may partition W according to the cardinalities of the moved point sets:
setting
W0 = {wi ∈ W : |E(wi)| = h+ s} ,
W1 = {wi ∈ W : |E(wi)| = h+ s− 1} ,
we haveW = W0∪W1. Nowwe reconsider the arguments employed in Case 1 with the new scenario
in mind.
3.2.5. The intersection ofw0 with elements of W0 and W1
It follows from the way thewi were picked (12) that anywi ∈ W moves at least h of the points not
moved byw0. We therefore obtain
|E(w0) \ E(wi)| = |E(w0)| − |E(wi)| + |E(wi) \ E(w0)|
≥ h+ s− |E(wi)| + h
=
{
h wi ∈ W0
h+ 1 wi ∈ W1. (29)
For p ∈ {0, 1} andwi ∈ Wp this implies |E(wi)∆E(w0)| ≥ 2h+ p, but two elements of F cannot have
symmetric difference larger than T = 2h+ 1 by (9). Thus we conclude as in Case 1 that forwi ∈ W1,
|E(w0) \ E(wi)| = h+ 1, (30)
|E(wi) \ E(w0)| = h,
|E(wi) ∩ E(w0)| = s− 1. (31)
For elements ofW0 the situation is slightly different. Reconsidering how we obtained (29), it soon
becomes clear that forwi ∈ W0,
|E(w0) \ E(wi)| = h+ 1 ⇐⇒ |E(wi) \ E(w0)| = h+ 1.
Hence
|E(wi)∆E(w0)| = |E(w0) \ E(wi)| + |E(wi) \ E(w0)|
cannot be equal to 2h+ 1, so we apply (9) to conclude that for allwi ∈ W0,
|E(wi)∆E(w0)| = 2h,
|E(w0) \ E(wi)| = |E(wi) \ E(w0)| = h, (32)
|E(w0) ∩ E(wi)| = s. (33)
Next we investigate to what extent the intersections of elements of E(W) overlap.
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3.2.6. A common intersection
Let p ∈ {0, 1} and let ap be the smallest positive integer such that wap ∈ Wp. Suppose there exists
wi ∈ Wp with
E(wi) ∩ E(w0) 6= E(wap) ∩ E(w0).
Neither of these intersections can be contained in the other since they have the same size by (31) and
(33). Also, E(wi) has size h+ s− p and so
|E(wi) ∩ E(wap)| = |E(wi)| − |E(wi) \ (E(w0) ∪ E(wap))| − |(E(wi) ∩ E(w0)) \ E(wap)|
≤ |E(wi)| − |E(wi) \ (E(w0) ∪ E(wap))| − 1
≤ h+ s− p−
∣∣∣∣∣E(wi) \ i−1⋃
λ=0
E(wλ)
∣∣∣∣∣− 1
= s− p− 1.
This yields
|E(wi)∆E(wap)| = |E(wi)| + |E(wap)| − 2|E(wi) ∩ E(wap)|
≥ 2(h+ s− p)− 2(s− p− 1)
= 2h+ 2 > T ,
our familiar contradiction to (9). Hence we have
E(wi) ∩ E(w0) = E(wap) ∩ E(w0), ∀wi ∈ Wp,
implying that the intersection of any two elements of E(Wp) contains
Xp = E(wap) ∩ E(w0).
If somewi, wj ∈ Wp with i < j both move a point outside Xp, then E(wi) ∩ E(wj) has size at least
|Xp| + 1 = s− p+ 1
by (31) and (33). Therefore the maximum number of points moved bywj and not moved bywi is
|E(wj)| − (|Xp| + 1) = (h+ s− p)− (s− p+ 1) = h− 1.
This contradicts the way wj was picked (12) and so we conclude that any two elements of E(Wp) ∪
{E(w0)} have intersection precisely Xp.
This section may now be summarised as follows: let p ∈ {0, 1}. For distinctwi, wj ∈ Wp ∪ {w0},
(E(wi) ∩ E(wj)) = Xp ⊂ E(w0) (34)
where |Xp| = s− p.
3.2.7. Mapping F into G
We define σp ∈ Sn and Fp analogously to σ and Fσ in Case 1: let
σp(x) =
{
w0(x) x ∈ Xp
x x ∈ [n] \ Xp,
let σ−1p be the inverse of σp in Sn and set
Fp =
{
vσ−1p : v ∈ F
}
.
Let wi ∈ Wp with i > 0. Clearly wi intersects w0 in at most |Xp| = s − p elements of Xp, implying
that postmultiplyingwi by σp−1 can fix at most s− p of the points moved bywi. That is,
|E(wiσp−1)| ≥ |E(wi)| − (s− p) = (h+ s− p)− (s− p) = h (35)
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for all wi ∈ Wp. Moreover, since elements of E(Wp) do not intersect in points outside Xp by (34), we
have
E(wiσp−1) ∩ E(wjσp−1) = ∅, wi, wj ∈ Wp, i 6= j. (36)
And for v ∈ F we have
|E(vσp−1)| ≤ |E(v)| + |E(σp−1)|
≤ h+ s+ |Xp| = h+ 2s− p
≤ 3h+ 2− p (37)
since |Xp| = s− p by the summary of the previous section and s ≤ h+ 1 by definition.
Since T is odd, in order to prove Fp ⊆ G for some p ∈ {0, 1} we must demonstrate that for some
p ∈ {0, 1}, all v ∈ Fp satisfy
|E(v) ∩ [k− 1]| ≤ h.
We begin by proving that for at least one value of p ∈ {0, 1}, all v ∈ Fp satisfy |E(v)| ≤ h+ 1.
So suppose, for a contradiction, that for both p = 0 and p = 1 there exists vp ∈ Fp with
|E(vp)| > h+ 1. By (9) we have
|E(vp)∆E(wiσp−1)| ≤ T = 2h+ 1, ∀wi ∈ Wp,
since the size of the symmetric difference is constant under the action of a permutation. Using (35),
allwi ∈ Wp therefore satisfy
|E(vp) ∩ E(wiσp−1)| = 12
(|E(vp)| + |E(wiσp−1)| − |E(vp)∆E(wiσp−1)|)
>
1
2
(h+ 1+ h− (2h+ 1)) = 0.
Combining this with (36) we see that E(vp) intersects each of the mutually disjoint sets E(wiσp−1) for
wi ∈ Wp, implying
|E(vp)| ≥ |Wp|. (38)
If |W1| > 3h+ 1 then considering the case p = 1 in (38) gives
|E(v1)| > 3h+ 1 = 3h+ 2− p,
contradicting (37). Therefore we must have |W1| ≤ 3h+ 1 which, together with (19) and (38), yields
|E(v0)| ≥ |W | − |W1| ≥ 3T + 1− (3h+ 1) = 3h+ 3 > 3h+ 2,
this time contradicting (37) for p = 0. Hence we conclude that there exists p∗ ∈ {0, 1} such that all
v ∈ Fp∗ satisfy |E(v)| ≤ h+ 1.
The family Fp∗ is t-intersecting, so if two elements u, v ∈ Fp∗ do not intersect in any points
they move, they must jointly fix at least t positions. Suppose, for a contradiction, that two elements
u, v ∈ Fp∗ have moved point sets of size h + 1 which do not intersect. Then the number of points
fixed by both u and v is
k− |E(u)| − |E(v)| = k− 2h− 2
= k− (k− t − 1)− 2 = t − 1,
a contradiction. We conclude that for u, v ∈ Fp∗ ,
|E(u)| = |E(v)| = h+ 1⇒ E(u) ∩ E(v) 6= ∅,
so
A = {A ∈ E(Fp∗) : |A| = h+ 1}
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is intersecting. Furthermore,
h+ 1 = k− t − 1
2
+ 1 ≤ k− 2
2
+ 1 = k
2
,
so we may apply the Erdős–Ko–Rado Theorem (Theorem 1.2) to deduce
|A| ≤
(
k− 1
h
)
. (39)
If this inequality is strict, we combine (17) with the fact that all elements of E(Fp∗) have size at most
h+ 1 to obtain
|Fp∗ | ≤
∑
X∈E(Fp∗ )
d(|X |,N + |X |)
<
h∑
j=0
(
k
j
)
d(j,N + j)+
(
k− 1
h
)
d(h+ 1,N + h+ 1) = |G|
by (7), contradicting the fact that F , and therefore also Fp∗ , is maximum.
Hence we must have equality in (39), so Theorem 1.2 implies that all elements of A have a fixed
point z in common: we have
E(Fp∗) ⊆ {A ⊆ [k] : |A| ≤ h} ∪ {A ⊆ [k] : |A| = h+ 1, z ∈ A}
and comparing this with (6), we conclude that (z k)Fp∗ ⊆ G, where (z k) ∈ Sk is the transposition
swapping z and k. We have demonstrated that F is equivalent to G. Finally, this completes the proof
of Theorem 3.5.
4. Conclusion
In Section 2 we showed that when t = 1, the fix-family is the unique maximum intersecting
injection family (Corollary 2.10). In Section 3, we considered the t-intersecting case in the limit, and
found that whether saturation yields larger families than fixing or vice versa depends on the way we
take the limit: when n is large in terms of k and t , all optimal families are fix-families (Corollary 3.3),
whereas ifwe fix k−t and n−k and increase k, allmaximum t-intersecting subsets ofIkn are equivalent
to G(t, k, n) (Theorem 3.5).
For 0 ≤ r ≤ (k− t)/2, we define a more general saturation family by
Kr(t, k, n) =
{
w ∈ Ikn : w fixes at least t + r elements of [t + 2r]
}
.
Then we have G(t, k, n) = Kb(k−t)/2c(t, k, n) and Kr(t, k, n), which we abbreviate by Kr , is t-
intersecting. Note thatKr is equivalent to the fix-family if, and only if, r = 0.
Considering small parameter values for arbitrary t , we find that n = 6 is the smallest value
of n for which fixing is not the unique optimal strategy: it is easily seen that both K0(3, 6, 6) and
K1(3, 6, 6) are 3-intersecting families in S6 of size 6. Moreover, there are many instances of the
parameters where the fix-family is not maximum. For instance, a straightforward calculation shows
that if n/2 ≤ t ≤ (2n − 4)/3 then |K1| > |K0| for all k. Concerning the general situation, we make
the following conjecture.
Conjecture 4.1. Let t ≤ k ≤ n be natural numbers with n ≥ 8.
If F is a maximum t-intersecting subset of Ikn thenF is equivalent toKr(t, k, n)where r is the largest
integer in {0, 1, . . . , (k− t)/2} satisfying
(2r + t − 1) ·
r∑
i=0
(−1)i
( r
i
)
(n− r − t − i)! ≥ r ·
r∑
i=0
(−1)i
( r
i
)
(n− r − t + 1− i)!.
In her thesis, the first author proved Conjecture 4.1 for families F whose fixed point sets Fix(F )
are t-intersecting and left-compressed (for k < n). This was achieved by adapting the methods of
Ahlswede & Khachatrian from words [2] to injections. However, standardization maps for injections,
which would allow our results to be extended to a proof of Conjecture 4.1 in the general case, have so
far proved elusive.
860 F. Brunk, S. Huczynska / European Journal of Combinatorics 31 (2010) 839–860
Acknowledgements
We thank Prof. Nik Ruškuc for many valuable discussions and suggestions. We thank the
anonymous referees for their comments.
The first author was supported by EPSRC grant EP/C523229/1, while the second author was
supported by a Royal Society Dorothy Hodgkin Research Fellowship.
References
[1] R. Ahlswede, L.H. Khachatrian, The complete intersection theorem for systems of finite sets, European J. Combin. 18 (1997)
125–136.
[2] R. Ahlswede, L.H. Khachatrian, The diametric theorem in hamming spaces—Optimal anticodes, Adv. Appl. Math. 20 (1998)
429–449.
[3] P. Borg, Intersecting and cross-intersecting families of labeled sets, Electron. J. Combin. 15 (2008) Note 9, 7.
[4] G. Brockman, B. Kay, Elementary techniques for Erdos-Ko-Rado-like theorems, ArXiv e-prints, 2008. eprint 0808.0774.
[5] P.J. Cameron, C.Y. Ku, Intersecting families of permutations, European J. Combin. 24 (2003) 881–890.
[6] M. Deza, P. Frankl, On the maximum number of permutations with given maximal or minimal distance, J. Combin. Theory
Ser. A 22 (1977) 352–360.
[7] P. Erdős, C. Ko, R. Rado, Intersection theorems for systems of finite sets, Quart. J. Math. Oxford Ser. 2 12 (1961) 313–320.
[8] D. Ellis, Cross-intersecting families of permutations and the Cameron-Ku conjecture, ArXiv e-prints, 2009. eprint
0807.3118v1.
[9] P. Frankl, The Erdős-Ko-Rado theorem is true for n = ckt , in: Combinatorics (Proc. Colloq. Math. Soc. J. Bolyai (Keszthely,
1976)), vol. 18, North-Holland, Amsterdam, 1978, pp. 365–375.
[10] P. Frankl, Z. Füredi, The Erdős-Ko-Rado theorem for integer sequences, SIAM J. Algebraic Discrete Methods 1 (1980)
376–381.
[11] P. Frankl, On intersecting families of finite sets, J. Combin. Theory Ser. A 24 (1978) 146–161.
[12] The GAP Group, GAP – Groups, Algorithms, and Programming, Version 4.4.12, 2008. http://www.gap-system.org.
[13] A. Hajnal, B. Rothschild, A generalization of the Erdős-Ko-Rado theorem on finite set systems, J. Combin. Theory Ser. A 15
(1973) 359–362.
[14] G. Katona, A simple proof of the Erdős-Chao Ko-Rado theorem, J. Combin. Theory Ser. B 13 (1972) 183–184.
[15] D.J. Kleitman, On a combinatorial conjecture of Erdős, J. Combin. Theory 1 (1966) 209–214.
[16] C.Y. Ku, T.W.H. Wong, Intersecting families in the alternating group and direct product of symmetric groups, Electron. J.
Combin. 14 (2007) pp. 15. Research Paper 25 (electronic).
[17] C.Y. Ku, I. Leader, An Erdős-Ko-Rado theorem for partial permutations, Discrete Math. 306 (2006) 74–86.
[18] B. Larose, C. Malvenuto, Stable sets of maximal size in Kneser-type graphs, European J. Combin. 25 (2004) 657–673.
[19] Y.-S. Li, J. Wang, Erdős-Ko-Rado-type theorems for colored sets, Electron. J. Combin. 14 (2007) pp. 9. Research Paper 1
(electronic).
[20] K. Meagher, L. Moura, Erdős-Ko-Rado theorems for uniform set-partition systems, Electron. J. Combin. 12 (2005) pp. 12.
Research Paper 40 (electronic).
[21] J. Wang, S.J. Zhang, An Erdős-Ko-Rado-type theorem in Coxeter groups, European J. Combin. 29 (2008) 1112–1115.
[22] R.M. Wilson, The exact bound in the Erdős-Ko-Rado theorem, Combinatorica 4 (1984) 247–257.
