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-   
Abstract 
 
Word sense disambiguation (WSD) has very important theoretical and practical 
significance for many natural language processing applications and is often assumed 
to be an intermediate task, which is essential for applications such as machine 
translation, information retrieval, content and thematic analysis, and even 
grammatical analysis. 
Recent years have seen steady accuracy gains in WSD models, and there is no 
question that WSD perspective has led to numerous insights in machine translation. 
However, word sense disambiguation does not yield significantly better translation 
quality than the statistical machine translation (SMT) system alone when many 
researchers used different integrating methods. The research work of this paper was 
set on this background. 
The paper researchs the application of WSD in two aspects of SMT. First, 
Integrating WSD predictions for decoding of SMT. Current statistical machine 
translation models are difficult to exploit WSD prediction. One major factor is the 
language model effect. The translation chosen by the SMT model will tend to be more 
likely than the WSD predictions according to the language model; The translation 
with the higher language model probability influences the translation of its neighbors, 
thus potentially improving BLEU score, while WSD prediction may not have been 
seen occurring within phrase often enough, thereby lowering BLEU score. This paper 
analyzes this problem and finally proposes a new method to exploit WSD prediction. 
Second, word alignment is very important to SMT, using WSD to improve the result 
of word alignment. 
This paper first realizes a WSD system aiming at disambiguating all Chinese 
substantive words .The Chinese-English parallel corpus is used and the main work 
includes how to get the English translations of every Chinese substantive word and 
get the disambiguating features and finally the building of disambiguating 
classificator. After that, integrating the WSD system into CARAVN (a SMT system) 
and improving word alignment quality using WSD system. 
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1.2  词义消歧研究状况 
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为代表的基于实例的方法和以 IBM 的专家 Peter F.Brown 为代表的基于统计的
方法。 
具有代表性的语料库主要包括当代美国英语书面语语料库 Brown（Brown 
University Standard Corpus of Present-Day American English）、英国英语
书面语语料库 LOB（The Lancaster-Oslo/Bergen Corpus of British English）、






1.2.2  国内的研究状况 
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角度，把词义自动消歧看作根据给定输入条件选择 大概率词义的过程。该方
法在对 2万词次的关于汽车配件的开放性测试语料中的名词和动词测试，分别
















   汉语词义消歧虽然在较短时间内取得了令人鼓舞的成绩，但词义知识获取的
瓶颈问题仍然是阻碍汉语词义消歧的主要因素，如何有效的选择消歧所需的词
义知识以及如何获得这些词义知识将直接影响到词义消歧的水平。 
1.3  词义消歧（WSD）在统计机器翻译中的研究 
词义消歧近年来在 Senseval 工作组的推动下，已经取得了较稳定的结果。
但 WSD 经常被作为一个独立任务研究，也很少被应用在统计机器翻译中。因此
不少研究人员对 WSD 能否提高统计机器翻译的性能做了研究。 
 (Marine，Dakai Wu)[19]在统计机器翻译中应用了 WSD 的预测结果。使用了
性能很好的 WSD 系统，通过让解码器直接应用 WSD 的结果和后处理阶段强制使
















WSD 降低了 BLEU 的分数，没有提高机器翻译的性能。他们分析认为，第一，统
计机器翻译中的语言模型更倾向于句子的流利性，在一定情况下可以牺牲正确
性。语言模型所做出的选择具有高的概率，得到的单词翻译影响着周围其他词
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