Experimental and theoretical investigations of the relationship between fitness and mutation rate evolution in E. coli by Sherer, Nicholas
© 2019 by Nicholas Sherer. All rights reserved.
EXPERIMENTAL AND THEORETICAL INVESTIGATIONS OF THE RELATIONSHIP BETWEEN




Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Physics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2019
Urbana, Illinois
Doctoral Committee:
Associate Professor James P. O’Dwyer, Chair
Assistant Professor Thomas E. Kuhlman, Director of Research, University of California, Riverside
Professor Nigel D. Goldenfeld
Professor Paul R. Selvin
Abstract
Mutations are the heritable changes in DNA which make evolution possible. Natural selec-
tion acts on the changes in phenotype caused by changes in genotype, and neutral mutations
which aren’t directly selected on lead to phenomena like genetic drift. The rate at which
mutations occur affects how quickly organisms evolve in a phenotypic sense and how quickly
their DNA changes at the molecular level, so understanding the mutation rate is important
to understanding both selection and neutral phenomena.
In the first chapter, we review past work on the evolution of the mutation rate and
systems for preventing mutations like the mismatch repair system.
In the second chapter, we investigate the mismatch repair system of the model organism
Escherichia coli. Mismatch repair systems are found in all organisms. Most mutation are
deleterious to an organisms survival, and mismatch repair systems evolved to reduce the
frequency of mutations. We have engineered a strain of E. coli where we control the level of
expression of some mismatch repair proteins and translationally fused them to fluorescent
proteins. This allows us to measure the mutation rate as a function of mismatch repair
protein concentration. We find that overexpression of mismatch repair proteins compared
to the wildtype does not further reduce the mutation rate in our laboratory environment.
In the third chapter, we use the fact that by controlling the level of mismatch repair we
can control the mutation rate to investigate the effects of the mutation rate on evolution in
a fixed environment. We evolve our E. coli with a controllable mutation rate at five different
mutation rates in rich medium at 30° C in 48-well plates in a platereader for 350 generations.
There are nine replicates per mutation rate. Each day we measure the growth curve of all
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replicates at all five mutation rates. We find that the growth curves each day change the
soonest at the highest mutation rates and that the replicates’ growth curves diverge from
each other as the number of generations increases. We find that changes occur predominantly
in the lag and stationary phases of growth and not in exponential phase growth.
In the fourth chapter, we model the long term evolution of fitness and the mutation
rate in an asexual population using numerical simulations and analytic methods. We find
a regime of mutation rate evolution with dynamics somewhat resembling those of models
of fitness evolution where selection occurs much faster than mutation. We call this the
mutator-antimutator sweep regime. In this regime, we are able to summarize the stochastic
evolution of the fitness and mutation rate distribution in two dimensions with a Markov
process where where the state of the population is captured by the mode of this distribution
and transitions between states occur with fixed probabilities. We find inequalities allowing
us to separate different regimes of mutation rate evolution, the drift-barrier regime, the
mutator-antimutator sweep regime, and the traveling wave regime.
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Evolution is the process by which organisms change in a heritable manner over time. Because
resources are limited and organisms differ from each other in a heritable manner, over time
organisms become adapted to their environment. One classic example is the changes in beak
shape in Darwin’s finches on the Galapagos islands [1], which were one observation that
led to Darwin formulating the theory of natural selection [2]. Natural selection refers to
the process by which evolution leads to organisms becoming adapted to their environment
over generations like the rise of antibiotic resistant bacteria in hospitals [3], the evolution
of transmissible cancers [4], the evolution of flowering plants [5], or the spread of lactase
persistence in humans [6]. The process of natural selection has been understood in broad
strokes since Darwin, but for many decades it was unknown what was the physical material
that transmitted information from parent to child or why it would change. The theory of
natural selection helps us form hypothesis about which physical changes will spread in a
population, but it does not tell us what sort of changes are possible, how often they occur,
and what conditions may influence this.
With the confirmation of the structure of DNA and that it made up the hereditary mate-
rial passed from parent to child, biologists were able to rapidly break new ground. Processes
like natural selection and the stochasticity of reproduction (called drift) may determine
which mutations spread in a population, but it is mutations in DNA itself which determine
what sort of changes are possible and the mutation rate of DNA determines how often new
mutations occur. To understand evolution, it is important to understand both the processes
that winnow the successful mutations from the unsuccessful (natural selection and drift)
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and the process that generates mutations. The rapid advance of molecular biology since the
1950s made possible a much deeper understanding of mutations, their rate of occurrence,
and their effects on evolution.
1.1 A Review of the Effect of Mutation Rates on
Evolution and Evolution on Mutation Rates in
the Laboratory and in the Wild
The process of natural selection typically leads to an increase in the fitness of a population
over time. Fitness is a compound parameter summarizing survival and reproduction and
depends on the environment in terms of both other organisms and physical abiotic factors.
Without mutation, evolution would eventually cease as a population ran out of genetic
variation. Like any feature of an organism, mutation rates are the product of a physical
substrate and depend on the genetics of an organism; therefore, mutation rates evolve.
Because mutation rates themselves are so crucial to understanding the process of evolution
in general, there has long been an interest in understanding the evolutionary pressures
influencing the mutation rate. There are two opposing effects of natural selection on the
mutation rate. The vast majority of mutations are deleterious, and higher mutation rates
generate more mutations which lowers fitness at a higher mutation rate relative to a lower
one. On the other hand, environments are not constant and without mutations populations
do not adapt at all. Early attempts to understand the balance between these effects involved
calculating a mutation rate that would result in the optimal (by some criteria) long term
population fitness given the trade-off between these two effects [7, 8, 9]. These approaches
lead to relatively easy calculations; however, for their results to occur in nature would
require a lucky coincidence or something akin to group selection. Since at least [10], the
more common approach has been to explicitly model the action of natural selection on a
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genetic modifier of the mutation rate. In these models, natural selection on the mutation
rate occurs through the linkage of mutation rate modifiers with the mutations they cause.
Since in most cases evolution acts from the individual level up, this approach dominates
theoretical modeling of mutation rate evolution.
If the mutation rate increases, there will be both more beneficial and more deleterious
mutations assuming that the change in the mutation rate does not change the possible range
of changes in fitness. Intuitively then, we would expect that the more common beneficial
mutations are, the more likely modifiers increasing the mutation rate are to spread and vice-
versa for deleterious mutations. We now review the literature on the relationship between
mutation rates and evolution in both natural environments and in laboratory experiments.
We restrict our attention to single cell organisms like bacteria and yeast because their large
population sizes, short generation times, and amenability to laboratory experiments. Large
population sizes reduce the influence of stochastic factors on population fitness and evolution
[11], short generation times are very helpful for studying evolution since evolution occurs
over multiple generations, and laboratory experiments make isolating effects from each other
simpler.
1.1.1 Pathogenic bacteria and hypermutators
The more generations an organism has lived in the same environment, the better adapted we
expect it to be to that environment. This means that we expect the proportion of mutations
that are beneficial will decrease over time. Conversely, we expect that upon introduction to
a novel environment beneficial mutations are more frequent. We would expect that among
closely related organisms in different environments; higher mutation rates would be found
in the ones that had more recently entered their environment.
Consistent with these expectations, pathogenic E. coli isolated from human urinary tracts
are often found to be hypermutators [12, 13]. The normal environment of E. coli is the mam-
malian gut, where they are a commensal species. The urinary tract is a novel environment.
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Pathogenic Pseudomonas Aeruginosa found in the lungs of cystic fibrosis patients have also
been found to be hypermutators. Hypermutation in this case is connected both to the de-
velopment of multiple antibiotic resistance [14] and to adaptation to the environment of the
lungs [15, 16]. Staphylococcus Aureus isolated from cows with subclinical mastitis were hy-
permutators at a much higher frequency than cows with clinical mastitis [17]. This example
may sound like the reverse of the previous two examples, but cases of subclinical mastitis
are more likely to be caused by a bacterium than cases of clinical mastitis.
Qualitatively, the increase in the prevalence of hypermutators in pathogenic bacteria
which are in a new environment is consistent with our intuition that an increase in the
frequency of beneficial mutations should cause an evolutionary increase in the mutation
rate. Treatment with antibiotics is an especially new environment, and some of the studies
mentioned above report a connection between antibiotic usage and increased mutation rate.
However, a significant number of antibiotics themselves cause DNA damage or otherwise
affect the mutation rate. It is possible that the decrease in population size due to antibiotics
could decrease the effectiveness of selection against mutator alleles, and DNA damage could
create the mutator alleles. Although the totality of evidence makes this seem unlikely (not
all cases involved antibiotics), natural isolates are a complicated case, and it can be difficult
to separate cause from effect. Luckily, it is possible to run similar experiments on E. coli in
mice in the laboratory.
1.1.2 Experiments on E. coli growing in the mouse gut
Mice provide an ecologically relevant environment for E. coli that can be studied in the lab.
[18] found that when populations of nonmutator E. coli were introduced into the mouse gut
some of them became mutators. These mutators had a defect in mismatch repair which
repairs point mutations. This would indicate a benefit to a mutator allele. In competitions
between mutator E. coli and nonmutator E. coli they found that if mutators exceeded a
certain fraction of the population they had an advantage in colonizing the mouse gut and
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would sweep the population; they explained this result as due to the odds of a beneficial
mutation arising in a lineage as depending on the mutation rate of the lineage times its
population size. In a competition between high and low mutation rates, the low mutation
rate lineage may still generate beneficial mutations sooner or more often if it is enough
larger than the high mutation rate lineage. The sublineages with these beneficial mutations
will then sweep the population and replace both their ancestors and the hypermutators.
However, they also found that after a year in the mouse gut the advantage of mutators in
colonizing a new mouse gut was vanished in competition experiments with nonmutator E.
coli that had also adapted to the mouse gut for a year.
[19] also studied the colonization of the mouse gut by E. coli in the lab. Out of four
mice, they found that mutators with a 1000-fold increase in the mutation rate evolved
in the gut of one. These mutators coexisted with nonmutators for over 1000 generations
before the experiment ended. That the mutators did not sweep the population or go extinct
over so many generations is a sign of a somewhat complicated regime of natural selection.
By sequencing, [19] found that the mutators had a proofreading mutation in the primary
polymerase that replicates the E. coli chromosome.
1.1.3 Laboratory evolution experiments
Although ecologically the furthest from the environment E. coli evolved in, laboratory ex-
periments in flasks and chemostats provide a more controlled environment and the potential
for a larger number of replicates in evolution experiments. They also offer easier logistics for
measuring physical parameters like growth rate or more complicated parameters like fitness
than mouse models. Cell density can be measured via measuring optical density of a culture.
Reproducing a laboratory environment to specifications is also much simpler and facilitates
measures of fitness.
The E. coli long-term evolution experiment run in Richard Lenski’s lab has gone over
60,000 generations at this point [20, 21, 22, 23]. The E. coli are grown in flasks at 37° C
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each day and grow until saturation. They are then diluted 100-fold and transferred to fresh
medium. Every 500 generations, stocks of E. coli are frozen for future use in experiments.
The environment in this experiment is not very complex although there is a cyclical change
in the environment over the course of each day as E. coli go from lag phase to exponential
growth to stationary phase. The lag phase in the ancestral strain lasted ∼ 90 minutes, the
doubling time in exponential phase was ∼ 55 minutes, and the time spent in stationary
phase each day about 16.5 hours [24].
Even though the environment was very simple, and the E. coli have had tens of thou-
sands of generation to adapt, fitness continued to increase over time although the rate of
fitness increase diminished over time [24, 25]. There were 12 replicate lines for this exper-
iment, and six of them have had mutator mutations [22]. Three of these occurred before
10,000 generations [26]. Four of the total have mutations in mismatch repair, which is also
commonly seen in wild isolates and mouse studies. The early hypermutators were found to
increase in fitness faster than their nonmutator brethren [24].
Laboratory experiments have also started with mutators to measure the effect of the
mutation rate on evolution in a shorter timespan. Experiments that put E. coli under
extreme stress such as a harmful concentration of ethanol in the growth medium [27] or
n-butanol or acetate [28] found that hypermutators were more likely to adapt to stress and
adapted more quickly. [29] engineered E. coli so that the mutation rate was a function
of a metabolite concentration in order to more quickly evolve E. coli which produced that
metabolite. [30] evolved E. coli at a range of mutation rates using a collection of different
mutator strains. Mutators were grown in separate cultures from each other. They found
mutators of about 20-fold higher than the wildtype had the highest fitness at the end of
3000 generations. Mutators with 100-fold higher mutation rates also improved but less so.
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1.1.4 Stress-induced mutagenesis
The above studies show that mutators are sometimes able to increase in frequency or even
sweep a population due to beneficial mutations they generate. This occurs frequently during
colonization of a new environment. If an organism could increase its mutation rate in
response to entering a new environment and lower it afterwards, then it could get the benefit
of a higher mutation rate only when needed. New environment are typically more stressful
than one an organism is well adapted to, so the external signal to increase the mutation
rate would likely have to be some sort of stress. This possibility is called stress-induced
mutagenesis. If it occurs, permanent mutator alleles like those found in pathogenic bacteria
or that sometimes increase in frequency in the studies above will have less of an advantage.
Too large of a permanent increase in the mutation rate can lead to genome degradation [31].
E. coli respond to many stresses such as DNA damage, heat shock [32], and cell wall
damage due to β-lactam antibiotics [33] by upregulating DNA repair systems which also
greatly increase their mutation rate. This is called the SOS response. It was discovered by
Radman in 1975 [34].
The SOS response is of great interest both because it is a possible mechanism of stress
induced mutagenesis and because of the DNA repair systems involved. Because the SOS
response is involved in DNA repair which increases survival in some situations, it is an open
question as to how and why the SOS response evolved.
The SOS response has been found to be critical to the evolution of ciprofloxacin resistant
E. coli [35, 36]. In [35], E. coli with and without an SOS response (due to genetic modifica-
tion) were grown for three days in a mouse treated with ciprofloxacin. The SOS response did
not increase survival in this case, but it did increase the number of ciprofloxacin resistant
mutants isolated from the mice from zero to a few hundred. In [36], it was further found
that without the SOS response, a mutator strain lacking in mismatch repair but also lacking
the SOS response still did not generate ciprofloxacin mutants. However, an evolution exper-
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iment in Psuedomonas aeruginosa with lower sublethal concentrations of ciprofloxacin and
a longer period of evolution found the opposite, that the SOS response increased survival
but not the evolution of resistance [37].
In line with hypothesis that the SOS response helps E. coli adapt to new environments,
the SOS response has also been found to aid in colonization of both the mouse gut [38]
and the mouse bladder[39]. However, this result can also be explained by the SOS response
repairing genetic damage caused by host immune systems or preexisting bacterial inhabitants
in the mice.
The mutagenic properties of the SOS response are partly due to the error prone DNA
polymerases it mobilizes in repair which compete with the normal more accurate polymerase
[40]. Interestingly, in the case of some double strand breaks induced by the SOS response,
some of the mutagenic components of the stress response do not improve cell survival [41].
Removing these components leaves repair functioning but lowers the mutagenic effect of the
response.
Other components of stress-induced mutagenesis turn out to be nonessential in some
environments. The part of the stress response due to the σE subunit of RNA polymerase
can be deactivated by an insertion mutation [42] although part of the gene is necessary
for cell viability. Double strand break repair of DNA is also made more mutagenic by the
starvation phase stress response due to RpoS [43].
1.2 A Review of Mechanisms of DNA Repair and
their Effects on Mutation Rates
The studies above give an indication of the importance of the mutation rate to evolution
and show it is common for mutators to spread in a population in a new environment and
that cells have elevated mutations rates in response to certain stresses. To understand the
effect of evolution on the mutation rate itself, it helps to understand the physical processes
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of DNA replication and mutation and repair mechanisms. We proceed by briefly reviewing
DNA replication and repair in E. coli which is our study organism.
1.2.1 DNA polymerases
When cells divide, their DNA must be replicated. The double helix of DNA consists of
matching basepair of nucleic acids. A on one strand matches with T on the other, and C on
one strand matches G on the other. During replication, the double helix is unwound into two
strands. Each strand serves as a template onto which single nucleic acids matching it can
be polymerized. DNA polymerases are the crucial enzymes that perform this replication.
Wildtype E. coli produce five polymerases [44], two of which are required for successful
replication and three of which are more specialized and can be edited out of the genome and
still leave viable cells [45]. We will be leaning heavily on the review article [44] for details
on these polymerases. Table 1.1 contains much of the information about each polymerase in
summarized form: the functions, genes, polymerase accuracy, and more.
All of these polymerases replicate DNA in the 5’ to 3’ direction. When the original double
helix to be copied is unwound, the unwinding will leave one strand such that the polymerases
can start at the beginning of the unwinding at 5’ and continually move towards the point
of unwinding in the 3’ direction as the strand unwinds. This strand is called the leading
strand. The other strand will have the opposite orientation which forces polymerases to
replicate from nearer to where the unwinding occurs and moving away from it. This strand
is called the lagging strand. The lagging strand is polymerized starting periodically along
the unwound length from RNA primers so its replication is somewhat more involved than
the leading strand.
The primary replicative polymerase of E. coli is Pol III. The core of it that performs
polymerization and proofreading consists of three subunits. The three subunits are each
a distinct protein and the whole is made of of one of each: α, ε, and θ. The α subunit
polymerizes DNA and is produced by the dnaE gene. The ε subunit is a DNA exonuclease
9
Table 1.1: DNA polymerases of E. coli
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produced by the dnaQ gene. This means the ε subunit can remove basepairs from unwound
DNA in the 3’ to 5’ direction. It does this when the wrong nucleic acid is incorporated
polymerized onto the template DNA strand. This improves the fidelity of replication by this
polymerase by about two orders of magnitude [47]. The θ subunit stabilizes the ε subunit and
is produced by the holE gene. Mutations in the dnaQ gene causing proofreading deficiency
evolved in the evolution experiments [19] covered in the previous section and were used in
bioengineering in [28].
During genome replication, there is thought to typically be one Pol III core subassembly
polymerizing each template strand. They are each coupled to a sliding clamp which is a
homodimer called β2. This sliding clamp improves processivity (how many basepairs of
DNA the polymerase polymerizes before unbinding) of the Pol III subunit [48]. The sliding
clamps and core on the leading strand are connected to those on the lagging strand by the
DnaX complex which couples synthesis on the leading and lagging strands and helps load
and unload the sliding clamp [49]. The DNA X complex is made from five building block
proteins, two of which are used twice leading to seven physical pieces. The two PolIII core
subassemblies, the two sets of sliding clamps, and the DnaX complex altogether make up
what is called the Pol III holoenzyme.
The Pol III holoenzyme does the vast majority of replication of the E. coli chromosome.
However, the lagging strand is replicated in chunks starting from RNA primers which Pol III
can’t remove. Pol I is a monomeric protein with both polymerase and exonuclease activity for
DNA and RNA. The Pol I enzyme fills the gaps created by these RNA primers by removing
them from the template DNA and polymerizing DNA into the gaps. The gaps are ∼ 10
basepairs and the stretches replicated by pol III around the gaps are ∼ 1000 basepairs so
Pol I replicates around 1 % of the lagging strand of DNA or around .5 % of the chromosome
[44]. Because Pol I replicates very little of the chromosome, a 200 fold decrease in its per
basepair replication accuracy would only raise the mutation rate for the whole genome by
a factor of ∼2. [50] found that a proofreading defective mutant of Pol I only raised the
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genome wide mutation rate by a factor of 2 which is consistent with the small fraction of
basepairs replicated and the increase in accuracy due to proofreading of 100-fold. There are
more copies of Pol I in the cell than any other DNA polymerase.
As mentioned above, the remaining polymerases are not critical to cell viability. All three
are involved in DNA repair [51, 44, 52]. Pol II is a monomeric polymerase expressed from
the polB gene. It possesses proofreading and may play an important role in proofreading
mistakes made by Pol III in the lagging strand [53]. It also causes an increase in the frequency
of mutants with a growth advantage in stationary phase (GASP) [45]. There are typically
∼50 copies of Pol II in a cell.
Pol IV and Pol V are both involved in the SOS response and translesion synthesis where
replication must occur when their is damaged DNA; their expression level rises roughly an
order of magnitude during the SOS response [54, 40, 52, 44]. Both lack the proofreading
activity of Pol I, II, and III and are thus very error-prone. A review of multiple estimates
across the literature suggested the error rate of Pol IV and V are 100-1000 times higher
than Pol I, II, and III [46]. Pol IV and V are crucial to causing mutagenesis during repair
of double strand breaks in DNA [41, 55]. Pol V also affects the timing and regulation of
the SOS response itself [56]. Like Pol II, Pol IV and V also both increase the frequency of
GASP mutants in long term stationary phase [45].
Three E. coli polymerases are fairly accurate, and two are very error prone. It is thought
that the polymerases compete with each other at the replication fork to bind with the DnaX
subassembly of PolIII and this is why increased expression during SOS of Pol IV and V
is mutagenic. Interestingly, very few of the examples of mutator strains of E. coli in the
literature overexpress one of the error prone polymerases. However, that may be because
there is another layer of error correction on top of the polymerases themselves that can
compensate for an increase in polymerase errors up to some limit.
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1.2.2 Mismatch Repair
Bacteria and eukaryotes have not only polymerases but an additional layer of correction
for mistakes made by the polymerases called mismatch repair [57, 58, 59]. Mismatch repair
corrects bases misincorporated by DNA polymerases that aren’t caught by their proofreading
activity. E. coli have a slightly different mismatch repair than most eukaryotes and other
bacteria.
Recognition of a mismatch in double stranded DNA is due to the protein MutS. MutS
forms a dimer that binds to mismatched basepairs in DNA except C-C mismatches [60].
In E. coli MutS then recruits the protein MutL which polymerizes towards a site of Dam
methylation [61]. Dam methylase attaches methyl groups to the sequence GATC. When the
methylation site is reached, the protein MutH detects which strand of DNA is the newly
synthesized one by the lack of methylation on that side whereas the other side is methylated.
MutH then nicks the newly synthesized strand of DNA which prepares it for removal by a
helicase (uvrD), exonuclease (ExoI ), and single-stranded binding protein [60]. The strand
can then be resynthesized by the polymerase machinery. Figure 1.1 shows a small cartoon
of this process.
If the DAM methylase reaches the newly synthesized sequence before the mismatch repair
proteins do, then the activity of MutH is blocked; overexpression of DAM methylase increases
the mutation rate [62]. The success rate of mismatch repair can also drop if too many
mismatches are occuring at once, for example if there is a genetic defect in the proofreading
subunit of pol III [63]. Overexpression of the mismatch repair proteins can partially counter
this effect though.
In exponential phase in minimal medium, MutS, MutL, and MutH are all typically
present at concentrations of about ∼ 100 dimers (S and L) or monomers (H) [64]. In late
stationary phase however, MutS and MutH decrease in concentration [64, 65] although it is
actually MutL which is limiting the rate of mutation repair in stationary. Overproduction
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of MutL in stationary phase can reduce the mutation rate [65].
Of the mutators isolated from nature or found to evolve in laboratory evolution exper-
iments, mismatch repair mutators are the most common found in E. coli [66]. This may
be partly because mutations in pol III and its subunits sometimes also have an immediate
negative effect on growth [19] whereas loss of mismatch repair does not usually have an
immediate negative effect on growth.
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Figure 1.1: A simplified
schematic of E. coli methyl-
directed mismatch repair.
1. A mismatch is formed
by a an incorrect basepair-
ing. 2. The MutS dimer
binds the mismatch. 3.
MutL dimers bind to MutS.
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Almost always without a
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1.3 Motivation for Controlling the Mutation Rate in
Evolution Experiments
From the experiments in the literature, it is clear that mutators are sometimes favored by
evolution. This implies that beneficial mutations are sometimes common enough to shift the
mutation rate upwards. However, that mutation rates aren’t already as high as the mutators
suggests that beneficial mutations are not always so frequent. There are important inter-
actions between the mutation rate and the distribution of fitness effects due to mutations.
The distribution of fitness effects due to mutations is a way of quantifying the probability
of beneficial vs deleterious mutations and the size of each. It is the probability distribution
that a mutation changes an organism’s fitness by an amount ∆f . The mutation rate and
the distribution of fitness effects together determine what sort of evolutionary dynamics oc-
cur. If beneficial mutations are common enough and the mutation rate high enough, then
multiple beneficial mutations compete in a population [67, 68, 69]. Improvements in models
of this regime of evolution has occurred recently [70, 69, 71, 72, 73].
The mutation rate is also an important parameter in the opposite limit where new mu-
tations are very rare in a population and selection occurs on preexisting variation. The
mutation rate is one factor determining evolutionary relevant quantities in this regime such
as the amount of standing genetic variation in a population [74, 75, 76].
Varying the mutation rate to study its effect on evolution was done recently by [30]
mentioned in the literature review above. In the environment they chose, an intermediate
mutation rate out of the four they used maximized fitness gains after 3,000 generations.
However, they had to construct four separate mutator strains for this, and two of these
mutation rates only differed by 40%. Additionally, the mutation rate in these strains was
sometimes elevated by a polymerase proofreading defect and other times by a defect in
mismatch repair. The spectrum of mutations due to these systems is not identical [77]
which introduces a possible complicating factor in interpreting the results as manipulating
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a single mutation rate. Also even though the strains all had a recent ancestor, their is still
some divergence between them since they passed through different genetic bottlenecks when
being genetically engineered.
If we wish to understand the effects of the mutation rate on evolution, it would be best
if we could study more mutations rates. Additionally, it would be best if we only dealt with
one mechanism generating mutations at a time to avoid changing both the frequency and
type of mutations at once. In order to accomplish this, we have constructed a strain of E.
coli where the mismatch repair system is under our control to a fine degree. We are able to
vary the mutation rate a little over two orders of magnitude and can continuously vary the
mutation rate through this range. We were able to adjust the mutation rate successfully at
two different temperatures in rich medium. This strain is thus well suited to measuring the
effects of the mutation rate on evolution with less confounders than past experiments. We
cover the construction of this strain in chapter 2 section 1.
We also tagged the mismatch repair protein MutH so we could measure its concentration
in live cells and measure the dependence of the mutation rate on the concentration of MutH.
A great deal is known about the mismatch repair system, and our summary only covered a
small portion of the literature. However, one topic that hasn’t undergone much study is how
mutation rates depend on the concentrations of various polymerases and mismatch repair
proteins rather than just their presence or absence. Almost all studies have only asked about
the effects of the presence or absence of a protein on the mutation rate. Sometimes they have
overexpressed a protein and seen some interaction between proteins, but there has been little
work quantitatively measuring the dependence of the mutation rate on the concentration of
these proteins. Although it would require a large increase in the amount of quantitative data
measuring the response of mutation rates to the concentrations of the underlying components
to parametrize a model of the replication or mismatch repair machinery of E. coli since
there are several more proteins involved, we have accomplished a first step in this process
by quantifying the dependence of the mutation rate on the cellular concentration of MutH.
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We cover the methods and results of these measurements in Chapter 2 section 2.
Finally, after demonstrating how we can control the mutation rate and quantifying the
dependence of the mutation rate on MutH concentration, we used the strain in a ∼350
generation evolution experiment. We grew E. coli in a transfer culture experiment using a
platereader at five different mutations rates with nine replicates at each mutation rate. We
can thus measure the changes over time in different phases of growth, and we have enough
replicates to measure both mean evolutionary trajectories and the divergence around the
mean and how these depend on the mutation rate. We cover the methods and results of our
evolutionary experiment in Chapter 3.
1.4 Motivation for Modeling the Evolution of the
Mutation Rate with a Simplified Model
The second part of this work consists of mathematical models of the evolution of fitness
and mutation rate in a population. As mentioned in our literature review, we know from
experiments that mutation rates vary in natural populations and the rate of fitness increase
depends on the mutation rate although we do not know the form of this dependence very
well. We also strongly suspect from the prevalence of mutators in novel environments that
the evolved mutation rate in a population depends upon how likely beneficial mutations have
been in its environment. We would like a model that can capture both the effects of mutation
rates on the rate of evolution and the effects of evolution on the mutation rate. In large
population like microbes, there are typically many beneficial mutations competing with each
other at once and this state of affairs can persist for thousands of generations [78, 79, 23].
This regime of evolution is known as clonal interference and the dependence of the rate of
fitness increase on the mutation rate in this regime has been studied with theoretical models
by [69, 80, 71, 72]. These models consist of a finite population of individuals distributed
over some set of fitnesses, where higher fitness individual outcompete lower fitness ones.
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However, the mutation rate in these models is fixed meaning that these models don’t tell us
about the effect of evolution on mutation rates.
[81] built upon these models and contributed to our understanding of the evolution of the
mutation rate in this regime by studying the selective advantage of mutator and nonmutator
alleles as a function of the fitness landscape. [82] investigated the fixation of mutator alleles
and nonmutator alleles in the simpler case where only one beneficial mutation fixed at a
time.
However, even the above two models lack a crucial biological detail. They study the
fixation probability of mutators with a mutation rate a factor of M higher or lower than
the dominant mutation rate in the population. In this way, they find a stable mutation rate
that will usually win in competition against higher and lower mutation rates. However, they
set the probability of mutations to the mutation rate to zero. A mutator or antimutator is
defined to invade the population in order to study the fixation probability. However, this
neglects the effects of genetic drift on mutation rate evolution and the effects of a bias in
mutations to the mutation rate towards higher mutation rates. [83, 84] advanced a hypothesis
that the evolution of the mutation rate is bounded below by genetic drift making antimutator
alleles fix at a rate no better than a neutral mutation while there is a bias in mutations in
the mutation rate towards higher mutation rates. They predicted that this would mean the
mutation rate should scale inversely with the effective population size and find evidence of
this by studying mutation rates across a wide range of species with population size in the
billions to population sizes in the hundreds, from bacteria to humans. This hypothesis was
further fleshed out in and more evidence accumulated for the general pattern of mutation
rates scaling with the inverse of effective population size in [85, 86] and a mathematical
model of this process where the evolved mutation rate is determined by the balance between
drift and mutational bias can be found in [46]. This model includes a simplified model of
mutations between mutation rates. Mutation rates evolve up and down by a factor M , and
there is a fixed probability that a mutation to the mutation rate will decrease it by a factor
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M instead of increase it.
However, the drift-barrier theory of mutation rate evolution entirely neglects the existence
of beneficial mutations. Given the abundant evidence of beneficial mutations in the evolution
experiments we reviewed, it’s somewhat disturbing that a broad pattern in mutation rates
(inverse scaling of the mutation rate with effective population size) can be explained while
neglecting the dynamics of natural selection leading to fitter organisms.
So there are two broad classes of models in the literature, each of which has a supporting
set of experimental and observational facts, but one of which neglects the dynamics of
mutations to the mutation rate and the other of which neglects the existence of beneficial
mutations entirely.
To improve our understanding of mutation rate evolution, we have written down a math-
ematical model that we believe was roughly implicit in past work where we take into account
both the dynamics of mutations to the mutation rate and the existence of beneficial muta-
tions. Our population consists of individuals with two traits, fitness f and mutation rate
µ. Mutations may occur in fitness or mutation rate and may raise or lower either compared
to the parent. The past models in the literature are recovered from our model by setting
certain parameters to zero. Additionally, we find a novel regime of fitness and mutation
rate evolution where the mutation rate bounces around over time due to rare invasions by
antimutators driving the mutation rate down and rare invasions by mutators with higher
fitness driving the mutation rate up. In this regime, we are able to collapse the dynam-
ics of stochastic evolution of a population distributed over various values of f and µ to a
Markov chain model of transitions of the mode of the population fitness f and mutation
rate µ between various values. Furthermore, we find inequalities for certain quantities like
the probability of beneficial mutations that when fulfilled mean this regime describes pop-
ulation evolution. These inequalities can tells us when a population will not evolve in the
drift-barrier regime of mutation rate evolution, and thus how common and large beneficial
mutations must be for the mathematical models given for that regime to not hold.
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Chapter 2
Controlling Mismatch Repair in E.
coli to Control the Point Mutation
Rate
This chapter contains material from a manuscript in preparation with permission of the
authors.1
2.1 Controlling Mismatch Repair Expression
All strains used in our experiments were varieties of the common laboratory E. coli strain K-
12 substrain MG1655. Some were constructed starting from MG1655 itself and others started
from the strain ME121 [61]. ME121 is a descendant of MG1655 with a few modifications. It
lacks mutH expression due to a kanamycin gene insertion in the mutH gene’s position, and
thus is mismatch repair defective. There is also a transposon insertion in it disrupting the
normal mutL gene. Instead MutL protein is translationally fused to yfp in a yfp-mutL gene
which is expressed from an insertion in place of the lac operon. These changes mean that
ME121 is a mutator strain. Its mutation rate is elevated ∼ 100-fold above wildtype (Figure
2.6b). That yfp-MutL is expressed from the lac operon also means that the expression of
MutL can be controlled although the response is very sensitive when used to adjust the
mutation rate in our descendant strains that have MutH, almost on-off (Figure 2.7). Due to
antibiotic resistances used in its genetic engineering, ME121 is resistant to chloramphenicol,
kanamycin, and tetracycline. ME121 has an ancestral strain ME120 which is the same
as ME121 but without the kanamycin insertion replacing mutH [61]. None of our strains
descended from ME120 except through ME121, but we use ME120 as a control in some
1Nicholas Sherer and Thomas Kuhlman. ”E. coli with a tunable point mutation rate for evolution
experiments”. (in preparation).
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experiments. Table 2.1 shows a summary of the strains we engineered and used.
The strains with a controllable mutation we constructed, NS001 and NS001∆cat, are
descendants of ME121. These strains were engineered to have mCherry-mutH expression
controlled by a tetracycline induction system giving us fine control of the point mutation rate
through mismatch repair and allowing us to measure the concentration of mCherry-MutH
in live cells. The only difference between them is in the name; we removed chloramphenicol
resistance from the ∆cat strain.
To make NS001 and NS001∆cat, a synthetic plasmid containing a construct of a transla-
tional fusion of mCherry to the N-terminus of mutH with a five glycine linker under the con-
trol of the promoter PLTetO1 was synthesized de novo (GENEWIZ). This promoter is blocked
by the tet repressor protein. Tet repressor protein can be unbound from the promoter by
the addition of anhydrotetracycline (aTc) to the E. coli growth medium meaning expression
from genes regulated by tet repressor is controllable with aTc. The ribosomal binding site of
this construct was the consensus Shine Dalgarno sequence for E. coli. A copy of the tet re-
pressor gene was also placed under control of a PLTetO1 promoter with a consensus ribosomal
binding site. This negative feedback on the repressor protein lowers the sensitivity of the
system we constructed to aTc [88]. This construct was called pUC57(amp)-Ptet-mCherry-
mutH-Ptet-tetR. A diagram of the construct without the pUC57(amp) backbone can be
seen in figure 2.1.
Early experiments showed that even when uninduced the consensus ribosomal binding
site upstream of mCherry-mutH expressed enough protein to reach wildtype mutation rates,
so the ribosomal binding site sequence was changed to be that of lacI. This was accomplished
by performing PCR on the original construct with long primers that had the lacI ribosomal
binding site in place of the consensus ribosomal binding site. This construct without the
plasmid backbone was ligated into the CRIM plasmid pAH144 using T4 DNA Ligase (NEB).
pAH144-Ptet-mCherry-mutH(lacIRBS)-Ptet-tetR was then integrated into the chromosome
of ME121 at the HK022 phage attachment site using the CRIM method [87]. To further
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Table 2.1: E. coli strains
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repress expression of mutH when uninduced, the medium copy number plasmid pTKIP-neo-
Ptet-tetR where PLTetO1 controls tet repressor expression was transformed into the strain after
the mCherry-MutH construct was integrated into the chromosome. This strain including
the plasmid, we call NS001. To make NS001 ∆cat, before inserting pTKIP-neo-Ptet-tetR,
we used pCP20 to flip out the cat gene using the method of [89].
MG1655 ∆motA mCherry-mutH was engineered starting with MG1655. A translational
fusion of the protein mCherry to the N-terminus of MutH with a five glycine linker at the
native MutH locus in the chromosome was made via the landing pad method [90]. This
strain was made to test that the protein MutH could still engage in mismatch repair after
translational fusion to mCherry and to measure the expression level of the native MutH
gene.
2.2 The Mutation Rate as a Function of Mismatch
Repair Protein Concentration
2.2.1 Measuring mutation rates with fluctuation tests
We measured mutation rates using a form of the classic Luria-Delbrück experiment. Re-
sistance to the antibiotic rifampicin can be generated by single point mutations and so the
frequency of rifampicin mutants in a culture of E. coli can be used to measure the mutation
rate using this type of experiment [91].
E. coli are not normally rifampicin resistant. By starting a culture with a small number
of E. coli, we can make it very unlikely a culture has any rifampicin resistant E. coli in it.
This culture is then allowed to grow for many generations in exponential phase so nutrients
will be plentiful and the effects of competition between cells will be weak. During this
time there will be many cell divisions, and during some of these a mutation will occur
which leads to rifampicin resistance in that cell and all its descendants (Figure 2.2a). After
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enough cell divisions, a few rifampicin resistant mutation events may have occurred. After a
predetermined amount of time or number of cell divisions, a small amount of the culture is
taken, diluted, and plated on LB plates to measure the density of cells in the culture. The
rest of the culture is plated on rifampicin plates. If rifampicin resistance mutations are rare
enough, we will then be able to count the number of cells that were resistant to rifampicin
by incubating the plate until colonies form and counting the colonies (Figure 2.2b). Each of
which will typically have come from one cell in the culture.
In our experiments, an overnight culture was diluted 1000-fold into fresh supplemented
M9 [61] plus inducers and maintained in exponential for several doublings before being
diluted to an optical density at 600 nanometers (OD600) of 10−7 in fresh medium plus
inducers again. 250 µl aliquots of this low OD culture were then placed into a water bath
shaker at 37°C overnight. From our measurements, this optical density corresponds to
each aliquot starting with ∼ 100 cells. This overnight culture was allowed to grow for
approximately 20 doublings until the cultures had reached an OD ∼ .1. This corresponds
to the cultures ending with ∼ 108 cells. The next day when this OD was reached, one µl
from each aliquot was taken for a 106 fold dilution into phosphate-buffered saline and 100
microliters of this dilution was plated on an LB plate. The remaining 249 µl of each aliquot
was plated directly on to rifampicin plates (50 µl/ml). All plates were placed in a 37°C
incubator for 24 hours. Then they were removed and colonies were counted on each plate.
Since rifampicin resistance mutations occur stochastically in the culture, doing this for
only one culture doesn’t get a very accurate measure of the mutation rate. However, the
number of mutants in the culture follows the Luria-Delbrück distribution which is named
after the scientists who won a Nobel prize for originating this type of experiment and using
it to establish that mutations to virus resistance occurred randomly in E. coli rather than
in response to selection [92]. Thus by repeatedly growing cultures and plating them, we can
improve our inference of the mutation rate. We plate 10-30 plates per condition. This is
enough to distinguish mutation rates between conditions, but not enough replicates to see the
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shape of the full heavy-tailed Luria-Delbruück distribution from a single set of experiments.
The values of the Luria-Delbrück distribution for particular values of the parameters of
the mutation rate and the final population size can be expressed in terms of a recursion
equation in [93]; the probability of m mutants given a culture that started with a very small
population and reached a population size N is given by the pair of equations

















− ln(µN) + γ − 1). (2.3)
Because a mutation in one cell is inherited by all its descendants, this distribution has a
very fat tail. A graph of the distribution for a final population size of 5×108 and a mutation
rate of 2× 10−8 is given in Figure 2.2c. At large m, it asymptotically decreases only as 1
m2
meaning that no moments of the distribution are defined [94]. We use maximum likelihood
inference on our data to infer the value of the mutation rate following the method of [93].







(a) E. coli are grown from a
low initial density in a permis-
sive environment with no re-
source limitations. Mutations
that lead to rifampicin resis-
tance randomly occur during
this process.
(b) After a fixed number of doublings, the entire
culture of E. coli is plated on a rifampicin plates
except for a microliter reserved for making dilu-
tions to plate on LB plates to measure the total
number of cells. Each rifampicin resistant colony
comes from a single rifampicin resistant mutant
in the culture allowing us to count the number of
mutants that existed in the culture.
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(c) A numerical calculation of the Luria-Delbrück
distribution. This distribution models the results
of repeated fluctuation plating experiments and
has a heavy right tail. When a rare mutation rate
event occurs early in the growth process, many
times the typical number of mutants can occur.
The parameters for this realization of the distri-
bution were N = 5× 108 and µ = 2× 10−8.
Figure 2.2: Outline of a fluctuation plating experiment
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2.2.2 Measuring MutL and MutH concentrations using
fluorescence microscopy
Intracellular concentrations of yfp-MutL and mCherry-MutH were measured via fluorescence
microscopy. Cells were grown in supplemented M9 [61] plus antibiotics overnight at 37°with
220 rpm shaking in a New Brunswick C76 water bath shaker. The next morning after
saturation they were diluted 1000 fold into fresh supplemented medium and allowed to grow
for five or six more doubling times, then diluted again into fresh medium with the same
antibiotics plus any needed inducers. If inducers were added, strains were allowed at least 5
more doublings before imaging. Cells were imaged in exponential phase at an optical density
between .05 and .25. Dilutions into fresh medium were performed when necessary to keep
the optical density of all cultures below .25 at all times. The optical density at 600 nm
(OD600) of cultures was measured with a Bio-Rad SmartSpec Plus spectrophotometer.
When a culture was ready for imaging, a pad of M9 salts plus 1% agarose was prepared on
a glass slide. Two 1 cm x 1 cm squares of agarose were cut out. On one square, 1 microliter
of 10x concentrated Quantum QC # 3 beads (Bangs Laboratories, Inc.) was placed as a
fluorescent reference standard and to be used later for aligning the field of view of the two
cameras in the microscope set up. On the other square, 5 microliters of E. coli from a culture
was placed. Then both squares were covered with a single no 1.5 glass coverslip and the slide
was placed in a 37°C incubator for 20 minutes to allow cells to settle on the pad. The slide
was taken to the microscope where it was maintained at 37°C by a temperature-controlled
environmental chamber around the microscope. The microscope was a Nikon Eclipse Ti-E
fully automated inverted microscope with Perfect Focus System automated focus correction.
Cells were brought into focus in phase contrast and the perfect focus system activated. Then
the microscope field of view was moved to the segment of agarose pad with fluorescent beads
and the angles and focus of lasers were quickly adjusted to make sure illumination was
reasonably bright and even. Then the stage was moved back to the segment of agarose pad
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with E. coli and automated image acquisition was begun in a grid of 100-200 fields of view.
After imaging the E. coli, we moved back to the agarose pad with the fluorescent beads and
imaged beads in thirty-six fields of view. Images were taken taken using a Nikon CFI Apo
TIRF 100x oil-immersion objective (N.A. 1.49). Fluorescent images were captured using an
Andor iXon Ultra 897 EMCCD camera; phase contrast images were captured using a Nikon
DS-Fi2 camera. Illumination for mCherry was provided by a Coherent Sapphire 561 nm
laser and the exposure time of the Andor camera was 200 ms with 300 EM gain.
Image analysis was performed using custom python code. Phase contrast images are
more convenient for identifying cells since many of our cells were not very bright, so first we
found the transformation relating the coordinates of pixels in our phase contrast image to
the coordinates of pixels in our fluorescence images. Our fluorescent reference beads were
relatively easy to find in both phase contrast and brightfield (which used the same camera
as fluorescent images), so we found them in both sets of images. Then we chose a particular
field of view, manually matched up the beads between the two cameras, and then found the
rigid geometric transform that related coordinates in one camera to the coordinates in the
other. This process is illustrated in Figure 2.3.
Laser illumination was not homogeneous throughout the field of view so next we used our
fluorescent reference beads to find the field of illumination and also to provide a reference
standard so we can make intensity comparisons across slides and days more confidently.
Beads were automatically identified in the brightfield channel via thresholding for the dark
halo that surround them when in focus (Figure 2.4a). The median value of the brightness
of the images of the beads ignoring any area where the beads are or within a few bead radii
is used to find the background brightness of the M9 agar pad. This is subtracted from all
images. Then the brightness of beads in the fluorescent channel in 36 fields of view is used to
estimate the illumination due to the laser. We assume that as we move the slide around the
illumination remains constant. We use kernel density estimation to fill in gaps in the field
of view where no beads appeared and smooth the estimate since there is a spread in bead
30

















(a) A typical brightfield image of beads on the left and the corre-
sponding phase contrast image on the right





























(b) Identifying and matching beads
















(c) Transforming the phase contrast image into the brightfield coor-
dinates
Figure 2.3: Aligning brightfield and TIRF camera with the phase contrast camera
31
brightnesses. We used a radially symmetric Gaussian kernel with standard deviation of 40
pixels (6.4 µm) for this smoothing. The brightness in the 561 channel used for measuring
mCherry expression for some typical beads is shown in Figure 2.4b. The inferred field of
illumination for this experiment using all 36 fields of view is in Figure 2.4c; it is scaled to
show the relative intensity of illumination across the field of view. After finding the field of
illumination, we divide our background subtracted images by the value of this field so that
our intensity estimates will depend on the concentration of fluorescent molecules in an area
and not the inhomogeneity of the laser illumination. The fluorescence image of beads post
illumination correction can be seen in Figure 2.4d.
Once we found the coordinate transformation between the phase contrast images and
fluorescent images and corrected our images for the background signal due to our M9 salts
pad and the inhomogeneity of laser illumination, we analyzed our images of E. coli. First
illumination differences across the phase contrast images of E. coli were corrected for by
diving our phase contrast images by the mean of all of them. Then the phase contrast
images were passed through a nonlocal means denoising filter. After this, cells could easily
be identified by setting a simple threshold for brightness. Cells in phase contrast are much
darker than the background. Then the phase contrast image was transformed to the coor-
dinates of the fluorescence image. The local background brightness around each cell was
subtracted from it before dividing by the field of illumination. The mean intensity of each
cell was then measured. The process of this and a typical final distribution of cell intensities
for an experiment is show in Figure 2.5.
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(c) The relative illumination intensity in-











(d) Image of the same beads in the 561 chan-
nel corrected for the inhomogeneity in illumi-
nation
Figure 2.4: Using the reference beads to correct for inhomogeneous illumination
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10 m
(a) NS001 in phase contrast warped to
brightfield coordinates (after correcting for
illumination and denoising)
10 m
(b) The mask of NS001 generated from







(c) Background subtracted and normalized
image of NS001 in the 561 channel
0.00 0.02 0.04 0.06 0.08
















(d) The distribution of cell intensities in the
561 channel as a fraction of mean reference
bead intensity
Figure 2.5: Typical images of NS001 in phase contrast, the mask extracted from phase
contrast, intensity in the 561 channel, and distribution of cell intensities and thus of mCherry-
MutH expression of NS001 in an experiment with 6 ng/ml of anhydrotetracycline.
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2.2.3 Results
Through our rifampicin plating tests, we confirmed that translationally fusing mCherry
to the N-terminus of MutH did not meaningfully affect its ability to perform mismatch
repair. We tested this by comparing inferred mutation rates and their confidence intervals
and using a 2-sample Kolmogorov Smirnov test since the Luria-Delbrück distribution is far
from normal and thus more common tests cannot be used. A large p-value indicates we
cannot reject the null model that fusing mCherry to MutH did not affect the mutation rate.
The comparisons were done for two different ancestor strains with regular MutH protein to
descendants that expressed mCherry-MutH protein. MG1655 was compared to MG1655-
mCherry-mutH ; ME120 was compared to NS001. The results can be seen in table 2.2; the
Kolmogorov-Smirnov test cannot reject the null in either case and the confidence intervals
for the point estimate of the mutation rate overlap for before and after the translation fusion.
Table 2.2: Effect of translationally fusing mCherry to MutH on the mutation rate
base strain MG1655 ME120
mutation rate 10× 10−9 3× 10−9




mutation rate 8× 10−9 2.0× 10−9








From our fluorescence measurements, we find mutH expression levels can be varied from
approximately 10 fold below the level of wildtype expression to 10 fold above the level of
wildtype expression; the expression as a function of inducer concentration is well described
by a hill function (Figure 2.6a). The response is not sensitive, with a hill coefficient of 1.6.
When the aTc concentration is 1 ng/ml or less, the mean expression is only distinguish-
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able from zero by averaging over the intensity of hundreds of cells. The standard deviation
of the intensity of the ancestral strain which expresses no mutH is slightly greater than the
mean expression at 1 ng/ml of aTc. Past this level of induction, however, fluorescence in
individual cells becomes apparent by eye.
By adjusting the amount of mutH expressed, we can vary the point mutation rate from a
factor of 3 lower than a complete mutH knockout to the level of a wildtype. This is a range of
point mutation rates over two orders of magnitude. Across replicate experiments, we are able
to measure the point mutation rates in this range to a factor of approximately 3. Our relative
error is lower at higher mutation rates. The full curve of anhydrotetracycline concentration
vs mutation rate can be seen in figure 2.6b. That no induction still doesn’t quite reach the
mutation rate of a mutH knockout strain shows the mCherry-mutH construct is still slightly
leaky in expression. However, since NS001 descends from ME121 which expresses mutL
from the lac operon in the chromosome, we found we can affect the mutation rate through
the inducer IPTG as well allowing us to reach the mutation rate of a ∆mutH strain. The
response curve to IPTG is highly sensitive, however with a hill coefficient of 5.4 (Figure 2.7).
By combining the information from our fluorescence measurements of mCherry-MutH
expression in individual cells with our mutation rate measurements from our rifampicin
plating tests, we obtain a measurement of the mutation rate as a function of mean level
of MutH expression at a particular inducer concentration (Figure 2.6c). There is a sudden
leveling off in the mutation rate even as we increase the amount of MutH over an order of
magnitude. Expressing much more MutH than the wildtype does not decrease the mutation
rate. The mutation rate of ME120 was 3 × 10−9 with a 95% confidence interval of (.9 ×
10−9, 6× 10−9). The mutation rate of NS001 with 2000 µM IPTG and 100 ng/ml aTc was
2.1× 10−9 with a 95% confidence interval of (.6× 10−9, 4.2× 10−9) . These mutation rates
are close together and have largely overlapping confidence intervals indicating little change
in mutation rate, even though at this level of induction, the mean expression of MutH in




































Mean expression of mCherry-mutH














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.7: The mutation rate in NS001 as a function of IPTG concentration. In NS001,
IPTG induces expression of the translational fusion of yfp to the mismatch repair protein
MutL. mCherry-MutH expression was saturated with 100 ng/ml aTc. The red line is the
mutation rate of ME121 which has no mismatch repair. The green line is the mutation rate
of ME120 grown with 2000 micromolar IPTG. The light blue points are NS001 at varying
concentrations of IPTG. The dark blue line is a hill function plus shift fit to the NS001




+ C. The parameters were A = −2.66 × 10−7, ka = 1.38, n = 5.4, and




We have demonstrated that we can adjust the mutation rate in the genetically engineered
E. coli strain NS001 over two orders of magnitude (Figure 2.6b) by adjusting the amount of
expressed MutH protein (Figure 2.6a) and quantified the dependence of the mutation rate
on the mean intracellular concentration of MutH (Figure 2.6c). We have also adjusted the
mutation rate by adusting the amount of MutL protein expressed (Figure 2.7). We found
that overexpressing MutH relative to the wildtype does not cause a measurable decrease
in the mutation rate to rifampicin resistance in growth in supplemented M9. To the best
of our knowledge, these measurements are some of the first measurements quantifying the
dependence of the mutation rate on the concentration of a protein affecting the mutation
rate and not just the effect of the presence vs. absence of a protein in the mutation rate.
Quantifying the effects of mismatch repair on the mutation rate better is worthwhile to
understand the cellular machinery controlling mutation rates [61], but there are also other
questions that this measurement can help answer.
The distribution of changes in the mutation rate due to mutations is unknown; however it
is important to understanding the evolution of the mutation rate (we will show some results of
the effects of this distribution on mutation rate evolution in a simplified mathematical model
in chapter 4). Although the mostly commonly isolated mutations from natural populations
change the mutation rate by deactivating a mismatch repair protein making a hypermutator
[66], we have found that the mutation rate also depends on the quantity of MutL and MutH
expressed. Presumably, there is also a dependence on MutS concentration as well as the
other proteins we reviewed in section 1.2. The amount of protein expressed in a cell may
change due to mutations. By combining measurements of the dependence of mutation rate on
protein concentrations with predictions of expression level from predictions of transcription
factor binding to the sequences upstream of mismatch repair genes and DNA polymerase
genes, a bottom-up picture of part of the distribution of changes in the mutation rate due to
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mutations could be made. Direct measurement of the distribution of changes in the mutation
rate due to mutations would also be useful, but can only give a small sample of the full
distribution due to the large number of possible mutations to the genome. Additionally, we
are able to adjust the mutation rate by factors as small as 2 or 3 by adjusting mismatch repair
protein expression. This is probably a limitation of the accuracy of our measurement method
as seen by our error bars (Figure 2.6a) rather than of our genetically engineered system.
Because selection on the mutation rate directly is difficult, and fluctuation plating (which is
the cheapest method for measuring mutation rates) is not very precise, models combining
measurements of the dependence of the mutation rate on protein concentrations (like our
measurements) with empirically validated models of the dependence of gene expression on
transcription factor binding motifs may be the most efficient way to estimate parts of the




Evolving E. coli over a Range of
Mutation Rates
This chapter contains material from a manuscript in preparation with permission of the
authors.1
3.1 The Experimental Setup
After constructing the strains NS001 and NS001∆cat with tunable mutation rates, we used
the strain NS001∆cat in a 350 generation evolution experiment. The experiment was done by
growing multiple cultures of E. coli in a 48-well plate in a TECAN Infinite 200 platereader
each day. The plate was shaken in orbital mode with a frequency of 280.8 rpm and an
amplitude of 2 mm. The platereader measures the optical density at 600 nm (OD600) every
10 minutes throughout the day which provides a measure of the population of the culture
over time. Each day, the cell density started low and saturated after several hours, then
remained in stationary phase until the next day. The next day, cells from each culture were
transferred to fresh medium by performing a 500-fold dilution. This dilution factor implies
that there were roughly 9 generations per day and since the experiment was 42 days in total
that implies 376 generations. By measuring changes in the growth curves over time, we are
able to observe evolution in quantities like growth rate and the saturating optical density of
the culture across days.
Our culture medium for these experiments was supplemented M9 like in our measure-
ments of the mutation rate to maintain consistency. Our medium was supplemented with the
1Nicholas Sherer and Thomas Kuhlman. ”E. coli with a tunable point mutation rate for evolution
experiments”. (in preparation).
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antibiotics spectinomycin and ampicillin (NS001∆cat grows normally in both of these due
to resistance genes) to prevent contamination and to create selective pressure maintaining
the plasmid pTKIP-neo-Ptet-tetR in our cells. Our medium was supplemented with varying
amounts of IPTG and aTc to control the mutation rate. IPTG controls yfp-MutL expres-
sion; aTc controls mCherry-MutH expression. We picked five well separated mutation rates
to grow NS001∆cat at and grew 9 replicates of each. We call the mutation rate conditions
Low, LoMid, Mid, HiMid, and High. The inducer conditions and mutation rates are in table
3.1. The layout of our mutation rate conditions in a 48-well CytoOne plate (nontreated) can
be seen in Figure 3.1. When transferring cultures to a fresh plate from day to day, after the
first few days we began covering all rows except the one we were transferring cells to with
tape due to seeing occasional contamination in our blank wells. This contamination had the
same growth curves as our treatment wells just lagged by a few hours and was antibiotic
resistant so it was almost certainly from our pipetting or other wells. After switching to
using tape to cover rows of wells during transfer, the signs of occasional contamination in
the blanks disappeared for the remaining 30+ days of the experiment.
However, we grew cells in the platereader at 30°C instead of 37°C because the preferred
temperature of E. coli is 37°C and we hoped that they would evolve faster in a less suitable
environment. [95] found that E. coli evolved in different temperature regimes had larger
improves in fitness at temperatures below or above 37°C than at 37°C. We did not choose
a higher temperature such as 42°C because higher temperatures are associated with higher
mutation rates [96] and the GroE chaperone protein induced by high temperatures increases
the amount of the error prone polymerase Pol IV in the cell [32]. The change in temperature
did affect the response curves of mutation rate as a function of inducer concentration as can
be seen in table 3.1 where the fold difference in mutation rates between 2000 µM IPTG 0
ng/ml aTc and 2000 µM IPTG 10 ng/ml aTc was only 8-fold, where it was 45-fold at 37°C
(Figure 2.6b). However, by adjusting IPTG concentrations as well as aTc concentrations,
our experiments spans a full two orders of magnitude of mutation rates.
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Every three days and at the end of the experiment, every well from a plate was mixed
with an equal volume of 80% glycerol in a cryogenic freezer vial, labeled, and stored at -80°C.
This both provided a backup in case of an accident and allowed us to resume the experiment
after a pause since the platereader was shared by multiple users. There were two times the
experiment was temporarily suspended. Cells frozen on days 9 and 26, were revived for days
10 and 27. To revive cells we used a flamed inoculating loop to pick up a small amount of
cells from the corresponding vial for each well into fresh medium in a 48-well plate. Because
our control of the initial population size on this day is inexact and it takes time for cells to
adjust to the culture conditions, we have not included these days or the very first day cells
were grown in the platereader in our data analysis.
Table 3.1: Mutation rate conditions for evolution experiment
Condition Mutation Rate 95% CI Fold-change [IPTG] [aTc]
Low 1.7× 10−9 (.41, 3.6)× 10−9 1 2000 µM 10 ng/ml
LoMid 3.8× 10−9 (1.2, 7.4)× 10−9 2 2000 µM 2 ng/ml
Mid 1.4× 10−8 (.64, 2.5)× 10−8 8 2000 µM 0 ng/ml
HiMid 4.1× 10−8 (2.6, 5.9)× 10−8 24 50 µM 0 ng/ml
High 2.2× 10−7 (1.6, 2.9)× 10−7 129 0 µM 0 ng/ml
43








































































































































































































































3.2 Growth Curve Analysis
The platereader measurements of OD600 over time give a measure of cell density. The
correspondence between OD600 is linear at low optical densities in exponential phase when
the distribution of cell size and shapes is constant over time but sublinear as the turbidity
of the culture rises and dependent on cell shape changes in stationary phase.
The growth curve (curve of OD600 vs time) for one replicate on the first day is shown
in Figure 3.2A and for the derivative of OD600 vs OD600 for the same well in Figure 3.2D.
The growth curve for all replicates and conditions for the first (day 1) and last (day 41) days
of the experiment is shown in Figure 3.2B and 3.2C respectively. The derivative of optical
density is plotted vs optical density for the same days in Figure 3.2E and Figure 3.2F. From
these graphs, at the start all wells initially had almost the same growth curve, but that their
growth curves had diverged significantly by the end of the experiment.
In the graphs of the derivative of optical density vs optical density, there are two linear
regions of the growth dynamics and a transition in between. Up to an optical density
of ∼0.16, optical density grows exponentially. However, at very low optical densities, the
platereader is not sensitive enough to get good measurements of growth, as shown by the
scatter of points at very low OD in the graphs of the derivative of optical density. At optical
densities above ∼0.3, optical density decays towards a maximum at a different exponential
rate. This region is less linear for some replicates later in the experiment. Over the more
than 1000 optical density curves measured, we found that all but a single digit number of
curves had the same behavior at low optical densities. Such curves typically do not repeat
themselves and show erratic behavior that we believe is likely to be a transient error in the
platereader measurements rather than a change in the growth of E. coli.
Since the growth curves showed a consistency in exponential phase growth and then a
later saturation, we quantified the growth curve each day by a few parameters to compare
















































































































































































growth rate r as the exponent in a fit of the exponential function to a growth curve between
an OD600 of .04 and .16. We define the saturating optical density KOD as the mean OD600
of the last ten time points of a curve. We define the time to leave exponential tl as the time
when the OD600 crosses .16. An exponential fit from which we get r, the points going into
KOD, and tl of an example curve are shown in Figure 3.3.
Between the first freezing and unfreezing (Day 9 to Day 10), we saw a sudden shift in the
KOD of all 45 replicates simultaneously. This shift was of a consistent magnitude across all
curves and any change in KOD before that point had been almost unnoticeable. All curves
had tightly grouped KOD before this day and then were tightly grouped at a new value for
a few days just after this day. We believe this was some sort of systematic error, but we
are not sure what. However, since it is almost certainly not due to an evolutionary change
in the E. coli themselves we multiplied KOD from days 1 to 9 by the mean value of KOD
from days 10 to 12 and divided by the mean value of days 1 to 9. This removes the signal of
the shift making it easier to visualize the remaining signal. We have placed diagonal black
slashes on all graphs of the value of a growth curve parameter over time in between the days




























































































































































































































































































































































































































































































































3.3 Patterns of Evolution and Divergence
Over the 42 days of the experiment we saw changes in the exponential growth rate r, the
saturating optical density KOD, and the time to leave exponential phase tl. Not all all
curves showed changes in all parameters, and changes in a parameter varied in magnitude
and sometimes direction. We show figures of the changes in all three parameters for every
replicate grouped by mutation rate condition in sections 3.3.4 (KOD), 3.3.5 (tl), and 3.3.6
(r). However, first we will discuss the broad patterns of evolution by comparing different
mutation rate conditions to each other. We will show the mean trajectory of the evolution of
each of these parameters by mutation rate condition and the coefficient of variation of these
parameters each day by mutation rate condition. One other important point first though.
3.3.1 Mutation rates are stable over the course of the
experiment
For this strain to be useful for investigating the effect of the mutation rate on evolution, it
must have a mutation rate that is reasonably stable over the hundreds of generations of the
experiment. We checked that this was the case by performing rifampicin plating tests on
seven of the evolved replicates from the final day in the platereader. For four of the seven
wells tested, the inferred mutation rates were within the 95% confidence intervals of the an-
cestral strain mutation rate measurement. The two conditions at High and HiMid mutation
rates were just outside the 95 % confidence interval of the ancestral strain mutation rate mea-
surement but within a factor of 2 of the original mutation rates. This is comparable to when
we repeat measurements with the ancestor strain at high mutation rates. Consequently,
we believe our confidence intervals underestimate the true experimental error. Finally, over
the course of the experiment, one well spontaneously developed rifampicin resistance. This
seemed very strange, but the growth curve looks normal for NS001∆cat in this condition and
the strain is still resistant to ampicillin and spectinomycin. We also repeated this test a few
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times always with the same result. Additionally, we don’t have other rifampicin resistant
strains in the lab other than what spontaneously appear on plates in this test. The plates
are always thrown away after counting. However, we believe there may be an explanation in
[97]. Rifampicin resistant mutants are beneficial to fitness for E. coli in colonies that spend
a long time in low nutrient conditions on solid agar plates. Our strains spent roughly 16
hours each day during the course of their evolution in low nutrient conditions in liquid. The
data on the mutation rates and confidence intervals for these evolved strains can be found
in table 3.2.









High 1 1.4× 10−7 (1.1, 1.7)×10−7 2.2× 10−7 (1.6, 2.9)×10−7
HiMid 1 6.0× 10−8 (4.7, 7.5)×10−8 4.1× 10−8 (2.6, 5.9)×10−8
Mid 1 .78× 10−8 (.43, 1.2)×10−8 1.4× 10−8 (.64, 2.5)×10−8
LoMid 1 Rif resistant Rif resistant 3.8× 10−9 (1.2, 7.4)×10−9
LoMid 5 2.3× 10−9 (.77, 4.3)×10−9 3.8× 10−9 (1.2, 7.4)×10−9
Low 1 .61× 10−9 (.07, 1.5)×10−9 1.7× 10−9 (.41, 3.6)×10−7
Low 5 1.1× 10−9 (.16, 2.7)×10−9 1.7× 10−9 (.41, 3.6)×10−7
3.3.2 E. coli evolved in the platereader show the largest changes
in growth in lag phase and stationary phase
The most striking pattern that occurred during evolution in the platereader was that changes
were the largest as a fraction of the parameter values on the first day inKOD. After correcting
for the sudden shift from day 9 to day 10, all replicates showed large changes in KOD over
the course of the experiment relative to the day to day fluctuations (i.e. mostly noise). Most
curves initially showed an increase in KOD followed by a decrease as can be seen in the mean
change in this parameter at a given mutation condition (Figure 3.4a) and in the individual
curves (Figures 3.7, 3.8, 3.9, 3.10, and 3.11). Although a few never showed an increase but
only a decrease (Figures 3.8 and 3.11). An overall pattern can be seen in Figure 3.4a that the
50
declines in KOD occurred soonest and most consistently in the High mutation rate condition
and occurred last in the Low mutation rate condition. However, in between the extremes,
the ordering with respect to mutation rate is not followed exactly, but instead in term of
how fast and soon KOD declines over mutation rate conditions in ascending order it goes
Low, HiMid, LoMid, Mid, High.
There were decreases in the tl in most replicates, although this measurement was noisier
from day to day. Even taking the mean across all replicates, there is a great deal of day
to day fluctuation (Figure 3.5a). From this figure, the replicates in the High mutation rate
condition have the largest decrease in tl. All else equal, a decrease in tl corresponds to an
increase in fitness since it means the same population size is reached sooner in a given day.
Changes in r did occur, however r was a fairly noisy measurement. Even when you mean
across all replicates in a mutation rate condition, there are significant fluctuations across
a single day as can be seen in figure 3.6a. The particularly large downward fluctuation in
the LoMid mutation rate condition is caused by a sudden jaggedness in some of the growth
curves in that condition on that day, and we believe is due to a problem in the platereader
that day. However, there are also large fluctuations in the mean in the HiMid condition and
these growth curves all look normal, so we have not applied any adjustments. There is a
great deal of fluctuation day to day in estimates of r although it actually changes less (as
a fraction of its value on Day 1) over the course of the experiment than K or tl. Overall r
seems either roughly flat or slightly declining as evolution progresses.
3.3.3 The growth curve parameters of replicates diverge over
time
Evolution is a stochastic process, and this can be seen in each mutation rate condition. On
the first day almost all growth curves look the same as we saw in Figure 3.2B. However, over
the course of the experiment, within each mutation rate condition, the coefficient of variation
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of the values of KOD, tl, and r increased over time as can be seen in figures 3.4b, 3.5b, and
3.6b respectively. There is not an obvious pattern with respect to how fast replicates diverge
































































































































































































































































































































































































































































































































coefficient of variation of time to












































































































































































































































































































































































































































































































3.3.4 Evolution of the saturating optical density
Because KOD increase in most wells before decreasing while other wells only show a decrease,
we believe that it is not a target of natural selection in this experiment but is instead
correlated with whatever traits natural selection is acting on. The curves of KOD over time
show a somewhat distinct pattern in the High mutation rate condition compared to all other
conditions. If you look at Figure 3.11, the peak of KOD for all of the replicates with a High
mutation rate occurs by day 22. After that, all replicates show a decline in KOD. However,
at the other mutation rates (Figures 3.7, 3.8, 3.9, 3.10), most curves of KOD have peaks
between roughly days 26 and 31. There are some clear exceptions though. In particular the
KOD of Replicate 8 with a LoMid mutation rate begins declining on day 17. Its evolution
looks more like the typical curves at High mutation rate than the other curves at LoMid
mutation rate.
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Figure 3.7: Evolution of the saturating optical density KOD in the Low mutation rate con-
dition
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Figure 3.8: Evolution of the saturating optical density KOD in the LoMid mutation rate
condition
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Figure 3.9: Evolution of the saturating optical density KOD in the Mid mutation rate con-
dition
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Figure 3.10: Evolution of the saturating optical density KOD in the HiMid mutation rate
condition
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Figure 3.11: Evolution of the saturating optical density KOD in the High mutation rate
condition
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3.3.5 Evolution of the time to leave exponential
tl corresponds to some target of selection since reaching a particular population size faster
on a given day implies a higher fitness all else equal. There are three different reasons we can
see that tl would decrease. The simplest would be an increase in the exponential growth rate.
However, we don’t see that in most replicates, but almost every replicate shows a decrease
in tl. The second would be an increase in the final population size at the end of each day
or more cells surviving through stationary phase. We plated cells from one of the replicates
with the most extreme changes in tl between day 12 and and day 31. Plating dilutions from
our frozen stock on LB plates for each day, we found a slight decrease in the number of
colonies on day 31 rather than an increase. But tl decreased by over an hour between these
days, which given the exponential growth rate was ∼.85 for this replicate over the course
of the entire experiment would imply an increase in final population of over a factor of 2.
Furthermore, most replicates show decreases in tl of around an hour or so but KOD never
increases by more than 40% and KOD decreases in the High mutation rate condition that
shows the largest declines in tl. This leaves the third explanation of the decrease in tl as the
most plausible cause of most of the decrease in most wells: lag phase has shortened.
There may still be some connection between the changes we see in tl and KOD. The
length of lag phase is connected to the conditions of the stationary culture before transfer
[98, 99]. Because we use a rich medium, our cells likely only go through a ”lag 2” phase of
growth without cell division [100]. Unfortunately, due to the low initial low optical densities
of our culture each day, we are unable to get a good direct measure of the length of the lag
phase for each replicate each day that would be able to confirm if the changes in tl are due
to changes in the length of lag phase.
We have plotted tl for each well over the course of the days of the experiment (grouped
by mutation rate) in Figures 3.12, 3.13, 3.14, 3.15, and3.16.
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Figure 3.12: Evolution of the time to leave exponential tl in the Low mutation rate condition
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Figure 3.13: Evolution of the time to leave exponential tl in the LoMid mutation rate
condition
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Figure 3.14: Evolution of the time to leave exponential tl in the Mid mutation rate condition
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Figure 3.15: Evolution of the time to leave exponential tl in the HiMid mutation rate con-
dition
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Figure 3.16: Evolution of the time to leave exponential tl in the High mutation rate condition
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3.3.6 Evolution of the exponential growth rate
The exponential growth rate parameter r is a somewhat noisy measurement from day to
day relative to the small changes we see in it across the course of the experiment. We have
plotted our estimates of r and the standard deviation of our estimates of r for each well over
the course of the days of the experiment (grouped by mutation rate) in Figures 3.17, 3.18,
3.19, 3.20, and3.21.

























Figure 3.17: Evolution of the exponential growth rate r in the Low mutation rate condition
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Figure 3.18: Evolution of the exponential growth rate r in the LoMid mutation rate condition
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Figure 3.19: Evolution of the exponential growth rate r in the Mid mutation rate condition
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Figure 3.20: Evolution of the exponential growth rate r in the HiMid mutation rate condition
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Figure 3.21: Evolution of the exponential growth rate r in the High mutation rate condition
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3.4 Conclusion
The overall goal of this work is to better understand the interplay between mutation rates
and evolution. In chapter 2, we made quantitative measurements of the point mutation
rate’s dependence on the concentration of the mismatch repair protein MutH. This system
has evolved so understanding it better informs our understanding of how evolution affects
mutation rates, and by measuring the quantitative dependence of the mutation rate on MutH
concentration we also make it possible to better understand the distribution of changes
to the mutation rate due to a mutation. This could be done by future work combining
our measurements with models of gene expression depending on transcription factors and
transcription factor binding motifs.
In this chapter, we have made use of the tunability of the mutation rate of NS001 to
measure some effects of the mutation rate on evolution instead of effects of evolution on
the mutation rate. In this way we study the opposite causal direction of what we studied
in chapter 2. We found that that the time to leave exponential tl changed fastest at the
highest mutation rate, and that the saturating optical density KOD decreased most rapidly
as the highest mutation rate and most slowly at the lowest mutation rate although the
ordering in between was not monotonic with respect to mutation rate. We did not find an
obvious dependence of the divergence of growth curve parameters between replicates at a
single mutation rate on the mutation rate. This makes sense if the divergence is primarily
due to different possible underlying paths natural selection can take, but is compatible with
almost any explanation but pure drift where we would expect divergence to occur fastest at
the highest mutation rates. However, it would have been very surprising for drift to be a
strong factor in such large populations on such a short timescale.
We found that the various induced mutation rates of NS001∆CAT were stable over the
course of this experiment (∼ 350 generations). However, it is highly unlikely this would
remain true for ten times as long. There is no reason to believe this mutation rate is more
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stable than the wildtype mutation rate which was found to sometimes change by orders of
magnitude after a few thousand generations in the Long Term Evolution Experiment with
E. coli [26].
In the next chapter, we study a simplified mathematical model of the coevolution of fit-
ness and mutation rate in a population. Fitness and mutation rate evolution have occurred
over timescales of millions of generations or longer, so a mathematical model allows us to
probe the expected effect of changes in the mutation rate on fitness evolution and the effect
of the distribution of changes to the mutation rate due to mutations on the evolved mutation
rate. This model is currently too simplified, and our experimental work does not last enough
generations to make a direct connection between our mathematical model and our measure-
ments of the dependence of the mutation rate on MutH concentration or our measurements
of the effect of the mutation rate on the evolution of NS001∆CAT in a platereader. However,
our model improves our ability to extrapolate from the types of measurements we have made
in Chapter 2 and 3 to longer evolutionary timescales. Timescales which may be investigated
by comparing related populations in the wild. We lay out our model in Chapter 4 to get a
better idea of the types of long term dynamics that may be seen in fitness and mutation rate
evolution and to connect extant parts of the theoretical literature. Long term dynamics may
be investigated partly by comparing related organisms in the wild and partly with much
longer laboratory evolution experiments using organisms with an adjustable mutation rate
like our strain NS001. We leave completing the connection between theoretical models and
the long term dynamics of mutation rate evolution in the wild or in the lab to future work.
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Chapter 4
A Theoretical Model of the Evolution
of the Mutation Rate
This chapter contains material from a manuscript in preparation with permission of the
authors.1
4.1 Model Description
To model the evolution of the mutation rate, we consider a population of individuals with
only two characteristics, fitness f and mutation rate µ. Fitness describes the survival and re-
productive success of an individual in a generation; in single celled organisms it is commonly
measured in evolution experiments [101, 79, 102, 103, 104, 22, 105]. This is a simplification
since fitness depends on the environment but a useful one; even after 60,000 generations
in the same environment E. coli in the long term evolution experiment continue to show
increases in fitness as they evolved [23].
The mutation rate µ is similarly a composite parameter since there are a variety of
types of mutations from point mutations to duplications to transposons. Even when only
considering point mutations, the point mutation rate is not uniform throughout the genome
[106]. However, a composite measure of the overall mutation rate is still experimentally useful
whether the rate is measured by the rate of some spectrum of mutations like in fluctuation
tests [91] or by genomic methods [107, 77].
To mathematically simplify our model, we only consider fitnesses spaced in increments
∆f . This means mutations will only increase or decrease fitness in increments of ∆f . Al-
1Nicholas Sherer, James O’Dwyer, and Thomas Kuhlman. ”Dynamical regimes of mutation rate evolu-
tion”. (in preparation).
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though real populations show a range of fitness effects due to mutations, dynamics can
sometimes be described by a simplified model where mutation always increase or decrease
fitness by a fixed amount ∆f [71]. We also only allow mutation rates in multiples of a
mutation rate multiplier M . We cap the mutation rate at 1 since our model has discrete
generations and most organisms have mutation rates in their non-junk genome much lower
than that [86]. Although past theoretical work has often used this assumption for conve-
nience [46], our own experimental work in Chapters 2 and 3 shows it is possible to move
mutation rates through a continuous range just by adjusting levels of expression of a single
protein. Our reason for this assumption then is simply that it makes both numerical and
analytic computation much more tractable. If we choose a small enough M then most mu-
tation rates are attainable, however as a further simplification we only allow mutation to
the mutation rate to change the mutation rate by a single factor of M up or down meaning
there is a tradeoff between how many mutation rates we allow and how the large the effect
of a single mutation is. This choice of mutation rate landscape is pragmatic but not empir-
ical. From chapters 2 and 3 of this work, we see that varying the expression of a mismatch
repair protein can change the mutation rate by many possible factors, and a mutation in a
promoter region may change the expression of a protein by varying amount. Additionally,
from chapters 2 and 3, we see that to some extent MutL expression is subsitutable for MutH
expression in reducing the mutation rate (although in a regime far outside of the wildtype
range), so even looking at just this narrow mechanism that affects mutation rates there are
multiple ways to reach a given mutation rate.
The state of the population in our model can be described by its number distribution
N(f, µ) over fitness f and mutation rate µ. A simple example of a small population dis-
tributed over a grid of fitness and mutation rates can be seen in Figure 4.1b.
We handle the dynamics of survival and reproduction (fitness) in our model using the
classic Wright-Fisher scheme of non-overlapping generations. Each generation, all individuals
in the population N(f, µ) die and are replaced by their children. Population size is fixed
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at a positive integer K. All individuals reproduce with a probability determined by their
fitness and the overall fitness of the population. The combination of death and reproduction
is modeled by sampling the next generation from the multinomial distribution where the
number of draws is the population size and where an individual draw has fitness f and
mutation rate µ with probability N(f,µ)e
f∑
fµN(f,µ)e
f . The numerator means that in on generation
an individual on average has a number of offspring proportional to ef . The factor of N(f, µ)
accounts for the number of individuals in each class since we’re drawing the children that
make the next generation from a random sample. The denominator of the fraction is a
normalization.
Without mutations, Wright-Fisher dynamics would eventually lead to the population
distribution entirely sitting in one fitness and mutation rate class. After the fitness updating
Wright-Fisher step, individuals have a chance of a mutation occurring equal to their mutation
rate µ. When a mutation occurs, it changes either the fitness or the mutation rate of that
individual but not both. With probability Pµ (the probability given a mutation, it occurs
in the mutation rate), the mutation occurs in the mutation rate. The mutation rate may
then go up or down. It goes down by a factor of M with probability Pa (the probability
a mutation in the mutation rate decreases it); otherwise it goes up by a factor of M . If
the mutation doesn’t occur to the mutation rate, fitness mutates. It increases by ∆f with
probability Pb (the probability a mutation in fitness increases it); otherwise it decreases by
∆f . A schematic of these possibilities and their probabilities is Figure 4.1a.
A table of all the parameters of the model along with their range is given in 4.1. We
can give rough estimates of the plausible range of about half of these parameters from past
experiments. Changes in fitness ∆f are typically of the order of a tenth of a percent to
a percent [75, 78, 105]. The probability of a mutation to fitness being beneficial is more
variable; however, it is usually small in bacteria, not much more than an order of magnitude
or two bigger than the inverse of the population size which is a large number [105, 108].
The population size K is highly variable. Serially passing E. coli through single colony
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bottlenecks on solid agar plates can lead to an effective population size close to 1, whereas
a milliliter of lysogeny broth can contain a billion E. coli.
The parameters M , Pµ, and Pa are harder to estimate. [109] measured the frequency
of mutations from nonmutator to mutator in E. coli which allows us to give a rough lower
bound on Pµ. In a population, they estimated a mutation rate from nonmutator to mutator
of 5 × 10−6 per generation. The genomic mutation rate for point mutations in E. coli is
typically estimated to be on the order of .01 to .001 [110, 30]. Combining this with [109], we
bound Pµ below by 5× 10−4. To our knowledge, there has not been a systematic attempt to
measure the distribution of multipliers of the mutation rate due to mutation, so it is difficult
to give a specific value to M ; however, the tunable mutation rate strain we made in chapter
2 can reach mutation rates relative to wildtype E. coli of 2-100, and we’re only limiting the
bottom of that range to 2 because of difficulty in measuring small changes. We know even
less about Pa from experiment, although it must be greater than 0 for anything to have
evolved at all.
Table 4.1: Parameters of the model of fitness and mutation evolution
Symbol Description Range Plausible values in E. coli
∆f size of changes in fitness [0, 1] .001− .01
M multiplier of mutation rate [1, 1000] 2− 100
Pb probability fitness increases [0, .01] 10
−6 − 10−5
Pa probability mutation rate decreases [0, .01] ≈ 5× 10−6
Pµ probability mutation rate mutates [0, .5] 5× 10−4−?
K population size [100, 1012] 1− 1011
Now that we’ve described the model and its parameters, we can give the equations for
the change of N(f, µ) from one generation to the next. As we wrote above, individuals
of generation t+1 are drawn with fitness f and mutation rate µ from the distribution at






Since the population size is fixed as size K, that means that the first step in generating
N(f, µ, t + 1) is sampling a multinomial distribution K times with the given probabilities.
Let a multinomially distributed set of random variables with size K and probability vector
θ be denoted by Z(K,θ). Let θ0 be the vector with components given by the reproduction
probabilities 4.1. Then the wright fisher reproduction step is given by
Ñ(f, µ, t) = Z(K,θ0). (4.2)
Now for the mutation rate step, we have that each individual may either not mutate
with probability (1 − µ), mutate to a mutation rate a factor of M lower with probability
PaPµµ, mutate to a mutation rate a factor of M higher with probability (1−Pa)Pµµ, mutate
to a fitness ∆f higher with probability Pb(1 − Pµ)µ, or mutate to a fitness ∆f lower with
probability (1−Pb)(1−Pµ)µ. These possibilities are mutually exclusive, so we can similarly
describe the mutation step as a multinomial draw. We perform a separate multinomial draw
for each f and µ in Ñ(f, µ, t). Then we sum together individuals that ended up in the same
fitness f and mutation rate µ class after these draws or in mathematical terms















θµ = (1− µ, PaPµµ, (1− Pa)Pµµ, Pb(1− Pµ)µ, (1− Pb)(1− Pµ)µ) . (4.5)
Although correct, these equations don’t show the relationship ofN(f, µ, t+1) toN(f, µ, t)
very well. Although not quite mathematically correct, it is helpful to the intuition to write
down these equations in the infinite population limit with deterministic reproduction and
mutation (i.e. the mean number of each class of f , µ is always drawn from the multinomial
sampling). In this limit,









where we use 〈x〉 to indicate the average value of x across the population. With a
deterministic mutation step the full equation becomes









Pb(1− Pµ)µÑ(f −∆f, µ, t) +
(1− Pb)(1− Pµ)µÑ(f + ∆f, µ, t).
which plugging in the deterministic value of Ñ(f, µ, t) becomes
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Pb(1− Pµ)µe−∆fN(f −∆f, µ, t) +




The deterministic equation lets us clearly see the contribution of both nonmutants and
mutants to each fitness class in the next generation. It will also be useful later in taking
certain limits as some parameter values are sufficiently large or small.
We now will describe the behavior of mutation rate evolution in this model in three
regimes that roughly speaking are separated from each other by the rate of occurrence
of beneficial mutations which depends most strongly on Pb and K, but also on the other
parameters through the effect of the mutation rate distribution of the population on the rate
of beneficial mutations. In the first regime, the drift-barrier regime [86] beneficial mutations
are extremely rare Pb ∼ 0. In the second regime, the mutator-antimutator sweep regime,
beneficial mutations to fitness are rare, but occur roughly as often as mutations that decrease
the mutation rate. In the third regime, the traveling wave regime [81] beneficial mutations
are fairly common and before one finishes taking over the population a second, third, or


















































































































































































































































































































































































































































































































































































4.2 The Drift-Barrier Regime
To reach the drift barrier regime in our model, beneficial mutations must be ignorable even
on long timescales so we set Pb = 0. Additionally, Pa must be greater than zero so that
mutation rates may evolve downwards and not only upwards but less than one half so there
is not a downward bias in mutation rate. Finally, natural selection must be able to operate
on mutations in fitness i.e. deleterious mutations to fitness cannot be so small that they can
easily fix by genetic drift. This means we need ∆f >> 1
2K
[111].
Given these conditions, a population should evolve with the dynamics given in [46, 86].
The model in [86] in particular uses the same mutation rate landscape as us. Mutations
differ by factors of a multiple M which they call 1 + λ, and mutations to the mutation rate
up and down occur at a fixed ratio which for them is ν
µ
and for us is 1−Pa
Pa
. They use U
instead of µ to denote the mutation rate. One difference is that they don’t allow mutation
rates to go below a parameter value µ0. However, since we find our populations do not evolve
to arbitrarily small mutation rates, we can set this parameter to be as small as we like but
not zero to make their model match ours.
Since all mutations to fitness are deleterious in this case, mutations that decrease the
mutation rate are beneficial can increase in frequency due to natural selection until the
decrease they cause in the mutation rate leads to an effective fitness benefit on the order
of 1
K
. At this point, evolution in the mutation rate one step up or down is approximately
neutral and the bias towards higher mutation rates prevents continuous decrease in the
mutation rate. [86] in Box 1 finds that in this case if the population distribution is narrowly
distributed over mutation rates then the mode of the mutation rate of the population (the
mode of µ in N(f, µ)) is distributed over time according to the equation,






where i is the number of multiples the mutation rate is above µ0 i.e. (µi = M
iµ0). C
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is a normalization constant. We can solve for the most likely mode of the mutation rate if
we observe the population at a random time by taking the derivative with respect to i and










We are interested in this rather than the mean of the mode of the mutation rate because
the model in [86] actually has an additional free parameter we don’t have that affects the
exact distribution but not the mode of the distribution.
We have simulated the evolution of the mutation rate over 10 million generations in our
model in this regime for the parameter values ∆f : 0.1, M : 2, Pb: 0, Pa:
1
257
, Pµ: 0.3, and
K from 200 to 25600 spaced geometrically in powers of 2. Typical trajectories of the mode
of the mutation rate over a small time window are shown in figures 4.2a and 4.2b, and the
distribution of the mode of the mutation rate over all generations in figures 4.2c and 4.2d.
Most importantly, the overall scaling of µ∗i (the mode over time of the mutation rate
mode of the population at a particular generation) and the full distribution of µi are shown
in figure 4.3. Each colored histogram is the distribution of the mode of the mutation rate for
a given population size. The black line shows the theoretical prediction of the most common
mode of the mutation rate based upon 4.9. Another way to put this is the black line is the
mode in time of the mode of the mutation rate of the population at a given time. The full
simulation matches the prediction where the line has white star markers on it and doesn’t
match where there are black X’s. The theory matches the predictions for the populations
with K ≥ 1600 but does not below that. Something about our parameter values has violated
some of the assumptions in [86] and we will next explain how it does so in the case K = 200
where the violation is severe.
84






















(a) The evolution of the mode of the muta-
tion rate over time for a population size of
1600 individuals.
























(b) The evolution of the mode of the muta-
tion rate over time for a population size of
25600 individuals.
0.00062 0.0012 0.0025 0.005 0.01 0.02












(c) The distribution of the mode of the muta-
tion rate over time for a population of 1600
individuals and for 10 million generations.
Error bars are the standard error of the mean
of the distribution for 14 replicate runs.
7.8e-05 0.00016 0.00031 0.00063 0.0013












(d) The distribution of the mode of the mu-
tation rate over time for a population of
25600 individuals and for 10 million gener-
ations. Error bars are the standard error of
the mean of the distribution for 17 replicate
runs.
Figure 4.2: The evolution of the mutation rate in the Drift-Barrier regime. All populations
in the Drift-Barrier regime simulations had the same parameter values except for population
size. (∆f : 0.1, M : 2, Pb: 0, Pa:
1
257
, Pµ: 0.3, K: varying)
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Figure 4.3: The distribution of µmode over time as a function of the population size K. The
theoretical prediction of the mode of µmode fits well for population sizes 800 and greater.
(∆f : 0.1, M : 2, Pb: 0, Pa:
1
257
, Pµ: 0.3, K: varying)
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4.2.1 The Mutation Rate Landscape Catastrophe
When we used equation 4.9, we assumed natural selection was able to purge the population
of deleterious mutations to fitness. However, if there are no beneficial mutations than for
small population sizes, the fittest class in the population may be lost due to stochastic
fluctuations. This effect is called Muller’s ratchet [112] and the rate at which the fittest class
is lost was solved by [113].
At a population size of 200, we find that the evolved mutation rate is high enough that
this effect occurs and fitness decreases over time as can be seen by comparing the maximum
fitness in N(f, µ, t) at a population size of 200 4.4a compared to a population size of 400
(Figure 4.4b. The mode of the mutation rate at these population sizes can be seen in figures
4.4c and 4.4d.
In general, we expect this case to occur whenever the evolved mutation rate due to the
drift barrier (equation 4.9) is large enough that the number of individuals in the highest
fitness class is small. Ignoring for a moment that the population is distributed over more
than one mutation rate, the number of individuals in the highest fitness class is [113]
N(fmax, µmode) = Ke
− µ
∆f . (4.10)
In the drift barrier regime, µmode will evolve around the drift barrier value µ
∗
i . This means
the rate of Muller’s ratchet depends on the population size K, the size of changes in fitness
∆f , the mutation rate multiplier M , and the probability a mutation to the mutation rate is
accurate Pa. Plugging in our value for µ
∗
i and knowing that the fittest class must have much
more than one individual in it to escape Muller’s ratchet we get the following condition on















violation of this condition the mutation rate landscape error catastrophe in a rough analogy
with the ordinary error catastrophe in populations [114]. Although this differs from the error
catastrophe in that the fitness decline depends on a stochastic effect (Muller’s Ratchet), the
mutation rate itself does not continue to increase forever in our model. In that sense, this
effect depends more weakly on the stochasticity of the evolution the mutation rate itself
than on stochastic effects in fitness evolution.
There is some suggestive evidence that this mutation rate landscape catastrophe where
the drift barrier can’t keep the mutation rate low enough to evade Muller’s ratchet can
occur in experiments with extreme bottlenecks in population size. [115] found that E.coli
mutators repeatedly passed through population size bottlenecks (making K very small)
sometimes evolved even higher mutation rates causing rapid declines in fitness and then
extinction. However, this didn’t always occur and sometimes the mutation rate randomly
decreased. This doesn’t rule out our explanation since that can also stochastically occur,
but what they saw could also be explained as the operation of Muller’s ratchet on its own.
88

















(a) Fitness declines quickly when the evolved
mutation rate exceeds the mutation rate
landscape catastrophe threshold. Popula-
tion size is 200.

















(b) Fitness doesn’t decline quickly when the
evolved mutation rate is below the mutation
rate landscape catastrophe threshold. Pop-
ulation size is 400.

























(c) Despite the mutation rate landscape
catastrophe in fitness, selection is strong
enough to prevent the mutation rate itself
from going higher.























(d) A slightly larger population size cuts the
evolved mutation rates in half and weakens
drift preventing the mutation rate landscape
catastrophe.
Figure 4.4: The evolution of fitness in the Drift Barrier regime when the population is small
enough that the mutation rate exceeds the mutation rate landscape catastrophe compared
to when it’s not. All populations in the Drift-Barrier regime simulations had the same
parameter values except for population size. (∆f : 0.1, M : 2, Pb: 0, Pa:
1
257
, Pµ: 0.3, K:
200 for a mutation rate landscape catastrophe, 400 for not a catastrophe)
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4.3 The Mutator-antimutator Sweep Regime
By setting Pb = 0, we showed our model contains the drift barrier case in the literature.
However, beneficial mutations do happen, and we’d like to understand the evolution of the
mutation rate when they do happen. Since our model includes mutations to fitness and
mutation rate, we can study this. If mutations that increase fitness or decrease the mutation
rate are sufficiently rare but still do occur, we have found that mutation rates evolve in
our model evolve in a regime we have not seen before in the literature. We call this regime
the Mutator-antimutator sweep regime, because the population distribution N(f, µ, t) is in
a quasi-equilibrium state except for invasion by rare mutants with either a lower mutation
rate or higher fitness than currently exists in the population. These mutants are usually lost,
but sometimes their improved fitness or lower mutation rate leads them spread and causes
a sudden shift in N(f, µ, t) to a new quasi-equilibrium state.
We will give bounds that the parameters of our model must fulfill for this to be the
regime of mutation rate evolution, and show that in this regime we can reduce the dynamics
of N(f, µ, t) to that of a Markov chain where the population state is described purely by
the mode of the population in f and µ. We show that the transition rates and stationary
distribution of this model over µ match our simulations in this regime.
4.3.1 The quasi-equilibrium distribution of the population over
fitness and mutation rate
In this regime, one of the quantities most of interest is the distribution of fitnesses and muta-
tion rates N(f, µ) in the quasi-equilibrium state. If we know this as a function of some point
describing the lcoation of the distribution we can then go from N(f, µ) to a pair of numbers
(fmax, µmin. We say fmax, µmin because it will turn out that this distribution is dominated
by a class with the higher fitness and lowest mutation rate in the population allowing us to
identify its location. From there we can derive an approximation for the transitions of the
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mode fitness and mutation rate. In the the case where beneficial mutations both to fitness
and mutations which decrease the mutation rate are very rare i.e. the timescale of selection
is effectively instantaneous in comparison to the timescale on which beneficial mutations oc-
cur, it is possible to make an estimate. We will give more explicit bounds on the parameters
for this to occur later.
Our first assumption will be that over short timescales there is a minimum mutation rate
and maximum fitness that will not change. Our second assumption is that the population will
be large enough that we can neglect stochasticity on this timescale. Our third assumption
is that the distribution of the population over the available fitnesses and mutation rates will
reach an equilibrium quickly compared to the time between transitions. For convenience we
will label the size of the subpopulation with fitness fmax − k∆f and mutation rate M lµmin
as Nkl. The population with the minimum mutation rate and maximum fitness is N00 and
the indices k and l run over the natural numbers. We write the average fitness of the
population as 〈f〉. In this deterministic approximation the time evolution of the Nkl’s is
given by equation 4.7. Changing the explicit notation over f in increments of ∆f and over
µ in multiples of M into this implicit notation over number of mutational hops k from the
maximum fitness fmax and number of hops l from minimum mutation rate µmin, we get


















This equation is deterministic but we have not yet applied the assumption that beneficial
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mutations are rare enough to ignore on this timescale. To do that we approximate Pb and
Pa as zero (temporarily, we will take into account their effect on the dynamics as long as








Nk(l−1)(t) + (1− Pµ)e∆fN(k−1)l(t)]).
(4.13)
By setting Nkl(t+ 1) = Nkl(t), we can find a deterministic stationary solution. We take






〈ef〉 = efmax(1− µmin). (4.14)
We plug this back into the equation for the Nkl’s and get a recursion equation for each




((1−M lµmin)Nkl +M lµmin[
Pµ
M





Nk(l−1) + (1− Pµ)e∆fN(k−1)l]
ek∆f (1− µmin) + (M lµmin − 1)
(4.15)
Although k and l can take any integer value in the deterministic limit, in an actual finite
sized population only a finite number of Nkl’s can be occupied. The size of Nkl’s decreases
geometrically as l increases and decreases even faster as k increases. Thus summing over
all Nkl’s converges, and we can truncate our estimates of the distribution described by Nkl
when a new set of k’s or l’s contribute less than a fraction of roughly 1
K
of the sum over all
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of them. An important feature to note is that the shape of this distribution depends on µmin
but not on fmax. This is expected since we defined our original reproduction due to fitness
in equation 4.1 to be invariant with respect to translations in fitness.
We will later reintroduce beneficial mutations to fitness and mutation rate decreasing
mutations to the mutation rate, so we’ll need the expression for the N0l’s later since only
the highest fitness class can generate new beneficial mutations in fitness (and as it turns out,
the relevant set of mutation rate decreasing mutations that will go to fixation)
N0l = Pµ
M l−1
M l − 1
N0(l−1). (4.16)
Since we didn’t rigorously prove how accurate this deterministic limit would be for finite
populations where reproduction and mutation are stochastic, we will quantify how well this
approximation works via simulation. We quantify the difference between the deterministic
distribution of N(f, µ) and the simulation of N(f, µ) by subtracting one distribution from
the other, summing over f and µ and dividing by 2K. This is the fraction of the population
that is in a different fitness and mutation rate class than expected from the deterministic
approximation. It is a measure of the total relative error of our approximation. We use
this measure to quantify the effectiveness of our approximation because our transition rates
will turn out to depend linearly on the relative population size of the classes with highest
fitness. A statistically significant difference may be meaningless if it only throws our rate
calculations off by 1 part in 1000, whereas the lack of a statistically significant difference
may miss that our approximation is poor if our rate calculations are off by 1 in 2 (but not
to the level of statistical significance).
We check two things, how well at any given time the approximation works as a function
of population size K and how well the average of the distribution of the simulation over
time compares to the deterministic limit. For our example figures we use µmin: .01, ∆f : .02,
M : 3, Pb: 0, Pa: 0, and Pµ: .1 while K varies. A comparison of the full distribution of the
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solution of the recursion equation compared to a simulation at a moment in time is shown in
Figure 4.5. We have log-scaled N(f, µ) in both cases to better display the relative differences.
When the population size is 106, the fraction of the population not in its expected fitness
and mutation rate class ranges from .001 to .01.
Since the key variable controlling the stochasticity of this system is the population size,
we expect the accuracy of our approximation to depend strongly on K. We leave the other
variables fixed and quantify the accuracy of the approximation as a function of K. The
overall fraction of the population in a different class than the deterministic approximation
(equation 4.15) drops by about a factor of 10 when K increases by a factor of 100 both at
any given time and on average in figures 4.6a and 4.6c. Figure 4.6b shows that averaging the
distribution of the stochastic population over time increases the accuracy of the deterministic
approximation. Even for a population size as small as 1000, the recursion equation is 90%
accurate at a given time and almost 99% accurate when averaged over enough time, so this
approximation will let us calculate transition rates between the equilibriums of N(f, µ) we


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.3.2 The probability of fixation of an advantageous mutation
We have found a quasi-equilibrium solution to the population distribution N(f, µ) that works
fairly well as long as beneficial or mutation rate decreasing mutations don’t occur. However,
we won’t see any interesting evolution of fitness or the mutation rate if we keep Pb = 0 and
Pa = 0 which would defeat our goal.
However, if mutants occur with improved fitness, a decreased mutation rate, or improved
fitness and an increased mutation rate (compared to the maximum fitness, lowest mutation
rate class) occur rarely enough, then we can assume the population is typically in a quasi-
equilibrium state. But when one of these mutants occur they have a chance of increasing in
frequency until they pull the distribution to a new N(f, µ) quasi-equilibrium state described
by equation 4.15 but with different values of fmax, µmin, or both. This approximation of rare
invasion by fitter mutants has been used successfully to study how the long term trajectory
of fitness evolution depends on the distribution fitness effects due to mutations in [116].
We will use a similar approach to study the trajectories of fitness and mutation rate in our
model. From our equation 4.1, while rare a mutant with fitness fnew and mutation rate µnew,
will on average increase in frequency each generation by a factor (1 + s) of its growth rate
times its mutation rate dividing by the mean of ef or






s defines the selective advantage of this new mutant. In the case of a population with






≈ 2s for small s. (4.18)
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Mutants with a positive value of s in our model can have either a fitness ∆f higher, a
mutation rate a factor of M lower, or a fitness ∆f higher and a mutation rate higher by a
number of factors of M that leaves s positive. Our population doesn’t consist of two types,
but the same expression turns out to be fairly accurate. We have simulated many invasions
by mutants with a positive s into different populations and measured their probability of
fixation (which shift N(f, µ) from one quasi-equilibrium state to another) and their mean
fixation time. Equations 4.17 and 4.18 are accurate for various types of invaders of various
selective advantages s (figure 4.7a). Fixation times scales roughly inversely with selective




































































































































































































































































































































































































































































































































































































































































































































































































































































4.3.3 Inequalities satisfied by the parameters in this regime
Our approach in this regime is to assume the population sits in one of the quasi-equilibrium
states given by equation 4.15. Fitter mutants occasionally occur and move the population to
a new quasi-equilibrium state. For this approximation to make sense, we need the timescale
of this process of change between quasi-equilibrium states to be much shorter than the
waiting time between mutants with improved fitness f or a decreased mutation rate µ.
We proceed to find a set of inequalities that if fulfilled imply this is true. The following
derivations are a bit long but not crucial to understanding what comes next, so the reader
may wish to skip to the next section.
Roughly speaking, the timescale τ of fixation of an advantageous new mutant with fitness













The rate of fixation is on the order of 1
τ
. In our case, mutations only increase fitness by
an increment ∆f or not at all so fnew − fmax will be either ∆f or 0 for a mutation fixing by
selection and not drift.
The rate of occurrence of beneficial mutations is the sum of the rate of occurrence of
mutations which increase fitness enough to compensate for any increase in mutation rate
plus the rate of mutations which decrease the mutation rate. We will consider antimutator
mutations as coming from a mutation decreasing the mutation rate occurring in the N00




) = PaPµµminN00. (4.20)
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There may be multiple mutation rates occupied in the population at a given time. As long
as the fitness advantage of a beneficial mutation outweighs the effective fitness penalty of the
higher mutation rate it will be possible for a higher mutation rate to sweep the population.
These mutations will occur at a rate
Rate(fmax, µmin → fmax + ∆f,M lµmin) = Pb (1− Pµ)M lµminN0l. (4.21)
N0l can be determined as a multiple of N00 using equation 4.16. l may be any natural
number. Summing together the rate of occurrence of antimutator mutations and muta-
tions increasing fitness we obtain the total rate of occurrence of beneficial mutations in the
population
PaPµµminN00 + ΣlPb (1− Pµ)M lµminN0l (4.22)
We can bound the sum of the N0l’s by their recurrence relation
N0l = Pµ
M l−1












We can then use this to bound the rate of occurrence of beneficial mutations which either
increase the mutation rate or leave it unchanged
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N00 must be less than the population size K and the right hand side of the equation is
a geometric series which will converge if
(1− Pµ)M > 1. (4.26)
.
Together these mean the rate of beneficial mutations to fitness occurring is bounded like
so
ΣlPb (1− Pµ)M lµminN0l ≤
Pb (1− Pµ)µmin (M − 1)
(1− Pµ)M − 1
K. (4.27)
Now using this and the expression for the rate of occurrence of mutation which decrease




Pb (1− Pµ) (M − 1)
(1− Pµ)M − 1
)
µminK. (4.28)
Since this is an upper bound, we can be assured that if the rate of fixation (1 over
the fixation time) is much faster than this rate, the selection occurs much faster the the
occurrence of new beneficial mutations. There are different fixation times depending on the
advantageous mutation and each will give us a different inequality. For mutations decreasing






) so one inequality that should be fulfilled












Pb (1− Pµ) (M − 1)
(1− Pµ)M − 1
)
µminK. (4.29)
Now the left hand side will be smallest when µmin is small so we can make the bound










Pb (1− Pµ) (M − 1)








Pb (1− Pµ) (M − 1)
(1− Pµ)M − 1
)
K ln(K). (4.30)
For beneficial mutations to fitness that either do not change the mutation rate or increase















Pb (1− Pµ) (M − 1)






Pb (1− Pµ) (M − 1)
(1− Pµ)M − 1
)






We can make this cleaner by using our last inequality to upper bound the left term in




















Now if the mutation can’t fix because it has a negative selection coefficient s compared
to what it is invading then it doesn’t matter if this inequality isn’t fulfilled. Our condition

























We can rewrite this as a condition that µmin must not fall within a certain range
e∆f − 1




M le∆f − 1
(4.38)
Now, µmin can evolve by selective sweeps of antimutators or mutators so for our approach
to work across the whole range of possible µmin we need an M large enough that the possible
values of µmin are well separated and one mutation can jump across this interval. In other
words, the top of this bound divided by the bottom of this bound must be less than the
mutation rate multiplier M (we will also require that we place the µmin’s so that there isn’t
one that falls in the interval but this is easily accomplished by just choosing them to be
multiples of something just a little below the bottom bound). This inequality is
M >
M le∆f − 1
M
M le∆f − 1
. (4.39)







e∆fM3 − (1 + e∆f )M2 + 1 > 0. (4.41)
This creates a lower bound for M which is smallest when ∆f is small so for all ∆f







M must be larger than the golden ratio. We have not found any papers in the literature
studying a mutation which affects the mutation rate by less than this factor. Our own
method of measuring the mutation rate in chapter 2 often cannot determine the mutation
rate to this level of accuracy, and this is not an unusually inaccurate method. There is no
indication from experiment or natural populations that the author is aware of that M would
often violate this equality. However, that may be because of how costly it is to measure the
mutation rate to this level of accuracy and because such small modifiers of the mutation
rate have not been considered as interesting as larger modifiers of the mutation rate.
Finally, for our quasi-equilibrium distribution approximation to hold, we require that
mutations in fitness are not effectively neutral i.e. ∆f >> 1
2K
.
Gathering our inequalities together, the full set of inequalities which if fulfilled imply
that the Mutator-antimutator sweep regime holds is
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Pb (1− Pµ) (M − 1)







4.3.4 The transition probabilities between quasi-equilibrium
states
We have found the quasi-equilibrium distribution of N(f, µ) given the maximum fitness
fmax and the minimum mutation rate µmin in the population. Now that we have also found
inequalities that if fulfilled imply we can separate the timescale on which mutations with a
positive s occur from their fixation time, we proceed to derive the transition rates for
(fmax, µmin)→ (fmax + ∆f, µmin), (4.48)





The first rate is the rate that increases in the maximum fitness occur, the second the rate
that simultaneous increases in the maximum fitness and maximum mutation rate occur, and
the third the rate that decreases in the mutation rate occur. Much like classic approximations
separating the rate occurrence of mutations from their fixation, we can calculate the rate of
these transition as the probability a mutation of the given type occurs times the probability
that the mutation goes to fixation in the population. This works because we assume the
timescale of the second process is much faster than the first. Our inequalities in the last
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section establish when this is true. These mutations can only fix if they occur in the highest
fitness class. The rate of occurrence of these different types of mutations are respectively
Pb(1− Pµ)µminN00, (4.51)
Pb(1− Pµ)M lµminN0l, (4.52)
PaPµµminN00. (4.53)
The probability of fixation of each of these is given by equations 4.17 and 4.18. s is
typically small since ∆f and µmin are usually both well below 1 so we use the approximate







− 1, l ≥ 1.









The rates of the different transitions of (fmax, µmin) of the population distribution are
approximately
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Notice that higher mutation rates can’t fix by selection if µmin is too large. The rate
of fixation of mutation rate lowering mutants drops off quickly relative to the fixation of
mutation rate increasing mutants as µmin gets small, so we can find an approximation to the
stationary distribution of µmin for this Markov chain even if we have to use equation 4.15 to
numerically solve for all the N0l’s as a function of µmin.
In figure 4.8, we show the trajectories of the mode fitness and mode mutation rate of three
different populations for three different parameter sets for small portions of a 100 million
generation simulation of each. The mode of the full distribution N(f, µ) generally coincides
with what we call (fmax, µmin in our Markov chain and we use it to smooth out noise due
to many failed invasions by mutants. From these trajectories, even though the probability
and size of beneficial mutations is fixed, mutation rates may bounce up and down over time.
The mutation rate does not stay fixed at an equilibrium but instead bounces around due
to positive selection. Fixation of mutators or antimutators in the literature has typically
been interpreted as a sign of a change in the landscape of beneficial mutations, but in our
model this doesn’t have to be true. The random walk of the mutation rate over time is
like the dynamics of the drift-barrier regime in that the evolved mutation rate fluctuates up
and down over time without any change in biological parameters like the size or probability
of mutations being beneficial to fitness [46] but occurs for a quantitatively different reason.
There is no drift in this limit.
From the full 100 million generation simulation of the distribution, we extracted simulated
transition rates which can be compared with our approximation. We ran 5 replicates for
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100 million generations for each parameter regime. Fixation by mutators which are more
than one multiple of M higher than µmin are extremely rare for most parameter values, so
we don’t have estimates of these rates even after 100 million generations. However, in figure
4.9, mutant fixations that do occur during our simulation- the rate of fixation of mutants
one step ∆f higher in fitness, one step ∆f higher in fitness and one factor of M higher in
mutation rate, or one factor of M lower in mutation rate- have estimated rates usually within
one standard deviation (across replicates) of our Markov chain approximation. Notice that























































Figure 4.8: Example trajectories of the mode of fitness and mutation rate in the Mutator-
antimutator sweep regime for 3 different sets of parameter values. The numbers next to
points give the total number of generations at the time another invader swept the population.
The parameter values for these three runs from left to right were the following: (∆f : 0.04,
M : 2, Pb: 1× 10−6, Pa: 2× 10−6, Pµ: 0.3, K: 21000), (∆f : 0.03, M : 4, Pb: 10−6, Pa: 10−6,
Pµ: 0.1, K: 58000), and (∆f : 0.05, M : 8, Pb: 10






















































































































































































































































































































































































































































4.3.5 The stationary distribution of the mutation rate Markov
chain
Fitness can always increase and doesn’t decrease in this approximation meaning the full
Markov chain has no stationary distribution over (fmax, µmin). However, if you look at
equations 4.57-4.59, the transition rates have no explicit dependence upon the distribution
of population fitness. There is no hidden dependence in the equations for the Nkl’s either
as can be seen from equation 4.15. This arises from the fact that our equations for the
full model are invariant under translations of fitness f . This means we can consider the
distribution of µmin on its own by marginalizing over fmax even though this distribution is
not defined in the limit as t → ∞. The distribution of fmax does not matter because none
of our rate equations depend on it in any way.
























is less than zero, which puts an upper
bound on µmin. On its own, that would not guarantee the existence of a stationary distri-
bution of µmin over long times. However, as µmin → 0, the rµ↑(µmin)rµ↓(µmin) goes to infinity because
there is only one power of µmin on top but two on the bottom and the rest of the factors on
top and bottom are finite. This is highly suggestive that our Markov Chain for the states
of µmin has a stationary distribution despite its countably infinite states. We leave proving
that the upper bound combined with the ever increasing ratio of transitions up compared
to down guarantees that our stationary distribution over µmin is well defined in the limit to
others.
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From simulations, mutation rates move in a narrow window. Numerically solving for a
large enough set of N0l’s and the eigenvectors of a truncated matrix of the full set of transition
rates gives us an approximation to the steady state of the full infinite state Markov chain. A
comparison of the empirical distribution of µmin over the 100 million generation simulations
to the result of solving for the eigenvectors of the truncated matrix is in Figure 4.10. Five
replicates were used for each set of parameter values. The fraction of time spent at the
occupied mutation rates in simulation and in the approximation to the full theory match up
to within ten percent or less for each mutation rate.
If we neglect mutations that increase the mutation rate by more than one factor of M ,
we can also solve for some quantities related to the stationary distribution directly rather





Now combining this with our transition rates for Mµmin → µmin and µmin →Mµmin and
imposing detailed balance (which will hold true in this approximation because we are only
allowing for transitions by one multiple up in M so this is the only thing that can balance
the one steps down in M we can have) we have
r(Mµmin → µmin) = 2M (M − 1)PaPµµ2minN00. (4.63)
r(µmin →Mµmin)(µmin) =
2 (∆f − (M − 1)µmin)Pb (1− Pµ)MµminPµ
M − 1
N00. (4.64)
and the detailed balance equation
P (µmin)r(µmin →Mµmin) = P (Mµmin)r(Mµmin → µmin). (4.65)
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Combining these equations we get
P (µmin) =
Pa(M − 1)2µmin
(1− Pµ)Pb(∆f − (M − 1)µmin)
P (Mµmin) (4.66)
The µmin’s are discretely spaced and the prefactor is a decreasing function of µmin so the
mode of this chain will occur for the smallest µmin which makes the prefactor greater than
1. This occurs for the smallest µmin fulfilling this condition
µmin ≥
(1− Pµ)Pb∆f
Pa(M − 1)2 + (1− Pµ)Pb(M − 1)
(4.67)
This tells us roughly what mutation rate to expect a population’s mutation rate to fluc-
tuate around. We have been ignoring the effects of genetic drift on mutation rate evolution
in this regime, assuming that the evolved mutation rate will comfortably exceed the drift
barrier. But we can actually compare the mutation rates of equation 4.9 to this equation
to see when the mutator-antimutator sweep regime will occur and not the drift-barrier case.
If the mode of µmin from the above equation exceeds that of equation 4.9 by a couple fac-
tors of M , then mutation rate evolution will be well outside of the drift barrier regime
because higher mutations rates will fix not by drift, but primarily by hitchhiking along with






















































































































































































































































































































































































































































4.4 The Traveling Wave Regime
If beneficial mutations are common enough (our parameter Pb is large enough) that we can’t
separate the rate of their occurrence from the rate of their fixation we reach the traveling
wave regime of fitness evolution [80, 71, 72, 81]. In this regime, the population distribution
N(f, µ, t) may have a few different classes of fitness occupied above the mode in fitness. The
mean fitness will also evolve not in steps with waiting times roughly exponentially distributed
but at a more constant rate. We have run our model for parameter values in this regime and
computationally inspected the effects of our parameters modeling the transitions between
mutation rate Pµ, Pa, and M on the evolved mutation rate of the population.
The distribution N(f, µ) is qualitatively different in the traveling wave regime (Figure
4.11). In the drift barrier regime, there are no individuals with a fitness exceeding the mode
of the fitness. In the mutator-antimutator sweep regime, a rare invading mutant may have
a fitness higher than the fitness of the mode of N(f, µ), but that is not the normal state
of affairs, and mutants two steps above the mode in fitness are ignorable. However, in the
traveling wave regime, there are often mutants two steps above the mode in fitness, and they
are important to the dynamics [80].
[81] studied the evolution of the mutation rate in this regime, but only in the case that
Pµ ≈ 0. In this case, they found that the population evolved to an evolutionary stable
mutation rate although the approach to it could look like a damped oscillation. However,
we find that when Pµ is large (in these simulations Pµ = .1) and M not too large (< 10 or
so), the mode of the mutation rate may bounce back and forth between two rates over time
(Figure 4.12b). However, this doesn’t have much effect on the trajectory of the fitness of
the population 4.12a.
We were unable to find good analytic approximations for the evolution of the mutation
rate in this regime, so we give some idea of the behavior of the model in this regime by
adjusting single parameters at a time from the parameter set that gave the trajectories and
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population distribution we showed so far: ∆f : 0.03, M : 2, Pb: 10
−4, Pa: 10
−4, Pµ: 0.1, and
K: 106. We ran 10 replicate simulations for 5 million generations each to generate each data
point. Error bars are 2 times the standard deviation of the parameters extracted from each
replicate.
4.4.1 The effects of the fitness landscape on evolved mutation
rates in the traveling wave regime
We can vary the fitness landscape by changing ∆f or Pb. Both the mutation rate and the
rate of increase of mean fitness over time increase faster as a function of ∆f (Figure 4.14)
than as a function of Pb (Figure 4.13). The evolved mutation rate increases roughly linearly
with ∆f for small ∆f and the rate of increase of mean fitness increases parabolically with
∆f . Where Pb causes an initial jump in both the evolved mutation rate and the rate of
fitness increase when Pb goes from almost low enough for evolution to be in the mutator-
antimutator sweep regime to well within the traveling wave regime, but then the increase in
both is sublinear in Pb. This weak dependence of the rate of fitness increase on Pb matches
the literature on clonal interference in the traveling wave regime [70].
4.4.2 The effects of the mutation rate landscape on evolved
mutation rates in the traveling wave regime
Much less studied in the literature is the effect of the mutation rate landscape i.e. Pa, and
M on the evolution of the mutation rate in the traveling wave regime. Because we only
allow for mutation rates as integer multiples of M times some rate, it is hard to interpret
the the results of our model for this parameter since having large regions of mutation rate
space be inaccessible may frustrate the evolution of the mutation rate. We keep M = 2, and
simulate the effects of varying Pa. The evolved mutation rate does decrease with increasing























































































































































































































































































































































































































































































































































































































































































mean mutation rate, ,





































































































































































































































































































































































































mean mutation rate, ,





























































































































































we vary Pa over 3 orders of magnitude (Figure 4.15).
The very weak dependence of the evolved mutation rate on Pa in this model somewhat
justifies the approach of [81] which is effectively like our model but with Pµ ≈ 0 and Pa thus
could be any value between 0 and 1.
4.4.3 The effects of population size on evolved mutation rates in
the traveling wave regime
Even though the population in our model is distributed over multiple mutation rates, the
scaling of the rate of fitness increase in our model with population size K matches that of
a model of a traveling wave in fitness at a single mutation rate [70]. The rate of fitness
increase scales approximately logarithmically with population size (Figure 4.16a). We find












































































































































mean mutation rate, ,












































































































































































































































































mean mutation rate, ,









































































































































































In this work, our goal was to first review past work and then explain how our new work helps
us better understand how evolution influences the mutation rate and how the mutation rate
influences evolution, especially of fitness. At a coarse-grained but not too coarse-grained
level of detail, we expect the coevolution of fitness and mutation rate to depend on one
quantity that has been the subject of much study, the distribution of fitness effects due to
mutations, and another quantity less studied, the distribution of changes in the mutation
rate due to mutations. Understanding how these distribution interact is likely part of the
key to understanding the evolution of mutation rates.
The distribution of changes in the mutation rate due to mutations depends on the molec-
ular systems controlling mutations rates. One of these is mismatch repair. To study the
efficiency of mismatch repair proteins which lower the mutation rate and make it possible
to run evolution experiments at a range of mutation rates in a single strain of bacteria, we
genetically engineered the E. coli strain NS001. NS001 had the mismatch repair protein
MutH translationally fused to mCherry allowing us to measure its intracellular concentra-
tion. Expression of mCherry-mutH was controlled by the chemical anhydrotetracycline.
We confirmed that mCherry-MutH still functions in mismatch repair and quantified the
dependence of the mutation rate on the concentration of mCherry-MutH in the cell using
a combination of fluorescence microscopy and fluctuation plating tests. We found that we
could vary the mutation rate over two orders of magnitude. Further work that combined
data like ours on the quantitative dependence of the mutation rate on gene expression with
predictions of how expression quantitatively depends upon promoter sequences could help
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map out part of the distribution of changes in the mutation rate due to mutations.
Furthermore, this strain or the construct we made for it makes it possible to better study
the effects of the mutation rate on evolution by making the mutation rate an experimentally
tunable parameter in evolution experiments. Rather than constructing hypermutator strains
that may vary in from each other in different ways [30, 77], the concentration of aTc in the
culture medium can be adjusted.
We used NS001 in a 350 generation evolution experiment, where cells were maintained
at 5 different mutation rates with 9 replicates each and grown in fresh medium in a 48-
well plate each day. We measured the exponential growth, rate, time to leave exponential,
and saturating optical density each day. We found that as a fraction of their baseline
values, the largest changes occurred in the time to leave exponential and saturating optical
density. These quantities changed the fastest as the highest mutation rate. As expected, we
also observed that the growth parameters of replicates diverged from each other over time,
although we did not find a pattern in the rate of this divergence with the mutation rate. The
mutation rate was stable over the course of this experiment showing that this construct is
promising for future experiments where the relationship between the evolution of genotype
or phenotype and the mutation rate is studied in a controlled manner.
Finally, we wrote down a simplified model of coupled fitness and mutation rate evolution.
We elucidated its relationship to two previous models of mutation rate evolution in the
literature, the drift-barrier [86] and the traveling wave model [81]. In between, we found a
new dynamical regime of fitness and mutation rate evolution we call the mutator-antimutator
sweep regime. In all these regimes, the mutation rate does not evolve to a constant value
but tends to jump around over time. But the quantitative dynamics of this differ between
regimes. In the drift barrier regime, this occurs partly due to genetic drift and mutational
pressure to higher mutation rates and partly due to natural selection towards lower mutation
rates. The mutation rate in this case scales inversely with population size. In the mutator-
antimuator sweep regime and the traveling wave regime, higher mutations rates evolve by
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their linkage with beneficial mutations and lower mutation rates evolve by their reduced
linkage with deleterious mutations. Perhaps surprisingly however, this does not lead to the
dynamics settling on an equilibrium mutation rate. Instead mutation rates bounce around
in a small range around that. In the mutator-antimutator regime, these dynamics can be
summarized by a Markov chain, and we derived the values of the transition rates of this
chain and confirmed our the Markov chain approximation matched the full simulation.
This model shows how the interplay between the distribution of fitness effects of muta-
tions and the distribution of changes in mutation rate due to mutations can lead to different
dynamical regimes of fitness and mutation rate coevolution. A combination of further ex-
perimental work like chapters 2 and 3 and study of natural populations may enable the
construction of further models or comparison of models of this fitness and mutation rate
coevolution to experimental data.
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