Metabolism impacts all cellular functions and plays a fundamental role in biology. In the last century, our knowledge of metabolic pathway architecture and the genomic landscape of disease has increased exponentially. Combined with these insights, advances in analytical methods for quantifying metabolites and systems approaches to analyze these data now provide powerful tools to study metabolic regulation. Here we review the diverse mechanisms cells use to adapt metabolism to specific physiological states and discuss how metabolic flux analyses can be applied to identify important regulatory nodes to understand normal and pathological cell physiology.
Starting in the mid-19 th century, biochemists began describing the network of reactions that comprise cell metabolism. With advances in molecular biology and genomics, the genes encoding metabolic enzymes have largely been defined. New links between cell signaling, metabolism and the pathogenesis of disease have been discovered (Cairns et al., 2011; DeBerardinis and Thompson, 2012; Saltiel and Kahn, 2001) , rekindling an interest in understanding the metabolic network.
While the basic architecture of central carbon metabolism is known, the complexity of the network complicates identification of those nodes most amenable to therapeutic intervention. Detailed metabolic maps annotate the enzymes, substrates, products, and cofactors involved in cell biochemistry; however, metabolism is often considered at the level of individual reactions or pathways, and most studies interrogate metabolism by examining changes in enzyme expression or measuring relative changes in metabolite levels. While this offers insights, it is the flow of metabolites through metabolic networks that best characterizes the relationships between cell biology and biochemistry. Metabolite flux, or the rate of substrate conversion per cell, provides the energy for life. How cells control metabolism in some contexts is well described, but new mechanisms of regulation continue to be discovered. Indeed, components of central metabolism, such as the carrier responsible for transporting pyruvate into the mitochondria, have only recently been identified (Bricker et al., 2012; Herzig et al., 2012) . A growing appreciation for the role of metabolism in disease has accelerated research to understand metabolic control. Here we explore how cells regulate metabolism and discuss methods for quantifying metabolic processes.
The Role of Metabolism in Cell Physiology Is Context Dependent While the basic metabolic currencies remain the same across cells (e.g., ATP, acetyl coenzyme A [AcCoA], NADH, NADPH), the metabolic requirements of each cell type are determined by their tissue function and environment. For example, immune cells remain quiescent for extended periods but then rapidly proliferate upon stimulation. To accomplish this, cells shift from a state of low nutrient uptake that maintains basal functions to a state of increased nutrient uptake with activation of anabolic pathways that facilitates rapid growth and division . On the other hand, differentiated cardiac myocytes do not proliferate but have a high demand for ATP. As a result, these cells rely heavily on oxidative phosphorylation to efficiently generate ATP (Khairallah et al., 2004) . Hepatocytes are tasked with controlling blood chemistry and thus need flexibility to perform energy-intensive processes such as the synthesis of glucose, amino acids, and macromolecules while also recycling byproducts of metabolism from other tissues into useful metabolites and excreting unneeded or toxic material as waste (Merritt et al., 2011) . Each of these tissue physiologies requires different ratios of the metabolic currencies and employs unique regulatory circuits.
Nutrient availability can also vary for different cells. For instance, hepatocytes exist within a gradient of oxygen and nutrients imparted by the portal architecture of the liver (Puchowicz et al., 1999) . For cells to contend with glucose limitation, one known adaptation is to decrease glucose oxidation and utilize amino acids, fatty acids, or their breakdown products to fuel mitochondrial respiration (Cahill et al., 1972; Krebs, 1966; Ruderman, 1975) . Consumption of available macromolecules can also serve as a source of fuel, and catabolic pathways are activated during the process of macroautophagy to maintain energy homeostasis when other nutrients are limited (Lum et al., 2005) . Therefore, both the tissue and microenvironment will determine the metabolic phenotype of cells and impact how regulatory events affect normal and disease states ( Figure 1 ). While the core metabolic pathways used to adapt to these conditions (e.g., glycolysis, the pentose phosphate pathway [PPP] , and the tricarboxylic acid [TCA] cycle) are fairly constant, the means through which cells detect and respond to endogenous and exogenous signals are diverse. As such, alterations in cell metabolism have to be considered in relevant contexts.
Cells Employ Diverse Mechanisms to Regulate Metabolism
Organisms and cells have evolved systems to modulate metabolic flux over short and long time scales. Though not discussed in detail here, hormones and other extracellular factors communicate signals between tissues to regulate metabolic function (Randle, 1963; Saltiel and Kahn, 2001) . At the cellular level, genes encoding enzyme isoforms and regulatory factors allow tissue-and context-specific responses, and the abundance of these proteins is controlled by messenger RNA (mRNA) transcription, splicing, stability, and translation (Cairns et al., 2011) . Another means of regulating enzyme function is posttranslational modifications (PTMs), which provide a feedback mechanism for metabolites that act as substrates for PTM reactions (Zhao et al., 2010) . Finally, small molecules can affect metabolic flux by allosteric effects on enzymes (Carminatti et al., 1971) . The goal of these processes is to parse metabolites through pathways in the proportions needed to match the requirements of individual cells.
Because metabolic needs can fluctuate on the order of seconds or persist for prolonged periods, no single molecule or system can effectively control fluxes in a way that is adaptive for every situation. For example, ATP is rapidly metabolized and the ATP pool can turnover more than six times per minute (Jacobus, 1985) ; at such rates, if consumption remains constant, a 10% decrease in ATP production would halve ATP levels in less than 1 min. Cells must therefore rapidly sense and respond to perturbations in energy state. However, a per-cell quantity of a single metabolite is not always informative of physiological state. Individual reaction rates are influenced by the abundance of both the substrate and product, and cell control systems often detect metabolite ratios. For example, the concentration of ATP in cells is far above the K m for most enzymes that use ATP as a substrate (Albe et al., 1990) . When coupled to other reactions, Cells express lineage-specific networks of metabolic enzymes and regulatory factors that support appropriate tissue functions. Microenvironments, hormonal cues, and/or pharmacological perturbations will elicit adaptive metabolic responses that are unique to the metabolic networks of individual cells. Thus, a diverse set of metabolic phenotypes is observed in normal and disease states.
ATP hydrolysis to ADP supplies energy to make those reactions favorable, but also makes the ratio of ATP to ADP the relevant parameter in determining whether cells have sufficient energy. The ATP/ ADP ratio is itself buffered by both creatine kinase and adenylate kinases. When demand for ATP is low, the high ATP/ ADP ratio is used to produce creatine-phosphate, which can then regenerate ATP from ADP when the ATP/ADP ratio falls (Bessman and Geiger, 1981 ). This latter system is important in muscle to support contractile function during periods of prolonged ATP demand. Adenylate kinases can convert two ADP to produce an ATP and AMP to maintain energy charge in periods of nutrient stress (Dzeja et al., 1998) . This promotes a high ATP/AMP ratio and represents the energy charge of a cell. Indeed, AMP allosterically regulates key metabolic enzymes that control flux into glycolysis and oxidative phosphorylation to increase ATP production.
At the signal transduction level, AMP-activated protein kinase (AMPK) is a sensor that responds to changes in the ratio of ATP to AMP (and ADP) and coordinates diverse metabolic responses (Hardie, 2011; Oakhill et al., 2011) . AMPK is a heterotrimeric complex with each subunit encoded by more than one gene, and tissue-specific expression of different isoforms provides a genetically encoded means of mediating heterogeneous regulatory responses (Viollet et al., 2009) . AMPK affords both shortand long-term feedback control for cells by controlling the activity of numerous proteins through phosphorylation, including glucose transporters, 3-hydroxy-3-methyl-glutaryl-CoA reductase, and AcCoA carboxylase (Hardie, 2011) . By increasing glucose uptake and decreasing cholesterol and lipid synthesis, this regulation provides a means of rapidly modulating ATP production and consumption, respectively. AMPK also regulates the mammalian target of rapamycin complex-1 (mTORC1) (Inoki et al., 2003) . Inhibition of mTORC1 is crucial for cell survival under conditions of stress, as rapamycin-mediated inhibition can decrease biosynthetic processes that consume ATP and prevent bioenergetic catastrophe (Choo et al., 2010) . Additionally, activation of autophagy through phosphorylation of ULK1 can provide additional fuel to support ATP production in mitochondria (Egan et al., 2011) . Metabolic control over longer time scales is accomplished by AMPK through control of gene expression. SREBP1 is involved in lipid and carbohydrate metabolism, and AMPK is thought to inactivate this transcription factor through phosphorylation . Another important target of AMPK is PGC1a, which acts as a transcriptional coactivator of PPARg to drive mitochondrial biogenesis (Jä ger et al., 2007) . In this manner, AMPK induces changes in the cell that facilitate ATP generation. Together, these shortand long-term controllers mediate a coordinated response to stabilize the energy state of cells.
Cells also have both fast-acting and long-term control solutions for adapting to fluctuations in cellular redox state. The oxidative PPP helps supply cells with NADPH to maintain reduced glutathione and mitigate damage caused by reactive oxygen species (ROS). Glucose-6-phosphate dehydrogenase (G6PD) catalyzes the first committed step in the oxidative PPP and directly converts NADP + to NADPH. Because these cofactors are a product and substrate of the enzyme, a falling NADPH/NADP + ratio stimulates flux through G6PD (Holten et al., 1976) . However, additional regulatory events can also influence flux through this pathway that branches from glycolysis just above the reaction catalyzed by phosphofructokinase (PFK1) ( Figure 2 ). PFK1 activity is responsive to levels of the metabolite fructose-2,6-bisphosphate (F2,6BP), and F2,6BP abundance is controlled by 6-phosphofructo-2-kinase/fructose-2,6-bisphosphate-2-phosphatase (PFK2), a bifunctional enzyme system designed to regulate F2,6BP levels and PFK1 in response to signaling inputs (Pilkis et al., 1995) . While this system forms a key circuit in the liver to control glycolysis and gluconeogenesis, selective expression of PFK2 isoforms with differential kinase and phosphatase activity can also impact PFK1 activity in other cells. In fact, expression of the PFKFB4 isoform of PFK2 is critical for redox homeostasis and cell survival in some prostate cancers (Ros et al., 2012) . Another enzyme that influences F2,6BP abundance is the fructose-2,6-bisphosphate-
Figure 2. Multiple Regulatory Events Converge on the Oxidative Pentose Phosphate Pathway
The oxidative pentose phosphate pathway (PPP; red arrows) generates NADPH to maintain reduced glutathione, combat reactive oxygen species (ROS), and maintain redox homeostasis. Transcriptional events and direct enzyme regulation via metabolic intermediates and PTMs mediate both long-lasting and rapid responses to oxidative stress by modulating oxidative PPP flux. Factors that increase oxidative PPP flux are shown in red, while those that reduce flux are shown in blue.
2-phosphatase TIGAR, which is a target of p53 in response to stress. Expression of TIGAR leads to decreased F2,6BP levels and PFK1 activity, which shunts more glucose carbon into the oxidative PPP (Bensaad et al., 2006) . Additionally, p53 can interact with G6PD and modulate oxidative PPP activity . Glycosylation of PFK1 itself also affects enzyme activity and regulates glucose flux to the oxidative PPP, potentially allowing a more rapid stress response than new enzyme synthesis (Yi et al., 2012) . More distal regulatory events in glycolysis can also influence PPP flux, as ROS-mediated oxidation of cysteine residues in the pyruvate kinase M2 isoform (PKM2) can acutely divert glycolytic flux toward the PPP (Anastasiou et al., 2011) . Finally, antioxidant response pathways such as NRF2 are triggered to activate transcriptional programs that increase expression of PPP and other enzymes that scavenge ROS (Mitsuishi et al., 2012) . It is likely that different combinations of the above strategies facilitate oxidative stress responses for cells in different situations.
Cells must sense and respond to environmental changes. A signaling response to low oxygen is mediated by the EGLNfamily of alpha-ketoglutarate (aKG)-dependent dioxygenases. The half-life of the hypoxia-inducible factor (HIF) transcription factor complex a subunit is short when oxygen levels are high because the protein is hydroxylated by the EGLN proteins, recognized by the von Hippel Lindau E3 ubiquitin ligase, and targeted for degradation (Ivan et al., 2001; Jaakkola et al., 2001) . In hypoxia, oxygen becomes limiting for protein hydroxylation, and active HIF transcription factor accumulates to induce an adaptive gene expression program (Kaelin and Ratcliffe, 2008) . In addition, because the enzymatic mechanism of HIFa modification by EGLN proteins requires O 2 , aKG, and Fe 2+ while producing both succinate and the hydroxylated species (Figure 3) , O 2 is not the only factor that influences enzyme activity and HIFa stabilization (Bruick and McKnight, 2001; Epstein et al., 2001) . Changes in cellular redox state can increase HIFa levels because increased ROS oxidizes Fe 2+ and limits EGLN activity, and elevated ROS levels during hypoxia can activate HIF-dependent transcription (Chandel et al., 1998) . Emerging evidence suggests that other aKG-dependent dioxygenases in the TET and JmjC protein families can hydroxylate DNA and histones to influence the epigenetic state of cells (Tahiliani et al., 2009; Tsukada et al., 2006) (Figure 3 ). In turn, aKG-dependent dioxygenase activity can be directly modulated by metabolite levels. Succinate and fumarate abundances increase with oncogenic loss-of-function mutations in the TCA cycle enzymes SDH and FH, and both metabolites can affect dioxygenase activity (Xiao et al., 2012) . For the same reason, changes in nutrient levels or regulatory events that lead to alterations in aKG/succinate ratios might also influence HIF-dependent transcription (Tennant et al., 2009 ). (D)-2-hydroxyglutarate (2HG), an oncometabolite that accumulates to high levels in cells as a direct product of cancer-associated mutant IDH enzymes, can inhibit aKGdependent dioxygenase activity (Chowdhury et al., 2011; Figueroa et al., 2010; Xu et al., 2011) . This effect of 2HG can block differentiation of cells by inhibition of TET2 and other aKGdependent dioxygenases that regulate chromatin structure and collagen maturation and has been implicated in the pathogen-esis of IDH mutant tumors (Figueroa et al., 2010; Lu et al., 2012; Sasaki et al., 2012a; Sasaki et al., 2012b) . Increasing the complexity of this metabolic regulation, 2HG can also replace aKG as cosubstrate for a subset of these dioxygenases (Koivunen et al., 2012) . These findings illustrate how multiple aspects of metabolism can influence aKG-dependent dioxygenase enzyme activity and have effects on cell physiology, including promotion of cancer.
Complex Regulation Underlies the Warburg Effect
The increased uptake of glucose and conversion to lactate in the presence of oxygen, also known as the ''Warburg effect,'' or aerobic glycolysis, is a characteristic feature of many cancers (Cairns et al., 2011; Vander Heiden et al., 2009) . Multiple regulatory events, including HIF-dependent transcription, have been implicated in driving glucose to lactate conversion. However, instead of one event causing the Warburg effect, numerous factors play a role in determining the fate of glucose in cancer The prolyl hydroxylases, TET proteins, and JmjC domain-containing proteins all carry out similar enzymatic reactions. These dioxygenases split molecular oxygen in an Fe 2+ -dependent reaction in which one oxygen is transferred as a hydroxyl group and the other oxygen is used in a decarboxylation reaction the converts aKG to succinate. Each family of proteins has different hydroxylation substrates. All of these enzymes are influenced by events affecting the redox state of Fe or any of the substrates and products, as well as by levels of (D)-2-hydroxyglutarate, succinate, or fumarate that accumulate as a result of cancer-associated mutations in TCA cycle enzymes. cells (Figure 4 ). HIF and other signaling pathways control flux through glycolysis, which ends with the production of pyruvate. At the center of pyruvate metabolism lies the pyruvate dehydrogenase (PDH) complex, a multisubunit complex that catalyzes the oxidative decarboxylation of pyruvate to AcCoA and conversion of NAD + to NADH in the mitochondria. This complex is subject to regulation by PDH kinases (PDKs) and phosphatases that control phosphorylation of the E1a subunit of the PDH complex to control its activity. Different PDK isoforms respond to various signaling and metabolic inputs to control carbon entry into the TCA cycle, including hypoxia and nutrient levels (Kim et al., 2006; Papandreou et al., 2006) . Apart from phosphorylation, PDH complex activity is influenced by the mitochondrial NAD + /NADH ratio and AcCoA levels (Roche and Hiromasa, 2007) . The complex regulation of PDH activity illustrates how diverse metabolic inputs can affect pyruvate fate.
Although subject to less complex regulation than PDH, flux through the enzyme lactate dehydrogenase (LDH) to convert pyruvate to lactate is also not dependent on only the amount of enzyme. Different LDH isoforms can bias the directionality of the reaction to either promote lactate excretion as a waste product or consumption of lactate as a fuel, but in all cases the interconversion of lactate and pyruvate involves NAD + and NADH as cosubstrates (Bittar et al., 1996; Cahn et al., 1962) . Thus, flux through LDH is affected by the redox state of these cofactors. In fact, in some contexts the pyruvate/lactate ratio has been used as a surrogate for the NAD + /NADH ratio (Brindle et al., 2011; Newsholme and Crabtree, 1979) . Importantly, this relationship between pyruvate/lactate and NAD + /NADH will only hold true if the reaction is at equilibrium; however, metabolic reactions in living cells are not necessarily close to equilibrium so caution must be used in broadly applying metabolite ratios to extrapolate information about a specific node in metabolism. The specific isoform of pyruvate kinase can also influence pyruvate to lactate conversion in cells. The PKM2 isoform promotes anabolic metabolism with glucose to lactate conversion, while high pyruvate kinase activity from the PKM1 isoform promotes efficient pyruvate oxidation in the TCA cycle (Anastasiou et al., 2012) . While this phenomenon is not completely understood, it may reflect the influence of pyruvate kinase activity on feedback controls within the metabolic network such as the NAD + / NADH ratio rather than channeling of pyruvate to a specific compartment.
Lower pyruvate kinase activity associated with PKM2 can decouple glycolytic flux from ATP synthesis and may account for the low NAD + /NADH ratio observed in cancer cells (Hung et al., 2011) . Even though the cytosolic and mitochondrial pools of NAD(H) are separate, metabolic shuttle systems allow for the transfer of reducing equivalents between compartments, and these are subject to regulation at the level of mitochondrial membrane transport, activity of dehydrogenase enzymes in each compartment, and flux through other enzymes that shuttle electrons between dehydrogenase reactions (Figure 4 ). LDH may therefore offer a more efficient means of regenerating cytosolic NAD + to support the high glycolytic rates of cancer cells. Proliferating cells may favor the production of lactate based on kinetic considerations, which might explain the propensity of PKM2-expressing cells to make lactate. In addition, metabolites that participate in the glycerolphosphate and malate-aspartate shuttle systems responsible for moving reducing equivalents across the mitochondrial membranes are also required for biosynthesis. Glycerol-3-phosphate is a side product of glycolysis and is involved in lipid synthesis, while aspartate is used to synthesize proteins and nucleotides. This illustrates that no single event can explain a metabolic phenotype such as the Warburg effect. Instead, complex regulation allows metabolism to be tuned by a variety of inputs to match cellular needs. In the context of understanding disease mechanisms, changes in any single component of the system may or may not be important, and the rate-limiting or rate-controlling steps may also vary, making it challenging to identify the mechanism of metabolic dysfunction in disease models based on gene expression changes alone. Therefore, efforts to quantify metabolic flux in complex systems are important to understand the contribution of altered cell metabolism to disease.
Integrative Approaches to Quantify Metabolic Flux
Aided by technological developments in chromatography, mass spectrometry (MS), and nuclear magnetic resonance (NMR), the metabolome (i.e., static abundance of metabolites) can be observed in increasing detail. The use of isotope-labeled tracers can add contrast to such data sets and allow visualization of how a specific nutrient contributes to metabolic processes (Hellerstein, 2004) . As tracers are metabolized within cells, labeled atoms become enriched in various compounds, and this incorporation is a function of label flux into and out of the metabolite pools. Steady-state isotopic labeling alone can provide information on relative fluxes within cells, in particular Increased LDH activity and/or decreased PDH activity can shunt glucosederived pyruvate to lactate. However, metabolism of glucose to pyruvate requires conversion of NAD + to NADH, and NAD + must be regenerated from NADH for glycolysis to continue. Pyruvate to lactate conversion efficiently recycles NADH back to NAD + , while oxidation of NADH to NAD + involving the mitochondria requires four separate enzymatic reactions (numbered 1-4), metabolite transport across the mitochondrial membranes (A) and coupling to the electron transport chain (B) (or other routes of mitochondrial NADH oxidation). within pathways that consume multiple substrates. A priori design is important, as the specific tracer used influences what information can be ascertained from a given experiment (Metallo et al., 2009) . For example, citrate labeling from uniformly 13 Clabeled glutamine ([U-13 C 5 ]glutamine; labeled on all five carbons) is often used to estimate oxidative and reductive TCA metabolism in cultured cells ( Figure 5A ). When labeled glutamine is converted to five-carbon-labeled aKG, metabolism in one pass of the oxidative TCA cycle leads to four-carbon-labeled citrate because one of the labeled carbons is lost as 13 CO 2 . In contrast, if the labeled aKG is reductively metabolized by IDH, then all five labels are retained in citrate. However, this labeling pattern can also be generated through reversible exchange reactions or via oxidative TCA cycling through malic enzyme and pyruvate carboxylase (Le et al., 2012) , and additional measurements are needed to obtain a definitive readout of reductive flux. Singly labeled [1-13 C]glutamine and [5-13 C]glutamine tracers can provide a measure of net reductive flux when quantified on downstream metabolites such as aspartate, fumarate, or lipids because these carbons have different fates when metabolized by reductive or oxidative TCA pathways (Holleran et al., 1995; Metallo et al., 2012) .
Isotope tracers are also commonly used to make flux estimates at the branch-point between glycolysis and the oxidative PPP. Measuring 14 CO 2 loss from the first carbon of glucose can directly measure oxidative PPP flux provided that appropriate controls are included to account for oxidation of this carbon to 14 CO 2 at later steps in glucose metabolism (Anastasiou et al., 2011; Beatty et al., 1966; Ying et al., 2012) . When using [1,2-13 C 2 ]glucose (labeled on only the first and second carbons) the carbon from the first position is lost as 13 CO 2 along the oxidative pathway, and the labeled carbon from the second position is retained on metabolites that re-enter glycolysis. Both labeled carbons remain on glycolytic intermediates when this tracer is not metabolized by the oxidative PPP ( Figure 5B) . Therefore, the quantity of singly versus doubly 13 C-labeled metabolites provides a relative measure of oxidative PPP metabolism . This approach has been used to show that ribose for nucleotide synthesis is derived via the nonoxidative rather than the oxidative PPP in many cancer cells Ying et al., 2012) . These analyses are dependent upon specific assumptions regarding network operation (e.g., minimal pyruvate and pentose recycling). In some cases, the absence of a unique labeling pattern distinguishing two possibilities makes direct assessment of a particular flux impossible. Compartmentalization of pathways further complicates analysis. Whether reductive carboxylation of aKG is catalyzed in the cytosol (IDH1), the mitochondria (IDH2), or both cannot be definitively answered with the aforementioned experiments (Metallo et al., 2012; Mullen et al., 2012; Scott et al., 2011; Wise et al., 2011) . More work is needed to develop better experimental and mathematical tools to tackle these questions, though approaches to model labeling data in the context of a network can provide insights.
Much like traffic patterns on a highway, change in flow caused by an accident may affect traffic speeds at various locations on a map ( Figure 6 ). In the context of metabolism, model-based approaches provide a means of analyzing these networks as a system. The hallmarks of these methods are (1) the interpretation of data within interconnected pathways and (2) the application of mass conservation principles. Such approaches first involve construction of a stoichiometric matrix, S, from metabolic pathway architecture, which defines the system to be analyzed and creates a mathematical framework that describes all possible metabolic interconversions within a proposed network (Quek et al., 2010; Zamboni, 2011) . This matrix enables one to map the linear relationship between a flux vector, n, and the rate of change of metabolite concentrations, dC=dt.
S$n = dC dt
At steady state (i.e., metabolite concentrations are constant), the right hand side of this equation is zero. This simplifies estimation of fluxes and facilitates interpretation of metabolite labeling data. When combining steady state isotope distribution data with absolute measurements of major nutrient uptake and metabolite secretion, these network models can provide estimates of absolute fluxes throughout the pathways included in 13 C 5 ]glutamine and singly labeled [1- 13 C] glutamine provide independent means of distinguishing reductive carboxylation from oxidative TCA metabolism when measuring 13 C enrichment in various intermediates. Fivecarbon-labeled citrate derived from uniformly labeled glutamine suggests reductive carboxylation, while four-carbon-labeled citrate suggests oxidative TCA metabolism (blue circles). Fivecarbon-labeled citrate can also be obtained from glutamine via pyruvate cycling (not shown), so label incorporation into citrate, oxaloacetate, and downstream metabolites from [1-13 C]glutamine provides an independent assessment of reductive TCA flux (circle with red). (B) Glucose labeled on only the first and second carbons ([1,2-13 C 2 ]glucose) is often used to determine relative flux through the oxidative and non-oxidative PPP by assessment of singly versus doubly labeled downstream intermediates. the model. By iteratively adjusting flux values to minimize the difference between simulated and measured labeling data one can estimate metabolic fluxes from this information (Sauer, 2006) . This approach, referred to as metabolic flux analysis (MFA), depends on a near complete understanding of the network structure. In the case of ''linear'' pathways (those fueled by a single nutrient such as glucose) dynamic measurements of metabolite labeling are required. In this way, nonstationary MFA or kinetic flux profiling approaches can more effectively estimate fluxes using dynamic labeling information (Maier et al., 2008; Munger et al., 2008; Murphy et al., 2013) . Importantly, metabolite pool size will influence labeling kinetics; therefore, reliable flux measurements can only be made when interpreting these data in the context of absolute metabolite concentrations. Finally, a sensitivity analysis to determine confidence intervals informs the significance of flux estimates (Antoniewicz et al., 2006) . These approaches allow an analysis of metabolism that accounts for the systems-level character of biochemical networks.
Challenges and Limitations with Existing Approaches to Determine Flux
While these approaches offer powerful tools for studying metabolism, results from such experiments must be interpreted in the context of specific limitations and assumptions. Much of our current knowledge of metabolic pathways was garnered through the use of radioactive tracers, typically through quantification of 3 H or 14 C loss (Consoli et al., 1987; Landau et al., 1995; Liang et al., 1997) . These tracers have the advantage of exquisite sensitivity, but results can be misleading if a limited subset of metabolites are measured, or if label cannot be assigned to specific metabolites. Metabolomics approaches can quantify static metabolite abundances within cells, tissues, and plasma at relatively high throughput, and this information can serve as a biomarker and/or suggest pathways that are deregulated in disease. However, it is often difficult to elucidate mechanisms from these data since metabolite levels are a function of both production and consumption. Due to reaction reversibility (i.e., metabolic exchange), cyclic pathways, and competition among enzymes/pathways, the abundances of individual compounds are not always informative of flux, or even the activity of a proximal enzyme.
Even small changes in reaction rates integrated over time can have a major impact on metabolite levels and cells. Although mutant IDH1 activity is significantly lower than that of the wildtype enzyme, the lack of appreciable enzyme capacity to eliminate 2HG causes this metabolite to accumulate to millimolar levels within tumors (Dang et al., 2009; Gross et al., 2010; Ward et al., 2010) . Available enzyme capacity for many steps in metabolism is in excess, and changing enzyme levels with RNA interference or other genetic means might have minimal effects on substrate or product levels. When activity does change, distal points of the metabolic network may be indirectly affected. Activation of pyruvate kinase causes a larger decrease in serine levels than it does an increase in pyruvate levels (Anastasiou et al., 2012) , perhaps because the pyruvate pool has multiple inputs other than pyruvate kinase while relative depletion of upstream glycolytic intermediates limits their shunting into serine biosynthesis.
In vitro studies of cells in isolation are informative with respect to cell-autonomous metabolism; however, experiments with mammalian cells in culture do not necessarily mimic physiological microenvironments. Indeed, as metabolism is evaluated under more-relevant conditions, striking changes in pathway function are observed (Metallo et al., 2012; Wise et al., 2011) . Isotope tracers are increasingly being applied to in vivo systems ranging from C. elegans to human patients (Fan et al., 2009; Marin-Valencia et al., 2012; Perez and Van Gilst, 2008; Sunny et al., 2011) . Although the experimental considerations may differ in these contexts, the fundamental aspects of metabolic The available routes and congestion on each road will affect how quickly cars can navigate between two points. High traffic volume into a point where two roads merge (such as point A on the map) will cause a slowing of traffic as depicted in yellow or red and result in fewer cars moving via that route per unit time. Road closures or traffic signals can further affect flux though the network of roads as depicted here in the style of Google Maps. Similar principles affect metabolite flow through reaction networks. Decreased flux from AcCoA into the TCA cycle at point B leads to a drop in citrate levels, allowing increased flux from aKG to citrate (green arrow). This example illustrates how a large change in enzyme level may have little effect if metabolite traffic is not constrained at that node, while small changes in enzyme activity can have dramatic effects on flux if a step is limiting. Thus, analysis of individual metabolites, enzyme levels, or maximal enzymatic capacities for single steps may or may not be informative of overall flux. flux, isotope enrichment, and steady-state assumptions remain important. While studying metabolism in animals eliminates potential artifacts related to cell culture, in vivo experiments present challenges. Both the strengths and limitations of these experiments arise from the complexity of animal physiology as well as the intrinsic heterogeneity of cells within tissues, and results therefore depend on the route of administration, tissue and method of sampling, nutritional state, and stress level of the animal (Ayala et al., 2010) . In addition, labeling of some tracers during the course of a study can be affected by metabolic pathways such as the Cori cycle, where excreted products of glucose metabolism in peripheral tissues are recycled by the liver to regenerate partially labeled glucose (Katz et al., 1993) . Many recent studies also suggest that metabolic symbiosis exists between cells in both normal and diseased states. Stroma can reduce cysteine to protect leukemia cells from drug treatment , and mesenchymal stem cells can mediate chemoresistance of tumor cells through lipid metabolism (Roodhart et al., 2011) . Subpopulations of breast epithelial cells may provide glutamine to neighboring cells via glutamine synthetase activity (Kung et al., 2011) , and astrocytes metabolize glucose to provide lactate as fuel for neurons (Bittar et al., 1996) . Therefore, mechanistic conclusions should be measured by the fact that in vivo findings represent the complete result of both organismal and cellular metabolism.
The value of systems-based approaches is inherently limited by the accuracy of the molecular networks. Reactions that are not accounted for will affect MFA. We continue to identify metabolites and pathways in various biological systems where activity only arises in certain cell types or conditions (Strelko et al., 2011; Vander Heiden et al., 2010) . Accounting for such activity within networks is not always possible, but the consequences of their presence are important to understand pathway function in disease. In this way, metabolic modeling can be useful, as a failure to adequately fit labeling data to a network may indicate that specific reaction(s) are missing. Nevertheless, the application of MFA to disease models provides an important means of investigating metabolic regulation by specific genes and pathways. No single methodology can completely characterize metabolism in all settings, highlighting the value of applying interdisciplinary approaches to understand metabolic regulation and its contribution to disease.
