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Dankwoord
Op de vraag: “Wat wil je later worden?” heb ik nooit het antwoord “Doctor”
gegeven.1 Toch bent u momenteel wel degelijk in mijn doctoraatsthesis aan het
lezen. Ik zou kunnen zeggen dat het mij bloed, zweet en tranen gekost heeft om
dit boekje te schrijven, maar eigenlijk was het (op enkele momenten na) een zeer
leuke ervaring. Dit werk was nooit tot stand gekomen zonder de steun van een
aantal mensen die ik nu toch even wil bedanken.
Luc, bedankt dat je me de kans gegeven hebt om een doctoraat te behalen. De
vele leuke discussies over fysica (en occasioneel over andere dingen) hebben mijn
kennis over de wereld verruimd. Je staat steeds klaar om al onze papers tot in de
details na te lezen (ook die waarvan de deadline gisteren was), en je ontdekt steeds
weer fouten die niemand heeft opgemerkt (een onwetende ziel zou dit misschien
omschrijven als wupurtepelepen, maar wij weten wel beter). Bedankt ook voor de
pinguı¨n-bit, ik weet dat deze de plaats heeft ingenomen van een ongetwijfeld veel
nuttigere hersenfunctie, maar ik heb er toch veel plezier aan beleefd.
Verder wil ik ook mijn (ex-)collega’s bedanken. Bert en Denis, dankzij jullie
lijkt het soms alsof de scanners in Gent als paddenstoelen uit de grond schieten,
maar we weten allemaal dat daar zeer veel werk aan vooraf gaat. Pieter, bedankt
voor al het scan- en reconstructiewerk. Yoni, jouw GPU-implementatie van SART
vormt de basis van een groot deel van dit werk, ik vrees echter wel dat de code
er lang niet meer zo mooi en gedocumenteerd uitziet als toen je ze hebt achter-
gelaten. . . Jelle V., jij hebt me steeds gemotiveerd om de analyse- en reconstruc-
tiesoftware verder uit te breiden, en op momenten dat ik mijn pc in de vijver wil
gooien zorg jij ervoor dat Visual Studio de magische woorden build succeeded
produceert. Matthieu, je was een toffe bureaugenoot, al denk ik dat Pieter toch
blij is dat ik uiteindelijk verhuisd ben, aangezien hij anders bedolven was onder de
‘rommeldiagonaal’. Manu, de oneindige kennis van Manupedia blijft mij (en on-
getwijfeld vele anderen) verbazen, ook al heb je van mij nooit een LabVIEW-fan
of een ornitholoog kunnen maken (het enige belangrijke onderscheid is immers
dat tussen pinguı¨ns, en andere vogels). Elin, op jou heb ik altijd kunnen rekenen,
1Mensen die mij goed kennen weten wat het antwoord wel was. Voor de anderen een kleine tip: het
is een zelfstandig naamwoord dat drie keer op subtiele wijze in dit dankwoord vermeld wordt.
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bijvoorbeeld om belangrijke berichten over ballerina aan de waterkant door te ge-
ven, wat uiteindelijk toch geleid heeft tot een prachtige apotheose. Bedankt ook
om de medische wereld te versterken met wat meer fysische achtergrond (ze kun-
nen alle versterking gebruiken). Jelle D., het is nu al duidelijk dat jij een goede
aanwinst voor de groep zal zijn, zowel voor de fysica als voor de werkgroep sfeer-
beheer. Ik denk ook dat je ideee¨n voor een serieuze winst in de stickerindustrie
zou kunnen zorgen. . . Thomas, bedankt om de verdere opvolging van Octopus en
Morpho+ voor je rekening te willen nemen (bij deze staat het zwart op wit en kun
je niet meer terug). De computerhemel is je ongetwijfeld ook zeer dankbaar voor
hun nieuwe aanwinst. . . Ame´lie, je bent hier nog niet zo lang maar toch is het al
een plezier geweest om met je samen te werken, veel succes met je onderzoek en
met het stijgen in de kickerranking!
Natuurlijk mag ik ook de UGCT-mensen die niet bij de fysicagroep werken
niet vergeten, want zonder al die mooie applicaties zou het toch een stuk saaier
zijn. Veerle, jouw enthousiasme zorgt ervoor dat iedereen geoloog wil worden.
Tom, je was mijn favoriete thesisstudent, ik hoop dat je het ver schopt (en vergeet
dan zeker niet te vermelden wie je thesisbegeleidster was). Jan DW, Tim, Marijn
en Wesley, bedankt voor de vele leuke uitstapjes (of waren dat nu conferenties?) en
om mij niet te betrekken in jullie, weliswaar prachtige en hilarische, zelfmoordpo-
gingen. Jan VDB, bedankt voor het nuttig gebruik van Morpho+ en voor de vele
galante attenties, de fysica-mannen kunnen er nog iets van leren! Ik beloof dan
ook plechtig om mijn best te doen om niet te veel meer te lachen met bosfuiven en
met (al dan niet dementerende) bewoners van scannergrotten. . . Verder wil ik ook
de hogere machten bedanken voor de kickertafel. Recent onderzoek heeft aange-
toond dat het jaarlijks aantal UGCT-A1-publicaties bijna verdubbeld is sedert de
ingebruikname van de kicker.2
De boog kan echter niet altijd gespannen kan staan. Bedankt aan al mijn vrien-
den voor de leuke momenten samen, of ze nu in avondkledij of in pinguı¨npak en
haaienhoedjes waren. Nele en Joke C., zonder jullie zou de opleiding fysica een
stuk minder leuk geweest zijn, en wie weet was ik dan wel nooit aan een docto-
raat begonnen. Broerie Nick en toekomstige schoonzus Joyce, onze (muzikale)
uitstapjes waren allemaal ‘ganz toll’, van Moerbrugge Live tot de opera. Inge, be-
dankt om de mannen fan te maken van singstar (Beyonce´ is je ongetwijfeld ook
dankbaar voor hun geweldige cover). Dimi en Donnie, ook al hebben we de laat-
ste jaren veel minder tijd gehad voor kaart- of poolavonden (ze hebben natuurlijk
ook al onze poolbars gesloten), toch was het altijd dolle pret. Joke Rulez, bedankt
voor de zalige surfreizen (weliswaar zonder veel surfen, maar met toch met veel
spektakel dankzij de vliegende banden van de bus, ochtendgymnastiek, Achmed
(toiawdct) en de grote boze ddy). Kim, bedankt voor je prachtige kunstwerken en
ook om er altijd voor me te zijn, zeker op de moeilijke momenten (maar ‘moeilijk
gaat ook’). Laat Bert en Bobje nu maar een tijdje waar ze zitten, ze moeten maar
2Een vergelijkende studie met het effect van tafeltennis (in de volksmond beter bekend als ping
pong), was helaas ‘outside the scope of this work. However, it is definitely a topic for future research.’
veens leren om te overleven zonder al jouw bezoekjes! Ook aan iedereen die hier
niet bij naam genoemd wordt: Bedankt!
Ik wil van de gelegenheid gebruik maken om Meneer de tumor te bedanken, in
de eerste plaats om te verdwijnen en in de tweede plaats om me eraan te herinneren
dat het schrijven van een doctoraat eigenlijk maar bijzaak is. Mijn familie, en in
het bijzonder mijn ouders en mijn zus, wil ik bedanken voor hun pogingen om te
begrijpen over wat mijn doctoraat nu eigenlijk ging. Hopelijk wordt alles duidelijk
na mijn presentatie (of misschien net niet). Ik wil ook iedereen bedanken die ik
vergeten ben te vermelden (shame on me).
Uiteraard heb ik de belangrijksten voor het laatste gehouden. Floris, bedankt
om er tijdens het laatste turbulente jaar (en voordien ook) op elk moment te zijn
voor mij. Ik heb ooit 100 redenen gegeven waarom ik met je wou trouwen, maar
nu weet ik er nog wel 200 waarom ik met je getrouwd wil blijven. Lieve kleine
Joren, jij bent het mooiste geschenk dat ik ooit kreeg, en je bent het bewijs dat
wonderen we´l bestaan.
Gent 2013
Loes Brabant

Summary
X-ray Computed Tomography (CT) is a powerful tool to visualize the internal
structure of objects. Although X-ray CT is often used for medical purposes, it
has many applications in the academic and industrial world. X-ray CT is a non
destructive tool which provides the possibility to obtain a three dimensional (3D)
representation of the investigated object. The currently available high resolution
systems can achieve resolutions of less than one micrometer which makes it a
valuable technique for various scientific and industrial applications.
At the Centre for X-ray Tomography of the Ghent University (UGCT) research
is performed on the improvement and application of high resolution X-ray CT
(µCT). Important aspects of this research are the development of state of the art
high resolution CT scanners and the development of software for controlling the
scanners, reconstruction software and analysis software. UGCT works closely to-
gether with researchers from various research fields and each of them have their
specific requirements. To obtain the best possible results in any particular case, the
scanners are developed in a modular way, which allows for optimizations, modifi-
cations and improvements during use. Another way of improving the image qua-
lity lies in optimization of the reconstruction software, which is why the software
package Octopus was developed in house. Once a scanned volume is reconstruc-
ted, an important challenge lies in the interpretation of the obtained data. For this
interpretation visualization alone is often insufficient and quantitative information
is needed. As researchers from different fields have different needs with respect
to quantification of their data, UGCT developed the 3D software analysis package
Morpho+ for analysing all kinds of samples.
The research presented in this work focuses on improving the accuracy and
extending the amount of the quantitative information which can be extracted from
µCT data. Even if a perfect analysis algorithm would exist, it would be impos-
sible to accurately quantify data of which the image quality is insufficient. As
image quality can significantly be improved with the aid of adequate reconstruc-
tion techniques, the research presented in this work focuses on analysis as well as
reconstruction software. As the datasets obtained with µCT at UGCT are of sub-
stantial size, the possibility to process large datasets in a limited amount of time is
crucial in the development of new algorithms.
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The contributions of the author can be subdivided in three major aspects of the
processing of CT data: The modification of iterative reconstruction algorithms,
the extension and optimization of 3D analysis algorithms and the development of
a new algorithm for discrete tomography. These topics are discussed in more detail
below.
A main aspect in the improvement of image quality is the reduction of arte-
facts which often occur in µCT such as noise-, cone beam- and beam hardening
artefacts. Cone beam artefacts are a result of the cone beam geometry which is
often used in laboratory based µCT and beam hardening is a consequence of the
polychromaticity of the beam. Although analytical reconstruction algorithms ba-
sed on filtered back projection are still most commonly used for the reconstruction
of µCT datasets, there is another approach which is becoming a valuable alterna-
tive: iterative reconstruction algorithms. Iterative algorithms are inherently better
at coping with the previously mentioned artefacts. Additionally iterative algo-
rithms can improve image quality in case the number of available projections or
the angular range is limited. In chapter 3 the possibility to modify these algorithms
to further improve image quality is investigated. It is illustrated that streak arte-
facts which can occur when metals are present in a sample can be significantly
reduced by modifying the reconstruction algorithm. Additionally, it is demonstra-
ted that the incorporation of an initial solution (if available) allows reducing the
required number of projections for a second slightly modified sample. To reduce
beam hardening artefacts, the physics of the process is modelled and incorporated
in the iterative reconstruction algorithm, which results in an easy to use and effi-
cient algorithm for the reduction of beam hardening artefacts and requires no prior
knowledge about the sample.
In chapter 4 the 3D analysis process is described. In the scope of this work,
algorithms of the 3D-analysis software package Morpho+ were optimized and new
methods were added to the program, focusing on quantifying connectivity and
shape of the phases and elements in the sample, as well as obtaining accurate
segmentation, which is essential step in the analysis process is the segmentation of
the reconstructed sample. Evidently, the different phases in the sample need to be
separated from one another. However, often a second segmentation step is needed
in order to separate the different elements present in a volume, such as pores in a
pore network, or to separate elements which are physically separated but appear
to be connected on the reconstructed images to limited resolution and/or limited
contrast of the scan. The latter effect often occurs in the process of identifying
different grains in a geological sample. Algorithms which are available for this
second segmentation step often result in over-segmentation, i.e. elements are not
only separated from one another but also separations inside a single element occur.
To overcome this effect an algorithm is presented to semi-automically rejoin the
separated parts of a single element. Additionally, Morpho+ was extended with
tools to extract information about the connectivity of a sample, which is difficult to
quantify but important for samples from various research fields. The connectivity
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can be described with the aid of the calculation of the Euler Number and tortuosity.
Moreover, the number of neighbouring objects of each object can be determined
and the connections between objects can be quantified. It is now also possible to
extract a skeleton, which describes the basic structure of the volume. A calculation
of several shape parameters was added to the program as well, resulting in the
possibility to visualize the different objects on a disc-rod diagram. The many
possibilities to characterize reconstructed samples with the aid of Morpho+ are
illustrated on several applications.
As mentioned in the previous section, an important aspect for correctly quan-
tifying µCT data is the correct segmentation of the different phases present in the
sample. Often it is the case that a sample consists of only one or a limited num-
ber of materials (and surrounding air). In this case this prior knowledge about the
sample can be incorporated in the reconstruction algorithm. These kind of algo-
rithms are referred to as discrete reconstruction algorithms, which are used when
only a limited number of projections is available. Chapter 5 deals with discrete
reconstruction algorithms. One of these algorithms is the Discrete Algebraic Re-
construction Technique, which combines iterative with discrete reconstruction and
has shown excellent results. DART requires knowledge about the attenuation coef-
ficient(s) and segmentation threshold(s) of the material(s). For µCT applications
(resulting in large datasets) reconstruction times can significantly increase when
DART is used in comparison with standard iterative reconstruction, as DART re-
quires more iterations. This complicates the practical applicability of DART for
routine applications at UGCT. Therefore a modified algorithm (based on the DART
algorithm) for reconstruction of samples consisting out of only one material and
surrounding air was developed in the scope of this work, which is referred to as the
Experimental Discrete Algebraic Reconstruction Technique (EDART). The goal of
this algorithm is to obtain better reconstruction results in comparison with standard
iterative reconstruction algorithms, without significantly increasing reconstruction
time. Moreover, a fast and intuitive technique to estimate the attenuation coeffi-
cient and threshold was developed as a part of the EDART algorithm. In chapter 5
it is illustrated that EDART provides improved image quality for both phantom and
real data, in comparison with standard iterative reconstruction algorithms, when
only a limited number of projections is available.
The algorithms presented in this work can be subsequently applied but can
also be combined with one another. It is for example illustrated in chapter 5 that
the beam hardening correction method can also be incorporated in the EDART
algorithm. The combination of the introduced methods allows for an improvement
in the process of extracting accurate quantitative information from µCT data.

Samenvatting
–Summary in Dutch–
X-stralen computer tomografie (CT) is een krachtige techniek waarmee de interne
structuur van objecten kan weergegeven worden. X-stralen tomografie is voorna-
melijk gekend vanwege zijn gebruik voor medische doeleinden. Er zijn echter ook
veel toepassingen te vinden in de industrie¨le en academische wereld. X-stralen
CT is een niet destructieve techniek waarmee het mogelijk is om een virtuele drie
dimensionale (3D) voorstelling van een ongescand object te maken. De hoge re-
solutie systemen die momenteel worden gebruikt kunnen een resolutie van minder
dan een micrometer bereiken, wat er voor zorgt dat het een zeer nuttige techniek
is voor verscheidene wetenschappelijke en industrie¨le toepassingen.
Aan het Centrum voor X-stralen Tomografie van de Universiteit Gent (UGCT)
wordt onderzoek uitgevoerd naar de verbetering en de toepassing van hoge resolu-
tie X-stralen CT (µCT). UGCT werkt zowel aan het hardware- als aan het software
aspect van µCT. Er worden nieuwe scanners ontworpen en er wordt software ont-
wikkeld voor de besturing van de scansystemen en de reconstructie en analyse
van de verkregen CT data. UGCT werkt samen met onderzoekers uit verschei-
dene disciplines, die dus elk hun eigen vereisten hebben. Om de best mogelijke
resultaten te verkrijgen in elk specifiek geval zijn de scanners op een modulaire
manier opgebouwd, zodat optimalisaties, veranderingen en verbeteringen kunnen
worden uitgevoerd tijdens het gebruik van de scanner. De verkregen beeldkwali-
teit kan ook verbeterd worden door het optimaliseren van de reconstructiesoftware.
Daarom werd het softwarepakket Octopus ontwikkeld door UGCT. De volgende
stap in de CT-verwerkingsketen ligt in het interpreteren van de gereconstrueerde
gegevens. Hiervoor is het vaak niet voldoende om de resultaten enkel visueel te
evalueren, maar moeten deze data ook gekwantificeerd worden. Om tegemoet
te komen aan de uiteenlopende eisen van onderzoekers uit verschillende discipli-
nes met betrekking tot de analyse van de 3D CT data werd het softwarepakket
Morpho+ ontwikkeld door UGCT.
Het onderzoek dat voorgesteld wordt in dit werk werd uitgevoerd binnen UGCT
en richt zich op het verbeteren van de nauwkeurigheid en het uitbreiden van de
hoeveelheid kwantitatieve informatie die uit µCT data afgeleid kan worden. Zelfs
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indien het perfecte analyse algoritme zou bestaan zou het niet mogelijk zijn om
data waarvan de beeldkwaliteit onvoldoende is nauwkeurig te analyseren. Aange-
zien de beeldkwaliteit significant verbeterd kan worden met behulp van geschikte
reconstructiealgoritmes richt het onderzoek van dit werk zich op de verbetering
van zowel analyse- als reconstructiesoftware. Doordat de datasets die worden ver-
kregen met µCT aan het UGCT behoorlijk groot zijn is het van groot belang om bij
de ontwikkeling van nieuwe algoritmes rekening te houden met de nood om grote
datasets in een beperkte tijdspanne te verwerken.
De bijdragen van de auteur van dit werk kunnen onderverdeeld worden in drie
belangrijke aspecten bij het verwerken van µCT data: De aanpassing van iteratieve
reconstructiealgoritmes, de optimalisatie van 3D-analysealgoritmes en de ontwik-
keling van een nieuw algoritme voor discrete tomografie. Deze onderwerpen wor-
den hieronder in detail beschreven.
Een belangrijk aspect van het verbeteren van de beeldkwaliteit is het reduce-
ren van artefacten die vaak voorkomen bij µCT zoals ruis, bundelverharding en
artefacten die het gevolg zijn van de conische bundelgeometrie die vaak gebruikt
word bij µCT systemen die gebruik maken van een X-stralenbuis. Hoewel analyti-
sche reconstructiealgoritmes gebaseerd op gefilterde terugprojectie nog steeds het
meest gebruikt worden bestaat er ook een alternatief: iteratieve reconstructiealgo-
ritmes. Deze algoritmes zijn inherent beter in het omgaan met de vermelde artefac-
ten, en kunnen ook de beeldkwaliteit verhogen in het geval het aantal beschikbare
projecties of het beschikbare bereik van de projecties beperkt is. In hoofdstuk 3
wordt de mogelijkheid om deze algoritmes aan te passen en zo de beeldkwali-
teit te verbeteren onderzocht. Er wordt aangetoond dat artefacten die het gevolg
zijn van aanwezigheid van metaal in het onderzochte object gereduceerd kunnen
worden door het iteratief reconstructiealgoritme aan te passen. Verder wordt ook
aangetoond dat het verwerken van een initie¨le oplossing in het algoritme er voor
kan zorgen dat het er minder projecties nodig zijn voor een tweede scan van een
enigszins gewijzigd object. Om artefacten als gevolg van bundelverharding aan
te pakken wordt de fysica van het proces gemodelleerd en verwerkt in het itera-
tieve reconstructiealgoritme. Het resultaat is een efficie¨nt en gebruiksvriendelijk
algoritme dat gebruikt kan worden voor de vermindering van artefacten die het ge-
volg zijn van bundelverhardening en waarbij geen voorkennis van het onderzochte
object vereist is.
Hoofdstuk 4 beschrijft het analyseproces. Gedurende dit werk werden de al-
goritmes in het 3D analysesoftwarepakket Morpho+ geoptimaliseerd en werden
ook nieuwe methodes ontwikkeld die aan het programma werden toegevoegd. De
nadruk ligt hierbij op het kwantificeren van de connectiviteit en vorm van het on-
derzochte object en de elementen binnen het object. Hierbij is een nauwkeurige
segmentatie enorm belangrijk. Uiteraard is het noodzakelijk om de verschillende
fases binnen het onderzochte object van elkaar te scheiden, maar vaak wil men
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ook elementen binnen eenzelfde fase apart onderzoeken zoals bijvoorbeeld de ver-
schillende porie¨n in een porienetwerk. Soms is het ook noodzakelijk om een extra
segmentatie uit te voeren wanneer elementen fysisch van elkaar gescheiden zijn
maar door een beperkte resolutie en/of contrast van de scan met elkaar verbonden
lijken te zijn. Dit laatste komt vaak voor bij korrels in geologische objecten. De
algoritmes die reeds bestaan voor deze tweede segmentatiestap resulteren vaak in
oversegmentatie, wat wil zeggen dat elementen niet enkel van elkaar worden ge-
scheiden maar dat er ook scheidingen binnen een element worden geı¨ntroduceerd.
Daarom werd er een algoritme ontwikkeld dat toelaat om segmenten van een ele-
ment met elkaar te herenigen op een semi-automatische manier. Verder werd
Morpho+ uitgebreid met verschillende middelen om informatie over de connec-
tiviteit te verkrijgen. Connectiviteit is moeilijk te kwantificeren maar is belangrijk
in vele onderzoeksgebieden. Om de connectiviteit te beschrijven kan de Euler-
karakteristiek en de tortuositeit berekend worden. Verder kunnen het aantal nabu-
ren voor elk element worden bepaald en is het ook mogelijk om de verbindingen
tussen de elementen te kwantificeren. Het is nu ook mogelijk om een skelet dat
de basisstructuur van het object beschrijft te extraheren. Er kunnen verschillende
vormparameters berekend worden, zodat de elementen op een disc-rod diagram
kunnen worden weergegeven. De vele mogelijkheden om gereconstrueerde objec-
ten te karakterizeren met Morpho+ worden geı¨llustreerd met verschillende toepas-
singen.
Zoals reeds werd vermeld is het correct segmenteren van de verschillende fases
in een object belangrijk om de data nauwkeurig te kwantificeren. Vaak is het zo
dat een onderzocht object slechts uit e´e´n materiaal (en omringende lucht) bestaat.
In dit geval kan deze voorkennis over het object verwerkt worden in het recon-
structiealgoritme en spreekt men van discrete reconstructiealgoritmes, die vaak
gebruikt worden wanneer het aantal beschikbare projecties beperkt is. Hoofdstuk
5 handelt over discrete reconstructiealgoritmes. Ee´n van deze algoritmes is de
Discrete Algebraı¨sche Reconstructie Techniek (DART). Deze techniek combineert
iteratieve met discrete reconstructie en resulteert in zeer goede resultaten. DART
vereist kennis over de attenuatiecoe¨fficie¨nten en de segmentatiedrempels van de
materialen in het onderzochte object. Voor µCT applicaties die grote datasets pro-
duceren is de reconstructietijd echter significant hoger wanneer DART wordt ge-
bruikt in vergelijking met standaard iteratieve reconstructiealgoritmes, aangezien
DART meerdere iteraties uitvoert. Dit bemoeilijkt de praktische toepassing van
DART voor routine applicaties aan UGCT. Daarom werd een aangepast algoritme
ontwikkeld (gebaseerd op DART) voor de reconstructie van objecten die maar
uit e´e´n materiaal bestaan: de Experimentele Discrete Algebraı¨sche Reconstructie
Techniek (EDART). Het doel van dit algoritme is om betere reconstructieresulta-
ten te verkrijgen dan met standaard iteratieve reconstructiealgoritmes, zonder de
reconstructietijd significant te verhogen. Er werd ook een snel en intuı¨tief algo-
ritme ontwikkeld om de attenuatiecoe¨fficie¨nt en segmentatiedrempel te bepalen.
In hoofdstuk 5 wordt geı¨llustreerd dat EDART kan zorgen voor betere beeldkwali-
teit in het geval van zowel simulaties als echte data, in vergelijking met standaard
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iteratieve reconstructiealgoritmes, wanneer er slechts een beperkt aantal projecties
beschikbaar is.
De algoritmes die gepresenteerd worden in dit werk kunnen opeenvolgend op
elkaar worden toegepast. Het is echter ook mogelijk om de verschillende algo-
ritmes te combineren, in hoofdstuk 5 wordt bijvoorbeeld geı¨llustreerd dat de me-
thode voor bundelverhardingcorrectie ook in het EDART algoritme verwerkt kan
worden. De combinatie van de geı¨ntroduceerde methodes zorgt voor een verbete-
ring in het proces van het verkrijgen van nauwkeurige kwantitatieve informatie uit
µCT data.
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My goal is simple. It is a complete
understanding of the universe, why it
is as it is and why it exists at all.
Stephen Hawking
1
Introduction
X-ray Micro Computed Tomography (X-ray µCT) is a powerful tool to visualize
the internal structure of objects in a non destructive way. At the Centre for X-ray
Tomography of the Ghent University (UGCT) the entire X-ray tomography process
is covered, from design and construction of the CT scanners to data acquisition,
processing, reconstruction and visualization.
The reconstructed datasets can be quantified with the aid of 3D analysis soft-
ware packages. To obtain optimal accuracy in the quantification process, the image
quality of the reconstructed datasets is of the utmost importance. In the scope of
this work research was performed on improving image quality by modifying the
reconstruction algorithms, for example by including prior knowledge about the
object or the scanner setup. Iterative reconstruction algorithms, which provide an
alternative for the more commonly used analytical algorithms based on filtered
back projection, are very well suited for incorporating these modifications. Addi-
tionally, the in house developed 3D-analysis software package, Morpho+ ( [1, 2]),
was extended with more algorithms and parameters for quantification of the recon-
structed datasets.
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Outline
In chapter 2 a short overview on the history and principles of X-ray tomography
is given. Interactions between X-rays and matter are described, as well as some
important concepts in high resolution tomography such as flux, focal spot size and
resolution. The typical workflow behind computed tomography is discussed, and
analytical reconstruction algorithms for various scanner geometries are described.
Additionally, an overview of the research topics of the UGCT-facility will be given,
including the setups of the different in house developed scanners.
In chapter 3 the advantages of iterative reconstruction algorithms are discussed.
It starts with the description of different available reconstruction techniques. Sub-
sequently the advantages of these algorithms in comparison with analytical recon-
struction algorithms will be discussed. These advantages can be inherent to the
algorithms, or can be obtained by modifying the algorithms.
In [3] it was illustrated that iterative reconstruction algorithms can provide
a useful alternative to analytical algorithms based on filtered back projection. Al-
though these algorithms increase the reconstruction time, which can be partly com-
pensated by an efficient implementation on a graphical processing unit, they have
shown promising results with regard to the improvement of image quality when
the number of available projections or the angular range is limited and with regard
to the reduction of artefacts such as metal-, cone beam- and beam hardening arte-
facts. Another advantage is that these algorithms are very flexible and can easily
by modified. In the scope of this work, modifications of these algorithms were
implemented to reduce cone beam artefacts and to incorporate an initial solution
in the reconstruction process in case this is present. Additionally, the physical pro-
cess of beam hardening was modelled with the aid of Monte Carlo simulations,
and added in the forward projector of the iterative reconstruction algorithm, which
significantly reduced beam hardening artefacts [4].
Chapter 4 describes the 3D reconstruction software package Morpho+ ( [1, 2])
and focuses on the advances which were made to the program in the scope of this
work [5]. It starts with a complete explanation of the different steps in the analysis
process and the parameters which can be obtained. The datasets obtained with high
resolution X-ray CT are of substantial size. As a result, during the implementation
of new algorithms it was a concern that large datasets should be analysed in a
reasonable amount of time. UGCT works closely together with researchers from
different field, each of them having specific needs in terms of required algorithms
and parameters for quantifying their datasets. The possibilities of Morpho+ are
illustrated with different applications from various research fields.
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Chapter 5 deals with Discrete Tomography, which means that the scanned sam-
ple consists out of a discrete number of materials. When implementing this prior
knowledge in the reconstruction algorithm, the reconstructed image quality can be
improved, or the number of required projections can be reduced while maintaining
the same quality. A promising technique for reconstructing discrete datasets is the
Discrete Algebraic Reconstruction Technique or DART-algorithm [6], which com-
bines discrete reconstruction with iterative reconstruction techniques. However,
for experimental datasets of substantial size (as is the case with high-resolution
datasets at UGCT), the reconstruction times obtained with DART are significantly
increased in comparison with standard iterative reconstruction algorithms, which
reduces the practical applicability of the algorithm in this case.
In chapter 5 a new algorithm for reconstructing samples consisting out of solely
one material and surrounding air is presented. This algorithm is inspired by DART
and is referred to as the Experimental Discrete Algebraic Reconstruction Tech-
nique (EDART). Additionally, a fast and efficient algorithm is presented which is
part of the EDART algorithm and allows to estimate the threshold and attenuation
coefficient of the material in the sample, as these are often unknown. It is illus-
trated that EDART provides improved image quality for both phantom and real
data, in comparison with standard iterative reconstruction algorithms, when only a
limited number of projections is available.
Finally, in chapter 6 the conclusions obtained in this work will be summarized
and an outlook on future developments for reconstruction and analysis of high
resolution CT data based on the results of this work will be given.
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X-rays will prove to be a hoax.
Lord Kelvin
2
X-ray Computed Tomography
Researchers from many areas of science have always been searching for new tech-
niques to visualize and/or magnify all kinds of objects in ways that are not possible
for the human eye. The scale of the investigated objects ranges from the smallest
constituents of matter to the enormous distant stars in the universe, which resulted
in a significant amount of different devices or tools which allow for the visual-
ization of these objects. The emission and detection of electromagnetic waves is
often used in these devices. In this case, the smallest distinguishable feature will
depend on the wavelength of the electromagnetic waves, this is illustrated in figure
2.1. One of these techniques is X-ray Computed Tomography (CT).
X-ray Computed Tomography is a non-destructive technique which is most
commonly known from medical applications. The non-destructive nature of this
technique allows to visualize the internal structure of the human body in a non-
invasive way. The advantages that this technique brings to the medical field are
obvious, but also for non-medical applications X-ray CT is a valuable research
tool. The possibility to visualise complex internal structures of objects without
physically opening them opens a whole new world of possible research applica-
tions.
In this chapter the historical background of X-ray Computed Tomography as
well as the basic principles behind X-ray CT will be given. Subsequently the
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Figure 2.1: Electromagnetic waves of different wavelengths and the corresponding objects
of different sizes which can be investigated by these waves [1])
typical CT workflow will be discussed and algorithms for analytical reconstruction
of CT data will be described. This chapter will be concluded with an overview of
the research topics at the Centre for X-ray Tomography of the Ghent University
(UGCT).
2.1 Historical Background
2.1.1 X-ray radiography
X-rays were discovered in 1895 by the German physicist Wilhelm Conrad Ro¨nt-
gen, who was investigating the external effects of various types of vacuum tubes.
The results of his discovery were published in the paper ”U¨ber eine neue art von
Strahlen” (”On a new kind of rays”) [2]. Not long after this discovery, X-rays were
already used for diagnostic imaging, without thoroughly researching the possible
damaging effects of the X-rays in the long term, which were discovered later. In
1901, Wilhelm Conrad Ro¨ntgen was awarded the Nobel Prize in Physics for the
discovery of the X-rays.
In order to obtain a radiograph (also referred to as shadow- or projection im-
age), X-rays are generated by a source and subsequently penetrate the object under
investigation, after which they are detected in the detection plane. In this way, a
two dimensional (2D) representation containing information on the attenuation
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of the X-rays along their path through the object, is obtained. Radiation sensi-
tive films are used to record radiographs since the first experiments performed
by Ro¨ntgen. Nowadays, they are still used for X-ray radiography in the medical
field, however, the films have significantly improved in resolution and sensitivity
and they are easier to use. Recently, digital detectors are used to replace classical
films, which allows for digital storage of the images and the possibility to enhance
and analyse the images with the aid of computer algorithms.
2.1.2 X-ray tomography
Although X-ray radiography is a powerful research tool for the visualization of the
internal structure of the object under investigation, it yields, as mentioned in the
previous section, a 2D representation of a three dimensional (3D) object, which
means that some of the information is lost.
X-ray CT combines a set of radiographs taken from different angles in order
to obtain a 3D representation of the investigated object. In 1917, the Australian
mathematician Johann Karl August Radon provided the mathematical foundation
for tomography [3]. Allan Mac Leod Cormack published two papers with the
theoretical foundations for CT in 1963 and 1964 [4, 5]. These papers led to the first
CT scanner, which was developed by Sir Godrey Hounsfield in 1972. Hounsfield
and Cormack were awarded with a shared Nobel prize in Physiology or Medicine
in 1979 for their pioneering work on tomography.
In 1974 a first generation of CT scanners was manufactured. These scanners
could only record cross-sections through the human body. A thin pencil beam
of X-rays was used to scan the patient and the transmitted X-ray intensity was
measured with a single detector. Subsequently the X-ray source and detector were
rotated. This procedure had to be repeated until the range of 180 degrees was
covered. In this way, only one cross-section through the patient’s body could be
reconstructed so the complete procedure had to be repeated if more than one cross-
section was necessary.
The second generation of CT scanners could obtain cross-sections slightly
faster. These scanners used an X-ray beam which was collimated in one direc-
tion, so a fan-beam configuration was obtained. This was combined with multiple
detectors. A significant reduction in scanning time (< 10 seconds) was obtained
with the third generation. These scanners were equipped with a complete array
of detectors, which allowed for the elimination of translation movement of the
source-detector system.
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The fourth generation of scanners used a complete ring of detectors to com-
pletely surround the patient. This means that instead of having source and detector
in a rotating fixed relative configuration, as was the case in the previous scan-
ners, only the source had to be rotated. An additional advantage was that this
construction design meant that different detectors were used at different rotational
positions. When the same detector is used at every rotational position ring arte-
facts can occur, so these artefacts were reduced with the fourth generation of CT
scanners.
Another major improvement in the evolution of the CT scanners was the de-
velopment of the slip ring technology. Before this development, only a separate
set of cross-sections through the body part under investigation could be recorded
because the X-ray tube and other components were interfaced by cable. As a re-
sult, the gantry needed to return to its initial position after a full rotation. With the
slip ring, the gantry can rotate continuously, while the table with the patient moves
through the scanner. This is referred to as helical or spiral CT and it allows for the
reconstruction of a 3D volume instead of a combination of 2D cross-sections.
In modern CT scanners, more rows of detectors are used. These detectors con-
sist of multiple rows (2, 6, 8, 16, 32, 64, 128, etc) of detector elements and are
evolving towards real 2D detectors, which leads to a cone beam geometry. As a
result, the scanning times are significantly reduced. The scanning time can be re-
duced even more by using multiple X-ray tubes, which is the case in some systems.
The latest developments in high performance computing technology facilitate the
evolution towards larger detectors, as this requires more computational power for
data reconstruction.
2.1.3 High resolution CT
Not long after the first medical CT scanners became available, scanners were de-
veloped for non-medical industrial applications such as quality control and non-
destructive testing. Using high voltage X-ray (or γ-ray) sources in combination
with detectors which are sensitive to high X-ray energy it is possible to look in-
side large objects such as cars, engines, airplane components, turbine blades, tree
trunks. . .
Both medical and industrial CT are used to investigate rather large objects and
as a result, the resolution is limited. However, from the point of view of the sci-
entific community the technique also has a huge potential on a smaller scale. In
scientific fields such as geology, biology, palaeontology, bone research, material
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sciences. . . , there is a need for a resolution within the micrometer scale. In com-
parison with conventional microscopy techniques, tomography has the advantage
that a complete 3D representation can be obtained in a non destructive way and
relatively little or no sample preparation is necessary.
The term micro-CT (or µCT or microtomography) is used if the resolution
of the CT system is typically below one hundred micrometers. If the resolution
is below one micrometer this is often referred to as nano-CT, although the term
submicro-CT would perhaps be more suited. In high resolution CT, i.e. micro-
and nano-CT, and for the most applications in industrial CT as well, it is often
the case that the object is rotated and the X-ray source and detector are fixed. In
medical CT this is of course not possible.
In the early 1980’s the first high resolution X-ray CT system was built by
Elliot and Dover. The first published microtomographic images, reconstructed
cross sections of a small tropical snail, with a pixel pitch of±50µm, were obtained
with this scanner [6]. The scanner was similar to the first medical scanners, but the
sample was positioned on a translation-plus-rotation stage so it was not necessary
to move the source and the detector. The pencil X-ray beam had a low flux which
resulted in large scanning times (from 12 hours for a single slice up to several
days for a 3D volume). The fan beam geometry was used in a newer generation of
scanners, which resulted in lower scanning time.
Nonetheless, one had to wait until the third generation of scanner before high
resolution CT became a practically feasible technique. An X-ray tube with a small
focal spot size combined with a 2D detector was used in the scanners of this gen-
eration, which resulted in the detection of a conical X-ray beam. In this way
the scanning time was significantly decreased, because the projection data of the
whole volume can be measured in one single rotation. An additional advantage
of cone beam geometry is that it allows to increase the sample magnification by
moving it closer to the source, making it possible to image objects of various sizes
at the optimal resolution. However, it was only after Feldkamp, David and Kress
presented their algorithm that allowed for fast and efficient reconstruction of cone-
beam data [7] that high resolution cone-beam scanners were used for routine scans.
In medical CT, the use of helical cone beam geometry has several advantages and
this is becoming an alternative for high resolution cone beam CT.
High resolution CT scans can also be performed at certain synchrotron beam-
lines. Although these provide several advantages over an X-ray tube such as higher
X-ray flux, coherent beam. . . , this comes at a high operational cost.
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2.2 Basic principles of X-ray CT
X-ray tomography allows to obtain a 3D representation of the object under inves-
tigation. To do this, the original intensity of the X-ray source is compared with the
intensity after the X-rays have travelled through the object. In case of a monochro-
matic X-ray beam the relation between the measured X-ray intensity at a detector
position without the object, I0, and with the object, I , can be described by the law
of Lambert-Beer:
I = I0 · e
−
∫
L
µ(s)
ρ(s)
· ρ(s) · ds

(2.1)
with µ(s) the local linear attenuation coefficient in the object, ρ(s) the local density
and L the radiation path from the source to the detector position. In order to fully
understand the imaging process of X-ray CT, possible X-ray and γ-ray sources and
the interaction of these sources with matter will be discussed, as well as possible
ways to detect them. Note that X-ray and γ-rays only differ in the way that they are
created. Finally, some more explanation about flux, focal spot size and resolution
will be given.
2.2.1 Sources
γ- rays are defined as electromagnetic radiation emitted by the nucleus in processes
of radioactive decay, or they can be created in annihilation processes. X-rays on
the other hand are emitted by charged particles. Both X-rays and γ-rays can be
considered as a short wavelength electromagnetic waves or as high energetic pho-
tons, each having an energy depending on the wavelength λ or frequency ν:
E =
hc
λ
= hν , (2.2)
with h = 4.136 · 10−15 eV s, Planck’s constant and c = 3 · 108 m / s the speed of
light in vacuum.
Several processes for the creation of X- and γ-rays are relevant for tomogra-
phy: synchrotron radiation, radioactive decay and X-ray tubes radiation, a short
description of each of them is given below.
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Synchrotron radiation
A synchrotron is a type of particle accelerator, where charged particles are accel-
erated to extremely high energies and subsequently injected into a large circular
storage ring, which consists of straight sections and bending magnets that force the
electrons to follow a circular path. When these relativistic particles are deflected
by the magnetic field high energy photons are emitted and a fraction of their kinetic
energy is lost.
Synchrotron radiation provides several advantages over X-ray tube radiation
for laboratory based tomography. It produces a high intensity monochromatic
beam which is almost parallel. Because the radiation originates from a small
source area the radiation is spatially coherent, so it is possible to use wave-related
effects to increase resolution and contrast, which is especially useful for low atten-
uating materials. In comparison with laboratory based X-ray CT it is a downside
that magnification of the investigated object can only be achieved using complex
X-ray optics, but the most important disadvantage is that synchrotron installations
are expensive and that their accessibility is limited.
Radioactive decay
Radioactive decay leads to the production of γ-rays. A nucleus which is left in
an excited state can fall back to a stable energy level by emitting a high-energetic
photon with an energy equal to the energy difference between the excited and the
stable state. The resulting radiation can be used as monochromatic γ-source, which
is used in industrial tomography as alternative for X-ray sources. The downsides
of γ-ray sources are that safety issues arise with regard to the used radioactive
materials. Additionally the flux is relatively low and it is difficult to obtain a small
focal spot size with γ-ray sources because the radiation is emitted uniformly by
the radioactive isotopes.
X-ray tube radiation
The principle of an X-ray tube can be illustrated with a Coolidge tube1, which is
illustrated in figure 2.2.
In a Coolidge tube, electric current is used to heat a filament, which typically
consists of tungsten. As a result of the thermionic effect, the cathode (K) will
1first invented by William David Coolidge, 1873 - 1975
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Figure 2.2: Schematic principle of a Coolidge tube [8].
emit electrons. By applying a high voltage Ua between the cathode and the anode
(A), which is a target plate typically consisting of tungsten or molybdenum, these
electrons are accelerated in a vacuum tube towards the anode. The accelerated
electrons collide with the target and deposit their energy in it. Of this deposited
energy only a small part is converted to X-rays. These are emitted from the target
and can escape the tube through an exit window. The remainder part of the energy
is released as heat, therefore the backside of the anode can be cooled (C); Win and
Wout represent the water inlet and outlet device.
The X-rays that are generated by the Coolidge tube can be created by two pro-
cesses which differ in spectral properties and origin of the X-rays: Bremsstrahlung
and Characteristic radiation.
Bremsstrahlung: An electron which hits the target material with sufficient
energy can interact with the nuclei of the target through Coulomb interaction. In
such an interaction, the electron can be deflected and decelerated, emitting a pho-
ton with an energy equal to the kinetic energy lost by the electron. This effect is
called Bremsstrahlung. The emitted photon can have any energy between 0 and
the incoming electron energy. As such, Bremsstrahlung yields a continuous X-ray
energyspectrum with energies between 0 and qUa, where q is the electric charge
of an electron and Ua is the acceleration voltage of the X-ray tube.
Characteristic radiation: The major part of the incident electrons collides
with shell electrons of the target. In most of these interactions a part of the incident
electron energy is transferred into heat. However, in a fraction of this type of
collisions, shell electrons of the material with a binding energy lower than the
energy of the incident electrons can be removed. The resulting electron-gap is
immediately filled by a higher-shell electron, while a photon is emitted with a well
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defined energy which is equal to the energy difference between the electron states.
In this way, characteristic X-rays are emitted isotropically.
2.2.2 Interactions
In the previous section, two processes which generate X-rays were described,
Bremsstrahlung and Characteristic radiation. In this section possible ways of how
X-ray can interact with matter will be briefly discussed. The most relevant pro-
cesses for X-ray CT are photo-electric absorption and Compton scattering. Ad-
ditionally, Rayleigh scattering, Pair production and Nuclear reactions will be dis-
cussed, as well as the wave properties of the X-rays.
Photoelectric absorption
When an incident photon has an energy which is higher than the binding energy
of a shell electron, it can eject this electron from its atom. The incoming photon
is then completely absorbed. The difference between the energy of the photon
and the binding energy of the shell electron is converted into kinetic energy of the
now free electron. In solid or liquid matter the ejected electron can only move a
short distance from its original position as the obtained energy is rapidly lost again
through interactions and converted into thermal energy. In the energy range be-
tween 5 and 150 keV, which is the most relevant for X-ray imaging, the interaction
probability for photoelectric absorption τ can be described by:
τ
ρ
∝
(
Z
E
)3
, (2.3)
with ρ the mass density, Z the atomic number and E the energy of the incident
photon.
Compton scattering
When an incoming photon interacts with an electron (assumed to be at rest) it is
possible that the photon only transfers part of its energy to the electron. After the
process one obtains a recoil electron and a photon which leaves the interaction
site in a different direction, hence this is called a scattering process. The energy
transferred to the electron depends on the scattering angle and the incoming photon
2-10 X-RAY COMPUTED TOMOGRAPHY
energy and has a value between zero and a fraction of the incoming energy. The
interaction probability for this Compton scattering σ can be described by:
σ
ρ
∝
(
Z
A
)
f (E) , (2.4)
with A the mass number and f (E) the energy dependent part of the Compton
scattering, which can be calculated using the Klein-Nishina approximation [9].
Some of the scattered photons will reach the detector, which can distort the im-
age quality because their trajectory and energy have changed. As a result, Compton
scattering can be considered as an undesirable effect. However, because the pho-
tons are scattered over a relatively large solid angle, only a small fraction of them
will reach the detector in a relatively uniform distribution, if the distance between
the object and the detector is sufficiently large.
Rayleigh scattering
A different form of scattering is Rayleigh scattering, where the incident photon is
not scattered by a single electron but by the complete electron cloud. It is often
referred to as coherent scattering. In this elastic scattering process no energy is
transferred. The scattering angles can be relatively large for low energies.
Pair production and nuclear reactions
If the incident photon has an energy higher than 1.022 MeV, pair production can
occur in the neighbourhood of the nucleus. During this process the photon is
absorbed and an electron and positron are created. At even higher energies (several
MeV) nuclear reactions can occur. The photons then interact with the nuclei of the
material and as a result protons, neutrons or heavy charged particles are emitted.
X-rays in high resolution CT usually have an energy lower than 200 keV, so these
processes are also not relevant for high resolution CT.
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Wave properties of X-rays
X-rays are a form of electromagnetic radiation, which means that they are subject
to the wave particle duality. Their interactions can be described as interactions
between photons and matter, but X-rays also manifest themselves as waves which
means that they exhibit wave related effects. Such an electromagnetic wave is de-
scribed by its amplitude, phase and frequency. The amplitude and phase of the
wave will change as it passes through a medium. The amplitude will decrease
because of attenuation processes, while the phase shift is a deformation in the
wavefront due to a difference in propagation speed between the medium and vac-
uum.
If the features under investigation are larger than the wavelength, the represen-
tation of the waves can be done using the ray optical approach, where each part
of the wavefront can be represented by a ray perpendicular to it. In this case, the
phase shift which occurs when the wave passes from one medium to another can
be seen as a change in direction of the incoming ray and it is referred to as refrac-
tion. At distances further away from the object diffraction occurs, a process for
which the ray optical approach is no longer valid. Diffraction is a result of inter-
ference between the original and the deformed wavefront which causes a complex
pattern of intensities. Diffraction and refraction are effects which are relevant for
high resolution CT imaging.
2.2.3 Flux and focal spot size
The flux and the focal spot size are important concepts in high resolution tomog-
raphy, because they have a significant impact on the image quality.
The flux determines the statistical information (noise level in the images), as
the number of detected photons in a certain time frame after passing through the
object will depend on the generated flux. A higher flux will yield a higher signal to
noise ratio. The intensity of an X-ray tube with a cone beam geometry decreases
quadratically as a function of the distance to the source. As a result, in a given sit-
uation, a detector which is positioned close to the source will detect more photons
per pixel, resulting in a higher signal to noise ratio, than a detector far from the
source in the same time frame. However, a detector positioned far away from the
source allows for a higher magnification and reduces cone beam artefacts (which
will be discussed later) as the cone angle is decreased.
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The focal spot of the tube is the region of the tube target where the X-rays are
generated. With the use of electromagnetic lenses, the electrons are focused on the
target to keep this region as small as possible, which results in the best possible
resolution, as will be described in the next section. Due to the energy deposit of the
electrons, the focal spot can become very hot, which can cause the target material
to melt. To prevent this from happening, the number of incoming electrons per
unit surface needs to be limited, which means that a smaller spot size will result in
a decrease of the number of generated photons and thus of the X-ray flux.
X-ray tubes can have two types of targets: transmission and directional tar-
gets. In a transmission target, a very small spot size can be achieved, because the
direction of the escaping X-rays is the same as that of the incident electrons. The
downside is that the target cannot be directly cooled in this configuration, which
means that the achievable flux is limited. In a directional tube however, the tar-
get plate is tilted with respect to the incident electrons. This is the configuration
shown in the Coolidge tube in figure 2.2. As a result, the spot can be cooled from
the back of the target and a higher X-ray flux can be obtained. The X-rays can
escape the tube at a certain angle relative to the incident electrons, which results in
an increased focal spot size.
2.2.4 Resolution
The resolving power or resolutionR of a system is defined as the smallest distance
at which two features can still be distinguished separately. The best achievable
resolution of a high resolution2 scanner using a conical X-ray beam is dependent
on the magnification M of the system, the focal spot size ds of the X-ray source
and the pixel size d and can be expressed as:
R =
d
M
+
(
1− 1
M
)
ds . (2.5)
The magnification depends on the distance between the X-ray source and the
object (SOD) and the distance between the object and the detector (SDD). In-
deed, if the object is positioned close to the source and the detector is positioned
relatively far from the source the magnification will be larger than if the object is
positioned far away from the source. The magnification can expressed as:
M =
SDD
SOD
. (2.6)
2The term high resolution can be confusing because this means that R is in fact very small
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This means that the magnification will be limited by the size of the object. If a large
object is positioned too close to the source, it is possible that the projection image
cannot completely capture the object, so the object needs to be positioned further
away from the source, resulting in a lower magnification which has a negative
effect on the achievable resolution.
The focal spot size ds has a large effect on the resolution, even if M → ∞,
R ≥ ds. The spot size is magnified as well, which means that at high magnification
the sharpness of the projection images is decreased. This effect is illustrated in
figure 2.3. In high resolution CT the focal spot size needs to be very small for R
to be as small as possible, as a result the flux is typically rather low. This results in
higher scanning times in comparison with medical or industrial CT, where R can
be larger.
Figure 2.3: Influence of focal spot size on sharpness of the projection image [10]
2.3 CT-Workflow
To obtain a representation of an object with the aid of CT, a typical workflow is
used. First, the necessary projection data are acquired with the CT-scanner. Next,
the projection data are reconstructed using a reconstruction algorithm. In this way,
a virtual representation of the investigated object is obtained. This representation
can be visualised and analysed with various software packages.
2-14 X-RAY COMPUTED TOMOGRAPHY
2.3.1 Acquisition
The process of CT scanning starts with acquiring the necessary projection data
with the aid of a CT scanner. A typical microfocus CT set-up with cone beam
geometry is illustrated in figure 2.4.
Figure 2.4: Schematic representation of a CT set-up with cone beam geometry [11]
The X-ray source produces a conical X-ray beam. The sample is placed in this
beam on a rotational stage which allows for the sample to rotate while the source
and the detector stay fixed. The sample can be optimally positioned with the use
of different axes, it should be in the centre of the field of view and it can be moved
closer or further away from the source, dependent on its size. The detector captures
the X-rays after they have penetrated the sample.
Optimal scanner set-ups will depend on the size, composition and desired res-
olution of the sample. At the Centre for X-ray Tomography of the Ghent Univer-
sity (UGCT), several scanners are available, each having its own advantages for
different applications, as will be discussed in a following section. Additionally,
parameters such as the voltage of the tube can be altered and it is possible to apply
filters to remove low energy photons from the beam. Once the optimal scanner
set-up and parameters are selected, the acquisition process can begin.
There are three types of images which are necessary for obtaining an optimal
reconstruction: dark frames, flat fields and projection images.
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• Dark FrameD: A dark frame is an image which is captured by the detector
while the X-ray tube is turned off. It measures the response which is gener-
ated by the detector without the presence of X-rays, typically due to possible
pixel offsets or dark current contributions. In general the exposure time for
the acquisition of these images is equal to that of the projection images.
• Flat field F : A flat field is acquired while the X-ray tube is turned on, but
without the presence of the sample, which should thus be positioned outside
the field of view of the detector. It is used to measure and correct for the
inhomogeneities in the X-ray beam profile and detector response.
• Projection image P : A projection image is taken with the X-ray tube turned
on and with the sample in the field of view of the detector. These images are
acquired (usually in regular intervals) while the sample rotates. In case of a
full scan the sample rotates over 360◦, but the range can also be smaller.
Using these images, the normalised images N can be calculated:
N =
P −D
F −D (2.7)
The normalised images are used as input for the reconstruction.
2.3.2 Reconstruction
Reconstruction algorithms are used to recover the cross-sections of the scanned
object from the projection data. In this way a 3D representation of the scanned
sample sample is obtained, which consists of volume elements called voxels, which
are the 3D equivalent of pixels. Each voxel contains information on the linear
attenuation coefficient of the object at the position of that volume element. The
linear attenuation coefficient at each position in the sample can be obtained from
its line-integral, which can be derived from equation 2.1:
∫
L
µ(x, y, z)ds = −ln
(
I
I0
)
(2.8)
where s is replaced by the 3D Cartesian coordinates (x, y, z).
There exist several reconstruction techniques such as analytical, statistical and
algebraic methods. Depending on the geometry of the scanner, different imple-
mentations of these methods exist. In section 2.4 analytical reconstruction meth-
ods for various scanner geometries will be discussed. Statistical and algebraic
methods are iterative reconstruction methods, these will be discussed in chapter 3.
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2.3.3 Visualization and Analysis
Once the volume is reconstructed, it can be visualized with the aid of 3D render-
ing software packages such as VGStudio Max and Avizo. Additionally, quanti-
tative data can be extracted with these packages and with the aid of 3D analysis
software packages such as Mimics (Materialise, [12]), MAVI (Fraunhofer, [13]),
Blob3D [14], Pore3D [15], 3DMA-Rock [16], and many others. At UGCT the 3D
analysis software package Morpho+ [17], [11], [18]was developed in house. The
possibilities of this software package will be discussed in detail in chapter 4 .
2.4 Analytical reconstruction
Analytical reconstruction algorithms are still most commonly used in X-ray CT.
In this section these algorithms will be discussed for different geometries: parallel
beam, fan beam, cone beam and helical cone beam geometry.
2.4.1 Parallel beam
In parallel beam geometry, the X-rays passing through the objects are parallel to
one another. It is typically used at synchrotron facilities. For the reconstruction, the
Filtered Back Projection (FPB) algorithm can used. Intuitively, the reconstruction
of single slice object in a parallel beam geometry with FBP can be understood with
the aid of figure 2.5.
A single attenuation line profile contains information about the object along
the incident X-ray path (figure 2.5a). It can be distributed (back-projected) along
this path to retrieve this information. Many line profiles can be recorded, and thus
back-projected, from different directions and in this way the original object will
appear (figure 2.5b). This simple back-projection will however induce a starburst
pattern and blurry edges (figure 2.5b), to overcome this effect a filter has to be
applied on the measured data (figure 2.5c). This filter introduces negative values
in the line profile which cancel out the starburst pattern and as a result a correct
representation of the original object is obtained (figure 2.5c) [19] .
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Figure 2.5: Principle of FBP in case of a parallel beam [19]
Fourier Slice Theorem
For a mathematical explanation of FBP, the Fourier slice theorem is needed, which
is a property of Fourier transforms that states [20]:
The 1D Fourier transform of a parallel projection of a two-dimensional
distribution f(x, y) taken at an angle θ relative to the x-axis, results in
a slice of the 2D Fourier transform F (u, v) at the same angle θ relative
to the u-axis.
In parallel beam CT a projection P (θ, t) is the line integral of the object func-
tion f(x, y) which represents the X-ray linear attenuation coefficient and can also
be noted as µ(x, y). θ is the angle of the projection and t the position of the detec-
tor pixel. P (θ, t) can be obtained with the aid of the law of Lambert-Beer (2.1):
P (θ, t) =
∫
L
µ(x, y) ds = −ln
(
I(θ, t)
I0(t)
)
(2.9)
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with I0(t) the detected signal without an object and I(θ, t) the transmitted signal
through the object.
The Fourier slice theorem indicates that the values of the 2D Fourier repre-
sentation F (u, v) of the object function can be obtained by taking projections of
an object at different angles. This is illustrated in figure 2.6. The object function
f(x, y) can then be obtained by taking the inverse Fourier transform of F (u, v).
Figure 2.6: Fourier slice theorem [21]
Although this appears to be a simple approach to reconstruct the object, the
main problem is that points are sampled on a polar grid instead of a rectangular
grid. As a result, points close to the rotation centre will be oversampled while
points far away from the centre are undersampled. A possible solution would be
to increase the number of projections, which is difficult from a practical point of
view, or to interpolate the missing points which is not possible because interpola-
tion schemes fail when applied in Fourier space. Direct Fourier Methods [22–24],
which are improved interpolation schemes which tackle this problem, have a vary-
ing rate of success when applied to real data.
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FBP: mathematical explanation
With the combination of the definition of the 2D Fourier transform and the Fourier
slice theorem it can be proven that [20]:
f(x, y) =
∫ pi
0
Qθ(t)dθ (2.10)
t = x · cos θ + y · sin θ (2.11)
where
Qθ(t) =
∫ ∞
−∞
Sθ(w) |w| e2pijwtdw (2.12)
Sθ(w) =
∫ ∞
−∞
Pθ(t)e
−2pijwtdw (2.13)
Equation (2.10) represents the backprojection infinite amount of the filtered
the filtered projection values Qθ(t) over 180◦which results in a way to obtain the
object function f(x, y). Because the data are filtered before being backprojected,
the process is referred to as filtered back projection. The filtering is done in the
Fourier domain using a ramp filter [20].
In practice the projections are sampled on a grid of N pixels with pitch ∆t
and the number of projections M is limited (to avoid undersampling it should
theoretically be equal to pi2 N ). The integration boundaries are thus limited and
equation (2.10), (2.12) and (2.13) can be rewritten [20]:
f(x, y) =
pi
M
M∑
i=1
Qθi (x · cos θi + y · sin θi) (2.14)
Qθi (k ∆t) = ∆w
N
2∑
m=−N2
Sθi (m∆w) |m∆w| e2pijkm∆w∆t (2.15)
Sθi (m∆w) = ∆t
N
2∑
k=−N2
Pθi (k ∆t) e
−2pijkm∆w∆t (2.16)
These equations can be used for a practical implementation of the FPB algo-
rithm:
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1. Apply a discrete Fourier transform to the projection data (equation 2.16)
2. Multiply the data with the ramp filter and compute the inverse discrete Fourier
transform (equation 2.15)
3. Calculate the detector coordinate t corresponding to a pixel (x, y) for each
projection angle θi and add the projection value Qθi (t) to f(x, y) (equation
2.14). When t does not correspond to a value for which Qθi (t) is known,
which is most often the case, (linear) interpolation can be used to obtain an
approximation.
2.4.2 Fan beam
A fan beam geometry consists of a point source of X-rays on one side and a line
of detector elements at the other side of the object. It is equivalent to the central
slice in cone beam geometry, which will be discussed in the next section. The X-
rays can be sampled at equiangular or at equidistant intervals. For the first case a
circular detector is used, of which the detector elements are placed on the arc of a
circle with its centre positioned at the X-ray source. For the latter a planar detector
is used, where the detector elements are placed on a straight line perpendicular and
centred on the beam axis. The FBP algorithm needs to be modified in comparison
with the parallel geometry to allow for reconstruction in this geometry. A full
derivation of the reconstruction formula can be found in [20].
2.4.3 Cone beam
In laboratory based high resolution tomography cone beam is the most commonly
used geometry. The X-ray source emits a conical beam and after the X-rays have
penetrated the object they are captured by a 2D detector. In this way the projection
data Pθ(t, r) are obtained which depend on the projection angle θ and the position
(t, r) of the detector pixel. Both planar and circular detectors can be used, in this
section the discussion is limited to the planar detector as this is most commonly
used. Figure 2.7 illustrates how projection data are obtained in case cone beam
geometry is used.
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Figure 2.7: Acquiring projection data with cone beam geometry [20]
The 3D Radon transform
For the reconstruction of cone beam tomography the 3D Radon transform is needed,
which can be defined as [25]:
Consider a plane defined by its normal ~α and the distance s to the
origin. The 3D Radon transformRf(~α, s) is the integral of f(~x) over
this plane.
Each plane can thus be represented by its Radon value Rf(~α, s) which defines a
unique point in the object space.
With the aid of the Radon transform the Fourier slice theorem can be extended
to three dimensions:
The 1D Fourier transform F{Rf}(~α, s) of the Radon values with re-
spect to s is equal to a central slice at direction ~α of the 3D Fourier
transform F{f}(~x) of the object function.
Thus, the 3D Fourier transform of the object function can be calculated if the 3D
Radon values in the object space are available.
In theory, the 3D Radon values of a plane through an object can be obtained by
integrating the projection data over the intersection line between the plane and the
2-22 X-RAY COMPUTED TOMOGRAPHY
detector. However, the Tuy-Smith condition [26] states that an exact reconstruc-
tion is only possible if all planes intersecting the object also intersect the source
trajectory at least once. Indeed, the source should be positioned in the plane for al-
lowing the possibility to measure its integral. If the source has a circular trajectory
a plane parallel to the source trajectory for example will not intersect the source
trajectory, thus in case of a circular source trajectory the Tuy-Smith condition is
not satisfied. In that case the available Radon data are confined to a torus, as is
illustrated in figure 2.8; the missing data are referred to as the shadow zone. Even
though exact reconstruction is not possible, the introduced errors are rather small,
especially if the cone angle is not too large, and as a result cone beam tomography
is often used in practice.
Figure 2.8: The values of the 3D Radon transform that can be retrieved using the
cone-beam geometry [27], the shadow zone indicated the missing data
The FDK algorithm
The filtered back projection algorithm described in section 2.4.1 is extended for
cone beam data in the algorithm described by Feldkamp, David and Kress (the
FDK algorithm) [7]. This algorithm is most commonly used for the reconstruction
of cone beam CT data.
In case of a planar detector positioned in the origin with the coordinate system
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(t′, r′), the FDK algorithm can be given by the following set of equations::
f(x, y, z) =
∫ 2pi
0
R2
U(x, y, θ)2
Qθ(t, r) dθ , (2.17)
Qθ(t, r) =
∫ ∞
−∞
Sθ(w, r)|w|ei2piwt dw , (2.18)
Sθ(w, r) =
∫ ∞
−∞
R√
R2 + t2 + r2
Pθ(t, r)e
−i2piwt dt , (2.19)
with
U(x, y, θ) = R− x sin θ + y cos θ , (2.20)
t = R
x cos θ + y sin θ
R− x sin θ + y cos θ , (2.21)
r = z
R
R− x sin θ + y cos θ , (2.22)
R the distance between the source and origin and U(x, y, θ) the distance from
the source to the point (x, y) projected on the central ray. Pθ(t, r) represent the
projection data under angle θ of the pixel at position (t, r) in the detector plane. As
opposed to parallel beam geometry, projection data are now acquired over 360◦.
The continuous FDK algorithm can be discretized similar to the discretization of
the FBP algorithm.
The volume is reconstructed as a stack of cross-sections consisting of 3D vox-
els. The number of cross-sections that can be reconstructed fully is determined by
the cone angle; it is always smaller than the number of detector rows M 3. Indeed,
as illustrated in figure 2.9, only voxels which belong to the truncated double cone
(dark grey) are exposed from all directions, which means that only this volume can
be reconstructed without the introduction of additional errors.
2.4.4 Helical cone beam
Because of the incomplete sampling of the Radon space, cone beam geometry
does not allow for an exact reconstruction. Alternatively, helical cone-beam can
be used, which allows for exact reconstruction by introducing an additional trans-
lation along the axis of rotation between every projections, this is illustrated in
figure 2.10. This geometry is also more suited for the scanning of elongated ob-
jects, because the resolution in a cone beam geometry is limited by the largest size
3M is of the same order as the number of detector columns N and the number of projections P ,
as a result the required computations for backprojection are of the order O(N4), whereas the filtering
operation is of the order O(N3 logN) when using a fast Fourier transform
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Figure 2.9: The volume which can be reconstructed in the case of cone beam geometry is
limited to the truncated double cone indicated in dark grey [27]
along a certain direction of the object, as the entire object should be captured in
one projection image. Because of the additional translational movement in helical
CT the resolution can be increased (as long as the spot size is not the limiting fac-
tor) because the detector does not need to cover the entire vertical range with one
projection.
Helical cone beam tomography needs very high technical requirements be-
cause the vertical movement has to be very precise. Especially in high resolution
CT this is a significant obstacle. In medical CT helical cone beam is used more
often. Because of the trajectory of the source, the algorithms for reconstructing
helical CT are very complicated as well. There exist several algorithms for the re-
construction of helical cone beam CT [27]. At UGCT, the Katsevich algorithm [29]
was implemented [10].
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Figure 2.10: Helical cone beam geometry [28]
2.5 High resolution X-ray CT at the Centre for X-
ray Tomography
At the Centre for X-ray Tomography of the Ghent University (UGCT) research
on the improvement and application of high resolution X-ray CT is performed.
UGCT was founded in 2006 as a collaboration between the Radiation Physics
group of the Department of Physics and Astronomy and the Sedimentary Geology
and Engineering Geology group of the Department of Geology and Soil Science.
In 2009 the Laboratory of Wood Technology of the Department of Forest and Wa-
ter Management joined UGCT. Two spin-off companies originated from UGCT:
Inside Matters which offers X-ray services to companies and which is responsible
for the commercial distribution of the reconstruction software package Octopus,
and X-Ray Engineering (XRE) which provides state-of-the-art X-ray imaging solu-
tions for specific applications, from concept planning through to complete system
development.
The Radiation Physics research group develops state of the art high resolu-
tion CT scanners, as well as software for controlling the scanners, reconstruction
software and analysis software. The scanners and software can be used in research
projects in various fields such as: biology, geology, palaeontology, pharmacy, engi-
neering. . . Although there are many scanner systems commercially available, these
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systems are often limited in terms of operational freedom from a mechanical and
conceptual point of view as well as for acquisition routines. This is why UGCT
designs and integrates its own scanners in a modular way, which allows for op-
timizations, modifications and improvements during use. For the construction of
the scanners the physics behind tomography is investigated with the aid of sim-
ulations of the X-ray production in the X-ray tubes and the study of the X-ray
interaction processes which occur in the samples and detectors. Each component
of the scanner is carefully selected to allow for an optimal performance and flex-
ibility. Currently there are four scanners available at UGCT: a general purpose
900 nm scanner, a 400 nm scanner dedicated to wood research, a rotating scanner
for special applications called EMCT, and a high energy scanner called HECTOR.
Below a short overview of the developed software and scanners and software is
given.
2.5.1 Software
Reconstruction software package Octopus
Octopus [17] is a software package which was developed at UGCT for the re-
construction of parallel, fan, cone and helical cone beam tomography. It has an
excellent performance and an intuitive user interface. A server/client architecture
has been developed which can distribute the workload over the network with al-
most linear scaling in performance. At UGCT, research on the improvement of the
existing algorithms as well as newly developed algorithms is performed, and after
extensive testing these algorithms can be added to the software package Octopus.
3D analysis software package Morpho+
For the 3D analysis of the reconstructed data the software package Morpho+ was
developed in house [11, 17]. This software package can process large datasets
in a reasonable amount of time, which is crucial in high resolution tomography.
Morpho+ provides several parameters and routines which are applicable in various
research fields and is constantly extended with new algorithms and parameters
[18]. This program will be discussed in detail in chapter 4.
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CT scanner control software
Although the scanners at UGCT have the same basic functionality, they differ con-
siderably in physical implementations as they were built for different purposes.
To provide the same interface and functionality on all scanners a generic software
platform was developed using LabVIEW® [30]. This scanner platform is generic,
scalable, highly efficient, easy to develop and to extend, and it can be deployed on
future scanners with minimal effort.
2.5.2 Scanners
900 nm CT scanner
The first high resolution scanner which was developed at UGCT is the 900 nm CT-
scanner, it is shown in figure 2.11. A Feinfocus dual head system is used as X-ray
source, it has a transmission head which is used for high resolution applications
and in case of larger objects a directional head can be used. The best achievable
focal spot size, which determines the best possible resolution, is approximately
900 nm.
Figure 2.11: The 900 nm CT scanner at UGCT
In order to rotate the object during the scan a high precision air bearing motor
stage from Micos is used. On the rotation stage, a micro-positioning system (Piezo
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positioning) is mounted. This allows for accurate centring of the object onto the
axis of rotation, which is very cumbersome to do manually. To position the object
in and out of the beam and to be able to control the magnification, the rotation
stage is mounted on a stacked 3-axis translation system. To allow the object to be
positioned close to the source, it can be mounted on a rod.
There are many X-ray detectors available at UGCT. In figure 2.11 the Rad-Eye
CMOS flat panel is shown, other detectors are the Photonic Scnence VHR, the
Varian 2520V Paxscan, the PerkinElmer 1620 CN3 CS and the Medipix2. These
detectors can be manually replaced with one another, and the settings in the control
software of the scanner can be adjusted for each detector.
400 nm CT scanner
The 400 nm CT scanner was developed for the Laboratory of Wood Technology of
the Ghent University , although it is used for non-wood applications as well. This
scanner was developed because a scanner with higher resolution was needed for
several applications, especially for wood research. The development was based
on the experience which was obtained when building the previous scanner. This
scanner can achieve a resolution down to 400 nm. It is shown in figure 2.12.
Figure 2.12: The 400 nm CT-scanner at UGCT
This scanner has two separate Hamamatsu X-ray tubes, one nanofocus tube
which allows to distinguish details down to 400 nm and one microfocus in case
higher power is needed. These tubes are mounted on a translation motor so one
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can easily switch between the nano- and microfocus tube. On a second translation
stage two detectors are mounted, a high resolution CCD detector and a large area
flat panel. These detectors can be switched without manual intervention. To reduce
influence of environmental vibrations, the scanner setup is mounted on a damped
optical table.
Because this scanner was developed with applications in wood research in
mind, which often include long objects which need to be scanned at high reso-
lution, the possibility for helical cone beam geometry was incorporated into the
design of the scanner. Therefore, a vertical translation motor which allows for a
large range and good accuracy was included in the set-up.
EMCT scanner
It would be very useful to be able to install additional hardware on a high reso-
lution scanner, in order to control environmental parameters of the object such as
temperature, atmospheric pressure. . . , or to apply external forces on the sample
during the scan(pressure, stretch, torsion. . . These hardware devices can often not
be installed because they have external connectors which cannot be used on the
rotational stage. This is why the Environment CT scanner (EMCT) was developed
at UGCT. In this scanner, the object is stationary and the X-ray source and detector
rotate around it, as is the case in medical CT. However with the EMCT a higher
resolution can be obtained. The scanner is shown in figure 2.13.
In the EMCT-scanner, the source and the detector are installed on a linear
motorised stage which can be used to control the magnification. This translation
stage is mounted on a large goniometer, the rotation stage, which has a positional
accuracy of less than 5 µm. The object is mounted on a vertical translation motor
which is centred in a bore hole of 190 mm in the goniometer. To reach the required
geometrical precision and stability during the scans, the entire system is built on
a granite base. To allow for a continuous rotation, slip ring contacts over which
communication, interlocks and power are transmitted, are embedded in the granite
base. The source is a 130 kv directional source with a minimal spot-size of 5 µm
and it can achieve a maximal power of 39 W. The detector is a CMOS type with a
400 µm CsI scintillator of 1358x1356 pixels with a pitch of 0.1 mm.
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Figure 2.13: The EMCT scanner at UGCT
HECTOR
The scanners mentioned in the previous section were designed to achieve very
high resolutions, which resulted in a limited tube voltage (maximum 160 kV). As
a result, depending on the size and composition of the samples, in some cases the
obtained transmission will not be sufficient to obtain the desired image quality.
This is why a more powerful high energy scanner called HECTOR was developed
[31], which also allows for high speed scanning and still aims at achieving a high
resolution. HECTOR was developed in collaboration with the spin-off company
X-Ray Engineering. The set-up of HECTOR is shown in figure 2.14.
HECTOR consist has a microfocus directional target X-ray source which can
achieve a voltage up to 240 kV, its spot-size allows to obtain 4 µm resolution and
the maximal achievable power is 280 W. It has a large (40x40 cm) flat-panel detec-
tor and will be equipped in the future with an additional line-detector with a max-
imal operational range. On the rotational stage samples up to 80 kg, 1 m long and
80 cm in diameter can be placed.The source detector distance can be varied from
30 cm up to 200 cm, which allows to optimize the signal to noise ratio for various
type of samples. To allow for the positioning of additional peripheral equipment
such as pumps, chillers, etc., the set-up is installed in a large concrete bunker.
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Figure 2.14: The high energy scanner HECTOR at UGCT
2-32 X-RAY COMPUTED TOMOGRAPHY
References
[1] http://en.wikipedia.org/wiki/Electromagnetic_
spectrum.
[2] W. C. Ro¨ntgen. On a new kind of rays. Wu¨rzburg Physical and Medical
Society, 1895.
[3] J. Radon. U¨ber die Bestimmung von Funktionen durch ihre Integralwerte
langs gewisser Mannigfaltigkeiten. Berichte des Schsischen Akademie der
Wissenschaften, 69:262–277, 1917.
[4] A.M. Cormack. Representation of function by its line integrals with some
radiological applications. Journal of Applied Physics , 34(9):2722–&, 1963.
[5] A.M. Cormack. Representation of function by its line integrals with some
radiological applications .2. Journal of Applied Physics , 35(10):2908–&,
1964.
[6] J. C. Elliot and S. D. Doover. X-ray microtomography. Journal of Mi-
croscopy, 126:211–213, 1982.
[7] L. A. Feldkamp, L. C. Davis, and J. W. Kress. Practical cone-beam algo-
rithm. Journal of the Optical Society of America A, 1(6):612–619, 1984.
[8] http://en.wikipedia.org/wiki/X-ray_tube.
[9] O. Klein and T. Nishina. U¨ber die Streuung von Strahlung durch freie
Elektronen nach der neuen relativistischen Quantendynamik von Dirac.
Zeitschrift fr Physik A Hadrons and Nuclei, 52:853–868, 1929.
[10] Y. De Witte. Improved and Practically Feasible Reconstruction Methods
for High Resolution X-Ray Microtomography. PhD thesis, Ghent University,
2010.
[11] J. Vlassenbroeck. Advances in Laboratory-Based X-Ray Microtomography.
PhD thesis, Ghent University, 2009.
[12] http://www.materialise.com/mimics.
[13] http://www.mavi-3d.de.
[14] R.A. Ketcham. Computational methods for quantitative analysis of three-
dimensional features in geological specimens. Geosphere, 1(1):3241, 2005.
CHAPTER 2 2-33
[15] F. Brun, L. Mancini, P. Kasae, S. Favretto, D. Dreossi, and G. Tromba.
Pore3D: A software library for quantitative analysis of porous media. Nu-
clear Instruments and Methods in Physics Research Section A: Accelera-
tors, Spectrometers, Detectors and Associated Equipment, 615(3):326 – 332,
2010.
[16] W.B. Lindquist. Quantitative analysis of three dimensional X-ray tomo-
graphic images. In Bonse, U, editor, Developments in X-Ray Tomography
III, volume 4503 of Proceedings of the Society of Photo-Optical Instrumen-
tation Engineers (SPIE), pages 103–115. SPIE, 2002. 3rd Conference on
Developments in X-Ray Tomography, San Diego, CA 02-03, 2001.
[17] J. Vlassenbroeck, M.Dierick, B. Masschaele, V. Cnudde, L. Van Hoorebeke,
and P. Jacobs. Software tools for quantification of X-ray microtomography
at the UGCT. Nuclear Instruments and Methods in Physics Research Sec-
tion A: Accelerators, Spectrometers, Detectors and Associated Equipment,
580(1):442–445, 2007.
[18] L. Brabant, J. Vlassenbroeck, Y. De Witte, V. Cnudde, M.N. Boone, J. De-
wanckele, and L. Van Hoorebeke. Three-Dimensional Analysis of High-
Resolution X-Ray Computed Tomography Data with Morpho+. Microscopy
and Microanalysis, 17(2):252–263, 2011.
[19] G. Michael. X-ray computed tomography. Physics Education, 36(6):442,
2001.
[20] A. C. Kak and M. Slaney. Principles of Computerized Tomographic Imaging.
IEEE Press, New York, 1988.
[21] S. Pan and A. Kak. A computational study of reconstruction algorithms for
diffraction tomography: interpolation versus filtered backprojection. IEEE
Transactions on Acoustics, Speech and Signal Processing, 31(5):1262–1275,
1983.
[22] H. Stark, J. W. Woods, I. Paul, and R. Hingorani. Direct Fourier reconstruc-
tion in computer tomography. IEEE Transactions on Acoustics, Speech and
Signal Processing, 29(2):237–245, 1981.
[23] J. O’Sullivan. A fast sinc function gridding algorithm for Fourier inversion
in computer tomography. IEEE Transactions on Medical Imaging, 4(4):200–
207, 1985.
[24] M. Magnusson-Seger. Linogram and other direct Fourier methods for tomo-
graphic reconstruction. Phd dissertation, Linko¨ping University, 1993.
2-34 X-RAY COMPUTED TOMOGRAPHY
[25] A. Averbuch, R. Coifman, M. Israeli, I. Sedelnikov, and Y. Shkolnisky. Ad-
vances in signal transforms: theory and application. Hindawi Publishing
Corporation, New York, 2007.
[26] H. Tuy. An inversion formula for cone-beam reconstruction. SIAM Journal
of Applied Mathematics, 43(3):546–552, 1983.
[27] H. Turbell. Cone-beam reconstruction using filtered backprojection. Phd
dissertation, Linko¨ping University, 2001.
[28] H. Kudo, T. Rodet, F. Noo, and M. Defrise. Exact and approximate al-
gorithms for helical cone-beam CT. Physics in Medicine and Biology,
49(13):2913–2931, 2004.
[29] A. Katsevich. Analysis of an exact inversion algorithm for spiral cone-beam
CT. Physics in Medicine and Biology, 47(15):2583–2597, 2002.
[30] M. Dierick, D. Van Loo, B. Masschaele, M. Boone, and L. Van Hoorebeke.
A LabVIEW based generic CT scanner control software platform. Journal of
X-Ray Science and Technology, 18(4):451–461, 2010.
[31] B. Masschaele1, M. Dierick, D. Van Loo, M.N. Boone, L. Brabant,
E. Pauwels, V. Cnudde, and L. Van Hoorebeke1. HECTOR: A 240kV micro-
CT setup optimized for research. In Journal of Physics Conference series:
Proceedings of the 11th International Conference on X-Ray Microscopy,
Shanghai, China, August 2012.
Physics is imagination in a straight
jacket.
John Moffat
3
Iterative reconstruction algorithms and
the reduction of artefacts
As alternative to the most commonly used algorithm for reconstruction, filtered
back projection, there exist iterative reconstruction algorithms for the reconstruc-
tion of tomographic data. These algorithms can be subdivided in two main groups:
algebraic or statistical reconstruction algorithms.
Iterative reconstruction algorithms have shown promising results with regard
to the improvement of image quality when the number of available projections or
the angular range is limited and with regard to the reduction of artefacts such as
metal-, cone beam- and beam hardening artefacts. Compared to filtered backpro-
jection, iterative reconstruction algorithms are known to result in longer recon-
struction times. However, this can be partially compensated by using an efficient
implementation on a graphical processing unit (GPU) [1].
Another advantage of iterative reconstructions algorithms is that they provide
the possibility to incorporate physical effects which can be modelled, such as beam
hardening, in the forward projector of the algorithm.
In this chapter an overview of the existing reconstruction algorithms will be
given and their advantages and disadvantages will be discussed. Additionally, the
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use of these algorithms for the reduction of different artefacts will be demonstrated.
In the scope of this work, several methods for artefact reduction by modifying iter-
ative reconstruction methods were investigated. In this chapter it will be illustrated
how these modifications result in improved reconstruction quality in case of metal
artefacts and beam hardening, or by incorporating an initial solution in the recon-
struction algorithm.
3.1 Iterative reconstruction
Iterative reconstruction algorithms consider the reconstruction process as the op-
timization of a discrete representation of the object function f(x, y, z) in order to
satisfy a system of equations that describes the imaging modality.
The object function is represented on a 3D grid of N voxels corresponding to
function values fj with j = 1...N . The line integral corresponding to a detec-
tor pixel can be written in a discrete form, p(i), which is called a ray sum. The
relationship between these ray sums pi and the function values fj is expressed by:
N∑
j=1
wijfj = pi , i = 1 . . .M , (3.1)
where M = RMp is the total number of measured ray sums in all the projection
images. R is the number of projections and Mp the number of detector pixels in a
projection image Pθ. The weights wij represent the contribution of the j-th voxel
to the i-th ray sum. The ray sums pi can be retrieved from the projection images
by:
pi = − ln
(
Ii
I0i
)
, (3.2)
where Ii is the X-ray intensity measured by the detector pixel corresponding to
pi and I0i the measured, unattenuated intensity. The imaging process can then be
seen as a system of linear equations:
w11f1 + w12f2 + · · ·+ w1NfN = p1
w21f1 + w22f2 + · · ·+ w2NfN = p2
. . .
wM1f1 + wM2f2 + · · ·+ wMNfN = pM . (3.3)
In matrix notation, this can be written as:
W · F = P . (3.4)
CHAPTER 3 3-3
Here, P is the (M × 1) column vector containing the ray sums pi, F is the (N × 1)
column vector representing the function values fj and W is the (M × N) matrix
of the weights wij .
The ray sums can be measured and the weights can be calculated, so in the-
ory, the object function can be obtained by inverting the system of equations in
(3.3). In practice however, M is usually not equal to N and the system is under-
(M < N ) or overdetermined (M > N ). Furthermore, the presence of noise in the
projections yields an inconsistent system of equations. Even when M = N and
when noise is not present, the large dimensions of the projection matrix makes the
inversion practically impossible due to computational reasons. Therefore iterative
techniques are used.
At first, an initial solution f0j is estimated for the object function. The algo-
rithm will try to improve this solution at each iteration using three general steps:
forward projection, correction computation and backprojection. From an inter-
mediate solution fkj the forward projected ray sum pˆ
k
i is first calculated. The
calculated ray sum can than be compared with the measured ray sum pi. From
this comparison correction terms ci can be applied by using backprojection. These
correction terms are used to update the previous estimate fkj to f
k+1
j which should
be more consistent with pi.
All iterative reconstruction algorithms use this method to obtain a solution.
However, different techniques are used to obtain the correction terms and to update
the object function.
3.2 Algebraic reconstruction algorithms
Algebraic reconstruction algorithms reconstruct the images by solving the set of
linear equations given in equation 3.3. From the mathematical point of view, they
are variations of the iterative method for solving a system of simultaneous equa-
tions introduced by Kaczmarz in 1937 [2].
3.2.1 The Kaczmarz method
For large values ofM andN , the set of equations (3.3) can be solved by an iterative
method introduced by Kacmarz [2] and further elucidated by Tanabe [3]. Let the
object be represented by the point ~f = (f1, f2, . . . , fN ) in an N -dimensional
space. Each of the equations in (3.3) then defines a hyperplane. When a unique
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solution exists, the hyperplanes intersect in a single point, which is the solution to
the system of equations.
For N dimensions the initial solution ~f (0) is projected onto the first hyper-
plane, given by the first equation in (3.3), resulting in the solution ~f (1). This new
solution is then projected onto the hyperplane represented by the second equation
in (3.3), giving the solution ~f (2), and so forth. Mathematically, this process can
be expressed by [4]:
~f (k) = ~f (k−1) +
pk − ~wk · ~f (k−1)
~wk · ~wk ~wk , (3.5)
where ~wk = (wk1, wk2, . . . , wkN ). After each of the M equations in (3.3) is
handled, the whole procedure can be repeated for another iteration and so on, until
some condition of convergence is reached.
3.2.2 Algebraic Reconstruction Technique (ART)
The algebraic reconstruction technique (ART) can now be described by rewriting
equation (3.5):
f
(k+1)
j = f
(k)
j + λ
pi −
N∑
n=1
winf
(k)
n
N∑
n=1
w2in
wij , (3.6)
where an extra relaxation parameter λ was added. This parameter is usually cho-
sen within the range ]0.0, 1.0] and is used to dampen the contribution of noise
to the reconstruction. The update step of the volume given by equation (3.6) is
performed for every equation in (3.3), thus for every pixel of every projection im-
age. The initial solution is thus updated M times, each time based on a different
detector pixel.
For each pi of every projection image ART uses the three earlier mentioned
general steps for iterative reconstruction: forward projection, computation of the
correction and backprojection. ART can be described by the following steps:
1. Initialise the reconstruction volume.
2. Select a detector pixel pi from projection Pθ.
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3. Forward projection: Compute the ray sum pˆi corresponding to pixel pi:
pˆi =
N∑
n=1
winf
(k)
n . (3.7)
4. Correction computation: Calculate the correction factor ci by subtracting
the calculated ray sum from the measured value in pi:
ci = λ
pi − pˆi∑N
n=1 w
2
in
. (3.8)
5. Backprojection: Distribute the correction into the volume so an improved
solution is obtained:
f
(k+1)
j = f
(k)
j + ci wij . (3.9)
6. Repeat steps 3-5 for each pi in every Pθ
If the solution has not yet converged sufficiently after processing every pixel in
every projection image, steps 2-6 can be performed again starting with the solution
obtained by the first iteration, and this can be repeated for a number of iterations.
3.2.3 Ordered Subsets
As mentioned earlier the update step can be performed at different stages in the
iterative algorithm. Instead of correcting the volume for every detector pixel in
every projection image, one can also accumulate the corrections corresponding to
a certain range of pixels before updating the reconstruction volume. This is usually
done by gathering the contributions of every pixel in a certain number of projection
images. Most often, the Simultaneous Iterative Reconstruction Technique (SIRT
[5]) or the Simultaneous Algebraic Reconstruction Technique (SART [6]), which
are explained in the following sections, are used.
A more general approach for algebraic techniques can be found in the use
of Ordered Subsets (OS) [7]. The use of OS originates from the reconstruction
of single photon and positron emission tomography (SPECT and PET) using ex-
pectation maximization (EM) methods [8]. In this approach, the update step is
performed after accumulating the correction for all pixels belonging to a certain
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set of S projection images. Mathematically, the update process can be described
as:
f
(k+1)
j = f
(k)
j + λ
∑
i∈IOSs

pi −
N∑
n=1
winf
(k)
n
N∑
n=1
win
wij
∑
i∈IOSs
wij
, (3.10)
with IOSs the subset of indices of the measured ray sums contained in the ordered
subset OSs of projections. 1 In this case, the correction factor ci is described by:
ci =
pi −
N∑
n=1
winf
(k)
n
N∑
n=1
win
. (3.11)
In comparison to the original ART formula (3.6) two differences can be ob-
served. First, the difference between the measured and the calculated ray sum is
now divided by the sum of the weights, instead of by the sum of squared weights.
Intuitively, this means that the difference is now normalised by the physical length∑N
n=1 win of the corresponding ray. This replacement in simultaneous procedure
is done for reasons of uniformity of the reconstructed image. Furthermore it main-
tains the correct dimension for the updated object function. Second, the update
is now performed by calculating the weighted average of all corrections from ev-
ery ray in the ordered subset. The number of projections S used in the subsets
determines the convergence speed of the solution. Higher S will result in slower
convergence, however, the reconstruction will suffer less from noise as the update
is averaged over more values.
Simultaneous ART using ordered subsets can be described by the steps listed
below. In figure 3.1 a flow chart of the algorithm is given.
1. Initialise the reconstruction volume.
2. Select an ordered subset OSs from the projection images.
3. Select a detector pixel pi ∈ OSs.
1The subset summation range in equation 3.10 is often denoted as pi ∈ OSs, indicating every
measured ray sum contained in the ordered subset of projections OSs.
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4. Forward projection: Compute the ray sum pˆi corresponding to pixel pi using
equation 3.7.
5. Correction computation: Subtract the ray sums from the corresponding mea-
sured values.
6. Repeat steps 4-5 for each pi ∈ OSs
7. Backprojection: Distribute the unprocessed calculated corrections into the
volume using a weighted average.
8. Repeat steps 3-7 for every OS
9. Repeat steps 2-8 for every iteration
Figure 3.1: Flow chart of the ART algorithm using ordered subsets
3.2.4 Simultaneous Iterative Reconstruction Technique (SIRT)
The Simultaneous Iterative Reconstruction Technique (SIRT) [5] only applies the
update after a full iteration, thus by accumulating the corrections from all pixels of
every projection image. The Ordered Subsets approach with S is equal to the total
number of projection images R is equivalent to the SIRT algorithm. SIRT can be
described by the following steps:
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1. Initialise the reconstruction volume.
2. Select a detector pixel pi from projection Pθ.
3. Forward projection: Compute the ray sum pˆi corresponding to pixel pi using
equation 3.7.
4. Correction computation: Subtract the ray sums from the corresponding mea-
sured values
5. Repeat steps 3-4 for each pi in every Pθ
6. Backprojection: Distribute all the unprocessed calculated corrections into
the volume using a weighted average.
7. Repeat steps 2-6 for every iteration
Because the update is performed only after a full iteration, SIRT requires a
large number of iterations resulting in a long processing time before the solution
converges.
3.2.5 Simultaneous Algebraic Reconstruction Technique (SART)
The Simultaneous Algebraic Reconstruction Technique (SART) [6] updates the
volume after accumulating the corrections from every detector pixel of one pro-
jection image. The Ordered Subsets approach with S = 1 is equivalent to the
SART algorithm. SART can be described by the following steps:
1. Initialise the reconstruction volume.
2. Select a projection Pθ.
3. Select a detector pixel pi from projection Pθ.
4. Forward projection: Compute the ray sum pˆi corresponding to pixel pi using
equation 3.7.
5. Correction computation: Subtract the ray sums from the corresponding mea-
sured values
6. Repeat steps 4-5 for each pi in Pθ
7. Backprojection: Distribute the unprocessed calculated corrections into the
volume using equation 3.9.
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8. Repeat steps 3-7 for every Pθ
9. Repeat steps 2-8 for every iteration
SART combines relatively high reconstruction speed with low memory re-
quirements.
3.2.6 Multiplicative Algebraic Reconstruction Technique (MART)
In addition to ART, which applies an additive correction, alternatively one can use
a multiplicative correction. This method, known as the Multiplicative Algebraic
Reconstruction Technique (MART) [9] is described by:
f
(k+1)
j = λ
pi∑N
n=1 winf
(k)
n
f
(k)
j . (3.12)
This method inherently prohibits the object function values fj to become negative,
which is an advantage over ART. However, multiplicative methods have several
disadvantages and are rarely used in practice.
3.3 Statistical reconstruction algorithms
In iterative statistical reconstruction methods images are reconstructed by itera-
tively maximizing a likelihood function. Statistical reconstruction methods take
the noise on the measurement data into account. They use a statistical modelling
of the measurement process; the forward model of the acquisition is based on the
expected number of transmitted photons tˆi which can be expressed by:
tˆi = bi · exp
− N∑
j=1
wijfj
 . (3.13)
The values bi represent the number of photons that are detected when the X-ray
beam is not attenuated and are related to the measured X-ray intensities I0i . The
actual number of transmitted photons, ti, is related to the measured X-ray intensity
Ii.
Due to the quantum nature of photons, the measurements in X-ray imaging
systems can be reasonably modelled as independently distributed Poisson random
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variables. The mean number of detected photons is related through the absorption
law to the projections (line integrals) of the attenuation map. If the number of
photons is large enough, the measured line integral should be relatively close to
the actual value of the line integral. For poor statistics (low number of photons)
however, the difference between the actual line integral and the measured data
can be significant. If there is a sufficient photon count, analytical reconstruction
algorithms such as the FDK algorithm, which assume that the measured data are
equal to the line integral, will perform quite well, however this will not be the case
for poor statistics.
3.3.1 Maximum Likelihood for Transmission Tomography (ML-
TR)
The goal of the reconstruction algorithm is to find the values of the object func-
tion ~f that maximizes the probability to have generated the measured transmitted
numbers ~t. This probability P ( ~f |~t ) can be expressed according to Bayes’ rule:
P ( ~f |~t ) = P (~t |
~f ) · P ( ~f )
P (~t )
(3.14)
Since the term P (~t ) does not depend on ~f , it can be neglected. The term
P ( ~f ) depends on prior information about the object function and can be ignored
when no prior information is available, which is generally the case for experimen-
tal CT. Optimization of the probability P ( ~f |~t ) is now thus equal to maximizing
P (~t | ~f ). This reduction of the reconstruction problem is referred to as the maxi-
mum likelihood (ML) approach.
The resulting probability can be factorized to:
P (~t | ~f ) =
M∏
i=1
P ( ti | ~f ) , (3.15)
as statistical variations in the measured transmitted numbers ti are not correlated.
Maximization of this probability is equivalent to optimizing its logarithm:
lnP (~t | ~f ) =
M∑
i=1
lnP ( ti | ~f ) , (3.16)
since one is dealing with a monotonic function.
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As mentioned earlier, X-ray imaging systems can be assumed to follow a Pois-
son distribution. For an average count rate tˆ, the Poisson distribution t is described
by:
P ( t | tˆ ) = tˆ
t e−tˆ
t!
. (3.17)
This implies that the probability of measuring a transmission value ti is solely
determined by the expected transmission value tˆi, which depends on the object
function ~f . This means that:
P ( ti | tˆi ) = P ( ti | ~f ) . (3.18)
Combining equations (3.16 - 3.18) and ignoring constant terms, the problem of
optimizing the probability P ( ~f |~t ) is reduced to maximizing the log-likelihood
function L given by:
L =
M∑
i=1
(ti · ln tˆi − tˆi) . (3.19)
Since the transmitted numbers of photons tˆi are calculated from ~f using a certain
forward projection model, maximization of L optimizes the object function ~f .
Optimization of the function L can be performed by using the expectation max-
imization method (EM) [10], which is an iterative method. The maximization step
of this method leads to a transcendental equation that can be solved approximately
by expanding the function as a truncated series. Using a simple gradient ascent al-
gorithm [11], the optimization of the object function ~f can be formulated as [12]:
f
(k+1)
j = f
(k)
j −
∂L
∂fj
∣∣∣
~f (k)
M∑
i=1
∂2L
∂fj ∂fi
∣∣∣∣
~f (k)
. (3.20)
As with the algebraic methods, the convergence of the solution can be accelerated
by using ordered subsets. The summation
∑M
i=1 over all detector pixels in every
projection image can then be replaced by the summation
∑
ti∈OSs which runs over
every detector pixel in a certain set of projection images OSs. Using the simple
forward model in (3.13) and applying ordered subsets, equation (3.20) results in
the following iterative update step:
f
(k+1)
j = f
(k)
j + λ
∑
i∈IOSs
wij (tˆi − ti)
∑
i∈IOSs
wij
[
N∑
n=1
win
]
tˆi
. (3.21)
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with tˆi given by (3.13) and where a relaxation parameter λ was added. This algo-
rithm is called the Maximum Likelihood for Transmission Tomography (ML-TR).
In this case the correction factor ci is described by
ci = tˆi − ti (3.22)
3.4 Choosing and implementing an iterative recon-
struction method
Because there exist many iterative reconstruction algorithms, it can be difficult
to choose the best algorithm. Additionally, there are several implementations for
every algorithm. When implementing an iterative algorithm, an efficient imple-
mentation on a GPU can significantly reduce the computation time.
A thorough study on which method and implementation is most efficient in
the context of use at UGCT, being a user facility with a wide variation of samples
and large datasets, was performed in the scope of a phd thesis [13]. Below a short
overview is given on the selected implementation and algorithm. A full overview
can be found in [13].
3.4.1 Algebraic or statistical
At first one needs to decide whether one wants to use an algebraic or a statisti-
cal method. There are two main differences when comparing the two techniques.
While the forward projection step uses the integrated attenuation values in case of
algebraic methods, in case of the statistical methods it uses the expected number
of photons. Another difference can be found in the normalization of the correction
factors. The correction factors in algebraic methods are obtained by normalizing
the difference between measured and simulated values by the length of the ray. In
statistical methods this normalization is not performed, however in the backpro-
jection step two additional factors are used in the calculation of the denominator
of the weighted average of the correction factors: the length of the ray and the
expected number of transmitted photons.
As mentioned earlier, statistical methods can provide better image quality in
case of poor statistical information. However, in high resolution X-ray CT there
is usually sufficient statistical information so in this case algebraic and statistical
methods will provide similar results, which is why algebraic algorithms are gener-
ally used at UGCT.
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3.4.2 Update Step
As mentioned in section 3.2 the update step can be performed at different stages
in the iterative methods, resulting in different methods such as ART, SART and
SIRT.
ART updates the volume for every detector pixel in each projection angle,
which leads to a very high number of updates of a volume. As a result this is com-
putationally rather inefficient, especially when a GPU is used, since its inherent
structure does not allow to fully exploit the GPU’s parallel architecture. The use
of ordered subsets is also computationally inefficient, because every projection of
the subset, or an additional volume which contains the contribution of all the pro-
jections in the subset, needs to be kept in memory. As the data sets are large, the
required memory is of significant size.
With SIRT, the volume is updated after a complete iteration. As a result, the
convergence of the solution is rather slow and more iterations are needed. With
SART faster convergence is achieved than with SIRT. Additionally, this method
has the advantage that it was proven to be the better method for use in cone-beam
reconstruction and that it is best suited for increasing performance using a graph-
ical processing unit [4, 14]. For this reasons, SART is the most commonly used
algorithm at UGCT.
3.4.3 Implementation of the SART algorithm
Once an iterative algorithm is selected, a lot of freedom remains in the imple-
mentation of the algorithm. In this section, the most important aspects of the
implementation of SART at UGCT are given, a full overview can be found in [13].
Initialization and constraints
The volume is initialized with zeros. When using iterative reconstruction algo-
rithms, it is possible to take a priori information into account and constrain the
reconstructed values in the solution. The most used constraint is the positivity
constraint, which requires that all the reconstructed values are positive, because
a negative value for the linear attenuation coefficient is physically not possible.
When this constraint is implemented, the noise in the reconstruction is reduced,
however it can also cause certain small features to disappear [13], which is why it
was not included in the implementation of the SART algorithm at UGCT.
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The weighted distance scheme
The order in which projections are used to reconstruct the volume has a significant
influence on the reconstruction quality [4, 15]. If the projections were to be used
in a sequential order, the solution would be biased towards the projections which
were used first, and it can be difficult to obtain convergence towards the correct
solution. A lot of research has been done on the order in which projections should
be used [16–18]. Most commonly the weighted distance scheme (WDS) [19] is
used.
WDS selects projections in a way that optimizes both angular spacing and
spread with respect to a subset of recently used projections. Within this set, the
most recently used projections have a higher influence on the determination of
the next projection. Of course, every projection may be used only once in every
iteration.
The voxel basis
A reconstruction is usually represented on a discrete Cartesian grid. However, the
object function is in fact a continuous function. It is possible to obtain the values
of the object function at other points than the grid points by using interpolation.
For this interpolation, several basis functions can be used, which need to overlap
in space.
In general, and in the implementation at UGCT as well, cubic voxels are used
as basis function. Each grid point is the centre of a cubic volume, and the value of
the object function within this cubic volume is equal to the value on the grid point.
Alternatively, spherical basis functions can be used. In this case each grid point is
the centre of a spherical volume, and the value of the object function within this
spherical volume is equal to the value on the grid point. The advantage of using
spherical voxels as basis is that they result in a continuous representation of the
object function, while the cubic voxels will result in a representation that contains
straight edges and sharp transitions.
The values of the object function at other points than the grid points can also
be found by using linear interpolation. In one dimension the value corresponding
to f(x) is retrieved from the two closest grid points to x: xj and xj+1, where xj
is smaller than x and xj+1 is larger than x. f(x) is then given by:
f(x) = f(xj) +
x− xj
xj+1 − xj (f(xj+1)− f(xj)) . (3.23)
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Linear interpolation in two (bi-linear) and three (tri-linear) dimension is equiva-
lent to applying one dimensional linear interpolations in two or three dimensions
respectively. Alternatively to linear interpolation cubic interpolation can be used,
where four rather than two neighbouring values are used.
Weight calculation
A very important part of the forward projection is the calculation of the weights
wij from equation (3.1), which represent the contribution of the j-th voxel to the
i-th ray sum. Of course these weights will depend on the chosen discrete repre-
sentation of the object function. The best known techniques for weight calculation
are splatting and ray sampling.
In splatting, the analytical footprint a voxel leaves on the detector is calcu-
lated [14]. This can be done in a ray driven or a voxel driven approach. Both of
these approaches will lead to the same weights but the implementation technique
is different. The ray driven approach starts from the detector pixel, for each of
these pixels the ray sum is calculated separately. For each voxel which contributes
to the current ray sum the weight is calculated by integrating the object function
over the line segment corresponding to the intersection of the ray and the voxel.
The voxel driven approach on the other hands starts from the voxels. For each
voxel the intersection with every ray is calculated, the contribution can than again
be determined by integrating the object function over the calculated line segment.
Using ray sampling, a number of points at an equal distance along each ray
is sampled by using interpolation. To obtain the weights, the resulting values are
multiplied with the distance h between successive sampling points and added to
the ray sum. The quality of the sampling will depend on the sample distance s,
which can be calculated using different methods [20–23].
The easiest way to determine which points should be sampled is to set s = h.
The number of sampling points will then be dependent on the orientation of the
ray, so for each ray it will be different (in case a cone beam geometry is used).
Another commonly used technique to calculate the number of sampling points is
by the use of Joseph’s method [20], where the sampling distance is chosen in a
way that its projection onto the most parallel axis is of length s. In this way the
number of sampling points will be equal for each ray, while the distance h will be
dependent on the orientation of the ray.
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To indicate the quality of the sampling the oversampling factor S can be used:
S =
∆
s
, (3.24)
with ∆ is the distance between two grid points.
Joseph’s method is very convenient for implementation on GPU because op-
timal performance can be obtained from a GPU when all parallel processors exe-
cute the same number of steps in a loop. Additionally, in [24] it was demonstrated
that in case of Joseph’s method the required oversampling factor is a lot smaller
than in case of the simple method in order to obtain similar accuracy. In [13] it
was shown that ray sampling with linear interpolation yields similar results as the
more advanced methods regarding image quality, while the performance is better.
Therefore ray sampling with Joseph’s method is used for the forward projection in
the implementation of the algorithm at UGCT.
Fast backprojection
Using interpolation, the time required for the backprojection step can be signif-
icantly reduced if the volume is updated after at least one complete projection,
as is the case with SART. A correction image containing the correction values ci
of all detector pixels can be calculated when the ray sums of the corresponding
projection are determined, with:
ci =
pi −
N∑
n=1
winfn
N∑
n=1
win
. (3.25)
In the update step for a projection Pθ from the subset OSs, each voxel fj is
projected on the detector plane. In this projected point, the value c˜(fj ,Pθ) can be
calculated from the correction values ci with the aid of interpolation. The back-
projection step can then be described as follows:
f
(k+1)
j = f
(k)
j +
λ
S
∑
Pθ∈OSs
c˜(fj ,Pθ) , (3.26)
with S the number of projections in the subset OSs.
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3.5 Projection Simulator
In the following sections, several artefacts which occur in µCT will be explained,
as well as the possibility to use iterative reconstruction methods to reduce these
artefacts. In order to test the results obtained with an algorithm, it can be useful
to work with phantoms. In this case, the ground truth is known and it is possible
to determine if one algorithm gives better results than another. A program was
developed at UGCT which allows to simulate projections for different phantoms
using a monochromatic X-ray beam: the Projection Simulator [13].
The projections can be simulated for a parallel-, cone- or helical beam setup.
The source object distance and source detector distance can be varied, and all kinds
of misalignments can be simulated such as the horizontal and the vertical centre
position and tilt, skew and slant of the detector.
Depending on the phantom, the projection can be simulated mathematically
or with the use of ray tracing. The latter is the same technique which is used
for iterative reconstruction, it is also commonly used for 3D visualization. The
simulated projection data can be obtained for three kinds of phantoms:
• Combination of ellipsoids This phantom consists of several ellipsoids, its
attenuation can be calculated analytically by adding the attenuation of each
ellipsoid. This attenuation is dependent the intersection length of the ray and
the ellipsoid multiplied with its linear attenuation value. The best known ex-
ample of this kind of phantom is the Shepp-Logan phantom [25], which is
often used for the quality assessment of reconstruction algorithms (espe-
cially in the medical world).
• Grid patterns This pattern can be composed of a collection of dots located
at the grid points, lines parallel to x-, y- and z- axis or planes parallel to xy-,
yz and xz-plane. Another possibility for a pattern is the Defrise phantom.
This consists of a stack of discs alternated by void areas.
• Stack of bitmap images The projections for these images are simulated
with ray-tracing. It is possible to use any kind of image stack, so it is also
possible to use real scan data to create a phantom image.
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3.6 Inherent artefact reduction with iterative recon-
struction methods
An important challenge in high resolution CT lies in the reduction of artefacts in
the reconstructed images. These artefacts are the result of many different factors,
such as noise in the projection images, the geometry that is used, approximations
in the reconstruction algorithm,... Also, situations can occur where not all the
desired projection data, required for optimal reconstruction quality, are present.
This can be the case in limited angle tomography, for example when the number
of projections is reduced, or when the angular range over which projection data
are available is limited.
In comparison with algorithms based on filtered backprojection, the use of it-
erative reconstruction methods can result in better image quality and the reduction
of artefacts. When no changes are added to the algorithm and artefacts are reduced
simply by using an iterative reconstruction method, this will be referred to as in-
herent artefact reduction. In [13], extensive research on the possibility to reduce
artefacts and improve image quality with the use of iterative reconstruction algo-
rithms was performed. Below, some examples of inherent artefact reduction with
the SART algorithm are illustrated, for an in detail overview the reader is referred
to [13]
3.6.1 Limited number of projections
An important research aspect in high resolution tomography is the reduction of the
number of projections while maintaining sufficient image quality. Fewer projec-
tions results in shorter scanning times and reduced deposited dose in the investi-
gated object.
Figure 3.2 illustrates the effect of reducing the number of projections Npon a
reconstruction of a sample of four cookies. In figure 3.2(a) a reconstructed slice of
this phantom is shown, the reconstruction was performed with the FDK algorithm
using 1200 projections. Figures 3.2(b) and 3.2(c) show the same slice of the same
sample, reconstructed with the FDK and the SART algorithm respectively, but in
this case only 30 projections were used.
From figure 3.2 it can be observed that the reconstruction with limited pro-
jections is clearly better if the SART algorithm is used (figure 3.2(c)) than if the
FDK algorithm is used (figure 3.2(b). In the case of the FDK reconstruction it is
difficult to distinguish the sample from the noise. Note that the better results for
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(a) FDK, Np = 1200 (b) FDK, Np = 30
(c) SART, Np = 30
Figure 3.2: Reconstructed slice of a sample containing four cookies. The reconstructions
were performed with the FDK algorithm using 1200 (a) and 30 (b) projections and with
the SART algorithm with 30 projections (c).
the SART algorithm are not exclusively based on the better noise handling of the
SART algorithm, in [13] tests on a phantom without noise also resulted in better
image quality for SART reconstructions with a reduced number of projections.
3.6.2 Missing angular range
Another situation which often occurs is that the object under investigation cannot
be rotated over the required angular range due to practical limitations, for exam-
ple when peripheral devices are installed, or when the size of the object is very
large in one direction. This situation, where no projection data are available in a
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certain angular interval α is often referred to as limited angle tomography. With
limited angle tomography it is often the case that information is missing along two
opposite circle segments in the projection data.
Figure 3.3 illustrates the effects of a missing angular interval on a modified
Shepp Logan phantom. Both the phantom and the projection data were created
with the projection simulator (section 3.5). The original phantom is shown in
figure 3.3(a). Figure 3.3(b) and 3.3(c) show reconstructions of the same phantom
in case of a missing angular interval α = 60◦along two opposite circle segments in
the projection data, performed with FBP and SART, respectively.
(a) Phantom (b) FBP, α = 60◦ (c) SART, α = 60◦
Figure 3.3: Modified Shepp Logan phantom (a) and reconstruction of this phantom in case
of a missing angular interval α = 60◦along two opposite circle segments in the projection
data, performed with FDK (b) and SART (c) [13]
From figures 3.3(b) and 3.3(c) it can be observed that the transitions in the
vertical direction are more difficult to distinguish because the projection data along
angles close to the horizontal axis are missing; the ellipsoids are open instead of
being closed. Additionally due to the missing information the reconstructed values
are no longer correct in certain regions, this effect increases towards the centre of
the cross-section. This artefact is the strongest for the FBP reconstruction in figure
3.3(b) where the circular feature in the middle of the phantom situated between the
two void ellipsoid is very hard to distinguish, because it consists of only negative
values (every value smaller than or equal to zero is displayed in black). This effect
is less pronounced, but still present, in the SART reconstruction in figure 3.3(c),
where the circular feature can be distinguished from the void ellipsoids.
3.6.3 Cone beam artefacts
A main obstacle when using cone beam geometry is that the cone beam tomog-
raphy does not provide a complete sampling of the 3D Radon transform of the
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object function f(x, y, z). This can be intuitively understood as follows: gener-
ally, for transitions in the object function to be completely resolved, the projection
data should be available from rays perpendicular to these transitions. With the ex-
ception of the horizontal central plane, rays are oblique in every other horizontal
plane. As a result, during the imaging process information on the transitions along
the longitudinal z-axis is lost to some extent, which results in cone beam arte-
facts. Cone beam artefacts increase as the distance to the (x, y, 0)-plane increases
(larger cone angle) because more planes through the object which do not intersect
the source trajectory can be constructed, and thus more information is missing.
When the FDK algorithm is used for reconstruction, these cone beam artefacts can
be increased, because this algorithm is an approximate method which introduces
an increasing amount of blurring along the z-axis as the cone angle increases.
There are several ways to reduce cone beam artefacts. The most elegant solu-
tion is to use alternative geometries, such as helical cone-beam geometry, which
do not suffer from cone beam artefacts. However, because cone beam tomogra-
phy is still predominantly used in high resolution CT, software methods to reduce
these artefacts are very useful. It is possible to use modified FDK methods (for
example: [24, 26]), which were developed to reduce cone beam artefacts. Another
possibility is to use iterative reconstruction algorithms such as SART, which have
shown to reduce cone beam artefacts in comparison with (modified) FDK algo-
rithms ( [13, 27]).
Cone beam artefacts for FDK and SART reconstructions are illustrated for a
Defrise phantom in figure 3.4 [13]. The phantom and the projection date were
generated with the projection simulator (section 3.5). The Defrise phantom in
figure 3.4 is composed of 19 solid cylindrical disks with a diameter of 84 mm,
a thickness of 7.0 mm and a linear attenuation value of 0.1 cm-1. The distance
between the centre of two consecutive discs is 14 mm. The central disc was centred
at the horizontal symmetry plane of the scanner geometry. The distance from the
X-ray source to the object was 1000 mm, that from the X-ray source to the detector
was 2000 mm. The detector contains 1200 rows and 364 columns of pixels, with
a pixel pitch of 0.508 mm. Figure 3.4 shows the upper half (central disc included)
of the phantom in case of FDK (a) and SART reconstruction (b).
From figure 3.4(a) it can be observed that the cone beam artefacts are most
significant far from the central horizontal plane and close to the longitudinal axis,
which was to be expected as these are the regions where most information is miss-
ing. The reconstruction quality for large cone angles is clearly better for the SART
reconstruction in figure 3.4(b), the cone beam artefacts are significantly reduced.
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(a) FDK (b) SART
Figure 3.4: Reconstructed cross-sections of the simulated Defrise phantom parallel to the
(x, z)-plane, using FDK (a) and SART (b). The thickness of the discs is 1.4 mm. Starting at
the bottom, the horizontal centre of each disc corresponds to a full cone angle of 0.0◦,
1.6◦, 3.2◦, 4.8◦, 6.4◦, 8.0◦, 9.6◦, 11.2◦, 12.8◦and 14.4◦respectively. [13]
3.7 Artefact reduction by modifying iterative recon-
struction methods
Next to inherent artefact reduction another advantage of iterative reconstruction
methods is that they can be implemented in a flexible way. Therefore, it is possible
to include prior knowledge about the sample or the X-ray beam in the algorithm,
so this knowledge can be taken into account during the reconstruction process.
In the scope of this work several methods for artefact reduction by modifying
iterative reconstruction methods were investigated. In the sections below it will
be illustrated how the reconstruction quality can be improved by incorporating
an initial solution in the algorithm, by modifying the reconstruction algorithm to
reduce metal artefacts and by modelling beam hardening and incorporating it in the
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forward projector of the iterative reconstruction methods. All these modifications
were incorporated in the SART algorithm, however it is possible to include them
in any iterative reconstruction method.
3.7.1 Incorporation of an initial solution
In X-ray microtomography it is possible that multiple scans of the same sample
are needed, for example when a sample has undergone a certain modification and
a scan is needed before and after this modification. In that case, the required
number of projections for the second scan can be reduced by using the information
obtained in the first scan. This allows for a reduction of the scanning time, while
the required image quality is maintained.
Iterative reconstruction algorithms are very suitable for the incorporation of
additional information. As mentioned earlier, iterative reconstruction algorithms
typically start from an empty volume, however, when the same sample is scanned
twice, with only small modification in the sample, the reconstructed volume of the
sample before modification can be used as initial solution for the reconstruction of
the second scan.
To illustrate the principle a sample of sand was scanned with the µCT setup,
subsequently the obtained reconstruction of the sample was binarized to obtain a
phantom. The projection simulator (section 3.5) was used to simulate 512 pro-
jections of this sample. A slice of this sample is illustrated in figure 3.5(a). Sub-
sequently, the grey values of four grains in the binary phantom was changed to
simulate a modification in the sample. This is illustrated in figure 3.5(b). Again,
the projection simulator was used to simulate 512 projections of this second phan-
tom.
Subsequently, the different phantoms were reconstructed using only a few pro-
jections. In figure 3.6 the same slice as in figure 3.5 is shown, reconstructed with
only 16 projections. In figure 3.6(a) the reconstruction was performed with the
SART algorithm starting from an empty volume, while in figure 3.6(b) the recon-
struction of the binary sample with 512 projections was used as initial solution
for the SART reconstruction. In both cases 20 iterations were used to compensate
for the lower number of projections and λ = 0.5 was used. Note that although
only single slices are shown for illustrative purposes, the algorithm is performed
in three dimensions.
From figure 3.6 it can be observed that it is very difficult to identify the grains
in the sand sample if an empty volume is used as initial solution (figure 3.6(a).
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(a) original phantom (b) modified phantom
Figure 3.5: Slice of the original sand phantom (a) and the same slice of the sand sample
after the grey values of four of the grains have been changed (b)
However, when the reconstruction of 512 projections of the phantom before mod-
ification is used as initial solution (figure 3.6(b)) all the grains can be identified,
and a clear distinction can be made between the white grains and the grains with a
modified grey value.
A typical situation where it is beneficial to use the SART algorithm with an
initial solution is during the investigation of how a fluid penetrates a sample. For
these kinds of experiments, first an initial scan of the dry sample is taken. Then
the sample is put in a bath with a certain fluid, and the fluid will penetrate only in
the pores which are connected to the outside border of the sample. Subsequently a
scan of the wet sample is taken.
To simulate the effect of fluid penetration the reconstruction of a geological
sample was used to make a phantom. Again, the projection simulator was used to
simulate 512 projections of this sample. The largest interconnected pore structure
in 3D was identified and the grey value of all the voxels belonging to this pore
structure were changed. 512 projections of this sample were simulated with the
projection simulator. A slice of the phantom before and after the fluid penetration
is shown in figure 3.7(a) and 3.7(b) respectively. Note that although this cannot be
seen on the 2D images, the pores with the changed grey values are connected to
one another in 3D.
The original phantom was reconstructed with the SART algorithm using all the
512 projections, starting from an empty volume. The phantom with the changed
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(a) without initial solution (b) with initial solution
Figure 3.6: Slice of the modified sand phantom reconstructed using 16 projections. In (a)
the SART reconstruction was performed starting from an empty volume and in (b) the
SART reconstruction was performed starting from a reconstruction using 512 projections
from the phantom before modification.
grey values was reconstructed using only 32 projections. In figure 3.8 the same
slice as in figure 3.7 is shown for a SART reconstruction starting from an empty
volume (figure 3.8(a)) and for SART reconstruction were the reconstruction of the
original phantom was used as initial solution (figure 3.8(b)).
From figure 3.8 it can be observed that the reconstruction which uses the re-
construction of the sample before modification as initial solution is much better.
3.7.2 Metal artefact reduction (MAR)
The presence of metals in a sample leads to streak artefacts. There exist several
methods to reduce these artefacts with the aid of modified iterative reconstruction
algorithms [13, 28–30]. A simple but effective way to reduce streak artefacts is to
only allow backprojection if one of the following conditions is true:
1. pi < Tl
2. pi > Tl and |pi − pˆi| < 
3. pi > Tl and pˆi < Tmin,
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(a) original phantom (b) modified phantom
Figure 3.7: Slice of the original geological phantom (a) and the same slice after the grey
values of the voxels belonging to the largest interconnected pore structure have been
changed (b)
with pi the measured ray sum and pˆi the forward projected ray sum. Tl, Tmin
and  are three parameters which the user can specify. Tl is a threshold level, the
first statement implies that only detector pixels with an attenuation below the se-
lected Tl are backprojected. It is possible that rays which pass through a lot of
non-metal material lead to detector pixels with higher attenuation than Tl, simply
because the ray passes through a large amount of volume rather than through a vol-
ume with very high attenuation. These detector pixels do need to be backprojected.
In this case, |pi − pˆi| will most often be small (this is the second statement), be-
cause the voxels belonging to non-metal materials are updated though projections
in other directions. If the other projections are not yet processed, it is still possible
that |pi − pˆi| > , but in that case pˆi will be very small if a zero solution was
chosen as initial solution, so this is where the last statement comes in.
The effect of the metal artefact reduction (MAR) is illustrated in figure 3.9. In
figure 3.9(a) a cross section of a scanned toy sample reconstructed with SART is
shown. The sample contains metal and the streak artefacts are clearly visible. Be-
cause of these artefacts, the material just behind the metal containing parts cannot
be visualised. In figure 3.9(b) the same slice is shown, again it is reconstructed
with SART but now the MAR algorithm explained above is applied with Tl = 1
cm−1. The streak artefacts in this figure are clearly reduced and now the material
just behind the metal containing parts can be visualized.
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(a) without initial solution (b) with initial solution
Figure 3.8: Slice of the modified geological phantom reconstructed with 32 projections. In
(a) the SART reconstruction was performed starting from an empty volume and in (b) the
SART reconstruction was performed starting from a reconstruction of 512 projections from
the phantom before modification.
3.7.3 Beam hardening
This section has been published as: A novel beam hardening
correction method requiring no prior knowledge, incorporated in
an iterative reconstruction algorithm [31]
For a monochromatic X-ray beam the law of Lambert-Beer describes the rela-
tion between the original intensity of the source, I0, measured at a specific detec-
tor position without the object, and the intensity of the beam I after transmission
through the object:
I = I0e
[
∫
L
−µ(r)dr], (3.27)
where µ (r) is the linear attenuation coefficient of the material at position (r) along
the path L. However, most X-ray sources used in laboratory setups generate a
polychromatic X-ray beam, with photons of different energy, and the attenuation
coefficient is energy dependent. The imaging process thus depends on the energy
spectrum of the X-ray beam and equation 3.27 is no longer valid. When taking
the polychromatic nature of the X-ray beam spectrum into account, equation 3.27
becomes:
I = I0
∫
I(E) exp
(− ∫
L
µ(r, E)dr
)
γ (E) dE∫
I (E) γ (E) dE
, (3.28)
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(a) SART (b) SART with MAR
Figure 3.9: Reconstructed cross-section of a toy sample containing metal. The
reconstruction was performed with SART, without (a) and with (b) metal artefact reduction
where I (E) is the X-ray beam spectrum, γ (E) the energy dependent detection
efficiency and µ (r, E) the attenuation coefficient at position (r) for energy E. In
general, low energy X-rays are stopped more easily than high energy X-rays and
can thus be completely removed by a sample with limited thickness. As a result
the mean energy of the X-ray beam increases as the beam penetrates a sample.
This is called beam hardening [32–34].
Most reconstruction algorithms are based on equation 3.27 and do not take
this energy dependence of the mass attenuation coefficient into account. As a
result artefacts will occur in the reconstructed image. A typical beam hardening
artefact is cupping: the outer layer of the reconstructed sample shows a higher
attenuation coefficient than the inner part. In addition to this gradient in grey
values, beam hardening adds smearing and streak artefacts to the images. Because
these artefacts complicate the interpretation of the resulting data it is important
to compensate for the non-linear effects arising from the different attenuation and
detection characteristics of the low- and high energy parts of the spectrum.
There are three categories of beam hardening correction (BHC) methods: phys-
ical filtration, dual energy systems [35–37] and algorithmic correction [38–49].
Physical filtration pre-hardens the spectrum and thus reduces the beam hardening.
However, since the flux is reduced, the signal to noise ratio also decreases. If the
filter is not thick enough, the beam hardening remains. For the dual energy ap-
proach the linear attenuation coefficient is decomposed into the photoelectric and
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the Compton scatter component. Two scans at different energies then allow recon-
structing the data with reduced beam hardening. This implies, however, the need
of two X-ray sources or detectors or two scans. Algorithmic correction reduces
beam hardening computationally, before or after the image reconstruction. The
former is often referred to as pre-processing, the latter as post-processing. The
most common technique for pre-processing is linearization. This methods aims
to transform the measured polychromatic attenuation data into monochromatic at-
tenuation data. With post-processing, the image is first reconstructed from the
raw data, and then segmented into different parts. The obtained segments are then
reprojected separately, with the beam hardening model incorporated.
Most of the aforementioned methods require prior knowledge of the object
under investigation. This poses no problem in the medical field. However, for
heterogeneous samples from various research fields the composition is often un-
known. Consequently, there is no information available about the amount of ma-
terials present in a sample and the energy dependent linear attenuation coefficients
of these materials. In [49] three iterative methods for beam hardening correction
for objects consisting of multiple, uniform materials are presented, which do not
require prior knowledge about the spectrum. This paper was, however, not yet
published when the method described below was developed.
As mentioned earlier, an advantage of iterative reconstruction algorithms is
that physical effects such as beam hardening can be incorporated in the forward
projector. In this way, the effect of beam hardening is taken into account during
the reconstruction, resulting in a reduction of artefacts. In order to do this, the
effect of the beam hardening needs to be modelled so the update step in equation
3.10 can be modified to include beam hardening.
Modelling beam hardening
The energy dependent linear attenuation can be decomposed into a photoelectric,
µpe, and a Compton scatter component, µcs:
µ = µpe + µcs. (3.29)
As mentioned in section 2.2.2 of chapter 2, in the energy range between 5 and 150
keV, which is the most relevant for X-ray imaging, the following approximation is
valid:
τ
ρ
∝
(
Z
E
)3
, (3.30)
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with τ the interaction probability for photoelectric absorption, ρ the mass density,
Z the atomic number of the absorber and E the energy of the incident photon.
There is thus a strong dependence on the atomic number and the energy. The
following analytical formula is valid for the Compton mass attenuation coefficient:
σ
ρ
∝
(
Z
A
)
f (E) , (3.31)
with σ the interaction probability for Compton scattering and A the mass number
of the absorber. As
(
Z
A
)
is approximately constant, the mass attenuation coefficient
for Compton scattering is almost independent of the material. The energy depen-
dent part of the Compton scattering, f (E), can be calculated using the Klein-
Nishina approximation [50]. However, the low-energy contribution of Compton
scattering is less relevant, since photoelectric absorption is the predominant effect
in the used energy range. Even for the light elements, where Compton scattering
becomes important at rather low energies, X-rays with an energy lower than 20
keV are typically used, for which the photoelectric absorption remains the pre-
dominant effect. To correct for beam hardening, it is thus sufficient to take only
the photoelectric effect into account.
The effective energy Eeff , which is the energy of a monochromatic beam that
would give the same attenuation as observed with a polychromatic beam, of voxel
n will depend on the attenuation in the n − 1 voxels the X-rays have penetrated
before reaching voxel n. This is illustrated in figure 3.10.
X-rays
0 1 n -1 n ...
E0 Eeff,n
Figure 3.10: The effective energy of voxel n, Eeff,n, will depend on the attenuation in the
n− 1 voxels the X-rays have penetrated before reaching voxel n. E0 is the effective
energy of the unattenuated beam. [31]
As the energy variation due to the beam hardening is rather small, a linear re-
lationship between the effective energy Eeff and the attenuation coefficient was
presumed. This relationship was confirmed when performing Monte Carlo sim-
ulations of the beam spectrum with the aid of EGSnrc [51] and BEAMnrc [52]
in combination with XCOM cross-section data [53]. For a ray parallel to one of
the main axes of the 3D voxel grid (as in figure 3.10, this relationship can then be
formulated as:
Eeff,n = E0 + η
n−1∑
i=0
µi(E0). (3.32)
CHAPTER 3 3-31
With E0 the effective energy of the unattenuated beam, Eeff,n the effective
energy of voxel n, µi the attenuation coefficient of voxel i. η represents the shift
of effective energy per unit of µ. From equations 3.30 and 3.32 the following
relationships can be obtained:
µn(Eeff,n) ∝ 1
(Eeff,n)3
=
1
(E0 + η
∑n−1
i=0 µi(E0))
3
(3.33)
and:
µn(Eeff,n)
µn(E0)
=
1/(E0 + η
∑n−1
i=0 µi(E0))
3
(1/E0)3
=
E30
(E0 + η
∑n−1
i=0 µi(E0))
3
=
1
(1 + ηE0
∑n−1
i=0 µi(E0))
3
(3.34)
As a result, the linear attenuation coefficient of voxel n with effective energy Eeff
becomes:
µn(Eeff ) =
µn(E0)
(1 + α
∑n−1
i=0 µi(E0))
3
(3.35)
with α = ηE0 .
As not all the rays are parallel with the 3D voxel grid, equation 3.35 becomes,
for voxel n along ray i (n is now the index in the 3D grid of N voxels, and no
longer the index along the ray):
µn(Eeff ) =
µn(E0)
(1 + α
∑
l∈Vin wilµl(E0))
3
(3.36)
with wil the weights representing the contribution of the l-th voxel to the i-th
ray and Vin the subset of indices of the voxels along the ray i beginning from the
source until voxel n.2 Now the beam hardening correction needs to be incorporated
in the forward projector of the iterative reconstruction algorithm. Taking equation
3.36 into account, equation 3.10 then becomes:
2In [31] the weights were not included in the equations. Taking the weights into account for the
beam hardening correction does not have a significant effect on the results.
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µ
(k+1)
j = µ
(k)
j +λ
∑
i∈IOSs

pi −
N∑
n=1
win
 µ(k)n(
1 + α
∑
l∈Vin wilµ
(k)
l
)β

N∑
n=1
win

wij
∑
i∈IOSs
wij
,
(3.37)
with α ∈ [0, 1] per unit of µ the strength of the correction, β ∈ [2.5, 3.5]
the energy dependency and µ(k)j the linear attenuation coefficient of voxel j after
the k-th iteration. In order to avoid overcorrection α should not be chosen larger
than 1 per unit of µ. The user can choose the values for the parameters α and
β. These parameters are introduced to modify the strength of the correction for
different sample composition and hardware configuration and to compensate for
the errors induced when only considering the photoelectric component of the linear
attenuation coefficient.
An important aspect in applying this method for beam hardening reduction is
the determination of the parameters α and β in equation 3.37. As illustrated for
two samples below, parameters which lead to good results in one cross-section
have the same result over the entire sample. Therefore, the current work flow for
the determination of the parameters is optimizing them for a reconstruction on a
single cross-section, which is far less time consuming than a reconstruction of the
entire volume. The resulting parameters can then be applied on the volume re-
construction. When varying the parameters α and β for cross-sections of different
samples it was visually observed that β = 3.0 leads to the best result, as can be
expected from equation 3.35. It is then sufficient to vary the parameter α until the
beam hardening is reduced.
No additional iterations are introduced in comparison with the standard SART
algorithm. Because the parameters α and β can be estimated on a single slice, the
increase in reconstruction time when taking this calculation into account is lim-
ited. The total increase in reconstruction time when the beam hardening correc-
tion method is applied is about 10 % of the reconstruction time when the standard
SART algorithm is applied.
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Applications
The results of this algorithm will be illustrated for two samples. At first, the prin-
ciple of the beam hardening correction is illustrated with the reconstruction of a
titanium tooth implant with a length of 19mm. To illustrate that this algorithm also
produces good results for samples consisting of multiple materials it was applied
on the reconstruction of a geological sample (an ore sample) as well. For both
samples a 3mm aluminum filter was used. For all the reconstructions the SART
algorithm was used with the relaxation parameter λ = 0.5 and one iteration (k=0
in equation 3.10 and 3.37, meaning that all the projections are used only once.
Tooth implant sample
A tooth implant was scanned and subsequently reconstructed with the SART algo-
rithm with and without beam hardening correction. For the beam hardening cor-
rection equation 3.37 was used with α = 0.0075 cm and β = 3.0. Figure 3.11(a)
shows a horizontal cross-section of the reconstructed sample without beam hard-
ening correction, a line profile along the full white line indicated in black and a
line profile along the dashed white line indicated in grey. Figure 3.11(b) shows the
same for the reconstructed sample with beam hardening correction.
Although there is no prior knowledge available about this sample, the effect of
beam hardening is significantly reduced. The cupping effect is no longer present
and the attenuation coefficient of the material is higher, and thus closer to the
attenuation coefficient that would be obtained with a monochromatic beam with
the same energy as the effective energy of the incident beam.
The attenuation coefficient of the tooth implant should be constant. In figure
3.11(a) the maximum value for the attenuation coefficient of the material along
the dashed white line (position 0.65 - 3.4 mm) is 4.0 cm−1 whereas the minimum
value is 2.1 cm−1; resulting in a variation of 47.5 %. In the same position range
in figure 3.11(b) the minimum attenuation coefficient is 5.2 cm−1 whereas the
maximum attenuation coefficient is 5.8 cm−1; resulting in a variation of only 10.3
%. Additionally, the attenuation coefficient of the air is known to be zero. When
comparing the line profiles along the full white line in figure 3.11(a) and figure
3.11(b) it is clear that the attenuation coefficient of the air within the sample (range
1 - 2.6 mm) is closer to zero in figure 3.11(b).
To illustrate that the proposed beam hardening correction algorithm produces
good results not only for one cross-section but for the entire sample, figure 3.12
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(a) SART (b) SART with BHC
Figure 3.11: A horizontal cross-section of the reconstructed tooth implant sample with a
line profile along the full white line (black) and a line profile along the dashed white line
(grey). (a) shows the reconstruction without beam hardening correction and (b) with beam
hardening correction with α = 0.0075 cm and β = 3.0 (b) [31]
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(a) SART (b) SART with BHC
Figure 3.12: A transversal cross-section and a line profile (along the indicated white line)
of the reconstructed tooth implant sample without beam hardening correction (a) and with
beam hardening correction with α = 0.0075 cm and β = 3.0 (b) [31]
shows a transversal cross-section of the reconstructed tooth implant sample from a
SART reconstruction without (figure 3.12(a)) and with beam hardening correction
(figure 3.12(b)).
The beam hardening artefacts are significantly reduced in figure 3.12(b). The
attenuation coefficient is higher, and thus closer to the attenuation coefficient that
would be obtained with a monochromatic beam with the same energy as the ef-
fective energy of the incident beam and varies less for different positions in the
sample. The attenuation coefficient of the air is closer to zero, even for the air
inside the sample, whereas for figure 3.12(a) the attenuation of the air inside the
sample is higher then the air outside the sample.
Ore sample
To illustrate that the beam hardening correction also works when more than one
material is present, it was applied on the reconstruction of a geological sample as
well. This sample is an ore mineralization from the Harz mountains (Germany).
The Harz mountains are characterized by economically important quartz-stibnite,
Pb-Zn, Ba- and F -vein mineralization. The sample is a cylindrical sample with a
diameter of 9.5 mm. It consists out of 5 different mineral phases: Barite (BaSO4)
with the highest x-ray attenuation, chalcopyrite (CuFeS2) (small rounded phases
in the center) and malachite (Cu2CO3(OH)2) (large vein like structures at the
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(a) SART (b) SART with BHC
Figure 3.13: A cross-section and a line profile (along the indicated white line) of the
reconstructed ore sample without beam hardening correction (a) and with beam
hardening correction with α = 0.004 cm and β = 3.0 (b) [31]
left and right side) with similar X-ray attenuation, a ground mass consisting of
iron rich mineral phases and quartz (SiO2) with the lowest X-ray attenuation.
For the beam hardening correction equation 3.37 was used with α = 0.004
cm and β = 3.0. Figure 3.13(a) shows a cross-section and a line profile of the
reconstructed sample without beam hardening correction, figure 3.13(b) shows the
same for the reconstructed sample with beam hardening correction. Note that the
sample is a cylindrical sample of 9.5 mm and this is not a region of interest scan.
In this case it is also clear that the beam hardening artefacts are significantly
reduced when applying the beam hardening correction. Due to the beam hardening
in figure 3.13(a) the attenuation coefficient of the edge of the sample appears to
have almost the same value as the attenuation coefficient of the Barite inside the
ore. In figure 3.13(b) this is no longer the case.
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3.8 Conclusions
Iterative reconstruction algorithms are a useful alternative for the more commonly
used algorithms based on FBP in high resolution CT. The most important disad-
vantage of using iterative reconstruction algorithms in comparison with FBP algo-
rithms is their higher computational cost. SART is an iterative algorithm which is
very suitable for an efficient implementation on a GPU, and it converges relatively
fast, which is why it is the most commonly used iterative reconstruction algorithm
at UGCT.
Iterative reconstruction algorithms can produce better image quality in case of
noisy projection data or when the available projections are limited. They can also
reduce cone beam artefacts. An important advantage of iterative reconstruction al-
gorithms is that they are very flexible, as a result these algorithms can be modified
to include prior knowledge about the sample or beam in the reconstruction.
In this chapter it was demonstrated that the use of an initial solution can signif-
icantly reduce the required number of projections for the final scan. Additionally
a possible way to modify the SART algorithm for the reduction of metal artefacts
was demonstrated. Finally, beam hardening was modelled and incorporated into
the forward projector of the SART algorithm so the effect of the beam hardening
could be taken into account during the reconstruction process. These examples il-
lustrate that iterative reconstruction methods are suited to be modified to take prior
knowledge into account and in this way improve the reconstruction quality. There
are many possibilities for additional modifications, in a following chapter itera-
tive reconstruction algorithms will be modified to reduce the number of required
projections in case the sample consists of only one material (and surrounding air).
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There is a crack in everything. That’s
how the light gets in.
Leonard Cohen
4
3D analysis with Morpho+
This chapter is based on the publication: Three-Dimensional
Analysis of High-Resolution X-Ray Computed Tomography Data
with Morpho+ [1]
X-ray tomography makes it possible to visualize the internal structure of com-
plex objects. An important challenge lies in the interpretation of the obtained data.
For this interpretation visualization alone is often insufficient and quantitative in-
formation is needed. This information can be obtained through the use of 3D
analysis software packages.
In 3D analysis, a volume composed of voxels is processed to extract quan-
titative information about the structural composition of the sample. The volume
can be represented as a stack of 2D images, however the operations need to be
performed in three dimensions. The objective of the analysis is to quantify the
complete sample and to calculate parameters such as size, shape, and orientation
for each component in the sample (such as a pore, grain, or cell).
At the moment there are several software packages available for 3D analy-
sis, for example, Avizo, VGStudio Max,Mimics (Materialise, [2]), MAVI (Fraun-
hofer, [3]), Blob3D [4], Pore3D [5], 3DMA-Rock [6], and many others. Because
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UGCT works closely together with researchers from various research fields, each
of them having their specific requirements, easy access to the computer code of
the software package is essential to adapt existing algorithms or implement addi-
tional features. In addition, an intuitive user interface and simple structure of the
program is required. The data obtained by high-resolution X-ray CT are of sub-
stantial size (up to 2000 x 2000 x 2000 voxels), so an important requirement is
that large datasets can be analysed in a reasonable amount of time. UGCT cov-
ers the entire X-ray tomography process from design and construction of the CT
scanners to data acquisition, processing, reconstruction and visualization. To gain
optimal control over the data processing and for the reasons mentioned above, a
3D-analysis software package, Morpho+, was developed in house [7], [8].
Morpho+ was inspired by µCTanalySIS [9], a software package that focuses
on pore analysis and was developed in Matlab. Morpho+ has a broader range of
application fields and the number of parameters and algorithms in the program
are extended. Morpho+ is implemented in a C++ environment to improve perfor-
mance and functionality. The QT toolkit [10] was used to provide a graphical user
interface. As a result, Morpho+ is a very intuitive program with high performance
and memory efficient routines. The focus lies on accurate routines which can be
executed in a reasonable amount of time.
In this chapter the complete analysis processes and algorithms of Morpho+ are
described. The possibilities of Morpho+ are illustrated with different applications
from various research fields. The new developments made in this work focus on
the improvement of the segmentation process and the quantification of connectivity
and shape of phases and objects in the investigated sample. A list of contributions
of the author is given below:
• Implementation of the gradient based separation
• Development, implementation and application on several samples of the
Smart Rejoin algorithm for intelligent segmentation
• Development and implementation of an algorithm to calculate the inward
porosity
• Implementation of an algorithm to determine the Euler number and applica-
tion of this parameter to quantify connectivity
• Implementation of an algorithm to calculate the Fractal dimension
• Development and implementation of a new skeletonisation algorithm
• Development and implementation of a method to calculate the tortuosity
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• Implementation of the Marching Cubes algorithm
• Implementation and application of a method to classify objects on a disc rod
diagram
• Development and implementation of a method to quantify the connections
between objects
• Application of parameter based selection to identify different components
in a sample
The work presented in this chapter is often used for application studies, result-
ing in several publications (co-)authored by the author of this work [1, 11–23].
4.1 Digital representation
Before explaining the analysis process it is important to remark that the virtual
volume obtained after tomographic reconstruction of a scanned object is a discrete
3D representation of the object. Each voxel at position (i, j, k) in the volume has a
grey value which represents the linear attenuation coefficient µ:
µ = f (i, j, k) ∈ R (4.1)
The linear attenuation coefficient is expressed as floating point value. These re-
constructed values are remapped to a predefined integer value range to simplify
the analysis process. In this way each integer value can be displayed as a grey
level ranging from black to white.
This digital representation of the real world object poses several limitations on
the possibilities of the analysis:
• Features which are smaller than the size of a voxel can not be distinguished.
The obtained voxel pitch after tomographic reconstruction is thus very im-
portant to determine the size of distinguishable features.
• Shape and/or size parameters of a feature can only be determined correctly
if it consists of a sufficient number of voxels. For a feature consisting of a
limited amount of voxels the error on the parameters will increase.
• In a discrete representation, certain geometrical parameters, such as dis-
tances and borders, can be ambiguous and need to be redefined.
4-4 3D ANALYSIS WITH MORPHO+
• The obtained linear attenuation coefficient in one voxel is a weighted av-
erage value of the linear attenuation coefficients of the different materials
which are contained in this voxel. This is referred to as the partial volume
effect. Because one voxel can be composed of different materials, errors
are introduced when assigning each voxel to a certain phase in the phase
segmentation (section 4.4).
• Image noise, beam hardening effects and ring artefacts can also affect the
grey values of the voxels.
4.2 Work flow
During a 3D analysis, several steps are typically subsequently executed: filtering,
phase segmentation or thresholding, labelling, and object separation. Filtering, the
first step, removes noise in order to obtain clean images. Next the phase segmenta-
tion or thresholding is performed, this step is used to convert the grey scale images
to binary images in order to select the phase segment of interest, e.g. air, matrix,
inclusions, etc... During the phase segmentation the voxels belonging to the seg-
ment under consideration are converted into white voxels and the others into black
voxels. Next, each part of the investigated volume segment that is not connected
with another part is identified as a different object and is assigned a different label.
This step is known as labelling and is performed on the segmented images. The
final step, object separation refines segmentation and separates the labelled objects
into new objects.
After each of these steps, the user can perform several measurements on the
complete analysed volume or the different components within the volume. This
allows a complete characterisation of the volume. In the following section these
operations will be explained in more detail.
4.3 Filters
Filters can be applied to reduce noise or artefacts in the image. A good filter should
reduce the noise while preserving the sharpness of the image. Several filters are
implemented in Morpho+: the Gaussian filter, the Median filter and the Bilateral
filter. Each filter has its own advantages and disadvantages. Which filter gives
the best result is dependent on the sample under consideration and the goal of the
analysis.
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4.3.1 The Gaussian filter
The Gaussian filter replaces each voxel of the volume with a linear combination
of the voxels with a kernel of selected size N x N x N centred around the central
voxel:
I ′(i, j, k) =
N
2∑
l=−N2
N
2∑
m=−N2
N
2∑
n=−N2
wl,m,n · I (i− l, j −m, k − n)
wl,m,n =
(
1√
2piσ
)3
exp
(
− l
2 +m2 + n2
2σ2
)
(4.2)
with I the grey value of the voxel before, and I ′ the grey value of the voxel after
filtering. σ is the standard deviation. A larger kernel size decreases the noise but
will also smooth the edges. Because the 3D filtering operation can be decomposed
in three one dimensional operations it is very fast.
4.3.2 The median filter
The median filter replaces each voxel grey value with the median of its neighbour-
ing voxels (26- or 6-neighbourhood can be selected, this is explained in appendix
A).The median filter preserves straight edges, although sharp corners are rounded.
In order to find the median a sorting operation is necessary which makes the filter
rather slow.
4.3.3 The bilateral filter
The bilateral filter [24] is an extension of the Gaussian filter. It adapts the multi-
plication factors of the kernel based on the actual grey values of the neighbouring
voxels:
wi−l,j−m,k−n = c · exp
(
− l
2 +m2 + n2
2σ2D
)
· exp
(
∆I2
2σ2G
)
, (4.3)
with c a constant, σD and σG the standard deviation of the spatial and the grey
value Gaussian coefficients, respectively, and ∆I the difference of the grey value
of the neighbouring and the central voxel respectively. This filter preserves sharp
edges. The values for σ should be selected carefully. If σG is too large, the filter
defaults to a Gaussian filter; if σD is too large, the calculation time increases and
artefacts can arise.
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The filters mentioned above can be combined for optimal noise reduction. If
salt-and-pepper noise is present it can be beneficial to first apply a median filter
and subsequently a bilateral filter.
4.4 Phase Segmentation
A threshold operation is used to convert a grey scale image into a binary image,
in order to separate the phase or material of interest from the rest of the volume.
The voxels in the image are classified into foreground and background voxels; the
foreground voxels belonging to the phase of interest. The foreground voxels are
set to value one and the background voxels to value zero.
There exist global and local thresholding techniques for phase segmentation.
A global thresholding technique means that one threshold is selected for the entire
image, while in case of a local thresholding technique the threshold is not the
same for every voxel in the image. Phase segmentation with Morpho+ can be done
using a Single Threshold- or a Dual Threshold- technique. The watershed based
operation (section 4.7) can also be used for phase segmentation.
4.4.1 Single Threshold:
Single thresholding is a global thresholding technique. Voxels are classified as
foreground voxels when they are part of the material of interest. The user can
choose between three possibilities to identify a voxels as foreground voxels:
• Selecting a threshold level and all voxels with grey scale values higher than
this threshold level are classified as foreground voxels
• Selecting a threshold level and all voxels with grey scale values lower than
this threshold level are classified as foreground voxels
• Selecting two threshold levels and all voxels with grey scale values in be-
tween these threshold levels are classified as foreground voxels
The latter can be defined as:[
T[ti,tj ] (f)
]
(i, j, k) =
{
1 if ti ≤ f (i, j, k) ≤ tj
0 otherwise (4.4)
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where T is defined as the threshold operator, applied to the interval [ti, tj ].
This threshold can be calculated automatically, for example using Otsu’s method
[25]. This method assumes the volume is composed of two components, where
each component shows a certain distribution of grey values in the histogram, and
both distributions have an overlapping region. The separation between both com-
ponents can be maximized by selecting a threshold in such a way that the variances
of both regions are minimal.
4.4.2 Dual Threshold
Dual thresholding is a local thresholding technique. It is based on the observation
that it is difficult to identify a voxel as a foreground or background voxel purely
based on its grey value. In that case it can be interesting to look at the neighbouring
voxels. With dual thresholding, voxels with a grey value in the interval specified
by a strong threshold level are all classified as foreground voxels. However, voxels
having a grey value in the interval specified by a weak threshold level are only
classified as foreground voxels if they are connected to the voxels in the interval
specified by the strong threshold. Dual thresholding reduces the amount of isolated
foreground voxels.
4.4.3 Recent developments
In scope of a master’s thesis [26] more segmentation algorithms were added and
research on determining which algorithm yields the best results was performed.
The following segmentation algorithms were implemented:
• K-means clustering This is a global thresholding technique. It is also
known as Riddler’s method. The threshold is selected in an iterative way.
Every iteration the mean value of the two phases is calculated and the new
threshold is put in the middle of these two mean values. This is repeated un-
til convergence is achieved. This method should be initialised with a starting
threshold.
• Kittler This method assumes that the best possible global threshold is the
one that minimises the probability of misclassification (foreground voxels
which are erroneously identified as background voxels or the other way
around). The minimisation is based on the assumption that the histogram
is a binormal distribution.
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• Expectation-maximization This method fits a binormal distribution to the
histogram. A set of parameters which maximises the likelihood of a bi-
normal distribution is determined in an iterative way. This is also a global
thresholding technique.
• Indicator Kringing This is a local thresholding technique. Kriging is a
method from geostatistics which allows the investigation of continue po-
sition depending variables in positions were no data are present, based on
experimental measurements in the neighbourhood of these positions. It uses
two thresholds which define a region in the histogram where it is not known
if the voxels in it are fore- or background voxels. The voxels in this re-
gion are assigned to the fore-or background depending on the value of their
neighbouring voxel. The probability that a voxel belongs to a certain phase
is estimated based on the number of surrounding voxels which belong to that
phase. The probability that a voxel belongs to a certain phase is proportional
to the number of neighbouring voxels from that phase.
To determine the segmentation quality several unsupervised parameters were im-
plemented. In general, local thresholding techniques lead to better results than
global techniques. However, these are also more time-consuming. More informa-
tion of the above mentioned methods can be found in [26].
4.5 Binary Operations
After thresholding some binary operations can be performed. These can be useful
to reduce noise (in case isolated for- or background pixels are present), or to set the
current mask as a Volume of interest (VOI). In the latter case a second segmentation
which only affects the voxels inside this VOI can be used. This can be useful in
case of irregularly shaped objects or, for example, when one wants to investigate
pores inside a material without including the air around the sample in the analysis.
Binary operations can be performed in 3D (3D-connectivity) or in 2D (i.e. slice
per slice, neglecting the connectivity with the slice above and below). For certain
operations a level can be set which determines the magnitude of the correction.
• Invert mask: This sets all background voxels to foreground voxels and all
foreground voxels to background voxels.
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• Erode: Each voxel is replaced by the minimum value of its neighbouring
voxels and itself. The mathematical explanation can be found in appendix
A.
• Dilate: Each voxel is replaced by the maximum value of its neighbouring
voxels and itself. The mathematical explanation can be found in appendix
A.
• Shrink mask: This operation performs level subsequent single erosion op-
erations on the current binary image. Eroding sets all the foreground voxels
which are connected to at least one background voxel to 0. It is possible to
exclude a certain border; that edge of the image is then not considered to be
a physical border and the erode operation will not consider that edge to be a
border.
• Dilate mask: This operation performs level subsequent single dilate oper-
ations on the current binary image. Dilating sets all the background voxels
which are connected to at least one foreground voxel to 1.
• Close mask: This removes all sets of background voxels with the smallest
dimension of the set smaller than the specified level. Closing operations fill
holes inside foreground components, but will also affect the shape of these
components.
• Open mask: This removes all sets of foreground voxels with the smallest
dimension of the set smaller than the specified level. Opening operations
remove superfluous foreground components, but will also affect the shape
of the remaining components.
• Remove isolated foreground voxels: This sets all the foreground voxels
with level neighbouring background voxels to background voxels.
• Remove isolated background voxels: This sets all the background voxels
with level neighbouring foreground voxels to foreground voxels.
• Fill holes: Fills all the holes. A hole is defined as a set of background voxels
which is completely enclosed by foreground voxels.
The principle of creating a VOI is illustrated in figure 4.1 for the pore structure
of a limestone sample. First the material of the stone is segmented (figure 4.1(a)),
then a closing algorithm is applied to disconnect the pore voxels from the voxels
of the air around the sample (figure 4.1(b)). Subsequently, the fill holes algorithm
is applied in 2D (figure 4.1(c)). The resulting volume is saved as the VOI (figure
4.1(d)). Then, when one segments the air, only the pores inside the stone will be
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included and the air around the stone will not be taken into account (figure 4.1(e)).
This example illustrates that, by combining thresholding and binary operations,
the VOI can be determined for irregularly shaped objects.
4.6 Label objects and calculate distance
Once the volume is binarized the separate components in it can be identified. In
Morpho+, a series of algorithms to detect the connected components is used [27],
[28]. In this process a different label is assigned to each component, hence this is
called labelling.
When the volume is labelled into different objects the Euclidean distance (ap-
pendix A) transform of this object can be calculated. The Euclidean distance trans-
form calculates for each voxel the minimal Euclidean distance to the border of the
object. It is calculated by means of the Voronoi diagram [29]. This Voronoi di-
agram is composed of different cells; each of these cells is defined by a feature
point and contains all the voxels that are closer to this feature point than to any
other part of the volume.
The distance transform can be used to calculate the maximum opening of the
object, which is the diameter of the largest inscribed sphere in the object, or it can
be used as input for the Watershed based separation (section 4.7.2).
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(a) Segmentation of the stone material (b) Close mask
(c) Fill holes (d) Set the VOI (blue)
(e) Dual thresholding inside the VOI
Figure 4.1: Determining the VOI for segmenting the pore structure inside a limestone
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4.7 Watershed based separation
In some cases it can be necessary to perform an additional separation after the
phase segmentation. It is possible that the objects determined after the phase seg-
mentation appear to be connected due to limited resolution and/or limited contrast
of the scan but that they are not physically connected. In other cases it can be
useful to separate connected objects inside the volume so they can be investigated
separately, for example in the case of different cells in a pore network.
If an additional separation is necessary the watershed based separation can be
used. The input for the watershed based separation should be an image which is
transformed in such a way that the grey values are the highest on the border of the
objects and the lowest in the center of the objects. Therefore it is possible to use
the complement of the Euclidean distance transformation of the phase segmented
image; another possibility is to take the gradient of the original image. Note that it
is also possible to perform a watershed transform directly on the grey value images
in order to obtain phase segmentation. In practice this is not done very often
because it frequently results in over-segmentation, i.e. separations are introduced
where in reality there are none present.
Below an intuitive explanation of the watershed based algorithm for a 2D im-
age is given; the principle remains the same in 3D. The mathematical derivation
can be found in [30].
In figure 4.2 a 2D image is represented by a topological representation of its
input (which can either be the complement of the Euclidean distance transform or
the gradient of the grey value images). The topological minima should represent
the centre of the objects while the maxima should represent the borders of the
object. When a drop of water falls on this surface it will flow down until it reaches
a minimum. The set of pixels which leads to the same minimum when a drop of
water falls on them is called a catchment basin. The lines which separate different
basins from one another are called watersheds.
The disadvantage of this method is that a there are a lot of pixels for which it is
not clear in which minimum the drop will end up. This will be the case for pixels
belonging to a plateau or for pixels which have multiple images with the same or a
lower grey value. That is why the watershed transform based on flooding is used.
Imagine that all the minima in figure 4.2 have been punched. When water rises
from below the surface, the catchment basins will flood. The catchment basins
with the lowest minimum will flood first. Dams are placed where the water from
different minima merges. Eventually each minimum will be surrounded by dams
CHAPTER 4 4-13
Figure 4.2: Topological representation of an image with minima, catchment basins and
watersheds [30]
which define the catchment basin. All these dams form the watersheds which
separate the image in different objects. This is illustrated in figure 4.3.
Figure 4.3: The introduction of dams on places where water from two different basins
would merge [30]
The object separation separates objects at their narrowest point. The water-
sheds thus define the smallest surface separating two objects; which are also known
as throats or bottlenecks. This makes them very useful for further analysis. We will
refer to these watersheds as connections.
4.7.1 Gradient based separation
The gradient can be used in case the amount of noise on the image is limited. It is
often useful to apply one of the filters mentioned in section 4.3. Even when filters
are applied the gradient based separation often results in over-segmentation. It is
possible to perform an automatic rejoin operation by comparing the grey values of
the obtained objects. This is called grey value based rejoin. The user can specify
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a certain level lr ∈ [0, 1]; two objects separated by a watershed are rejoined if the
following condition is fulfilled:
Gobj2
Gobj1
≤ lr. (4.5)
with Gobj1 the grey value of the object with the largest grey value and Gobj2 the
grey value of the object with the smallest grey value. Note that when the grey
value based rejoin operation is applied the result will be a phase segmentation
rather than an object separation. In figure 4.4 the different steps of the gradient
based watershed separation for an aluminium foam sample are illustrated.
(a) (b)
(c) (d)
Figure 4.4: Different steps in the gradient based watershed separation of an aluminium
foam sample: original slice (a), gradient (b), gradient based watershed separation (c) and
grey value based rejoin (d) [31]
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4.7.2 Distance based separation
Because gradient based separation often results in over-segmentation and apply-
ing a grey value based rejoin operation will result in phase segmentation rather
than object separation, a watershed based operation with the complement of the
Euclidean distance transform as input is most often used for object separation. An
additional filter operation is applied on the distance transform prior to the water-
shed operation. This h-minima filter removes small fluctuations in the image in
order to avoid over-segmentation. However, even when applying this filter the wa-
tershed based operation still introduces watersheds where in fact there are none
present. In this case the Smart Rejoin algorithm is used.
4.7.3 Smart Rejoin
Although Morpho+ allows to manually rejoin objects which should not have been
separated in the first place, this is a very time-consuming and tedious job. There-
fore an automatical algorithm, the smart rejoin algorithm, was implemented. This
algorithm assumes that objects should be separated at their narrowest point, when
this is not the case, objects should be rejoined. Therefore the size of the objects is
compared with the size of the watershed, which is the surface separating the two
objects.
This size can for example be defined by the maximum opening, which is the di-
ameter of the largest inscribed sphere (or circle in 2D) of the object, the minimum
closing, which is the diameter of the smallest circumscribing sphere (or circle in
2D), or the equivalent diameter, which is the diameter of a sphere (or circle in
2D with the same number of voxels as the object. The maximum opening and
minimum closing of a triangle are illustrated in figure 4.5.
For the smart rejoin operation the maximum opening is in most cases the best
parameter to use. The user specifies a level lr ∈ [0, 1]. For each watershed the
maximum opening, maxw and the largest of the maximum openings of the two
objects it separates, maxobj is calculated. The two objects are rejoined if the
following equation is valid:
maxw ≥ lr ×maxobj (4.6)
In this way, if the cross section of the separation between the objects is not sig-
nificantly smaller than the size of each object, no watershed is added. A level
of zero will rejoin all objects that were connected before the separation, whereas
a level of one changes nothing. In figure 4.6 the different steps of the distance
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Figure 4.5: The maximum opening and minimum closing of a triangle [1]
based watershed separation and smart rejoin for an aluminium foam sample are
illustrated.
4.8 Volume Parameters
Morpho+ allows to determine several parameters which characterize the entire vol-
ume. The most important ones are discussed below.
4.8.1 Porosity
The porosity is defined as the number of foreground voxels divided by the total
number of voxels. The porosity can be calculated for the entire volume, within a
VOI or an evolution of the porosity can be determined. In that case the volume
is divided into different layers and one calculates the porosity in each layer. The
volume can be subdivided in several blocks in X-, Y- or Z-direction and for each
of these blocks the porosity can be calculated, this is called partial porosity. The
partial porosity is illustrated for a calcerous sandstone sample in figure 4.7. Once
the objects are labelled it is possible to calculate the open and the closed porosity.
The open porosity is defined as the porosity due to all the pores in direct or indi-
rect contact with the border, while the closed porosity is composed of the isolated
pores.
It is also possible to determine the evolution of the porosity from the edge to
the center of the object, this is called inward porosity. A shrink operation with the
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(a) (b)
(c) (d)
(e)
Figure 4.6: Different steps in the distance based watershed separation of the pores in an
aluminium foam sample: original slice (a), phase segmentation (b), Euclidean distance
transform (c), distance based watershed separation (d) and smart rejoin (e)
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specified level is performed on the selected VOI (if no VOI is selected, the edges
of the images define the VOI) and the resulting binary image is subtracted from
the original VOI; this defines a layer in which the porosity is determined. This
procedure is repeated until the VOI is completely gone. In this way the evolution
of the porosity is determined from the outside to the inside. The obtained distance
to the border is a city block distance and not an Euclidean distance because it is
obtained by performing several shrink operations. The difference between city
block and Euclidean distance is explained in appendix A. Figure 4.8 illustrates the
inward porosity for the same calcerous sandstone sample as in figure 4.7. Note
that the evolution of the porosity is calculated in 3D for the entire sample; a slice
of the sample is shown for clarification.
(a) Calcerous sandstone sample
(b) Partial porosity in the z-direction
Figure 4.7: The partial porosity for a calcerous sandstone
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(a) Slice of the calcerous sandstone sample
(b) Inward porosity in the z-direction
Figure 4.8: The inward porosity for the calcerous sandstone from figure 4.7
4.8.2 Euler Number
The Euler number or Euler characteristic χ is a measure for multi-connectivity. It
is a topological characteristic which only describes structure and gives no informa-
tion about the geometrical shape of the object. The principle of multi-connectivity
is illustrated in figure 4.9 by the use of two spheres. In figure 4.9(a) the spheres are
connected by one element; this is single connectivity. In figure 4.9(b) the spheres
are connected by multiple elements; this is multi-connectivity. If more elements
connect two objects the multi-connectivity is higher. Note that in this figure the
foreground voxels are displayed in black and the background voxels are displayed
in white.
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(a) Single connectivity (b) Multi-connectivity
Figure 4.9: Single- and multi-connectivity of two spheres [1]
The Euler number is defined as [32]:
χ = b0 − b1 + b2, (4.7)
with b0, b1 and b2 three of the Betti numbers; b0 is the number of connected com-
ponents, b1 is the number of tunnels and b2 the number of cavities. A cavity is a
set of background voxels entirely surrounded by foreground voxels, while a tunnel
is a set of background voxels which is not completely enclosed with foreground
voxels. A mathematical definition of the Betti numbers can be found in [33].
The Euler number is an integer number which is lower if the multi-connectivity
is higher. As is clear from equation 4.7 it is an absolute number which is dependent
on the size of the investigated sample. Therefore the relative Euler number is often
used in practice, which is the Euler number divided by the volume of the sample.
Now the Euler number of the objects in figures 4.9 a and b can be calculated.
In figure 4.9(a) there is only one connected component, b0 = 1, (the two spheres
and the element connecting them are one object). There are no tunnels, b1 = 0,
and two cavities inside the spheres, b2 = 2. From equation 4.7 it follows that
the χ = 3. In figure 4.9(b) the number of connected components and the number
of cavities remains the same. However, there are also two tunnels, b1 = 2, the
regions A and B are indeed not isolated in 3D. Hence, the Euler number is equal
to one. Note that this is lower than the Euler number of figure 4.9(a), which is to
be expected because the multi-connectivity is higher.
In Morpho+ the Euler number is calculated locally, using the algorithm of [34].
This means that none of the Betti numbers from equation 4.7 are calculated sepa-
rately. However, Morpho+ can determine the number of connected components b0
using the labelling operation and the number of cavities b1 by applying a fill holes
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operation. This means that once the Euler number is known it is also possible to
calculate the number of tunnels using equation 4.7.
4.8.3 Fractal Dimension
The fractal dimension is a quantity which indicates how the details in a pattern
change when changing the scale at which it is observed. It indicates how many
fractals are needed to fill a certain shape when looking at a smaller scale. When
looking at for example a coastline, the total length of a coastline differs when
regarding it with a different resolution. It is also a measure of the space-filling
capacity of a pattern, it is a parameter which indicates how efficiently the space
under consideration is filled up [35].
Intuitively, the fractal dimension can be explained as follows. Consider a line
segment with length one, a square with a side of length one and a cube with a side
of length one. In order to obtain a line segment with length two, one needs two
lines with length one, for a square with side two one needs four squares with side
one while for a cube with side two one needs eight cubes with side one. In case of
a line, square and cube of length three, one needs 3 lines, 9 squares and 27 cubes
of length one respectively. This leads to the following equation:
D =
logN(L)
log(L)
, (4.8)
withD the fractal dimension andN the number of original figures needed to obtain
the figure with length L.
For 3D objects the fractal dimension varies between two and three [35]. A 3D
volume that does not fill the space under consideration will have a fractal dimen-
sion with a value close to two. When the distance between a foreground voxel and
the one that lies closest to it is very small for every voxel in the volume, the fractal
dimension will be close to three.
There are many algorithms to calculate the fractal dimension, most often the
box-counting algorithm is used [36]. A fractal S is placed on a grid and the num-
ber of squares (in 2D) or cubes (in 3D) necessary to cover the complete set are
counted. The box-counting dimension can than be calculated by determining how
this number changers when the grid is replaced with a finer grid. If N() is the
number of squares (or cubes) with a side of length  covering the set, the box-
counting dimension dimbox(S) [36] is:
dimbox(S) = lim
→0
logN()
log (1/)
. (4.9)
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This is also the algorithm which is used in Morpho+.
4.8.4 Skeletonisation
A skeleton or medial axis is often extracted from a 3D volume to describe its
fundamental geometry [37]. Various skeletonisation algorithms exist with varying
complexity [38]. The maximal spheres method [39] is most commonly used. A
good skeleton is well defined and has limited spurious branches; only the basic
structure of the sample is important. Most skeletonisation algorithms are rather
time-consuming, while for Morpho+ an algorithm was needed which resulted in
a well defined skeleton in a minimal amount of calculation time. This is why an
algorithm was developed which uses previously calculated information.
The connections calculated in the watershed based separation are an excellent
input to determine a skeleton. The centre point of each watershed is connected
by a straight line with the centres of mass of the objects it connects. In this way,
a basic skeleton is obtained that keeps the amount of redundant branches min-
imal because local variations are not taken into account. Note that in the case
of over-segmentation it is possible that redundant branches occur, however over-
segmentation is reduced by first applying the smart rejoin algorithm. An additional
advantage of using the watersheds as input is that the bottlenecks in a network can
be determined from the maximum opening of this watershed, which means that
the skeleton can be used as input for simulations of flow and transport. In figure
4.10 the skeleton of an aluminium foam sample is shown.
4.8.5 Tortuosity
Tortuosity is an important property which describes how tortuous or twisted a
curve or network is. It is often used to describe phenomena such as as molecular
diffusion, fluid permeation, electrical or thermal conduction, and sound propaga-
tion [40]. In porous materials it characterizes the sinuosity and interconnectedness
of pore space. It is difficult to quantify tortuosity because the exact geometrical
meaning of tortuosity in the context of various transport phenomena can be differ-
ent dependent on for example the pore size or the presence of bottlenecks [41].
In Morpho+ tortuosity is quantified based on the geometrical definition for
tortuosity. For two points in a network or pore space the geometrical tortuosity is
defined as the ratio of the length of the shortest path connecting two points in the
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(a) (b)
Figure 4.10: Skeleton (green) of an aluminium foam sample (blue). From (a) it is clear
that the skeleton stays within the phase boundaries of the sample. (b) shows the skeleton
on its own.
network or pore space to the straight line distance between them. This is illustrated
in figure 4.11.
(a) (b)
Figure 4.11: Tortuosity of a network
Figure 4.11 shows a network consisting of three circles A, B and C, a beam
connecting A and B and a beam connecting B and C. We refer to A, B and C as the
nodes and to the interconnecting beams as the struts. The shortest distance from A
to C is the straight line indicated in red in figure 4.11(b). However, this line does
not go through the network. The shortest path connecting A and C in the network
is the sum of the length of the line AB and the line BC (indicated in green in figure
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4.11(b). The tortuosity T will in this case be equal to:
T =
‖AB‖+ ‖BC‖
‖AC‖ (4.10)
When looking at figure 4.11 it is clear that the tortuosity can be determined by
using the skeleton defined in 4.8.4. A skeleton will indeed allow to calculate the
length of the shortest path connecting two points inside the network; it is the sum
of the length of the branches of the skeleton connecting the two points. Although
this principle may appear to be relatively simple in the case of a few objects, it gets
more complicated when looking at a complex network structure such as that of the
aluminium foam in figure 4.10. In that case several paths through the network can
connect the same points. It is then necessary to always take the shortest possible
path connecting the two points.
The tortuosity can be different depending on the direction of the shortest path
connecting two points. Therefore the tortuosity is determined in x-, y- and z-
direction. In case of x-direction tortuosity, the shortest path of all the objects within
a certain range of the left x-border towards all the objects within a certain range of
the right x-border is calculated and compared with the straight line connecting the
two objects.
It can be useful to combine the information from the smallest cross section of
the network with the length of the shortest path connecting two points, for example
in the case of fluid flow simulations. This is illustrated in figure 4.12. The smallest
cross section in each strut, referred to as the strut cross section, is indicated in
blue in figure 4.12(a). These strut cross sections can be determined by using the
connections determined in section 4.7.
(a) (b)
Figure 4.12: Strut cross sections influence the most efficient way to travel from one node to
another
In figure 4.12(a) the strut cross sections are indicated in blue. The shortest dis-
tance from A to C within the network is indicated in red in figure 4.12(b). However,
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the strut cross section of the strut between nodes A and C is smaller than those of
the strut between A and B and the strut between B and C. In this case it is possible
that the most efficient way to travel from node A to node C is via node B (indicated
in green), although this distance is longer. The most efficient way to travel from
one node to another can for example be calculated by multiplying the distance with
the maximum opening of the strut cross section.
4.9 Object Parameters
Morpho+ produces a list of parameters for each object after labelling or watershed
based separation:
• Start position of the object in the original volume
• The size of the object in X- Y- and Z- direction
• The bounding box, which is the width, depth and height of the minimal box
along the main axes, including all the voxels of the object
• The parent index is calculated after a watershed based separation; it gives
the label of the object it belonged to before separation.
• The number of voxels of the object
• The equivalent diameter, which is the diameter of a sphere with the same
number of voxels as the object
• The maximum opening, which is the diameter of the largest inscribed sphere
in the object (figure 4.5)
• The surface of the object
• The minimum closing, which is the diameter of the smallest circumscribing
sphere (figure 4.5)
• The sphericity, which is defined as the ratio of the maximum opening and
the equivalent diameter
• The average grey value
• The coordinates of the centre of gravity of the object:
• Information about the orientation (4.9.3) of the object
• The main axis, which is defined as the axis of the equivalent ellipsoid (4.9.3)
which differs the most from the other two.
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4.9.1 Surface
The determination of the surface of a digital object is far from trivial. When rep-
resenting a 3D object by voxels accuracy is lost. If one would simply take the
surfaces of the voxels on the outside of the object, this surface will often be larger
than the real surface due to the cube shape of the voxels. Only in case of a cube or
beam this way of determining the surface can give a correct result.
In general, the surface can be determined by using an algorithm which creates
an iso-surface of the image. In Morpho+ this algorithm is applied on the binary
data after the phase segmentation, however it is also possible to apply the algorithm
on grey value data. An iso-surface is a surface which represents voxels with a
constant chosen value; the iso-value (in case of a binary volume this value is equal
to one). The volume within the iso-surface contains the voxels which have a value
larger than this iso-value while the voxels outside of the iso-surface have a value
lower than the iso-surface; or the other way around depending on how you look at
the surface.
The most commonly used algorithm is the marching cubes algorithm [42].
This algorithm converts the 3D volume in an iso-surface which consists of trian-
gles. The marching cubes algorithm determines the position of the vertices of the
triangles. Therefore the volume is placed on an imaginary grid. Each unit cube
on this grid has 8 voxels on its vertices. Depending on the position and values
(below or above the iso-value) of the voxels in the volume; the number and size
of triangles needed to represent the surface varies. There are 256 possible com-
binations, however by rotating and reflecting these can be reduced to 15 unique
combinations. These are illustrated in figure 4.13.
Figure 4.13: 15 unique combinations of triangles within one cube [43]
The marching cubes algorithms determines a polygon mesh where all the points
are vertices of triangles. This mesh is the basis to represent the iso-surface. Such
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an iso-surface can be saved in an STL format. This file saves the vertices of the
triangles. Most 3D visualization software packages can visualize STL files. The
STL file format has an ASCII and a binary representation.
4.9.2 Sphericity
The sphericity S is a measure of how closely the shape of an object approaches
a sphere. There exist many definitions for the sphericity. It can for example be
determined by comparing the maximum opening and the minimum closing. In
Morpho+ it is defined as the ratio of the maximum opening and the equivalent
diameter of the object. The sphericity has a value between zero and one, S = 1
corresponds to a sphere while S = 0 typically corresponds to a large network com-
posed of narrow channels. Figure 4.14 illustrates various values of the sphericity
with the aid of 3D rendered grains with a different sphericity.
Figure 4.14: A 3D quantitative sphericity chart of 3D rendered grains [44]
4.9.3 Orientation
Another important parameter is the orientation of the object. Each object can be
modelled as an equivalent ellipsoid which has the same moments of inertia as the
object itself. The lengths of the principal axes of this ellipsoid are also calculated.
To determine the equivalent ellipsoid the 3D moment of inertia is calculated and
subsequently diagonalized. The corresponding rotation of the eigenvector then
defines the orientation of the object, while the lengths of the principal axes corre-
spond with the eigenvalues. The largest principal axis has the lowest moment of
inertia.
Because the orientation is determined for every object, it is also possible to
look for preferential orientations inside the volume. An easier way to analyse
these orientations is to make a stereo plot or stereographic projection of these
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orientations. A stereo plot is a mapping which projects points on a sphere (in this
case defining the orientation) onto a plane. The principle is illustrated in figure
4.15.
Figure 4.15: Illustration of how a stereo plot is created: V on the unit sphere is projected
from P onto V’, situated in the plane perpendicular to OP [1]
The orientation axis is defined as the axis with the smallest moment of inertia.
This axis is first represented on a sphere, with θ the angle of the current axis with
the z-axis and φ the angle in the horizontal plane of the current axis with respect
to the x-axis. These angles determine a point V on the unit sphere. Then the point
V is projected from point P onto point V’, in a plane perpendicular to the axis
determined by the origin and P, which is in this case the z-axis.
4.9.4 Disc-rod diagram
The determination of the equivalent ellipsoid allows to determine the shape of an
object. In geology, the shape of grains is often quantified with the use of a disc-rod
diagram [45]. In this diagram objects are identified as being spheres, discs, rods or
blades. For the discs, rods and blades it is possible to make a distinction between a
compact and an extreme form. For this identification the long (L), intermediate (I)
and short (S) axis are used, corresponding with the axes of the equivalent ellipsoid
with respectively the smallest, intermediate and largest moment of inertia (the axis
with the smallest moment of inertia has the largest length).
In a disc-rod diagram two indices are defined, the disc-rod index Idr and the
shape index based on the long, intermediate and short axis. The disc-rod index is
defined as:
Idr =
L− I
L− S (4.11)
and the shape index as:
Is =
S√
L
(4.12)
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All objects with a shape index higher than 0.7 are identified as spheres. Objects
with a shape index lower than 0.7 are identified as discs (Idr ∈ [0, 0.33[), blades
(Idr ∈ [0.33, 0.66[) and rods (Idr ∈ [0.66, 1.0]). For the discs, rods and spheres
a distinction can be made between a compact (shape index close to 0.7) and an
extreme shape (shape index close to zero).
Figure 4.16 illustrates the disc rod diagram for quartz grains in four sandstones.
Note that in general the disc-rod diagram is a triangular diagram, however, the
representation does not influence the interpretation.
Figure 4.16: Quartz grains of four sandstones plotted in a disc-rod diagram [44]
4.9.5 Connection Parameters
After the watershed based separation, a list of parameters for the connections or
watersheds can be determined containing the following parameters:
• The labels of the objects the connection separates
• The maximum opening of the connection (which is the diameter of the
largest inscribed circle in the connection).
• The mean x-, y- and z value of the connections in the original volume.
• The number of neighbouring objects for each object the connection sepa-
rates
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• The number of voxels of the connection
• The number of voxels of the objects the connection separates
4.9.6 Classification and parameter based selection
It is possible to classify the obtained objects based on a selected parameter. The
possibilities for these parameter are:
• Equivalent diameter
• Maximum opening
• Sphericity
• Number of voxels
• Connectivity number (the number of neighbouring objects)
• Surface
• Average grey value
• The orientation
The results of this analysis are saved in a data sheet. The objects are also colour-
labelled based on the selected parameter. In figure 4.17 the pores of an aluminium
foam are colour labelled based on their maximum opening.
Additionally, it is possible to perform a parameter based selection. If the range
of values of one of these parameter is known for certain objects, these objects can
be identified using this tool. The user has to select the parameters and a mini-
mum and maximum value for each parameter, and only the objects which have a
parameter within this range will be selected. It is possible to combine different pa-
rameters for this selection, which makes it a very useful tool for the identification
of different components in an object in case the grey value alone does not allow
for a distinction between these components.
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Figure 4.17: Pores of an aluminium foam colour labelled based on their maximum opening
4.10 Applications
In this section some applications of the 3D analysis software package Morpho+
will be discussed. These applications include: the segmentation and characterisa-
tion of grains in sandstone, the connectivity of aluminium foam samples and the
analysis of different components in Scots pine wood. Although it was not possi-
ble to illustrate the use of every parameter or algorithm, these applications allow
to better understand the possibilities to characterise and analyse different samples
from various research fields with Morpho+.
4.10.1 Segmentation and characterisation of grains in sandstone
A sandstone consists mainly of four components: quartz, feldspar, lithic fragments
and a matrix/cement. A study of the composition and texture of this stone helps
geologists understand the environmental conditions in which it was formed. The
grain size, grain morphology, grain surface texture and grain fabric reflect the de-
positional processes.
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Sandstones are often investigated with the use of thin sections in 2D. Although
2D microscopical analysis can provide important chemical and structural informa-
tion, 3D information is still necessary. Computed Fourier analysis can be applied
on thin sections [46] in order to predict 3D parameters based on 2D informa-
tion [47]. However, direct 3D measurements by using X-ray CT leads to more
accurate results concerning the determination of 3D parameters.
Four different types of Belgian sandstone samples with different texture and
composition were scanned [44]. Three sandstones: the ferruginous sandstone (fig-
ure 4.18), the Lede stone (figure 4.19) and the fieldstone of Beerlegem (figure 4.20)
have different types of cement: iron oxide, calcite and silica cement respectively.
A pure quartz arenite, the Bray sandstone (figure 4.21), was selected as the fourth
rock type. The scan settings for these samples are shown in table 4.1.
Figure 4.18: 2D and 3D visualization of the ferruginous sandstone. Left: the reconstructed
sample. Right: the separated grains, quartz is shown in grey and glauconite in green. [44]
In order to identify the different elements in the stone with the use of X-ray
CT there should be a large contrast in X-ray attenuation between the grains and
cement. Unfortunately, this is not always the case.
In the case of the ferruginous sandstone the glauconite can be easily distin-
guished from the quartz grains (figure 4.18), so in this case it was possible to seg-
ment both type of grains. For the Lede stone however, the glauconite grains could
barely be identified in the CT images. This is because the attenuation of the glau-
conite and the calcite cement is very similar. For this stone only the quartz grains
were analysed. In case of the fieldstone the quartz and the glauconite grains could
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Figure 4.19: 2D and 3D visualization of the Lede stone. The quartz grains are highlighted
in yellow. [44]
Table 4.1: Scan settings - Sandstones
X-ray Source Feinfocus
Target Transmission
Detector PerkinElmer
Tube voltage 80 kV
Tube current 32 µA
Exposure time per image 1.7 ms
Voxel pitch (Fe-sandstone) 4.3 µm
Voxel pitch (Lede) 2.5 µm
Voxel pitch (fieldstone) 4.8 µm
Voxel pitch (Bray) 3.7 µm
Number of projections 1201
be identified, the identification process is explained in detail below. A third min-
eral phase with a different attenuation coefficient could be recognized. This phase
was identified as feldspar using polarization microscopy. The Bray sandstone is
almost entirely composed out of quartz. These grains could be easily identified, as
well as rutile and zircon minerals.
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Figure 4.20: 2D and 3D visualization of fieldstone of Beerlegem. Left: the reconstructed
sample. Right: the separated grains, yellow to red objects represent the quartz grains with
small (yellow) to larger (red) maximum opening. Green objects represent the glauconite
grains with small (darker) to larger (lighter) maximum opening, feldspar is shown in
grey. [44]
Figure 4.21: 2D and 3D visualization of the Bray sandstone. Left: the reconstructed
sample. Right: the visualisation of the grain separation. [44]
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Segmentation of the quartz and glauconite grains in the fieldstone
Figures 4.22 and 4.24 illustrate the segmentation of the glauconite and the quartz
grains in the fieldstone of Beerlegem. This fieldstone is a glauconite bearing ce-
ment. Its grains consist of monocrystalline quartz, feldspar, chert and muscovite
and are both rounded and very angular. Although the segmentation algorithms
work in 3D, the result is shown in 2D for demonstration purposes.
(a) Reconstructed slice (b) Watershed based separation
(c) Smart rejoin
Figure 4.22: Segmentation of the grains in the fieldstone Beerlegem sample [23]. The
white rectangles indicate regions where over-segmentation occurs after the watershed
based separation (b). The grains in these regions are correctly segmented after applying
the smart rejoin operation (c).
In figure 4.22(a), a reconstructed cross-section of the fieldstone of Beerlegem
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is shown, figure 4.22(b) shows the same cross-section after watershed based sepa-
ration and figure 4.22(c) shows the cross-section from figure 4.22(a) after smart re-
join operation (equation 4.6) with lr = 0.85. When comparing figure 4.22(a) with
figure 4.22(b) it is clear that the grains in the white regions are over-segmented.
However, after a smart rejoin operation in figure 4.22(c), these grains are correctly
segmented.
The glauconite grains can be easily identified; their average grey value is higher
in the images. With Morpho+ objects can be selected based on their grey value
(section 4.9.6). The distinction between the quartz grains and the cement is not
straightforward as they have the same grey value in the images. However, the
maximum opening of the objects belonging to the cement will be smaller than that
of the grain objects. Therefore the maximum opening can be chosen as a selection
parameter. This is illustrated in figure 4.23. Figure 4.23(a) shows a reconstructed
slice from the fieldstone sample. In figure 4.23(b) the same slice is shown after
removal of the glauconite grains. The remaining objects are classified based on
their maximum opening. It is clear that the smallest objects belong to the cement.
(a) Reconstructed slice (b) The remaining objects after elimination of
the glauconite grains. The objects are colour
labelled based on their maximum opening
Figure 4.23: Identifying the quartz grains based on their maximum opening [44]
Figure 4.24 illustrates the results of the segmentation of the glauconite and the
quartz grains. To ensure that only glauconite grains are included a strong grey
value threshold is selected. Only objects with a grey value higher than this thresh-
old are identified as glauconite grains (figure 4.24). Now the maximum opening
can be used to identify the quartz grains.
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When using the maximum opening as a selection parameter, the smart rejoin
operation needs to be performed first to avoid erroneous classification. To select
the quartz grains, first a less severe grey value threshold is used to exclude glau-
conite and other components. Subsequently a size threshold is selected; only ob-
jects with a maximum opening above 75 µm are included. In this way, the objects
belonging to the cement are excluded, and only the quartz grains remain (figure
4.24(c))
(a) Reconstructed slice (b) Glauconite grains
(c) Quartz grains
Figure 4.24: Identification of quartz and glauconite grains in the fieldstone of Beerlegem
sample. The glauconite grains are separated based on their average grey value. After
elimination of the glauconite grains and other components based on average grey value
and elimination of the cement based on maximum opening the quartz grains could also be
identified. [23]
Note that this segmentation method introduces errors. Glauconite grains with
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a slightly lower grey value will be excluded from the analysis, as will small quartz
grains with a maximum opening lower than 75 µm. However, in most cases it is
better to exclude some grains from the investigated phase rather than to include
objects from another phase.
Size and shape analysis
Once the different grains are identified they can be analysed. For all the grains in
the sample maximum opening (MO), equivalent diameter (ED), minimum closing
(MC) and sphericity (SPH) were calculated with Morpho+.
To correlate the results with the international grain-size classification used by
geologists, a φ transformation has been performed on the MO and MC. This al-
lows to determine the size-range of the grains, which is important for geological
classification. This transformation is defined as:
φ = − log2
d
d0
(4.13)
with d the size parameter in mm and d0 a reference diameter equal to 1 mm in order
to make the equation dimensionally consistent. The standard deviation (STDV) of
the grain size distribution and skew (SKEW) of the maximum opening were also
calculated. The results are shown in table 4.2
Table 4.2: Results of the calculated average phi scale, based on minimum closing (AV MC)
and maximum opening (AV MO), standard deviation of the phi values of the maximum
opening (STDV), skew of the maximum opening (SKEW) and average sphericity (AV SPH)
for the Bray sandstone, the Lede sandstone, the Ferruginous sandstone and the
Fieldstone. [44]
Sample Mineral AV AV STDV SKEW AV
(MC)) MO MO) MO SPH
Bray Quartz 1.66 3.12 0.86 0.82 0.61
Lede Quartz 3.77 5.39 0.19 0.72 0.57
Fe-sandstone Quartz 2.08 3.59 0.59 1.00 0.59
Glauconite 1.99 3.41 0.85 0.83 0.62
Fieldstone Quartz 1.62 3.10 0.34 -0.23 0.61
Glauconite 2.2 3.83 0.79 0.88 0.57
Feldspar 1.55 3.15 0.35 -0.2 0.59
In table 4.3 the shape distribution of the grains is shown, where grains are
classified as spheres, discs blades or rods according to the definitions explained in
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section 4.9.4. In figure 4.16 the disc-rod diagram of the quartz grains from the four
sandstones is shown.
The possibility to measure all these parameters for different grains demon-
strates the strength of X-ray CT for the investigation and classification of sand-
stones in a non destructive way.
4.10.2 Connectivity of aluminium foam samples
The investigated aluminium foam samples are open-cell metal foams which consist
of a finite number of polyhedral cells. The voids encompassed by neighbouring
cells are interconnected through pores, the plateau borders surrounding these pores
are called struts and interconnect the nodes. To characterize open-cell metal foams,
manufacturers commonly count the pores per linear inch (PPI) and supply poros-
ity. These properties depend on the more fundamental geometrical characteristics
that describe shape and dimensions of cells and struts, which have a significant
influence the intended performance in an application. Therefore a more elaborate
characterization is required. In this section we will investigate the connectivity of
the aluminium foam samples.
Two aluminium foams were scanned, the first is composed of 20 PPI and the
second is composed of 10 PPI. They are illustrated in figure 4.25. These foams
were scanned at three different magnifications (M): 1.8, 2.8 and 3.7. The scan
settings are shown in table 4.4.
Euler Number
The Euler number is a parameter which can be used to quantify the connectivity
of a sample. It was determined with Morpho+ for the aluminium phase of the
two different foams with different magnifications. In both cases the relative Euler
number (the absolute number divided by the physical volume of the investigated
part of the sample) was calculated, in order to be able to compare samples of
different sizes. Even when using a relative Euler number caution should be used
when interpreting the results. In order to determine the connectivity of a sample
when only looking at a part of this sample, this subsample should be large enough
to be representative for the entire sample.
4-40 3D ANALYSIS WITH MORPHO+
Ta
bl
e
4.
3:
Th
e
sh
ap
e
di
st
ri
bu
tio
n,
va
ry
in
g
be
tw
ee
n
sp
he
re
s,
di
sc
s,
bl
ad
es
an
d
ro
ds
,o
fa
ll
th
e
gr
ai
ns
fo
r
al
lf
ou
r
sa
nd
st
on
e
sa
m
pl
es
.[
44
]
Sa
m
pl
e
M
in
er
al
Sp
he
re
s
D
is
cs
B
la
de
s
R
od
s
(%
))
co
m
pa
ct
/e
xt
re
m
e
(%
)
co
m
pa
ct
/e
xt
re
m
e
(%
)
co
m
pa
ct
/e
xt
re
m
e
(%
)
B
ra
y
Q
ua
rt
z
32
9
29
30
88
/0
89
/1
90
/1
L
ed
e
Q
ua
rt
z
37
9
31
23
69
/2
74
/1
84
/0
Fe
-s
an
ds
to
ne
Q
ua
rt
z
32
11
35
22
80
/0
85
/0
92
/0
G
la
uc
on
ite
35
10
34
21
90
/0
93
/0
94
/0
Fi
el
ds
to
ne
Q
ua
rt
z
32
12
35
21
75
/0
83
/0
93
/0
G
la
uc
on
ite
8
12
44
36
36
/2
0
70
/4
72
/2
Fe
ld
sp
ar
21
16
36
27
67
/0
85
/0
95
/0
[h
t]
CHAPTER 4 4-41
The results of this analysis are shown in table 4.5. To indicate the accuracy of
this Euler number and to determine the error on the parameter, the Euler number
was calculated after various phase segmentations with different threshold levels,
varying between values that the user considers reasonable. To illustrate that the
investigated subsample should be large enough to be representative for the entire
volume a small subsample was also investigated for the 10 and 20 PPI foam.
(a) 20 PPI (b) 10 PPI
Figure 4.25: The aluminium foam samples [1]
Table 4.4: Scan settings - aluminium foams
X-ray Source Feinfocus
Target Directional
Detector Varian flat panel
Tube voltage 100 kV
Tube current 30 µA
Filter material 3 mm of aluminium
Exposure time per image 2.4 ms
Voxel pitch (M 1.8) 71 µm
Voxel pitch (M 2.8) 45 µm
Voxel pitch (M 3.8) 34 µm
Number of projections 1500
The results in table 4.5 show that the relative Euler number of the 20 PPI foam
is lower than that of the 10 PPI one, which means that the multi-connectivity is
higher. Each of the nodes should be connected to four other nodes in case of a
mathematically perfect foam. Hence, the higher multi-connectivity of the 20 PPI
foam means that there are more nodes per unit volume, which is to be expected for
a foam with higher PPI. This can also be visually confirmed from figures 4.25.
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Table 4.5: The Euler Number of the aluminium foams [1]
Sample Volume Euler Number Relative Euler Number
(mm3)
20 PPI M 1.8 120466 -17901 ± 700 -0.149 ± 0.006
20 PPI M 2.8 65791 -9903 ± 230 -0.151 ± 0.004
20 PPI M 3.7 34856 5481 ± 70 -0.157 ± 0.0002
20PPI Subsample 1508 -182 ± 10 -0.121 ± 0.007
10 PPI M 1.8 217241 -7997 ± 200 -0.0368 ± 0.0009
10 PPI M 2.8 104556 -3765 ± 50 -0.0360 ± 0.0005
10 PPI M 3.7 60653 -2191 ± 10 -0.0361 ± 0.0002
10 PPI Subsample 4049 -110 ± 8 -0.02727 ± 0.002
The relative Euler number remains the same (within the error margin) for dif-
ferent magnification scans of the same foam. This result was expected since the
investigated volumes are large enough to ensure that the multi-connectivity should
not depend on the resolution. In order to determine what happens when the in-
vestigated subsample is a lot smaller, the Euler number was calculated for an even
smaller section of the two foams (Subsample in table 4.5. In the case of volume
element of 1.508 mm3 for the 20 PPI foam, the Euler number is equal to -182 ±
10 which results in a relative Euler number of -0.121 ± 0.007. In the case of the
10 PPI foam the Euler number was determined to be -110 ± 8 for a subsample
of 4049 mm3, resulting in a relative Euler number of -0.0272 ± 0.0020. These
values are no longer compatible with the results in table 4.5, because the Euler
number was calculated for a part of the volume which was not large enough to
be representative for the entire volume. The relative Euler number could be used
to determine a minimum size for a volume to be representative (a representative
volume element) in case of connectivity measures.
Connections
An important aspect in characterizing the connectivity of the foam is the locali-
sation and quantification of the so called strut cross sections, which are the cross
sections of the struts with the smallest surface area. These strut cross sections
correspond with the watersheds, so they can be determined as explained in sec-
tion 4.7. Figure 4.26 illustrates the iso-surface (determined as explained in section
4.9.1) of the 10 PPI aluminium foam and its strut cross sections. The front of the
iso-surface is displayed in blue and the back in green. It is possible to show only
the back of the iso-surface of the foam (figure 4.26(b)) so the strut cross sections
are clearly visible.
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(a) Front and back of the foams iso-surface (b) Back of the foams iso-surface
Figure 4.26: Iso-surface of the 10 PPI aluminium foam (front=blue, back=green) and its
strut cross sections(red) [1]
A real foam sample is never mathematically perfect. However, one often wants
to determine general properties of the foam, not influenced by local imperfections,
in order to create a model. Therefore only the correct strut cross sections should be
included in the analysis. Each node in the foam should be connected to four other
nodes. As a result each correct strut cross section should separate two objects
which each have four neighbours. When only including these objects, an average
maximum opening of 0.211 mm with a standard deviation of 0.051 mm for the
strut cross sections of the 20 PPI foam was obtained. Although this error seems
rather large, it is equivalent to 1.5 times the voxel size, which means that it is
mainly determined by the resolution.
4.10.3 Analysing different components in Scots pine wood
Scots pine (Pinus sylvestris L.) is a common softwood species with a rather ho-
mogeneous structure. It consists mainly of vertically oriented tracheids serving
as supporting tissue as well as fluid and nutrient conductors along the length of a
tree. Horizontally, rays store and distribute water and nutrients along the radius of
the tree. Both tracheids and rays are perforated with structures called pits, through
which they are connected with each other. Scots pine is very often used as a test
species in many European Standards and is, among many other applications, an
important raw material for paper making [48]. Therefore it important to quantify
its anatomy. However, it is challenging to identify the different components due to
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the interconnected horizontal and vertical cells. Manual selection and analysis of
size, orientation, and cell wall thickness is time-consuming and labour intensive,
therefore the (semi-) automatical algorithms in Morpho+ are very useful.
Figure 4.27: Scots pine wood sample with tracheids, rays and pits [1]
The Scots pine wood sample used for this analysis is illustrated in figure 4.27.
The tracheids, rays, and pits are also indicated in figure 4.27. This sample was used
in the scope of research concerning the effect of exposure of wood to fungi [49].
From figure 4.27 it is clear that some tracheids are filled up. This can either be by
the nutrient medium for the fungi (a mixture of agar and a malt extract in water),
or by the fixation medium wax.
The scanner settings which were used for this sample are shown in table 4.6.
Table 4.6: Scan settings - Scots pine wood
X-ray Source Hamamatsu
Detector Photonic science VHR
Tube voltage 70 kV
Tube current 10 µA
Exposure time per image 2 ms
Voxel pitch 0.59 µm
Number of projections 800
CHAPTER 4 4-45
Separating the different components
The different steps of separating the different components in the Scots pine wood
sample are illustrated in 3D in figure 4.28. In the first step the wood phase was
segmented and then labelled. After this labelling the major part of the wood sam-
ple is one connected object (figure 4.28(a)). However, the goal was to identify the
different elements (rays, tracheids and pits). Therefore a watershed based separa-
tion was performed in order to obtain the separate objects. However, in this case
the over-segmentation is a severe problem. Although the algorithm introduces wa-
tersheds separating the different tracheids, watersheds are also formed within the
tracheids, so these are subdivided into different objects (figure 4.28(b)). In or-
der to reduce this over-segmentation a smart rejoin operation with lr = 0.8 was
performed (figure 4.28(c)).
In figure 4.29 we can see in more detail what happens during the segmentation
process. This figure shows a slice of the sample along the y-direction during the
different steps. Figure 4.29(a) shows the slice after phase segmentation, everything
is connected (in 3D!). In figure 4.29(b) the result of the watershed based separation
is shown. A watershed is introduced between object A and B (A is part of a
tracheid and B is a pit), but there are also watersheds within the tracheids, resulting
in partial tracheids such as C and D. The watershed separating C and D has a
similar cross-section as the objects themselves, therefore it will be removed using
the smart rejoin algorithm. Figure 4.29(c) shows the result after the smart rejoin
operation with lr = 0.8. The separations inside the tracheids are removed, forming
tracheids A’ and C’, but the watershed between A’ and B is maintained.
As mentioned earlier, some of the tracheids are filled up due to research the
samples were used for. These tracheids are often not completely filled, resulting
in objects such as E and F in figure 4.29b. Note that the three components of E are
connected in 3D.
Identification of the different components
The tracheids, pits and rays in figure 4.27 all have the same grey value, so the grey
value is not an adequate parameter to perform the identification of the different
components in this case. From figure 4.27 it is clear that the parameter which
does allow to make a distinction between tracheids and rays is the orientation, the
rays are oriented horizontally (figure 4.27) and the tracheids are oriented vertically
(along the z-axis in figure 4.27). Now we can investigate if this is parameter is a
good selection parameter for this case.
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(a) Phase segmentation (b) Watershed
(c) Smart rejoin
Figure 4.28: Different steps of the separation of the components in Scots pine wood [50]
For all the objects in the sample (after the smart rejoin operation) the orien-
tation was determined. This was plotted with the use of a stereoplot. In order to
enable an easy interpretation the objects were divided into two groups according to
their equivalent diameter. The result is shown in figure 4.30, figure 4.30(a) shows
the stereoplot of the objects with an equivalent diameter larger than or equal to 20
voxels or 11.8 µm, figure 4.30(b) shows the smaller objects.
A stereoplot enables the identification of directions of preference for the ob-
jects in a volume. In figure 4.30(a) these are indicated with different colours for
the objects with an equivalent diameter larger than 11.8 µm. The yellow region
does not indicate a direction of preference, it is highlighted to illustrate the dif-
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(a) Phase segmentation (b) Watershed (c) Smart rejoin
Figure 4.29: Segmentation of different components in Scots pine wood. A C and D are
partial tracheids after the watershed segmentation and B is pit. After the smart rejoin the
complete tracheids A’ and C’ are restored. [1]
ference with the green region. The orientation in the regions of preference can be
quantified with the use of θ and φ as defined in figure 4.15:
• The red region: θ ∈ [161◦, 180◦] and φ ∈ [112.5◦, 213.75◦]
• The purple region: θ ∈ [143◦, 161◦] and φ ∈ [112.5◦, 157.5◦]
• The region within the blue lines: θ ∈ [90◦, 180◦] and φ ∈ [67.5◦, 112.5◦]
and θ ∈ [90◦, 180◦] and φ ∈ [247.5◦, 292.5◦]
• The green region: θ ∈ [90◦, 113◦] and φ ∈ [258.75◦, 281.25◦]
Immediately it is clear that a large part of the objects (47 %) are situated in a
very small region, the red region. This region extends towards the purple region,
where 5 % of the objects are situated. The purple region has a smaller range
of the angle φ than the red one. This means that for objects which are oriented
further away from the z-axis, the range of orientations in the horizontal plane is
limited. Based on their orientations, the objects in the red and purple region can
be identifeid as tracheids (such as A’ and C’ in figure 4.29(c)).
Of the remaining objects, seventy-eight percent are situated within the blue
lines. In this region there are still variations; 41% of the objects are situated in the
green region which also defines a direction of preference. Only 7% of the objects
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(a) Equivalent diameter ≥ 11.8 µm (b) Equivalent diameter < 11.8 µm
Figure 4.30: Stereoplot of the objects in Scots pine wood [1]
within the blue region lie in the yellow region with same θ and opposite φ as the
green region. The objects in the green region are the rays.
Now we can investigate figure 4.30(b). In general, the objects with an equiva-
lent diameter below 11.8 µm have the same directions of preference as the larger
ones. However, there are many more objects randomly distributed. The smaller
objects are either elements of the partially filled-up tracheids, such as F in figure
4.29(b), or pits, such as B in figure 4.29(b). In case the partially tracheids are large
enough, they have the same orientation as the tracheids themselves. The remainder
part has a random orientation.
It can be useful to combine the results of the orientation analysis with the
size of the elements of the sample. Figure 4.31(a) shows the distribution of the
equivalent diameter and figure 4.31(b) shows that of the maximum opening for the
objects in the red and the green regions of figure 4.30(a). The objects in the yellow
and purple regions are not shown because they are too small in number.
The objects in the red region have a broad distribution of sizes. Object E (this
is one object in 3D) is a result of the fact that some tracheids are partially filled. It
clearly has the same orientation as A’ and C’ have. Although object E is smaller
than A’ and C’, it still has an equivalent diameter larger than 11.8 µm. With the
combination of size and orientation parameters a distinction can be made between
the partially filled objects and the ones that are not. From figure 4.31 it is clear
that the objects in the green region are generally smaller (less voxels and smaller
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(a) Equivalent diameter distribution (b) Maximum opening distribution
Figure 4.31: Equivalent diameter and maximum opening distribution of the objects in the
Scots pine wood sample situated in the red region and the green region of figure 4.30(a) (
Equivalent diameter ≥ 11.8 µm) [1]
cross section) than those in the red region. This is to be expected, the objects in the
green region are rays and in general they are smaller than the tracheids (the objects
in the red region).
This procedure of identifying the different components may seem rather com-
plex. Although a stereo plot enables an easy interpretation of preferential orien-
tations, it is not always strictly necessary to use one. If it is known in what range
the orientation angles and/or size parameters should be for a certain component,
it is possible to perform a single parameter based selection (section 4.9.6) for the
identification of this component.
4.11 Conclusion
In this chapter the 3D analysis software package Morpho+ was discussed, focus-
ing on the new developments which were made in the scope of this work. A
new intelligent segmentation method is presented which allows for the reduction
of over-segmentation. Additionally, Morpho+ was extended with tools to extract
information about the connectivity of a sample, which is difficult to quantify but
important for samples from various research fields. The connectivity can now be
described with the aid of the calculation of the Euler Number and tortuosity. More-
over, the number of neighbouring objects of each object can be determined and the
connections between objects can be quantified. It is now also possible to extract
a skeleton, which describes the basic structure of the volume. A calculation of
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several shape parameters was added to the program as well, resulting in the possi-
bility to visualize the different objects on a disc-rod diagram. It was demonstrated
that different components of samples can be identified with the aid of parameter
based selection when standard segmentation techniques fail. With the aid of sev-
eral applications the many possibilities to characterize reconstructed samples with
Morpho+ was illustrated.
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Discrete Tomography
Based on this chapter, a paper was written which is now accepted
for publication: EDART, a Discrete Algebraic Reconstructing
Technique for Experimental Data obtained with High Resolution
Computed Tomography [1]
To obtain the optimal reconstruction quality, all the information that is present
about the sample should be used during the reconstruction. Often it is the case
that the sample consists of only one or a limited number of materials. In discrete
tomography [2] it is the purpose to obtain more accurate reconstructions by using
the knowledge that the reconstruction should consist of only a few values. It is
often used when only a limited number of projections is available.
If the sample consists of one material (and air surrounding or inside the sam-
ple1), then there are two possibilities for each voxel that does not belong to the
border in the reconstruction. Either it belongs to the material of the sample and
then it has a fixed value as attenuation coefficient: µs, or it belongs to the air and
its attenuation coefficient is zero: µ0 = 0 cm−1. So only two values (or a discrete
number of values in case more materials are present) for the attenuation coefficient
1The air is not considered as being part of the sample
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are possible instead of a whole range of µ’s. Note that because of partial volume
effect, voxels at the border of the sample can have a value in between µ0 and µs.
There exist several algorithms for discrete tomography. For medical applica-
tions, most algorithms assume that the value of the attenuation coefficient is known
in advance, because the scanned materials are known in advance. In laboratory
based tomography, all kinds of samples are scanned and it is often the case that the
attenuation coefficient(s) of the material(s) are unknown. Additionally, most algo-
rithms for discrete algorithms are computationally inefficient and time consuming,
especially for 3D volumes. The data obtained with high resolution tomography are
of substantial size, so a fast computationally efficient algorithm is required.
In the scope of this work, a new algorithm for reconstructing samples consist-
ing out of only one material and surrounding air was developed, which includes
a fast and intuitive method to estimate the threshold and attenuation coefficient of
the material in the sample. In this chapter the development process of this algo-
rithm, the Experimental Discrete Algebraic Reconstruction Technique (EDART) is
described. It is illustrated on both simulated and real scan data that EDART allows
for better reconstruction results in comparison with iterative reconstruction tech-
niques in the case only a few projections are available. Finally it is demonstrated
that the beam hardening correction method introduced in chapter 3 can also be
incorporated in the EDART algorithm.
5.1 Discrete Reconstruction algorithms
There exist various algorithms for discrete reconstruction, e.g. [3–10]. Below a
few algorithms for discrete tomography are explained.
In [4], a quadratic objective functional over binary variables comprising the
squared projection error and a prior penalizing non-homogeneous regions, is sup-
plemented with a concave functional enforcing binary solutions. A primal-dual
sub-gradient algorithm is used for reconstructing binary images from a small num-
ber of projections within a limited range of angles. This algorithm is applied to a
suitable decomposition of the objective functional into the difference of two con-
vex functions, yielding provable convergence to a binary solution. This approach
is applicable to quite general objective functions over binary variables with con-
straints and thus applicable to a wide range of problems within and beyond the
field of discrete tomography.
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In [5] reconstructions of an object with more than two components are con-
sidered. A tessellation of space into small voxels is produced, and each voxel is
assigned a label from a small predetermined set that indicates one of the compo-
nents of interest constituting the object. A low level Gibbs prior on the underlying
distribution of label images is postulated and then a label image based on the prior
and the measured projections is directly estimated. A coordinate ascent approach
is used for the estimation.
In [6] an algorithm for reconstructing binary images from projections along a
small number of directions is presented that performs a sequence of related recon-
structions, each using only two projections. Network flow algorithms are used for
solving the two-projection subproblems. The class of images for which the algo-
rithm is most effective includes images of convex objects, but images of objects
that contain holes or consist of multiple components can also be reconstructed very
well. The algorithm can be adapted to be able to handle noisy projection data.
For all these approaches, the required computation time becomes a major ob-
stacle when dealing with image sizes used in practice at UGCT. Recently, a new
reconstruction algorithm for discrete tomography, called DART (Discrete Alge-
braic Reconstruction Technique) was proposed [11]. This algorithm is explained
in detail in the following section.
5.2 The Discrete Algebraic Reconstruction Technique
(DART)
The Discrete Algebraic Reconstruction Technique (DART) [11] combines discrete
reconstruction with iterative reconstruction algorithms such as ART, SART or
SIRT. With DART it is possible to obtain more accurate reconstructions for sam-
ples consisting of a number of discrete materials, even when the number of projec-
tions is limited. DART assumes that the attenuation coefficients for the materials
present in the sample are known. Although DART can be used for 3D volumes and
for samples consisting of more than one material, the algorithm will be explained
for a 2D image, i.e. a single slice, with only one material and air.
5.2.1 Methodology
DART alternates between a regular iterative reconstruction step and a discretiza-
tion step. At first, an iterative reconstruction of the image is performed. For the
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pixels that are far away from the sample boundary it can easily be determined to
which material they belong. This is not the case for the pixels belonging to the
boundaries. So in general, the problem pixels are those belonging to the bound-
aries of the object. This observation is used for the DART algorithm.
At first the initial solution obtained with iterative reconstruction is thresholded,
i.e. a threshold is selected, a pixel with a grey value above this threshold is identi-
fied as belonging to the material and a pixel with a grey value below this threshold
is identified as belonging to the air. Now the pixels belonging to the boundaries
can be identified. All the pixels which do not belong to the boundaries are then
assigned a fixed grey value (based on the attenuation coefficient of the material
they belong to. These pixels will not be changed any more.
Subsequently, the iterative reconstruction is applied again, but now only for
the pixels which are not fixed (the boundary pixels). This reduces the size of the
reconstruction problem, the number of unknown pixels has been reduced while the
number of projections remains the same. This process can now be repeated on the
newly obtained reconstruction, until a stop criterion is met.
The process of fixing only the pixels not belonging to the boundaries may
work well for the reconstruction of single objects without holes, however it may
fail when this is not the case. Therefore for each iteration a subset of non-boundary
pixels is selected that is not fixed. This allows for the formation of new boundaries
that are not connected to the current boundary.
5.2.2 Algorithm definition
In this section the DART algorithm is explained formally. The projection data
are represented by the vector P and the l grey values in the reconstructed image,
which contains n pixels, by the set R = {ρ1, ..., ρl}. First an initial solution x0 is
determined and an iterative procedure is started where each iteration executes the
following steps:
1. Segmentation: In this step the current reconstruction x(t−1) at iteration t
is converted into the segmented image st which only contains grey values
from the set R = {ρ1, ..., ρl} using a simple global thresholding algorithm
with threshold τ1, ..., τl−1, where
τi =
ρi + ρi+1
2
. (5.1)
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The threshold function r: < → R is defined as:
r(fj) =

ρ1 (fj < τ1)
ρ2 (τ1 ≤ fj < τ2)
...
ρl (τl−1 ≤ fj)
(5.2)
for a pixel j with value fj .
2. Selection of free pixels: The set B(t) ⊂ {1, ..., n} of boundary pixels is
computed from the segmented reconstruction st. The neighbourhood of
pixel i is denoted by N(i) ⊂ {1, ..., n}. A pixel i of st is called a boundary
pixel if the new value of its object function f
(t)
i is different from at least one
of its neighbours:
B(t) =
{
i : ∃j ∈ N(i)such that f (t)i 6= f
(t)
j
}
(5.3)
The set of free pixels U (t) ⊂ {1, ..., n} that will be subjected to a DART
update is composed of the boundary pixels and some non boundary pixels
which are included in a randomized procedure. If 0 < p ≤ 1 is the fix
probability, each non boundary pixel is included in U (t) with probability
1-p independently.
3. Iterative reconstruction with fixed pixels: As mentioned in chapter 3, it-
erative reconstruction is based on the following equation:
W · F = P . (5.4)
With P the vector containing the ray sums pi, F the vector representing the
object function values fj and W is the matrix of the weights wij . If the
value of the object function of pixel i, fi, is fixed at value f iit is no longer
variable and equation 5.4 can be rewritten as:

...
...
...
...
w1 · · · wi−1 wi+1 · · · wn
...
...
...
...


f1
...
fi−1
fi+1
...
fn

= P− f iwi (5.5)
The new system thus has the same number of equations as the original sys-
tem, whereas the number of variables is decreased by one.
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4. Smoothing operation: When the number of variables are reduced by fixing
a subset of pixels, strong fluctuations can occur in the values of the pixels
that are not fixed. This is because the iterative reconstruction algorithm
will attempt to match noise and errors resulting from pixels which are fixed
at incorrect values by adjusting the values of the free pixels. Therefore a
smoothing filter is applied to the boundary pixels after applying the iterative
reconstruction algorithm.
5. Termination criterion: As a termination criterion either the total projection
error E : <n → <, defined as:
E(F) = ||WF−P||2, (5.6)
or a fixed number of projections can be used.
From the algorithmic definition it is clear that knowledge about the attenuation
coefficient is a necessity for the application of the DART algorithm. Knowledge
about the optimal threshold will also increase the accuracy of the reconstruction.
5.3 Attenuation coefficient and threshold estimation
For the major part of the discrete algorithms it is necessary to know or at least esti-
mate the attenuation coefficient(s) of the material(s) present in the sample, and the
threshold which indicates if a voxel belongs to a material or not. For experimental
tomography these values are often unknown and need to be estimated. There exist
several (semi-) automatic algorithms for the estimation of these parameters. Below
a few of these algorithms are explained.
5.3.1 Manual selection
Often the threshold and attenuation coefficient are selected manually. Although
this approach is computationally very efficient (it is the fastest way to determine
threshold and attenuation coefficient), manual selection of these parameters can
lead to inaccurate results due to reconstruction artefacts. Additionally, the results
are user dependent, which is a drawback of this approach.
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5.3.2 Projection Distance Minimization (PDM)
In the Projection Distance Minimization (PDM) method [12] the values for the
attenuation coefficient and optimal global threshold are automatically estimated
such that the Euclidean distance between the forward projection of the segmented
image to the measured projection data is minimal. First a reconstruction is cre-
ated with any available reconstruction method. Then the values for the attenuation
coefficient and the threshold are chosen and the images is segmented. This seg-
mented image is subsequently forward projected into the projection domain and
the Euclidean distance transform from the original projection data is computed.
In order to improve the accuracy of the segmentation, an optimization strategy up-
dates the values of the attenuation coefficient and the global threshold. An in detail
explanation of this method can be found in [12].
The PDM method can be combined with DART reconstruction [13]. It is then
applied within each DART iteration to automatically estimate the segmentation
parameters. This method is called PDM-DART. An in detail explanation of this
method can be found in [13]. PDM-DART is fully automatic and allows to calcu-
late the optimal value for both the attenuation coefficient and the threshold. How-
ever, because the PDM needs to be applied within each DART iteration, the recon-
struction time drastically increases. Even when the PDM method is only applied
once every few iterations, the reconstruction time is still very high in comparison
with other estimation techniques.
5.3.3 Discrete Grey Level Selection (DGLS)
The Discrete Grey Level Selection (DGLS) method [14] is semi-automatic. For
each material the user manually selects a region in the reconstructed sample which
is assumed to be homogeneous. These areas are set to an initial attenuation coef-
ficient and subsequently their forward projection is subtracted from the measured
projection data. In this way a residual sinogram can be obtained. The attenuation
coefficient is then varied, and the optimal attenuation value is the value where the
calculated residual sinogram is the least inconsistent.
Although DGLS in combination with DART results in highly accurate DART
reconstructions, there are several limitations to this technique. It is a semi-automatic
technique, so the results can be user dependent. In some cases homogeneous areas
can not be easily identified, for example when they are too small which is the case
for samples such as foams. Additionally, it does not allow to determine the optimal
threshold values automatically.
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5.4 The Experimental Discrete Algebraic Reconstruc-
tion Technique (EDART)
Although DART can produce reconstructions of much better quality in compari-
son with regular iterative reconstruction algorithms, the DART algorithm requires
knowledge about the attenuation coefficient(s) and the threshold(s) in order to pro-
duce accurate results. In the section above several methods for the determination
of the attenuation coefficient and threshold are described, however they each have
their drawbacks. Most algorithms are very time consuming, which makes them
not practically feasible for routine high resolution computed tomography. The
DGLS algorithm does not have this problem, but it is only semi-automatic and it
is not applicable in every case. Additionally, it does not allow to select optimal
thresholds.
Moreover, DART is still a rather time consuming algorithm. Samples often
contain complex network structures which have a lot of border pixels. Because
there are several iterations needed before the stop criterion is met, the computa-
tional time needed increases rapidly in comparison with standard iterative recon-
struction, especially when 3D volumes are used. The reconstruction times reported
in [13] indicate that the computational time for DART is significantly larger in
comparison with the reconstruction time of classical iterative reconstruction, espe-
cially for datasets where the attenuation coefficient has to be estimated. However,
at UGCT the data are of substantial size and classical iterative reconstruction al-
ready results in long reconstruction times. As a result, DART is not applicable for
routine applications at UGCT.
The question arises whether it would be possible to obtain a better result in the
same reconstruction time as classical iterative reconstruction with the use of a new
algorithm inspired by DART. Therefore in the scope of this work an algorithm
based on a different approach was developed, where it is not our goal to obtain
the best possible result, but to obtain a better result in comparison with standard
iterative reconstruction techniques without significantly increasing the reconstruc-
tion time. We will refer to this algorithm as the Experimental Discrete Algebraic
Reconstruction Technique (EDART).
To perform tests on discrete tomography algorithms, real scan data are first
reconstructed, subsequently binarized to ensure that the object under investigation
is discrete and finally saved as a stack of images. The projection simulator (sec-
tion 3.5 in chapter 3) is used to simulate the projections for this sample. In this
way it is possible to obtain phantoms for different kind of structures which are
representative for real applications.
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As EDART was developed in order to obtain better results in comparison with
standard iterative reconstruction algorithms without significantly increasing recon-
struction times, and thus in order to be applicable for routine applications at UGCT,
the results are compared with SART reconstructions.
5.4.1 The attenuation coefficient is known in advance
Let us suppose that we know the attenuation coefficient µs and a realistic threshold
Ts for our sample in advance. Can the result be improved by performing one
discretization step in the middle of the reconstruction process?
These are the different steps in the EDART algorithm, in comparison with a
SART reconstruction with 2 x Nit iterations :
1. Perform a SART reconstruction with Nit iterations
2. Apply a smoothing algorithm (in this work a median filter is used, but other
types of filters can be used as well)
3. Segment the volume, every voxel with a value lower than Ts is set to zero
and the others are set to µs
4. The segmented volume is used as input for a new SART reconstruction with
Nit iterations
5. The result is smoothed and segmented
In this way the total number of iterations remains the same as in the SART al-
gorithm. Note that each SART iteration uses every projection once. The only
overhead which is introduced by using EDART is applying the smoothing and the
discretization step.
The discretization step in EDART is different than the one in DART. In DART
only the border pixels and a random set of voxels inside the volume are allowed
to change, while the others remain fixed. With EDART, this approach was not
possible. In DART, the random set of non-boundary pixels, which were allowed
to vary, were added to allow for samples with holes to be reconstructed correctly.
This set of non-boundary pixels varies for each iteration, so the outcome will not
be dependent on which random pixels were selected. However, in EDART only
one iteration (or two if one counts the final step) is used, so the outcome would be
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dependent on the selected random pixels. Therefore, all pixels are allowed to vary
with EDART and none of them are fixed.
The necessary number of iterations Nit will of course depend on the available
number of projections. When only a limited number of projections is available
the reconstruction quality can be improved by increasing the number of iterations.
However, increasing Nit will also increase the reconstruction time, so the number
of iterations should only be increased when it has an effect on the reconstruction
quality. To determine if the reconstruction is affected by changing the number
of iterations we evaluated whether the histogram changed significantly for a sin-
gle slice reconstruction when the number of iterations was changed. Several sin-
gle slice reconstructions with increasing number of iterations were performed and
Otsu’s threshold [15] was determined for each reconstruction. If the determined
threshold did not vary significantly when the number of iterations was increased,
the current number of iterations was set as Nit.
When evaluating different reconstruction techniques the use of phantoms has
the advantage that the phantom can be used as ground truth, i.e. the correct solu-
tion. Every reconstruction can be compared with this ground truth. An additional
advantages is that the reconstruction of phantoms yields fewer artefacts. Because
the projection simulator simulates projections monochromatically, there will be
no beam hardening in the reconstructed phantom. As a result of beam hardening,
voxels belonging to the same material can have a different attenuation coefficient,
which significantly complicates the discrete reconstruction process, as will be ex-
plained in section 5.7.
To investigate the possible advantage of EDART over SART, a toy was scanned
with the µCT setup, subsequently the obtained reconstruction of the sample was
rebinned and binarized to obtain a phantom of 215 slices of 512 x 512 pixels each.
The projection simulator was used to simulate 256 projections of this sample. A
3D rendering of this phantom was visualized with VGStudio Max 2.0 in figure 5.1.
The attenuation coefficient of the material µs was set to 1.0 cm−1. The thresh-
old Ts was estimated to be 0.5 cm−1. Ts can be determined as Ts = µ0+µ12 with
µ1 the attenuation coefficients of the material of the sample (which consists solely
of this material), and µ0 = 0 cm−1, the attenuation coefficient of air. Another
possibility is to use Ts = To with To Otsu’s threshold for a SART reconstruction
with sufficient iterations and projections. In this case both methods yielded the
same result.
The phantom was reconstructed using only a reduced number of these pro-
jections: 8, 16, 32, 64, 128, and 256 projections. In each case the projections
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Figure 5.1: 3D rendering of the toy phantom
were evenly distributed over 360 ◦. Two reconstructions were performed for each
number of projections: a SART and an EDART reconstruction. For 8 and 16 pro-
jections Nit = 20 was used and for 32, 64, 128 and 256 Nit = 10 was used for
the EDART reconstruction. To compare reconstructions with the same amount of
iterations, (2 x Nit) iterations were used for the SART reconstructions. The SART
reconstructions were segmented by using Otsu’s threshold, in order to be able to
compare the discrete images.
In figure 5.2 two (cropped) slices at different positions in the original phantom
are shown (note that the algorithm is executed in 3D, the results are shown in 2D
for demonstrative purposes). Figure 5.3 and figure 5.4 show the same slice as
figure 5.2(a) and figure 5.2(b) respectively, for SART and EDART reconstructions
with a different number of projections Np: 8, 16, 32 and 64 projections.
(a) (b)
Figure 5.2: Two original slices in the toy phantom
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(a) SART, Np = 8 (b) SART, Np = 16 (c) SART, Np = 32 (d) SART, Np = 64
(e) EDART, Np = 8 (f) EDART, Np = 16 (g) EDART, Np = 32 (h) EDART, Np = 64
Figure 5.3: Same slice as in figure 5.2(a) of the SART and EDART reconstructions for
various number of projections
From figure 5.3 and 5.4 it is clear that the EDART algorithm gives a better
result than the SART algorithm, especially for the lower number of projections.
The cavity inside the phantom is clearly better defined for the EDART reconstruc-
tion than for the SART reconstruction for of 8 and 16 projections. For 32 and
64 projections the difference is less pronounced, as the difference between these
reconstructions and the original phantom appears to be smaller.
The difference between the reconstructions with limited projections and the
original phantom can be quantified by using of the relative Number of Misclassified
Voxels (rNMV):
rNMV =
MV
V oI
(5.7)
with MV the misclassified voxels, i.e. the total number of voxels that are classi-
fied in a different partition than in the ground truth volume and VoI the Voxels of
Interest, i.e. the total number of voxels belonging to the phase of interest (either
the material of the sample or the air) in the ground truth volume.
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(a) SART, Np = 8 (b) SART, Np = 16 (c) SART, Np = 32 (d) SART, Np = 64
(e) EDART, Np = 8 (f) EDART, Np = 16 (g) EDART, Np = 32 (h) EDART, Np = 64
Figure 5.4: Same slice as in figure 5.2(b) of the SART and EDART reconstructions for
various number of projections
In figure 5.5 the rNMV is shown for EDART and SART reconstructions of
the toy sample with a various number of projections. It is clear that the EDART
algorithm gives better results for a lower number of projections. As the number
of projections increases, the rNMV decreases and the difference between SART
and EDART reconstructions is minimal. In some cases the SART reconstruction
is even slightly better than the EDART reconstruction.
To quantify the difference in structure of the reconstruction and the original
phantom we can compare the Euclidean distance transform, as defined in appendix
A, of the two samples. Indeed, the Euclidean distance transform tells a lot about
the structure of an object. To quantify the difference in distance transforms the
Relative Distance Difference (RDD) can be used:
RDD =
n∑
i=0
|DT (i)−DTO(i)|
V oI
(5.8)
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Figure 5.5: The rNMV of the toy phantom for SART and EDART reconstruction with
various number of projections
with n the total number of voxels in the volume, DT (i) the value of the dis-
tance transform in voxel i of the reconstructed volume, DTO(i) the value of the
distance transform in voxel i in the original phantom and V oI the total number of
foreground voxels belonging to the phase of interest in the original phantom. As
the RDD is a parameter which quantifies a structure, it should always be calculated
for the connected phase in a sample, rather than for isolated objects. For example,
when looking at a network with individual cells, the RDD is calculated for the net-
work rather than for the cells. Or, when looking at grains in a pore matrix the RDD
is calculated for the pore matrix rather than for the individual grains. Note that in
the latter case the voxels belonging to the air need to be identified as foreground
voxels before the distance transform is calculated.
For the toy sample we calculated the RDD for the material phase of the sample.
The result is shown in figure 5.6. The RDD is lower for the EDART than for the
SART reconstructions with 8 and 16 projections. For 32, 64 and 128 projections
the RDD of the SART reconstruction is lower but the difference is very small.
For 256 projections the EDART reconstruction has a lower RDD, but again the
difference is very small.
For samples such as the toy phantom one is often most interested in the cav-
ity inside the sample, as this is invisible for the outside observer. This region is
difficult to reconstruct because there is no X-ray path which travels only through
the pore structures; all of the ray paths pass at least partly through the material.
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Figure 5.6: The RDD of the toy phantom with SART and EDART reconstructions with
various number of projections
To investigate how well the cavity can be reconstructed with SART and EDART
in the case of limited number of projections, this region was extracted from the
original phantom and was defined as the region of interest (ROI) for this sample.
A 3D rendering of the cavity in the phantom was visualized with VGStudio Max
2.0 and is shown in figure 5.7.
Subsequently this same ROI was extracted from the SART and EDART recon-
structions with a limited number of projections. For a perfect reconstruction the
porosity in this region should be 100 %. A 3D rendering of the pore structure
within this ROI was visualized with VGStudio Max 2.0 for the SART and EDART
reconstructions with 8, 16 and 32 projections shown in figure 5.8.
From figure 5.8 it is clear that a larger part of the cavity can be retrieved with
the EDART algorithm than with the SART algorithm. Especially more of the pore-
voxels at the top of the sample can be identified with EDART. Note that these pore
voxels are the most difficult to identify because they are fewer in number and sur-
rounded by more material-voxels than the pore voxels at the bottom of the sample.
Additionally, more details can be distinguished with the EDART algorithm: the in-
scription of the number 20 at the bottom of the sample can already be distinguished
with the EDART algorithm when only 8 projections are available; for the SART
algorithm 32 projections are necessary, and even then the EDART reconstruction
is better.
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Figure 5.7: 3D rendering of the cavity in the toy phantom
To quantify the misclassification of the cavity, the rNMV is used once more.
Note that in this case the phase of interest is the air inside the phantom, and not
the material of the phantom itself. The rNMV will in this case be equal to the total
number of material voxels of the reconstructed sample that are situated within the
ROI, divided by the total number of voxels in the ROI. The rNMV for SART and
EDART reconstructions with various numbers of projections is shown in figure
5.9.
From figure 5.9 it is clear that the rNMV is higher for the SART than for the
EDART reconstruction. The differences are even more pronounced than in figure
5.5. Especially for the lower number of projections it is clear that EDART performs
better than SART, when more projections are available the difference decreases but
the rNMV for EDART stays below the rNMV for SART.
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(a) SART, Np = 8 (b) EDART, Np = 8
(c) SART, Np = 16 (d) EDART, Np = 16
(e) SART, Np = 32 (f) EDART, Np = 32
Figure 5.8: 3D rendering of the cavity in the region defined by the cavity of the original
phantom (visualized in figure 5.7) of the SART and EDART reconstructions for various
number of projections
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Figure 5.9: The rNMV of the inner cavity in the toy phantom for SART and EDART
reconstruction with various number of projections
5.4.2 The attenuation coefficient is not known in advance
In the previous section we showed that the EDART algorithm provides better re-
sults for the reconstruction of the toy phantom than the SART algorithm, when
only a limited number of projections is available. A larger part of the cavity could
be retrieved with EDART for all the number of projections tested. Additionally,
details in this pore structure could be more easily distinguished with the EDART
reconstruction. However, for the EDART algorithm we assumed that we knew the
correct attenuation coefficient prior to reconstruction. In reality, this is often not
the case.
What would happen to the reconstruction with the EDART algorithm if a
wrong value for the attenuation coefficient was assumed for the reconstruction?
To test this, the reconstruction was performed for various values of the attenuation
coefficient: 0.6, 0.8, 1.0, 1.2 and 1.4. For the threshold half of the selected atten-
uation coefficient was used in each case. The resulting rNMV for reconstruction
with 8, 16, 32 and 64 projections is shown in figure 5.10. The results for 128 and
256 projections are not shown because the differences in rNMV are very small.
From figure 5.10 it is clear that the improvement of the EDART algorithm de-
pends on a correct assumption of the value of the attenuation coefficient. The more
the chosen value for the attenuation coefficient deviates from the real value, the
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Figure 5.10: The rNMV of the toy phantom for SART and EDART reconstruction with
various number of projections and different values of the attenuation coefficient
higher the rNMV becomes. The difference is the largest in case of a low number
of projections. In most cases the rNMV for EDART reconstruction with a wrong
attenuation coefficient is even higher than the rNMV of the SART reconstruction.
From these results it is clear that a correct estimation of the unknown value of the
attenuation coefficient is crucial in order to obtain an improved reconstruction with
EDART in comparison to SART.
We now have to find a way to determine a value for the attenuation coefficient
in case it is not known in advance. Preferably this method should not require too
much computation time as it is our goal to achieve a better reconstruction in a
reasonable amount of time. In the case of a discrete sample which consists only of
one material, a single slice of the sample can be used to estimate the attenuation
coefficient and threshold. We select an initial value for µs1 and perform the steps
listed below to determine a new value for the attenuation coefficient, µs2. To
determine the thresholds To and Ts Otsu’s method [15] was used in this work, but
other algorithms can be used as well.
a) Perform a SART reconstruction with Nit iterations on a representative slice
b) Apply a smoothing algorithm (in this work a median filter is used)
c) Determine a threshold To to segment the slice; every voxel with a value
lower than To is set to zero and the others are set to µs1
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d) Use the segmented slice as input for a new SART reconstruction with Nit
iterations
e) Apply a smoothing algorithm
f ) Determine a new threshold for the sample, Ts
g) Determine a new value for the attenuation coefficient of the sample, µs2.
This is done by selecting the histogram bin with the highest peak value in
the range [Ts,max], with max the highest value in the histogram range.
During an iterative reconstruction, the difference between the measured ray
sum and the forward projected ray sum is first multiplied with a relaxation param-
eter and then backprojected. As mentioned in the PDM approach, this difference
should be minimal. If the initial solution is not good, the difference will be rather
large and the initial solution will be corrected during this backprojection. As a
result, if the initial value we chose for the attenuation coefficient µs1is too small
the new attenuation coefficient µs2 will be larger than µs1. If we start with a µs1
which is too large, the resulting µs2 will be smaller. If the value for µs1 is close to
the real value for µs the difference between µs1 and µs2 will be minimal. Based
on this argumentation we propose a new algorithm for determining µs and Ts, of
which the pseudo code is listed below. A graphical representation of the algorithm
is given in the flow chart in figure 5.11.
This algorithm starts with an initial guess value which is set as central value
µc. n is an integer value (typically n ∈ [2, 4]) which is chosen to allow a variation
around µc and µstep is a relatively large step value (typically such that µcµstep ∈
[5, 10]) for stepwise changing µs(i), with i the index of the calculation. The value
of µc depends on the sample, if the initial value of µc turns out to be too small or
too large it is changed in line 16 or line 29 of the algorithm respectively.
stop is a chosen stop value (typically stop ∈ [0.001, 0.020]); a smaller value
of stop will increase the accuracy of the resulting µs and Ts. Lines 4 until 7
ensure that µs1(i) is positive. In lines 8 until 11 2n+ 1 values of µs1 and µs2 are
determined. If the conditions in line 14 and 20 are fulfilled the stop criterion is met
and the values of µs and Ts are returned.
Each time a new reconstruction is executed the result is visualized. This allows
the user to visually evaluate the results.
When using this approach two parameters (µs and Ts) are determined based
on the evolution of one parameter. This is why we used the evolution around a
central value µc. Indeed, it can happen that µs1(i) generates a lower µs2(i) only
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Algorithm 1 Determine µs and Ts
1: Initialize n, µc, stop and µstep
2: while Stop criterion is not met do
3: µs1(0)← µc - nµstep
4: while µs1(0) < 0 do
5: µstep ← µstep2
6: µs1(0)← µc - nµstep
7: end while
8: for j ← 0, 2n do
9: Calculate µs2(j) . Using steps a) until g) mentioned in the text
10: µs1(j + 1)← µs1(j) + µstep
11: end for
12: i← 0
13: while (Stop criterion is not met) AND (µc remains unchanged) do
14: if (µs2(i) < µs1(i)) AND (µs2(j) < µs1(j) for each j > i) then
15: if i = 0 then
16: µc ← µs2(0) . µc is changed
17: if µs2(0)− µs1(0) < n ∗ µstep2 then
18: µstep ← µstep2
19: end if
20: else if |µs2(i− 1)− µs1(i− 1)| < stop then
21: stop criterion is met
22: Ts ← Ts(i− 1)
23: µ← µs2(i− 1)
24: else
25: µc ← µs2(i− 1) . µc is changed
26: µstep ← µstep2
27: end if
28: else if i = 2n then
29: µc ← µb2n . µc is changed
30: if µs2(i)− µs1(i) < n ∗ µstep2 then
31: µstep ← µstep2
32: end if
33: else
34: i← i+ 1
35: end if
36: end while
37: end while
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Figure 5.11: Flow chart of the algorithm for the calculation of µs and Ts
because the threshold is changed to compensate for the difference between the
measured ray sum and the forward projected ray sum and not because the optimal
µs is smaller than µs1. In this case a local decrease will occur and in one of the
next steps (j = i+ 1, i+ 2, ...) there will be an increase: µs2(j) > µs1(j). Thus it
is very important to ensure that the selected i for which a decrease occurs indicates
a global decrease, this means that for each j > i : µs2(j) < µs1(j), which is the
second condition in step 14 of the algorithm.
In table 5.1 the method for determining µs is illustrated for the toy sample in
the case 8 projections are used for reconstruction. If µs2(i) < µs1(i), µs2(i) and
µs1(i) are indicated in italic and µs2(i−1) is chosen as new µc and is indicated in
bold. In this case µc = 0.7cm−1, n = 3 and stop = 0.015 cm−1 were chosen as
input parameters. Three iterations are necessary before the stop condition is met.
Even if the initial central value µc is chosen too small the algorithm can pro-
duce a good result because a variation is introduced around each new µc. In table
5.2 the method for determining µs is illustrated for the toy sample in case 32 pro-
jections are used for reconstruction. µc = 0.6cm−1, n = 3 and stop = 0.015
cm−1 were chosen as input parameters. After the first iteration there is no situa-
tion where µs2(i) < µs1(i) and µs2(6) is chosen as new µc. In this case only two
iterations were necessary before the stop condition is met.
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Table 5.1: Determination of µs for the toy sample phantom with 8 projections
First iteration Second iteration Third iteration
i µs1 µs2 µs1 µs2 µs1 µs2
(cm−1) (cm−1) (cm−1) (cm−1) (cm−1) (cm−1)
0 0.400 0.938 0.753 0.882 0.843 0.886
1 0.500 0.914 0.803 0.890 0.868 0.887
2 0.600 0.901 0.853 0.918 0.893 0.904
3 0.700 0.867 0.903 0.902 0.918 0.861
4 0.800 0.903 0.953 0.926 0.943 0.958
5 0.900 0.893 1.003 0.922 0.968 0.945
6 1.000 0.895 1.053 0.951 1.018 0.960
Table 5.2: Determination of µfor the toy sample phantom with 32 projections
First iteration Second iteration
i µs1 µs2 µs1 µs2
(cm−1) (cm−1) (cm−1) (cm−1)
0 0.300 0.990 0.847 1.002
1 0.400 1.015 0.897 0.995
2 0.500 1.018 0.947 1.005
3 0.600 1.005 0.997 1.007
4 0.700 1.007 1.047 1.001
5 0.800 1.015 1.097 1.010
6 0.900 0.997 1.147 0.999
In table 5.3 the results for the calculated µs and Ts for the toy sample for the
different number of projections are shown. As the number of projections increases,
the result gets closer to the real value.
Once we have calculated µs and Ts we can evaluate how these parameters in-
fluence the resulting reconstruction. In table 5.4 the rNMV is shown for EDART
with known µs and Ts, EDART(known), and EDART with the calculated val-
ues for µs and Ts, EDART(calc), as mentioned in table 5.3. From table 5.4 it is
clear that the differences in rNMV between EDART(known) and EDART(calc) is
relatively small. For 8 projections the rNMV is even lower for EDART(calc) in
comparison with EDART (known), but this difference is not significant.
As mentioned earlier the cavity is very important when investigating samples
such as the toy phantom (i.e. large homogeneous samples with an inner pore struc-
ture). Figure 5.12 shows the rNMV of the cavity in the toy phantom for different
reconstruction techniques with 8, 16, 32 and 64 projections: SART, EDART with
known µs and Ts, EDART(known), and EDART with the calculated values for µs
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Table 5.3: Calculated µs and Ts for the toy sample phantom in the case of different
number of projections
Np µs (cm−1) Ts (cm−1)
8 0.904 0.434
16 0.991 0.475
32 1.007 0.480
64 1.000 0.493
128 1.006 0.493
256 1.005 0.499
Table 5.4: The rNMV of the toy phantom for different reconstruction techniques with
various number of projections: EDART with known µs and Ts, EDART(known), and
EDART with the calculated values for µs and Ts, EDART(calc), as mentioned in table 5.3.
Np rNMV EDART(known) rNMV EDART(calc)
8 0.2665 0.2502
16 0.0930 0.1367
32 0.0543 0.0567
64 0.0254 0.0255
128 0.0141 0.0144
256 0.0074 0.0074
and Ts, EDART(calc), as mentioned in table 5.3. The results for 128 and 256 pro-
jections were not shown because the difference in rNMV is too small to visualize.
From figure 5.12 it is clear that the rNMV for EDART (calc) lies close to the
rNMV for (EDART(known)), the difference decreases as the number of projec-
tions increases. The rNMV for EDART(calc) is in each case lower than the rNMV
for SART.
In the following sections the EDART algorithm will be performed on recon-
structions of both phantoms and experimental data. Only samples consisting of
one material and surrounding air will be considered. The EDART algorithm can
be easily extended to samples consisting out of more materials if the attenuation
coefficient and threshold is known in advance. The extension of the EDART(calc)
algorithm for samples consisting out of more than one material is not trivial and
is a topic for future research. However, it is possible to determine the attenuation
coefficient and threshold by manually selecting them and visually evaluating the
results.
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Figure 5.12: The rNMV of the cavity in the toy phantom for different reconstruction
techniques with various number of projections: SART, EDART with known µs and Ts,
(EDART(known)), and EDART with the calculated values for µs and Ts, EDART(calc), as
mentioned in table 5.3.
5.5 EDART on other phantoms
In the previous section we showed that reconstruction with EDART yields a better
result than SART for the reconstruction of the cavity in the toy phantom. However,
this is a homogeneous sample with a homogeneous pore structure inside, and there
is no certainty that the EDART algorithm will produce better results in the case of
samples with different structures. Therefore we will test the EDART algorithm
on three other phantoms, which each have a different structure: a phantom of a
sample of sand, a phantom of an aluminium foam sample and a phantom of a
cookie sample. For each sample EDART reconstructions with Nit iterations are
compared with SART reconstructions 2 × Nit iterations so the total amount of
iterations in the two algorithms remains the same. To quantify the differences, the
rNMV and RDD are calculated for each of the reconstructions.
5.5.1 A phantom of a sample of sand
The sample of sand consists of isolated grains with pore space in between them.
For the creation of this phantom, a sample of sand was first scanned and binarized,
subsequently a region of interest of 300 slices with each 512 x 512 voxels was
5-26 DISCRETE TOMOGRAPHY
extracted. The projections of this region of interest were simulated with the pro-
jection simulator on a detector grid of 500 x 750 pixels. A 3D rendering of the
phantom made with VGStudio Max 2.0 is shown in figure 5.13.The phantom of a
sample of sand was reconstructed using 8, 16, 32 and 64 projections with SART,
EDART(known) (µs = 1.0cm−1)and Ts = 0.5(cm−1)) and EDART(calc). The
values for Nit, µs and Ts for EDART(calc) are given in table 5.5.
Figure 5.13: 3D rendering of the phantom of a sample of sand
Table 5.5: Nit and calculated µs and Ts for the phantom of the sample of sand in the case
of different number of projections
Np Nit µs (cm−1) Ts (cm−1)
8 10 0.807 0.433
16 10 0.898 0.516
32 5 0.926 0.477
64 5 0.997 0.499
Figure 5.14 shows the rNMV of the phantom of the sample of for different
reconstruction techniques. From figure 5.14 it can be observed that the EDART
reconstructions yield better results in case of 8, 16 and 32 projections, although
the difference is very small in the case where 32 projections are used. For recon-
structions with 64 projections the SART reconstruction gives a lower rNMV, but
again the difference is very small. Figure 5.15 shows the RDD of the pore struc-
ture of the sample. The results for EDART(calc) reconstructions are not shown
because they are very similar to the results for EDART(known). The RDD for the
EDART(known) reconstructions with 8, 16 and 32 projections is lower than for the
SART reconstructions. Note that the difference in rNMV for 32 projections was
barely noticeable in figure 5.14, but the difference in RDD is clear. This indicates
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that the structural differences of reconstruction with 32 projections in compari-
son with the ground truth are less pronounced when the EDART algorithm is used
instead of the SART algorithm. To verify this, the reconstructions with 32 projec-
tions are examined in more detail below.
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Figure 5.14: The rNMV of the phantom of a sample of sand for different reconstruction
techniques with various number of projections: SART, EDART(known) and EDART(calc)
with the calculated values for µs and Ts as mentioned in table 5.5.
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Figure 5.15: The RDD of the pore structure of the sample of sand with SART and
EDART(known) reconstructions with various number of projections
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In figure 5.16 a slice of the original phantom of the sand sample is shown. In
figure 5.17 the same slice is shown for SART and EDART(known) reconstructions
with 32 projections. To clarify the difference with figure 5.16 the material region
of figure 5.16 (the grains) was set as VOI and shown in blue in figure 5.17.
Figure 5.16: An original slices in the phantom of the sand sample
(a) SART, Np = 32 (b) EDART(known), Np = 32
Figure 5.17: Same slice as in figure 5.16 of the SART and EDART(known) reconstructions
with 32 projections.The region containing material in figure 5.16 was set as VOI and is
displayed in blue.
Although the difference in rNMV for EDART and SART reconstructions with
32 projections was minimal (figure 5.14), from figure 5.17 it can be observed that
the grains are better defined in case of the EDART reconstruction. In the SART
reconstruction more porous regions occur in the regions that should belong to the
material. This can more clearly be observed in figure 5.18, where the porous re-
gions inside the VOI are shown for the SART and EDART(known) reconstruction
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with 32 projections. This can be quantified: the porosity inside the VOI for the
complete volume (so not only for the slice shown in figure 5.18) is 11.46 % for
the SART reconstruction and only 6.65 % for the EDART reconstruction (with 32
projections).
(a) SART, Np = 32 (b) EDART(known), Np = 32
Figure 5.18: Pores inside the VOI for SART and EDART(known) reconstructions with 32
projections of the same slice as in figure 5.16
Figure 5.19 shows the same slice as figure 5.16 for SART and EDART(known)
reconstructions with 8, 16 and 64 projections. The EDART(calc) reconstructions
are not shown because the difference with the EDART(known) reconstructions is
very small.
Another possibility to illustrate the difference between the results of the two re-
construction techniques is to use the classical tools in the analysis process (chapter
4) for the identification of the different grains: labelling, calculating the distance
transform and performing a watershed based separation. Figure 5.20 shows the
results after the watershed based separation. Although the algorithms were per-
formed in 3D, the results are shown on a single slice for illustrative purposes.
From figure 5.20 we can observe that there occurs more over-segmentation in
the SART reconstruction than in the EDART reconstruction. Once we have sepa-
rated the different grains we can quantify them. For each grain we have calculated
the equivalent diameter and the maximum opening (chapter 4). The resulting dis-
tributions are shown in figure 5.21 and 5.22 respectively. From these figures it
can be observed that the distribution of the equivalent diameter and that of the
maximum opening of the EDART(known) reconstructions lie closer to that of the
phantom than the distribution of the SART reconstruction. The difference is the
clearest for the distribution of the maximum opening.
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(a) SART, Np = 8 (b) EDART(known), Np = 8
(c) SART, Np = 16 (d) EDART(known), Np = 16
(e) SART, Np = 64 (f) EDART(known), Np = 64
Figure 5.19: Same slice as in figure 5.16 of the SART and EDART(known) reconstructions
with 8, 16 and 64 projections
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(a) SART, Np = 32 (b) EDART(known), Np = 32
(c) original
Figure 5.20: Result after separating the grains for the same slice as in figure 5.16 for the
EDART(known) and SART reconstructions with 32 projections and for the original
phantom
5.5.2 A phantom of an aluminium foam sample
For the creation of this phantom an aluminium foam sample was scanned and bi-
narized. A region of interest of 200 slices with each 365 x 365 pixels was extracted
and projections were simulated on a detector grid of 400 x 400 pixels. A 3D ren-
dering of the phantom made with VGStudio Max 2.0 is shown in figure 5.23. The
phantom of the foam sample was reconstructed using 8, 16, 32 and 64 projections
with both SART, EDART(known) with µs = 1.0 and Ts = 0.4 and EDART(calc).
In table 5.6 the values for Nit and calculated µs and Ts are given.
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Figure 5.21: Distribution of the equivalent diameter of the grains for SART and
EDART(known) reconstructions with 32 projections and for the grains in the original
phantom
Table 5.6: Nit and Calculated µs and Ts for the phantom of the aluminium foam sample
in the case of different number of projections
Np Nit µs (cm−1) Ts (cm−1)
8 10 0.892 0.356
16 10 0.934 0.403
32 5 0.925 0.398
64 5 0.935 0.390
Figure 5.24 shows the rNMV of the phantom of the foam sample for SART,
EDART(known) and EDART(calc) reconstructions.From this figure it is clear that
EDART(known) yields better results than the SART reconstruction for 8 and 16
projections. The rNMV of SART is slightly lower than the rNMV for EDART
in the case of 32 and 64 projections, but the difference is minimal. For each
number of projections the EDART(calc) reconstruction stays very close to the
EDART(known) reconstruction. In some cases the rNMV of EDART(calc) is even
slightly lower than the rNMV of EDART (known), but the difference is not signif-
icant. This observations can be also be visually confirmed. In figure 5.25 a single
slice in the phantom of the aluminium foam sample is shown. Figure 5.26 shows
the same slice for SART and EDART(known) reconstructions with 16, 32 and 64
projections.
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Figure 5.22: Distribution of the maximum opening of the grains for SART and
EDART(known) reconstructions with 32 projections and for the grains in the original
phantom
Figure 5.27 shows the RDD for the SART and EDART(known) reconstruc-
tions. Again, the results for EDART(calc) are not shown because the difference
with the EDART(known) reconstructions is very small. It can be observed that the
RDD for the SART reconstructions with 8, 16 and 32 projections is higher than for
the EDART (known) reconstructions. So although the rNMV was slightly lower
for the SART reconstruction with 32 projections, the RDD is lower for the EDART
reconstruction. For visual evaluation of the structure, 3D renderings (made with
VGStudio Max 2.0) of the SART and EDART(known) reconstructions with 8, 16
and 32 projections are shown in figure 5.28. It can be observed that SART over-
estimates the volume fraction while EDART underestimates the volume fraction.
This difference decreases as the number of projections increases.
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Figure 5.23: 3D rendering of the phantom of an aluminium foam sample
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Figure 5.24: The rNMV of the phantom of the aluminium foam sample for different
reconstruction techniques with various number of projections: SART, EDART with known
µs and Ts, (EDART(known)), and EDART with the calculated values for µs and Ts,
EDART(calc), as mentioned in table 5.6.
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Figure 5.25: An original slices in the phantom of the aluminium foam sample
(a) SART, Np = 16 (b) SART, Np = 32 (c) SART, Np = 64
(d) EDART(known), Np = 16 (e) EDART(known), Np = 32 (f) EDART(known), Np = 64
Figure 5.26: Same slice as in figure 5.25 of the SART and EDART(known) reconstructions
with 16, 32 and 64 projections
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Figure 5.27: The RDD of the phantom of the aluminium foam sample for SART and
EDART(known) reconstructions with various number of projections
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(a) SART, Np = 8 (b) EDART(known), Np = 8
(c) SART, Np = 16 (d) EDART(known), Np = 16
(e) SART, Np = 32 (f) EDART(known), Np = 32
Figure 5.28: 3D rendering of the aluminium foam sample in case of SART and
EDART(known) reconstructions with 8, 16 and 32 projections
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5.5.3 A phantom of a cookie sample
For the creation of this sample four cookies were scanned simultaneously. A region
of interest of 400 slices of 365 x 365 pixels each inside one of these cookies was
extracted and projections were simulated on a detector grid of 550 x 550 pixels.
A 3D rendering of the phantom made with VGStudio Max 2.0 is shown in figure
5.29.
Figure 5.29: 3D rendering of the phantom of the cookie sample
The phantom of the cookie sample was reconstructed using 8, 16, 32, 64 and
128 projections with both SART, EDART(known) with µs = 1.0 and Ts = 0.5
and EDART(calc). The values for Nit and calculated µs and Ts for EDART(calc)
are given in table 5.7.
Table 5.7: Nit and calculated µs and Ts for the phantom of the cookie sample in the case
of different number of projections
Np Nit µs (cm−1) Ts (cm−1)
8 10 0.677 0.373
16 10 0.757 0.401
32 5 0.864 0.435
64 5 0.914 0.458
128 5 0.981 0.477
A trend can be observed from table 5.7: As the number of projections de-
creases, the calculated values for µs and Ts decrease as well. Although this was
the case in some of the previous samples as well, the difference is higher in case
of the cookie sample. The cookie sample has a very fine structure with many
boundaries, and as the number of projection decreases more information which is
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necessary for an accurate reconstruction is missing. As a result, the boundaries
of the reconstructed sample will be less well-defined and the boundaries will be
smeared out over multiple voxels because of the partial volume effect which will
cause the attenuation coefficient to vary for different voxels. The attenuation co-
efficient is no longer discrete and the calculated attenuation coefficient will result
to be smaller because of the partial volume effect. Because this sample has many
boundaries, this effect is significant.
Figure 5.30 shows the rNMV of the phantom of the cookie sample for dif-
ferent reconstruction techniques with 8, 16, 32, 64 and 128 projections: SART,
EDART(known) with and EDART(calc). Again it can be observed that the dif-
ference between EDART(calc) and EDART(known) is minimal and that EDART
yields better results when the number of projections is limited.
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Figure 5.30: The rNMV of the phantom of the cookie sample for different reconstruction
techniques with various number of projections: SART, EDART with known µs and Ts,
(EDART(known)), and EDART with the calculated values for µs and Ts, EDART(calc), as
mentioned in table 5.7.
Figure 5.31 shows the RDD for the SART and EDART(known) reconstruc-
tions. As for the previous samples, EDART(calc) results are not shown as the
difference between EDART(known) and EDART(calc) is very small, which can
be visually observed in figure 5.32, where an original slice of the phantom is
shown (5.32(a)) as well as the same slice reconstructed with SART (5.32(b)),
EDART(calc) (5.32(c)) and EDART(known) (5.32(d)) with 32 projections. From
figure 5.31 it is clear that the RDD for the SART reconstructions with 8, 16 and 32
projections is substantially higher than for the EDART (known) reconstructions.
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The pore structures in the EDART reconstructions are indeed better defined, as
can be visually observed from figure 5.32. For example the pore in the red rect-
angle in figure 5.32 is clearly better defined in the EDART reconstructions than
in the SART reconstructions with 32 projections. Figure 5.32 also shows SART
and EDART(known) reconstructions of the same slice with 16 and 64 projections.
From the reconstruction with 16 projections it is clear that the porosity is underes-
timated in the SART reconstruction while it is overestimated in the EDART recon-
struction. The pore shapes can be better identified in the EDART reconstruction.
For 64 projections the RDD is still higher for the SART reconstruction but the dif-
ference is smaller. In the case of 128 projections the RDD is smaller for the SART
reconstruction, but the difference is minimal.
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Figure 5.31: The RDD of the phantom of the cookie sample for SART and EDART(known)
reconstructions with various number of projections
This difference in pore structures can also be observed when looking at 3D
renderings of the reconstructed pore structures shown in figure 5.33 and 5.34. Fig-
ure 5.33 shows a 3D rendering, made with VGStudio Max 2.0, of the pore structure
within a certain region in the phantom. In figure 5.34 a 3D rendering of the pore
sructure in the same region are shown for SART and EDART (known) reconstruc-
tions with 8, 16 and 32 projections. From this figure it can be visually observed
that the pore structure is better reconstructed with the EDART than with the SART
algorithm.
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(a) original (b) SART, Np = 32 (c) EDART(calc),
Np = 32
(d) EDART(known),
Np = 32
(e) SART, Np = 16 (f) EDART(known),
Np = 16
(g) SART, Np = 64 (h) EDART(known),
Np = 64
Figure 5.32: Original slice of the phantom (5.32(a)) and the same slice reconstructed with
SART (5.32(b)), EDART(calc) (5.32(c)) and EDART(known) (5.32(d)) with 32 projections.
The pore in the red rectangle is better defined in case of the EDART reconstructions than
in case of the SART reconstructions. SART and EDART(known) reconstruction for 16
projections (5.32(e) and 5.32(f) respectively) and 64 projections (5.32(g) and 5.32(h)
respectively) are also shown.
Figure 5.33: 3D rendering of the inner pore structure of the cookie phantom
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(a) SART, Np = 8 (b) EDART(known), Np = 8
(c) SART, Np = 16 (d) EDART(known), Np = 16
(e) SART, Np = 32 (f) EDART(known), Np = 32
Figure 5.34: 3D rendering of the inner pore structure in the same region as used in figure
5.33 in case of SART and EDART (known) reconstructions with 8, 16 and 32 projections
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5.6 EDART on experimental data
In the previous section we showed the results of reconstructing binary phantoms
of samples with both EDART and SART. Each of these samples had a different
structure to ensure that the evaluation of the algorithms was not sample dependent.
In this section we will test these algorithms on the same samples, but now we
will use the experimental data. The main differences in using the experimental
data are that there can occur artefacts, that the projection images contain noise and
that the samples are often not completely discrete. As a result, there will be more
variation in the reconstructed attenuation coefficients of voxels belonging to the
same material.
Because the reconstruction of experimental data contains more noise than the
reconstruction of phantom data we now apply an additional smoothing operation
before the last binarization step in the EDART algorithm and before determining
Otsu’s threshold for the SART reconstructions. We used a median filter as smooth-
ing operation, but any kind of filter can be used.
Detectors used for µCT typically have between (512 x 512) and (2048 x 2048)
pixels. Because each sample has to be reconstructed multiple times for different
number of projections, the projection images were resampled to reduce the recon-
struction time.
When using experimental data the ground truth is not known. To evaluate
the reconstructions, they are compared with a SART reconstruction with a large
number of projections, which was smoothed and binarized using Otsu’s threshold.
Additionally, we have no information about the attenuation coefficient for the used
experimental data, therefore it is no longer possible to use the EDART(known)
algorithm and all reconstructions were done using the EDART(calc) algorithm.
As was the case with the simulated data, EDART reconstructions with Nit it-
erations are compared with SART reconstruction with 2×Nit iterations to ensure
that the total number of iterations is the same. Again visual evaluation will be
combined with quantitative information by calculating the rNMV and RDD for all
reconstructions.
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5.6.1 A toy sample
We will now reconstruct the experimental data set of the toy phantom of which
we created a phantom in section 5.4.1. The sample was reconstructed using 5,
10, 20, 50 and 100 projections of 910 x 725 pixels. As ground truth a smoothed
and binarized SART reconstruction using 1000 projections and 2 iterations was
used. A slice of this SART reconstruction is shown in figure 5.35: figure 5.35(a)
shows the original result, figure 5.35(b) shows the result after applying the median
filter and figure 5.35(c) shows the result after binarization. A 3D rendering of the
sample is not shown because it is very similar to the rendering in figure 5.1. The
values for Nit, µs and Ts for EDART(calc) are given in table 5.8.
(a) Original (b) Smoothed
(c) Binary
Figure 5.35: A slice of the SART reconstruction with 1000 projections and 2 iterations:
original slice (a), after applying the median filter (b) and after binarization (c).
Figure 5.36 shows the rNMV of the toy sample for reconstructions with SART
and EDART(calc), with µs, Ts and Np as mentioned in table 5.8. From this figure
it can be observed that EDART(calc) yields better results than the SART recon-
struction for 5, 10 and 20 projections. For 50 and 100 projections the rNMV of
EDART(calc) is slightly higher than the rNMV for SART, but the difference is
minimal. Note that the results in figure 5.36 are very similar to the results for the
phantom of the toy figure, shown in figure 5.5. The RDD for the different SART
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Table 5.8: Calculated µs and Ts for the toy sample in the case of different number of
projections
Np Nit µs (cm−1) Ts (cm−1)
5 10 0.186 0.083
10 10 0.189 0.089
20 8 0.196 0.093
50 5 0.198 0.099
100 5 0.199 0.099
and EDART(calc) reconstructions is shown in figure 5.37. From this figure it can
be observed that the difference in RDD is very large for SART and EDART(calc)
reconstructions with 5 and 10 projections. For the reconstructions with 20 pro-
jections the result is almost the same and for reconstructions with 50 and 100
projections the RDD for SART is slightly lower than the RDD for EDART(calc),
although the difference is very small.
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  20  40  60  80  100
r N
M
V
Number of projections
 SART 
 EDART(calc) 
Figure 5.36: The rNMV of the toy sample for reconstructions with SART and
EDART(calc), with the calculated values for µs and Ts as mentioned in table 5.8, with 5,
10, 20, 50 and 100 projections.
In figure 5.38 the same slice as in figure 5.35 is shown for SART and EDART(calc)
reconstructions with 5, 10, 20 and 50 projections. From this figure it can be ob-
served that the cavity is better defined in case of EDART(calc) than in case of
SART for a low number of projections.
In figure 5.39 the cavity of the SART reconstruction with 1000 projection is
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Figure 5.37: The RDD of the toy sample SART and EDART(calc) reconstructions with
various number of projections
shown as well as the cavity for SART and EDART(calc) reconstructions using 5
projections. From this figure it is again clear that a larger part of the cavity is
reconstructed with the EDART(calc) algorithm than with SART. Note that the in-
scription of the number 20 can clearly be identified from the EDART(calc) recon-
struction using only 5 projections; this is not the case for the SART reconstruction
using 5 projections.
5.6.2 A sample of sand
In this section the experimental data set of the sample of sand of which a phantom
was created in section 5.5.1 is used. The sample was reconstructed using 10, 20,
50, 100 and 200 projections of 984 x 524 pixels. As ground truth a smoothed and
binarized SART reconstruction with 1800 projections and 1 iteration was used.
In figure 5.40 a slice of this reconstruction and the same slice after smoothing
and binarization are shown. In the original slice it can be observed that the sand
contains small dense particles. Because these particles are very small, they were
not taken into account during the discretization step and the sample was treated as
if it consists out of one material. The values for Nit, µs and Ts for EDART(calc)
are given in table 5.9.
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(a) SART, Np = 5 (b) EDART(calc), Np = 5
(c) SART, Np = 10 (d) EDART(calc), Np = 10
(e) SART, Np = 20 (f) EDART(calc), Np = 20
(g) SART, Np = 50 (h) EDART(calc), Np = 50
Figure 5.38: Same slice as in figure 5.35 of the SART and EDART(calc) reconstructions
with 5, 10, 20 and 50 projections
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(a) SART, Np = 1000 (b) SART, Np = 5 (c) EDART(calc), Np = 5
Figure 5.39: The cavity in the toy sample for the SART reconstruction with Np = 1000 (a),
the SART reconstruction with Np = 5 and the EDART(calc) reconstruction with Np = 5
(a) Original (b) Binary
Figure 5.40: A slice of the SART reconstruction of the sample of sand with 1800
projections and 1 iteration (a) and the same slice after smoothing and binarization (b).
Figure 5.41 shows the rNMV of the sample of sand for reconstructions with
SART and EDART(calc), with µs, Ts and Np as mentioned in table 5.9. Again
it can be observed that EDART(calc) yields better results than the SART recon-
struction in case of a lower number of projections. For 10, 20 and 50 projections
the rNMV is lower for EDART(calc) reconstructions in comparison with SART
reconstructions, although the difference is very small in the latter case. For 100
and 200 projections the rNMV of EDART(calc) is slightly higher than the rNMV
for SART but the difference is minimal. In figure 5.42 the RDD of the SART
and EDART(calc) reconstructions is shown. The RDD of the EDART(calc) recon-
structions is lower than the SART reconstructions in the case 10, 20, 50 and 100
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Table 5.9: Calculated µs and Ts for the sample of sand in the case of different number of
projections
Np µs (cm−1) Ts (cm−1)
10 10 0.529 0.377
20 10 0.552 0.376
50 5 0.549 0.357
100 5 0.574 0.360
200 5 0.589 0.355
projections are used. Although the difference in rNMV was very small in case of
50 projections, the difference in RDD can clearly be observed. When 100 projec-
tions are used the rNMV was higher for the EDART(calc) reconstruction but the
RDD is lower, however for both parameters the difference is very small.
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Figure 5.41: The rNMV of the sample of sand for reconstructions with SART and
EDART(calc), with the calculated values for µs and Ts as mentioned in table 5.9, with 10,
20, 50, 100 and 200 projections.
In figure 5.43 the same slice as in figure 5.40 is shown for SART and EDART(calc)
reconstructions with 20, 50 and 100 projections. In the EDART(calc) reconstruc-
tion the volume fraction is overestimated while in the SART reconstructions the
pore phase is overestimated. The shape of the grains is smoother in case of the
EDART(calc) reconstructions.
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Figure 5.42: The RDD of the sample of sand SART and EDART(calc) reconstructions with
various number of projections
5.6.3 A sample of an aluminium foam
In this section we use the experimental data set of the aluminium foam sample
of which a phantom was created in section 5.5.2. The sample was reconstructed
using 20, 50, 100, 200 and 500 projections of 940 x 748 pixels. As ground truth
a smoothed and binarized SART reconstruction with 1500 projections and 2 iter-
ations was used. In figure 5.44 a slice of this reconstruction and the same slice
after smoothing and binarization are shown. The values for Nit, µs and Ts for
EDART(calc) are given in table 5.10.
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(a) SART, Np = 20 (b) EDART(calc), Np = 20
(c) SART, Np = 50 (d) EDART(calc), Np = 50
(e) SART, Np = 100 (f) EDART(calc), Np = 100
Figure 5.43: Same slice as in figure 5.40 for SART and EDART(calc) reconstructions with
20, 50 and 100 projections
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(a) Original (b) Binary
Figure 5.44: A slice of the SART reconstruction of the sample of an aluminium foam with
1500 projections and 2 iterations (a) and the same slice after smoothing and binarization
(b).
Table 5.10: Nit, calculated µs and calculated Ts for the aluminium foam sample in the
case of different number of projections
Np Nit µs (cm−1) Ts (cm−1)
20 10 0.527 0.257
50 5 0.623 0.310
100 5 0.637 0.336
150 5 0.647 0.349
250 5 0.636 0.341
500 3 0.637 0.329
Figure 5.45 shows the rNMV of the aluminium foam sample for reconstruc-
tions with SART and EDART(calc), with µs, Ts and Np as mentioned in table
5.10. The rNMV of the EDART(calc) reconstruction is lower in comparison with
SART for all Np although the difference is very small in the case of Np = 500.
The difference in the rNMV for EDART(calc) and SART decreases as the number
of projections increases. The RDD of the reconstructions is shown in figure 5.47.
The RDD of the EDART(calc) reconstructions is clearly lower than the SART re-
constructions in the case 20, 50, 100 and 150 projections are used. When 250
and 500 projections are used the difference in RDD for SART and EDART(calc)
reconstructions is very small.
Figure 5.46 shows the same slice as in figure 5.44 for SART and EDART(calc)
reconstruction with 50, 150 and 250 projections. In the SART reconstructions
the total amount of foam material is clearly overestimated. The foam structure is
better defined in case of the EDART(calc) reconstructions. From figure 5.47 it can
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Figure 5.45: The rNMV of the sample of an aluminium foam for reconstructions with
SART and EDART(calc), with the calculated values for µs and Ts as mentioned in table
5.10, with 20, 50, 100, 150, 250 and 500 projections.
be observed that the difference between the RDD is very high when the number
of projections is small. In figure 5.48 the same slice as in figure 5.44 is shown
for SART and EDART(calc) reconstructions with 20 projections, for which the
difference in RDD is the largest (figure 5.47).
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(a) SART, Np = 50 (b) EDART(calc), Np = 50
(c) SART, Np = 150 (d) EDART(calc), Np = 150
(e) SART, Np = 250 (f) EDART(calc), Np = 250
Figure 5.46: Same slice as in figure 5.44 for SART and EDART(calc) reconstructions with
50, 150 and 250 projections
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Figure 5.47: The RDD of the sample of an aluminium foam for SART and EDART(calc)
reconstructions with various number of projections
(a) SART, Np = 20 (b) EDART(calc), Np = 20
Figure 5.48: Same slice as in figure 5.44 for SART and EDART(calc) reconstructions with
20 projections
In the EDART(calc) reconstruction only the densest parts of the foam struc-
ture are reconstructed. Note that some dense parts can not be seen in the original
slice in figure 5.44 because they are positioned slightly higher or lower in the 3D
volume. Because of the limited amount of projections, not enough information
is available to accurately determine the position of these dense parts. Because
the foam has a thin structure, the values for the distance transform for the ground
truth sample will be rather small. The densest part of the foam structure could
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be identified in the EDART(calc) reconstruction, so the values of the Euclidean
distance transform will be similar to those in the ground truth sample (they can
differ slightly because the location of the dense parts can differ a bit when only
20 projections are used). Because the thinner parts have a very low value for the
Euclidean distance transform anyway, the total difference in RDD will be small.
In the SART reconstruction, however, it is very hard to identify any part of
the original structure. Additionally, because the volume fraction is seriously over-
estimated, the values of the Euclidean distance transform will be rather high. As
mentioned before, the ground truth sample has low values for the distance trans-
form thus the resulting RDD will be large.
5.6.4 A sample of cookies
The sample of cookies consists of four cookies which were scanned simultane-
ously. The sample was reconstructed using 10, 20, 50, 100, 200, 400 and 600
projections of 1019 x 519 pixels. As ground truth a smoothed and binarized SART
reconstruction with 1200 projections and 2 iterations was used. In figure 5.49 a
slice of this reconstruction and the same slice after smoothing and binarization are
shown. Again the 3D rendering of the sample is not shown because the 3D struc-
ture of the cookies is similar to the structure shown in figure 5.29. The values for
Nit, µs and Ts for EDART(calc) are given in table 5.11.
(a) Original (b) Binary
Figure 5.49: A slice of the SART reconstruction of the sample of cookies with 1200
projections and 2 iterations (a) and the same slice after applying the median filter and
after binarization (b). The red rectangle indicates a porous region in one of the cookies.
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Table 5.11: Nit, calculated µs and calculated Ts for the cookie sample in the case of
different number of projections
Np Nit µs (cm−1) Ts (cm−1)
10 10 0.151 0.098
20 10 0.187 0.100
50 5 0.189 0.098
100 5 0.211 0.114
200 5 0.232 0.121
400 3 0.241 0.133
600 2 0.243 0.134
Figure 5.50 shows the rNMV of the sample of cookies for reconstructions with
SART and EDART(calc), with µs, Ts and Np as mentioned in table 5.11. The
rNMV for the EDART(calc) reconstructions is clearly lower than the SART recon-
structions for 10, 20, 50, 100 and 200 projections. For 400 projections the rNMV
of the EDART(calc) reconstruction is still lower than that of the SART reconstruc-
tion but the difference is smaller. In the case of 600 projections the rNMV is
slightly lower for the SART reconstruction, but the difference with the EDART re-
construction is very low. In figure 5.51 the same slice as in figure 5.49 is shown for
SART and EDART(calc) reconstructions with 20, 50 and 100 projections. From
this figure it can be observed that the inner pore structure is better defined in case
of EDART(calc) than in case of SART for a low number of projections, this is
especially clear in the porous region in the red rectangle.
Figure 5.52 shows the RDD of the SART and EDART(calc) reconstructions.
From this figure it can be observed that the RDD is lower for the EDART(calc)
reconstructions with 10, 20, 50 and 100 projections. For 200 and 400 projections
the difference in RDD for SART and EDART(calc) reconstructions is very small.
In the case of 600 projections the RDD of the SART reconstruction is slightly
lower than that of the EDART(calc) reconstruction, again the difference is very
small.
The results in figure 5.52 also show that the RDD of the EDART(calc) recon-
struction with 10 projections is lower than the EDART(calc) reconstruction with
20 projections. Although this may seem confusing at first, it can be explained
when looking at the Euclidean distance transform of these reconstructions. Fig-
ure 5.53 shows the Euclidean distance transform of different reconstructions of a
slice in the sample of cookies. Note that although the distance transform is only
shown for a single slice, both the distance transform and the RDD are calculated
in 3D. From figure 5.49(b) it can be observed that the cookie has a very fine struc-
ture. The Euclidean distance transform of the ground truth will thus contain only
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Figure 5.50: The rNMV of the sample of cookies for reconstructions with SART and
EDART(calc), with the calculated values for µs and Ts and the number of projections Np
as mentioned in table 5.11.
very small values. In the EDART(calc) reconstruction with 20 projections (figure
5.53(c)) the 4 cookies can be identified, but only small parts of the pore structure
are reconstructed. As a result the distance transform in figure 5.53(c) contains high
values in the centre of the cookies, because the distance to the closest background
voxels is relatively large there. In case of the EDART(calc) reconstruction with
10 projections, however, it is not possible to identify four cookies (figure 5.53(a)).
Instead, the background voxels are more randomly distributed, and as a result the
values of the distance transform are lower. This illustrates that caution needs to be
applied when using the RDD (or any other of quantitative parameter) to evaluate
the structure of a reconstruction. It is always necessary to combine the quantitative
measurements with visual results.
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(a) SART, Np = 20 (b) EDART(calc), Np = 20
(c) SART, Np = 50 (d) EDART(calc), Np = 50
(e) SART, Np = 100 (f) EDART(calc), Np = 100
Figure 5.51: Same slice as in figure 5.49 of the SART and EDART(calc) reconstructions
with 20, 50 and 100 projections. The porous region in the red rectangle is better defined in
case of the EDART reconstructions than in case of the SART reconstruction.
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Figure 5.52: The RDD of the sample of cookies with SART and EDART(calc)
reconstructions with various number of projections
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(a) EDART(calc), Np = 10 (b) Distance, Np = 10
(c) EDART(calc), Np = 20 (d) Distance, Np = 20
Figure 5.53: Euclidean distance transform of a slice in the sample of cookies. In (b) the
distance transform of the EDART(calc) reconstruction with 10 projections (a) is shown
and in (d) shows the distance transform of the EDART(calc) reconstruction with 20
projections (c).
5.7 EDART and beam hardening
In sections 5.5 and 5.6 the EDART reconstruction was compared with SART re-
constructions for different phantoms and experimental data of samples consist-
ing of one material. As mentioned earlier, one of the main difference between
the phantoms and the experimental data is that artefacts can occur in experimen-
tal data. An artefact which can significantly complicate discrete reconstructions
is beam hardening. Indeed, beam hardening introduces cupping artefacts which
means that the outer layer of the reconstructed sample shows a higher attenuation
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coefficient than the inner part, so even although a sample consists out of only one
material, different attenuation coefficients will represent this material.
In section 5.6 the beam hardening in the experimental data was not significant
enough to have a large influence on the discrete reconstructions. However, if the
beam hardening is significant it can seriously complicate the segmentation step in
the EDART algorithm because the material of the sample is represented by differ-
ent attenuation coefficients. A possible solution for this problem is to incorporate
the beam hardening correction (BHC) method described in section 3.7.3 of chapter
3 in the SART reconstruction part of the EDART algorithm.
In figure 5.54 the effect of EDART combined with the beam hardening correc-
tion incorporated in the forward projector of the SART algorithm (equation 3.37
is used instead of equation 3.10) is illustrated for the same tooth implant sample
used in section 3.7.3 of chapter 3. The parameters of the beam hardening correc-
tion are kept the same: α = 0.0075 cm and β = 3.0 in equation 3.37. In figure
5.54(a) a slice of the sample is shown, reconstructed with the SART algorithm with
1200 projections, one iteration and BHC. Figure 5.54(b) shows the same slice, re-
constructed with the SART algorithm with only 20 projections and 20 iterations,
without BHC. Figure 5.54(c) and 5.54(d) show the same slice, reconstructed with
EDART, with 20 projections and Nit = 10, without and with BHC respectively.
From figure 5.54 it can be observed that the pore structure of the EDART re-
construction with Np = 20 and BHC has a better resemblance with the pore struc-
ture of the full SART reconstruction (Np = 1200 than the EDART reconstruction
with Np = 20 without BHC. This can easily be explained when looking at figure
5.54(b). Because of the beam hardening, it is more difficult perform a distinction
between the voxels belonging to the material in the centre of the sample and those
belonging to the air inside the sample. The initial segmentation will be better when
the beam hardening is removed with the BHC, which explains the better results in
figure 5.54(d) in comparison with figure 5.54(c).
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(a) SART,
Np = 1200, BHC
(b) SART,
Np = 20, No BHC
(c) EDART,
Np = 20, No BHC
(d) EDART,
Np = 20, BHC
Figure 5.54: Slice of the tooth implant sample, reconstructed with SART with 1200
projections and BHC(a) and 20 projections without BHC (b). (c) and (d) show EDART
reconstructions with 20 projections of the same slice without and with BHC respectively.
For the BHC α = 0.0075 cm and β = 3.0 (equation 3.37) were used.
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5.8 Conclusion
In this chapter a new discrete reconstruction for the reconstruction of experimental
samples consisting out of solely one material and surrounding air was presented:
EDART. Samples with different structures were used to evaluate EDART for sam-
ples of various types. The reconstructions in this chapter show us that EDART
gives better results than SART when only a limited number of projections is avail-
able, for phantoms as well as real data. The difference between SART and EDART
decreases as the number of projections increases. When the number of projections
is high enough to reach accurate reconstructions with SART, the SART recon-
structions have a slightly lower rNMV than the EDART reconstructions and there
appears to be no longer a benefit when using EDART.
However, in some cases even when the rNMV of the SART reconstruction is
lower than the rNMV of the EDART reconstruction it can still be beneficial to use
EDART because the structures obtained with EDART can be better defined. To
quantify the difference in structure the RDD was used. The difference in RDD for
SART and EDART(calc) reconstructions is higher than the difference in rNMV
when few projections are used. For the phantoms it was observed that in several
cases where the rNMV of EDART was higher than the rNMV of SART, the RDD
of EDART was lower than the RDD of SART. In the case of the experimental
sample of sand the RDD was lower for EDART(calc) while the rNMV was lower
for SART for the reconstructions with 100 projections.
Even when the attenuation coefficient and threshold are not known in advance
the EDART algorithm produced good results when these parameters are calculated
using the method described in section 5.4.2. For all the phantoms used in this
chapter the difference in the results for EDART(known) and EDART(calc) was
minimal.
The partial volume effect has a significant influence on the reconstructions of
a sample which consists of one material. Because of this effect, the attenuation
at the voxels belonging to the boundaries of the object is a mix of the attenuation
coefficient of the material of the sample, µs, and of that of the air around, µ0 it.
As a result it is no longer correct to assume that voxels either have attenuation
coefficient µs or µ0 and variations in µ will occur. This complicates the proce-
dure to calculate an accurate value for µs. Caution always needs to be applied
when interpreting quantitative measurements. It is always necessary to compare
the obtained quantitative results for the parameters with a visual observation of the
reconstructed datasets.
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The results obtained with real data sets are very similar to the results we
observed for the reconstructions of the phantoms in section 5.5, although these
datasets contain artefacts and are sometimes not completely discrete. When only a
limited number of projections is available it can be very beneficial to use EDART
instead of SART.
The algorithms presented in this work can be subsequently applied but can also
be combined with one another. In section 5.7 it is illustrated that the beam harden-
ing correction method from section 3.7.3 in chapter 3 can also be incorporated in
the EDART algorithm. The combination of the introduced methods allows for an
improvement in the process of extracting accurate quantitative information from
µCT data.
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I know that this defies the law of
gravity, but, you see, I never studied
law.
Bugs Bunny
6
Conclusions and outlook
This works deals with the latest developments in the improvement and quantifica-
tion of X-ray microtomography (µCT) data. In order to extract accurate quantita-
tive information from these datasets, the image quality is of the utmost importance.
In the scope of this work efforts have been made to improve the image quality by
modifying the algorithms used for the reconstruction of the datasets. Iterative re-
construction algorithms are very flexible and thus well suited for modification.
Additionally, they allow for the possibility to include prior knowledge in the re-
construction process.
Iterative reconstruction algorithms are becoming a more widely used alterna-
tive to analytical reconstruction algorithms based on filtered backprojection. They
are inherently better at coping with artefacts which are for example due to the cone
beam geometry, the presence of metals in the sample and beam hardening. They
also produce better results when the number of available projections is reduced, or
when a certain angular range is missing. In this work the Simultaneous Algebraic
Reconstruction Technique (SART) was used.
During this work several modifications of the iterative reconstruction algo-
rithms were developed and/or implemented to increase reconstruction quality. We
illustrated with the aid of several examples that these algorithms can be modified
to reduce metal artefacts and to incorporate an initial solution, which allows for
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the reduction of the number of projections for a second scan a of slightly modified
sample. It was also demonstrated that a model which represents the beam harden-
ing process can be incorporated in the reconstruction process, in this way reducing
artefacts due to beam hardening.
For the extraction of quantitative information from µCT datasets 3D analysis
software packages can be used. At UGCT the in house developed software pack-
age Morpho+ is used. In the scope of this work newly developed high performance
algorithms were added to the program and existing algorithms were extended to
increase the analysis possibilities. As reconstructed 3D µCT data at UGCT data
are of substantial size (up to 8 Gigavoxel), a lot of effort has been made to keep
the calculation time as limited as possible. As UGCT works closely together with
researcher from various research fields, many different parameters to describe all
kinds of processes are needed.
Some of the algorithms which were added to Morpho+ focus on obtaining an
accurate segmentation of the different elements present in the reconstructed sam-
ple, as this is of crucial importance to obtain an accurate quantification of these
elements. Additionally, a lot of efforts have been made on quantifying the connec-
tivity in the sample, for example by calculation of the Euler Number and tortuosity,
determination of the number of neighbouring numbers of an object, quantification
of the connections between to objects and a new algorithm to extract a skeleton
from a volume. Additional shape parameters were included which allow to repre-
sent the objects on a disc-rod diagram. As is illustrated in the application section
of chapter 4 there are many possibilities to characterize reconstructed samples with
Morpho+.
As mentioned earlier, segmentation is a very important step in the analysis
process. Indeed, the accuracy of the calculated parameters will be dependent on
whether voxels are identified as being part of a certain object or phase. Sometimes
situations occur where the investigated sample consists of only one material and
surrounding (and enclosed) air. When this information is taken into account dur-
ing the reconstruction, the quality of the reconstructed images can be increased
and the segmentation step can be performed during the reconstruction. Many al-
gorithms for reconstructing these type of discrete samples exist, however most of
them are tested on simulated data and result in high reconstruction times for large
3D datasets obtained with µCT.
In this work, a new algorithm for reconstructing samples consisting out of only
one material and surrounding air was developed, which includes a fast and intu-
itive method to estimate the threshold and attenuation coefficient of the material in
the sample. This algorithm was inspired by the Discrete Algebraic Reconstruction
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Technique (DART) and focuses on improving the reconstruction quality in compar-
ison with standard iterative reconstruction quality without significantly increasing
the reconstruction time, it is referred to as the Experimental Discrete Algebraic Re-
construction Technique (EDART). In chapter 5 it was demonstrated that the image
quality of the reconstructed images can be improved when EDART is used instead
of SART for simulations as well as for experimental data, when only a limited
number of projections is available.
Outlook
In this work several methods to improve the accuracy of the quantitative infor-
mation which can be extracted from µCT data were developed, both by modifica-
tion of the reconstruction techniques and by extending and improving the analysis
methods in the 3D analysis software package Morpho+. The modifications of the
iterative reconstruction algorithms can be extended to include more prior knowl-
edge about the sample and the used scanner set-up.
There is still room for improvement of the segmentation part of the analysis
process. Especially accurate automatic or semi-automatic segmentation methods
which are not too computationally demanding are needed. Additionally, there is
an increasing demand for algorithms for network extraction. These networks or
skeletons can be used as input for fluid flow simulation models.
In chapter 3 it was illustrated that the incorporation of an initial solution (if it is
available) can significantly reduce the number of required projections for a second
scan after the sample has undergone a slight modification. This was illustrated
with the aid of simulations, however in the case of real experimental data it is
difficult to install the sample after modification on exactly the same position as
for the initial scan. Additionally, if the modifications that occur in the sample are
significant it is possible that the use of the initial solution does not allow for image
quality improvement. It should be thoroughly investigated how sample movement
or modification can be accounted for in the reconstruction process.
In chapter 5 the EDART algorithm was introduced and results of applying the
algorithm on simulations as well as experimental data were presented. However,
there are several possibilities to modify the EDART algorithm which were not
considered in this work. For example, it is possible to increase the number of
discretization steps. Additionally the number of iterationsNit was kept at the same
value for the first and the second application of the SART algorithm, however it is
likely that Nit can be reduced in the second application of the SART algorithm. A
study of the effect of varying the discretization steps and Nit and an evaluation of
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the improvement in image quality versus the increase of reconstruction time would
be very useful. If the latter is not too large it can be beneficial to use more than
one discretization step.
The EDART algorithm was only tested on samples consisting of one material
and surrounding air. If the sample consists of more materials, and the attenuation
coefficients and segmentation threshold are known (EDART(known)) the algo-
rithm can also be applied. However, extending the method for determining the
attenuation coefficient and segmentation threshold is not as straightforward and
would be a useful topic for future research.
In section 3.7.3 of chapter 3 it was demonstrated that beam hardening can be
modelled and included in the forward projector of the SART algorithm. This prin-
ciple can be extended towards other physical processes which can be modelled.
The modified iterative algorithms can be combined with one another, as was illus-
trated in section 5.7 of chapter 5, where the EDART algorithm was combined with
the modified SART algorithm including the beam hardening correction from chap-
ter 3. The flexibility of iterative algorithms provides the possibility to incorporate
many types of prior knowledge about sample and X-ray beam, and because these
modified algorithms can be combined with one another the optimal reconstruction
technique for each sample and scanner set-up could be obtained.
A philosopher once said ”It is
necessary for the very existence of
science that the same conditions
always produce the same results.”
Well, they do not.
Richard Feynman
A
Basic concepts in 3D analysis
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In this appendix an in depth explanation of some concepts in 3D analysis in-
troduced in chapter 4 will be given.
A.1 Connectivity of the grid
In 3D analysis the connectivity or neighbourhood of the grid determines which
voxels are considered as neighbouring voxels of the current voxel. This is usually
described as n-connectivity, with n the number neighbouring voxels of the current
voxel. It is obvious that this is very important as many algorithms depend on the
definition of connectivity/neighbourhood.
In 2D either 4- or 8-connectivity can be used. In case of 4-connectivity only the
horizontally and vertically neighbouring voxels of the current voxel are considered
to be connected, whereas with 8-connectivity also the diagonal neighbours are
taken into account.
In 3D, 6-, 18- and 26 connectivity can be used. In case of 6-connectivity only
the horizontal and vertical neighbouring voxels of the current voxel are consid-
ered to be connected, this is called face-connectivity, as the voxels share a face.
18-connectivity also includes voxels which are positioned diagonal to the current
voxel and have a mutual edge. 26-connectivity includes the voxels which are po-
sitioned diagonally and share only a vertex with the current voxel.
In Morpho+ 26-connectivity is used for 3D operations and 8-connectivity for
2D operations unless stated otherwise.
A.2 Erode and Dilate
The operations erode and dilate were already introduced in section 4.5 of chapter
4. Mathematically, they can be defined as follows [1]:
The eroded value  of a voxel ~x is the minimum value of f in the volume in
the window defined by the structuring element B, which is a small set of voxels
which is used to probe the volume, when its origin is positioned at ~x:
[ (f)] (~x) = min {f(~x′) | ~x′ ∈ B(~x)} (A.1)
As a result, the value of each voxel will be replaced by the minimum value of its
adjacent voxels and itself. In case of a binary volume each voxel belonging to the
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foreground which has at least one neighbouring background voxel will transform
into a background voxel as well.
The dilated value δ of a voxel ~x is the maximum value of f in the volume in
the window defined by the structuring element B when its origin is positioned at
~x:
[δ (f)] (~x) = max {f(~x′) | ~x′ ∈ B(~x)} (A.2)
As a result the value of each voxel will be replaced by the maximum value of its
adjacent voxels and itself. In case of a binary volume each voxel belonging to the
background which has at least one neighbouring foreground voxel will transform
into a foreground voxel as well.
A square structuring element of 3 x 3 x 3 voxels is typically used in erosion
and dilation operations in Morpho+. It is composed of a central voxel (the origin
of the structuring element) and its 26-connected neighbours.
A.3 Distances
When calculating the distance between two points in 3D analysis, it is important
to make a distinction between two definitions for a distance: the geodesic or Eu-
clidean distance, and the city block distance, also known as rectilinear, L1, taxicab
or Manhattan distance or l1 − norm.
In case of an n-dimensional real vector space the city block distance dcb be-
tween two points ~a = (a1, a2, ..., an) and ~b = (b1, b2, ..., bn)is the sum of the
absolute differences of their coordinates
dcb(~a,~b) =
n∑
i=1
|ai − bi| . (A.3)
The Euclidean distance dE between points ~a and ~b is the length of the line
segment connecting them
dE(~a,~b) =
√√√√ n∑
i=1
(ai − bi)2. (A.4)
The inward porosity defined in section 4.8.1 of chapter 4 determines the evo-
lution of the porosity from the edge to the center of the object. Because it is based
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on applying several erode operations after one another, the resulting distance to the
edge of the object is a city block distance. The distance transform which is first
mentioned in section 4.6 and is used as input for the watershed separation uses the
Euclidean distance.
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No, no, you’re not thinking; you’re
just being logical.
Niels Bohr
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Common abbreviations
µCT Micro Computed Tomography
UGCT Centre for X-ray Tomography of the Ghent University
ART Algebraic Reconstruction Technique
SART Simultaneous Algebraic Reconstruction Technique
BHC Beam Hardening Correction
ROI Region of interest
VOI Volume of interest
PPI Pores Per Inch
DART Discrete Algebraic Reconstruction Technique
EDART Experimental Discrete Algebraic Reconstruction Technique
rNMV relative Number of Misclassified Voxels
RDD Relative Distance Difference
MV Misclassified Voxels
VoI Voxels of Interest
DT Distance Transform
Common symbols
f object function
pi ray sum corresponding to detector pixel i
λ relaxation parameter
wij contribution of the j-th voxel to the i-th ray sum
ci correction factor
OSs ordered subset containing S projections
µkj linear attenuation coefficient of voxel j after kth iteration k
I Intensity
E Energy
α strength of the beam hardening correction
β energy dependency of the beam hardening correction
χ Euler number
Idr disc rod index
Is shape index
µs attenuation coefficient of the material of the sample
Ts segmentation threshold
Results! Why, man, I have gotten a lot
of results. I know several thousand
things that won’t work.
Thomas A. Edison
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