Aiming at automatic verification and analysis techniques for hybrid systems, we present a novel combination of enclosure methods for ordinary differential equations (ODEs) with the iSAT solver for large Boolean combinations of arithmetic constraints. Improving on our previous work, the contribution of this paper lies in combining iSAT with VNODE-LP, as a state-of-the-art enclosure method for ODEs, and with bracketing systems which exploit monotonicity properties to find enclosures for problems that VNODE-LP alone cannot enclose tightly. We apply our method to the analysis of a non-linear hybrid system by solving predicative encodings of an inductive stability argument and evaluate the impact of different methods and their combination.
Introduction
The formal analysis of hybrid systems usually involves steps of (ideally safely) approximating their behavior to obtain models that can be handled by available tools, since practical engineering models often incorporate elements that no verification tool can handle in combination. Each of these approximations may cause a loss of precision in the model, e.g. when capturing non-linear behavior by a linear model. At the same time, these approximations often have to be done manually, and worse, have to be repeated when the original model changes.
We are therefore convinced that it is highly desirable to develop tools that can handle as rich dynamics as possible, and hence allow model checking of hybrid systems in a direct way. In this paper, we will not present a comprehensive tool that achieves this goal, but we show that our improvement of Satisfiability modulo ODE solving is a promising step into this direction, though still of academic nature in the size of problems solvable.
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The underlying idea of hybrid system analysis by Satisfiability (SAT) modulo ODE solving is to offer a constraint language, plus the corresponding solvers, featuring as its atomic constraints exactly the equations and inequalities arising in hybrid-system models, especially algebraic constraints between variables and non-linear ODEs. With such an expressive constraint language, predicative encoding of hybrid system dynamics becomes straightforward, rendering intricate encodings and approximations superfluous. Starting from a predicative encoding of a hybrid system, the task of the solver is to prove the absence of or search for a satisfying valuation of the variables, which encode snapshots of the system's state at points in time, connected by the transition relation that encodes the behavior of the system. In the case of bounded model checking (BMC), satisfying valuations represent trajectories of the modeled system, starting from an initial state, performing a bounded number of transitions (jumps and flows) and finally leading to a target state satisfying a property of interest. The basic principle of SAT modulo ODE solving is to handle directly ODEs as part of a constraint system by evaluating their consistency under the current partial assignment the solver is investigating and learning implied facts for future search.
ODE enclosures as propagation mechanisms have been applied previously in Constraint Programming [6] for conjunctive Constraint Satisfaction Problems as well as by Ishii et. al. [8] in a traditional Satisfiability Modulo Theories (SMT) scheme. In contrast to such an integration (i.e., a SAT solver selecting which theory atoms shall be satisfied, interleaved with theory solvers evaluating this conjunction of atoms), the iSAT [5] algorithm performs a search by splitting intervals and hence indirectly ruling out those atoms that become inconsistent under this valuation, and thus deducing that other arithmetic constraints must be satisfied for satisfaction of the entire formula. These constraints then participate in the search by means of interval constraint propagation (ICP): as they have to be satisfied, interval valuations for their variables can be narrowed by pruning off subintervals that cannot contain a solution. Such ICP deductions are well-known for algebraic constraints and narrow the search space very effectively.
Reasoning about ODEs can be directly integrated into this framework [4] using methods for safe interval enclosures of solutions of ODEs. These methods compute an interval cover for the states reachable from an interval box of initial states. Since their effectiveness in narrowing the overall search space of the constraint solver depends on the tightness of the enclosures provided by these methods, we have reconsidered the tools used for generating such enclosures, now incorporating the ODE solver VNODE-LP [12] and combining it with a second layer of reasoning about ODEs, which is only applicable under certain side-conditions, but may yield tighter enclosures. This additional layer generates bracketing systems [16] for monotonic segments of trajectories, thus reducing the problem of computing the image of a set of initial states to one of computing bounding trajectories.
In this paper, we describe the resulting algorithm and evaluate it on a classical nonlinear hybrid system, thereby comparing different combinations of the ODE enclosure mechanisms. The evaluation covers deep unwindings of BMC problems, as traditionally covered by SMT methods, as well as a novel temporal induction scheme able to prove a form of stability of hybrid systems.
The exposition starts with an overview of the iSAT algorithm and its interplay with ODE constraints in Section 2. Section 3 describes the VNODE-LP solver, Section 4 explains the bracketing systems approach, and Section 5 discusses deducing trajectory directions. Section 6 reports experimental results obtained on benchmarks, followed by the conclusions presented in Section 7.
The iSAT Algorithm for SAT Modulo ODE
In this section, we overview briefly the basic iSAT algorithm (for details cf. [5] ) and focus on aspects related to the integration of ODE enclosures.
Problem statement. Let Φ be a quantifier-free Boolean combination of arithmetic constraints over bounded real-, integer-, and Boolean-valued variables, simple bounds, and ODE constraints over real variables with the following properties:
arithmetic constraints over variables x, y, and z are of the form x ∼ • (y, z) or x ∼ •(y), where ∼ is a relational operator from {<, ≤, =, ≥, >}, and • is a total unary or binary operator from {+, −, ·, sin, cos, pow N , exp, min, max}; simple bounds are of the form x ∼ c with ∼ as above a relational operator,
x a variable, and c a constant; and -ODE constraints are time invariant and given byẋ
with all occurring variables x i themselves being defined by ODE constraints and f being a function composed of {+, −, ·, /, pow N , exp, ln, √ , sin, cos}. These ODE constraints must occur only under an even number of negations in the formula, allowing e.g. m 1 → ((ẋ = sin(y)) ∧ (ẏ = −x)), but forbidding e.g. (ẋ = sin(y)) → m 1 to avoid subtleties in the semantics of the formula.
Additionally, Φ and the variables therein have the structure
arising from the k-fold unwinding of the transition system, where decl[i] is the i-th instantiation of the system variables' domain bounds, init[0] is the predicative encoding of the initial state applied to the 0-th variable instance, i.e. to the beginning of the trace, trans[i, i + 1] is the application of the transition predicate to the i-th and (i + 1)-th instances of the variables, e.g. instantiating a = a + 1 to a [3] = a[2] + 1, and target[k] is the application of the target predicate to the last variable instance. ODE constraints occur only within the transition relation since they constrain the continuous flow behavior of the system.
Example.
To illustrate this input, Figure 1 shows an encoding of a model from [6] . The problem can be stated as follows: find two points A and B on a circle with radius 1 around (1, 0) and from the box [−1, 1]×[−1, 1], such that a trajectory of a harmonic oscillator around (0, 0) with fixed temporal length (here, we choose 1), starting in A ends in a point X, forming an equilateral triangle A, B, X. Satisfiability. As usual, a valuation σ, which maps each variable to a point from its domain, satisfies Φ iff the constraints satisfied under σ satisfy the Boolean structure of Φ. Satisfiability is straightforward for simple bounds and arithmetic constraints, but requires some explanation in the case of ODE constraints. As noted above, ODEs -describing the evolution of variables over continuous time-occur only in the transition relation, which constrains the pre-post relation between any two successive instances of variables in a trace. Semantically, a trace is a sequence of snapshots of a real-time trajectory of the hybrid system. Hence, ODE constraints describe the behavior of the system between two such snapshots, i.e. describe trajectories emerging from the pre-valuation, following the dynamics described by the ODE, and finally reaching the post-valuation. A valuation σ thus satisfies a definitionally closed system of ODE constraints (each occurring variable itself being defined by one of the component ODE constraints), iff there exists a solution trajectory starting with the pre-valuation and ending with the post-valuation after a duration equal to the temporal length of the flow, as provided by the value of a special variable delta time.
More formally, given x = (x 1 , . . . , x n ) T and ODE constraints defining x : 1 
Flow invariants. Currently, we do not support direct encoding of mode or flow invariants, i.e. of constraints on the states traversed during a continuous evolution. Such invariants can only be formulated within the pre-post relation. If in the example in Fig. 1 , y should stay ≥ c, we could add constraints like y ≥ c ∧ y ≥ c to the transition system. While for monotonic solutions, no additional behavior would be allowed by this notation, for the example system, the direction may change and thus a trajectory may start and end above c, satisfying the added constraint, but violating the flow invariant at a point of time in between. The constraint system would thus be an overapproximation of the original system, allowing spurious trajectories that can not be always removed.
Solving. The task of the solver is to find a valuation satisfying the formula or proving its unsatisfiability. Starting from an input formula like the one depicted in Fig. 1 , a preprocessing step (see [5] for more details) introduces auxiliary variables to split complex arithmetic expressions into the format described above and to simplify the Boolean structure into a conjunction of clauses, which are themselves disjunctions of arithmetic atoms, simple bounds, and trigger variables representing ODE constraints. The latter are stored separately and are activated whenever their respective trigger variable becomes true. Instead of point-valued valuations, the iSAT algorithm interprets the constraints over intervals. Initially, each variable receives its whole domain as an interval valuation. Akin to DPLL-based SAT solving [2, 3] , the three main ingredients of the solver are deduction, decision, and conflict resolution. However, constraints cannot only be satisfied or unsatisfied for all valuations from the interval box, but also contain a mixture of points satisfying or violating a constraint. For example, consider constraint C : x = 2 · y under the interval valuation x ∈ [0, 10], y ∈ [3, 6] . No point with x ∈ [0, 6) or y ∈ (5, 6] satisfies C, while x ∈ [6, 10] , y ∈ [3, 5] contains points (x, y) like (6, 3) satisfying and points like (6.1, 3) violating C.
Clauses (disjunctions of constraints) that contain only one constraint that is potentially satisfiable under the current valuation are called unit and give rise to unit propagation: the last satisfiable constraint in a clause else containing only violated constraints must be propagated to retain a chance for satisfiability of the conjunction of all clauses. If the above example constraint c were such a last remaining atom of a clause, then interval constraint propagation would allow to prune away those ranges above identified as not containing any solutions, yielding a new valuation x ∈ [6, 10] , y ∈ [3, 5] and thus a reduced search space.
When no more propagations are possible or the newly deduced bounds have negligible progress with respect to the old ones, a decision is performed by selecting heuristically a variable and splitting its interval, i.e. introducing a new upper or lower bound at its midpoint. This bound may give rise to new deductions. If all of a clause's constraints are violated under the current valuation, e.g. due to a prior propagation step, a conflict is encountered, which is resolved by analyzing the reasons that caused it and generating a conflict clause that is a disjunction of the negated reasons. This clause is added to the formula and forces at least one of the offending bounds to be chosen differently in the future, effectively removing this part of the search space for the remainder of the search.
Termination. If the solver encounters a conflict from which it cannot recover, because no undoing of decisions would resolve it, it has successfully proven unsatisfiability. Due to the safe overapproximations used in all propagations (e.g. outward rounding for arithmetic evaluations) and always pruning non-solutions only, this unsatisfiability result is safe. The solver terminates with unknown, if it encounters a box whose maximum width is below a small, user-defined threshold and for which deduction cannot show inconsistency. This small box is a candidate solution box, which merits practical attention when encountered as a potential counter example to the safety of an engineered system. As the reported candidate solution boxes are very small, interval Newton methods may be able to verify that they contain an actual solution. While our algorithm currently does not contain such a check, Ishii et al. [8] have implemented it.
Deduction for ODE constraints. Having interval valuations for the variable instances occurring in ODEs, again requires lifting their original point-valued interpretation to intervals. For arithmetic constraints, we prune away only parts not containing any solutions. The very same idea applied to ODEs means that we may prune away all those points from the post-valuation that are not (forward) reachable when starting a trajectory from any point in the pre-valuation and staying on it for any duration contained in the interval valuation of the respective delta time variable. Analogously, we can safely prune away those parts of the pre-valuation for which no trajectory can reach any point in the post-valuation with any of the possible durations (backward propagation). In addition, time points t from delta time can be pruned when no trajectory starting from the pre-valuation reaches any point from the post-valuation at t (cf. Figure 2 ). The essential ingredient in the deduction for ODE constraints is thus a method to safely enclose over a temporal interval all trajectories emerging from the prevaluation, which is typically an interval box. While our original integration of such an ODE enclosure mechanism into the iSAT algorithm [4] was confined to embedding a relatively weak own implementation of a Taylor-series-based safe integrator, we base our current approach on VNODE-LP [12] .
ODE deductions are performed in strict alternation with the other deduction mechanisms. After completing Boolean and interval constraint propagation as described above, iSAT's ODE solving layer uses the current valuation of the trigger variables for each instance of the transition system to select the active ODE constraints. This signature of activated ODEs and the current interval valuation for the occurring variables together suffice to generate an enclosure. In contrast to normal deductions, whose results are stored only temporarily until they may be undone later by a backjump when recovering from a conflict, the results of ODE deductions are stored in clauses. This technique, similar to conflict clause learning, ensures that the same deduction does not have to be repeated since its results have been added persistently to the formula. Similarly to constraints replication [19] , we add copies of the learned clauses for all isomorphic variable instances arising from the k-fold unwinding of the transition relation.
Before performing an ODE deduction, the algorithm checks whether the same query has been encountered before and rejects all duplicate queries. A second level of caching holds a limited number of intermediate results, which can be reused when enclosures for a subbox of the original box are requested since interval arithmetic's monotonicity property w.r.t.. set inclusion guarantees then that they are still valid (yet coarse) enclosures also for the current valuation. Using a stored solver run, whenever the currently examined valuation is only slightly smaller than the original box, partially avoids recomputations. Since the bounds deduced by the ODE solver are subsequently used in interval propagations, it is very likely to encounter kind of slightly changed query, providing this caching layer with a significant role in avoiding wasted computations.
Soundness. The correctness of the core algorithm has been detailed in [5] . Since our extension to deductions for ODE constraints is restricted to the pruning of non-solutions and storing all reasons involved in these deductions explicitly in the learned clauses, the same arguments hold here, too. An essential ingredient to soundness is the use of validated computations, i.e. outward rounding for interval computations, interval evaluation of remainder terms to capture truncation errors for the numerical enclosure method detailed in the following section, and detection of overflows during these computations. Technically, many of these issues are delegated to libraries, in our case the MPFR and filib++ libraries. 3 
Overview of VNODE-LP
In this section, we present an overview of VNODE-LP, Validated Numerical ODE through Literate Programming. More details can be found in [12, 13] .
Consider the initial-value problem, IVP (we omit the · notation),
where f : R × R n is sufficiently smooth (as a consequence, the code list of f should not contain e.g. branches, abs, or min).
Denote the set of n-dimensional interval vectors by IR n . Given x 0 ∈ IR n and t end = t 0 (t end ∈ R), VNODE-LP tries to compute an x end ∈ IR n at t end that contains the solution to (2) at t end for all x 0 ∈ x 0 . If VNODE-LP cannot reach t end , for example the bounds on the solution become too wide, bounds at some t * between t 0 and t end are returned.
This solver proceeds in a one-step manner from t 0 to t end , where it computes bounds at (adaptively) selected points t j ∈ (t 0 , t end ]. To explain an integration step, denote by x(t j ; t 0 , x 0 ) the solution to (2) with an initial condition x 0 at t 0 , and denote by x j an enclosure of this solution at t j . That is,
On a step from t j to t j+1 , VNODE-LP computes first a priori bounds x j such that x(t; t j , x j ) ∈ x j for all t ∈ [t j , t j+1 ] and all x j ∈ x j . Then it finds tight bounds x j+1 at t j+1 such that x(t j+1 ; t 0 , x 0 ) ∈ x j+1 for all x 0 ∈ x 0 . For an illustration of a priori and tight bounds, see Fig. 3 . To compute these bounds, we use interval arithmetic, Taylor series expansion of the solution to (2) at each integration point, and various interval techniques; for more details see [12, 14] .
VNODE-LP is based on Taylor series and the Hermite-Obreschkoff [14] methods. It is a fixed-order, variable-stepsize solver. The stepsize is varied such that an estimate of the local excess per unit step is below a user-specified tolerance. Typically efficient values for the order can be between 20 (default) and 30 [12] .
Generally, VNODE-LP is suitable for computing bounds on the solution of an IVP ODE with point initial conditions or interval initial conditions with a sufficiently small width. If the initial condition set is not small enough and/or long time integration is desired, the COSY package [1] of Berz and Makino can produce tighter bounds than VNODE-LP. Alternatively, one can subdivide the initial interval vector (box) y 0 into smaller boxes, perform integrations with them as initial conditions, and build an enclosure of the solution at t end .
The COSY package bounds the solution using Taylor models, which consist of a high-order Taylor polynomial in the initial conditions plus an enclosure of the remainder term. On each integration step, such polynomial representations of the bounds are propagated, thus effectively reducing the wrapping effect. In contrast, VNODE-LP, expands the solution with respect to initial condition up to first order, and propagates parallelepipeds enclosing the solution, which are generally less effective for reducing the wrapping effect. However, COSY is computationally more expensive than VNODE-LP.
On each step from t j to t j+1 , iSAT uses the a priori bounds and also computes tighter bounds over selected subintervals of [t j , t j+1 ], in addition to the provided tight bounds by VNODE-LP at t j+1 , by calling VNODE-LP with initial point t j and the interval to be refined as interval ending t end ⊂ [t j , t j+1 ]. These bounds are not computed efficiently by VNODE-LP, as currently it does not provide a facility for evaluating a representation of the solution between integration points; that is, a facility similar to having a continuous interpolant in standard ODE solving. Such a feature is presently being implemented. 
Using Bracketing Systems as Enclosures
When the starting point of the IVP (2) is a wide interval vector, the enclosures returned by VNODE-LP may diverge after a few computation steps. One way to address this shortcoming, while deriving guaranteed results, is to use the bracketing approach introduced in [16, 17] , which relies on the classical Müller's existence theorem [11, 10] . Given the IVP (2), the bracketing method analyzes the signs of the partial derivatives ∂f i /∂x l , evaluated over the enclosure for all t ∈ [t j , t j+1 ].
(i) Over each time interval [t j , t j+1 ], where these signs remain constant, the method builds two dynamical systems that enclose the original uncertain dynamical system and thus bound the flow pipe between a minimal solution, i.e. a flow that is always lower than the solution flow pipe, and a maximal solution that is always larger. Since this bracketing system involves no more uncertainty, VNODE-LP can be efficiently used for the guaranteed computation of the minimal and maximal solutions, which start as points instead of intervals. Hence, the solution enclosure of the actual IVP is enclosed between a minimal and a maximal solution, obtained as the solution of a new system of coupled ODEs.
(ii) Over each time interval [t j , t j+1 ], where the sign of at least one partial derivative changes, we merely use VNODE-LP on the original IVP.
In our implementation, the signs of the partial derivatives need not be analyzed over the enclosure set for all t ∈ [t j , t j+1 ], but are only analyzed over x j , the tight enclosure at t j . Once the bracketing systems are built and the solution set computed over the whole time interval, these signs are then checked a posteriori: if they remain constant for all t ∈ [t j , t j+1 ], then it is proven that the bracketing systems are valid [16] , if not, then the bracketing systems are not valid over whole time interval. In this case the solution is enclosed using VNODE-LP on the original IVP with interval initial conditions. Furthermore, our implementation of the bracketing approach is novel. Indeed, the bracketing systems are built automatically on the fly inside iSAT. This is done through the FADBAD++ 4 automatic differentiation package, whereas previously they were built manually or using external symbolic algebra. Figure 3 compares enclosures obtained using our implementation of the bracketing approach and the direct application of VNODE-LP. Clearly, both methods should be combined as their actual performances depend on the analyzed ODE. The performance of the bracketing approach, that is how tight are the computed enclosures when used with a given system, may in fact be known a priori. For monotone dynamical systems, those whose flows preserve a suitable partial ordering on states, hence on initial conditions, the computed bracketing systems are feasible instantiations of the dynamical system under study, hence exhibit the same convergence and stability properties as the original system. If the latter is convergent and stable, then should the bracketing systems. However, when the dynamical system is not a monotone one, the bracketing systems usually suffer from a hidden wrapping effect that provokes the derived enclosures to blow up. In spite of that, both experimental and theoretical evaluation show that when the original system exhibits very strong convergence (stability) properties, the latter property can overrule the wrapping effect making the bracketing approach effective. Finally, the bracketing approach performs badly when the system exhibits stable orbits or oscillatory behaviors. Nevertheless, we expect our implementation of bracketing systems within iSAT to simplify the thorough practical assessment of its actual performance in the future.
Deducing Trajectory Directions
In the case study shown in the following section, we encounter the problem of showing that a trajectory cannot stay at the point of its origin when at least an infinitesimal amount of time (delta time > 0) has been spent. The enclosure schemes presented so far -powerful as they are-are unable to prove this. One reason for this is that even for point-valued initial conditions x 0 , the very first a priori enclosure for an interval t ∈ (0, t 1 ] must also contain the enclosure x 0 itself, since the solution trajectory is a continuous function.
The simple yet effective solution to this problem is to evaluate the ODEs' right-hand sides over a prefix delta time ∈ [0, t p ] of the already calculated enclosure. If this evaluation yields a strictly positive result, we can safely deduce delta time ∈ (0, t p ] ⇒ x > x, i.e. that the post-value is strictly greater than the pre-value for this prefix. Analogously, we can deduce delta time ∈ (0, t p ] ⇒ x < x, if the evaluation yields only values strictly less than zero.
A direction deduction performs an interval evaluation of the ODE's right-hand side over the first enclosure step and continues this computation for subsequent For x2 > k3:
For x2 ≤ k3: steps, as long as the calculated intervals do not contain zero. The upper bound of t p is then at the end of either the entire enclosure or the last enclosure step for which the evaluation yielded a strictly positive or negative result.
Experiments
To evaluate the integrated tool and the influence of the different enclosure methods, we apply our solver to the two-tank model from [20] , which has been frequently used as a case study for verification tools cf. e.g. [7, 18] . This system comprises two tanks connected by a tube. The first tank has an inflow of constantly k 1 = 0.75 volume units, and its base is k 3 = 0.5 length units above the base of the second tank. The connecting tube is characterized by a constant factor k 2 = 1, which also characterizes the outflow of the system as k 4 = 1. Figure 4 illustrates this setting and formalizes the dynamic behavior of the liquid's height x 1 and x 2 in the two tanks. The system's behavior switches between two dynamics, when x 2 reaches the outlet from tank 1 and therefore exerts a counter pressure against the incoming flow. Note that the model is implicitly bounded to the case that x 2 ≤ x 1 + k 3 , since it does not provide the dynamics for the inverse direction. To understand better the dynamics of this system and the proof obligations we encoded, Fig. 5 depicts simulated trajectories.
Similar to the introductory example in Fig. 1 , we encode this model predictively using the above description directly as ODE constraints. 5 Bounded reachability. To validate the model, we first check bounded reachability properties. As can be assumed from Fig Table 1 summarizes the runtimes on a 2.4 GHz AMD Opteron machine, which has been used for all runtime measurements. The solver is set to continue until it finds a solution and to keep learned clauses of previous BMC steps in the formula. The runtimes clearly indicate that the bulk of the problem lies in refuting the possibility of a trajectory with a low number of steps, while adding more unwindings of the formula does not make this problem harder to solve.
Unbounded trajectory containment. Although the formula structure is a bounded unwinding of the transition system, inductive arguments may be used to prove unbounded properties. One can easily see that region A = [0.6, 0.7] × [0.4, 0.6] contains an equilibrium point. However, the simulation also shows that there are trajectories leaving this region. We extend our model to show that trajectories can leave region A only on a bounded prefix, but thereafter stay in A forever.
First, we guess a τ > 0 (supported by looking at some simulated trajectories). With M l := {all trajectories of length ≥ l}, from showing that
follows by inductive application of (3), as facilitated by time invariance, Intuitively, we show that all trajectories of length 2τ stay in A for delta time ∈ [τ, 2τ ] (ignoring their behavior for [0, τ)). All unbounded trajectories must have these trajectories of length 2τ as prefix. At τ , they are thus (again) in A. Due to time invariance, we can consider (x 1 , x 2 )(τ ) as a new starting point. Since it lies in A, we have already proven that for [τ + τ, τ + 2τ ], the trajectory will lie in A again. For the time in between, we already know that it is in A. By repeating this process ad infinitum, we know that the trajectory can never leave A again.
Note that this proof is related to the idea of region stability [15] and can be thought of as a stabilization proof for an unknown (and maybe hard to characterize) sub-region A inv ⊆ A into which all trajectories from A stabilize, and which is an invariant region for the system. Table 2 summarizes runtimes for this proof using iSAT and the different enclosure methods. Our model encodes the above proof scheme in the following way: if a trajectory exists that is shorter than 2τ or that reaches a point outside A in time ∈ [τ, 2τ ], this trajectory satisfies the model. The proof is successful when the solver finds an unwinding depth k of the transition system upon which the model becomes unsatisfiable. Here, an unwinding depth of 3 suffices to prove the desired property. Without the direction deduction presented in Sect. 5, the solver fails to prove unsatisfiability, because it always finds counter examples that stay on the switching surface, spending there only tiny amounts of time. These trajectories satisfy the target condition of having time ≤ 2τ and do not allow proving (3) . Direction deduction hence enables proving the property.
The runtimes show that the approach without the direct enclosure (using only bracketing enclosures and direction deductions) outperforms both, the restriction to the direct usage of VNODE-LP with direction deduction and the combination of all enclosure methods together on this benchmark. To compensate, B is overapproximated to capture rounding errors, hence includes points that lie slightly outside B. Using the same proof scheme as above can be expected to work, as the simulated trajectories point inwards from the border of B. Yet, applying this proof scheme, the solver finds trajectories that can chatter indefinitely at P = (0.5, 0.5), sinceẋ 2 = 0 in P . This chattering is a valid behavior, though irrelevant for the actually intended proof of B's invariance.
We therefore identify intersections of the switching surface withẋ 2 = 0 (i.e. solutions to the constraint system k 2 √
and, finding only this one in P , add a don't-care mode around it -depicted in Fig. 5 as dc i = [0.49, 0.51] × [0.49, 0.51]. Since this region lies well inside B, we allow any trajectory that reaches it to jump immediately or after an arbitrary positive amount of time to the outer border of the don't-care mode, illustrated by dc o , which is ε = 0.0625 away from dc i . We also forbid any trajectory to enter dc i . This modification trades in accuracy by introducing non-determinism for the benefit of an artificial hysteresis: trajectories which could formerly stutter in P can now jump to any point on the border of dc o , but must then move along the system's dynamics again, consuming time.
With this modification, we can prove that B is left for less than τ = 0.0625. Table 3 shows that the proof succeeds for depths k ≥ 5 for all methods combined. Though bracketing enclosures are computed successfully, the direct method generates at least one deduction which is essential to prove unsatisfiability.
Further evaluation. We also applied the same proof scheme to region C = [0.3, 0.4] × [0.6, 0.7] again with unwinding depths 1 to 10. As expected, none of the resulting formulae was proven unsatisfiable. Runtimes were within 20.3 seconds for unwinding depth 1 without bracketing system usage and 617.6 seconds for unwinding depth 10 with all methods used in combination.
Conclusion
After exploring the feasibility of using ODE enclosures to solve SAT modulo ODE problems in [4] , this paper extends and improves the abilities of the resulting solver by combining enclosure methods. We have shown that the techniques presented in this paper have complementary strengths, and that our integrated approach is capable of handling different types of proof obligations for a nonlinear hybrid system. Our improvements are orthogonal to the application of interval Newton contractors in [6, 8] , and could be extended in the same way to gain the ability to prove existence of solutions.
One current weakness of our method is its inability to express directly flow invariants, which constrain variables over the entire duration of a flow. The resulting formula may thus have solutions that are spurious trajectories in terms of the original model. Our experiments show that proofs can be successfully obtained in spite of this overapproximation. However, a direct handling of flow invariants would remove the need to counteract such spurious trajectories.
Ishii et al. handle this issue in [9] by selecting the "first" intersection of an enclosure with a guard condition. However, they discard an enclosure if it contains the initial value set under the assumption that this initial point and the next intersection with the guard are distinct. It is unclear whether this suffices to guarantee that the first intersection of a trajectory (after its starting point) is chosen. One focus of our future work will be to handle flow invariants by pruning the enclosures directly.
To accelerate our tool, we plan on extending VNODE-LP to produce enclosures over intervals of time by allowing re-evaluations of the Taylor series between computed steps, which will be significantly faster than the current evaluation scheme. Little effort has so far been invested in good decision heuristics to select likely solutions earlier in the search. We will also explore ways to build the bracketing systems when off-diagonal Jacobian elements change sign.
